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Abstract
In this thesis we study the combinatorial objects that appear in the study of non-
negative part of the Grassmannian. The classical theory of total positivity studies
matrices such that all minors are nonnegative. Lustzig extended this theory to arbi-
trary reductive groups and flag varieties. Postnikov studied the nonnegative part of
the Grassmannian, showed that it has a nice cell decomposition using matroid strata,
and introduced several combinatorial objects that encode such cells. In this thesis,
we focus on the combinatorial aspects of such associated objects.
In chapter 1, we review the definition of the cells in the totally nonnegative part of
the Grassmannian, and the associated combinatorial objects. Each cell corresponds
to a certain matroid called positroid. There are numerous combinatorial objects that
can represent a positroid, such as a J-diagram, a Grassmann necklace or a decorated
permutation. We will go over the definitions of such objects and check some of their
properties. And for decorated permutations, there are certain planar graphs called
plabic graphs, that plays the role of wiring diagrams for permutations, and this would
serve as the main tool for our result in chapter 3.
In chapter 2, we prove a conjecture by Postnikov, that allows us to give a purely
combinatorial definition of positroids without relying on its realizability. We will
show that positroids can be defined as certain collections that satisfy some cyclic
inequalities. In other words, we express positroids using cyclically shifted Schubert
matroids. Postnikov showed that each positroid cell is an intersection of the totally
nonnegative Grassmannian and cyclically shifted Schubert cells. Combinatorially, this
result implies that each positroid is included in an intersection of cyclically shifted
Schubert matroids. We extend this result: each positroid is exactly an intersection
of certain cyclically shifted Schubert niatroids.
In chapter 3, we study maximal weakly separated collections. Weak separation
is a condition on pair of sets that first appeared in Leclerc and Zelevinsky's work
describing quasicommuting families of quantum minors. They conjectured that all
maximal by inclusion weakly separated collections of minors have the same cardinality
(the purity conjecture), and that they can be related to each other by a sequence
of mutations. We link the study of weak separation with the totally nonnegative
Grassmannian, by extending the notion of weak separation to positroids. By using
plabic graphs, we generalize the results and conjectures of Leclerc and Zelevinsky,
and prove them in this more general setup. This part of the thesis is based on joint
work with Alexander Postnikov and David Speyer.
In chapter 4, we prove a property on h-vector of positroids. The h-vector of a
matroid is an interesting Tutte polynomial evaluation, which is originally defined
as the h-vector of the corresponding independent complex of a matroid. Stanley
conjectured that h-vector of any matroid is a pure O-sequence, which is a sequence
coming froi a Hilbert function of a monomial Artinian level algebra. We show that
the conjecture holds for positroids: that is, the h-vector of a positroid is a pure
O-sequence.
Thesis Supervisor: Alexander Postnikov
Title: Associate Professor
Contents
I The
1.1
1.2
1.3
1.4
totally nonnegative Grassmannian
Matroid strata of the Grassmannian . . . . . . . . . . . . . .
Cells in the totally nonnegative Grassmannian . . . . . . . .
Le-diagrams and Le-graphs . . . . . . . . . . . . . . . . . . .
Plabic graphs . . . . . . . . . . . . . . . . . . . . . . . . . .
2 Positroids and Schubert matroids
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.2 Connections between a J-diagram and a Grassmann necklace
2.3 Proof of the main theorem . . . . . . . . . . . . . . . . . . .
2.4 Decorated pcrmutations and the Upper Grassmann necklace
2.5 Further Remark . . . . . . . . . . . . . . . . . . . . . . . . .
3 Maximal weakly separated collections and Plabic graphs
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . .
3.2 Weakly separated collections . . . . . . . . . . . . . . . . .
3.3 Decomposition into connected components . . . . . . . . .
3.4 Plabic graphs and weakly separated sets . . . . . . . . . .
3.5 Plabic tilings . . . . . . . . . . . . . . . . . . . . . . . . .
3.6 Proof of Lemma 3.6.1 . . . . . . . . . . . . . . . . . . . . .
3.7 Proof of the Purity Conjecture . . . . . . . . . . . . . . . .
3.8 Connection with w-chamber sets of Leclerc and Zelevinsky
31
. . . . . . 31
. . . . . . 33
. . . . . . 36
. . . . . . 40
. . . . . . 44
. . . . . . 55
. . . . . . 61
. . . . . . 65
4 The h-vector of a Positroid is a pure O-sequence. 69
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2 The h-vector of a positroid is a pure O-sequence. . . . . . . . . . . . 70
4.3 Exam ple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6
Chapter 1
The totally nonnegative
Grassmannian
This chapter focuses on introducing basic terminology and essential tools in [9] that
we will be using throughout the thesis. We start out with how a positroid comes
from the stratification of the totally nonnegative Grassmannian. Then we look at
the combinatorial objects that are in bijection with positroids: Grassmann necklaces,
decorated permutations and J-diagrams. We also review plabic graphs, which are
planar bicolored graphs that encodes various information of positroid cells.
1.1 Matroid strata of the Grassmannian
In this section, we review the definition of the matroid and the Grassmannian. We
will also review the inatroid stratification of the Grassinannian.
A matroid of rank k on the set [n] is a nonempty collection M (n) of k-
element subsets of [n), called bases of M, that satisfies the exchange axiom: For any
I, J E M and i E I, there exists j E J such that I \ {i} U {j} E M. In particular,
let A be a k-by-n matrix. For each k-clcmcnt subset I of [n], lot A. denote the
k-by-k submatrix of A in the column set I, and let AI(A) := det(AI) denote the
corresponding maximal minor of A. Then the collection of I's such that AI(A) is
nonempty, forms a matroid. For example, if we have
0 1 0 0 1 0)
A= 0 0 1 0 0 0
0O 0 0 0 1 1j
then exactly A 235 (A), A 236 (A), A356 (A) are nonzero. So {235, 236, 356} is a inatroid.
Now let us recall the definition of the Grassmannian. An element in the Grass-
mannian Grk., can be understood as a collection of n vectors vi... , vn E R' spanning
the space Rk modulo the simultaneous action of GLk on the vectors. The vectors vi
are the columns of a k x n-matrix A that represents the element of the Grassmannian.
Then an element V E Grk,, represented by A gives the inatroid My whose bases are
the k-subsets I C [n] such that A1 (A) # 0.
Then Grk,n has a subdivision into matroid strata SM labeled by some matroids
M:
SM := {V E Grk,n|Mv = M}.
The elements of the stratum SM are represented by matrices A such that AI(A) 4 0
if and only if I E M.
For example. if V C Gr 3,6 is represented by the matrix A defined in the previous
example, V is inside the stratum S{235,236,356l.
1.2 Cells in the totally nonnegative Grassmannian
Let us dofine the totally nonnegative Grassmannian, its cells and positroids.
Definition 1.2.1. [9, Definition 3.1] The totally nonnegative Grassmannian
Gr tn" c Grk,n is the quotient Gr "" = GL \Mat"", where Matt" is the set of real
k x n-matrices A of rank k with nonnegative maximal minors A, (A) > 0 and GL' is
the group of k x k-matrices with positive determinant.
Definition 1.2.2. [9, Definition 3.2] The totally nonnegative Grassmann cells
Sn" in Gri" is defined as S," := S f Grn"". M is called a positroid if the cell
Sr" is nonempty.
Note that from above definitions, we get
"= {GL -A E Gr IAi(A) > 0 for I E M, AI(A) = 0 for I (M}.
Moreover, although SM are not cells in general, Sg"' are cells.
Theorem 1.2.3. [9, Theorem 3.5] Each positroid cell St" is homeomorphic to an
open ball of appropriate dimension.
There are several combinatorial objects which can be used to index positroids.
We will use three of these - Grassmann necklaces, decorated permutations,
and J-diagrams. Let us start with Grassmann necklaces.
Definition 1.2.4. [9, Definition 16.1] A Grassmann necklace is a sequence I
(11,..., In) of k element subsets of [n] such that, for i E [n], the set Ii+1 contains
Ih \ {i}. (Here the indices are taken modulo n.) If i g Ii, then we should have
Ii+1 = Ii.
In other words, Ii+1 is obtained from i by deleting i and adding another element,
or 1i+1 = Ii. Note that, in the latter case Ii+1 = hi, either i belongs to all elements Ij
of the Grassmann necklace, or i does not belong to any element Ij of the necklace.
Here is an example of a Grassmann necklace: 1= {1, 3,5}, I2 {2,3, 5}, 13 =
{3,4,5}, 14= {4, 5,1}, 15= {51,3}.
We define the linear order <i on [n] to be the following total order:
i <i i + 1 <i -.-. <i n <i 1 <i -.-. <i i - 1.
We extend <i to k element sets, as follows. For I = {ii,..., i} and J =
{ji, ... ,jk} with i1 <i i2 <i --- <i ik and ji <i j2 <i --- <i jk, define the par-
tial order
I <i J if and only if i1 < ji,..., ik i jk.
In other words, <i is the cyclically shifted termwise partial order on ).
The following lemma shows how Grassmann necklaces index positroids.
Lemma 1.2.5. [9, Lemma 16.3, Proposition 16.4] For a matroid M C (]) of rank
k on the set [n], let IM = (I1,..., I) be the sequence of subsets such that i is the
minimal member of M with respect to <;. Then IM is a Grassmann necklace. And
such correspondence gives a bijection between positroids and Grassmann necklaces.
Now we will study decorated permutations, which can also be used to index
positroids.
Definition 1.2.6. [9, Definition 13.3] A decorated permutation 7r: = (7r, col) is a
permutation 7 E Sn together with a coloring function col from the set of fixed points
{i I 7r(i) = i} to {1, -1}.
There is a simple bijection between decorated permutations and Grassmann neck-
laces. To go from a Grassmann necklace 1 to a decorated permutation 7r: = (7r. col),
we set 7r(i) = j whenever Ij+1 = (Ih \ {i}) U {j} for i - j. If i ( i = i+1 then r(i) = i
is a fixed point of color col(i) = 1. Finally, if i E i = Ii+1 then r(i) = i is a fixed
point of color col(i) = -1.
To go from a decorated permutation 7r: = (wr, col) to a Grassmann necklace I, we
set
I = {j E [n] I j <ji r~1(j) or (7r(j) = j and col(j) =
For example, the decorated permutation ir= = (7r, col) with -r = 24135 and col(5) =
-1 corresponds to the Grassmann necklace (I, ... ,I 5) with 11 = {1, 3,5}, 12 =
{2,3, 5}, 13 = {3,4,5}, 14 ={4.511, 15= {5, 1, 3}.
Just like the usual permutations, we can define the length of a decorated permu-
tation.
Definition 1.2.7. [9, Section 17] For i, j E [n]. we say that {i, j} forms an alignment
in 7r if i, 7r(i), ir(j), j are cyclically ordered (and all distinct). The length t(ir=) is
defined to be k(n - k) - A(7r) where A(7r) is the number of alignments in 7r. We define
f(I) to be f(7r:) where 7r: is the associated decorated permutation of I.
This length is closely related to the "size" of the corresponding cell.
Proposition 1.2.8. [9, Proposition 17.10] Let M be a positroid and let ,r: be the
associated decorated permutation. Then f(,r) is the dimension of S ".
1.3 Le-diagrams and Le-graphs
J-diagrams are in bijection with positroids. A F-graph is an oriented graph obtained
from a J-diagram, and we will be using them to prove a key property of positroids in
Chapter 2.
Definition 1.3.1. Fix a partition A that fits inside the rectangle (n - k)k. The
boundary of the Young diagram of A gives the lattice path of length n from the upper
right corner to the lower left corner of the rectangle (n - k)k. Let us denote this path
as the boundary path. Label each edge in the path by 1,... , n as we go downwards
and to the left. Define I(A) as the set of labels of k vertical steps in the path.
Each column and row corresponds to exactly one labeled edge. Let us index the
columns and rows with those labels. We will say that a box is at (i, j) if it is on row
i and column j. A filling of A is a diagram of A where each box is either empty or
filled with a dot.
Definition 1.3.2 ([9], Definition 6.1). For a partition A, let us define a J-diagram
L of shape A as a filling of boxes of the Young diagram of shape A such that, for any
three boxes indexed (i, j), (i', j), (i, j'), where i' < i and j' > j. if boxes on position
(i', j) and (i, j') are filled, then the box on (i, j) is also filled. This property is called
the J-property. We will say that a J-diagram is full if every box is filled.
Fix a J-diagram L of shape A. For each box (i.j) of L, we define the NW-
region of it as the collection {(i', j')|i' < i, j' > j}. There is a unique dot (i', j') that
minimizes i - i' and j' - j at the same time, due to the J-property. We will say that
(i', j') covers (i, j) and write this as (i', j') < (i, j).
Definition 1.3.3 ([9], Definition 6.3). A F-graph is obtained from a J-diagram in
the following way. Place a vertex at the middle of each step in the boundary path
of the diagram and mark these vertices by 1, 2, .. .n. We will call these vertices
Figure 1-1: Example of a J-diagram and a F-graph
the boundary vertices. Now for each dot inside the J-diagram, draw a horizontal
line to its right, and vertical line to its bottom until it reaches the boundary of the
diagram. Then orient all vertical edges downward and horizontal edges to the left.
The source set of the F-graph is given by I(A) and the sink set is given by [n] \I(A).
Definition 1.3.4. A path in a F-graph is a directed path that starts at some bound-
ary vertex and ends at some boundary vertex. Given a path p. we denote its starting
point and end point by p" and pe. A VD-family is a family of paths where no pair
of paths share a vertex.
A dot at (i, j) is a NW-corner of a path p, if p changes direction at (i, j). For
each dot at (i, j) of L, there is a path that starts at a boundary vertex i, ends at
a boundary vertex j and has the dot at (i, j) as a NW-corner. We call such path a
hook path of (i, j).
Given a VD-family of paths {p1,..., pt}, we say that this family represents J
I(A) \ {pi,..., pt} U {pe,...,pe}. We consider the empty family to be a VD-family.
The following proposition follows as a corollary from ([9]. Theorem 6.5).
Proposition 1.3.5 ([9], Theorem 6.5). Given a i-diagram L, let ML be the set that
consists of J's such that J is represented by a VD-family in the F-graph of L. Then
ML is a positroid, and this correspondence gives a bijection between J-diagrams and
positroids.
Each J-diagram corresponds to a positroid, and hence a decorated permutation.
IL1F n
Figure 1-2: Rules of the road for F-graphs
The following theorem described how to recover a decorated permutation from a
J-diagram.
Theorem 1.3.6 ([9], Corollary 20.1). Define a map x that sends a J-diagram L to
a decorated permutation 7r: = (r, col) according to the following rules: Inside the 17-
graph of L, whenever we start at a boundary vertex i and reach j following the rules of
the road in Figure 1-2, set ir(i) = j. If 7r(i) = i, set col(i) = -1 if i is on a horizontal
edge, col(i) = 1 if otherwise. Then x is a bijection between i-diagrams and decorated
permutations.
For example, let us look at the J-diagram and F-graph of Figure 1-1. If we start
at the boundary vertex 3, we end up at 10 by following the rules of the road. So
we get 7r(3) = 10. If we repeat the procedure for all boundary vertices, we get
r = [2, 6, 10, 7, 3, 9,4, 1, 5,8].
1.4 Plabic graphs
In this section, we will review plabic graphs. Just like the fact that wiring diagrams
represent a permutation, plabic graphs represent a decorated permutation. and hence
positroids. Later in chapter 3, we will use these graphs to represent some special
collections called weakly separated collections.
Definition 1.4.1. A planar bicolored graph, or simply a plabic graph is a
planar undirected graph G drawn inside a disk. The vertices on the boundary are
called boundary vertices, and are labeled in clockwise order by [n]. All vertices in the
graph are colored either white or black. The boundary vertices have degree 1.
Let G be a plabic graph in the disc D. We will draw n directed paths, called
Figure 1-3: Labeling faces of a plabic graph
strands, within the disc D, each starting from and ending at a boundary vertex of
G.
Definition 1.4.2. The construction in this definition is depicted in Figure 1-3; the
numeric labels in that figure will be explained below. The strands are drawn as
follows: For each edge of G, draw two strand segments. If the ends of the segment are
the same color, then the two strands should be parallel to the edge without crossing,
and should run in opposite directions. If the two ends are different colors, then the two
strands should cross, with one running towards each endpoint. Around each vertex,
connect up the ends of the strands so that they turn right at each black vertex and
left at each white vertex. We will have n strands leading from the boundary vertices
to themselves., plus possibly some loops in the interior of G.
For most purposes, since contracting an edge whose vertices are colored in the
same manner does not change the topology of the strands, we can reduce to the case
that G is bipartite.
A plabic graph is called reduced [9, Section 131 if the following holds:
1. The strands cannot be closed loops in the interior of the graph.
2. No strand passes through itself. The only exception is that we allow simple
loops that start and end at a boundary vertex i.
3. For any two strands a and #, if a and # have two common vertices A and
B, then one strand, say a, is directed from A to B, and the other strand , is
directed from B to A. (That is the crossings of a and ,B occur in opposite orders
in the two strands.)
The strand which ends at the boundary vertex i is called strand i.
Definition 1.4.3. [9, Section 13] For a reduced plabic graph G. let -KG E S, be
the permutation such that the strand that starts at the boundary vertex i ends at
the boundary vertex 7G(i). A fixed point WG(i) = i corresponds to simple loop at
the boundary vertex i. We color a fixed point i of wG as follows: col(i) = 1 if the
corresponding loop is counter-clockwise; and col(i) = -1 if the loop is clockwise. In
this way, we assign the decorated strand perrmutation ir (7G, col) to each
reduced plabic graph G.
There is a way to label the faces of a reduced plabic graph with subsets of [n];
this idea was first published in [12]. By condition 2 each strand divides the disk into
two parts. For each face F we label that F with the set of those i E [n] such that F
lies to the left of strand i. See Figure 1-3 for an example. So given a plabic graph G,
we define T(G) as the set of labels that occur on each face of that graph.
When we pass from one face F of G to a neighboring one F', we cross two strands.
For one of these strands, F lies on its left and F' on the right; for the other F lie on
the right and F' on the left. So every face is labeled by the same number of strands
as every other. We define this number to be thc rank of the graph.
We define the boundary face at i to be the face touching the part of the disk
between boundary vertices i - 1 and i in clockwise order. Let Ii be the label of that
face. At boundary point i, the strand i comes in and the strand -x(i) leaves. So I±s
is obtained from I by deleting i and adding in 7r (i); we deduce that (11. ... , I) is the
Grassmann necklace I(r).
We now describe how to see mutations in the context of plabic graphs. We have
following 3 moves on plabic graphs.
(Ml) Pick a square with vertices alternating in colors, such that all vertices have
degree 3. We can switch the colors of all the vertices. See Figure 1-4.
Figure 1-4: (M1) Square move
(M2) For two adjoint vertices of
vertex. See Figure 1-5.
the same color, we can contract them into one
Figure 1-5: (M2) Unicolored edge contraction
(M3) We can insert or remove a vertex inside any edge. See Figure 1-6.
0
Figure 1-6: (M3) Middle vertex insertion/removal
The moves do not change the associated decorated permutation of the plabic
graph, and do not change whether or not the graph is reduced. The power of these
moves is reflected in the next Theorem:
Theorem 1.4.4. [9, Theorem 13.4] Let G and G' be two reduced plabic graphs with
the same number of boundary vertices. Then the following claims are equivalent:
" G can be obtained from G' by moves (Ml)-(M).
* These two graphs have the same decorated strand permutation 7rw =7r,
Moves (M2) and (M3) do not change F(G), while move (M1) changes F(G) by a
mutation.
Notice also that the moves (M1)-(M3) do not change the number of faces of the
plabic graph. So all reduced plabic graphs for a given decorated permutation have
the same number of faces. This number is given by the following theorem:
Theorem 1.4.5. Let G be a reduced plabic graph with decorated permutation 1r. Then
G has ffr:) + 1 faces.
Proof. By [9, Theorem 12.7], S" is isomorphic to RIF(G)-1. And by Proposi-
tion 1.2.8, dimension of S " equals f(ir:). D
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Chapter 2
Positroids and Schubert matroids
In this chapter, we give a purely combinatorial definition of a positroid. Recall that
positroids are defined as matroids that can be realized by matrices that have non-
negative maximal minors. We will show that positroids can be defined without using
matrices: they can be defined as some collections satisfying certain cyclic inequalities.
This part is based on [6].
2.1 Introduction
Let [n] {1, n} and let (n]) be the collection of all k-element subsets of [n). Fix
some t E [n]. We define the ordering <t on [n] by the total order t <t t + 1 <t ... <t
n <t 1 <t -.. <tt-1. For I,JE ([]), where
I1 = {ii, . .. , i i}, ii <t i2 <t - - - <t ik
and
J= {1,. - - -, jk),ji <t j2 <t ... <t ik,
we set
I <t J if and only if i1 <t ji,...,ik <t jk.
For each I E (1) and w E Sn, we define the cyclically shifted Schubert matroid
as
SMt:= {J E |I < t J}.
For example, SMiJ in (1) is the collection {235, 236, 245, 246, 256, 345, 346, 356}.
In [9], Postnikov showed the following:
Theorem 2.1.1 ([9], Theorem 17.2). Let St" be a nonnegative Grassmann cell, and
let IM = (1,. In) be the Grassmann necklace corresponding to M. Then
n
Smt" = Qi kk n r""
i=1
where Q'} is the cyclically shifted Schubert cell, which is the set of elements V G Grkn
such that I is the lexicographically minimal base of My with respect to ordering <j
on [n].
This result implies that:
Corollary 2.1.2. Let M be a positroid and let IM = (I1,.. In) be the associated
Grassmann necklace. Then
n
M ; SMi, .
i=1
So the bases of a positroid are included in an intersection of cyclically shifted
Schubert matroids. But we do not yet know if they are actually equal. Postnikov
therefore conjectured that each positroid is exactly the intersection of cyclically shifted
Schubert matroids. This is what we are going to prove in this chapter:
Theorem 2.1.3. M is a positroid if and only if for some Grassmann necklace
(1,) . .. , In),
n
M = SM .
i=1
In other words, M is a positroid if and only if the following holds : H E M if and
only if H >t It for all t r [n].
3 2
4
5
8 7 6
10 9
Figure 2-1: Labeling the boxes inside the boundary strip
2.2 Connections between a J-diagram and a Grass-
mann necklace
Recall that each J-diagram corresponds to a positroid, and hence a Grassmann neck-
lace. Given a J-diagram L, let us try to find out its corresponding Grassnann necklace
I= (11, . .. , I,) directly from the diagram. It is obvious that 1 = I(A).
For each box (x, y) in L, we can get a maximal chain (xt, yt) < -- (xi, yi) such
that (xi, y1) is the unique dot in {(ij)Ji < xj > y} that minimizes x - i and
j - y at the same time. We will call this the chain rooted at (x, y). Then the
collection of hook paths at (X,, yr) for 1 < r < t is a VD-family. So we get J,) :=
I, \ -x1 -- , xt} U {yi, ..... yt} E ML- In Figure 1-1, chain rooted at (5,9) is given by
(1, 10) < (5,9). A chain rooted at (3, 9) is given by (1, 10).
We define the boundary strip of a Young diagram to be the collection of boxes
that touches the boundary path of the diagram. Look at the box that is uppermost
and rightmost among the boxes in the strip. This box is adjacent to a vertical
boundary path, and if that path is labeled with j, label the box with j + 1. Then
increase the label as we go downwards and to the left. In other words, if j ( I(A),
then the box labeled j is adjacent to the path labeled j in the boundary path of A. If
j E I(A), then the box labeled j, is right above the box adjacent to the path labeled j
in the boundary path of A. Figure 2-1 shows an example of labeling the boxes inside
the boundary strip.
In the following proposition, we will show that a chain rooted at box labeled j
represents Ii.
Proposition 2.2.1. Fix a i-diagram L of shape A and let I = (I1, .... I,) be the
Grassmann necklace of ML. Let (x,y) be the box labeled j in the boundary strip of
A. Then Ij = J(xy). In particular, if there is no box labeled with j, then I = I(A).
Proof. Let F be a VD-fanily that represents Ij. Then F only contains paths that
satisfy pS < j < pl. Because if not, then F \ {p} represents J such that J <j I. So
any path p E F has to pass through a dot in the region {(i,) ji < x,j > y}.
Let the chain rooted at (x, y) be (it,jt)<- . -(i 1 , ji). For each 1 < r < t, denote the
hook path at (ir, jr) by pr. Then F must contain pi. If not, then Ij g, I(A)\{ii}U{j1}
because pS < iIp' > ji for all p E F. If pi,*. . p,. E F, then we also have pr+1 E F
because if not, we get hI :y 1(A) \ {ii,... , ir+1} U {ji,... , jr+i} due to the fact that
for any path p E F \ {pi,.. pr}, we have p8 < i,+1 and pe > jr+1. As a result, we
get F = {pi, ... ,pt} and Ih = J(xy).
In the case where there is no box labeled with j, then there cannot be a path p
that satisfies p8 < j p'. This implies that I is represented by an empty family, so
we have Ij = I(A). 0
Let us look at an example. In the J-diagram of Figure 1-1, 14 is given by J(3.6 ).
Chain rooted at (3,6) is given by (1,10) < (3,6). So 14 = 11 \ {1, 3} U {10,6} =
{4, 5, 6, 8. 10}. 19 is given by Js,9). Chain rooted at (8,9) is given by (5, 10) < (8,9).
So 19 = 11 \ {5, 8} U {9, 10} = {1, 3, 4.9, 10}.
2.3 Proof of the main theorem
In this section, we will prove the main theorem by showing that for each Grassmann
necklace I = (I1,..,I), we have fl SM. C Mi. To do this, we need to show
that each J E fl SM. can be expressed as VD-family inside the F-graph of Mr.
In order to accomplish this, we will start from a full-J-diagram and use induction by
increasing the number of empty boxes.
Lemma 2.3.1. Let L be a full i-diagram of shape A. Then ML = SMIJ()-
* @0
1 00 1
Figure 2-2: How the middle path is defined inside a J-diagram.
Proof. We need to show that for all J E SM(Ap), we have J E ML. Due to the
definition of 1, there is a unique bijection # : I(A) \ J -+ J \ I(A) such that for
any a, b E I(A) \ J, the two intervals [a, #(a)] and [b, #(b)) do not cross, meaning that
they are either disjoint or nested. For each a E I(A) \ J, we associate a hook path at
(a, #(a)). Then we get a VD-family representing J. l
Given any i-diagram L_ with associated Grassmann necklace I = (1...., 1) we
want to add a dot, to obtain a new J-diagram L, such that for some a E [n], we have
|I1 \ Ia'| 1 and Ii = Ii whenever i $ a.
Let us first assume that there exists an empty box in the boundary strip of L1 .
Consider an empty box b in the strip such that there is no empty box to its right
or bottom. Then adding a dot to this box b will change exactly one element of
the Grassmann necklace, since among the chains rooted at one of the boxes in the
boundary strip, only the chain rooted at b is changed. So we only need to consider
the case when all the boxes of the boundary strip are filled. We define the middle
path of LI to be a lattice path inside the diagram such that:
1. all boxes between the middle path and the boundary path are filled with dots,
2. the corner boxes of the upper region is empty. Upper region is the diagram
obtained by looking at the boxes above or left of the middle path. A box is a
corner box of a diagram if there is are no boxes to its right and below.
Example of a middle path is given as a thick line in Figure 2-2.
Now., putting a dot into any corner box of the upper region will work. The reason
for this is similar as the previous case, since exactly one chain among the chains
Figure 2-3: How the rooted chains change after a new dot is added.
rooted at boxes in the boundary strip is going to change, which implies that only one
element of the Grassmann necklace is going to be affected by the newly added dot.
This phenomenon is illustrated in Figure 2-3.
Proposition 2.3.2. Given any Grassmann necklace I= (I, .... In), we have M 1
fl" SM.
Proof. We will prove the proposition by induction on m, the number of empty boxes
inside the J-diagram L1 of Mz. When m = 0, this is the full J-diagram case. So
assume for the sake of induction that we know the result for J-diagrams having < m
empty boxes.
Use the construction above to obtain L-,, where T = (1', ... ., I,') and there exists
a E [n] such that Ii' = I for all i / a and |Ia \ Ia'| 1. The induction hypothesis
tells us that Mr, = fl> SMi,. It is enough to show M' \ M1 C SM'. \ SM'..
Let (wq+r, zq+r) < .. < (Wq, zq) < ... < (wi, zi) be the chain representing I' in L11,
such that (wq, zq) is the newly added dot going from L1 to L1 ,. In Lrv, we have dots
at (Wa, Zb) for 1 < a, b < q. Any VD-family Fj representing some J c Mz' \ M,
should contain a path in which (Wq, Zq) is a NW-corner.
In Fj, denote the path going through (wq, zq) by P. If there is no path in FT that
passes (wq-1, zq_1), we can pcrturb the path Pg to go through the points (wq, zq-1),
(Wq1. zq_1), (Wq, Zq) instead of going through (wq, Zq). So there must be a path
Pq-1 E 7F that passes (wq_1, zq-1). Since (wq, zq) is a NW-corner of Pg, (Wq_1, Zq_1)
is also a NW-corner of Pq-1. Repeating this argument, we getpg ..... pi E FT each
having (wq, zq), . . . , (wi, zi) as a NW-corner.
Let (Xt, Yt) < . < (xi, yi) be the chain rooted at (wq, zq) in L1 . Then
(zt7yt) <---.<(zi 7y1) < (wg_ 1.-zq_1) < --- "I(wi, zi)
represents Ih in L1 . We have t > r due to the J-property. We want to show that
J g0 I0.
If p <, y1 or p" >a x1 . then we have J , I and we are done. So let us assume
Pe a y1 and p,5 a xi. If there is no path going through (xi, y1) in Fj, the path Pq
can be slightly changed so it goes through (xi, yi) and this path cannot have (wq, zq)
as its NW-corner. So there must be a path Pq+1 in Fj that passes through (x1 , yi).
Due to similar reasons, we only need to consider the case when p1+ 1 >a Y2 and
p+ a x 2. If there is no path going through (X2, y2) in Fj, the path Pq+1 can be
slightly changed so it goes through (x 2 , y2). This path cannot pass (Xi, yi), since we
have X2 <0 x1 and Y2 >o Yi1 So there must be a path Pq+2 E .Fj that passes through
(x 2, Y2). Repeating this argument, we get Pq+1. Pq+t c Ti. Then {p'+t, . .. PI} C
J tells us that J ;e I.. (The reason we do this separately from the previous paragraph
is because one of y1 = z, and x1 = Wq might be true.)
So we have shown M1v \ Mx C SMy, \ SM., and we are finished. 0
Let us look at an example on using the main theorem. Let M be a positroid such
that its Grassmann necklace is given by:
I1 = {1, 2,4},12 = {2,4,5},13 {3,4,5},1 4 = {4.5,2}, 15 = {5,1,2}.
Our main theorem tells us that:
M = {HH >1 11, H >2 12, ... , H >5I}
= {{1,2,4},{1, 2, 5},{13, 4},{1,3,5},{2,4,5},{3,4,5}}.
2.4 Decorated permutations and the Upper Grass-
mann necklace
In the previous section, we have shown that a positroid is a collection given by setting
cyclic lower boundaries. In this section, we will show that we can instead set cyclic
upper boundaries to get the same collection. Dual Schubert matroids will play the
role of setting upper boundaries, just as Schubert matroids played the role of setting
the lower boundaries. In other words, in this section, we will show that a positroid is
also an intersection of cyclically shifted dual Schubert matroids.
Definition 2.4.1 ([9], Definition 13.3). A decorated permutation 7r: = (7r, col) is a
permutation 7r C S,, together with a coloring function col from the set of fixed points
{il7r(i) = i} to {1, -1}. That is, a decorated permutation is a permutation with fixed
points colored in two colors.
It is easy to see the bijection between necklaces and decorated permutations. To
go from a Grassmann necklace I to a decorated permutation r: = (wr cot),
" if i+1 = (I\{i}) U {j}. j / i, then ir(i) = j,
* if 1i+1 = i and i V Ii then 7r(i) = i, col(i) = 1.
* if Ii+1 =Ij and i E I then gr(i) =i,col(i) = -1.
To go from a decorated permutation 7r = (7r, col) to a Grassmann necklace I,
Ii = {j E [nij <j 7r~1 (j) or (7r (j) = j and col(j) = -1)}.
Let us look at an example. Given a Grassmann necklace I1 = {1, 2, 4}, 12 =
{2, 4, 5, 13 = {3, 4, 5}, 14 {4 5, 2}, I5= {5, 1. 2}, the associated decorated permu-
tation is 7r = 53214.
Definition 2.4.2. For I = (i i....i) E ), the cyclically shifted dual Schu-
bert matroid SMi consists of bases H = (j1 .... ,jA) such that I >j H.
Fix a decorated permutation 7r: = (Ir, col). Let I,: = (I1,... , I,,) be the corre-
sponding Grassmann necklace and M,: the corresponding positroid.
Lemma 2.4.3. For any H E M,:, we have H < ir-'(Ij) for all i C [n].
Proof. In this proof, we will show that for any H E M,:, we have H <1 7r-'(I). The
proof for other inequalities is similar. Denote 1i = {ii, i} where i1 ... ,ik are
labeled in a way that satisfies r- 1 (ii) < --- <
Denote elements of H by hi < - < hk. Let j be the biggest element of [k] such
that:
1. ht ; 7r- '(it) for all t E (j, k] and
2. hj > 7r-'(ij).
Since hj E (7r- 1 (ij),r- 1(ij+1 )], we have we have {ii,...,i } C Ih. We get IH n
[1, h)| < Iih, n [1. hy)|, but this contradicts H >h Ih,. Hence there cannot be a
j E [k] such that hj > r-'(hj). This implies that H < {7r-1(ji) ... .7r-(jk). l
The collection (J1 := r- 1 (I1),..., J, := r1 (In)) forms a necklace in the sense
that Ji+1 = Ji \ {7r-'(i)} U {i} except for i such that ir(i) = i. We will call this the
upper Grassmann necklace of ir.
To go from a decorated permutation i: (7r, col) to an upper Grassmann necklace
J, = {i E [n]|7r(i) <r i or (7r(i) = i and col(i) = -1)}.
Define M: as:
n
.Sr: = S~.
=1
Lemma 2.4.3 tells us that M,: c Mr:. The proof of the following lemma is similar
to Lemma 2.4.3.
Lemma 2.4.4. For any H E M,:, we have H >j 7r(J) = Ii for all i C [n].
As a consequence of this lemma we obtain the following result:
Theorem 2.4.5. Pick a decorated pernutation 7r: = (7r, col). Let I = (I1 .. ... In) and
3 = (J1, ... , J,) be the corresponding Grassmann necklace and the upper Grassmann
necklace. Then Ji = gr- 1 (Ii) for all i E [n]. We also have the equality:
n n
flSMi = SM .
i=1 i=1
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For example, let us look at the positroid
M = {{1, 2,4}{1, 2, 5},{1,3,4},{13,5},{2,4 5},{3,4,5}},
whose associated Grassmann necklace is 11 = {1, 2, 4}, 2 = {2, 4, 5},13 = {3, 4, 5}, 14 =
{4, 5, 2}, 15 = {5, 1, 2} and the decorated permutation is ir = 53214. Using Ji =
we get J1 = {3, 4, 5}, J2 = {3,5,1},J3 = {5,1,2},J4 = {5,1,3},J5 =
{1, 3,4}. Theorem 2.4.5 tells us that M = {HIH <1 J1 ,..., H 5 J5}.
2.5 Further Remark
Positroids correspond to the matroid strata of the nonnegative part of the Grassman-
nian. Flag matroids correspond to the matroid strata of a flag variety.
Definition 2.5.1. A flag F is a strictly increasing sequence
F cF 2 C -.. c Fm
of finite sets. Denote by ki the cardinality of the set F. We write F = (F',... Fm ).
The set F' is called the i-th constituent of F.
Theorem 2.5.2 ([2]). A collection F of flags of rank (ki,..., km) is a flag matroid
if and only if:
1. For all i E [m], MI, which is the collection of F 's for each F E F, forms a
matroid.
2. For every w .E Sn, the ,-mininal bases of each Mi form a flag. If this holds,
we say that Mi's are concordant.
3. Every flag
B1 c -.. c Bm
such that Bi is a basis of Mi for i = 1,... , m belongs to F.
Definition 2.5.3. A flag positroid is a flag matroid in which all constituents are
positroids.
It would be interesting to check what is the necessary condition for two decorated
permutations, so that the corresponding positroids are concordant.
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Chapter 3
Maximal weakly separated
collections and Plabic graphs
In this chapter, we study maximal weakly separated collections. Weak separation
is a condition on pair of sets that first appeared in Leclerc and Zelevinsky's work
describing quasicommuting families of quantum minors. They conjectured that all
maximal by inclusion weakly separated collections of minors have the same cardinality
(the purity conjecture), and that they can be related to each other by a sequence
of mutations. We link the study of weak separation with total positivity on the
Grassmannian, by extending the notion of weak separation to positroids. By using
plabic graphs, we generalize the results and conjectures of Leclerc and Zelevinsky,
and prove them in this more general setup. This part of my thesis is based on joint
work with Alexander Postnikov and David Speyer [8].
3.1 Introduction
Leclerc and Zelevinsky [4], in their study of quasicommuting families of quantum
minors, introduced the notion of weakly separated sets.
Let I and J be two subsets of [n]. Leclerc and Zelevinsky defined I and J to be
weakly separated if either
1. Il1 < JI and I \ J can be partitioned into a disjoint union 11 U 12 such that
I -< J \ I -< 12, or
2. |Jj 5 111 and J \ I can be partitioned into a disjoint union Ji U J2 such that
J1 -<I \ J -< J2,
where A -< B indicates that every element of A is less than every element of B.
Leclerc and Zelevinsky proved that, for any collection C of pairwise weakly sepa-
rated subsets of [n], one has ICI (') + n + 1. Moreover, they made the following
Purity Conjecture.
Conjecture 3.1.1. [4] If C is a collection of subsets of [n], each of which are pairwise
weakly separated from each other, and such that C is not contained in any larger
collection with this property, then |C| = (n) + n + 1.
The above notion of weak separation is related to the study of the Pl6cker co-
ordinates on the flag manifold, see [4]. Similarly, Scott [11] proved that, for any
collection C C ([]) of pairwise weakly separated k element subsets on [n], one has
|CI < k(n - k) + 1. As in the previous case, this is related to the study of Plucker
coordinates on the Grassmannian. When III = IJI, the definition of weak separation
becomes invariant under cyclic shifts of [n]. Indeed, in this case I and J are weakly
separated if and only if after an appropriate cyclic shift (I \ J) -< (J \ I).
Moreover, Scott made the following conjecture.
Conjecture 3.1.2. /11] If C c ([I) is a collection of k element subsets of [In], each of
which are pairwise weakly separated from each other, and such that C is not contained
in any larger collection with this property, then ICI = k(n - k) + 1.
We present a stronger statement, which implies both Conjectures 3.1.1 and 3.1.2.
Theorem 3.1.3. Let I, M and 7r be a Grassmann necklace, positroid and decorated
permutation corresponding to each other. Let C C ( be a collection of pairwise
weakly separated sets such that I C C C M, and such that C is not contained in any
larger collection with this property. Then ICI = 1 + (7r).
We will call collections C satisfying the conditions of this theorem maximal weakly
separated collections inside M.
This result implies Conjectures 3.1.1 and 3.1.2, and also the w-chamber conjecture
of Leclerc and Zelevinsky [4], and their conjectures on mutations.
In particular, Scott's Conjecture 3.1.2 is the special case of our main result in
the case where we look study the largest cell in the totally nonnegative part of the
Grassmannian.
We also prove the following result on mutation-connectedness, whose special cases
were conjectured in [4] and [11].
Theorem 3.1.4. Fix a positroid M. Any two maximal weakly separated collections
inside M can be obtained from each other by a sequence of mutations of the following
forr: C i-* (C \{Sac}) U {Sbd}, assuming that, for som're cyclically ordered elements
a, b, c, d in [n] \S, C contains Sab, Sbc, Scd, Sda and Sac. (Here Sab is a shorthand
for S U {a, b}, etc.)
Our main tool is by showing that weakly separated collections and reduced plabic
graphs are in a bijective correspondence.
Theorem 3.1.5. Fix a positroid M and the corresponding Grassmann necklace I.
For a reduced plabic graph G associated with M, let F(G) C (') be the collection
of labels of faces of G. Then the map G '-+ T(G) is a bijection between reduced
plabic graphs for the positroid M and maximal weakly separated collections C such
that I C C C M.
Theorems 3.1.3 and 3.1.4 follow from the correspondence in Theorem 3.1.5 and
the properties of plabic graphs from [9].
3.2 Weakly separated collections
In this section, we define weak separation for collections of k element subsets and
discuss the k subset analogue of Leclerc and Zelevinsky's conjectures. The relation
of this approach to the original definitions and conjectures from [4] will be discussed
in section 3.8. We will also define weakly separated collections inside positroids.
Lot us fix two nonnegativc integers k < n.
Definition 3.2.1. For two k element subsets I and J of [n], we say that I and J are
weakly separated if there do not exist a, b, a'. b', cyclically ordered, with a, a' e I \ J
and b, b' E J \ I.
We write I || J to indicate that I and J are weakly separated.
We call a subset C of (n) a collection. We define a weakly separated collection to
be a collection C c ([n1) such that, for any I and J in C. the sets I and J are weakly
separated.
We define a maximal weakly separated collection to be a weakly separated collection
which is not contained in any other weakly separated collection.
Following Leclerc and Zelevinsky [4], Scott observed the following claim.
Proposition 3.2.2. [11], cf. [41 Let S E ("_) and let a, b, c, d be cyclically ordered
elements of [n] \ S. Suppose that a maximal weakly separated collection C contains
Sab, Sbc, Scd, Sda and Sac. Then C' := (C \ {Sac}) U {Sbd} is also a maximal
weakly separated collection.
We define C and C' to be mutations of each other if they are linked as in Proposi-
tion 3.2.2.
We now define the notion of a maximal weakly separated collection inside a
positroid.
Definition 3.2.3. Fix a Grassmann necklace I (I1. In), with corresponding
positroid MI. Then C is called a weakly separated collection inside MI if C is a
weakly separated collection and I C C C Mr. We call C a maximal weakly separated
collection inside MI if it is maximal among weakly separated collections inside M.
The following lemma guarantees us that there exists a maximal weakly separated
collection for any positroid.
Lemma 3.2.4. For any Grassmann necklace I, we have I C ME, and I is weakly
separated.
Proof. For every i and j in [n], we must show that Z- <j IT and iI |Ii.
By the definition, Ir+1 is obtained from I, by deleting r and adding another
element, or Ir+1 = 1r. As we do the changes I, -+ 12 -+ - - - -+ In -+ 1, we delete
each r E [n] at most once (in the transformation 1, -+ Ir+1). This implies that we
add each r at most once.
Let us show that Ij \ i J [ji). Suppose that this is not true and there exists
r E (Ih \ ii) n [i, j). (Note that r+1 - Ir. Otherwise, r belongs to all elements of the
Grassmann necklace, or r does not belong to all elements of the necklace.) Consider
the sequence of changes I + -+ 1 j -+ - - -r -* r+1 -+ - - -- + Ij. We should have
r I Ii, r E I., r V Ir+1, r E Ij. Thus r should be added twice, as we go from i to Ir
and as we go from Ir+1 to 1. We get a contradiction.
Thus Ij \ i 9 [j, i) and, similarly, I \ Ij 9 [i, j). We conclude that Li i Ii and
i I, as desired. U
Then our main result can be described as:
Theorem 3.2.5. Fix any Grassmann necklace I. Every maximal weakly separated
collection inside M 1 has cardinality f(I) + 1. Any two maximal weakly separated
collections inside M are linked by a sequence of mutations.
The above result follows naturally from the following claim, that establishes a
correspondence between maximal weakly separated collections in a positroid and re-
duced plabic graphs. It describes maximal weakly separated collections as labeled
sets F(G) of reduced plabic graphs.
Theorem 3.2.6. For a decorated permutation 7f and the corresponding Grassmann
necklace 1 = I(,r), a collection C is a maximal weakly separated collection inside the
positroid Mz if and only if it has the form C = F(G) for a reduced plabic graph with
strand permutation r: .
In particular, a maximal weakly separated collection C in (']) has the form C =
F(G) for a reduced plabic graph G with strand permutation w: = [k+1, k+2,... ,n,1, 2,.. k].
3.3 Decomposition into connected components
Let I be a Grassmann necklace, let -r: be the corresponding decorated permutation,
and let M be the corresponding positroid M.
The connected components of 7r:, I, and M are certain decorated permutations,
Grassmann necklaces, and positroids, whose ground sets may no longer be [n] but
rather subsets of [n], which inherit their circular order from [n]. (Naturally, these
objects can be defined on any cyclically ordered ground set. We picked the ground
set [n] only for simplicity of notation.)
Example 3.3.1. Take the decorated permutation 7r: where ir is given by 31254. Then
the connected components are 123 and 45.
Definition 3.3.2. Let [n] = S1 U S2 U ... U Sr be a partition of [n] into disjoint
subsets. We say that [n] is noncrossing if, for any circularly ordered (a, b. c, d), we
have {a. c} 9 Si and {b.d} Sj then i = j.
Since common refinement of two noncrossing partitions is noncrossing, we can
define the following:
Definition 3.3.3. Let 7r: be a decorated permutation. Let [n] = [_ Si be the finest
noncrossing partition of [n] such that, if i E S then wr(i) E Sj.
Let 7r be the restriction of 7r: to the set Si, and let I() be the associated Grass-
mann necklace on the ground set Sj, for j = 1,..., r.
We call 7r the connected components of 7r=, and I j) the connected components
of I.
We say that 7r: and I are connected if they have exactly one connected component.
Lemma 3.3.4. The decorated permutation ir: is disconnected if and only if there are
two circular intervals [i, j) and [j, i) such that 7r takes [i, i) and [j,i) to themselves.
Proof. If such intervals exist, then the pair [n] = [i, j) U [j, i) is a noncrossing partition
preserved by 7r. So there is a nontrivial noncrossing partition preserved by r and r is
not connected. Conversely, any nontrivial noncrossing permutation can be coarsened
to a pair of intervals of this form so, if 7r is disconnected, then there is a pair of
intervals of this form. 0
Note that each fixed point of 7r: (of either color) forms a connected component.
Lemma 3.3.5. A Grassiann necklace I = (11, .. ., ) is connected if and only if the
sets I1 ,..., In are all distinct.
Proof. If ir: is disconnected then let [i, j) and [j, i) be as in Lemma 3.3.4. As we
change from Is to Ii+1 to Ii+2 to ... to I1, each element of [i, j) is removed once and
is added back in once. So i = Ii.
Conversely, suppose that I = Ij. As we change from i to I+1 to 'i+2 to ... to Ij,
each element of [i. j) is removed once. In order to have i = Ij, each element of [i, j)
must be added back in once. So ir takes [i, j) to itself. L
In this section, we will explain how to reduce computations about positroids to
the connected case.
So, for the rest of this section, suppose that 1i = Ij for some i / j. Set 11:=
[i, j) n If and 12 = [j, i) n Ii; set ki = |I'l and k2 = 1121. We will also write n' = I[i,j)|
and n2  [ i)
Proposition 3.3.6. For every J E M, we have |Jf [i.j)| = k' and (in [j,i)| = k2.
Proof. Since Ii is the <j minimal element of M, we have
|[ij) nil |[i,j) n ii| = k
for all J E M. But also, similarly,
|[j,i) ni J| l [ji) n-i Ig| k2
Adding these inequalities together, we see that
|J=|[i,j)nJ|+I[ji) nJ k+k 2 =k.
But, in fact, |JI = k. So we have equality at every step of the process. In
particular, ji n [i, j)I = k' and IJ n [ii) = k2.
Proposition 3.3.7. The matroid M is a direct sum of two matroids M' and M2,
supported on the ground sets [i, j) and [j, i), having ranks k and k2 . In other words,
there are matroids M' and M 2 such that J is in M if and only if J n [i. j) is in Mi
andJ n [j, i) is in M 2.
For every J E M, write J1 := J f [i, j) and J2
Proof. This is an immediate corollary of Proposition 3.3.6; see [3, Theorem 7.6.4]
for the fact that this rank condition implies that M is the direct sum of M[ij,) and
M[i,i). See [3, Proposition 7.6.1] for the interpretation of this in terms of bases of
M. 0
Proposition 3.3.8. For k E [i,j], the set Ik is of the form JUl 2 for some J E M 1.
For k E [j, i], the set Ik is of the form P U J for some J E M 2 .
Proof. Consider the case that k E [i, j], the other case is similar. Recall that Ik is the
<k minimal element of M. Since M = M EDl M2, we know that Ik = J1 U J 2, where
J' is the k minimal element of M. But. on [j, i), the orders <j and k coincide,
so J2 is the < minimal element of M 2 , namely J2.
View [i, j) as circularly ordered. Let 11 denote the circularly ordered sequence
(Ii1, -I1+11 - -- j 1)-
Proposition 3.3.9. I is a Grassmann necklace on the ground set [i, j), and M Iis
the associated positroid.
Proof. For k E [i, j), we know that Ik+1 2 Ik \ {k}. Since lk = Ik U I2, and 'k+1 =
I+1 U 12. we have I+1 _2 Ik \ {k}. This is the definition of a Grassmann necklace.
(Note that we have used the condition Ii = Ij to cover the boundary case k = j - 1.)
Now. we show that M is the associated positroid. Consider any J E (1 Q). If
J E M' then J U I2 E M, so J U 2 k Ik for every k E [n]. This immediately implies
that J k Il for every k E [i., j), so J is in the positroid Mr1 .
Conversely, suppose that J is in the positroid Mi. We wish to show that J U 12
is in M. Reversing the argument of the previous paragraph shows that J U 12 >k 'k
for all k E [i, j). For k E [j, i), we know that I2 k If and, since >k and > coincide
on [i, j), we know that J I' . So JU1 2 >A Ik for k in [j, i) as well. So J E M. f
It is easy to check the following:
Proposition 3.3.10. With the above definitions, f(2) = f(I) + E(I2).
We now study weakly separated collections in M.
Lemma 3.3.11. Let J = J1 U J2 E M. If J is weakly separated from IV U I2, then
either l = J' or 2 = 2
Proof. Suppose, to the contrary, that J1 j f 1 and J2 = 12. Since Il <j J,
a and b E [i, j), with i <j a <j b, such that a E Vl \ J and b E J' \ I.
there are c and d E [j, i), with j ;j c <j d, such that c E 12 \ j 2 and d
Then a and c are in I U 12 \ j1 U J2, while b and d are in J1 U J2 \ i U I2.
and J are not weakly separated.
Proposition 3.3.12. If C is a weakly separated collection in M, then there
separated collections C' and C2 in M' and M 2 such that
there are
Similarly,
E J2 \ 2.
So 1i U I2
are weakly
C = {J U 2 : J E C'} U {IU J: J E C2}.
Conversely, if C' and C2 are weakly separated collections in M' and M 2, then the
above formula defines a weakly separated collection in M. The collection C is maximal
if and only if C' and C2 are.
Proof. First, suppose that C is a weakly separated collection in M. Since I C C, we
have I U 1 2 E C. By Lemma 3.3.11, every J E C is either of the form J1 U 12. or
I' U J2 . Let C' be the collection of all sets J' for which J, UI3- is in C. The condition
that C is weakly separated implies that C' is; the condition that I C C C M implies
that 2E C cr C Mr. So Cr is a weakly separated collection in Mr and it is clear that
C is built from C' and C2 in the indicated manner.
Conversely, it is easy to check that, if C1 and C2 are weakly separated collections
in M' and M 2 , then the above formula gives a weakly separated collection in M.
Finally, if C C C' with C' a weakly separated collection in M. then either C1  C
or C2 C (C') 2 . So, if C is not maximal, either C1 or C2 is not. The converse is
similar. U
In summary, the Grassmann necklace I can be described in terms of smaller
necklaces I1 and 2; the positroid M can be described in terms of smaller positroids
M' and M 2 ; weakly separated collections C in M can be described in terms of weakly
separated collections in M 1 and M 2 .
3.4 Plabic graphs and weakly separated sets
Our goal in this section is to show that, for any reduced plabic graph G with associated
decorated permutation -r:, the collection F(G) is a weakly separated collection for
My(,:). This is the easy part of Theorem 3.2.6. We will show that this collection is
maximal in section 3.5, and that any maximal weakly separated collection is 'of the
form .F(G) in section 3.7.
Proposition 3.4.1. Let G be a reduced plabic graph. Then T(G) is a weakly separated
collection.
Proof. Assume T(G) is not weakly separated. Pick I and J E F(G) such that
I V J. Let a, b. c and d be cyclically ordered elements such that {a, c} C I \ J and
{b.d} C J\I.
We first consider the case where strands a and c don't cross (see Figure 3-1). In
this case, region I is to the right of strands a and c, and region J is to their right,
so strands a and c must be parallel, riot antiparallel. In other words, the endpoints
(Ir-'(a), a, b, c, 7r-'(c)) are circularly ordered. If 7r- (b) is in (b. 7r- (a)), then strands
a and b cannot cross and I is on the left side of b, contrary to our desires. If ir-'(b)
is in (7r-'(c), b) then strand b cannot cross strand c and we deduce that J is to
the left of strand b, again contrary to our desires. But the intervals (b, r-1(a)) and
Figure 3-1: The case where strands a and c don't cross
(7 (a), c) cover all of [n], so this excludes all possible positions for r-1 (b) and we
have a contradiction. This concludes the proof in the case that strands a and c do
not cross.
Now, suppose that strands a and c cross (see Figure 3-2). Let R be the region
which is to the left of a and right of c; let T be to the right of a and left of c, and
let Si, S2, .... S, be the regions which are both to the left of a and c or both to
the right. Our numbering is such that strand a first passes by S1 and precedes in
increasing order, while c starts at S, and goes in decreasing order. Let the region I
be in Si and J be in Sy; note that i = j. We will discuss the case that i < j; the case
that i > j is equivalent by relabeling (a, b, c, d) as (c, d, a, b).
Consider strand d, as it passes through the various regions R, Si, ... , S, and T.
(In Figure 3-2, a portion of strand d is shown as a dotted line.) We claim that it
is impossible that strand d both passes from R to Se to T and from T to Sf to R.
The proof is simple: If it did, either its crossings with strand a or its crossings with c
would violate a condition in the definition of reducedness. On the other hand. strand
d must enter both R and T, as otherwise regions I and J would lie on the same side
of strand d. Let m be the index such that strand d travels from R to Sm to T, or else
from T to Sm to R. We must have i < m < j, since J and I are opposite sides of d,
Figure 3-2: The case where strands a and c do cross
Sab Sab
Sda Sac Sbc e 3 Sda Sbd Sbc
Scd Scd
Figure 3-3: The effect of (Ml) on face labels
and d must travel from R to Sm to T, as I is on the right of d and J on the left.
But the boundary point d, where strand d terminates, is in the cyclic interval
(c, a). So d cannot end in T. It also cannot end in R, as it goes from R to Sm to T.
So it must end in S1 or S,. We discuss the former case, since the latter case is similar.
If d ends in Si, it must come from T, passing through a. But then the intersections
of c and d violate a condition of reducedness. E
We now use Proposition 3.4.1, together with Theorem 1.4.4, to demonstrate some
facts about the face labels of plabic graphs.
Now we want to show that F(G) is actually a weakly separated collection of
Mz(). We will be using the following proposition, which follows from Corollary
18.10 of [9].
Proposition 3.4.2 ([9]. Corollary 18.10). Let G be a reduced plabic graph with dec-
orated permutation 7r: such that f(irc) > 0. Then there exists an edge such that even
after deleting the edge, the graph is still reduced. And the length of the associated
decorated permutation drops exactly by 1.
Proposition 3.4.3. If G is a reduced plabic with decorated permutation 7r=, then the
following properties hold:
1. The boundary cells of G are labeled by (7=).
2. Every face of G receives a separate label in T(G).
3. F(G) is contained in M(,:).
Proof. We are going to use induction on t(7:). When E(r) = 0, any reduced plabic
graph has only one face due to Theorem 1.4.5. This is possible only when 7r is the
identity. Then all the properties follow from the fact that {I = -= I} = T(G).
So this covers the base case for our induction argument.
Using Proposition 3.4.2, let G' be a reduced plabic graph obtained from G by
deleting an edge. There is some i and j such that G' is obtained from G by deleting
an edge where strands i and j crosses. This also means that the decorated permutation
of G' is obtained from that of G by swapping the positions of i and j.
By induction hypothesis, all the properties hold for G'. We will use p: to denote
the decorated permutation of G' and useT = (Ii... , I,') for the Grassmann necklace
of G'.
Let us start with the first property. Swapping i and j going from p: to 7r: cor-
responds to changing T to I in a way that, if some Ik contains only one of i and
j, than it gets swapped with the other. When going from G' to G, the label of a
boundary face gets changed only when it contains exactly one of i and j, and the
change is by swapping one with the other. So the boundary cells of G are labeled by
Now we will check the second property. If two faces are assigned the same label
in G, that means they have to be in the same region with respect to strands i and j.
But this also means they are assigned the same label in G', a contradiction.
For the third property, we will prove it directly. Assume for the sake of contra-
diction that we have some J E F(G) such that J ;4 Ii. For J = {ji...., iJ} and
i {hi,..., hk}, let t denote the first position such that it <j ht. From this, we get
jt Ii. and hence ir~1(j) 5i it. And for any q E [t, k], we have 7r-'(ht) ;>j ht, and
it follows from comparing the strands it and hq that J should contain hq. But this
implies that |JI = k + 1, a contradiction. 0
Combining the first and third property of Proposition 3.4.3 with Proposition 3.4.1,
we achieve the following claim:
Corollary 3.4.4. If G is a reduced plabic graph with boundary I, then F(G) is a
weakly separated collection in M 1 .
Proof. We have I C F(G) by Proposition 3.4.3; that I is weakly separated by Propo-
sition 3.4.1; and that F(G) C M 1 by Proposition 3.4.3. U
We have not yet shown that F(G) is maximal; that will be accomplished in the
next section. We then turn our attention to the imost difficult point, showing that
every maximal weakly separated collection is of this form.
3.5 Plabic tilings
Given a maximal weakly separated collection C of ([T), we need to construct a plabic
graph G such that F(G) = C. To do so, we will define a plabic tiling. For a weakly
separated collection C, we will construct a 2-dimensional CW-complex embedded in
R 2 , and denote this complex by E(C). Maximal plabic tilings will turn out to be the
duals to reduced bipartite plabic graphs.
Figure 3-4 shows E(C) for C a maximal weakly separated collection. The points
vi, which we will introduce soon, are shown in the lower right of Figure 3-4. They are
shown in the same scale as the rest of the figure.
Let us fix C, a weakly separated collection in ([]). For I and J E (in), say that
I neighbors J if
II\JI=|IJ\II|=1.
vi v2
678 15 34
v8 v3
v7 v4
W7 456
v6 v5
Figure 3-4: E(C) for some maximal weakly separated collection C, and the points vi
Let K be any (k - 1) element subset of [n]. We define the white clique W(K) to
be the set of I E C such that K C I. Similarly for L a (k + 1) clement subset of
[n], we define the black clique B(L) for the set of I E C which are contained in L.
We call a clique nontrivial if it has at least three elements. Observe that, if X is a
nontrivial clique, then it cannot be both black and white.
Remark 3.5.1. Let G be a reduced plabic graph of rank k. The black (respectively
white) cliques of F(G) correspond to the black (white) vertices of G. More precisely,
for each vertex v. the labels of the faces bordering v form a clique, and all cliques are
of this form.
Observe that a white clique W(K) is of the form {Kai, Ka 2, ... , Ka,} for some
ai, a2 , ... , ar, which we take to be cyclically ordered. Similarly, B(L) is of the form
{L \ bi, L \ b2 , .... L \ b.}, with the bi's cyclically ordered. If W(K) is nontrivial, we
define the boundary of W(K) to be the cyclic graph
(Kai) -+ (Ka 2 ) -+ - - - -+ (Kar) -+ (Kai).
Similarly, the boundary of a nontrivial B(L) is
(L\b1 ) -+ (L\b2 ) -+ -- -+ (L\b,) -+ (L\b1 ).
If (J, J') is a two element clique, then we define its boundary to be the graph with a
single edge (J, J'); we define an one element clique to have empty boundary.
Lemma 3.5.2. Let I neighbor J; set K = IfnJ and L = I U J. If W(K) is nontrivial
and B(L) is nontrivial, then there is an edge between I and J in the boundaries of
W(K) and B(L).
Proof. Let i be the lone element of I \ J and j the lone element of J \ I. Let
W(K) = {Kai, Ka 2 ,...,Kar} and B(L) = {L\ bL \b 2 .... L \ b,}. So i and j
occur among the a's, and among the b's. Consider the four sets:
Si {am E (ij)} S2 := {am E (j, i)}
S3 := {bm E (i,j)} S4 := {bm C (j, i)}
Our goal is to show that either Si = S3 = 0 or S2 = S4 = 0.
Suppose (for the sake of contradiction) that Si and S4 are both nonempty, with
a e S1 and b E S4 . Set P = Ka and Q = L\b. Then a E P\Q, i E Q\P, b E P\Q
and j E Q \ P, so P and Q are not weakly separated. We have a contradiction and
we deduce that at least one of Si and S4 is empty. Similarly, at least one of S2 and
S3 is empty. On the other hand, W(K) is nontrivial, so at least one of Si and S2 is
nonempty. Similarly, at least one of S3 and S4 is nonempty.
Since at least one of (Si, S4) is empty, and at least one of (S2, S3) is, we deduce
that at least two of (SI, S2- 53, S4) arc empty. Similarly, at most two of them are
empty, so precisely two of the Si's are empty. Checking the 6 possibilities, the ones
consistent with the above restrictions are that either Si and S3 are empty, and S2
and S4 are not, or vice versa.
We now define a two dimensional CW-complex E(C). The vertices of E(C) will be
the elements of C. There will be an edge (I, J) if
1. (I, J) appears in the boundary of W(I n J) or
2. (I, J) appears in the boundary of B(I U J).
Finally, there will be a (two-dimensional) face of E(C) for each nontrivial clique X of
C. The boundary of this face will be the boundary of X. By Lemma 3.5.2, all edges
in the boundary of X are in E(C), so this makes sense. We will refer to each face
of E(C) as black or white, according to the color of the corresponding clique. We
call a CW-complex of the form E(C) a plabic tiling. So far, E(C) is an abstract
CW-complex. Our next goal is to embed it in a plane.
Fix n points vi, v2, ... , vn in R2 . at the vertices of a convex n-gon in clockwise
order. Define a linear map r: R' -+ R2 by ea H+ va. For I E ([]), set el = ,EI ea.
We will need a notion of weak separation for vectors in RIn. Let e and f be
two vectors in RH, with a[n ea = Ee~n fa. We define e and f to be weakly
separated if there do not exist a, b, a' and b', cyclically ordered. with ea > fa,
eb < fb, ea' > fa' and eb' < fAw. So, for I and J E ([]), we have I || J if and only if
el || ej.
Lemma 3.5.3. Let e and f be two different points in R", with EaEfn] ea = Ea[nJ fa
and e || f. Then ir(e) j/ r(f).
Proof. Since e and f are weakly separated, there are some t and r in [n] such that
ea - fa is nonnegative for a in [f. r) and is nonpositive for a in [r, f). We have
7r(e) - 7r(f) = E (e. - fa)va - 1 (fa - ea)va. (3.1)
aE[e-r) bE[r,f)
Since ZaEn] ea = EaesnI fa, the right hand side of the above equation is a positive
linear combination of vectors of the form Va - Vb, with a E [E, r) and b E [r, f).
Since the va's are the vertex of a convex n-gon, there is a line A in R2 separating
{Va : a E [f, r)} from {Vb : b E [r, f)}. So every vector Va - Vb as above crosses from
the former side of A to the latter. A positive linear combination of such vectors must
cross the line A, and can therefore not be zero. So the right hand side of the above
equation is nonzero, and we deduce that -r(e) / r(f). 0
We extend the map ir to a map from E(C) to R2 as follows: Each vertex I of E(C)
is sent to ir(ej) and each face of E(C) is sent to the convex hull of the images of its
vertices. As can be seen from Figure 3-4, the vector 7r(Si) - ir(Sj) is a translation of
the vector vi - vj.
Proposition 3.5.4. For any weakly separated collection C, the map 7r embeds the
CW-complex E(C) into R2 .
Proof. Suppose. to the contrary, that there are two faces of E(C) whose interiors
have overlapping image. We will deal with the case that both of these faces are
two dimensional, with one white and the other black. The other possibilities are
similar, and easier. Let the vertices of the two faces be {Kai, Ka 2 , ... ,Ka} and
{L \ bi, L \ b2 ,..., L \ b,}. Write A={ai,... a,} and B = {bi,..., b,}.
Before we analyze the geometry of 7r, we will need to do some combinatorics. Note
that, if K c L, then the faces are convex polygons with a common edge, lying on
opposite sides of that edge, and thus have disjoint interiors. So we may assume that
K \ L is nonempty. Also, ILI = k + 1 > IKI = k - 1. so L \ K is nonempty. Let
x E K \ L and y C L \K. Suppose that as and by are in (x., y). Then weak separation
of Kai and L \ bj implies that as <. by. More generally, if a E (K U A) \ L and
b E (L U B) \ K are both in (x, y), we still have a < b. Similarly, if a E (K U A) \ L
and b E (L U B) \ K are both in (y, x), then a >. b. So, there is some c E [x, y] and
d c [y, x) such that (K U A) \ L C [d. c) and (L U B) \ K C [c, d).
Now, let ( be the point which is in the interior of both faces, say
= pi-r(Ka) = Iqi7r(L \ b)
for some positive scalars pi and qi with E pi = E qi = 1. Define the vectors u and v
by u = EpieKai and v = q eL\bi, so 7(u) = -r(v). All the positive entries of u - v
are contained in [d. c), and all the negative entries in [c. d). So u and v are weakly
separated and, by Lemma 3.5.3, ir(u) / r(v), a contradiction.
Looking through the proof, we have proved the more technical result:
Lemma 3.5.5. Let P and Q be different faces of E(C). Let V(P) and V(Q) be the
sets of vertices of the faces P and Q. Let u be a vector of the form IEV(P) cze 1 ,
where c1 > 0 and E c1 = 1. Similarly, let v be a vector of the form EIGV(Q) djer,
with d1 > 0 and E d, = 1. Then u and v are weakly separated.
Remark 3.5.6. Let Kai, Ka2 , ... , Ka, be the vertices of a white face of C, with the
ai in cyclic order. Then the vertices 7r(Kaj) appear in clockwise order in the planar
embedding. If the vertices of a black face are L \ bi, L \ b2, ... , L \ br, with the bi
again in cyclic order, then the vertices 7r(L \ bi) again appear in clockwise order. This
is because negation is an orientation preserving operation on R2; see Figure 3-4.
Now, we will study the construction E(C) when C is a weakly separated collection
for a particular positroid M. The remaining results of this section are obvious (but
important!) in the case that M is the largest positroid, ([I).
Let M be a positroid and I the corresponding Grassmann necklace. We first give
a lemma to reduce the questions to the case when I is connected.
Suppose that I is not connected, with i = j. Let C be a weakly separated
collection for M'; and use the notations C', I' and so forth froi Section 3.3. It is
easy to check that:
Proposition 3.5.7. The complex E(C) is formed by gluing E(C1 ) and E(C2 ) together
at the point 1U J2.
We now, therefore, consider the case that I is connected.
Let I be a connected Grassmann necklace. We define 7r(I) to be the closed
polygonal curve whose vertices are, in order, r(Ii), 7r(1 2), ... , r(In), 7r(I1).
Proposition 3.5.8. The curve wr(I) is a simple closed curve.
Remark 3.5.9. When M is (n1), the interior of r(I) is convex, but this is not true in
general.
Proof. Suppose for the sake of contradiction that the curve 7r(I) crosses through
itself. First, by assumption, Ii $ Ij so, by Lemma 3.5.3, the vertices gr(Ij) and
7r(IJ) are disjoint. We now rule out the case that line segments (7r(I),7r(Ij+1)) and
(r(Ig),7r(I+1)) cross in their interior. The case that (7r(Is), r(Ii+1)) passes through
the vertex ir(Ij) is similar and easier.
The collection I is weakly separated by Lemma 3.2.4. By Proposition 3.5.4, the
map 7r embeds E(I) into R2 . The only way that the line segments (r(I), 7r(Ii+1))
and (7r(Ij),7r(Ij+1)) could cross is if Ii, Ij, I+1 and 1J are vertices of some two-
dimensional face of E(I), arranged in that circular order. (Or the reverse circular
order, but then we could switch the indices i and j to reduce to this case.) We
consider the case that this face is of the form W(K), the case of B(L) is similar. Let
(Ii I, Ii+1, I+1) = (Ka, Kb, Kc, Kd); the elements a, b, c and d must be circularly
ordered.
Now, since i is the unique element of Ji \ Ii+1, we know that a = i. Similarly,
b = j. But then Kb <i+1 Kc. and the inequality is strict because Ii+1 / I. This
contradicts that i+1, which is Kc, is the <i+1 minimal element of M. O
The aim of the next several propositions is to establish:
Proposition 3.5.10. Let I be a connected Grassmann necklace. Let J be weakly
separated from I, but not an element of I. Then 7r(J) is in the interior of 7r(I) if
and only if J is in M.
Let #(t) be the parameterization of the simple closed curve r(I), with #(r/n) =
7r(I,), and #(r/n+u) = (1-u)7r(I,)+u7r(-I,+) for u E (0, 1/n). We consider the path
#(t) - ir(J) in R2 \ (0, 0). The point r(J) is inside 7r(I) if and only if #(t) - ir(J) has
winding number 1; if not, it has winding number 0. We will prove proposition 3.5.10
by computing this winding number. We first introduce some notation.
By hypothesis, I, and J are weakly separated. Let [ar, b,] be the smallest cyclic
interval containing all the elements of I, \ J, and [cr, dr] the smallest cyclic interval
containing all the elements of J \ I,. Since J f I,. these intervals are nonempty. So
ar, br, c, and dr are circularly ordered, with br # Cr and d, f ar. Now,
?r(I,) - 7r(J) = V - E oV.
iElr\J jeJ\1r
Let pr be the centroid of {Vi}JiEr\J, and q, the centroid of {vj}jeJ\r,; since Ir and J
are weakly separated, pr $ qr. So 7r(1r) - 7r(J) is parallel to Pr - q,.
Lemma 3.5.11. There are circular intervals [a', b,], and [c, d,], with (a', ,b',cd')
circularly ordered, so that [ar, br] and [ar+1, br+1] are contained in [a', b.] and [cr, dr]
and [cr+1, dr+1] are contained in [c, d'..
Proof. We have to consider four cases, depending on whether or not r and 7r(r) arc in
J. Let us consider the case that neither of them is. In this case, [cr, dr] = [cr+1, dr+1)
and we can take [c', d.] = [cr, dr}. The intervals [ar, br] and [a,+1, b,+1] are disjoint
from [cr, dr]. and thus live in (dr, Cr). It is thus easy to see that there is a minimal
subinterval of (dr c,) which contains [ar, b,] and [ar+1, br+1]; we take this interval to
be [a',b.]
The other three cases are similar to this one. U
For t a real number between r/n and (r + 1)/n, define p(t) by linear interpolation
between pr and p,+1. Similarly, define q(t) by linear interpolation between q, and q,+1-
For t between r/n and (r + 1)/n, the point p(t) is in the convex hull of {vi}i [a j]
and q(t) is in the convex hull of {Vj}jE[t,d, I. Because the intervals [a', b] and [c, d'.]
are disjoint, we know that p(t) / q(t). The vector #(t) - r(J) is a positive scalar
multiple of p(t) - q(t).
Let 'y be a convex simple closed curve through the points vi. Let x(t) and y(t)
be the points where the line through p(t) and q(t) meets y, with x(t) closer to p(t).
So x(t) lies on the part of -y between va, and vb ; the point y(t) lies on the part of y
between v and vd/. Note that x(t) and y(t) are continuous functions of t.
The following is geometrically obvious:
Proposition 3.5.12. The paths x(t) and y(t), around 7, have the same winding
number as the path x(t) - y(t) around 0.
And, as observed above, the vector x(t) - y(t) is a positive multiple of 0(t) - r(J).
Thus, we are reduced to computing the winding number of x(t) around y.
Proof of Proposition 3.5.10. First, suppose that J E M. This means
ery r, we have J ;>, I,; since J g I, this inequality is in fact strict.
(r, a., br, cr, d,) are circularly ordered; the inequality between b, and
while the others are weak.
that. for ev-
The indices
c, are strict,
So the interval [a'., b'] can only contain r at its left ex-
treme. For t between r/n and (r + 1)/n, the point x(t) lies in the interval [a', b,.], so
x(t) has winding number 1, as desired.
Now; suppose that J g M. Then, for some s E [n], wc have J ;, I,. All
inequalities in the rest of this proof refer to <,,. One of the following two cases must
hold:
1. Either the minimal element of J \ I, must be less than the minimal element of
I, \ J or
2. the maximal element of I, \ J must be greater than the maximal element of
J \ Is.
We discuss the former case; the latter is similar. We know that I is minimal
among the sets Ir. So. for every r, the minimal element of J \ I, must be less than
the minimal element of I, \ J, in the <, order.
So, for every r, the interval [ar, br] does not contain s. So [a'., b'.] also does not
contain s, and we see that x(t) is not v,, for any t. So x(t) has winding number 0, as
desired. O
We now apply our constructions to the case that G is a plabic graph.
Theorem 3.5.13. Let G be a bipartite plabic graph whose strand permutation is
connected and let C = F(G). Then E(C) is isomorphic to the dual complex to the
planar graph G. Also, 7r(E(F(G))) fills the interior of the region surrounded by ir(I).
Remark 3.5.14. If G is a bipartite plabic graph whose strand permutation is not
connected. then E(C) is a union of E(C')'s for various smaller collections C', by Propo-
sition 3.5.7. Each of these collections comes from a connected plabic graph G', to
which Theorem 3.5.13 applies.
Proof of Theorem 3.5.13. By Proposition 3.4.1. C is weakly separated, so it makes
sense to define E(C). By definition, the vertices of E(C) correspond to the faces of G,
with a separate vertex for each face of G by Proposition 3.4.3. By Propositions 3.5.4
and 3.5.10, we know that E(C) embeds into R2 , with the boundary vertices corre-
sponding to I. Let R be the region in R2 surrounded by the boundary of 7r(E(C)).
Let D(G) be the dual to the planar graph G. So D(G) is a two-dimension CW-
complex, homeomorphic to a disc, with vertices labeled by C, and with boundary
labeled by I. We now describe a map VY of D(G) into R2 : For a vertex v of D(G),
if J is the label of the dual face of G, then y(v) is -r(J). For each edge e of D(G),
connecting u and v, let @(e) be a line segment from @)(u) to @(v).
We now discuss faces of D(G). Let F be a face of D(G), dual to a vertex v of G.
Suppose that v is black; the case where v is white is similar. Let the edges ending at v
cross the strands i1, i2 ... ,ir . So the faces bordering v have labels of the form L \ii,
L \ i 2, ... , L \ ir for some L. In particular, we see that the corresponding vertices of
D(G) are in B(L). The face B(L) is embedded in R2 as a convex polygon. Moreover,
the vertices of F occur in cyclic order aiong those of B(L). So V4 embeds OF as a
convex polygon in R2, and we extend 7P to take the interior of F to the interior of
that polygon. Note that we have shown that, for cvcry face F of D(G), the image
)(F) lies within a face of E(C) of the same color.
The map 4 takes the boundary of D(G) to OR. For every face F of D(G), the face
O(F) is embedded in R2 with the correct orientation. Since D(G) is homeomorphic
to a disc, these points force 0 to be a homeomorphism onto R.
Every face of 4(D(G)) lies in a face of ir(E(C)), so 7r(E(C)) ;2(D(G)) = R.
By Proposition 3.5.10, we also have 7r(E(C)) ; R, so we conclude that 7r(E(C)) =
O(D(G)) = R. We now must show that the two CW-structurcs on this subset of R2
coincide.
Let F be any face of D(G). We consider the case that F is black; the white case is
similar. As shown above, there is a black face 'r(B(L)) of E(C) which contains V)(F).
Suppose, for the sake of contradiction, that some point of r(B(L)) is not in ,(E(C)).
Since D(G) covers all of R, there must be some face F' of D(G), adjacent to F, such
that O(F') overlaps w(B(L)). But F'. being a neighbor of F, is white and thus lies
in some ir(W(K)). So ir(B(L)) and -r(W(K)) overlap, a contradiction. We conclude
that every face of $(D(G)) is also a face of 7r(E(C)). Since V# is injective, and has
image R, we see that every face of w(E(C)) is precisely one face of v/(D(G)).
We now have a bijection between the faces of E(C) and of D(G). In both (E(C))
and '(D(G)), a face is the convex hull of its vertices, so the corresponding faces of
E(C) and D(G) must have the same vertices and the same edges. So r-1 o @p is a
cell-by-cell homeomorphism between the simplicial complexes E(C) and D(G). O
Remark 3.5.15. The most technical part of this paper is establishing that, when C
is a maximal weakly separated collection which is not yet known to be of the form
F(G), then ir(E(F(G))) fills the interior of the region surrounded by ir(IT). This task
is accomplished in Section 3.7.
We now show that F(G) is always maximal.
Theorem 3.5.16. Let G be a reduced plabic graph, with boundary I. Then .F(g) is
a maximal weakly separated collection in Mz.
Proof. We first reduce to the case that I is connected. If not, let 1i = I,. We resume
the notations of section 3.3. The face of G labeled Ii touches the boundary of the
disc at two points; both between boundary vertices i and i +1 and between boundary
vertices j and j + 1. So this face disconnects the graph G into two graphs, with
vertices in Il and the other with vertices in I2. Call these plabic graphs 01 and G2.
Each Gi is a reduced plabic graph, with boundary I. By induction on n, we know
that F(Gi) is a maximal weakly separated collection in Mzxi.
Let J in Mx be weakly separated from T(G). Since T(G) U {J} is weakly sepa-
rated, by Proposition 3.3.12, J must either be of the form J1 U I2 or I1 U J2 . where jr
is weakly separated from F(G') and in MrD. But, by the maximality of F(G'), this
implies that jr is in F(G'). Then J is the label of the corresponding face of T(G).
We have shown that any J in MT which is weakly separated from T(G) must lie in
F(G), so T(G) is maximal in Mi.
We now assume that I is connected. Let J in Mr be weakly separated from F(G)
and assume, for the sake of contradiction, that J V T(G). We showed above that
r(E(F(G))) fills the interior of the region surrounded by Tr(I). By Proposition 3.5.10,
7r(J) is in this region, so 7r(J) lands on some point of 7r(E(F(G))). In particular, 7r
is not injective on E(F(G) U {J}), contradicting the assumption that J is weakly
separated from C. This contradiction shows that T(G) is maximal in M1 . U
3.6 Proof of Lemma 3.6.1
Our aim in this section is to prove the following technical lemma.
Lemma 3.6.1. Let C be a weakly separated collection of ([). Let E C (4l ) and
x z y G [n] be such that E U {x} and E U {yj are in C. If E is not the interval (x, y),
then there is a set of one of the following two types which is weakly separated from C:
1. M : E U {a} with a E (x, y) \ E or
2. N: E U {x, y} \ {b} with b E (y, x) n E.
Note that this lemma is taken to itself under the symmetry which replaces cv-
cry subset of [n] by its complement and switches x and y. We call this symmetry
dualization.
The condition that E 6 (x, y) means that either there exists some a E (x, y) \ E or
there exists some b E (y, x) n E (or both). We begin by exploring the situation where
(x, y) \ E is nonempty. so the hypothesis that no Ma is weakly separated from C is
not vacuous. For each a E (x, y) \ E, there must be some J in C such that j V Ma.
The next lemma studies the properties of such a J.
Lemma 3.6.2. Let E, x and y be as above, and let a E (x,y) \ E. Suppose that
J || Ex, J || Ey but J V"Ea. Then there are elements f and r such that:
1. f and r are in J \ E
2. x 2 e <2 r , y
3. (r,)n(E \J) 0.
4. (f, r) n (J\ E)=0.
5. a E (f.r)
Proof. Note that J is a vertex of E(C), and (Ex. Ey) is contained in a face of E(C).
(It may or may not be an edge.) Then, by Lemma 3.5.5, the vectors ej and eE +
(1/2) (e, + ey) are weakly separated. By hypothesis, ej and eE + ea are not weakly
separated. The only coordinates to change between ej - (eE + (1/2) (ex + ey)) and
ej - eE - ea are in positions x., y and a. Coordinates x and y increase by 1/2 from half
integers to integers. In particular, they cannot change from nonnegative to negative
or nonpositive to positive. So, the failure of weak separation between J and Ea must
be attributable to coordinate a. We must have a g J, and we must have a E (f, r)
for some t and r E J \ E such that (r, f) n (E \ J) / 0. Moreover, we choose to take
the interval (f, r) to be of minimal length, subject to the conditions that a E (f. r)
and 1 and r E J \ E. This ensures that (e, r) n (J \ E) = 0.
We are left to check that f and r are in [x, y]. We check that f is; the case of
r is similar. Suppose, instead, that £ E (y, x). If x E J then (x, r) would be closer
to a then (f, r), contradicting our minimal choice of (f, r). So x 0 J. Looking at
(C, x, a, y). we see that J and Ey are not weakly separated, a contradiction. O
We define (J. f. r) to be a witness against Ma if J E C and the numbered
conditions of Lemma 3.6.2 hold.
Lemma 3.6.3. Suppose that (X, y) \ E is noriempty, and no M' is weakly separated
frorn C. Then there is a sequence of triples, (JI 1, r1 ), . .. , (J, J q, rq), each of which
obeys,
1. Jm E C
2. em and r, are in Jm\ E
3. x <X em <x rm <x y
4. (rm, m) n (E \ Jm) # 0.
5. (m, rm) n (Jm \ E) = 0.
and such that x = f 1 <x f 2 <- x Eq and r1 <, r 2 <x -.. <x rq y and Ci+1 <x ri.
Proof. Consider any a E (, y) \ E. Since Ma is not weakly separated from C, there
is some J in Ma which is not weakly separated from Ma. Since Ex and Ey are in
C, we know that J is weakly separated from Ex and Ey. So we can complete J to a
witness, (J, e, r), against Ma. This (J, f. r) will obey the numbered conditions above.
Choose a minimal collection (Ji, ti, rq).....(J,.4, re), obeying the numbered
conditions, so that every a E (x, y) \ E lies in some (em, rm). (Since there is some
a E (x, y) \ E, this minimal collection is nonempty.) We cannot have (fi. ri) _ (fj, rj)
for any i / j, as otherwise we could delete (Ji, Ci, ri) and have a smaller collection.
Thus, we may reorder our collection so that Ci <x C2 <x ... <x Cq and ri <, r2 <x
-.. <X rq = y.
If ei E (x , y), then C1 is an element of (x, y) \ E and f, does not lie in any (Cm, rm),
a contradiction. Similarly, rq V (x, y). So li = x and rq = y. Finally, suppose
that EC+1 >x ri. Then ri is an element of (x, y) \ E which is not in any (Cm, rm), a
contradiction. 0
We now assume that (z, y) \ E is nonempty and that no Ma is weakly separated
from C. We fix, once and for all, such a sequence of triples (Jm, fm. rm). For clarity,
we will continue to state these assumptions explicitly in all lemmas that rely on them.
We pause to create some tools. First. we need a total order E on (In).
Given I and J in ([I). first compare IJ n (x, y)| and ji n (x, y)j. If ji n (x, y)| <
Jfn(x, y)|. set I E J. If this comparison is inconclusive and |In(y. x)| > |Jn(y, x)|, set
I E J. If both of these comparisons are inconclusive, and In (x, y) is lexicographically
before Jn(x, y), set I E J; if that too is inconclusive, and In(y, x) is lexicographically
after J n (y, x), set I E J. (Here we use the orderings <x and <, on (x, y) and
(y, x) respectively.) Finally, if all of these are inconclusive, then either I = J or
{I, J} = {Sx, Sy} for some S; set Sx E Sy.
This order is constructed to obey the dual lemmas:
Lemma 3.6.4. Suppose that I and J are weakly separated. Suppose that there are
a <a b<ac in [x,y] such thata andcEI\J andbE J\I. ThenJ E J.
Lemma 3.6.5. Suppose that I and J are weakly separated. Suppose that there are
a <ab<a c in [y,x] such thata andcE J\I andbEI\J. ThenI E J.
Proof of Lemma 3.6.4. Since I and J are weakly separated, there can be no element
of [y, x] which is in J \ I. If there is any element of I \ J in [y, x], then jI n (x, y)I <
IJn (x, y)I, so we have I E J as desired.
If there is no element of I \ J in [y. x], then |I n (x, y)I = IJ n (x. y)| and |1 n
(y, x) = Jn (y, x)|, so we move to the third and fourth prongs of the test. We have
In (y, x) = Jn (y, x). We know that a E (I n (x, y)) \ (J n (xy)), and, because I and
J are weakly separated, there can be no element of (J n (x, y)) \ (I n (x, y)) which is
x-prior to a. So I E J in this case as well.
The proof of Lemma 3.6.5 can be obtained by dualizing the argument of the proof
above.
We make the following definition: For 1 < i < m < j q, we say that Jm is an
(i, j) -snake if
1. All of the integers Li, Lt+1, ... -m, rm, ... , rj_1 , r are in Jm and
2. (ri, Li) n (E \ Jm) is nonempty.
Note that Jm is always an (m, m)-snakc. The following lemma allows us to con-
struct snakes.
Lemma 3.6.6. Assume that (x, y)\E is nonempty and that no Ma is weakly separated
from C.
For any indices i and j with 1 < i < j q, let Jm be the E -minimal witness
among Ji, J+ 1 , ... , Jj. Then Jm is an (i,j)-snake. In particular, for any (ij),
there is an (i, j)-snake.
Proof. Our proof is by induction on j - i. When i = j, the result is clear.
We now consider the case that i <j. We first establish that Ci, ii+1, m, rm,
... , r_ 1 , and rj are in Jm. Suppose, for the sake of contradiction, that rIm, rm+1,
are in J, but ry is not. By induction, there is a (m+1,j') snake Jm. Then Em+1
and rj are in Jm, and not in Jm,. while rm,-1 is in Jm and not Jm, by Lemma 3.6.4.
This means that Jm, [- Jm, a contradiction. We conclude that rm ... , r, and rj
are in Jm; similarly, Ci, .. C. fm-1 and Cm are in Jm.
We now establish that (r. fi)n(E\Jm) is nonempty. We know that (rm, Cm) f(E\
Jm) is nonempty; let e E (rm, Cm) n (E \ Jm). Suppose, for the sake of contradiction,
that (rj, e) n (E \ Jm) is empty, and hence e E (r _ 1. ry) for some j'. (The case where
e G (fii, Cfi+ 1 ) is similar.) By induction, there is an (m + 1,j')-snake Jm,. Let e' be
an element of (rg, Cm+1) n (E \ Jm,).
Ex and Jm, are weakly separated. Considering (Cm+1- e, ry, e'), we see that e E Jm,.
But then Em+1 and e are in Jm, and not Jm, while rm,-i and e' are in Jm and not Jm'-
By our choice of j' such that e E (r/_1, r), we know that rm, C (Cm+1, e).So Jm, and
Jm arc not weakly separated, a contradiction.
As a corollary, we remove the need to assume that (x, y) \ E is nonempty.
Proposition 3.6.7. Assume that C is not weakly separated from any Ma nor any
Nb, and recall the standing hypothesis that E is not the interval (x,y). Then both
(x, y) \ E and (y. x) n E are nonempty.
Proof. By our standing hypotheses, either (x, y)\E or (y, x)fnE is nonempty. Without
loss of generality, assume it is the former so the (Jm, Cm, rm) are defined. Lemma 3.6.6
applies, and we know that there is an (1, q)-snake Jm. For this Jm, we know that
(r, i)n (E\ Jm) is nonempty. Since (rq,e1)n(E\J.) = (y,x)n(E\Jm) g (y,x)flE,
we conclude that (y, x) n E is also nonempty. l
We now assume, for the sake of contradiction, that C is not weakly separated
from any M' nor any N'. So we have a sequence of witnesses (Jm. Cm, rm), and a
dual sequence (J', f'Mr).
Let J,, and J', be the E-minimal elements among the sequences Ji and Jj.
Lemma 3.6.8. J, contains both x and y, and (y, x) n (E \ J,) is nonempty. J',
contains neither y nor x and (x, y) n (J , \ E) is nonempty.
Proof. The first statement is Lemma 3.6.6 applied to (ij) = (1, q). The second
statement is the dual of the first. U
Let H := (x, y) n (J', \ E). By Lemma 3.6.8, H is nonempty; let a E H. By
definition, a E (x, y) \ E, so there is some (Ji, Ci, ri) which is a witness against M'.
In particular, H n (fi, ri) contains a, and is thus nonempty.
Let (J,. E,, ri,) be E-minimal such that H n (&., r.) is nonempty.
Proposition 3.6.9. With the above definition, J, E J',.
Proof. For the sake of contradiction, assume that J, V J',.
Let h be in H nf (, ). Then h is in J, and not in J,. By the contrapositive
of lemma 3.6.4. either J', contains every element of Jn f [x, h), or J', contains every
element of J, n (h, y]. Without loss of generality, assume that it is the latter.
Since y V J', (Lemma 3.6.8), we deduce that y V J,. Now, y = rq. Let j be such
that rv, r,+1- ... , rji are in J, and rj is not.
Let Jm be the E-minimal element of J,, J,+1 , ... , Jj. By Lemma 3.6.6. Jm is
a (v, j)-snake. Since rj V J,, we know that Jm # J, and thus we have the strict
inequality Jm E J,.
Since v < m - 1 < j, we have rmi E Jv. Since J', 2 J, n (h, y], we have
rm-1 E J',. Also, one of the conditions on the witness (Jm-1, m-1,rm-1) is that
rm.-1 E. So rmn- is in H.
But rm-1 is in (em, rm) and we saw above that Jm E J,. This contradicts the
minimality of J,. 0
We have now shown that there is some J, with J, E Jl,. By the minimality of
J, ,we have J, E J, so J, E J,',. But the dual argument shows that J', E J,. We
have reached a contradiction, and Lemma 3.6.1 is proved. 0
3.7 Proof of the Purity Conjecture
In this section, we prove Theorem 3.2.5. More precisely, we prove:
Theorem 3.7.1. Let I be a Grassmann necklace, M the associated positroid. Let
C be a subset of (n). Then C is a maximal weakly separated collection in M if and
only if C is of the form F(G) for a plabic graph G whose decorated permutation, 7rG
corresponds to the Grassmann necklace 2.
By Theorem 3.5.16, if C is of the form F(G), then C is a maximal weakly separated
collection in M. So our goal is to prove the converse. Suppose that C is a maximal
weakly separated collection in M.
We first reduce to the case that I is connected. Suppose that Ii = I,. We reuse
the notations I, I2 and so forth from section 3.3. So, by Proposition 3.3.12, C1 and
C2 are maximal weakly separated collections in M 1 and M 2 . By induction, there
are reduced plabic graphs G' and G2. with f(G') = C', and with boundary regions
labeled I and 12. Gluing these graphs along these boundary regions, we have a
reduced plabic graph G with f(G) = C.
Thus, we may now assume that I is connected. Form the CW-complex E(C). By
Proposition 3.5.4, the map qr embeds E(C) into R2 . By Proposition 3.5.10, for every
J E C \ I, the point ir(J) is inside the curve w(I). Since these are the vertices of
E(C), we see that E(C) lies within this curve.
Thus, E(C) is a finite polyhedral complex in R2 , with outer boundary ir(I). We
will eventually take G to be the dual graph to E(C). In order to do this, we need the
following proposition:
Proposition 3.7.2. If C is a maximal weakly separated collection for the connected
positroid M, then E(C) fills the entire interior of the curve 7r(I).
Proof of Proposition 3.7.2. Let N denote the interior of 7r(I). Suppose, to the con-
trary, that U is a connected component of N \ -r(E(C)). Let (7(Ex), r(Ey)) be an
edge in U, with U on the lefthand side as we look from ir(Ex) to 7r(Ey). Note that
(Ex. Ey) is not of the form (Ij, Ii+1) as, if it were, then U would be on the outside of
7r(I). In particular, E is not the interval (y, x).
By Lemma 3.6.1, there is a set J, either of the form Ea, with a E (x, y) \ E,
or the form Exy \ b, with b E (y, x) n E, such that J is weakly separated from C.
The conditions on a and b imply that the triangle (7r(Ex), 7r(Ey), 7r(J)) lies on the
U side of (7(Ex), 7r(Ey)). If J E M then J must be in C, by the maximality of C.
But then the triangle (7r(Ex),7r(Ey),7(J)) is part of E(C), and lies on the U-side
of (7r(Ex), 7r(Ey)), contradicting the supposition that (r(Ex), 7r(Ey)) is a boundary
cdge of U. So J g M. (At this point, we are already done if M is the uniform
matroid.)
We have shown that J 5 M. By proposition 3.5.10, r(J) lies outside of 7r(I). In
particular, the triangle (ir(Ex), r(Ey), 7(J)) must cross some boundary edge (ir(Ih), 7r(Ii+1)).
Let us say that segments (7r(Ex). 7r(J)) and (ir(Ih), 7r(i+1)) cross (the case of Ey is
practically identical). Note that (Ex, J) and (Ij, Ii+1 ) are both subsets of cliques in
the weakly separated collection C U {J}. It almost contradicts Proposition 3.5.4 for
these two segments to cross. The only subtlety is that (Ex, J) and (I, Ii+1) might
be contained in the same clique of C U {J}, with (Ex, Ii, J, Ij+1) occurring in that
circular order around the corresponding face of E(C U {J}). But then the triangle
(Ex. 1, Ii+1) is contained in E(C), and lies on the U-side of (Ex, Ey). contradicting
that (Ex, Ey) is supposed to be on the boundary of U. 5
So, E(C) is a disc, whose two faces are naturally colored black and white. Let G
be the dual graph, so the faces of G are labeled by C, and the boundary faces by I.
There are n vertices on the boundary of G. labeled by [n]. with vertex i between faces
I and Ii+1-
WAle now show that G is reduced. Be warned that, at this point, we do not know
that the labels of the faces of G inherited from E(C) are the labels F(G). Let -Y be
a strand which separates Ea and Ex. for some x, and then goes on to separate Ea
from some Ey. As we travel along -y, the faces on the left are of the form Eja for
some sequence Ej, with I Ej \ Ej+1 | = 1. and the faces on the right are of the form
Ej U Ej+1.
We have Ei <a Ei+ 1 due to the definition of cliques in plabic tilings. Therefore, y
can not loop or cross itself; it must travel from the boundary of N to the boundary
of N. In particular, we see that there are only n strands in total, one ending between
each pair of boundary faces of G.
The strand - must start separating Irq() from Irq(a)1. and end separating 'a
from Ia+1. That is because these are the only pairs of adjacent faces at the boundary
of G which differ by an a. Thus, the strand we have called -Y is the strand labeled by
a in our standard way of labeling the strands of a plabic graph.
Now fix two strands a and # which intersect at least twice, labeled a and b.
We want to show that the intersections occur in reverse order along a and #. At
one crossing, let the strands separate faces Sa and Sb; at the other crossing let the
adjacent faces be Ta and Tb. From the fact that Sa || Tb and Sb || Ta, we get that
one of the following holds:
" S\T C (a,b) and T\S C (b,a) or
" T \ S c (a, b) and S \ T C (b,a).
Assuming the first case holds, we get S <a T and T <b S. So the intersections
occur in opposite order along a and ,3. We also conclude that the intersections occur
in opposite order in the second case. We have now checked that strands do not cross
themselves, do not form closed loops, and that the intersections along any pair of
strands occur in opposite order along the two strands. So G is reduced.
Finally, we must check that the labels coming from E(C) are the same as the
labels F(G). In this paragraph, when we refer to the label of a face of G, we mean
the label I of the dual vertex of E(C). Consider a strand -y, with label a. We must
check that the faces to the left of -y all contain a, and those to the right do not. The
faces immediately to the left of y all contain a, and those immediately to the right
do not. Let A be the union of all faces that contain a, so 7 is part of the boundary
of A, as is part of ON. We claim that, in fact, this is the entire boundary of A. If
there were any other edge e in the boundary of A, since G is a disc with boundary
ON. there would have to be a face on the other side of e from A, and the label of
this face would not contain a. But then one of the strands passing through this edge
would be -y. Similarly, the boundary of G \ A is also made up of -y and a piece of ON.
It is now topologically clear that A is the part of N on one side of -(, as desired.
So starting from a maximal weakly separated collection C for M, we have obtained
a reduced plabic graph G with F(G) = C. This completes the proof of Theorem 3.7.1.
E.
We have now proved Theorem 3.7.1. By Theorem 1.4.4, we now know that ev-
ery maximal weakly separated collection of M 1 has cardinality f(I) + 1 and any
two maximal weakly separated collections of M are mutation equivalent. This is
Theorem 3.2.5 and our work is complete.
Before we end, we state a simple result that follows from Theorem 3.7.1.
Corollary 3.7.3. Let I be a Grassmann necklace, 7r: the associated decorated permu-
tation, and M the associated positroid. We define ?1-(I) to be the union of .F(G)
for all reduced plabic graphs G of M. Then J E M is in 'Pi(I) if and only if it
obeys the following condition: For any alignment {i. j} in r, if i e J then we have
j E J.
Proof. One direction is obvious: For any J E F(G) for some plabic graph G of M,
it should meet the condition due to the way the faces are labeled in plabic graphs.
So we only need to check the other direction. Pick any J E M that satisfy the
condition. Assume for the sake of contradiction that J is not weakly separated with
some Ii. This means that there is some k E J \ I; and t c ]I \ J such that i, k, t is
circularly ordered. The condition k g I tells us that r- 1 (k) < k, while the condition
t E I tells us that ir-'(t) ;> t. So i,7r-'(k), k. t,- 1 (t) are circularly ordered and
{k, t} forms an alignment of 7r. Then J should contain both k and t due to the
condition. but this contradicts t g J. So J is weakly separated from all Ii's. and
{I1,... ,I, J} is a weakly separated collection. Then Theorem 3.7.1 tells us that
there is some F(G) that contains J. 5
3.8 Connection with w-chamber sets of Leclerc and
Zelevinsky
In this section, we state Leclerc and Zelevinsky's conjectures on w-chamber sets and
explain how they follow from Theorem 3.2.5.
Given two sets of integers, I and J, we write I -- J if i < j for all i E I and
all j E J. We will write -i for -< with respect to the shifted order <j on [In]. The
following definition will only be necessary in this section; it is an extension of the
definition of weak separation to sets of unequal cardinality.
Definition 3.8.1. We say that I, J C [m] are weakly separated in the sense of Leclerc
and Zclcvinsky if at least one of the following holds:
1. |Il1 IJI and J - I can be partitioned into a disjoint union J \ I = J' U J" so
that J' -< I \ J -M J".
2. 1JI Il and I - J can be partitioned into a disjoint union I \ J = I' u I" so
that I' -< J \ I -< I".
We will write I ILz J to denote that I, J are weakly separated (in the sense of
Leclerc and Zelevinsky).
For example, {1, 2} |ILZ {3} but {1,4 LLZ {3}.
Definition 3.8.2. Let w be a permutation in the symmetric group Sm. The w-
chamber set. 7-(w), is defined to be the collection of those subsets I of [m] that
satisfy the following condition: for every pair a < b with w(a) < w(b). if a E I then
b E I.
Remark 3.8.3. Our definition of a w-chamber set differs from that in [4] by switching
the directions of all inequalities. Thus, the w-chamber set in our notation is the image
of Leclere and Zelevinsky's (wowwo)-chamber set under the map i - n +1 - i. This
flip has to be included somewhere, due to an incompatibility in the sign conventions
of [4] and [9], and this seemed the least painful.
Definition 3.8.4. A weakly separated collection C of 7-(w) is a collection of subsets
in W(w) such that the elements of C are pairwise weakly separated (in the LZ sense).
A maximal weakly separated collection of 71(w) is a weakly separated collection of
7-(w) that is maximal under inclusion.
Here is the original conjecture of Leclerc and Zelevinsky.
Theorem 3.8.5. Any maximal weakly separated collection of 7(w) is of cardinality
n + f(w) + 1, where f(w) is the length of w.
Subsets of [m] of any cardinality can be identified with certain m element subsets
of [2m] through a simple padding construction, as follows.
Definition 3.8.6. Given I C [m], we define pad(I) to be I U {2m,.. ., m + II - 1}.
Given a collection C c 2[m], we define pad(C) to be the collection of pad(I) for each
I e C.
For example, if m = 4, then pad({1, 3}) = {1, 3,7,8}.
Let n = 2m and k = m. The padding allows us to reduce weak separation in the
sense of Leclerc and Zelevinsky to the notion of weak separation of elements in ()
which we introduced previously, and will use throughout the paper. Specifically. we
have the following easy lemma.
Lemma 3.8.7. Given I and J C [m], we have I |ILZ J if and onlyif pad(I) 1 pad(J).
Proof. If IIl = IJI then I |ILZ J if and only if I | J if and only if pad(I) pad(J).
Otherwise, we may assume that Il > IJI. Then pad(J)\pad(I) = (J\I)U{m+IJI-
1, im+ |JI, ... , m + I - 1}. Note that J\I is contained in [m], as is pad(I) \ pad(J).
So pad(I) is weakly separated from pad(J) if and only if there is no element of J \ I
which lies between two elements of I \ J in the standard linear order on [m]. This
precisely means that we can partition J \ I as J' Li J" so that J' -< I \ J -- J". l
Next, we explain the relation between positroids and w-chamber sets. For a per-
mutation w E Sm, let I(w) = (l, ... , Im) be the Grassmann necklace corresponding
to the decorated permutation
:=[2m, 2m -1, . .. , m±+1,@ 1(m). . .,-(1)].
(The permutation W^ has no fixed points, so we do not need to describe a coloring.)
Lemma 3.8.8. For any w E Sm, we have f(w) + m + 1 = f(I(b)) + 1. Furthermore,
for J C [m], we have J E W-(w) if and only if pad(J) E Thi((W^)).
Proof. Let us compute the number of alignments of zb. All (') pairs {i, j} with
i, j E [m] form an alignment. A pair {2m + 1 - i, 2m + 1 - j} with i ,j E [M]
forms an alignment if and only if (i, j) is not an inversion of w- 1, that is, i < j and
w-1 (i) < w-'(j). There are (m) - f(w-') = (') - f(w) alignments of this type.
Finally, a pair {i, m + j} with i, j E [m] never forms an alignment. In total, we get
f(I ) =m2- (7b) = 2-2(') + f (w) = m + f(w).
Now let us check the second argument. Any pair a < b with w(a) < w(b) translates
into an alignment {a., b} of W^. So pad(J) E PW(I(b)) implies J E 7(w). The
alignments {a, b} of zZ such that a, b e [m + 1, 2m] translates into the restriction
that any H E PW(I(zZ)) is obtained by padding some subset of [m]. And as we
have checked above, a pair {i, m + j} with i, j E [m] never forms an alignment. So
J E W(w) implies pad(J) E PW(1(c)).
Combining the above two lemmas, we have obtained the following claim.
Proposition 3.8.9. C is a maximal weakly separated collection of a w-chamber set
7(w) if and only if pad(C) is a raximal weakly separated collection inside the positroid
MI(l>)-
Combining Proposition 3.8.9 and Lemna 3.8.8, we see that Theorem 3.8.5 follows
immediately from Theorem 3.2.5.
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Chapter 4
The h-vector of a Positroid is a
pure O-sequence.
In this chapter, we show that h-vector of a positroid is a pure O-sequence. The
h-vector of a matroid is an interesting Tutte polynomial evaluation, which is origi-
nally defined as the h-vector of the corresponding independent complex of a matroid.
Stanley conjectured that h-vector of any matroid is a pure O-sequence, which is a
sequence coming from a Hilbert function of a monomial Artinian level algebra.
4.1 Introduction
Matroids, simplicial complexes and their h-vectors are all interesting objects that are
of great interest in algebraic combinatorics and combinatorial commutative algebra.
An order ideal is a finite collection X of monomials such that. whenever M E X
and N divides M, then N E X. If all maximal monomials of X have the same degree,
then X is pure. A pure 0-sequence is the vector, h = (ho = 1, hi, ..., ht). counting the
monomials of X in each degree. The following conjecture by Stanley has motivated
a great deal of research on h-vectors of matroid complexes:
Conjecture 4.1.1. The h-vector of a matroid is a pure 0-sequence.
The above conjecture has been proven for cographic matroids by [5]. It also has
been proven for lattice-path matroids by [10]. Lattice path matroids are special cases
of cotransversal matroids, and the conjecture was proven for cotransversal matroids
in [7]. In this chapter, we are going to show the conjecture for positroids. The class
of positroids includes the class of lattice-path matroids, but is incomparable with the
class of cographic or cotransversal matroids.
4.2 The h-vector of a positroid is a pure 0-sequence.
As have been throughout the thesis, we are going to follow the notation that: a
matroid M will be a rank k matroid over the ground set [n] := {1. n}.
An element i of a base B is internally active if (B\i) Uj is not a base for any j <
i. The h-vector of a matroid is defined as the h-vector of its corresponding independent
complex. Rather than working with the definition of the h-vector directly, we will
use the following characterization:
Lemma 4.2.1 ([1]). Let (ho,... hk) be the h-vecto'r of a matroid M. For 0 < i < k,
hi is the number of bases of M with k - i internally active elements.
Let us call an element i E J to be internally passive if it is not internally active.
So the h-vector of a matroid is basically a degree sequence obtained by looking at the
number of internally passive elements for each base of M. For each base J, we will
use ip(J) to denote the set of internally passive elements of J.
Our main tool. once again, is going to be Proposition 1.3.5.
Remark 4.2.2. Since loops and coloops are never internally passive, we may assume
that our positroid does not have any fixed points. In terms of J-diagrams, this means
that there is no empty column nor row.
Recall that 11 denotes the <,-minimum element of M. For any J E M, since
J ;>1 I, J can be expressed as
J = 1, \ re ,...,wise U {ji, ... , j s
such that all intervals (it, jt)'s are pairwise non-crossmng.
Lemma 4.2.3. Let I and J be k-element subsets of [n] such that I < J (the ordering
defined in Chapter 1). Then we can wrnite J = I \ {i 1 ..... QU {ji...., js} such that
all intervals (it, jt) 's are pairwise non-crossing.
Proof. We use induction on lI-J. When it is 0, the result is trivial. So assume for the
sake of induction that the claim holds for |I - J < s. When 11 - J| = s. choose some
i, and jA such that jA > ia and jb-ia is minimal. Then we have J > J\{jb}U{ai} > I,
and since by induction hypothesis the claim holds for J \ {jb} U {ai} and I, the claim
is also true for J and 1. 0
Using Proposition 1.3.5, the elements it's and jt's can be thought as pS (starting
point) and p* (end point) for a path p inside a VD-family representing J inside the
F-graph of the positroid M. Now we associate each element to the minimal interval
containing that element. For example, if we had two intervals (1, 8) and (3,5), 4
would belong to (3, 5) and 2 would belong to (1,8). We will use T to denote the
elements associated to the interval (it, jt) in this manner. And we will use Q to
denote the set of elements q E T such that J \ {q} U it E M. In other words, Q4
consists of elements q in T such that, for a family representing J, we can replace the
path it -+ jt with some path q -4 jt.
Lemma 4.2.4. Following the notation above, we have ip(J) nT = Q4.
Proof. One direction is obvious: if q E Q4, we have q E ip(J) by definition of ip(J).
Let us look at the case when q E ip(J) n T,. This means that given F, a VD-family
representing J, we can replace one of the starting points above q with q and still get a
VD-family F'. But since the paths are vertex-disjoint, it means that the path starting
at q in F' must have its endpoint at jt. In F', take all paths whose starting points
and endpoints lie in [q. jt]. In F, take all paths whose starting points and endpoints
lie outside [it, jt]. Combining these two collections of paths, we get a VD-family that
represents J \ {q} U {it}. This tells us that q E Q . C
Remark 4.2.5. Notice that for q E T,, whether we can replace a path it -+ jt with q -
It inside the VD-family representing J, is irrelevant with paths that have starting/end
point outside the interval (it, jt). This is because the paths are vertex-disjoint.
Now we are going to define a map #M that sends each J E M to a monomial.
For J = I1 \ {i1,....is} U {ji,... j,} such that (it. jt)'s are non-crossing, set #M(J)
1QJ 1+1 |QJ21+1 IQ4 |+1to be x il -- -2 .
Lemma 4.2.6. The degree of #OM(J) equals Iip(J)|.
Proof. Using Lemma 4.2.4, for each q E Ii n J, we have q E ip(J) if and only if it
is contained in some Q . So |ip(J) n (i1)| = |QI + IQ4I ± + I Q I. And for
each jt E (ii)c n J, it contributes 1 to |ip(J)j since jt E ip(J), so we end up with
l ip(J)| Ql +Ii| -W -- +MQ1 + Is.
So the h-vector of a positroid M can also be obtained by looking at #M (J)'s.
Lemma 4.2.7. The map #M is injective.
Proof. Let X 1 2+1 ... +1 be some monomial, such that it equals some #5, (J)
and the indexes of ji's are chosen such that ji > -- > js. We will show that we can
reconstruct J. We know that J n (I1)c is going to be {j1i ... , js}. Starting from js,
there is only one possible choice of i, such that in (i5 , js), there are exactly a. number
of elements q such that we can draw a path q -+ j inside the F-graph of M. And
such choice of is exists, since the monomial we are looking at, is the image of # of
some J E M.
For the next step, we look at j,-. Similarly, there is unique choice of i, such that
in (i._1 , j,-1) \ (i5, j,), there are exactly as_1 number of elements q such that, inside
some VD-family {is -+ js, ji_1 -+ j-1}, we can replace i._1 -+ j,_1 with q -+ j-1.
We repeat this procedure for js-2, j,-3 and so on to ji. then we recover J c M such
that #M (J) is the monomial we started with. And since for each step, there is a
unique determined outcome, we can conclude that #M is an injective map. O
Let us look at an example of this map for the J-diagram in Figure 4-1. Consider
the base 15689 = 13458 \ {3, 4} U {6, 9}. Setting ii = 3, i 2 = 4. Ji = 9, 2 = 6,
the intervals are (3,9) and (4. 6). In this family, we can switch 4 -+ 6 with 5 -+ 6,
and 3 -+ 9 with 8 -+ 9. So we get Q15689 = {8}, Q56189 = {5}. The corresponding
monomial is x2z2. 2 is obtained from {3 -+ 9,5 -+ 6} and is obtained from
Figure 4-1: Example of a J-diagram
{8 -+ 9,4 -+ 6}. The highest degree monomial dividing XzXz is X2 x2z. which is
obtained by adding 1 -± 2 to the family.
Let us denote the collection {#M(J)|J E M} as #y (M).
Proposition 4.2.8. For a positroid M, the collection of monomials #M(M) is a
pure multicomplex.
Proof. We first show the multicomplex part. Let J be some base of M and denote
SIQ 1i+1 1Q0 21+1 IQ4 l+1#xM(J) = zX ' 3 2  ... iso " . If we want to decrease the degree of a variable
zy,. we take the smallest element q in Q4 and set J'= J \ {q} U {It}. Then #M(J')
+PM(J)
xjt
Now we tackle the harder part, which is showing that the maximal degree mono-
mials have the same degree. If M was not connected (in other words, reducible to
M' and M 2 ), it is enough to show that each of #M1(Ml) and #M2(M2) is a pure
multicomplex, since #M (J) = #$x1 (J1)#.Vf2 (J 2 ) where J1 and J 2 are the components
of J in M1 and M 2 . So we will be assuming that M is irreducible, which implies
that inside the J-diagram, there is no empty row nor column.
104 1+1 M 1l+1 lj1+1Let J be some base of M and denote #m(J) = z11 I 2 '''.. ". Wexii i2  *x 
will show that there is some J' such that #M (J) divides #m (J') and every element
of J' is internally passive. Assume that not every element of J is internally passive.
Since we know every element of J n I4 is internally passive, let q E T be the largest
element of J n I1 that is not internally passive. We will show that we can replace q
with some other element to get J', such that #AA(J') is divided by #M (J). We will
do a case by case analysis:
1. If q + 1 V 1, V J, then we could just add a path q -+ q + 1 to the VD-family
representing J to get a VD-family representing J' we want.
2. If q + 1 V 1, E J, then by irreducibility of M and the J-property, there is a
dot in the intersection of row q and column q + 1. Since q E (it, jt), we must
have jt q + 1. Then inside the VD-family representing J, we can replace the
path it -4 j= q + 1 with another path q -4 jt = q + 1. So q E Q, and this
contradicts the assumption that q is not an internally passive element of J.
3. If q + 1 E 1, E J. then q + 1 is an internally passive element due to the way q
was chosen. This forces q + 1 E Q. If the rightmost dot in row q is strictly
left of column labeled jt, row it cannot have a dot weakly right to the column
jt. Then we cannot have a path it -+ jt in the F-graph of M, which leads to a
contradiction. Hence the rightmost dot in row q is weakly right of column jt.
By J-condition, there is a column strictly right of jt such that there is a dot in
both rows q and q+1.
The fact that q + 1 E Q' tells us that there is some VD-family representing
J \ {q + 1} U it in the P-graph of M. The conclusion of the previous paragraph
tells us that we can replace the path q + 1 -+ jt inside this family with a path
q -4 jt. which implies that q is also a member of Q. This contradicts the
assumption that q is not an internally passive element of J.
4. If q + 1 E I1, V J, then q + 1 = it+a for some positive integer a. If we could
replace it+a -+ jt+a in the VD-fanily with q - jt+a, this would be the J' we
are looking for. So assume we can't, which implies that the rightmost dot in
row q occurs in a column whose index is bigger than jt+a. If this index u was
smaller than jt, than we could add a path q -4 u to the VD-family to get the
J we want. If this index was equal to jt, we could replace the path it -+ jt in
the VD-family with q -+ jt, which contradicts q not being internally passive in
J.
1
1+ 2
2 3
5 4 5 4
Figure 4-2: Example of a J-diagram and its associated F-graph
The only remaining case is when the rightmost dot of row q is strictly to the
left of column jt. But row it is on top of row q, and the rightmost dot of row
it cannot be strictly to the left of column jt (since otherwise. any path it --+ jt
would not be possible in the F-graph of M). which contradicts the J-property.
We have shown that 6 M4(M) is a pure multicomplex.
The above proposition, combined with Lemma 4.2.6, allows us to conclude that
Stanley's conjecture is true for positroids.
Theorem 4.2.9. The h-vector of a positroid M is a pure O-sequence.
Proof. By Proposition 4.2.8, #M (M) gives a pure multicomplex. The degree sequence
of #M (M) equals the h-vector of M by Lemma 4.2.6.
4.3 Example
Let us look at the J-diagram, and the associated F-graph in Figure 4-2. We denote
M to be the corresponding positroid.
The table below shows, for each base B in M, its internally passive degree and
the associated monomial obtained from our map 4M.
B E M ip(B) Corresponding VD-family Associated QB's 6M(B)
123
124 4 3 -+ 4 Q X4
125 5 3-+5 Q
134 3,4 2-+4 Q1 34 = {3} x2
135 3,5 2 4 5 Q1 3 5 = {3} x2
235 2,3,5 1-45 Q 23 = {2, 3} x3
245 4,5 1-+5,3-+4 Q 45 = Q245 = 0 x 4x 5
345 3,4,5 1 -+ 5,2 -+ 4 Q{345} 0, Q(345} {3} x x
The h-vector of M is given by the sequenec (1, 2, 3, 2). The image of map # is the
collection of monomials {1, x4, X5, , , x5, X5, X4X, X4X}, and it is a pure multicomplex
with degree sequence also given by (1, 2, 3, 2). So (1, 2, 3, 2) is a pure 0-sequence.
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