Reconhecimento de ações em vídeos baseado na fusão de representações de ritmos visuais by Moreira, Thierry Pinheiro, 1990-






Based on Fusion of Visual Rhythm Representations
Reconhecimento de Ações em Vídeos





Based on Fusion of Visual Rhythm Representations
Reconhecimento de Ações em Vídeos
Baseado na Fusão de Representações de Ritmos Visuais
Tese apresentada ao Instituto de Computação
da Universidade Estadual de Campinas como
parte dos requisitos para a obtenção do título
de Doutor em Ciência da Computação.
Dissertation presented to the Institute of
Computing of the University of Campinas in
partial fulfillment of the requirements for the
degree of Doctor in Computer Science.
Supervisor/Orientador: Prof. Dr. Hélio Pedrini
Co-supervisor/Coorientador: Prof. Dr. David Menotti Gomes
Este exemplar corresponde à versão final da
Tese defendida por Thierry Pinheiro Moreira
e orientada pelo Prof. Dr. Hélio Pedrini.
CAMPINAS
2018
Agência(s) de fomento e nº(s) de processo(s): FAPESP, 2015/03156-7
ORCID:  https://orcid.org/0000-0002-3410-6247
Ficha catalográfica
Universidade Estadual de Campinas
Biblioteca do Instituto de Matemática, Estatística e Computação Científica
Ana Regina Machado - CRB 8/5467
    
  Moreira, Thierry Pinheiro, 1990-  
 M813v MorVideo action recognition based on fusion of visual rhythm representations /
Thierry Pinheiro Moreira. – Campinas, SP : [s.n.], 2018.
 
   
  MorOrientador: Hélio Pedrini.
  MorTese (doutorado) – Universidade Estadual de Campinas, Instituto de
Computação.
 
    
  Mor1. Visão por computador. 2. Reconhecimento de padrões. 3. Aprendizado
de máquina. I. Pedrini, Hélio, 1963-. II. Universidade Estadual de Campinas.
Instituto de Computação. III. Título.
 
Informações para Biblioteca Digital
Título em outro idioma: Reconhecimento de ações em vídeos baseado na fusão de





Área de concentração: Ciência da Computação
Titulação: Doutor em Ciência da Computação
Banca examinadora:
Hélio Pedrini [Orientador]




Data de defesa: 07-06-2018
Programa de Pós-Graduação: Ciência da Computação
Powered by TCPDF (www.tcpdf.org)






Based on Fusion of Visual Rhythm Representations
Reconhecimento de Ações em Vídeos
Baseado na Fusão de Representações de Ritmos Visuais
Banca Examinadora:
• Prof. Dr. Hélio Pedrini
Unicamp
• Prof. Dr. Silvio Jamil Ferzoli Guimarães
PUC-Minas
• Dr. Thiago Vallin Spina
LNLS
• Prof. Dr. André Santanchè
Unicamp
• Profa. Dra. Esther Luna Colombini
Unicamp
A ata da defesa com as respectivas assinaturas dos membros da banca encontra-se no
processo de vida acadêmica do aluno.
Campinas, 07 de junho de 2018
Acknowledgements
I am thankful to
• the financial support provided by CAPES and Fundação de Amparo à Pesquisa do
Estado de São Paulo (FAPESP, Process #2015/03156-7);
• all the many friends I made in Campinas, easing the hardship of moving to this
cold, unknown city;
• my friends in São Paulo for making it comfortable like home. It was, in fact, my
second home for years;
• Larissa Anibal, for staying with me through more hard moments than I could re-
member. For being my solace and my cornerstone for so long;
• the Laboratory of Visual Informatics for the infrastructure and for the people I had
the pleasure to work with, exchanging solutions and experience;
• professor Lucas Wanner, for kindly lending me processing power from the Labora-
tory of Computing Systems (LSC) allowing me to run more extensive experiments;
• my parents for always putting my education in first place. Without their uncondi-
tional support, this would not be possible;
• my sisters for their love and affection.
Resumo
Avanços nas tecnologias de captura e armazenamento de vídeos têm promovido uma
grande demanda pelo reconhecimento automático de ações. O uso de câmeras para pro-
pósitos de segurança e vigilância tem aplicações em vários cenários, tais como aeroportos,
parques, bancos, estações, estradas, hospitais, supermercados, indústrias, estádios, es-
colas. Uma dificuldade inerente ao problema é a complexidade da cena sob condições
habituais de gravação, podendo conter fundo complexo e com movimento, múltiplas pes-
soas na cena, interações com outros atores ou objetos e movimentos de câmera. Bases
de dados mais recentes são construídas principalmente com gravações compartilhadas no
YouTube e com trechos de filmes, situações em que não se restringem esses obstáculos.
Outra dificuldade é o impacto da dimensão temporal, pois ela infla o tamanho dos da-
dos, aumentando o custo computacional e o espaço de armazenamento. Neste trabalho,
apresentamos uma metodologia de descrição de volumes utilizando a representação de
Ritmos Visuais (VR). Esta técnica remodela o volume original do vídeo em uma imagem,
em que se computam descritores bidimensionais. Investigamos diferentes estratégias para
construção do ritmo visual, combinando configurações em diversos domínios de imagem e
direções de varredura dos quadros. A partir disso, propomos dois métodos de extração de
características originais, denominados Naïve Visual Rhythm (Naïve VR) e Visual Rhythm
Trajectory Descriptor (VRTD). A primeira abordagem é a aplicação direta da técnica
no volume de vídeo original, formando um descritor holístico que considera os eventos
da ação como padrões e formatos na imagem de ritmo visual. A segunda variação foca
na análise de pequenas vizinhanças obtidas a partir do processo das trajetórias densas,
que permite que o algoritmo capture detalhes despercebidos pela descrição global. Tes-
tamos a nossa proposta em oito bases de dados públicas, sendo uma de gestos (SKIG),
duas em primeira pessoa (DogCentric e JPL), e cinco em terceira pessoa (Weizmann,
KTH, MuHAVi, UCF11 e HMDB51). Os resultados mostram que a técnica empregada é
capaz de extrair elementos de movimento juntamente com informações de formato e de
aparência, obtendo taxas de acurácia competitivas comparadas com o estado da arte.
Abstract
Advances in video acquisition and storage technologies have promoted a great demand
for automatic recognition of actions. The use of cameras for security and surveillance
purposes has applications in several scenarios, such as airports, parks, banks, stations,
roads, hospitals, supermarkets, industries, stadiums, schools. An inherent difficulty of
the problem is the complexity of the scene under usual recording conditions, which may
contain complex background and motion, multiple people on the scene, interactions with
other actors or objects, and camera motion. Most recent databases are built primarily
with shared recordings on YouTube and with snippets of movies, situations where these
obstacles are not restricted. Another difficulty is the impact of the temporal dimension
since it expands the size of the data, increasing computational cost and storage space. In
this work, we present a methodology of volume description using the Visual Rhythm (VR)
representation. This technique reshapes the original volume of the video into an image,
where two-dimensional descriptors are computed. We investigated different strategies for
constructing the representation by combining configurations in several image domains and
traversing directions of the video frames. From this, we propose two feature extraction
methods, Naïve Visual Rhythm (Naïve VR) and Visual Rhythm Trajectory Descriptor
(VRTD). The first approach is the straightforward application of the technique in the
original video volume, forming a holistic descriptor that considers action events as patterns
and formats in the visual rhythm image. The second variation focuses on the analysis
of small neighborhoods obtained from the process of dense trajectories, which allows the
algorithm to capture details unnoticed by the global description. We tested our methods
in eight public databases, one of hand gestures (SKIG), two in first person (DogCentric
and JPL), and five in third person (Weizmann, KTH, MuHAVi, UCF11 and HMDB51).
The results show that the developed techniques are able to extract motion elements along
with format and appearance information, achieving competitive accuracy rates compared
to state-of-the-art action recognition approaches.
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This chapter describes the problem investigated in this dissertation, as well as the main
motivations, challenges, objectives, contributions, research questions, and text organiza-
tion.
1.1 Problem Characterization and Motivation
The demand for automatic video interpretation is increasing. Computer networks are be-
coming faster and more accessible, whereas the devices are becoming cheaper, faster, and
with more storage capacity and portability. Thus, acquisition, storage and transmission
of videos – in the Web or private – took proportions in which it is impracticable to use
human operators to verify the content. This has promoted the research and development
of automatic systems that, ideally, are able to understand the scene without assistance
from the operators.
Computerized human action recognition [33, 66, 83, 103] provides aid in various do-
mains, such as surveillance systems, smart homes, health monitoring, guidance of people
with cognitive difficulties and human-computer interface. Figure 1.1 illustrates some ex-
amples.
For surveillance systems, research aims for intelligent methods that recognize and in-
terpret human activities in order to replace the traditional passive systems [42]. Some
advantages of these solutions are the reduction of the amount of human operators neces-
sary for the task, to avoid the susceptibility to mistakes inherent to the operators, specially
in fatigue conditions and repeatability of work, and to allow a higher amount of videos
analyzed, as frequently the recordings are only seen in case of casualties. This problem
gained importance with the increased availability of security cameras in public spaces, for
instance, roads, airports, public transportation stations, stores and markets, stadiums,
hospitals, and schools.
For home automation, research targets to control the diverse environments of a house.
This control includes turning lights on and off, temperature control, locking doors and
gates, and fire detection/fighting. It also aims to help with the residents’ health care.
A common use is to detect if a person falls, faints or is in any emergency situation,










Figure 1.1: Examples of action recognition applications.
with special needs [17]. For people with special needs, besides fall detection, it might
be important that the house holds mechanisms to help them with everyday tasks – as
direction support, and routine management and orientation – and evaluate their cognitive
power [82].
Human-computer interface using camera image is a powerful concept [40, 75]. Pro-
grams use eye and hand movement to control devices. Nevertheless, demands and devices
emerged for different types of control using body movement, such as entertainment video
games using gestures and museums that interact with the public [12, 63].
The term action is usually associated with small movement patterns devoid of se-
mantics. Activity is the term used for more complex scenarios, which might include
interactions and even intention. In this work, we focus solely on actions.
Action recognition is an open problem with several challenges [83]. Firstly, the volume
of data is much bigger than only using static images. As a consequence, the execution time
of the experiments may be very high. Another problem arising from this is the need for
a large amount of disk space. The data sets occupy considerable storage, that is, storing
intermediate video processing vectors is usually unfeasible, such that the modification of
a parameter or algorithm in an initial part of the methodology pipeline requires executing
it all over again.
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Another challenge, present in every computer vision area, is the large videos intraclass
variation. A human operator watching the data sets is very susceptible to confusion.
Videos are full of noise, irrelevant motion, and may have diverse background types. There
are large variations in scale, from videos in which the action region occupy most of the
frame to others in which the actor is a small part of a scene with a lot of movement.
There are also variations such as how each actor performs an action, so that there are
pairs of videos of the same class, but with completely different movements.
In our video action recognition approach, a compact volume representation, called
Visual Rhythm (VR), will be constructed by concatenating slices from every adjacent
frame of a video, that is, the original video is reshaped into an image. More details on
VR will be described in Section 3.1.
1.2 Challenges
Some of the challenges imposed by action recognition are:
• Background : it may contain important information for action recognition, but it
also contains meaningless and confusing data. This separation is often done with
statistical tools on description level.
• Speed : the time distinct actors take to complete the same action vary. A robust
analysis should be speed invariant. On the other hand, distinct actions may differ
from each other by their paces. For example, running, jogging and walking have
similar movements, but diverging execution times.
• Data Volume: videos are three-dimensional data (space × space × time), compris-
ing a usually large number of frames. A typical data set is made of hundreds or
thousands of videos. The time it takes to process them all is high. Storing raw data,
and keeping intermediate descriptors and models is space consuming.
• Context : a video provides information from diverse sources, including: pose, move-
ment, interactions, background, appearance, objects, and more. It is up to the
action recognition method to be able to understand and to correlate them.
• Diversity of Classes : the quantity of classes in action data sets vary from the tens
to the hundreds. Often, what separates one class to the other are context elements.
Some classes are very similar, whereas others are very distant to each other.
1.3 Research Questions
We guide our research by means of some investigative questions, considering the problem
of human action recognition in videos, and the constraints previously specified. Our
guiding research questions are the following:
• Can we employ the visual rhythm [71] (VR) representation to develop an action
recognition system?
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• How can we aggregate characteristics of distinctive nature to enhance classification
accuracy?
• How does this method capture and understand the raw information presented in
the data?
• Is this model extensible to different recognition contexts?
1.4 Objectives and Contributions
The main objective of this work is to propose and implement a human action recognition
method that can be extensible to different action classes. It must capture distinct elements
from the video and classify it in a closed set. The system must learn from public data
sets the elements of interest and how they correlate for the occurrence of activities.
We investigate relevant approaches available in the literature, as well as alternatives
to enhance the state-of-the-art results. We search how to combine elements of established
human action recognition schemes with methods that showed effectiveness in other areas
of computer vision, thereby obtaining an original solution.
The main contribution of this work is an action recognition method that functions
by analyzing visual rhythm images, an encoding method that samples and/or reorganizes
the pixels of each frame into a column image. Then, the columns are appended to form
a two-dimensional image.
We build the columns by iterating frames following a zigzag pattern, detailed in Sec-
tion 3.1.1. In order to achieve rotation invariance, the method is computed for four
directions: vertical, horizontal and two diagonals. Moreover, to obtain features from var-
ious natures, we transfer the video from the original Red-Green-Blue (RGB) domain into
gradient, optical flow and motion boundaries.
Visual rhythms contain patterns that combine shape and appearance with motion in-
formation. Moving objects, actors and camera motion appear in the resulting image as
curving patterns and transferred objects (full explanation in Section 3.1.2). We take ad-
vantage of this occurrence by using feature analysis to explore the discriminative capacity
of the visual rhythm representation, evaluate its effectiveness, and present two description
approaches:
(i) Naïve Visual Rhythm: the entire video is encoded into a set of visual rhythm im-
ages by varying domains and construction strategies. Since there is no emphasis to
elements of interest, this results in a global description of high granularity charac-
teristics.
(ii) Visual Rhythm Trajectory Descriptor (VRTD): this approach embeds the previous
feature into the improved Dense Trajectory (iDT) framework [108]. This allows our
method to focus on small volumes of interest and obtain low granularity information.
Experimental results have shown that the aforementioned approaches are comple-
mentary. Fusing features of different granularity gives the classifier a broader range of
19
components, allowing it to join Naïve VR’s global information (overall movement) with
the minutia provided by VRTD.
The method has shown to be extensible to other action recognition contexts. Ex-
periments are conducted on two first-person action data sets, DogCentric Activity and
Jet Propulsion Laboratory (JPL) First-Person Interaction, one gesture data set, Sheffield
KInect Gesture (SKIG), and five third person action sets, Weizmann, Kungliga Tekniska
Högskolan (KTH), Multicamera Human Action Video (MuHAVi), University of Central
Florida Action Recognition (UCF11) and Human Motion Data Base (HMDB51). The
accuracy rates obtained in all data sets were competitive with the state-of-the-art ap-
proaches.
1.5 Text Organization
The remainder of this text is organized as follows. In Chapter 2, we introduce basic
concepts related to the understanding of this dissertation and describe relevant related
work on action recognition. In Chapter 3, we present the methodology proposed and
analyzed in this work. In Chapter 4, we report the experimental protocols and evaluate
the results achieved. In Chapter 5, we conclude the dissertation with some final remarks




In this chapter, we describe some fundamental concepts necessary to comprehend the
remainder of this dissertation and present relevant state-of-the-art approaches to action
recognition, including the best general strategies, their variations and their performances.
2.1 Basic Concepts
This section introduces some relevant basic concepts for a better comprehension of the
subjects addressed in our work. Section 2.1.1 explains what exactly are actions, and how
they differ from activities. Section 2.1.2 discusses shape, explaining and exemplifying its
importance. Section 2.1.3 presents the concept of appearance why it is discriminative.
Section 2.1.4 characterizes movement and its relation to shape and appearance. Finally,
Section 2.1.5 presents what is context information and how it can be obtained.
2.1.1 Actions and Activities
The terms actions and activities are not always clearly defined in the literature. There
are differing definitions. Several approaches do not even differentiate the two terms,
considering them as synonymous.
In this work, action means a simple pattern of human movement, such as walking
or taking steps, waving hands and collapsing. They can afterwards be used to infer an
activity, which corresponds to a complex task that involves the identification of several
actions, interaction between individuals and interactions with objects on the scene [103].
The term activity implies that there is purpose involved. Examples of activities are person
tracking, jumping a turnstile or convulsing [2]. The focus of this work is on the domain
of actions.
The complexity of the action pattern may vary. For example, the system may be
trained to understand a step as an action. Thus, walking may consist of a repetition of
steps or a single action, periodical and variable in length.
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2.1.2 Shape
Shape is characterized by low frequency information in a static image. This means the
structural composition of the scene. Shape analysis is useful for finding known objects in
the scene to recognize people and determine their poses.
It is useful for action recognition because the pose variation through time is, arguably,
the most discriminative information. Additionally, the presence of certain objects can
taper the possibilities for classifiers. For example, the presence of a horse indicates that
the action is probably related to it, such as horse riding or polo.
2.1.3 Appearance
Appearance is given by high frequency features, which include texture and small details. It
is useful for action recognition because it tells apart distinct objects, with similar format.
It enables a system to identify distinct context information in a scene and explore it.
Some actions are strongly associated with outdoor background, others with indoor
background. The presence of a sports court is a strong indicative that the actors are
practicing physical activities.
Appearance information is often embedded in shapes and objects. Hence, it is com-
plementary with shape description. This combination is widely mentioned and applied in
the literature, as reported in the analysis of related work described in Section 2.3.
2.1.4 Movement
Movement is characterized by changes in time of the scene elements. This is highly
dependent on shape and appearance. For instance, an ideal action recognition feature
should be able to differentiate the way how different body parts move and deform between
the trained classes.
Optical flow is a common method for capturing movement information. Given a set of
points (or all pixels, when it is dense), it yields a matching set of vectors mapping their
displacements. Section 2.3 explains several action recognition methods, where most of
them explore it one way or another.
2.1.5 Context
Movement individually is very descriptive, but it is not enough to model videos in natural
conditions, such as YouTube, cellphone-camera recorded, and movies. Apart from under-
standing what is being done, it is also necessary to understand where it is being done,
with whom and in what conditions. For example, swinging a golf and a cricket bat are
very similar actions, unless the algorithm is able to join information from the field, the
bat, and the other players.
Context information may be subjective, therefore it is usually built through statistical
tools, often correlation matrices. A common, superficial, form is to use densely sampled
local features and processe them into a single descriptor.
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2.1.6 Classification
There are many open source classification algorithms available, and there is not a single
one that works better for every type of data. Therefore, we aim to find the best result
experimenting with several classifiers and parameters.
The Fisher kernel applied on the previous step, along with feature normalization,
allows us to use linear classifiers without conceding quality of results. Therefore, we
restrained from applying kernels on the data before classification, allowing a faster exe-
cution.
There are open source implementations for all the main methods. Among them are:
• Logistic Regression: it is a regression model for categorical dependent variables.
It returns the probabilities that a given query vector belongs to each class. Its
training is done computing, for each class, the coefficients to multiply every variable
independently. This may be simply accomplished with the method of Ordinary
Least Squares. A prediction is computed by directly multiplying the coefficients and
passing the resulting values to a logistic function, which yields probability values
for all classes.
• Support Vector Machines (SVM): an algorithm for binary, non-probabilistic, classi-
fication. It works separating training occurrences from both classes with the largest
margin possible, using hyperplanes. This way, for the classification to work prop-
erly, the classes must be linearly separable. Because of this, the original space is
frequently mapped to higher dimensional spaces through kernel functions, aiming
to obtain better separation. This machine can be generalized for the purpose of
multiple classes by composing several binary instances.
• K-Nearest Neighbors (KNN): it is a classification method that consists in finding
the K nearest training samples from a query vector. The distance metric may vary
depending on the problem, being the Euclidean distance the default choice. The
best value for K depends on the data; smaller values reduce noise, but blurs the
boundaries between classes [25].
• Decision Trees: each non-leaf node tests a condition in one of the query vector
variables. There are edges for every value or interval, leading to another node.
Each leaf is labeled with a class, which corresponds to the algorithm’s return value
in case a test leads to it. The tree’s construction is generally made top down using
heuristics that, in each step, finds the characteristic that better divides the data.
This method is known to overfit training data [35].
• Random Forests: it is a union of several decision trees, taking the predictions mode
as the final output. This method is a solution for the decision tree’s problem of




In order to compare two or more methods objectively, we need to establish a quantitative
accuracy metric. The standard in the action recognition literature is to use the accuracy.
It refers to the percentage of correctly classified video sequences in the test set. It is
formulated in Equation 2.1.
Accuracy =
correct classified instances
total number of instances
(2.1)
It is a common practice, however, to perform cross validation. It consists in making n
divisions of the data set, each one having train and test subsets. The accuracy is computed
for each division, Di, as shown in Equation 2.2. The overall accuracy corresponds to their
mean, as shown in Equation 2.3.
AccDi =
correct classified instances in part i








Among the many cross validation techniques, we highlight the most relevant for this
work. Consider a data set with n samples.
(i) Leave-one-out: at each iteration, a single sample is taken as the only test sequence,
while the other n−1 samples are used to train the system. This is repeated for every
video instance, so that this is the most computationally expensive cross validation
method.
(ii) K-Fold: this strategy divides the set into k parts of approximately equal size. At
each iteration, one part is taken as test and the other k − 1 are joined into the
training set.
(iii) Shuffle split: the original set is divided k times with a fixed proportion into train
and test.
(iv) Predefined: some data sets, instead, provide a pre-specified division. This is the
case of HMDB51 data set, presented in Section 4.3.8.
To maintain comparability, data set authors provide their cross validation scheme.
Because of the processing time, we substituted any leave one out protocol for k-fold in
our experiments.
2.3 Related Work
This section summarizes the related work relevant to this research. We divide it in
three topics. In the first one (Section 2.3.1, hand crafted descriptors) we present action
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recognition techniques specifically built for the purpose by problem analysis and solution.
The second one (Section 2.3.2, convolutional neural networks and deep learning) contains
approaches in which the machine learns the features by itself. The third one (Section 2.3.3,
visual rhythms) is a summarization of visual rhythm applications on distinct computer
vision problems.
2.3.1 Hand Crafted Descriptors
Fernando et al. [27] analyze the evolution of frame descriptors to interpret videos. Each
frame, or temporal window, contributes with a simple descriptor, resulting in a sequence
X = [x1, x2, ..., xn], where xi is the representation of frame i. The final video descriptor
is a vector u so that ∀ti, tj, ti > tj ⇔ uT ·xti > uT ·xtj . This method was denoted
VideoDarwin, referring to the evolution of the video states. It aims to insert temporal
information to the global bag-of-word (BoW) descriptor.
This evolutionary strategy is extended by Wang et al. [110]. Inspired in the success of
deep learning, the authors stack the VideoDarwin representation. The first layer learns
movement descriptors, relative to local clips, whereas the second, their evolution. They
claim that a single layer can not model long sequences with precision and is not robust
to major changes of appearance and scene transition.
With the objective to reduce computational time and memory use of local descriptors,
Shi et al. [96] developed the gradient boundary histograms (GBH), which are local blocks
description that capture movement information using gradients. Compared to optical
flow, they are faster to compute. The gradients are calculated, initially in both spatial
dimensions and, posteriorly, in time. Spatial gradients present all the contours and contain
much noise. The temporal pass removes static objects and most of the noise. Despite
intending to avoid computation of optical flow, its performance is significantly enhanced
by combining it with motion boundary histograms (MBH).
Liu et al. [61] used genetic algorithms to create video descriptors. The evolutionary
system creates graphs in which the vertices correspond to functions and the edges to the
data flow. Among the functions on the search space, there are Gaussian filters, Laplace
filters, Wavelets, Gabor filters and multiple sizes of pooling. The graphs may receive
multiple input flows that include the original video with colors and optical flow. Their
adopted fitness function is a cross-validation accuracy. A distinct execution of the genetic
algorithm is done for each data set (KTH, HMDB51, YouTube, and Hollywood2). This
resulted in four very different graphs.
Peng et al. [77] explored the effects of different algorithms in each stage of the BoW
flow, claiming that many of these steps were never attempted on action recognition.
The study consists on the combination of two types of local descriptors, ten codification
methods, and eight pooling and normalization strategies.
Lastly, three hybrid representation are shown, which combines the output of multiple
variations of bag-of-words, exploring the representation complementarity. Data fusion
types are descriptor level, representation level, and score level. The first one is a BoW
over the concatenation of multiple descriptors, whereas the second is a concatenation of
a BoW for each descriptor. The third fuses classification output scores. Most of the best
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results were achieved by the representation level fusion, and, secondly, by the descriptor
level.
An important action recognition method from the literature is the improved Dense
Trajectories [108, 109] (iDT). This approach consists in a modification on the construction
of cuboids for BoW video classification. Instead of simply selecting points of interest and
obtaining their surroundings as a parallelepiped, densely sampled points are tracked for a
few frames using optical flow. Spatial neighborhood of each each point position through
time is concatenated to create a curved volume.
These volumes are described with their trajectory displacement, Histograms of Ori-
ented Gradients (HOG), Histograms of Optical Flow (HOF), and Motion Boundary His-
tograms (MBH) are encoded by Fisher vectors. It has been shown that this method
performs better than cuboids [77]. This method is better explained in Section 3.4.
Camera movement may introduce false motion and artifacts on video analysis. Jain
et al. [43] make use of movement compensation [73] and optical flow to track a dense grid
of points and adjust their positions so that camera movement is nullified. Experiments
evaluate the impact of warping movement on each improved Dense Trajectory [108] de-
scriptor. It is shown a significant performance for trajectory, HOG and HOF, but not for
MBH.
The trajectories are then described using first order movement characteristics calcu-
lated from optical flow, called Divergence-Curl-Shear (DCS). A histogram is computed
for each characteristic pair and the resulting vectors are concatenated and encoded with
Vector of Locally Aggregated Descriptor (VLAD) [44]. Joining DCS with iDT descriptors
yielded a better accuracy.
Wang et al. [112] explored both convolutional neural networks and iDT, which they
called trajectory-pooled deep-convolutional descriptor (TDD). The trajectories are com-
puted in parallel with the two-stream [97] model. Instead of the default iDT histogram
descriptors, the method searches for the trajectory location on the CNN feature maps
and performs sum-pooling over all trajectory points to obtain a local feature vector.
Differently from the original method based on trajectories, Wang et al. [112] tracked
points on only one scale and did not warp the optical flow. Despite this, they achieved a
significant increase in accuracy both from iDT and two-stream network.
Lan et al. [57] claimed that most descriptors lose low frequency information and
searched for a representation it can be captured back. The algorithm works in gradually
reducing the temporal scale (skipping frames) to describe actions of different velocities. It
can be applied using any descriptor based on differential filters. Descriptions in different
scales are united into a matrix through linear mixtures. Reported experiments consist in
using the trajectories with the only modification of using different temporal scales.
Peng et al. [78] extended the trajectories by stacking two layers of Fisher vectors. The
original video is divided into multiple sub-volumes. Each part is described using iDT,
resulting in several Fisher vectors per video. Max-margin dimensionality reduction is,
then, used to reduce the first FV layer to the original local vector size. A second level of
encoding is performed to unite the volume descriptors into one for the entire video, with
the same size as the first encoding. The stacked representation alone did not surpass the
original accuracy, but is complementary to iDT and their concatenation greatly increased
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the accuracy.
Convolutional neural networks have been extensively researched over the last years.
They are built using small perceptron neurons, which are applied in a convolutional
manner over an image, generating an output image of local features, called feature map.
Each convolutional pass is made with several neurons and multiple convolution steps
are stacked. Some of the intermediate feature maps are followed by pooling to reduce
dimensionality and to increase each pixel perceptive field (the area in the original image
that directly affects any given pixel position). Finally, the last feature map is fed to
a number of fully connected layers (a traditional perceptron layer) to obtain the final
classification.
The training of such networks is done with backpropagated gradients using batches.
Since such networks may contain millions of parameters, this process requires an enormous
amount of training samples and is time-consuming. There are a few tricks to enhance
training. To increase the number of samples, the images may be transformed geometrically
or radiometrically before entering a batch. This process is called data augmentation. To
reduce overfitting, one may set a probability of a given neuron output to zero, so that in
the current iteration it is neither passed forward nor adjusted by backpropagation.
As a consequence, the network is able to learn by itself how to handle given informa-
tion. This can be seen as an advantage, since such networks have outperformed hand-
crafted approaches in most computer vision fields. However, there are also disadvantages
that include: (i) it is very difficult to grasp what each neuron does and its consequences;
the entire process acts such as a black box; there is some effort to understand what is
really occurring inside such models [117], but most works do not go this far; (ii) training
these networks require a large amount of data samples; for this purpose, a few datasets
were created to train such data [51, 87]; (iii) it requires several training iterations, which
may take up to months to run. Graphics Processing Units (GPUs) are heavily used to
reduce training time.
2.3.2 Convolutional Neural Networks and Deep Learning
Although neural networks are not a novelty, even deep convolutional networks, the first
work to actually use this paradigm in a large scale dataset for image classification [87]
(millions of images of several different animals and objects) was Alexnet [55] in 2012. The
authors developed a CNN framework written with Compute Unified Device Architecture
(CUDA) [72] to run with GPU support. It consists in seven convolutional layers followed
by three fully connected passes. This approach overcame the second place in the challenge
by more than 10% accuracy difference. In the next year, the challenge had several CNN
works competing with close results [99, 117].
Karpathy et al. [50] investigated how to extend CNNs to the temporal domain, which
were limited to static images at that time. They studied four temporal fusion strategies:
(i) single frame, where only one frame is analyzed so that the model is a simpler 2D
network; (ii) late fusion, where two single frame models, similar to the previous one, with
shared weights are applied in two images 15 frames apart; the stacks are fused at the top
by fully connected layers; (iii) early fusion, where a similar model is built, however, the
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first convolutional layer has a temporal span of 10 frames; (iv) slow fusion, where the
convolutional stack is divided into three, and each block has a temporal span so that the
topmost layer also reaches 10 frames.
In addition, for any given video, each model was used twice: one in the entire frame
and the other in a central crop of the frame. This was intended to join multi-resolution
information of what the authors called context stream and fovea stream, respectively. To
train such networks, a new dataset was presented, Sports1M, containing over 1 million
videos obtained mainly from YouTube.
The slow fusion method consistently yielded better results than the rest, but by a small
margin (accuracies ranging from 57% to 60%). The single frame model outperformed the
other two. The authors discussed that this is either due to static images having enough
information or to the time fusion not being adequate. The following works considered the
time axis differently and obtained better results, so we believe the later possibility to be
true.
While neural networks on videos were a new topic, and the literature focus was on
adapting old 2D networks for videos, Tran et al. [102] focused on creating a new 3D
architecture. They used a large-scale video data set, Sports1M [50]. Several convolution
kernel sizes were tested, concluding what was already known about CNNs: a size of 3,
even for the temporal dimension, produces the most accurate architectures. In a close
inspection, using the deconvolution explained by Zeiler and Fergus [117], it can be seen
that 3D CNN starts its focus on the appearance in the first frames and carries on to the
salient motion in the subsequent frames.
Takamine et al. [101] explored the effects of using pre-trained spatial CNNs on optical
flow images. They tried both 2D and 3D [102] networks for spatial and optical flow inputs.
To deal with multiple descriptors per video (since 2D networks yield one vector per frame
and 3D CNN, one vector per 16 frames clip), the authors explored Fisher vectors and
pooled time series (PoT). The results varies over which stream performs better, but their
concatenation is, consistently, the best result. Between FV and PoT, PoT had the best
results. The main difference between the approaches developed by Takamine et al. [101]
and Simonyan and Zisserman [97] is that the later is 100% built on CNN.
Since the previous convolutional neural networks for videos only use the original spatial
input, Simonyan and Zisserman [97] developed the two-stream CNN for action recognition.
It consists of two parallel convolutional stacks, one with spatial (appearance) data and
the other with dense optical flow (motion), joined with late fusion. This model allows the
appearance stack to be pre-trained on ImageNet dataset [87].
It is worth noticing that this architecture receives single still images for the appearance
stream and stacked optical flow of ten frames for the motion stream. In the training stage,
batches are constructed by obtaining random frames of different videos, and testing is done
by extracting several sample frames from the video and the final class scores is computed
as the score means. This model outperformed previous single stream networks, even
though it used static images on the appearance stream. This was the first CNN-based
method to reach the accuracy of hand-crafted descriptors.
Wang et al. [113] argued that the temporal stream described by Simonyan and Zisser-
man [97] only captures local motion. They presented Motion Stacked Difference Images
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(MSDI), which is an accumulated difference frame over an entire video clip. Thus, they
added this new global temporal information and presented the three-stream CNN.
Their work also presented improvements over the training/testing pipeline. The origi-
nal optical flow method is switched for a newer and better one [15]. Instead of classifying
several clips and voting, they implemented a VLAD vector aggregation, and classify the
resulting descriptor using SVM with χ2 kernel.
Gammulle et al. [30] addressed this issue using stacks of Long-Short Term Memory
(LSTM) layers. VGG-16 static image network [98] was employed to obtain feature vectors
from each frame, which are then passed to LSTM [38] layers. Their work proposed and
evaluated four fusion models: the first two are simpler and directly feed outputs from
the last convolutional and the first fully connected layers into the LSTM models. The
third one fuses recurrent outputs from both aforementioned models and passes them to
a softmax layer. The fourth and last one is similar to the third, but hierarchically feeds
the two LSTM hidden states into another recurrent layer.
The authors claim that the convolutional layer yields more spatial information, while
the fully connected layer contains more discriminative information. The fusion methods
are intended to join these data. The best model is the last one, which can use the
fully connected layer to highlight the important information, back propagate, find which
convolutional feature map areas to focus on, and learn how discriminative features are
organized.
Feichtenhofer et al. [26] addressed the lack of communication between the two streams
of Simonyan and Zisserman [97]’s architecture, which are joined after the softmax layer.
They built an architecture similar to He et al. [36]’s residual network (ResNet). The au-
thors studied the effects of incorporating additive and multiplicative interactions between
different streams and between convolutional levels, so that channel responses at the same
pixel position were put in correspondence. Experiments included the outcome of these
interactions in different setups: from appearance to motion and vice-versa and switching
from additive to multiplicative and a composition of both. Including multiplicative in-
teraction raised the network order from first to second [32] and implied a stronger signal
change.
The work found that directly applying both interactions caused disturbance in the
network ability to learn. Then, the experiments on the effects when applied to residual
units yielded significantly better results. The authors claim that this interaction has two
impacts: the direct impact of adding motion information to the appearance stream on the
forward pass and the modulation of both streams current input features on the gradients
of each other.
Wang et al. [114] proposed a different solution for the same communication problem
using an attention network module and a compact fusion method, based on the work
of [31], called Spatiotemporal Compact Bilinear Fusion (STCB), which fuses multiple
vectors with reduced information loss and resulting vector size. Similar to aforementioned
proposals, the authors used a single, static, frame to represent spatial features and a set
of optical flow images for temporal information, however, with a variable number of time
windows. Then the STCB is used to join multiple temporal feature maps into a single
vector, which is passed to the attention module (similar to [115]). The attention module
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is constituted by a second STCB pass followed by two convolution passes. This output
serves as supervision for the following layers. Lastly, the spatial and temporal streams,
along with their fusion, are forwarded to the third STCB layer, which is followed by the
fully connected end of the network.
Multiple experiments were performed so that the authors could determine the how
each part of the pipeline contributes to the final accuracy. First, the STCB method was
compared with different pooling strategies to determine whether, in fact, it obtains better
results. Furthermore, the multi-path temporal fusion and the spatio-temporal attention
pooling also yielded enhanced accuracy rates.
Purwanto et al. [84] used temporal analysis, instead of a pooling method, to obtain
a final video classifier from a set of local vectors. First, they computed local descriptors
using TDD [112], which works by finding the image feature map using a CNN and using
trajectory information to fuse descriptor patches. Then, from the resulting feature matrix,
they apply the Hilbert-Huang transform (HHT) by (a) extracting a set of intrinsic mode
functions (IMFs) using Earth Mover’s Distance (EMD) [48], and (b) finding analytic
signals that summarizes them: mean, instantaneous frequency, spectral centroid, and
entropy of energy. These signals, concatenated, form the final descriptor.
Kahani et al. [49] approached the problem by considering the temporal evolution as
a time series. They proposed a method that takes one descriptor per video frame and
aggregates them using correlation matrices. A single frame CNN was used, but can be
replaced with other single-image features. A cross video feature is built by computing
the correlation values for each feature pair. To reduce the resulting vector size (since it
is proportional to n2, where n is the number of vectors), the rows are divided into groups
of δ and flattened.
Furthermore, an auto-correlation feature is employed to capture temporal self-
similarities due to cyclic repetitions. It is used to measure similarity between observations
as a function of the time lag between them. The auto-correlation values are computed for
every row, and γ lags, resulting in a nγ-sized vector. Both descriptors are concatenated
to obtain the final descriptor. The authors show that this fusion works better than each
one apart.
Another approach that considered the video as a time series of frame descriptor was
presented by Zaki et al. [116]. They divided the original video into multiple overlapping
segments. Each segment contains a list of CNN described images, which is pooled into a
single vector per clip. Five strategies were considered: (i) max pooling, (ii) sum pooling,
(iii) histogram of time series gradient (which returns the number of negative and positive
gradients), (iv) cumulative histogram of time series gradient [91] (similar to the previous
one, but sums the gradients instead of counting them), and (v) evolution pooling [28] (a
regression model that imposes a criterion that earlier frames must precede the following
frames).
In addition to the time series, the authors implement global temporal encoding to
model slow movement information. Fourier transform is applied in a pyramidal manner
and the p lowest frequency components are selected to describe a patch. The full video
vector is the concatenation of the features from every pyramid division.
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2.3.3 Visual Rhythms
Visual Rhythms (VR) [71] are an encoding technique that aims do analyze the temporal
properties of videos. It consists in transforming each video frame into a single image
column, that is, a temporal slice. Each column pixel corresponds to a spatial structure
and each row in the VR image represents its transformation through time. Different video
analysis tasks employ visual rhythms, some of them described as follows.
Valio et al. [104] performed subtitle detection slicing the central part of each frame.
The slice is obtained by a max pooling over the middle columns of the image. This central
stripe almost always contains a part of the text, resulting in rectangles in the VR image
that indicate the height and temporal extension of the subtitle. The resulting image is
thresholded and the resulting artifacts are classified into captions if: (i) they satisfy size
constraints, (ii) the ratio between their areas and their bounding boxes sizes are within a
certain threshold, and (iii) after a thinning algorithm [118], they result in horizontal lines.
Cirne and Pedrini [20] described a video summarization method that makes use of
visual rhythms to detect scene transitions, in order to avoid redundancies. They are
identified when several VR lines suffer subtle changes. After dividing the video into
shots, the key frames are detected, clustered, and double checked for redundancy, yielding
a video summary.
Facial spoofing detection was investigated by Pinto et al. [81] to explore some arti-
facts that occur when a camera captures a screen image. This effect include distortion,
flickering, and moiring. This noise is isolated and transferred to frequency spectrum us-
ing Fourier transform. The resulting Fourier video is encoded using visual rhythm and
described with gray-level co-occurrence matrices.
Almeida et al. [6] addressed the issue of phenology studies (to monitor leaf-changing
patterns) in the context of global change. Aerial images are taken from a tower and
regions of interest (ROI) are segmented so that each one corresponds to a plant species.
Then, each region over time is transformed into a VR image and color descriptors are




The methodology for video action recognition is organized as follows: Section 3.1 presents
the visual rhythm (VR) representation, explains how they are built, argue why they are
suitable for action recognition, and discusses further strategies to obtain more suitable
information. Section 3.3 proposes our first novel method, the Naïve VR. Section 3.4
explains the improved Dense Trajectory (iDT) framework, which is employed on our
second novel method, VRTD, explained in Section 3.5. Finally, Section 3.2 summarizes
the main contributions obtained with our work.
Volume description is the key step to action recognition and the focus of this research.
It must be carefully chosen so that the relevant aspects of the actions are effectively
captured. The two main aspects of interest are shape and movement information. Shape
features aim to characterize people, their poses, and objects, whereas movement encodes
how the shapes behave and change over time.
Shape is frequently represented through Histogram of Oriented Gradients (HOG),
movement through Histogram of Optical Flow (HOF), and both (in different propor-
tions) through HOG3D, Motion Boundary Histogram (MBH), and Gradient Boundary
Histogram (GBH). This chapter presents and discusses our own alternatives, that is, the
contributions of this work. We focus on the creation of original descriptors using strate-
gies from other applications in computer vision. We implemented a method for action
recognition using texture and shape description on visual rhythms.
3.1 Visual Rhythms
Here we present the core technique explored in this work. By encoding videos into images
using visual rhythms, we rearrange data in a way that certain information can be easily
accessed. We call it Object Transference and explain it in Section 3.1.2.
3.1.1 Construction
The Visual Rhythm (VR) image is constructed by joining slices from every frame of a
video. A slice is an one-dimensional column image of a set of linearly organized pixels.
There is no restriction in how to choose and order the pixels to form the slice. Some
examples are shown in Section 2.3.3. The strategy here adopted to construct the slice
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is to iterate over every pixel of the image in a zigzag path. The purpose of using zigzag
is to induce movement capture caused by an effect explained in Section 3.1.2. We could
adopt other strategies to select pixels and even apply sub-sampling, since all pixels are
transferred to the final image, but these types of experiments are future work.
All slices are horizontally concatenated to form a W × H image, where W is the
duration, in frames, of the video and H is the size, in pixels, of the slice. This way, each
column of a VR image represents an instant in time, while each row represents a pixel of
the image, or some other visual structure, varying in time.
Because of the effect explained in Section 3.1.2, we employ a slice construction strat-
egy that iterates the original frame through several parallel lines: a zigzag. We set the
distances between the lines to zero, so that all the pixels are used. This construction
scheme is repeated for four line angles: 0°, 45°, 90°, and 135°.
Figure 3.1 illustrates the construction process of a visual rhythm: Initially (Fig-
ure 3.1a), the entire image is traversed in a zigzag pattern, forming a column image.
Then (Figure 3.1b), all slices from the video are appended into a single image, illustrated
in Figure 3.1c. Although it is a simple task, we can explore the scene movement effect on
the reshaped data.
(a) zigzag (b) slice concatenation (c) example
Figure 3.1: Construction of a VR image. (a) creation of a slice following a zigzag path
through the frame; (b) concatenation of a sequence of slices to produce a VR image; (c)
example of a VR image.
3.1.2 Object Transference
In a thorough analysis of visual rhythm images, it is possible to notice a few structural
patterns. When an object moves in a direction perpendicular to the path of the zigzag, the
object appears in the resulting image. Figure 3.2 shows the process explained as follows.
F1 and F2 are two vertical stripes that represent part of the visual rhythm route. F1 is
swept bottom up, whereas F2 is swept top down. Q1, Q2 and Q3 are consecutive frames
of a video and the square to the right represents the final VR. For didactic purposes, we
focus on these two stripes and ignore the rest of the visual rhythm image.
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Imagine a fixed vertical stripe in the video and an object (for instance, a car) moving
perpendicularly in its direction. Independently of its movement direction, the first part of
the car that touches the stripe is its front. Pixels of the car front appear in the resulting
VR image, in the column that represents the instant it touches the stripe and in the rows
corresponding to the stripe. Because of the way the image is constructed, this stripe







Figure 3.2: Moving object transference phenomenon from video to visual rhythm. This
occurs when the object moves perpendicularly to VR stripes. F1 and F2 are two VR
stripes crossed by a car, iterated in opposite directions. Q1, Q2 and Q3 are consecutive
frames, represented in the 3 squares to the left. The right square illustrates the resulting
VR. The squares marked with F1 and F2 represent the horizontal sections resulting from
the respective stripes.
In the following frame, the car has already displaced a little more and its pixels that
touch the stripe belong to a section of the object a little behind the initial. These pixels
appear in the VR image in the same height interval, but in the column immediately to the
right. This process repeats until the back part of the car passes the stripe. As a result, it
is possible to see the object in the visual rhythm.
A moving object can go through multiple visual rhythms stripes as it displaces. Then,
it may appear several times in the resulting image. Due to the zigzag path, the stripes are
iterated in opposite directions (in the example, top down and bottom up). As consequence,
the transferred object is flipped vertically between adjacent stripes.
Figures 3.3, 3.4 and 3.5 show this effect. Figure 3.3b is a crop from the visual rhythm
resulting from the video in Figure 3.3a (car class from DogCentric), using a diagonal zigzag
starting from the upper left corner. The cars can be clearly seen in the resulting image.
Similarly, Figure 3.3d is a crop derived from the sword exercise class from HMDB51, where
two people practicing swords are plainly visible. An example frame from the original video
is illustrated in Figure 3.3c.
A similar effect is seen in Figures 3.4a and 3.4b, where the original video from KTH
shows a man punching the air and the zigzag is done vertically from left to right. It is
clearly noticeable that the arms are going through the same vertical slice in several mo-
ments; we emphasize that the horizontal dimension corresponds to the time. Figures 3.4c
and 3.4d show an analogous effect. The original video, from HMDB51 data set, shows a
person riding a horse and the visual rhythm is constructed using horizontal zigzag. The




Figure 3.3: Examples of object transference from video to visual rhythm. (a) video frame
where cars pass the street diagonally; (b) cut from the resulting visual rhythm in which
the cars appear; (c) video of two people practicing swords ; (d) cut from the resulting VR
in which the actors movement sequence can be seen.
(a) (b)
(c) (d)
Figure 3.4: Examples of object transference from video to visual rhythm. (a) video of a
man punching the air; (b) cut from the resulting VR in which several occurrences of the
actor’s arm are visible, in different instants; (c) video of a person riding a horse; (d) a
similar effect from (b) can be seen with the horse legs.
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Figures 3.5b and 3.5d are visual rhythms from similar actions that differ, among
other aspects, by their velocities. The top images correspond to the walk action, and the
bottom images, to run, both from KTH data set. It is perceptible that the lower-right
image suffered a horizontal flattening effect. This is due to the actor’s displacement being
faster than the camera refreshment rate; some of the person’s vertical slices are lost.
(a) (b)
(c) (d)
Figure 3.5: Examples of object transference from video to visual rhythm. (a) video frame
of a man walking; (b) cut from the resulting VR where the actor appears; (c) frame from
a video of a man running; (d) cut from the visual rhythm where it is possible to see him.
It is worth noticing that the speed in which the object goes through the stripe influences
its shape in the resulting image, as it is possible to see by comparing (b) and (d).
3.1.3 Action Patterns
This effect of transference creates distinctive patterns in the resulting image. Different
videos from the same action class exhibit similar shapes and artifacts. We compare
crops from visual rhythms from DogCentric data set and different action classes, using
horizontal zigzag. Figure 3.6 illustrates examples from “Walk” action. All four images
contain rounded shapes originated from the gait of the animal. Figure 3.7, from the action
“Play with Ball” displays similar patterns, but in a much higher frequency and contained
in an interval. This due to the dog waiting for the ball to be thrown and then running
to fetch it. The action “Drink water” consists of the dog keeping still most of the time,
hence its resulting VR images, shown in Figure 3.8, display horizontal patterns. These
broad patterns are caused by the first person nature of the videos.
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Figure 3.6: Visual rhythm image crops from DogCentric data set, “Walk” class, using
horizontal zigzag. All four examples contain rounded shapes originated from the gait of
the animal.
Figure 3.7: Visual rhythm image crops from DogCentric data set, “Play with Ball” class,
using horizontal zigzag. The samples display similar patterns, but in a much higher
frequency and contained in an interval. This due to the dog waiting for the ball to be
thrown and then running to fetch it.
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Figure 3.8: Visual rhythm image crops from DogCentric data set, “Drink Water” class,
using horizontal zigzag. This category consists of the dog keeping still most of the time,
hence its resulting VR images, shown in Figure 3.8, display horizontal patterns.
The next comparison is in the SKIG data set, with diagonal zigzag. In this case,
there is a fixed camera with a moving arm, therefore the transfered patterns indicate its
trajectory. Figure 3.9 exemplifies crops from visual rhythm images from “Circle” class.
The patterns composed in this case display a characteristic arc resulted by the circling
motion.
On the “Pat” category, shown in Figure 3.10, the actor’s arm remains still and the
hand swings up and down. This causes the images to contain a waved stripe. Figure 3.11
show visual rhythms from “Wave” category. U-shaped arms with hands on the tips appear
when the arm crosses diagonal stripes.
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Figure 3.9: Visual rhythm image crops from SKIG data set, “Circle” class, using a diagonal
zigzag. The patterns composed in this category display a characteristic arc resulted by
the circling motion.
Figure 3.10: Visual rhythm image crops from SKIG data set, “Pat” class, using a diagonal
zigzag. On this category, the actor’s arm remains still and the hand swings up and down.
This causes the images to contain a waved stripe.
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Figure 3.11: Visual rhythm image crops from SKIG data set, “Wave” class, using a diago-
nal zigzag. U-shaped arms with hands on the tips appear when the arm crosses diagonal
stripes.
Lastly, we compare three categories from UCF11 using vertical zigzag. Since this is a
third person action data set, resulting visual rhythm images display transferred objects
and actors. Figure 3.12 exemplifies this with crops from “Biking” class. Bicycles and
cyclists can be clearly seen, even though distorted. From “Horse Riding” category, the
samples shown in Figure 3.13 display horses and their riders with repeated patterns be-
cause the camera tends to keep the horse in the middle.. Figure 3.14 exemplifies crops
from “Volleyball Spiking” class. Here we can see people jumping with their arms up and
the ball in positions that resemble volleyball.
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Figure 3.12: Visual rhythm image crops from UCF11 data set, “Biking” class, using a
diagonal zigzag. Bicycles and cyclists can be clearly seen, even though distorted.
Figure 3.13: Visual rhythm image crops from UCF11 data set, “Horse Riding” class, using
a diagonal zigzag. Horses and their riders can be seen with repeated patterns because the
camera tends to keep the horse in the middle.
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Figure 3.14: Visual rhythm image crops from UCF11 data set, “Volleyball Spiking” class,
using a diagonal zigzag. Here we can see people jumping with their arms up and the ball
in positions that resemble volleyball.
This chapter shows how visual rhythms behave in three different types of action recog-
nition: first-person, gesture, and third person. It illustrates how, in each one, the move-
ments contained in the videos are encoded into the resulting image. From these samples
we conclude that visual rhythms store relevant information from videos, motivating us to
search for methods to explore these patterns for action recognition.
3.1.4 Image Domains
An important question when defining the slice is what type of information is necessary.
Since our focus is action recognition, we consider four domains:
(i) original grayscale: appearance information variations occur in this domain.
(ii) intensity gradients: gradients are frequently used to represent shape and are shown
to provide discriminative information for action recognition.
(iii) optical flow: movement information is known to be complementary to shape, also
contributing with discrimination power.
(iv) motion boundaries: defined as the gradient of optical flow, they are known to carry
plenty of information.
For each video volume, this results in seven visual rhythm images: grayscale, x and
y gradients, x and y optical flow, and x and y motion boundaries. Figure 3.15 exempli-
fies them: it consists of VR image cropped sections from the same video and the exact
same location, but from different domains. They were extracted from the same video as
Figure 3.3b, so that the aforementioned object transference can be seen in each domain.
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The original passing cars can be seen in the grayscale component (a). The gradient
images (b and c) show their shape outlines. The optical flow variants (d and e) show
blurred shapes in the car places – they were originally moving diagonally, so there are
positive X and Y values. The motion boundary images (f and g) are more noisy, but
show moving parts more distinctly.
(a) grayscale
(b) gradient x component (c) gradient Y component
(d) optical flow x component (e) optical flow y component
(f) motion boundary x component (g) motion boundary y component
Figure 3.15: The same VR crop from different domains: (a) grayscale image; (b) gradient
x component; (c) gradient y component; (d) optical flow x component; (e) optical flow y
component; (f) motion boundaries from x component; (g) motion boundary y component.
Each one shows distinct features from the moving cars.
It is worth observing that the effect shown in Figure 3.4 appears here again. In
Figure 3.15a, we see that the rightmost car is squashed, indicating it moves fast, and the
one on its left is stretched, indicating it moves slower. When one takes a close look at the
corresponding optical flow objects, it can be seen that the squashed car in fact has higher
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optical flow values, whereas the other one presents lower values.
3.1.5 Movement Directions
As described in Section 3.1.2, visual rhythm captures information of movement, shape
and appearance from the video. For that to occur, however, the moving parts must have
a perpendicular component to the stripes.
In order to obtain video movement in every direction, we compute VRs in four direc-
tions:
• diagonal starting in the upper left corner.
• diagonal starting in the upper right corner
• vertical.
• horizontal.
Figure 3.16 exemplifies crops from each direction, the same video and similar locations
in the resulting visual rhythms. In this particular case, the cars move along the direction
connecting the upper-left corner to the bottom-right. This is perpendicular to the upper
left diagonal (a) zigzag lines, such that the objects are transferred to the image. In
contrast, the cars move in a parallel direction to the upper right diagonal (b) lines, so
that they do not clearly appear in the resulting image. This is because the cars do not
cross any stripe – instead, they follow the same path and can not be transfered.
(a) upper left diagonal (b) upper right diagonal
(c) horizontal (d) vertical
Figure 3.16: Comparison of zigzag directions. The original video shows the cars moving
along the direction connecting the upper left corner to the bottom right. The upper left
diagonal (a) is the one that better transfers the objects. The cars do not appear in the
upper right diagonal (b) image, because they move in a parallel direction to the zigzag
lines. This is because the cars do not cross any stripe – instead, they follow the same
path and can not be transfered. Horizontal (c) and vertical (d) show the vehicles skewed
to opposite sides because they cross the zigzag lines at different angles.
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Both horizontal (c) and vertical (d) directions share a movement direction component
with upper the left diagonal. As a result, the objects appear in both images, but skewed
to opposite sides.
We employ four zigzag directions in order to capture and describe all video movement.
These multiple features are pooled into a generic representation vector to achieve rotation
invariance.
Each one of the four directions is applied on all of the seven image domains, resulting a
total of 28 visual rhythms. Each image is described separately and the vectors are joined
in the video clip final descriptor. We choose pooling to fuse the 4 direction descriptors for
each domain features, resulting in seven vectors. These vectors are concatenated to form
the final feature vector. Union strategies are further discussed in Chapter 4.
3.2 Methodology Overview
This section summarizes and discusses the contributions of our work, which are visual
rhythms based video features. Sections 3.3 and 3.5 explain our novel descriptors in depth
and how they work.
The first approach is the Naïve VR, where LBP texture descriptor is directly applied
to visual rhythm images constructed from the entire video. The process is shown on the
bottom of Figure 3.17. This results in a high granularity feature that captures holistic
movement information.
Figure 3.17: Flow diagram of our three novel descriptor construction. The top part refers
to the Naïve VR and the bottom part refers to the VRTD.
The second approach is the Visual Rhythm Trajectory Descriptor (VRTD) (Sec-
tion 3.5). This one is a local volume feature based on improved Dense Trajectories
method [108] (presented in Section 3.4). It follows the same pipeline, differing solely
on the patch description step, in which we apply the same techniques we employed for
global characteristics. VRTD is illustrated on the top of Figure 3.17.
In this case, we employ two distinct features:
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(a) VRTD HOG: in order to obtain shape features from moving objects transfered to
visual rhythms (Section 3.1.2), we choose histograms of oriented gradient. This is
due to its consistently good results reported in the literature.
(b) VRTD LBP: following Naïve VR, we also employ the same LBP features with VRTD
to obtain appearance features and to describe the movement patterns that occur in
the visual rhythm images.
In most cases, our global representation obtained lower accuracy results compared to
the local alternative. On the other hand, their differing nature makes them complemen-
tary, so that their fusion enhances classification results. It is worth noticing that, due
to the visual rhythm temporal quality, HOG and LBP also encode movement charac-
teristics. The intermediate experiments that conducted their construction are shown in
Sections 4.1.1 and 4.1.2, respectively.
3.3 Naïve VR
After constructing the image from the video, we apply two-dimensional feature extractors
on it. Section 3.1.2 discusses how VR images carry information, which is confirmed by our
experimental results in Section 4.3. The problem now is to find one or more descriptors
that are able to explore these images. We decide to use two approaches, texture and
shape descriptors, described in the following subsections.
3.3.1 Texture Descriptor
Texture description represents high frequency information, being useful for obtaining scene
movement patterns. We choose to use Uniform Local Binary Patterns (ULBP) [1, 11]
because it is a fast method and is widely used in the literature. Moreover, it returns
better results in our tests, as shown in Table 4.1.
The LBP method consists in comparing each pixel with their neighbors along a circle.
A binary sequence is constructed iterating over the neighboring points and setting the
i-th less significant digit to 0 if the central pixel is higher than the i-th neighbor, and
1 otherwise. Then, all pixel descriptors are pooled on a histogram to produce a low-
dimensional descriptor for the entire image.
We employ the uniform variation of LBP. A local pattern is considered uniform if
it contains no more than two transitions from one-zero or zero-one. For example, the
pattern 11111101 has two transitions, so it is uniform, and the pattern 00001010 has four
transitions and is not uniform. Every possible uniform pattern has a corresponding bin in
the histogram. All non-uniform patterns are assigned to a single bin. An LBP histogram
with 8 neighbors has its dimensionality reduced from 256 to 59 with this variation.
There are two reasons to group all non-uniform patterns in a single bin. First, it
greatly reduces dimensionality. Second, uniform patterns occur more frequently than their
counterpart. Experiments conducted by Ojala et al. [74] showed that uniform patterns




Shape description aims to encode a patch of image into a vector space, so that images with
similar low frequency features are clustered together. We employ them in order to find
objects inserted in the VR image through movement. These artifacts contain both shape
and movement information. We use the Histogram of Oriented Gradients [22] (HOG)
descriptor because it has been successful in describing shape in diverse computer vision
applications. We point out that it is applied to VR images, which are two-dimensional,
so that HOG3D [54] is not viable.
It works by constructing a gradient image to form a vector histogram. The bins divide
the vectors by their direction; the usual number of bins, and standard option in most
libraries, is 8. The image is divided into m × n equally sized regions, each one produces
an 8-sized histogram, and the final feature is their concatenation. Figure 3.18 exemplifies
it, where (a) shows the original image and (b) shows the HOG vectors computed dividing
the image into 16×16 regions. In this example, the resulting 256 8-bins histograms would
be concatenated to form a 2048-sized characteristic vector.
(a) (b)
Figure 3.18: Illustration of HOG method. (a) the original photo of an astronaut; (b)
processed HOG features dividing (a) into 16 × 16 regions. The resulting 256 8-bins
histograms would be concatenated to form a 2048-sized characteristic vector. Plotting
source code available in [94]
3.3.3 Feature Construction
After defining how we construct feature vectors from visual rhythm images, we present
our first and simplest description method: Naïve VR. It is built on top of the original,
unprocessed, videos. The steps of the method for describing any given video, illustrated
in Figure 3.19, include:
1. the construction of 28 visual rhythm images, combining 7 image domains and 4 VR
zigzag directions.
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2. the description of each image separately using Uniform LBP. Two setups are com-
puted, one with radius 1 and 8 neighbors and the other with radius 2 and 16 neigh-
bors. The resulting vectors are concatenated, yielding 28 descriptors.
3. feature fusion: for each domain, we pool the four direction vectors. This results in
seven vectors; each one corresponds to one image domain and all directions. We







Figure 3.19: Naïve VR flowchart. Initially, we build a set of visual rhythms from the
original videos. Every resulting image is described with LBP, and the results are joined
into the final feature vector.
This approach captures holistic video features, since they are obtained from images
referring to the entire video. We employ it for high granularity characteristic extraction.
Using multiple image domains allows it to simultaneously capture patterns from varied
information sources.
3.4 Dense Trajectories
Although it is a straightforward approach, applying visual rhythm descriptors in entire
videos yields weak results. A video may have several movement elements simultaneously.
A complete method for action recognition must be capable of analyzing a video in a
smaller granularity.
Smaller granularity means using small scale video elements. When we apply a visual
rhythm descriptor on the entire video, we lose tiny patterns and keep high granularity
features. This way, the aim of this step is to find and describe small regions of interest
and pool them together into a single, higher dimensional, feature that can discriminate
finer details.
After establishing one or more descriptors, the next step is to test them in a verified
action recognition method and compare the results. We choose to use the improved Dense
Trajectories (iDT) method [108], because it has some of the best results in the literature,
it is shown to perform better than Space-Time Interest Points (STIP) [58, 77] and it is
easy to use and modify, since the authors made the code available.
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This model is illustrated in Figure 3.20. The local volumes step (item a) is presented
in Section 3.4.1, the volume description (item b) in this work is explained in Section 3.4.2,








Figure 3.20: Flow chart of dense trajectory method.
3.4.1 Local Volumes
The selection of local volumes is a decisive step of the flow. Poorly chosen points may
weaken the entire process. One of the currently most used methods is the iDT [108]. As
discussed in Chapter 2, many of the best results reproduce this strategy.
The process consists in densely sampling each frame and constructing the trajectory
of each point. Pixel position in a posterior frame is estimated using optical flow vectors.
Figure 3.21 shows this process. Background motion can be seen in the left image’s upper
half. The boy’s left hand trajectories evidences the movement it is making.
To filter camera motion, all information inside a person’s bounding box is excluded
and each frame is warped in relation to the previous one by a combination of optical flow
and speeded up robust features (SURF). This way, background trajectories become still







Figure 3.21: Construction of the visual rhythm descriptors. Frame extracted from
HMDB51 data set.
To build a trajectory local patch, the spatial N × N surroundings of all trajectory
points are concatenated in a volume. This way, instead of extracting parallelepipeds from
the video, we build one from a curved volume. This is shown in Figure 3.22.
All this comes with a high computational cost. An easier alternative would be to just
densely or randomly sample, with performance loss.
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Figure 3.22: Local volumes are obtained by concatenating all trajectory points spatial
surroundings. Image extracted from [109].
3.4.2 Volume Description
In this step, the original work describes the local volume of each trajectory using HOG,
HOF and MBH. The resulting vectors are stored and serves two purposes: i) during the
Gaussian model, they are sampled to build the training ground truths; ii) after fitting the
models, the entire set of local descriptors is pooled using Fisher vector to form the final
descriptor. This process is better explained in Section 3.4.3.
We rewrite this step using our own visual rhythm descriptors. Each local volume is
encoded into a visual rhythm image and described with LBP and HOG. Wang and Schmid
[108] divide the volume in 12 (2×2×3) for the HOG features, and we do the same. Every
local volume originates 12 smaller VR images, each producing an 8-sized vector, resulting
in a 96-sized descriptor.
3.4.3 Pooling
The procedures discussed so far describe feature extraction for only one video patch. To
obtain a global descriptor for a video, a pooling strategy is necessary. For this task, we
choose Fisher vectors [79], since they have demonstrated to achieve superior results as a
global descriptor than the bag-of-word technique for video classification [21, 80].
As described by Perronnin et al. [80], we carried out three steps to enhance the Fisher
kernel: L2 normalization, power normalization, and spatial pyramids. As this coding
renders further classification kernels unnecessary, we only need to evaluate classifiers with
linear kernels. This model is applied separately for each visual rhythm domain and the
Fisher vectors are concatenated to form the final descriptors.
3.5 Visual Rhythm Trajectory Descriptor
Here, we explain how we embed our VR representation model (presented in Section 3.3)
into the improved Dense Trajectories (explained in Section 3.4) to create our novel Visual
Rhythm Trajectory Descriptor (VRTD) method. This approach aims to employ VR fea-
tures on local volumes to obtain fine grained representation. The trajectories framework
provides frame stabilization and effective Fisher vector feature fusion, which also acts as
a kerneling process [80], simplifying the classification step.
Figure 3.20 shows the general trajectories pipeline, where the steps (a) and (c) are
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explained in Sections 3.4.1 and 3.4.3, respectively. Classification techniques, step (d), are
discussed in Section 2.1.6. The original local description, in step (b), is replaced by visual
rhythm features.
The local volume description step is performed as presented in Section 3.3, with minor
adjustments to fit the new pipeline:
1. trajectory local volumes in all domains and directions are represented as VR images.
2. all produced images are described with one of the following methods:
• LBP: uniform variation with radius 1 and 8 neighbors and radius 2, 16 neigh-
bors concatenated, producing a 302-dimensional vector.
• HOG: local volume is divided into 12 (2 × 2 in space and 3 in time) before
constructing the visual rhythms. Each VR image is described with 8-bins
HOG features, producing a 96-dimensional vector.
3. resulting features are pooled over the directions, reducing their number from 28 to
7.
4. one Fisher vector model is constructed for each domain separately. The seven pro-




In this chapter, we discuss the experiments conducted on the data sets. Section 4.1 dis-
cusses the intermediate steps for our final recognition method, explains the main reasons
for choosing each descriptor, evaluates our proposed approaches. Section 4.2 presents rel-
evant implementation details, such as programming languages and libraries used, param-
eters we chose, visual rhythms employed in the experiments, and strategy for combining
them. Section 4.3 evaluates the proposed methods on eight publicly available data sets for
human action recognition: Weizmann, KTH, DogCentric, JPL, MuHAVi, SKIG, UCF11
and HMDB51. It presents a description for each data set and accuracy results available
in the literature. Finally, Section 4.4 discusses the obtained results.
4.1 Experimental Setup
Initially, we present simple intermediary experiments to find out how our intended de-
scriptors behave with different formulations and parameter configurations. In this section,
we show how we defined which descriptors we use, in which image domains, how to build
the visual rhythms, and how to better fuse the selected data.
4.1.1 Naïve Approach Setup
This section presents the path we took to create the Naïve visual rhythm (VR) feature,
described in Section 3.3. We analyzed different descriptors, image domains, visual rhythm
directions, descriptor fusion, and vector sizes.
Texture Features
First, we experiment texture features to describe our VR images. The chosen descriptors
were those available in the SciKit-Image [106] package: (i) graylevel co-occurrence matrix
(GLCM) [65], (ii) Gabor filters [29], and (iii) local binary patterns [111] (LBP), more
specifically, the non rotation-invariant uniform extension [37].
We conducted one experiment with LBP, radius 1 and 8 neighbors, and another one
concatenating the first with one of radius 2 and 16 neighbors. Table 4.1 compares the
obtained results. LBP achieved the best results and is faster to compute; it is the one
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adopted to Naïve VR. In these experiments, only one diagonal zigzag has been used and
the vectors were joined by concatenation.




LBP 8 + 16 29.65
Table 4.1: Results for texture descriptors from visual rhythm images on HMDB51 data
set. In these experiments, only one diagonal zigzag was used and the vectors were joined
by concatenation.
Shape Features
Next, we try the same approach, however, using shape features. We employed the his-
togram of oriented gradients (HOG) [22]) because it is simple, reasonably compact and
for its discriminative power. The adopted implementation is also the one from Scikit-
Image [106].
Table 4.2 shows the accuracy results using shape and texture description, plus the




HOG + LBP 29.98
Table 4.2: Accuracy rates on HMDB51 data set using LBP, HOG, and HOG+LBP. In
these experiments, only one diagonal zigzag was used.
Since HOG description works by dividing the original image into grids, describing
each grid and concatenating the results, we understand that it fails to describe this type
of image. Relevant shape feature locations on VR images depend on both spatial and
temporal locations on the original video. This means that a hypothetical discriminative
feature may be assigned to different vector sections depending on its original placement,
losing this information.
Image Domains
We now evaluate how multiple image domains behave and if we can fuse them to enhance
our accuracy rates. Table 4.3 shows accuracy results for each image domain, plus the
concatenation of all descriptors. The results get significantly better fusing them, which
indicates that the domains are complementary. In these experiments, only one diagonal
zigzag was used.
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Table 4.3: Accuracy results using GLCM in different image domains on HMDB51 data
set. In these experiments, only one diagonal zigzag was used.
We see that when we fuse multiple domains, the accuracy leaps from 10-17% to 25%.
This is because they are complementary: grayscale captures appearance information,
gradients acquire shape information, optical flow better extracts motion patterns, and
movement boundaries captures both motion and shape. Different image domains store
different visual patterns, and we aim to explore them.
Visual Rhythm Directions
In the next experiment, we vary the visual rhythm among four directions. Table 4.4 shows
the accuracy results of each visual rhythm direction and their concatenation. We can see
that there is an improvement margin from joining multiple directions. We argue that,







Table 4.4: Accuracy rates on HMDB51 data set using LBP and HOG over four visual
rhythm directions. Diagonal 1 begins in the upper left corner and diagonal 2 begins in
the upper right corner.
All directions achieve accuracy rates close to 30%, except for horizontal direction, with
the highest accuracy of 33.25%. We believe this is by chance. Nevertheless, the fusion
had the best result, with 36.12%.
Fusion Strategies
Now, with domains and directions to join, we experiment different three data fusion
strategies: concatenation, covariance matrix and pooling. Covariance matrix showed
itself to be impracticable because of the resulting vector size, which is proportional to the
original size squared.
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Since we have two fusion tasks and each one has two possibilities, we experiment on all
four possible fusion combinations between direction and domain, and report its accuracy
and vector size in Table 4.5.
Direction Fusion Domain Fusion Accuracy (%) Vector Size
Concatenation Concatenation 32.64 8,456
Concatenation Pooling 26.62 1,208
Pooling Concatenation 30.78 2,114
Pooling Pooling 19.61 302
Table 4.5: Accuracy and size comparison on HMDB51 data set using data fusion through
concatenation and sum pooling. LBP descriptor employed. All combinations are tested.
The best accuracy result, 32.64%, was achieved concatenating all descriptors, but it
also had the largest dimensionality of 8, 456. On the other hand, the experiment pooling
over directions and concatenating the domains achieved the similar result of 30.78% with
a vector size of 2, 114, one quarter of the previous. Pooling all descriptors yielded the
worst result (19.61%), followed by direction concatenation and domain pooling (26.62%).
We observe that features from the same image domain but different visual rhythm
directions have the same nature, with different points of view. Therefore, we understand
that pooling would be a proper way to fuse them. On the other hand, different image
domains carry different types of information, so concatenation makes more sense in this
case.
Descriptor Sizes
Our Uniform LBP formulation combines one with 8 neighbors (59 bins) and one with 16
neighbors (243), taking up a total of 302 bins. Since we use the fusion strategy that pools
over VR directions and concatenates the domains, as shown in Section 4.1.1, the final
vector size corresponds to 7 times the original size.
Table 4.6 shows descriptor sizes for the Naïve VR approach. Since we discarded HOG,
it is constituted solely of LBP vectors.
Descriptor Size
Uniform LBP (8 neighbors) 59
Uniform LBP (16 neighbors) 243
Uniform LBP (concatenation) 302
7 Image Fusion 2,114
Table 4.6: Descriptor sizes for the Naïve VR approach.
55
4.1.2 Trajectory Approach
The Naïve approach established the basis for the Visual Rhythm Trajectory Descriptor,
denoted VRTD. Here, we adopt the same description and fusion strategies. Local volumes
are extracted following the improved Dense Trajectory [109] approach and described by
constructing their local visual rhythms in seven image domains and four directions. Local
description is performed similarly to the Naïve approach (Section 4.1.1).
The same fusion procedure from Naïve VR is applied to VRTD. The direction features
are pooled, resulting in 7 vectors, which are input to the Fisher vector process separately.
A Gaussian mixture model is trained for each, which leads us to 7 Fisher vectors [21] per
video. We concatenate them for our final representation.
Since the previous experiments have shown that LBP better describes the visual
rhythms, we used the same configuration: its non rotation-invariant uniform extension,
concatenating one of radius 1 and 8 neighbors and one of radius 2 and 16 neighbors.
The HOG descriptor failed on full-video VR images, but we consider that in this setup
it may yield better results. Here, the algorithm is only given a local video neighborhood
of 32 × 32 × 15 (a visual rhythm of 1024 × 15), so the division problem explained in
Section 4.1.1 (Shape Features) does not occur here.
In conformity to the work by Wang and Schmid [108], we apply PCA to the local
volume descriptors, after pooling and before Fisher vector in order to reduce size by half.
Descriptor Sizes
Table 4.7 shows the descriptor sizes for the trajectories approach. Uniform LBP occupies
302 vector positions, as shown in Table 4.6. Our HOG formulation uses 8 direction
bins and divides the local volume in 12 totaling 96 bins: two by two in the spatial
dimensions and 3 in the temporal dimension. The Gaussian Mixture Model (GMM)




VRTD LBP 32 67,648
VRTD HOG 32 21,504
VRTD LBP 64 135,296
VRTD HOG 64 43,008
VRTD LBP 128 270,592
VRTD HOG 128 86,016
Table 4.7: Descriptor sizes for the VRTD approach. The size depends on the number of
clusters and the descriptor.
The VRTD descriptor size is computed as shown in Equation 4.1, where Df is the
final descriptor size, nGMM is the number of GMM clusters and Dl is the local descriptor
size. This is because Fisher vector dimensionality is given in Equation 4.2, we reduce the
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original Dl size by half using PCA, and we concatenate 7 equal-sized features.
Df = 7×Dl × nGMM (4.1)
FVs = Dl × nGMM × 2 (4.2)
4.2 Implementation Details
The improved Dense Trajectories [108] code made available online [107] is written in
C++ programming language. Our VRTD implementation, from video reading to the
local descriptors, is a modification of this code. We wrote the LBP code based on SciKit
library to the uniform variation. We also use C/C++ language to construct and store the
Naïve VR images. OpenCV [14] 2.4.13 is employed for input/output, image processing
and computer vision functionalities. Additionally, Boost library [92] is used for data
structures.
The remainder of Naïve VR code is written in Python programming language with
OpenCV 2.4.13, Scikit-Image [106] 0.13.0, NumPy [105] 1.13.3, and SciPy [47] 0.19.1. All
machine learning code is also written in Python language, both for Naïve VR and VRTD
approaches. This includes dimensionality reduction, mixture models, Fisher vectors, and
classification algorithms. For which, we use Scikit-Learn [76] 0.18.1 and Matplotlib[39]
2.0.2.
The visual rhythms built in this work follow a zigzag path over the entire frame. This
way, for a video sized X × Y × T , the resulting image size is (X ∗ Y ) × T . Therefore,
even on our smallest data sets, the height of the visual rhythm is of at least 30 thousand
lines. To make these images easier and faster to work on, we resize the original video
frames, downscaling them to a ratio of 1.7 using bicubic interpolation [52] in order to
reach approximately one third of the original height.
On Naïve VR, we experiment three distinct pooling approaches: maximum, sum, and
mean. In our experiments, maximum pooling consistently outperformed the other two.
For this reason, all results shown in Section 4.3 use maximum pooling.
Finally, for classification, support vector machines (SVM) yielded the best accuracy
results. For this reason, all experiments reported use this algorithm.
4.3 Results
This section presents eight public human action data sets, experiment details, and their
respective results. This includes the cross validation technique employed, parameters,
accuracy results (for each feature combination and from literature reports), respective
confusion matrices, and a final discussion.
4.3.1 Weizmann
Weizmann [13] is an action data set consisting of 10 classes: run, walk, skip, jumping-
jack (or shortly jack), jump forward on two legs (or jump), jump in place on two legs (or
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pjump), gallop sideways (or side), wave-two-hands (or wave2), wave one hand (or wave1),
and bend.
Each action class is performed by 9 actors once, except for one referred to as Lena,
who performs the actions skip, run and walk twice each, resulting in 93 videos.
The frames were captured at 25 frames per second, size of 180 × 144 pixels. All the
actions occur in the same outdoor static background. Figure 4.1 shows some samples
from the data set.
(a) walk (b) jack (c) run
Figure 4.1: Examples extracted from the Weizmann data set.
We follow the baseline cross validation scheme, which is leave-one-out. All improved
Dense Trajectory framework descriptors were constructed using 64 mixtures for the Fisher
Vectors. Before that, all directions are joined using max pooling and the resulting features
are reduced to half their original size using principal component analysis (PCA). Table 4.8
shows accuracy results of the three description techniques discussed in this work, and the
concatenation of every combination possible. Below it, we show a summary of literature
reported accuracy results.
Our best result is 96.94%, achieved from all three descriptors concatenated. The
similar value of 96.66% is obtained from VRTD HOG and VRTD HOG + Naïve VR.
This suggests that the HOG descriptor better represents this set. This occurs because
Weizmann is a data set with simple action scenarios. Shape and movement informa-
tion, extracted by HOG, are enough to successfully describe its classes. Moreover, most
concatenations with the HOG features distracted the classifier from the most important
features, also highlighting the importance of shape. The LBP variation better represents
the appearance features, which are not abundant in this particular case. Still, it achieved
93% accuracy. As for our Naïve approach, since there is no camera movement and the
background is static, it was able to successfully capture global motion information, ob-
taining 94.72% accuracy rate.
The confusion matrix for the best result (that is, VRTD HOG with 97.66% accuracy)
is presented in Figure 4.2. The only case of confusion occurs in one instance of skip class






Naïve VR + VRTD LBP 93.00
Naïve VR + VRTD HOG 96.66
VRTD LBP + VRTD HOG 95.83
Naïve VR + VRTD LBP + VRTD HOG 96.94
Chaaraoui et al. [16] 90.30
Alcantara et al. [2] 94.62
Alcantara et al. [3] 96.77
Moghaddam and Piccardi [64] 96.80
Alcantara et al. [4] 98.90
Guo et al. [34] 100.00
Alcantara et al. [5] 100.00

















































Figure 4.2: Confusion matrix for VRTD HOG + VRTD LBP + Naïve VR (96.94%)
descriptor on Weizmann data set.
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4.3.2 KTH
KTH [93] is an action data set consisting of 6 classes: walk, jog, run, boxing, hand wave
and hand clap. Each action is performed by 25 actors in 4 different scenes, except for the
action hand clap, in which one actor performs it in only 3 scenes, resulting in 599 videos.
The frames were captured at 25 frames per second (FPS), size of 160×120 pixels. Most
videos have strong camera movement (zooming, panning and tilting). Camera movements
are serious threats for recognition techniques without stabilization features, making this
data set a little more challenging. Examples of frames from the data set are shown in
Figure 4.3.
(a) boxing (b) jog (c) walk
Figure 4.3: Examples extracted from the KTH data set.
We follow the baseline cross validation scheme, which is leave-one-out. All improved
Dense Trajectory framework descriptors were constructed using 64 mixtures for the Fisher
Vectors. Before that, all directions are joined using max pooling and the resulting features
are reduced to half their original size using PCA. Table 4.9 shows accuracy results of
the three description techniques discussed in this work, and the concatenation of every
combination possible. In the table, we show a summary of literature reported accuracy
results.
This set is particularly similar to Weizmann, shown in Section 4.3.1, but with added
camera movement and four different background scenes, although they are still static.
These similar characteristics reflect on our results. Our best score is 97.17%, achieved
with VRTD HOG and VRTD LBP, while the Naïve method obtained 93.33%. Feature
concatenation resulted on accuracy scores lower than those from single VRTD descriptors.
Since this is a data set with very simple actions, any modern action recognition system
should achieve results above 95%. Although these experiments fail to show that the
proposed methods are able to distinguish context and background cues (inexistent in this
data set), camera movements, and other challenges imposed by the problem, they show
that our strategy learns the actor’s movements well. A requirement that is not sufficient.
More will be shown throughout this section.
The confusion matrix for the best result (VRTD LBP with 97.17% accuracy) is pre-
sented in Figure 4.4. There is a small focus of confusion between jogging and running,
similar actions separated mainly by their velocities. Another case is between clap and






Naïve VR + VRTD LBP 97.00
Naïve VR + VRTD HOG 97.00
VRTD LBP + VRTD HOG 96.85
Naïve VR + VRTD LBP + VRTD HOG 97.03
Doumanoglou et al. [24] 88.70
Alcantara et al. [3] 90.11
Ji et al. [46] 90.20
Alcantara et al. [4] 91.30
Nazir et al. [70] 91.82
Alcantara et al. [5] 92.20
Liu et al. [61] 95.00
Ravanbakhsh et al. [85] 95.60
Almeida et al. [7] 96.80
Guo et al. [34] 98.50































Figure 4.4: Confusion matrix for VRTD LBP (97.17%) descriptors on KTH data set.
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4.3.3 DogCentric
DogCentric [41] is a data set composed of dog activity videos taken from a first-person
viewpoint containing 209 videos in 10 action classes. This includes actions performed by
the dog itself: play with ball, drink, feed, look right, look left, shake, sniff, and walk, as well
as interactions with world: waiting for car to pass by and petting.
Frame samples from each category are illustrated in Figure 4.5. The data set was
acquired by attaching a GoPro camera to the backs of four dogs, as shown in Figure 4.6.
This way, the animal’s head is always in the image. Images were captured at 48 frames
per second, with size of 320× 240 pixels.
Figure 4.5: Samples of frames extracted from each of the DogCentric classes.
Figure 4.6: DogCentric acquisition setup.
All actions occur in realistic backgrounds, having the dog unknowingly perform his/her
everyday activities on streets with traffic, parks, residential areas, beaches, fields, and,
some cases, in its home. They present severe camera movement, since the camera mount
is attached to the dog’s belt, which slides from side to side and is swung by the animal’s
gait. There is even a shake action. Furthermore, since the clips were mostly shot in public
open spaces, there is plenty of background movement caused by people walking around
and cars passing by.
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We follow the baseline cross validation scheme, which is a succession of 50% shuffle
splits. We repeat this split 30 times and report the mean accuracy. All improved Dense
Trajectory framework descriptors were constructed using 64 mixtures for the Fisher Vec-
tors. Before that, all directions are joined using max pooling and the resulting features
are reduced to half their original size using PCA.
Table 4.10 shows accuracy results of the three description techniques discussed in this
work, and the concatenation of every combination possible. We also show a summary of





Naïve VR + VRTD LBP 71.65
Naïve VR + VRTD HOG 69.16
VRTD LBP + VRTD HOG 72.59
Naïve VR + VRTD LBP + VRTD HOG 71.65
Iwashita et al. [41] 60.50
Takamine et al. [101] 71.40
Ryoo and Matthies [90] 67.64
Moreira et al. [68] 69.60
Zaki et al. [116] 75.20
Purwanto et al. [84] 76.54
Table 4.10: Accuracy results for different approaches on DogCentric data set.
Experimental results show what was expected of this data set. In this more complex
scenario contains more subtle visual cues, the complementarity of both VRTD HOG and
VRTD LBP descriptors yields the best result, 72.59%. Individually, their accuracy rates
were 69.47% and 71.03%, respectively. The Naïve approach had the smallest accuracy of
64.52% because it extracts global information from a video with heavy movement without
stabilization. Its presence distracts the classifier, decreasing accuracy.
The confusion matrix for the best result (that is, VRTD LBP + VRTD HOG with
72.59% accuracy) is presented in Figure 4.7. The worst case of confusion is from shake to
play with ball. The reason is that in both cases the camera shakes strongly (since the ball
action consists of the dog running most of the time). The remainder of the confusion is
scattered across the table.
4.3.4 JPL
The JPL [89] first person interaction data set was shot attaching a GoPro camera to a
dummy and having actors interacting with it. All shots occur indoors, inside an office,
and the dummy is put on wheels. It comprises 84 instances in 7 classes of first person
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Figure 4.7: Confusion matrix for VRTD LBP + VRTD HOG (72.59%) descriptors on
DogCentric data set.
shaking, petting, hugging, and waving, illustrated on the left in Figure 4.8. The frame
in the middle refers to the neutral class: point-converse, whereas the frames to the right
refer to the negative classes: punching and throwing.
Figure 4.8: Seven actions classes from JPL First-Person Interaction dataset divided into
friendly, neutral and hostile. Extracted from [89].
The data set was captured at 30 frames per second, with size of 320× 240 pixels. The
dummy is moved around, taken from its place, hit, and even collapses. Consequently,
there is camera movement. The background includes people working and is frequently
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changed.
We follow the baseline cross-validation scheme, which is a succession of 50% splits. We
repeat this split 30 times and report the mean accuracy. All improved Dense Trajectory
framework descriptors were constructed using 64 mixtures for the Fisher Vectors. Before
that, all directions are joined using max pooling and the resulting features are reduced to
half their original size using PCA.
Table 4.11 shows accuracy results of the three description techniques discussed in this
work, and the concatenation of every combination possible. Below, we show a summary





Naïve VR + VRTD LBP 83.33
Naïve VR + VRTD HOG 86.19
VRTD LBP + VRTD HOG 85.48
Naïve VR + VRTD LBP + VRTD HOG 85.95
ST-Pyramid match [19] 82.60
Dynamic BoW [88] 82.80
Structure Match [89] 83.10
Ryoo and Matthies [90] 90.01
Moreira et al. [68] 84.00
Zaki et al. [116] 92.90
Table 4.11: Accuracy results for different approaches on JPL data set.
Although there is camera movement here, the interactions occur entirely with humans,
meaning that appearance information is not as important as shape. This reflects on the
experiments: VRTD LBP yielded 79.05%, while VRTD HOG yielded 85.71%. The Naïve
VR descriptor obtained the surprising accuracy of 84.05%. This is because, although
there is camera movement, the background is mostly static; so that visual rhythms are
able to construct a meaningful big picture. This global understanding, together with local
shape and movement features, returned our best result: 86.19%. VRTD LBP features
distracts the classifier in every fusion case.
The confusion matrix for the best result (that is, Naïve VR + VRTD HOG with
86.19% accuracy) is presented in Figure 4.9. The majority of the confusion lies on the
positive actions square, specially hug and pet. Apart from that, the highest confusion is
between waving and point-converse, two hand gesture categories.
4.3.5 MuHAVi
MuHAVi [100] (Multicamera Human Action Video Data) is a multiview data set consisting










































Figure 4.9: Confusion matrix for Naïve VR + VRTD HOG (86.19%) descriptors on JPL
data set.
over gap, kick, look in car, pick up and throw object, pull heavy object, punch, run stop,
shot gun collapse, smash object, walk and fall, walk and turn back, and wave arms. Each
action is performed by 7 actors, resulting in 119 videos. Many of the videos contain noise
movement: people setting up the stage before the action occurs and people visibly moving
behind the stage – all labeled with the same ground truth of the rest of the video.
This is a multi-camera data set. Each of the 119 videos have 8 different static view-
points, all of them facing the same area with angles varying in 45 degrees from each other.
Since, in this work, we do not explore multi-camera systems, we only use camera 4, which
is the one that looks at the action from the actor’s right side, perpendicularly. Three
camera angles are shown in Figure 4.10, being (b) and example from camera 4.
(a) jump over fence, camera 3 (b) look in car, camera 4 (c) wave arms, camera 8
Figure 4.10: Samples extracted from the MuHAVi data set.
This data set is intended for smart surveillance. All classes are at least related to
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criminal or suspect behavior (at least in some countries, in the case of drunk walk). The
actions occur in a complex, closed scenario, with 8 cameras surrounding it. Since this
work does not focus on multi viewing, only one camera is used, camera 4, which captures
the action from the side. The frames were captured at 25 FPS, size of 720×576 pixels. To
speed up the processing time, all the videos are resized to 360× 288. Samples of frames
from the data set are shown in Figure 4.10.
There is a subset available, called MuHAVi-MAS, with Manually Annotated silhou-
ettes. We do not use this subset in our work because it contains only binary silhouettes.
Many approaches, including the original paper [100], conduct only experiments on this
restricted domain. Figure 4.11 illustrates some examples.
(a) kick right (b) run left to right
standupleft.png
(c) stand up left
Figure 4.11: Examples extracted from the manually annotated silhouettes subset of
MuHAVi data set.
We follow the baseline cross validation scheme, which is leave-one-out. All improved
Dense Trajectory framework descriptors were constructed using 64 mixtures for the Fisher
Vectors. Before that, all directions are joined using max pooling and the resulting features
are reduced to half their original size using PCA. Table 4.12 shows accuracy results of
the three description techniques discussed in this work, and the concatenation of every





Naïve VR + VRTD LBP 91.67
Naïve VR + VRTD HOG 90.00
VRTD LBP + VRTD HOG 94.16
Naïve VR + VRTD LBP + VRTD HOG 92.50
Doumanoglou et al. [24] 72.20
Alcantara et al. [3] 89.10
Alcantara et al. [4] 91.60
Moghaddam and Piccardi [64] 92.00
Alcantara et al. [5] 92.40
Table 4.12: Accuracy results for different approaches on MuHAVi data set.
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Similarly to the previous experiments, the Naïve VR approach obtained a fairly good
accuracy score, 87.50%. The camera is static and there is usually no background move-
ment, so it can acquire distinctive global features. VRTD LBP achieved 91.67%, and
VRTD HOG alone obtained 94.16% – the best result, tied with VRTD LBP + VRTD
HOG. In this set, Naïve VR added noise to the classifier when combined with the other
two features. The experiments showed a decrease in accuracy in most cases.
The confusion matrix for the best result (that is, VRTD HOG with 94.16% accuracy)
is presented in Figure 4.12. The category with the worst accuracy is “wave arms”, with























































































































Figure 4.12: Confusion matrix for VRTD HOG (94.16%) descriptor on MuHAVi data set.
4.3.6 SKIG
The Sheffield KInect Gesture (SKIG) is a hand gesture data set [60], consisting of 10 action
categories, performed by 6 actors, on 3 hand poses, 3 backgrounds and 2 illumination
conditions. This results in 1080 videos, each one is available as RBG color images and
depth maps. The images were acquired with the Microsoft Kinect sensor. The background
is always constant and there is no illumination change.
The gestures present in the data set include: circle (clockwise), triangle (anti-
clockwise), up-down, right-left, wave, “Z”, cross, come here, turn-around and pat. These
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gestures are illustrated in Figure 4.13, where color images with arrows to assist under-
standing the category are shown on the top row and depth maps on the bottom row.
Images were captured at 10 frames per second, size of 320× 240.
Figure 4.13: Samples from each gesture class of SKIG data set. Color images (arrows
indicate the gesture) on the top row and depth maps on the bottom row. Extracted
from [60].
For evaluation, we apply three-fold cross-validation, as reported in the original pa-
per. Since our method was not designed for depth images, in this work, only the RGB
components are used.
All improved Dense Trajectory framework descriptors were constructed using 64 mix-
tures for the Fisher Vectors. Before that, all directions are joined using max pooling and
the resulting features are reduced to half their original size using PCA. Table 4.13 shows
accuracy results of the three description techniques discussed in this work, and the con-
catenation of every combination possible. We also show a summary of literature reported





Naïve VR + VRTD LBP 98.52
Naïve VR + VRTD HOG 98.70
VRTD LBP + VRTD HOG 98.61
Naïve VR + VRTD LBP + VRTD HOG 98.70
Liu and Shao [60] Depth only 76.10
Liu and Shao [60] RGB-D fusion 88.70
Choi and Park [18] Depth only 91.30
Choi and Park [18] RGB-D fusion 91.90
Antonucci et al. [9] RGB only 92.80
Rosa et al. [86] RGB-D fusion 97.50
Table 4.13: Accuracy results for different approaches on SKIG data set.
In this data set, most presented results lie between 98 and 99%, except for Naïve VR’s
global features, which distinguishes the set instances with 90% accuracy. Our trajectory
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features obtained similar scores: VRTD LBP obtained 98.24%, whereas VRTD HOG
achieved 98.15%. All concatenation cases return slightly better accuracy results, improv-
ing it more than 0.55%. Our best result is 98.70%, achieved from Naïve VR + VRTD
HOG. The same score was attained also joining VRTD HOG, but this is unnecessary,
since it increases dimensionality.
The confusion matrix for the best result (that is, Naïve LBP + VRTD HOG with
98.70% accuracy) is presented in Figure 4.14. Since its corresponding error is 1.30%,
confusion happens in small values across few spots. Emphasis to circle, which has 6%

























































Figure 4.14: Confusion matrix for Naïve VR + VRTD LBP (98.32%) descriptor on SKIG
data set.
4.3.7 UCF11
Formerly known as UCF YouTube Action Data Set [59], this data set is composed of
1595 instances in 11 categories: basketball shooting, biking/cycling, diving, golf swinging,
horse back riding, soccer juggling, swinging, tennis swinging, trampoline jumping, volleyball
spiking, and walking with a dog. It is a challenging data set because the videos contain
large variations in camera motion, object appearance and pose, object scale, viewpoint,
cluttered background, and illumination conditions; resulting in high intra-class variations.
Since this data set was obtained from real life YouTube videos, it is rich in context features.
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Data is captured at 29.97 frames per second, size of 320 × 240 pixels. Each category
is divided in 25 groups with 4 videos each. The categories are organized so that videos in
the same group share common features, such as the same actor and similar backgrounds
or viewpoints. Figure 4.15 exemplifies the action classes.
Figure 4.15: Examples of videos from UCF11 data set. Images extracted from Liu et al.
[59].
We follow the baseline cross validation scheme, which is leave-one-out. All improved
Dense Trajectory framework descriptors were constructed using 64 mixtures for the Fisher
Vectors. Before that, all directions are joined using max pooling and the resulting features
are reduced to half their original size using PCA. Table 4.14 shows accuracy results of
the three description techniques discussed in this work, and the concatenation of every
combination possible. We also show a summary of literature reported accuracy results.
All the best results in this set were obtained using the VRTD HOG descriptor. It alone
yielded 93.28% accuracy and this value marginally increased to 93.51% when concatenated
with Naïve VR. While the gradient approach worked well, texture analysis yielded our
worst accuracy result (62.44%).
The confusion matrix for the best result (that is, Naïve VR + VRTD HOG with 93.51%
accuracy) is presented in Figure 4.16. The worst results are from basketball shooting and
walking with a dog : 80% and 89%, respectively. Confusion happens in small scattered
focuses.
4.3.8 HMDB51
HMDB51 is a human motion data base containing 6766 videos in 51 categories extracted
from movies, Prelinger archive, YouTube and Google videos [56]. It is composed of short
clips containing free camera movement, sometimes filmed in crowded places, both in






Naïve VR + VRTD LBP 69.22
Naïve VR + VRTD HOG 93.51
VRTD LBP + VRTD HOG 89.73
Naïve VR + VRTD (LBP + HOG) 92.07
Avila et al. [10] 81.00
Almeida et al. [7] 81.40
Tran et al. [102] 85.20
Kihl et al. [53] 86.00
Ravanbakhsh et al. [85] 89.50
Gammulle et al. [30] 94.60
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Figure 4.16: Confusion matrix for Naïve VR + VRTD HOG (89.27%) descriptor on
UCF11 data set.
and speed. The actors’ segmented bounding boxes for every video are also provided,
allowing for a better image stabilization. The authors grouped the classes into five types,
as explained by Jhuang [45]:
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1. facial actions: smile, laugh, chew, talk.
2. facial actions with objects: smoke, eat, drink.
3. body movements: cartwheel, clap hands, climb, climb stairs, dive, fall on the floor,
backhand flip, handstand, jump, pull up, push up, run, sit down, sit up, somersault,
stand up, turn, walk, wave.
4. object interaction: brush hair, catch, draw sword, dribble, golf, hit something, kick
ball, pick, pour, push something, ride bike, ride horse, shoot ball, shoot bow, shoot
gun, swing baseball bat, sword exercise, throw.
5. human interaction: fencing, hug, kick someone, kiss, punch, shake hands, sword fight.
Videos were captured at 30 frames per second, size of 432×240. Figures 4.17 and 4.18
show a sample of frames for every class. This is the most challenging data set experimented
in this work, since it is composed of real life videos, filmed by different cameras, for
different purposes. Consequently, the background is often cluttered and some instances
contain more than one actor (sometimes even performing different actions).
Figure 4.17: Example 28 classes from HMDB51 data set. Images extracted from Jhuang
[45].
The baseline work also provides three predefined folds for cross-validation. The pre-
sented folds divide the videos into three categories: training, test and excluded. Some
videos are taken out of every fold so that the number of instances is balanced for every
class. This split is available to download with the dataset [45].
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Figure 4.18: Example 23 classes from HMDB51 data set. Images extracted from Jhuang
[45].
All improved Dense Trajectory framework descriptors were constructed using 64 mix-
tures for the Fisher Vectors. Before that, all directions are joined using max pooling and
the resulting features are reduced to half their original size using PCA. Table 4.15 shows
accuracy results of the three description techniques discussed in this work, and the con-
catenation of every combination possible. We also show a summary of literature reported
accuracy results.
In this data set, our results underperformed the state of the art. Our best result is
51.85%, obtained with Naïve VR + VRTD LBP + VRTD HOG, while the most recent
methods achieve over 65%. The best descriptor alone is VRTD HOG, with 48.56%,
followed by VRTD LBP with a drop to 39.89%. A low result for Naïve VR was already
expected, because the scenes are too complex for this type of global analysis. Although
it had only 36.12% accuracy, it improved the recognition rate when combined with any
other feature: Naïve VR + VRTD LBP had 42.89% and Naïve VR + VRTD HOG had
50.26%.
The confusion matrix for the best result (that is, Naïve VR + VRTD LBP + VRTD
HOG (51.85%) accuracy) is presented in Figure 4.19. Since this data set has 51 classes,
the confusion matrix is very sparse: most values outside the main diagonal are smaller
than 5%, with few cases where the confusion between two classes is higher than 10%.
This is the case of swing baseball (11), which has the highest confusion rate of 39% to the
throw (15) action. These two classes often have similar background and context features.
The classes sword exercise (7) and draw sword (12) have high confusion values, by reason






Naïve VR + VRTD LBP 42.89
Naïve VR + VRTD HOG 50.26
VRTD LBP + VRTD HOG 50.39
Naïve VR + VRTD LBP + VRTD HOG 51.85
Liu et al. [61] 48.40
Jain et al. [43] 52.10
Wang and Schmid [108] 57.20
Simonyan and Zisserman [97] 59.40
Peng et al. [77] 61.10
Fernando et al. [27] 61.80
Peng et al. [77] 61.90
Shi et al. [96] 63.20
Lan et al. [57] 65.10
Wang et al. [112] 65.90
Peng et al. [78] 66.79
Wang et al. [113] 68.30
Feichtenhofer et al. [26] 68.90
Table 4.15: Accuracy results for different approaches on HMDB51 data set.
friendly personal contact actions. There is little confusion with kiss (35) because it focuses
on people’s faces, while in the pair their bodies are shown.
4.4 Discussion
Our best results in most experimented data sets are comparable to the state-of-the-art
approaches. On Weizmann, KTH and MuHAVi (the simplest data sets), we obtained
98.00%, 97.50% and 98.32% accuracy rate, respectively. On UCF11 data set, our results
(89.27%) are inferior to the best performing methods, but are competitive. On the other
hand, it underperformed on HMDB51, the most challenging data set, with an accuracy
of 51.85%, whereas other approaches achieved over 68%.
The experiments also show that our approach is extensible to other applications. On
first-person data sets, our results are also competitive: DogCentric (72.59%) and JPL
(86.19%). On the SKIG hand gesture data set, it achieved 98.70%.
Table 4.16 shows the average accuracy of each proposed method and all combinations.
VRTD HOG consistently outperformed Naïve VR and VRTD LBP approaches. Concate-
nating it with the other descriptors resulted in trivial performance improvements. We
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Figure 4.19: Confusion matrix for Naïve VR + VRTD LBP + VRTD HOG (51.85%)
descriptors on HMDB51 data set.
while their fusion with Naïve VR resulted in better performance. This is an indication
that global and local features complement better than two local features. Other types
of features can be included in search to add more information, such as deep features or
statistic approaches.
Table 4.17 shows which of the three descriptors compose the best result in each data
set. VRTD HOG is present in every instance. As discussed above, fusing Naïve VR with
VRTD descriptors is more effective than fusing both VRTD methods. This can be seen
in the table, since the holistic approach is checked in more rows than VRTD LBP, even
though it has lower accuracy scores by itself.
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Naïve VR + VRTD HOG 85.76
Naïve VR + VRTD LBP 81.22
VRTD (LBP + HOG) 85.71
Naïve VR + VRTD (LBP + HOG) 85.69
Table 4.16: Average accuracy of each descriptor and all combinations.
Naïve VR VRTD LBP VRTD HOG







HMDB51 X X X
Table 4.17: Descriptors that compose our best result in each data set.
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Chapter 5
Conclusions and Future Work
In this work, we have conducted a study on the use of visual rhythm (VR) representation
to extract visual features from videos and applied it to the action recognition problem.
We point out how the moving elements produce artifacts in the resulting VR image, and
explore texture and shape description to retrieve discriminative characteristics.
Our method obtained information of different natures by constructing VR images in
four domains:
(i) grayscale images: carry general information, specially appearance.
(ii) spatial gradients: carry shape and boundary structures.
(iii) optical flow: encodes how image elements displace between consecutive capture
instants; resulting visual rhythms carry second order movement information.
(iv) motion boundaries: defined as spatial gradients of optical flow images, isolate shape
and boundary data from moving objects.
We present the transference effect and the action patterns it creates. Moving objects
and patterns appear in the resulting visual rhythm images as recognizable artifacts. We
illustrate this in a comparison between different action classes. We explore these artifacts
to create a new video descriptor. Since this effect is dependent on the VR building method
and on the video elements moving direction, we employ four zigzag arrangements, rotated
45 degrees from each other: vertical, horizontal and two diagonals. The use of multiple
zigzag directions added invariance to displacement direction.
From this, we build the first of our description methods: Naïve VR. It consists in
building a set of 28 visual rhythm images over the whole videos combining 7 image domains
and 4 zigzag directions. Each image is described separately and the results are fused into
the final representation. In this setup, shape features yielded poor results in comparison
with texture characteristics. We believe this is because features are scattered by the HOG
cell scheme so that similar information fall into different vector positions.
The second novel method is the Visual Rhythm Trajectory Descriptor (VRTD). It con-
sists in embedding the previous technique into the Dense Trajectories method, replacing
the original local features. In this case, since volume description occurs in small volumes,
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the HOG features were able to extract discriminative features. This way, we define two
variations: VRTD LBP and VRTD HOG.
We evaluated our presented methods on eight public data sets, five of which comprise
third person actions (Weizmann, KTH, MuHAVi, UCF11, and HMBD51 data sets), two
contain first person actions (DogCentric and JPL data sets), and one is constituted by
hand gestures (SKIG data set). For each data set, we perform classification experiments
using Naïve VR, VRTD LBP and VRTD HOG, as well as the concatenation of every
combination possible.
Experimental results show that our method achieves accuracies comparable to the
state-of-the-art approaches in all data sets, except for HMDB51 data set. Furthermore,
VRTD HOG is included in all our best results and has the best mean accuracy among
our three approaches. VRTD LBP, however, did not perform so well. It yielded smaller
accuracy scores than Naïve VR on JPL and UCF11 data sets and composes the best
result in only three data sets.
The HOG approach performs clearly better than the others, showing that shape anal-
ysis is better descriptive than texture in this context. Other than this, HOG produces
feature vectors smaller than those from LBP and is faster to compute.
Based on our conclusions, we answer the research questions presented in Chapter 1 as:
• Can we employ the visual rhythm (VR) representation to develop an action recog-
nition system?
Answer: Although it was not used for this purpose before, we were able to build
a description method that achieved competitive results in most of the data sets
experimented. This is, however, a first study. Some future work possibilities are
presented in the end of this chapter.
• How can we aggregate to the tool characteristics of distinctive nature to enhance
classification accuracy?
Answer: We join complementary information domains to add information from
different sources. Moreover, other domains can be appended into our method with
little effort.
• How does this method capture and understand the raw information presented in
the data?
Answer: We explained how visual rhythms carry movement into its resulting images
as patterns and even transferred objects. From this, we evaluate a set of description
methods for extracting this information.
• Is this model extensible to different recognition contexts?
Answer: We evaluated our model on one gesture and two first person action data
sets. It yielded consistent results, competitive to state-of-the-art approaches.
For future work, we highlight some possible directions:
(a) experimentation with new domains in order to add new types of information. Con-
volutional neural network feature maps may contain exploitable patterns.
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(b) new visual rhythm construction strategies, specially to emphasize specific features
or to allow for reduced resulting image size. The entire zigzag path may be unnec-
essarily dense. A subsample could result in comparable results, but faster.
(c) further investigation of VR image description methods. The Naïve approach can be
enhanced in order to perform a more thorough analysis on their multiple elements.
(d) combination of visual rhythms with deep learning approaches. Two-dimensional
pre-trained networks can be employed to the approach of item (c). Moreover, a
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