If neighboring Lee spheres meet along entire (n − 1)-dimensional faces, then L is called a face-to-face tiling. We prove the nonexistence of a face-to-face tiling of R 4 with Lee spheres of different radii.
Introduction
The main motivation for this article is the work [5] of Gravier, Mollard and Payan who proved the following theorem.
Theorem 1.1. There does not exist a tiling of three-dimensional space with Lee spheres of radii at least 2 (even with different radii).
In this paper we prove the nonexistence of a face-to-face tiling of four-dimensional space with Lee spheres of radii at least two (even if the spheres are allowed to have different radii).
The study of tilings with Lee spheres was initiated by Golomb and Welch [3, 4] who proved that the n-dimensional Lee sphere of radius 1 tiles R n . The research was initially related to the study of error correcting codes, where the centers of the spheres were thought of as codewords and the other cubes of the sphere were considered to be the words which are decoded into the codeword represented by the center of the sphere. Golomb and Welch also proved the existence of a tiling of R 2 with Lee spheres of radius r for any r ≥ 1, and conjectured that no other tilings with Lee spheres exist. More precisely, they conjectured the nonexistence of a tiling of R n with Lee spheres of radius r for n ≥ 3 and r ≥ 2. Although many partial results were given, the conjecture remains open; see [7] and [1, 2] .
In the rest of the introduction we fix the terminology and the notation. We basically follow the terminology from [5] . Let x = (x 1 , x 2 , . . . , x n ) be a point in R n . The n-cube centered on x is the set
Let r be a nonnegative integer. The r-Lee sphere in R n centered on x ∈ R n is defined by
where r is called the radius of the Lee sphere L r (x). F is a facet of the Lee sphere L r (0) if F is a facet of C(y) for some y ∈ Z n , d(y, 0) ≤ r and F is contained in the boundary of the Lee sphere L r (0). A three-dimensional 1-Lee sphere and a 2-Lee sphere are depicted in Fig. 1 . Note that on both spheres there is only one facet of the sphere marked with gray color. L is called a Lee sphere if L is an r -Lee sphere for some r . The distance between two Lee spheres is the distance between their centers, and two n-dimensional Lee spheres are said to be neighboring if their intersection is (n − 1)-dimensional. If X ⊆ R n , then we denote the boundary of the set X (in Euclidean topology) by Bd(X).
Thus a tiling L is a face-to-face tiling if for every two neighboring Lee spheres L, L ∈ L and for any two facets
The main goal of this paper is to prove the following theorem. 
Theoretical basis of a computer proof
In this section we give an algorithm for proving Theorem 1.2. The enumeration of tilings of R n is an infinite problem. Since we wish to have a finite problem, we shall consider instead a finite problem of enumerating the packings of a subset of R n . In order to prove Theorem 1.2 it suffices to prove the nonexistence of a packing of R n that covers a fixed set A ⊆ R n . Note also that the enumeration of packings of the set A is also an infinite problem if one considers all packings with Lee spheres of radii greater or equal 2, that is, if there is no upper bound for the radii given. Corollary 2.2 gives an efficient upper bound for the radii of Lee spheres and thus makes this problem a finite enumeration problem. 
. , n}, where a i and b i are fixed integers. If L r (x) is an n-dimensional Lee sphere such that x ∈ A, then there is a Lee
Then there does not exist a tiling of R n with Lee spheres of radii at least 2.
Proof. Suppose on the contrary that there exists a tiling of R n with Lee spheres of radii at least 2. Let us call this tiling N . Without loss of generality we can assume that one of the Lee spheres from N is L r (−r + 2, 0, . . . , 0), where r ≥ 2. We shall now construct a packing M of R n with Lee spheres satisfying (i), (ii) and (iii). 
Enumeration algorithm
We will give now an algorithm for a computer based proof of our main result. By Corollary 2.2 it is enough to prove the nonexistence of a packing with Lee spheres satisfying (i), (ii) and (iii) of Corollary 2.2, where n = 4 and
Observe that for a Lee sphere L r (x) of a packing satisfying (i) and (iii) of Corollary 2.2, where d = 4, and the set A as defined above, we have r ≤ 3. Note that this makes the enumeration of packings of the set A a finite problem. The set A was obtained somewhat experimentally and some similar sets were considered before we finally chose this set. If the set A were too small, then the packing of A would exist and one could not prove the nonexistence of a tiling in this way. On the other hand, if the set A were too large, then the running time would be too large.
The following algorithm will check for all possibilities of packing the set A and returns "yes" if the packing exists and "no" otherwise. The given algorithm is a tree search algorithm, that is, we consider all possibilities, and the searching method used is depth-first search; cf. [8] . Note also that a possible outcome "yes" does not imply the existence of a tiling of R 4 ; it simply implies the existence of a packing that covers the set A. On the other hand, the outcome "no" implies the nonexistence of a tiling of R 4 .
We will denote the set of covered cubes by a given packing by P. At the beginning we set P = L 2 (0). One question that arises here is, how should the algorithm start to cover the cubes from A \ P? Which cube is to be covered before and which is to be covered after? The same question arises at every step of the algorithm when the set P might be larger. Since we wish to prove the nonexistence of a packing, the best thing is to find uncovered cubes which cannot be covered by any Lee sphere which does not intersect P.
The choice of a cube from A \ P is determined by a function F, which we call an oracle and which can be defined in several different ways. We want an oracle that gives us the smallest running time. An oracle that reduces the size of the tree is preferred. However, an oracle giving the smallest search tree is not necessarily the best, since the computing time of this oracle can offset the gain in tree size. Hence, a trade-off appears here. Now we give information on how the tree structure is build. Each vertex of the tree corresponds to a Lee sphere of the packing. Each vertex corresponds also to one packing: the packing containing the spheres below that vertex (the Lee sphere represented by the vertex is also included). The levels of the tree correspond to the number of Lee spheres in the packing. The tree structure is built gradually and the set P can always be given in the form of a sphere (vertex) of the tree. So we can assume that the input of F is a sphere (vertex) of the tree, which we denote by L .
Start with the Lee sphere L 2 (0); this is the root of the tree, the level 1. Set L = L 2 (0). Run the oracle F that gives an uncovered cube F(L ). Find all the Lee spheres L of radius r ∈ {2, 3} such that
These Lee spheres constitute level 2 of the tree. For each Lee sphere (packing) L on level 2, do the following. Run the oracle F that gives an uncovered cube F(L ) (note that for different L we get different cubes F(L )) and find all the Lee spheres L of radius r ∈ {2, 3} such that (i)-(iii) hold. Put these Lee spheres above the Lee sphere L in the tree structure.
Move to the next level and continue to build the tree structure in this way, until eventually there are no spheres satisfying (i)-(iii).
The tree structure is depicted on Fig. 3 . Lee spheres are denoted by L n,k , where n denotes the level and k the ordinal number of the Lee sphere in that level (note that the n-th level has k n vertices). Observe that a Lee sphere might appear more than once in the tree structure, and that two different vertices of the same level might represent the same packing. The structure of the tree depends on the choice of the oracle F. The choice of the cube F(L n,k ) determines the number of extensions from L n,k to the next level. (The extensions of the packing (sphere) L n,k are the packings (spheres) containing F(L n,k ) and not intersecting the packing represented by L n,k .) In order to find out whether a packing of the set A exists, we have to check whether some packing represented by a vertex of the tree covers the set A. For this purpose, the DFS algorithm for this tree was implemented in C and the outcome was negative: no packing covers the set A. Note that the building of the tree and the checking of whether some vertex (packing) of the tree covers the set A were done simultaneously using DFS (see [6] for the computer program).
Discussion on the oracle
There are several ways to define the oracle F. Recall that the input of the oracle is the set of covered cubes P and the output is an uncovered cube. The simplest, but most inefficient, is that where F returns a random cube from A \ P. Now let us consider some more sophisticated oracles, which are described below.
(a) F 1 is the oracle that returns an uncovered cube closest to the sphere L 2 (0). (b) F 2 is the oracle that returns an uncovered cube F 2 (L ) with the smallest number of extensions satisfying (i), (ii) and (iii) from Section 3. If there is more than one such cube, then F 2 gives back a cube closest to the sphere L 2 (0). (c) F 3 is the oracle that for each uncovered cube first computes the number of neighboring cubes which are contained in P. Among the cubes with the highest number of neighboring cubes in P, the oracle F 3 chooses one that is closest to the sphere L 2 (0).
The oracle from (a) is the fastest and (b) is slower than (a), but more efficient. Note that computing the number of extensions is time-consuming; thus it is natural that (b) is slower than (a). Oracle (c) is faster than (b) and slower than (a).
In Table 1 we present the time needed to build the tree and to finish a DFS search on that tree (with respect to the above-described oracles). It is clear from the table that computing the number of extensions is not worth doing, since the profit of having the smallest number of extensions is less than the price one needs to pay for computing the number of extensions for each cube (the computer program is slowest when using oracle F 2 ). In order to understand how important it is to choose the smallest possible set A, we mention that the algorithm was first searching for a packing covering the set A = {C(x) | x ∈ Z 4 , 1 ≤ x 1 ≤ 3, −2 ≤ x i ≤ 2 for i = 2, 3, 4}, which is much larger than the set A we used. The time needed for the computer program to finish was more than two hours, using the oracle F 1 . A natural question that arises here is whether a computer based proof of a similar result for five dimensions is possible and, moreover, which oracle would be the best choice. The reason that the five-dimensional case is more complex than the four-dimensional one is primarily that the corresponding set A (such that no packing covers A) is much larger in five dimensions; thus there are many more options to consider. What we have noted though is that evaluating all packings in five dimensions would require days to finish and moreover that the use of different oracles leads to greater differences (in comparison to four dimensions) in time needed to evaluate all packings.
Another approach for proving Theorem 1.2 was considered in [9] . The approach taken there is to examine all possible tilings of a three-dimensional subspace of four-dimensional space with Lee spheres.
