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Abstract— In this paper we consider the problem of generat-
ing periodic solutions for fully actuated robots with unknown
disturbances, which can be modeled using a regressor matrix.
We extend our previous work on limit cycle control based
on energy function regulation for the case when disturbance
torques are acting on the system, e.g. torques due to friction.
Since the controller is designed in two independent steps, the
compensation of the friction cannot be carried on with standard
techniques and it will be split in two steps as well. In the first
one we reduce the dimension of the dynamical system and
use a sliding mode approach for friction compensation, in the
second we produce the desired limit cycle and use an adaptive
approach for friction compensation. Crucial for the analysis
is the concept of conditional attractiveness with semidefinite
Lyapunov functions, that we formulate in this paper to show
the attractiveness of the closed orbit of the whole system, even if
it is designed assuming a reduced dynamics. Finally, we validate
our approach with experiments on a humanoid robot.
I. Introduction
Periodic tasks are of interests in quite a lot of different
applications, like running and walking [1]–[3]. In lots of
these cases it is more important to stay on a prescribed orbit
in the state space, rather than following the exact position
in time along the desired curve. For these applications
tracking a trajectory might not be the best solution, as
already addressed in [4]. Inspired by the need of controlling
the energy to achieve a periodic behavior as shown in [3],
here we propose a feedback control law to produce closed
attractive orbits for fully actuated mechanical multibody
systems with unknown disturbances, which can be modeled
using a regressors matrix, e.g. torques due to friction. We
create an attractive path in the state space for the closed
loop system, extending our previous results where the ideal
frictionless case was considered [5]. Although the basic idea
is the same as in our previous work, where a simple PD
action was used, here to cope with the presence of the
disturbance we utilize sliding mode and adaptive techniques
at the same time.
The problem of orbital stabilization has been already
addressed in other works, like [6]–[8]. In [6], [7] the au-
thors extend the potential field controller adding power-
continuous terms, while in the second the concepts of virtual
constraint and feedback linearization are used to obtain a
closed loop system that generates its own stable periodic
motion. In our approach we formulate the problem based
on the nullspace decomposition introduced in [9]–[11]. In
this way, we take advantage of the passivity property of the
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Fig. 1: Conceptual illustration of the control action. The
system is forced to reach a subset of the state space, where
we produce an attractive closed orbit.
system and do not completely alter the original dynamics
of the system through feedback linearization. Secondly, we
completely separate the problem of producing the limit cycle
from the virtual constraints, instead of modifying the latter
for achieving the first. The input torques are split in the
ones necessary for producing the limit cycle and the ones
necessary for satisfying the virtual constraints. These, in turn,
are responsible for the configuration in which the system
will oscillate. Finally, relating the input to the energy to
be injected in the system could reduce the control effort in
presence of additional sources (e.g. energy stored in elastic
actuators). This is particular important since the focus of
our research is to find new and efficient methods to produce
periodic motions that can be used in general and in particular
for locomotion [3], [5], [12]–[15]. Therefore, instead of
forcing the system to follow a close integral curve of a
vector field via passive control action as in [6], [7], we
aim at achieving a stable limit cycle in the state space by
regulating a virtual energy function on a 1 - dimensional
submanifold of the configuration space, as it is conceptually
sketched in Fig. 1. This virtual energy function consists of the
physical kinetic energy and a virtual potential energy, which
represents an additional design element in the controller.
Intuitively, the freedom in choosing this potential can be used
to achieve energy efficient motion in mechanical systems
with compliant actuation. Nevertheless, it should be also
mentioned that in [8] the more complicated problem of
controlling an underactuated system is considered, which
here we do not take into account yet.
On the other hand, the problem of coping with uncertain
models has been widely studied in robotics both from a
robust control point of view [16]–[19] and from an adaptive
control point of view [20]–[22]. A complete review of these
approaches is beyond the scope of the paper and we will
simply point out that, since the design of the controller is
obtained in two independent steps, the compensation of the
friction cannot be carried out with standard techniques. As
for the control design, also the friction will be taken into
account in two different steps. In the first one, we use a
sliding mode approach to be robust against the unknown
disturbances, while in the second we use an adaptive ap-
proach for friction compensation. Crucial for the analysis is
the concept of conditional attractiveness with semidefinite
Lyapunov functions, that we formulate in this paper to show
the attractiveness of the closed orbit of the whole system,
even if it is designed assuming a reduced dynamics.
The paper is organized as follows. In Section II we
present the model and the assumptions used in the paper,
together with a coordinate transformation used to separate the
enforcing of the constraints from the limit cycle generation.
Section III is the main contribution of the paper. There we
explain the extension of our previous work in order to cope
with model uncertainties like friction. Experimental results
will be presented in Section IV, where the humanoid robot
TORO is used to validate the proposed approach. The paper
is concluded with a final discussion and outline of future
work in Section V.
II. Model and preliminaries
We consider the class of fully actuated, mechanical sys-
tems which can be modeled by the Euler - Lagrange prin-
ciple. The result is a nonlinear system modeled by a set of
highly coupled nonlinear differential equations. Assuming to
have n - DoF, the dynamic model is:
M(q)q¨ + C(q, q˙)q˙ + g(q) = τ + τ f , (1)
where q, q˙ ∈ Rn constitute together the state of the system,
being q the joint position and q˙ the joint velocity. The
input to the system is the torque τ ∈ Rn provided by the
motors. Finally, M(q) ∈ Rn×n is the symmetric positive
definite inertia matrix, C(q, q˙) ∈ Rn×n is the Coriolis matrix,
g(q) = ∇qUg(q) ∈ Rn is the gravity torque vector1 and Ug(q)
the gravitational potential. Additionally, we assume that the
unknown torques τ f ∈ Rn are acting as a disturbance.
Assumptions: The following properties are assumed
• τ f = Y(q, q˙)pi (A1)
•
∥∥∥τ f ∥∥∥ ≤ β1 ‖q‖ + β2 ‖q˙‖ (A2)
where β1, β2 ∈ R are positive scalars, pi ∈ Rp is a constant
vector of unknown parameters and Y(q, q˙) ∈ Rn×p is the so
called regressor matrix, whose entries, on the contrary, are
assumed to be known.
Viscous and Coulomb friction, as well as constant torques
and Cartesian forces, are classical examples of disturbances
that can be modeled in this way.
1With the symbol ∇x(·) we are indicating
(
∂(·)
∂x
)T
in order to ease the
notation.
A. Coordinate transformation
The submanifold on which we want to force the system
to evolve is defined by means of a configuration dependent
function x = x(q). Given the function x = x(q), we assume
that the Jacobian matrix J(q) ∈ R(n−1)×n of the mapping
x : Rn → Rn−1 is a full rank matrix. In this case, x(q) = 0
defines a 1 - dimensional submanifold of the configuration
space [23]. Accordingly, we can write the dynamics of the
system with a new set of coordinates, as in [9]–[11]. We first
compute a nullspace base matrix2 Z(q) ∈ R1×n which allows
us to obtain the directions orthogonal to the submanifold,
then we use Z(q) to compute a dynamically consistent3
nullspace projector N(q) ∈ R1×n, which will be part of the
extended Jacobian matrix JN(q) ∈ Rn×n, such that[
x˙
v
]
= JN(q)q˙ =
[
J(q)
N(q)
]
q˙ , (2)
where N(q) =
(
Z(q)M(q)ZT (q)
)−1
Z(q)M(q) and v is an
additional nullspace velocity. One can show that by this
choice the extended Jacobian JN(q) is non singular and the
inverse is given by
J−1N (q) =
[
J+M (q) ZT (q)
]
, (3)
where J+M (q) denotes the dynamically consistent weighted
pseudo inverse defined as
J+M (q) = M−1(q)JT (q)
(
J(q)M−1(q)JT (q)
)−1
. (4)
The joint velocity can thus be computed from the Cartesian
velocity and the nullspace velocity via
q˙ = J+M (q)x˙ + ZT (q)v . (5)
From (2) and (5) it is straightforward to rewrite (1) in the
extended velocity coordinates as
Λ(q)
[
x¨
v˙
]
+ Γ(q, q˙)
[
x˙
v
]
= J−TN (q)
(
τ + τ f − g(q)
)
, (6)
with the matrices Λ(q) and Γ(q, q˙) given by4
Λ(q) =
[
Λx(q) 0
0 Λn(q)
]
Λx(q) =
(
J(q)M−1(q)JT (q)
)−1
Λn(q) = Z(q)M(q)ZT (q)
and (omitting the dependences)
Γ(q, q˙) =
[
Γx(q, q˙) Γxn(q, q˙)
Γnx(q, q˙) Γn(q, q˙)
]
Γx = Λx
(
J M−1C − ˙J
)
J+M Γxn = Λx
(
J M−1C − ˙J
)
ZT
Γnx = −Γ
T
xn Γn = Λn
(
NM−1C − ˙N
)
ZT .
2I.e. it fulfills the condition J(q)ZT (q) = 0.
3I.e. it fulfills the condition J(q)M−1(q)NT (q) = 0.
4Notice that using a dynamically consistent nullspace projector the
matrix Λ(q) is block diagonal.
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Fig. 2: The adaptive Slotine - Li control. The matrix Ks is
positive definite and diagonal.
III. Controller design
In this section we present the control law that extends
our previous results on generation of asymptotically stable
limit cycles [5]. As in [5], the idea is to impose n − 1 con-
straints to the system and generate a limit cycle for the zero
dynamics. Although, the proposed controller is able to deal
with model uncertainty of the type presented in Section II,
e.g. disturbances due to friction. Since the design of the
controller is carried on in two independent steps, the friction
compensation cannot be achieved with standard techniques,
as we will discuss in more details later on in Section III-D.
To this end, the part of the controller responsible for forcing
the system to evolve on a 1 - dimensional submanifold of
the configuration space is modified using a sliding mode
approach as in [19], which is robust to model uncertainty
and guarantees asymptotic convergence. For the “remaining
dynamics”, on the other hand, it is not as straightforward
to apply a sliding mode approach. For this reason, in the
nullspace we use an adaptive approach to compensate for
the disturbance as in [20].
Before presenting the main result of the paper, the previous
methods are quickly reviewed in order to make the reader
familiar with the terminology and the notation.
A. The adaptive control in a nutshell
The adaptive tracking control law presented in [20] is
given by a feedback term proportional to the sliding variable
s (which is a linear combination of the velocity and position
tracking errors) and a feedforward term which uses an esti-
mation of the unknown parameters. Given a positive definite
matrix P, the estimation is computed using an adaptive law
which renders the positive definite function
Vπ =
1
2
(
sT M(q)s + p˜iT P−1p˜i
)
, (7)
a Lyapunov function, where p˜i = pˆi−pi is the error between the
estimated and real parameters. In particular, the estimation
is updated as
˙pˆi = −P YTr (q, q˙, q˙r, q¨r)s , (8)
where Yr is the Slotine - Li regressor and q˙r = q˙ − s. The
control scheme is as in Fig. 2.
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Fig. 3: Dynamic sliding PID control. The matrix Ks is
positive definite and diagonal.
B. The dynamic sliding PID control in a nutshell
The dynamic sliding PID control [19] uses, as the control
law in [20], a sliding variable s. Nevertheless, unlike in
[20], the control input is not chosen in order to obtain an
asymptotically stable dynamics for the sliding variable, but
to obtain a stable dynamics in terms of the output sr of the
dynamic system
s˙d = −κsd (9a)
σ˙ = sgn(s˜) (9b)
sr = Qsσ + s˜ , (9c)
with s˜ = s − sd, being s the input and sd,σ the state. The
latter is initialized as sd(t0) = s(t0), i.e. the value of s at the
initial time t0, and σ(t0) = 0. Finally, κ > 0, Qs is a positive
definite diagonal matrix and sgn(a) =
[
sgn(a1) . . . sgn(an)
]T
,
for a ∈ Rn. Using a control input proportional to sr, as it
is shown in Fig. 3, and given some bounds for the terms
present in the dynamic model of the robot, it is possible
to prove the boundedness of sr and s˙r. The latter allows to
conclude that a sliding mode is established for all time on
the error variable s˜. To this end, the following second order
dynamical system defined by (9)
˙s˜ = −Qssgn(s˜) + s˙r , (10)
together with the Lyapunov function
Vs =
1
2
s˜T s˜ , (11)
are used, since they imply the sliding mode condition s˜T ˙s˜ ≤
−µ|s˜|, µ > 0 [24]. In this way, the tracking errors are con-
strained to evolve on a submanifold that has an exponential
solution toward zero [19].
C. Main result
For a given desired configuration qd ∈ Rn, such that
x(qd) = 0, let U(q) be a positive definite C1 function on
the 1 - dimensional submanifold defined by x(q) = 0 and
having its minimum at qd. In other words, we require that
qd, U(q) and x(q) are chosen such that U(q) has a unique
constrained local minimum at qd, i.e.
• U(q) ≥ 0 and U(q) = 0 ⇐⇒ q = qd, ∀q : x(q) = 0
• x(qd) = 0.
Consequently, the desired configuration qd can be obtained
as
qd = arg minq U(q)
s.t. x(q) = 0 .
(12)
The necessary condition for optimality of the minimization
problem, obtained using the Lagrange multipliers λ, is
∇qU(q) + JT (q)λ = 0 , (13)
so that pre-multiplying by the nullspace base matrix Z(q)
we obtain n(q) := Z(q)∇qU(q) = 0, where n(q) can be seen
as a local nullspace coordinate [25]. Concluding, qd is the
unique configuration with coordinates x(qd) = 0, n(qd) = 0.
At this point, the function U(q) is used to define the
“energy - like” function
H(q, q˙) = 1
2
q˙T M(q)q˙ + U(q) , (14)
consisting of the physical kinetic energy and a virtual po-
tential energy. Defining ˜H = H(q, q˙) − Hd, our goal is to
regulate H(q, q˙) to the desired value Hd, i.e. ˜H → 0 as
t → ∞. The desired value Hd influences the shape of the
limit cycle. As rule of thumb, one can consider that when
the regulation goal is achieved and the kinetic energy is zero,
the desired energy is equal to the virtual potential energy and
therefore it directly influences the maximum amplitude of the
oscillations.
According to the dynamic sliding PID control, we define
the sliding variable as
s = x˙ + Dsx , (15)
and the nominal reference as
x˙r = x˙ − sr = −Dsx + sd − Qsσ , (16)
being sr the output of the system (9). Given the system
(1) with Assumption (A1) - (A2), let KH , α, κ ∈ R be
positive scalars, Ds, Ks,Qs ∈ R(n−1)×(n−1) positive definite
diagonal matrices and P ∈ Rp×p a symmetric positive definite
matrix, then the proposed nonlinear controller is (omitting
the dependences)
τ = g + JTN
([
0 Γxn
−ΓTxn 0
] [
x˙
v
]
+
[ f x
fn
])
, (17)
where
f x = Λx x¨r + Γx x˙r − Kssr (18)
fn = −KH ˜Hv + Z
(
Ypˆi − ∇qU
)
. (19)
Using the state vector χ = (q, x˙, v, sd,σ, pˆi), the closed loop
system is:
q˙ = J+M x˙ + ZT v (20a)
Λx s˙r +
(
Γx + Ks
)
sr = J+MT Ypi (20b)
Λnv˙ +
(
Γn + KH ˜H
)
v + Z ∇qU = ZYp˜i (20c)
s˙d = −κsd (20d)
σ˙ = sgn(s˜) (20e)
˙pˆi = −PYT ZT ˜Hv , (20f)
where the signals sr, s˙r and s are functions of the state only.
Theorem 1 (Main result): For any Hd > 0, the nonlinear
autonomous system (20) has bounded solutions converging
to a closed attractive orbit defined by
Ld =
{
χ | ˜H = 0, x(q) = x˙ = 0,
sd = 0,σ = σ∗, pˆi = pˆi∗} ,
for some constant σ∗, pˆi∗ satisfying the conditions
(
Γx +
Ks
)
Qsσ∗ = J+MT Ypi and vZY
(
pˆi∗ − pi
)
= 0 respectively.
Proof: The proof is based on Theorem 2 that we have
formulated in the Appendix.
Using the positive semidefinite C1 function of
the state (11), it is shown in [19] that A ={
χ | x(q) = x˙ = 0, sd = 0,σ = σ∗} is the largest invariant set
within E =
{
χ | ˙Vs = 0
}
. In the proof the derivative of Vs
along the flow of the system is computed, leading to
˙Vs = s˜T ˙s˜ = −s˜T Qssgn(s˜) + s˜T s˙r . (21)
Given Assumption (A2) and choosing Ks big enough it
is possible to show that s˙r is bounded. If the minimum
eigenvalue of Qs is also chosen big enough, then the sliding
mode condition s˜T ˙s˜ ≤ −µ|s˜|, with µ > 0, is enforced for all
time. From that the convergence of s˜ to zero follows and,
given its expression, also the convergence of x(q) and x˙.
Therefore, A will be the largest invariant set within E, with(
Γx + Ks
)
Qsσ∗ = J+MT Ypi.
If we prove that Ld is invariant for (20), it is conditionally
attractive to A and the solutions are bounded, then all the
requirements of Theorem 2 are satisfied and Ld will turn
out to be attractive for the whole system (20). To show the
invariance of Ld, it is enough to show that it is conditionally
invariant to A, since the latter is itself an invariant set. To
this end, let us consider the system
q˙ = ZT v (22a)
Λnv˙ +
(
Γn + KH ˜H
)
v + Z ∇qU = ZYp˜i (22b)
˙pˆi = −PYT ZT ˜Hv , (22c)
with x(q) = x˙ = 0, i.e. (20) conditionally to A. Computing
the derivative of ˜H along the flow of (22), results in
˙
˜H = −KHv2 ˜H + vZYp˜i , (23)
which, together with (20f), shows that ˜H and pˆi∗ will not
change when starting from Ld. To prove the attractiveness
we use the positive definite function
Vn =
1
2
(
˜H2 + p˜iT P−1p˜i
)
, (24)
with derivative ˙Vn = ˜H ˙˜H = −KHv2 ˜H2 ≤ 0. From LaSalle’s
invariance theorem, we can conclude that the positive limit
set Ł+n is given by the largest positive invariant set Mn within
the set En =
{
χ | v = 0 or ˜H = 0
}
, i.e. the set where ˙Vn = 0.
Beside Ld, Mn contains also equilibrium points satisfying the
condition n(q∗) = ZYp˜i, so the convergence to Ld cannot be
inferred directly. On the other hand, choosing Wn = −Vn and
using Lemma 1, we can conclude that En does not contain
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Fig. 4: The proposed controller is given by three subparts.
any stable equilibrium point. Therefore every solution, except
for the trivial ones starting from an unstable equilibrium
point, approaches Ld as t → ∞. Boundedness is also always
satisfied since we use nonincreasing functions. Finally, Ld
is uniquely determined by one parameter, e.g. the value of
n(q), and therefore it is a closed5 attractive orbit in the state
space.
D. Controller discussion
The control law, as the methods it is based on [19], [20],
cannot guarantee asymptotic stability because no stationary
value can be known a priori for σ and pˆi. These variables are
part of the state of the closed loop system together with the
original state of the robot. The latter will always converge
to a state satisfying the conditions: ˜H = 0 and x(q) = x˙ = 0,
as expressed in Theorem 1. As a result, the physical states
of the closed loop system, i.e. the state of the robot, will
always converge to the same values.
The torque generated by the controller, as shown in Fig. 4,
is due to three contributions: a dynamic reshaping of the
system, the torque provided by the sliding mode part of the
controller and finally the one generated by the adaptive part.
The last two are dynamically decoupled and responsible for
forcing the system to evolve on a 1 - dimensional submani-
fold and for creating the attractive closed orbit respectively.
The dynamic reshaping part of the controller compensates
for the gravity torque and the coupling terms in the Coriolis
matrix. The entry −ΓTxn is not actually necessary for the
stability analysis, since it has no influence when the system
has reached the set A. Nevertheless, in this way, we obtain
a power conserving term6
τd = JTN
[
0 Γxn
−ΓTxn 0
] [
x˙
v
]
, (25)
where τTd q˙ = 0. Although τd compensates for the coupling
terms in the Coriolis matrix, it does not decouple the
dynamics in the two spaces. The remaining blocks of the
Coriolis matrix are, in fact, still function of the whole state.
In the analysis it is required that x(q) and x˙ converge
to zero. Therefore, a chattering free sliding mode approach
is a perfect candidate for the task. On the other hand, a
sliding mode control cannot be used for the zero dynamics.
5It can be seen as the level set of a positive definite and radially
unbounded function.
6This is a generalization of the nominal control in [6], [26].
Although the energy error can be used as sliding variable
with relative degree r = 1, after differentiation the control
input would not appear multiplied by the sliding variable
itself, as it is for example in [20]. An adaptive method can be
used in this case. It is also clear that, once it has been chosen
to adapt the parameters in such a way that convergence
is guaranteed for the zero dynamics, the same parameters
cannot be adapted with a different law to guarantee the
convergence to the constraint submanifold. In other word,
it is possible to design the adaptation law for one of the two
subparts of the controller. This explains why we could not
use an adaptive approach also to enforce the constraints.
Finally, in our framework we require a perfect knowledge
of the system matrices. The main reason why this cannot be
avoided in the current state is that we need to compute the
nullspace projector N(q), for which the inertia matrix of the
robot is required.
IV. Experiment
The proposed control law is evaluated in an experiment
with the humanoid robot TORO described in [27], which
was developed at the German Aerospace Center (DLR). The
robot has 27 degrees of freedom with a height of 1.7 m and
a mass of about 77.5 kg.
In [5] a detailed analysis for different type of constraints
and different choices of the virtual potential function U(q)
was presented. Therefore in this section we will only focus
on comparing the proposed control law to the previous
approach for given functions x(q) and U(q).
a) Friction model: We assume that the unknown
torques τ f in (1) can be expressed as
τ f = diag( f v)q˙ + diag( f s)sgn(q˙) , (26)
where f v, f s ∈ Rn are the vectors of the unknown coeffi-
cients of the viscous and Coulomb friction respectively. The
previous torques can be expressed using
Y =
[
diag(q˙) diag(sgn(q˙))
]
, pi =
[
f Tv f Ts
]T
.
b) Desired configuration and constraint function: In
this example the constraint submanifold is given directly
in the joint space. TORO is using its legs to maintain
balance, while the 12 joints of the arms are forced on a 1 -
dimensional submanifold defined by the constraint function
xi(q) = qi − qdi − qci i = 2, . . . , 12 , (27)
where qc is used to couple the elbow joint of the right arm
to the second joint of the shoulder of the same arm, i.e.
qc4 = 5q1 while the rest of the entries are zero. Finally qd
is chosen to be the desired configuration shown in Fig. 5. It
is worth to notice that choosing qd1 = 0, then the condition
x(qd) = 0 is satisfied.
c) Potential function: A simple choice for the virtual
potential is given by
U(q) = 1
2
kn
∥∥∥q − qd∥∥∥2 , (28)
Fig. 5: Desired configuration.
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Fig. 6: Energy function (continuous line) and desired value
(dashed line) without friction compensation obtained in the
experiment.
where kn = 40 Nm/rad. U(q) so defined is clearly positive
definite on the 1 - dimensional submanifold and with its
minimum at qd.
d) Results: Given the definition of x(q), the resulting
motion will be an oscillation similar to a handshake in which
the first shoulder joint works as limit cycle generator with
the elbow joint coupled to it, while the remaining ones will
keep the desired position.
In order to highlight the role of the friction compensation
the gain KH is set very low (KH = 5 s/rad2). Because of that
the convergence of the energy error is poor and, in case of
no compensation, the friction is the predominant effect and
no oscillation is achieved, although the robot is pushed three
times by the experimenter. The plot of the energy is shown
in Fig. 6, where the three high peaks correspond to the three
interactions between the robot and the experimenter. On the
other hand, using the friction compensation, the energy is
oscillating around the desired value after few seconds, as
shown in Fig. 7. In both cases the value of the desired energy
is Hd = 0.2 J.
The values of the gains used for the experiment are listed
in Table I.
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Fig. 7: Energy function (continuous line) and desired value
(dashed line) with friction compensation obtained in the
experiment.
e) Discussion: In Fig. 7 the energy oscillates around
its desired value, although convergence was theoretically
expected. Measurement noise, flexibility of the structure
and model uncertainties are a possible cause for this phe-
nomenon. We suppose that the mismatch between the real
model and the one used by the controller is the main reason
for the oscillations in the recorded signal. The behavior
can, in fact, be reproduced in simulation when using an
incorrect model for the controller and disappears when the
model is perfectly known, as it can be seen in Fig. 8. In the
simulation the robot starts with a higher deviation from the
submanifold compared to the experiment. This causes the big
overshoot7 in the plot, since the total kinetic energy is used
in the definition of H(q, q˙), but still a perfect convergence
is achieved. The friction model used is as in (26), where
the values of the parameters are unknown for the same
controller used for the experimental setup. This kind of
model uncertainty, as discussed in Section III-D, cannot be
handled by the current state of the controller. Nevertheless,
the experiment gives the opportunity to test the robustness of
the proposed approach. Although it was not formally shown,
the behavior results to be periodic even if the energy error
does not converge exactly to zero, showing that the effect of
the model uncertainty is a distortion of the expected attractive
closed orbit.
V. CONCLUSIONS
We have addressed the problem of generating attractive
closed orbits, for fully actuated robots. In order to cope with
friction always present in real systems, we have extended our
previous results using a combination of standard approaches
7During this phase the term proportional to the energy error is acting
like a damping, so no unexpected oscillations will be produced.
TABLE I: Gains used for one arm in the experiment.
Parameter Value Unit
κ 30 1/s
Qs 0.07 1/s
DS diag(32, 60, 50, 66, 51, 51) 1/s
Ks diag(5, 2.5, 2, 1.5, 1, 1) Nms/rad
P diag(10, . . . , 10, 1, . . . , 1) rad2/Nms2
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Fig. 8: Energy function (continuous line) and desired value
(dashed line) with friction compensation obtained in simula-
tion.
for uncertain models. Standard friction compensation tech-
niques cannot be applied directly if we want to keep the
design of the control law separated in two steps, as in
our previous work. The reason is that no interferences
between the two parts of the controller are allowed when
compensating the friction. The approach has been validated
in an experiment using the humanoid robot TORO, which
confirms the improvement in the performances compared to
our previous approach.
A possible scenario where to apply these concepts is
bipedal robotics, where often the goal is to obtain periodic
motion patterns. The hybrid nature of such systems sets
some challenges that need to be overcome before using
directly the results of this paper. Nevertheless, assuming a
simplified switching behavior of the dynamic equations and
step to step control strategies could allow to use a similar
approach for the contact phase of the robot. Such a topic
is currently under investigation. In particular, the use of
elastic actuators appears very appealing in these cases. In
the last years these actuators are spreading more and more,
because of the possibility to achieve higher performances and
improve the efficiency of actuation through the energy stored
in the springs. Therefore, using an energy based approach,
we expect to be able to exploit the benefits of such actuators,
for example replacing the virtual potential used in this work
with the real potential of the elastic elements.
Appendix
Let us consider the first order dynamic system
χ˙ = f (χ) , (29)
where χ ∈ X ⊂ Rm is the state of the system and f :
X → Rm is a Lebesgue measurable function. The equation is
understood in the sense of Filippov [28], i.e. (29) is replaced
by the equivalent differential inclusion obtained using its
convex regularization [28]. Existence of solutions can be
guaranteed with the notion of upper-continuity of set-valued
functions [28]. We denote with χ (t;χ0) the absolutely con-
tinuous solution satisfying the differential inclusion almost
everywhere, starting from χ0 and evaluated at the time instant
t, with χ
(0;χ0) = χ0.
Given a set Ω ⊂ X, the following definitions apply.
a) (Distance): d (χ,Ω) , miny∈Ω ∥∥∥χ − y∥∥∥
b) (Open ball): Bǫ (Ω) , {χ ∈ X | d (χ,Ω) < ǫ}
c) (Closed ball): ¯Bǫ (Ω) , {χ ∈ X | d (χ,Ω) ≤ ǫ}
d) (Sphere): S ǫ (Ω) , {χ ∈ X | d (χ,Ω) = ǫ}
e) (Conditional attractiveness): Ω is attractive condi-
tionally to A if Ω ⊂ A and ∃ δ > 0 such that ∀χ0 ∈
Bδ (Ω) ∩A ⇒ limt→∞ d (χ (t;χ0) ,Ω) = 0
Lemma 1 ( [29]): Let Ł+ be the positive limit set (ω -
limit set) of a bounded solution of a dynamical system. Given
some technical assumptions [29], a C1 scalar function of the
state W such that ˙W ≥ 0 along the flow of the system and
indicating with E the set where ˙W = 0, then Ł+ and E
have nonempty intersection. Moreover if Ł+ does not reduce
to a single point, then Ł+ ∩ E does not contain any stable
equilibrium point.
Lemma 2 ( [30]): If a solution χ(t;χ0) of (29) is bounded
and belongs to X for t ≥ 0, then its positive limit set Ł+
is a nonempty, compact, invariant set. Moreover, χ(t;χ0)
approaches Ł+ as t → ∞.
Theorem 2 (Convergence with semidefinite functions):
Let Ω be an invariant set for (29), and let V(χ) be a
differentiable function defined in Bν(Ω) ⊂ X such that
V(χ) ≥ 0 ∀χ ∈ Bν(Ω), V(Ω) = 0 and ˙V(χ) ≤ 0 ∀χ ∈ Bν(Ω).
If Ω is attractive conditionally to the largest positively
invariant set M within E =
{
χ ∈ Bν(Ω) | ˙V(χ) = 0
}
and the
solutions are bounded, then Ω is attractive.
Proof: Let α = minχ∈S ν(Ω)V(χ) , α > 0, and take
β such that 0 < β < α, Ωβ =
{
χ ∈ Bν(Ω) | V(χ) ≤ β}.
Since Ωβ is a compact positively invariant set, by virtue of
LaSalle’s invariance theorem then every solution starting in
Ωβ approaches M as t → ∞. Since the solutions are bounded,
then ∃ δ = δ(χ0) > 0 such that χ(t;χ0) ∈ Bδ (Ω), ∀t ≥ 0.
Using Lemma 2, the positive limit set Ł+ is such that Ł+ ∈
Bδ(Ω) ∩M. Additionally, since Ω is attractive conditionally
to M, then limt→∞ d(χ(t;χ0),Ω) = 0 if χ0 ∈ Bδ(Ω)∩M. Now
let us assume by contradiction that Ł+ is not Ω. Choosing
χ0 = y ∈ Ł+ , Ω we reach a contradiction.
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