described, including additional terms due to vaporization and compressibility.
First, validation cases without phase change such as a gas-water shock tube and an oscillating water column configuration have been performed. Concerning the first case, obtained results suggests that the method is able to capture accurately the shock wave characteristics. For the second case, a reference solution is computed and compared with DNS results, showing the method accuracy and convergence.
Finally, a two-phase Homogeneous Isotropic Turbulence with compressibility and phase change is investigated. Contrary to previous works, the vaporization process has an impact on the flows dynamics. The effects of the vaporization on the gas density is illustrated and compared with a reference solution for a constant vaporization rate. Great agreement is obtained between DNS results and the reference solution. The mass balance between total mass, gas and liquid mass is also shown and demonstrates the efficiency of the CLSVOF interface capturing method regarding mass conservation, even in a turbulent atomization context.
Introduction
Compressible or weakly compressible liquid-gas flows occur in many fields such as liquid fuel injection, plunging waves, cavitation, sloshing, drowning damaged nuclear reactor, phase change heat transfer, pipeline of two-phase flows, etc. Liquid-gas flows has a direct impact on gas emissions (atomization in com-5 bustion engines), industrial process efficiency (heat exchanger) or coastal engineering (breaking wave). Most numerical simulations dedicated to the aforementioned applications use an incompressible formalism, which does not take into account the compressibility effects and density variation among each phase.
However, compressibility can have a significant effect in a wide range of con-10 figuration, from liquid jet injection (cavitation inside an injector) to breaking wave configuration (impact of the entrained air or bubbles). Indeed, vapor production or cavitation inside an injector generate a creation of volume (non-zero divergence of the velocity field) incompatible with the standard incompressible hypothesis used mainly in liquid-gas flows simulations. In the framework 15 of violent impact of two-phase flows as for example in an impinging liquid jet or a wave breaking process, it is well known that the presence of bubbles or entrained air close to the wall/structure has important consequences on both the flow, the structure and even the environment through the propagation of sound. In the framework of marine energy development, it has been shown that 20 the violent expansion/compression of the gas due to acoustic wave propagation, which can also develop in shock waves in most dramatic cases, has a strong impact on the incoming wave (See Bredmose et al. (2015) ; Ma et al. (2016) ; Hu et al. (2017) ; Chuang et al. (2017) ). Indeed, the breaking wave forces yield the highest hydrodynamic loads on substructures in shallow water, particularly 25 plunging breaking waves. For example, the estimation of the wave impact force (load and pressure) is important in order to design offshore wind turbines substructures. Concerning liquid jet injection, linear stability analysis has shown 2 that the gas Mach number has a dramatic impact on the growing rate of the instability and the wavelength of the most unstable wave (Zhou and Lin, 1992; 30 Funada et al., 2006; Tharakan and Ramamurthi, 2010) . This demonstrates the crucial importance of considering the compressibility effects.
The use of a compressible, variable-density solver is also mandatory to describe phase change in complex configurations such as liquid jet injection or breaking waves. Handling phase change in numerous gas inclusion, each pos-35 sessing their own gas density evolution and thermodynamic pressure, is not straightforward. In our previous works, the phase change description was based on an incompressible solver : first by using a passive scalar to focus on the mixing process (Duret et al., 2012) , then by computing the evaporation rate based on temperature and species equations, allowing to evaluate the velocity jump 40 condition and gas dilatation Duret et al., 2014) . The latter formulation is encouraging but is not suitable with the presence of multiple gas inclusions or in a confined environment, since the gas and vapour density remains constant in that formalism.
The main objective of this article is to break a scientific barrier concerning 45 the numerical simulation of compressible liquid-gas flows. Indeed, the majority of accurate numerical methods used in two-phase flows simulation with interface tracking/capturing method can be categorized in two families: incompressible (for instance Ménard et al. (2007) ) or compressible method (Kuila et al., 2015) .
Very different formalism are used to solve the governing equations (Poisson 50 solver versus Riemann solver) and only few collaborations exist between the "incompressible" and the "compressible" communities. The drawback of these methods is their inability to capture accurately and smoothly two-phase flows with a wide evolution of the compressibility effects, from (very) low Mach number to high Mach number.
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This issue was solved in the case of single phase flows or reacting flows with the low Mach approach (reviewed in Schochet (2005) ), which has been used to represent the expansion/compression of gas and density variations. However, this kind of approach is not straightforward in the context of two-phase flows.
3
The existence of inclusions (bubbles) of gas inside a liquid imposes a complex 60 way to take into account the gas density variation inside each inclusion. Indeed, the thermodynamic pressure difference in each inclusion make the equation difficult to solve with a one-field approach (See Daru et al. (2010) ). A solution is to account for the density variation by integrating the incoming fluxes on the boundary of the bubble, or use an extension to take into account the jump of 65 thermodynamics pressure. Nevertheless, gas inclusions and their surface have to be tracked to properly estimate the mean density variation. It means that it will be impossible to simulate realistic large scale configurations with numerous gas inclusions because of the computational cost involved.
Moreover, most numerical methods in the literature does not take into ac-70 count all physical phenomena that can be encountered in two-phase flows: compressibility, interface deformation/breakup, viscosity, surface tension and discontinuities at the interface. For example, the recent 2D study of Bredmose et al. (2015) admits the need to smear out the liquid-gas interface, which has a negative impact on the wave propagation from air to water, and also modeled 75 the compressible gas by considering an homogeneous mixture of incompressible liquid and ideal gas as a first approach. Another example is the diffuse interface method (Saurel and Abgrall (1999) In regards to atomization processes, most DNS/LES studies are considered incompressible, despite the fact that the initial injection velocity can be close or higher than the celerity of sound in the gas phase. For instance, in the Engine Combustion network injector called "Spray A" (Knudsen et al. (2017) illustrates the need of new and original numerical developments to fully resolve both phases and also acoustic effects.
Some attempts has been made to solve these specifics issues. The early pioneering work of Harlow and Amsden (1971) paved the way for the so-called "pressure-based" methods. In their work, they used an ICE (Implicit Con- In the following part of this work, the constitutive equations and numerical procedures are first described without phase change. Next, validations cases such as a gas-water shock tube and an oscillating water column configuration illustrates the accuracy and robustness of the method. Finally, the potential of 140 the method is shown by studying the impact of compressibility and dilatation induced by a vaporization source term in the pressure and VOF equation in the two-phase flow Homogeneous Isotropic Turbulence (HIT) configuration.
Governing Equations
The joint LS/VOF method is coupled with a projection method to carry out the Direct Numerical Simulations of compressible Navier-Stokes equations :
with ρ, the density ; u, the velocity ; P , the pressure ; µ, the dynamic 145 viscosity ; = 1 2 ∇ u + ∇ u t , the strain rate tensor ; ζ, the second viscosity ;
f , the force of volume by unit of mass andĪ, the identity matrix. Here, both liquid and gas are considered as compressible. On the interface, surface tension is taken into account by considering the variables jump across the liquid/gas interface :
with σ, the surface tension ; κ, the total curvature ; n, the normal to the interface ;τ , the viscous strain tensor defined byτ = 2µ + ζ − Eq.1 is closed by two equations of state (EOS) for each phase. For the liquid, a Tait equation has been used. Concerning the gas phase, an ideal gas and an 155 isentropic process have been considered (Laplace's law) :
The g and l indexes denote the gas and the liquid, respectively ; γ represents the adiabatic index ; P 0 , a reference pressure ; ρ 0 , a reference density ; C γ , a constant depending on the initial condition of the ideal gas studied and B, a constant depending on the bulk modulus of the considered fluid. 
Numerical Methods

Interface capturing method
The interface is solved using a CLSVOF algorithm. This method allows an accurate representation of the interface with the Level Set function and the mass conservation with the VOF method. The general algorithm can be 165 found in Ménard et al. (2007) . However, in this work an additional term due to compressibility has to be taken into account in the liquid volume fraction equation. The new formulation of this equation is :
with α l , the liquid volume fraction and D, a term representing the fluid compressibility and defined by
where D Dt is the material derivative. Eq.4 is derived from the continuity equation of Eq.1 by considering ρ = α l ρ l + α g ρ g and α g = 1 − α l . Contrary to most 170 studies using the CLSVOF framework, here the pressure P and the densities ρ l and ρ g are local variables. In the incompressible CLSVOF algorithm, the liquid volume fraction and Level Set transport equations have the same formulation and are split in the three space directions. For the sake of clarity, only the VOF transport equation is shown below :
Then, a final equation couples the three directions. To be coherent with the Level Set equation that has no additional term in compressible formulation, the compressibility term D of Eq.4 is only added in the final equation and Eq.6 is solved following the incompressible formalism of Ménard et al. (2007) . The α l (1 − α l ) D term in Eq.4 is implicited in two ways according to the sign of D :
A reinitialization step of the Level Set function is performed at each time step, similar to previous works done in the incompressible framework Ménard et al., 2007) . All the geometrical informations of the interface are obtained with the Level Set function φ. The curvature κ is calculated by κ = ∇. n with n = ∇φ/| ∇φ|, the normal to the interface. 
Projection method
Then, to compute velocity and pressure, the momentum equation of Eq.1 is solved using a projection method adapted to compressible formulation. This method allows to decouple velocity and pressure. An intermediate velocity is first calculated without the pressure term − ∇P and the surface tension term : Then, the momentum equation is discretized in the following way by using the intermediate velocity obtained previously.
By applying the divergence operator to Eq.9, an Helmholtz equation for the pressure is obtained (Eq.10). Contrary to the projection method used in incom-210 pressible solvers, the divergence of the velocity is no longer zero. Further details regarding the development of the pressure equation are available in Appendix A.
with c l and c g , respectively the sound speed for liquid and gas. The ∇. u * term is solved with a second order centered scheme and u. ∇P , with a fifth order 215 WENO scheme (Shu, 1997) . A Ghost Fluid Method (GFM) is used to apply the pressure jump due to surface tension forces . The advantage of the GFM is a more realistic representation of the interface (sharp, infinitely thin) : jump conditions are directly added at the interface position through a local modification of the numerical scheme. The distance of the 220 interface is provided by the Level Set function. The final velocity is computed by Eq.9 using a second order centered scheme for the pressure gradient. A second order predictor-corrector Runge Kutta scheme have been used for temporal integration. Finally, the density and sound speed for liquid and gas and the total density are updated with the EOS Eq.3. The compressibility term D used 225 in Eq.4 is solved to be coherent with the pressure term :
Concerning the time step calculation, a CFL condition similar to the one used by Kang et al. (2000) is used. Thanks to the implicit resolution of the acoustics terms in the pressure equation, the CFL condition is the same used for incompressible two-phase flows DNS. Consequently, the time step is larger 230 than the one obtained with an acoustic CFL based on the sound speed. For CF L = 1, the CFL condition can be written as :
with C cf l = 
Results
235
Gas-water shock tube
This validation case is an underwater explosion configuration, based on the case III-A shown in Hu and Khoo (2004) . Bubbles are generated by the explosion, and then expands quickly into water. A shock wave develops into the water and a rarefaction wave is reflected back into the explosive bubble. This 
Oscillating water column configuration
In order to validate the method, an oscillating water column test case has been realized (See Figure 3) . It consists in the oscillation of a water column 
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The mass conservation expressed with the flow rate conservation gives :
with S, a plane surface at a given position x ; R, the first gas-liquid interface position ; ρ l the liquid density and u, the velocity of the liquid in x direction.
By considering the liquid incompressible, we have :
So the velocity in the liquid is only a function of time. Then, the momentum 
By injecting Eq.14 in Eq.15, we obtain :
Finally, by integrating Eq.16 between the position of the first interface gasliquid R 1 and the position of the second interface R 2 , the equation for the evolution of the first interface position in function of time is obtained :
with L = R 2 − R 1 = cst, the liquid length. The pressures in R 1 and R 2 are obtained with an equation of state. Then, the velocity is calculated with Eq.14. No analytical solution was found but a reference solution can be easily computed. It is worth mentioning that the reference solution is considering no 13 pressure fluctuation (Incompressible hypothesis), which is not the case of the 275 numerical method presented here. Consequently, slight differences should be observed on the results when comparing both approaches. The initial values for density and pressure are referenced in Table 1 By using a CF L = 0.01 condition, namely a time step about 10 times greater than the one obtained with the acoustic CF L, a convergence is also observed both for velocity ( Figure 7 ) and mass conservation (Figure 8 ). For the velocity, The relative errors for the different meshes are shown in Table 2 for the first maximum for the velocity and for the frequency calculated between the two first 310 maximum of velocity. In all cases, the relative error decreases by refining the mesh, illustrating the method accuracy and convergence. 
HIT configuration with phase change
Similarly to Duret et al. (2012) , the idea is to investigate the influence of the 315 vaporization process inside the two phase flows HIT, but this time the impact of vaporization on the flow dynamic (pressure, velocity) is considered. Contrary to the study of Duret et al. (2012) that used a passive scalar to represent the vaporization and mixing process, in this work a vaporization source term is directly introduced in the continuity and pressure equation. Consequently, the 320 gas density will increase due to the vaporization process.
Representation of the evaporation process
In this configuration, phase change is considered. By splitting the continuity equation in Eq.1 into a liquid density equation and a gas density equation (Eq.18), a mass source term is introduced : 
By adding these two equations, the divergence of velocity is obtained :
Finally, by adding and deducting α l ∇. u in the liquid volume fraction equa-330 tion and replacing the different terms by their expression, the liquid volume fraction equation containing phase change is expressed as followed :
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The pressure equation is also modified when phase change occurs :
The new term in the pressure equation (Eq.22) comes from the new formulation of the divergence of velocity. quently, the gas density is increased locally by the additional source term in the pressure equation, this can only be achieved by using a compressible or weakly-compressible formalism such as the one presented in this work. Moreover, the liquid-gas interface is directly influenced by the vaporization process through the VOF equation, meaning that the liquid mass diminishes, the gas 350 mass increases and the total mass is conserved.
Results
Similarly to the incompressible HIT configuration presented in previous works, many breakup and coalescence events are observed (See Figure 9 ). Since the Mach number is very low in both phases, compressible effects are negligible : 355 the gas density remains constant during the computation without evaporation. However, if phase change is considered, the gas density increases with time and a dilatation (Stefan flow) is generated close to the interface.
On Figure 10 , the evolution of the mean gas density is represented. As expected, the density remains constant if no evaporation occurs and increases if 360 the mass source term is not zero. Even ifṁ is constant, the profile of the density is not linear because the surface quantity is not constant during the process.
Consequently, the number of cells containing an interface varies. However, it is still possible to predict the gas density variation 11, where the mass of liquid is decreasing while the mass of gas is increasing with time. By adding these two masses, the total mass is estimated. The difference between the initial total mass and the final total mass obtained at the end of the computation is less than 0.2%. This demonstrates the excellent mass conservation provided by the CLSVOF interface capturing method and 375 the accurate computation of the mass transfer between liquid and gas phase due to vaporization.
Conclusion
A pressure based method is developed for low Mach number two-phase flows applications. The use of a projection method to decouple pressure and velocity 380 allows a greater time step than the one imposed by the acoustic CFL condition.
Indeed, the acoustic terms are solved implicitly in the pressure equation. This formalism takes into account the local variation of density in both phase due to compressibility and with (or without) phase change.
Besides, the Navier-Stokes equations are coupled with a CLSVOF method to Further works will be dedicated on coupling the vaporization rate to the species and energy equation in this compressible framework.
