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Introdution
Depuis une dizaine d'années, l'utilisation des systèmes dynamiques disrets pour modéliser
les phénomènes naturels omplexes est de plus en plus fréquente. Plutt que d'approximer les
solutions à un problème ontinu (équations diérentielles), on préfère désormais disrétiser e
problème. La puissane des ordinateurs atuels permet d'eetuer des simulations prohes de
la réalité, ave très peu de perte d'information. Parallèlement à ela, es modèles sont dénis
de manière simple et sont bien formalisés mathématiquement, e qui failite leur étude. Les
résultats présentés dans ette thèse s'insrivent dans le adre de l'étude formelle de tels sys-
tèmes. Plus préisément, ils onernent des systèmes dynamiques disrets obéissant à la notion
de Self-Organized Critiality (SOC [3℄). Il s'agit de systèmes dynamiques qui évoluent jusqu'à
atteindre un état stable (ou point xe), appelé  état ritique . Si une pertubation quelonque,
même faible, vient modier et état ritique, il se produit alors une réorganisation du système
arbitrairement importante. Ensuite, le système évolue vers un nouvel état ritique.
Ce phénomène se retrouve dans un grand nombre de systèmes naturels (voir [49℄ par exemple).
Le Chip Firing Game (CFG [46℄) est l'une des ses toutes premières formalisations en tant que
système dynamique disret. Un CFG est un graphe orienté dont haque sommet v est assoié à
un nombre de jetons cv et à un seuil δv. Si cv > δv, alors v  perd  δv jetons qui sont répartis
équitablement entre les sv suesseurs de v (on pose en général δv = sv an de ne pas avoir à
frationner les jetons). Si un tel système a onvergé vers un état stable et que l'on ajoute des
jetons à un des sommets, eux-i vont alors se répartir dans le graphe en un nombre indéterminé
d'étapes.
Le modèle de pile de sable qui sert de point de départ à notre étude est un exemple partiulier
de CFG et s'appelle Sand Pile Model (SPM [3, 27℄). Pour SPM, le graphe est linéaire, tous les
sommets ont deux voisins qui sont à la fois suesseurs et prédéesseurs. Pour haque sommet
v, δv = 2. Chaque sommet du graphe peut être vu omme une  olonne  de grains, le nombre
de jetons du sommet orrespondant à la diérene entre le nombre de grains de la olonne et
elui de sa voisine de droite (voir gure 1). En pratique, lorsque la diérene de grains vaut
2 ou plus, la olonne de gauhe perd un grain qui va sur sa voisine de droite : on dit qu'il y
a avalanhe. Ce modèle, réé à l'origine pour modéliser la formation des piles de sables ([3℄),
se retrouve également dans la théorie des partitions d'entiers ([7℄). Il illustre parfaitement le
phénomène SOC, ar si l'on ajoute un grain à une pile de sable stable, elui-i va provoquer un
nombre variable d'avalanhes avant que la pile ne se stabilise à nouveau.
Le modèle SPM et ses variantes ont donné lieu à de nombreux travaux [7, 27, 44, 17, 42, 41,
43, 13, 39, 40, 14, 15, 30, 29, 28℄. Parmi es variantes, itons l'ensemble de modèles IPM(k) (Ie
Pile Model [29℄). Dans e as, on ajoute la possibilité que les grains  glissent  sur des plateaux
de taille stritement inférieure à k. Remarquons que SPM est égal à IPM(1). Une autre variante
intéressante de es modèles, moins étudiée ependant (voir quand même [27, 22℄), onerne le
as où tous les grains se déplaent en même temps, on appelle ela le mode parallèle. En termes
1
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SPM
CFG
1 3 0 2 1 1
Fig. 1  Relation entre CFG et SPM. Les poids des sommets du CFG orrespondent aux dif-
férenes de hauteur entre deux olonnes suessives de SPM. La ase grisée est elle qui est
modiée.
de CFG, ela veut dire que tous les sommets v tels que cv > δv perdent leurs δv grains pendant
le même pas de temps. Cela rend le modèle déterministe, ar il n'y a plus à hoisir quel sommet
faire évoluer en premier, et plus réaliste. En eet, dans la nature, les grains d'une pile de sable
tombent dès que la pente de la pile le leur permet, sans attendre leur tour.
La dynamique des modèles de piles de sable SPM et IPM(k) est bien onnue [27, 22, 43,
39, 40, 30, 29, 28℄. On sait que le système a une dynamique de type point xe, 'est-à-dire qu'il
atteint toujours un état stable. On peut dénir le graphe des orbites omme le graphe orienté
dont les sommets sont les piles de sables aessibles, et où une pile est le suesseur d'une autre
si elle peut être obtenue de la première à l'aide d'une avalanhe. À partir d'une olonne unique
de grains, e graphe forme un treillis. Les treillis représentent des ordres partiels [4℄, dans notre
as ils permettent de montrer que l'état stable d'une pile de sable est unique, quel que soit
l'ordre dans lequel sont eetuées les avalanhes. On onnaît également le nombre d'itérations
néessaires pour obtenir et état stable à partir d'une onguration initiale où tous les grains
sont groupés dans la même olonne.
L'objetif prinipal de ette thèse était d'étendre es résultats, selon deux diretions prin-
ipales. Dans un premier temps, nous avons essayé de généraliser l'étude des piles de sable en
partant des modèles existants. Dans un seond temps, nous introduisons un nouveau modèle, les
automates de sable dont l'intérêt est double : ils unient tous les modèles loaux de piles de sable
en un seul, et à l'aide d'un adre formel solide ils simplient l'étude générale de leur dynamique.
Dans une première partie intitulée  piles de sable , nous réapitulons tous nos résultats
onernant la généralisation des piles de sable. Après avoir rappelé brièvement les dénitions,
notations et résultats que nous utilisons, nous étudions un algorithme permettant de aluler
rapidement le point xe d'une pile de sable quelonque, où les grains ne sont pas néessairement
onentrés dans une seule olonne. Il est impossible de trouver une formule lose pour dérire le
point xe dans le as général, notre algorithme eetue le alul en temps O(l ·min(n, l)) (n est le
nombre de grains de la pile initiale, l est sa longueur). Le prinipe de base de et algorithme est le
suivant : la pile initiale est divisée en sous-piles pour lesquelles les formules onnues s'appliquent ;
puis, à l'aide de fusions suessives, le point xe nal est onstruit pas à pas. Nous montrons
également que même en partant d'une onguration initiale quelonque, le graphe des orbites
est enore un treillis pour tous les modèles IPM(k)  don, en partiulier, pour SPM.
Cette partie se termine sur l'introdution d'un nouveau modèle de piles de sable, Symmetri
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Sand Pile Model (SSPM). Ce modèle vise à rendre la simulation des piles de sable plus réaliste
en permettant aux grains de tomber selon plusieurs diretions, et non une seule omme les
préédents. Nous dénissons SSPM par les règles suivantes : un grain peut tomber vers la gauhe
si la diérene de hauteur entre sa olonne et sa voisine de gauhe exède 2, de même si la
diérene vers la droite est supérieure ou égale à 2 un grain peut se déplaer vers la droite. Ce
modèle n'est évidemment pas déterministe, ar un même grain peut parfois se déplaer à la fois
vers la gauhe et vers la droite. Le graphe des orbites n'est don plus un treillis ; ependant il
onserve une struture simple. Nous montrons que dans le as d'une pile initiale de n grains
répartis sur une seule olonne, tous les sommets du graphe des orbites peuvent être aratérisés
formellement. De plus on montre qu'il y a toujours exatement ⌊√n⌋ points xes. Ce résultat
surprenant ouvre la voie à une nouvelle étude des piles de sable multi-diretionnelles et multi-
dimensionnelles. Nous onluons en évaluant le temps néessaire pour obtenir l'un de es points
xes, e temps est du même ordre de grandeur que elui obtenu pour SPM. L'ajout d'une
diretion nous permet don un grain important en termes de  réalisme , sans perte d'eaité
omputationnelle.
Dans la seonde partie, nous introduisons les  automates de sable  [8℄. Ce système dyna-
mique disret est déni de manière semblable aux automates ellulaires [37℄. Il agit sur une grille
disrète Z
d
, à l'aide d'une table de transition nie (la règle loale). Chaque point de la ongu-
ration évolue en fontion de son voisinage. Pour simuler les diérents modèles de piles de sable,
il sut ainsi d'entrer la table de transition orrespondante. Remarquons que les automates de
sable ont un fontionnement synhrone (tous les points sont transformés en même temps), 'est
don le mode parallèle de es modèles qui est simulé.
Nous ommençons par introduire une topologie assoiée à l'espae des ongurations. Ave
ette topologie, l'espae a des propriétés fortes qui nous aident dans notre étude. Par exemple,
sans être ompat, il est loalement ompat et don omplet. Nous rappelons que les automates
de sable sont exatement les fontions ontinues de et espae dans lui-même qui présentent les
propriétés suivantes : invariane horizontale et vertiale (i.e. l'automate ommute ave les déa-
lages horizontaux et vertiaux), onservation des innis (une valeur innie n'est pas modiée).
Ce modèle bénéie d'un formalisme mathématique qui permet d'obtenir des résultats plus gé-
néraux que eux obtenus ave des méthodes algébriques et ombinatoires pour les piles de sable.
Enn, nous verrons que les automates de sable sont aussi puissants que les mahines de Turing,
puisqu'ils sont apables de simuler les automates ellulaires.
Dans un seond temps, on s'intéresse à la dynamique des automate de sable. Nous étudions des
propriétés lassiques de la théorie du haos déterministe, telles que la surjetivité et l'injetivité
des automates, en montrant les relations existant entre elles. Puis, nous ontinuons ave des
propriétés dynamiques fortes : la onservation des grains et l'ultime périodiité. Nous herhons
à identier les automates de sable dont la dynamique s'approhe de elles des piles de sable réelles,
la notion de onservation de grains est don très importante : un automate onserve les grains si
entre deux pas de temps le nombre total de grains de la onguration n'est pas modié, i.e. il n'y
a eu que des déplaements, pas de destrution ni de réation de grains. De même, le fait de savoir
à l'avane si le omportement d'un automate va se stabiliser (omplètement, ou simplement de
manière périodique) est important pour isoler les automates donnant lieu à des avalanhes sans
n. Ces automates sont dits ultimement stables lorsque les ongurations n'évoluent plus au bout
d'un ertain temps, ou ultimement périodiques lorsque leur omportement devient périodique.
Nous montrons qu'il est possible de déider si un automate de sable donné onserve les grains,
mais également qu'il est impossible de déider si un automate de sable est ultimement stable ou
ultimement périodique. Les résultats de e hapitre ne font que onrmer la omplexité de la
3
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dynamique des automates de sable, aussi variée qu'imprévisible.
Pour terminer, nous onluons ave de nouvelles perspetives de reherhe pour étendre les
résultats présentés dans ette thèse. D'une part, nous proposons plusieurs pistes pour ompléter
nos résultats : extensions du modèle SSPM, autres propriétés dynamiques des automates de sable,
et. D'autre part, nous introduisons des perspetives nouvelles et originales onernant diérents
aspets de es travaux. Nous pourrions par exemple reherher de nouveaux modèles de piles de
sable en modiant les hypothèses de départ, par exemple en hangeant la struture du support,
pour obtenir des résultats enore plus réalistes. Mais surtout, les automates de sable sont un
système omplexe entièrement nouveau, et pour simplier et larier leur étude une lassiation
des automates selon leur omportement serait utile. Il serait alors intéressant de voir dans quelle
lasse se trouveraient les automates onservateurs de grains ou ultimement périodiques, et les
modèles de piles de sable en général. Un autre aspet de es systèmes qui mériterait d'être traité
est leur puissane en termes de alul. Que peuvent aluler les automates de sable, et à quelle
vitesse ? Cette thèse s'eore de démontrer que e système dynamique disret est original pour
sa dynamique, il l'est ertainement dans ses apaités omputationnelles.
4
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Dans ette partie de la thèse nous présentons les travaux eetués dans le adre des piles
de sable. Nous appelons piles de sable les états obtenus à partir des modèles SPM (Sand Pile
Model [3, 27, 29, 30℄) et IPM(k) (Ie Pile Model [7, 29℄). Ces modèles sont utilisés notamment
pour simuler la formation des tas de sable, après une avalanhe de grains ou n'importe quelle autre
perturbation du tas, selon le prinipe des systèmes SOC (Self-Organized Critiality [3℄) : à partir
d'une onguration initiale quelonque, le système évolue jusqu'à atteindre un  état ritique .
Toute perturbation de et état ritique entraîne une réorganisation omplète du système, jusqu'à
obtenir un nouvel état ritique. Les piles de sable illustrent parfaitement e phénomène, en
eet, haque tas de sable  stable  est modié si de nouveaux grains arrivent ou si d'autres
disparaissent.
Les diérents modèles étudiés onsistent en un tas de sable initial disrétisé, dans lequel
haque grain est représenté par un arré dans une grille à 2 dimensions, et en deux règles loales
très simples. Une règle vertiale déplae les grains vertialement (ils tombent) lorsqu'il y a un
trou, et une règle horizontale leur permet de glisser sur des plateaux. Tout ei est formalisé dans
la partie 1.1 pour les modèles SPM et IPM(k). Ces modèles ont été partiulièrement étudiés [7, 27,
44, 17, 42, 41, 43, 15℄, et leur omportement bien identié [39, 40, 30, 29, 28℄. On sait notamment
qu'il existe un unique état ritique (ou état stable, ou enore de manière impropre, point xe) que
l'on peut dérire ; on onnaît également les états transitoires et le nombre d'itérations néessaires
à l'obtention du point xe, et. (voir partie 1.2).
Le problème prinipal de es modèles est leur manque de généralité. D'une part, les seules
ongurations initiales onsidérées sont les ongurations dont tous les grains sont onentrés
dans une seule olonne, d'autre part es modèles sont uni-diretionnels, uni-dimensionnels, et
le passage aux dimensions supérieures n'est pas immédiat. Le premier problème est traité dans
le hapitre 2, où l'on onsidère des ongurations initiales quelonques. Pour e qui est de la
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généralisation des modèles eux-mêmes et du passage aux dimensions supérieures, une étude de
modèles symétriques est faite dans le hapitre 3. Le hapitre ourant se ontente de dénir les
notions néessaires au travail sur les piles de sable, puis eetue un petit réapitulatif des résultats
onnus.
1.1 Dénitions
1.1.1 Piles de sable
Une pile de sable (ou onguration) de longueur l est une suite nie d'entiers positifs c =
(c1, c2, . . . , cl). Chaque ci est appelé olonne de c. Le nombre n =
∑l
i=1 ci est le nombre de grains
de la pile. Soit C = ∪k∈N∗(N)k l'ensemble des ongurations sur N.
Étant donnée une pile de sable c = (c1, . . . , cl), on dit que c ontient un plateau (ci, . . . , cj)
à la position i si ch = ch+1 pour tout i 6 h < j. Le nombre k = j − i + 1 est la longueur du
plateau, et p = ci est sa hauteur, il est alors noté p
[k]
. La onguration c ontient une falaise
(ci, ci+1) à la position i si ci > ci+1 + 2.
On représente de manière naturelle une pile de sable (c1, . . . , cl) sur une grille bi-dimension-
nelle, où ci est le nombre de grains de la i
e
olonne représenté par ci ases vertiales sur la grille
(gure 2). Ce dessin est appelé diagramme de Ferrers dans la théorie des partitions [2℄.
PSfrag replaements
c1 c2 c3 c4 c5 c6
Fig. 2  Représentation graphique de la onguration (6, 2, 0, 1, 3, 3). Elle ontient trois falaises
(c1, c2), (c2, c3) et (c6, c7), et un plateau en (c5, c6).
1.1.2 Systèmes de piles de sable
Un système de piles de sable (parfois appelé modèle) est un ensemble ni de règles qui vont
agir sur les ongurations et les transformer. Le plus onnu est SPM (Sand Pile Model), introduit
dans [3, 27℄. SPM onsiste en une règle loale unique, la règle vertiale : s'il y a une falaise, alors
un grain tombe de la olonne de gauhe sur sa voisine de droite.
Formellement, si pour une onguration c = (c1, . . . , cl) il existe un i tel que ci − ci+1 > 2
(voir gure 3), c peut évoluer en c′ déni par :


c′i = ci − 1
c′i+1 = ci+1 + 1
c′j = cj pour j 6∈ {i, i + 1} .
Dans ette partie, SPM est appliqué à des ongurations initiales qui ontiennent n grains
dans la première olonne et rien ailleurs, en d'autres termes elles sont de type (n).
SPM peut être généralisé par l'ensemble de modèles L(θ), θ ∈ N∗, dénis dans [43℄. Les
modèles L(θ) possèdent la même règle vertiale, mais elle-i ne peut être appliquée que lorsque
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Fig. 3  Règle vertiale de SPM pour une falaise de hauteur 4.
ci− ci+1 > θ (don SPM est L(1)). Comme nous nous intéressons exlusivement à la dynamique
des systèmes, es modèles n'apportent rien de plus que SPM et nous ne les traitons pas.
L'autre système qui nous intéresse est l'ensemble des modèles IPM(k) (Ie Pile Model, in-
troduits dans [7, 29℄), pour k ∈ N∗. Ils possèdent la règle vertiale de SPM ainsi qu'une règle
horizontale qui permet aux grains de  glisser  sur un plateau de longueur inférieure à k. In-
tuitivement, alors que SPM et L(θ) modélisent les tas de sable se stabilisant sur une pente de
45° ou plus, les modèles IPM(k) permettent d'obtenir des tas de pentes inférieures. Là aussi, la
onguration initiale est réduite à une unique olonne de n grains.
Si pour une onguration c = (c1, . . . , cl), il existe i 6 j tels que
ci = ci+1 + 1 = ci+2 + 1 = · · · = cj + 1 = cj+1 + 2 ,
ave j − i < k (illustré gure 4), alors c peut évoluer en c′ déni par :

c′i = ci − 1
c′j+1 = cj+1 + 1
c′h = ch pour h 6∈ {i, j + 1} .
Fig. 4  Règle horizontale de IPM(k) sur un plateau de longueur 3.
Plus k est important, plus les grains peuvent glisser loin. En partiulier, SPM est exatement
le modèle IPM(1). Selon les as, SPM est traité omme un as partiulier de IPM(k) ou omme
une première étape. En eet, les résultats sont souvent plus simples à exprimer et à prouver pour
SPM, et sont don un bon point de départ à l'étude plus générale de IPM(k).
On peut également dénir le modèle IPM(∞), que nous n'utilisons pas ar il n'est pas déni
de manière loale (il faut pouvoir onnaître un nombre non borné de valeurs pour déider quoi
faire). C'est lui qui a été réé par Brylawski [7℄ ave la notation LB, à l'origine pour étudier les
partitions d'entiers [2, 31℄ : étant donné un entier n ∈ N, l'ensemble des partitions de n en entiers
plus petits orrespond exatement à l'ensemble des ongurations obtenues par IPM(∞) = LB.
1.1.3 Graphe des orbites
Une fois le modèle déni, il y a plusieurs façons de faire fontionner le système. En mode
séquentiel (ou asynhrone), un seul grain se déplae à la fois, et quand il y a plusieurs possibilités
on hoisit n'importe laquelle. Le modèle n'est don pas déterministe, mais on verra que e n'est
pas très important. En mode parallèle (ou synhrone), tous les grains pouvant tomber le font
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en même temps, e qui lève les ambiguïtés. Curieusement, bien que le mode parallèle soit plus
réaliste, il a été moins étudié que le séquentiel.
Le système évolue don selon l'un des deux modes, à partir de la onguration initiale jusqu'à
obtenir un point xe (ou état stable), 'est-à-dire une onguration n'ayant plus auune falaise.
Une suite de ongurations (ci)i∈[0,t] est appelée une orbite de la onguration initiale c
0
si
pour tout i ∈ [0, t − 1], ci+1 peut être obtenue à partir de ci en appliquant une des règles du
système.
L'ensemble des orbites de même onguration initiale c peut se représenter par le graphe
des orbites de c, noté Gc = 〈V,E〉. L'ensemble des sommets V est l'ensemble des ongurations
appartenant à une orbite de c, et (c1, c2) ∈ E (ave E ⊆ V × V) si et seulement si c2 peut être
obtenue en appliquant une des règles du système quelque part dans c1.
Les gures 5 illustrent les graphes des orbites de la onguration (7) pour le système IPM(3)
(glissement sur des plateaux de longueur au plus 2). Les grains en gris foné sont eux qui sont
suseptibles de se déplaer ; sur la gure 5(a) qui représente le mode séquentiel, un seul se déplae
à la fois ; sur la gure 5(b) représentant le mode parallèle, tous tombent en même temps.
(a) En mode séquentiel.
(b) En mode parallèle.
Fig. 5  Graphes des orbites de (7) pour IPM(3).
Par abus de langage, on dit naturellement qu'une onguration c appartient à un graphe
d'orbite 〈V,E〉 lorsque c ∈ V, c est alors atteignable. De plus, une onguration c ∈ V est
appelée point xe du graphe si auune arête de E ne part de c.
On peut d'ailleurs remarquer sur les exemples gure 5 que l'on obtient toujours le même
point xe, quel que soit le mode et la priorité onsidérée. Ce résultat est normal, on verra dans
la partie suivante que le point xe est toujours unique.
1.2 Résultats onnus
1.2.1 Point xe
On présente ii les résultats généraux pour IPM(k), tels qu'ils ont été démontrés dans [29℄.
Théorème 1 ([29℄) Pour tous les systèmes IPM(k), pour tout n ∈ N∗, le graphe des orbites
G(n) est un treillis ni.
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Ce résultat majeur implique que toute onguration initiale de type (n) aboutit à un point
xe, et que elui-i est toujours le même indépendamment de l'ordre dans lequel sont eetuées les
transitions. Ave le mode parallèle, qui orrespond au mode séquentiel où on hoisit d'appliquer
la règle le plus à droite possible, on obtient don le même point xe.
Le as partiulier de SPM avait déjà été démontré auparavant dans [27℄.
Lemme 2 ([29℄) Soit c une onguration ontenant n grains, de longueur l. Pour tout k ∈ N∗,
c ∈ G(n) pour IPM(k) si et seulement si pour tous 1 6 i < j 6 l, on a j − i 6 k(ci − cj + 1).
Remarque 1 Il faut noter que dans [29℄, e résultat est présenté de manière équivalente mais
plus omplexe. La ondition i-dessus sut en eet à garantir le fait que pour IPM(k), entre
deux plateaux de longueur k+1 (la plus grande possible), il y a soit une falaise soit un plateau de
longueur stritement inférieure à k. Dans e as, un grain peut se déplaer et un des plateaux
de taille k + 1 peut être réduit.
Ce point de vue orrespond exatement à un autre énoné du lemme pour le as partiu-
lier SPM : une onguration c appartient à un graphe si et seulement si entre deux plateaux
quelonques de c, il y a au moins une falaise.
La gure 6 présente deux exemples de ongurations à 14 grains pour IPM(2) : la ongu-
ration de la gure 6(a) est valide et appartient à G(14), la onguration de la gure 6(b) ne l'est
pas : entre les olonnes 2 et 7, il y a 4 olonnes au lieu des 2 ∗ (2− 1 + 1)− 1 = 3 autorisées.
(a) Conguration valide pour IPM(2) ap-
partenant à G(14).
(b) Conguration invalide : deux plateaux
de taille k + 1 = 3 onséutifs.
Fig. 6  Exemples de ongurations à 14 grains dans IPM(2).
Ce lemme permet de aratériser simplement le point xe π obtenu par un modèle IPM(k).
Étant donné qu'il ne peut y avoir auun déplaement dans un point xe, π ne ontient que des
plateaux de longueur k, sauf au sommet où il peut y avoir un plateau de longueur k′ < k, et au
plus un plateau de longueur k + 1.
Pour formaliser ei, on a besoin de nouvelles variables. Soit p l'unique entier vériant
1
2
p(p + 1)k 6 n <
1
2
(p + 1)(p + 2)k ,
et k′ et p′ < p + 1 dénis de manière unique par
n− 1
2
p(p + 1)k = k′(p + 1) + p′ .
Le triplet 〈p, p′, k′〉 est appelé déomposition entière de n. Alors le point xe de IPM(k) est
aratérisé par la proposition suivante.
Proposition 3 ([29℄) Pour tous les systèmes IPM(k), pour tout n ∈ N∗, le point xe π du
graphe G(n) est déni par :
π =
{
(p + 1)[k
′], p[k], (p − 1)[k], . . . , 1[k] si p′ = 0,
(p + 1)[k
′], p[k], (p − 1)[k], . . . , (p′ − 1)[k], p′[k+1], (p′ − 1)[k], . . . , 1[k] sinon,
11
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où 〈p, p′, k′〉 est l'unique déomposition entière de n telle que n = 12p(p + 1)k + (p + 1)k′ + p′.
À titre d'exemple, la gure 7 représente le point xe de G(18) pour IPM(2). Comme prévu
par le lemme 2, il n'y a qu'un plateau de taille k + 1 = 3.
Fig. 7  Point xe de G(18) pour IPM(2). La déomposition entière de 18 est 〈3, 2, 1〉, on a bien
18 = 12 · 3 · 4 · 2 + 4 · 1 + 2.
1.2.2 Longueur du transitoire
La longueur du transitoire d'une onguration initiale c est le nombre de fois qu'une règle est
appliquée à c avant d'obtenir un point xe, autrement dit la longueur dans Gc d'un hemin de c
à son point xe π. Cette longueur dépend tout d'abord du mode de fontionnement utilisé, mais
aussi dans le mode séquentiel il existe généralement plusieurs hemins pour parvenir au point
xe (voir gure 5(a)). Ces hemins n'ont alors pas forément une longueur identique.
Mode séquentiel
Pour ontourner e problème de hemins multiples, deux objets ont été réés pour le mode
séquentiel. Les HV-haînes [31℄ sont les hemins onsistant en l'appliation de la règle vertiale
uniquement, puis de la règle horizontale uniquement. Les haînes modulaires [27℄ sont les hemins
où la règle horizontale n'est autorisée qu'en as d'impossibilité d'appliquer la règle vertiale.
Les théorèmes suivants aratérisent les hemins les plus longs pour obtenir le point xe.
Théorème 4 ([31℄) Dans LB = IPM(∞), les HV-haînes entre deux ongurations quelonques
d'un graphe des orbites ont toute la même longueur, et elle-i est maximale.
Théorème 5 ([29℄) Pour tous les systèmes IPM(k), les haînes modulaires entre deux ongu-
rations d'un graphe des orbites sont toutes de longueur maximale.
Cette dernière proposition permet de aluler la longueur maximale du transitoire en mode
séquentiel t
seq
(k), pour tous les systèmes IPM(k) [29℄.
Proposition 6 ([29℄) Pour tous les systèmes IPM(k), pour tout n ∈ N∗, la longueur maximale
du transitoire en mode séquentiel t
seq
(k) de la onguration (n) est
t
seq
(k) = 2
(
q
3
)
+ qq′ − k′
(
p + 1
2
)
− k
(
p + 1
3
)
−
(
p′
2
)
= O(n3/2) ,
où 〈p, p′, k′〉 est l'unique déomposition entière de n = 12p(p+ 1)k + (p+ 1)k′ + p′, et 〈q, q′〉 ave
q′ 6 q est l'unique déomposition de n en n = 12q(q + 1) + q
′
(déomposition entière de n pour
k = 1).
En partiulier pour SPM, omme k = 1, k′ = 0, q = p et q′ = p′, on a t
seq
(1) = 16p(p− 1)(p+
1) + 12p
′(2p + 1− p′).
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Remarque 2 Étant donné que pour SPM il n'y a pas de règle horizontale, dans e modèle tous
les hemins d'une onguration à une autre ont exatement la même longueur. La longueur du
transitoire est don toujours donnée de manière exate par t
seq
(1).
Dans le as général par ontre, la longueur minimale du transitoire est inonnue, même s'il
est vraisemblable qu'elle est aussi en O(n3/2).
Mode parallèle
Curieusement, l'étude de la longueur du transitoire pour le mode parallèle t
par
(k) est plus
diile. Il n'existe un résultat que pour le modèle SPM. Dans [27℄ on trouve un premier ena-
drement pour t
par
(1), l'ordre de grandeur dénitif n'étant prouvé que dans [22℄.
Proposition 7 ([22℄) Pour SPM, pour tout n ∈ N∗, la longueur du transitoire en mode parallèle
t
par
(1) de la onguration (n) est omprise entre les bornes
O(n) = n+ o(n) 6 t
par
(1) 6
(
1 +
1
2 +
√
2
)
n + o(n) = O(n) .
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Les résultats vus dans la partie préédente ne s'appliquent pas diretement à des ongura-
tions de départ quelonques, seules les ongurations à olonne unique ont été étudiées. Quelques
tentatives de généralisation ont quand même été faites : par exemple dans [27℄ les auteurs re-
marquent qu'en partant de ongurations déroissantes la struture de treillis est préservée pour
SPM. Toujours pour es mêmes ongurations déroissantes et dans le adre de SPM, l'ensemble
des points xes atteignables est aratérisé dans [43℄. Cependant es points xes ne sont pas
assoiés aux ongurations qui les ont engendrées, et on ne sait rien des ongurations enore
plus générales.
Dans deux artiles [24, 23℄, nous avons essayé de trouver une formule pour dérire le point
xe d'une onguration initiale quelonque. Cette partie reprend les résultats qui s'y trouvent
([24℄ pour SPM, [23℄ pour IPM(k)). On peut noter que le problème tel qu'il est posé ii n'a pas de
solution évidente : il est en général impossible de prévoir en temps onstant la struture préise
du point xe, les omportements possibles étant trop variés. Nous avons en revanhe proposé un
algorithme rapide qui, étant donnée une onguration initiale c, alule son point xe en temps
O(l ·min(l, n)), où l est la longueur et n le nombre de grains de c.
Un des résultats majeurs de ette partie, outre l'algorithme optimisé, est le théorème 15 qui
assure que pour tous les modèles IPM(k), une onguration quelonque onverge vers un point
xe qui reste unique. Par onséquent, le point xe trouvé par notre algorithme est orret. Ce
résultat était en partie seulement montré dans [28℄, pour les Chip Firing Games (CFG) de poids
positif. SPM est un CFG de poids quelonque, alors que les IPM(k) sont un modèle à part.
Nous présentons ii uniquement les résultats pour IPM(k) qui se trouvent dans [23℄, et qui
généralisent eux de [24℄ pour SPM. À l'aide des dénitions et notations introduites dans le ha-
15
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pitre préédent, nous ommençons par dérire l'algorithme, puis nous prouvons qu'il fontionne
de manière orrete et nous évaluons sa omplexité.
2.1 Algorithme de alul du point xe
Pour aluler le point xe d'une onguration c quelonque, nous proposons un algorithme,
dont les diérentes étapes sont illustrées sur la gure 2.1.
Sortie
Fusion
Calcul
Entrée
Découpage
Fig. 8  Struture de l'algorithme de alul du point xe.
L'algorithme débute par une phase d'initialisation, qui onsiste à déouper la onguration
de départ en petits intervalles que l'on sait traiter. Ensuite on itère les deux phases suivantes :
les aluls dans les intervalles, puis la fusion d'intervalles lorsque leur union permet de faire
du alul. Quand auune fusion n'est plus possible, l'algorithme renvoie la onguration obtenue,
qui est le point xe désiré.
On remarque que es diérentes phases, et plus partiulièrement l'itération des fusions, sont
néessaires. Par exemple pour une onguration (m, 0, . . . , 0, n) à 2 olonnes isolées, il est im-
possible de savoir si l'eondrement de la première olonne de hauteur m va déborder sur le tas
formé par la seonde olonne de hauteur n, ou rester bloqué ontre. Tout ela dépend des valeurs
de m, n, et de l'espae entre les deux. C'est à ause de e phénomène que l'on ne peut pas prévoir
le point xe en temps onstant.
Nous détaillons maintenant les diérentes phases de l'algorithme.
2.1.1 Déoupage
Le déoupage de la onguration de départ se fait ainsi : haque  moreau  de onguration
(intervalle) doit être atteignable en partant d'une onguration à olonne unique, et doit être
de longueur maximale tout en respetant ette propriété. C'est le déoupage qui simplie le
problème initial, en permettant en même temps d'éonomiser du temps de alul.
Même si ela semble intuitif, les résultats du hapitre préédent doivent être étendus. En
eet, leurs auteurs supposaient que les ongurations pouvaient roître autant que possible. Ii,
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le mouvement est limité à des intervalles de longueur xe, les grains ne peuvent pas se déplaer
trop loin sur la droite.
Par la suite, on appelle graphe des orbites bornées la restrition de Gc aux ongurations de
longueur au plus l, il est noté Glc. On montre dans ette partie que Gl(n) est toujours un treillis.
Lemme 8 Soient un système IPM(k), k ∈ N∗, et une onguration c de longueur au plus l′ 6 l
ontenant n grains. Alors c ∈ Gl(n) si et seulement si pour tous 1 6 i < j 6 l′, on a j − i 6
k(ci − cj + 1).
Preuve. Soit une onguration c ∈ Gl(n), où n est le nombre de grains de c. Par dénition, Gl(n)
est un sous-graphe de G(n) don c ∈ G(n) et c satisfait les hypothèses du lemme 2 (page 11).
Inversement, soit c une onguration à n grains de longueur l′ 6 l, telle que pour tous
1 6 i < j 6 l′ on ait j−i 6 k(ci−cj+1). D'après le lemme 2, c ∈ G(n). Si l'on onsidère le hemin
dans G(n) qui remonte de c à la raine (n) du graphe, toutes les ongurations sont de longueur
inférieure à l ar la règle loale ne peut pas diminuer la longueur d'une onguration.Toutes les
appliations de règles se font don dans l'intervalle [1, l − 1] et par onséquent e hemin, ainsi
que les ongurations qui le omposent, sont dans Gl(n). o
Les onditions d'appartenane formulées ainsi demandent un temps de vériation quadra-
tique en la longueur, e qui est trop élevé. Pour aélérer l'algorithme on utilise la formulation
de la remarque 1 (page 11) qui se vérie en temps linéaire : onguration déroissante, et entre
2 plateaux de longueur k+1 il doit être possible de déplaer un grain (existene d'une falaise ou
d'un plateau de longueur stritement inférieure à k entre les deux plateaux de longueur k + 1).
Proposition 9 Pour tous les systèmes IPM(k), pour tous n, l ∈ N∗, Gl(n) a un unique point xe
πl.
Preuve. Quels que soient k, n, l ∈ N∗, d'après le lemme 8, un point xe πl quelonque de Gl(n)
est de longueur au plus l, a au plus un plateau de taille k + 1, deux plateaux de longueur
inférieure ou égale à k aux extrémités et des plateaux de taille k partout ailleurs. Sa onstrution
est représentée sur la gure 9 : 'est un esalier ave des marhes de longueur k, les grains
supplémentaires étant alors disposés de bas en haut (grains numérotés dans l'ordre sur la gure).
1 5
6
3
4
2
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Fig. 9  Struture du point xe πl pour IPM(k).
Il est lair qu'une telle onguration est unique. Tout d'abord, la division entière de l = αk+β,
β < k est unique. Soit f la fontion (roissante) omptant le nombre de grains dans l'esalier
de longueur l, de hauteur p, dénie par f(p) = 12kα(2p − α + 1) + β(p − α). Il existe une seule
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valeur de p telle que f(p) 6 n < f(p + 1), n étant le nombre de grains à répartir (sur la gure,
f(p) est l'esalier dessiné ave la ligne ontinue, f(p + 1) elui en pointillés). Les x = n − f(p)
grains restants sont répartis dans un premier temps sur les marhes, tels que x = γ(α + 1) + y
ave γ 6 β maximal (déomposition unique). Pour nir, les y grains restants sont répartis sur les
α marhes restantes en y = δα+ λ, λ < p− α (déomposition unique). o
La struture préise du point xe est détaillée plus bas dans la proposition 11. Néanmoins,
son uniité sut à prouver le orollaire suivant.
Corollaire 10 Pour tous les systèmes IPM(k), pour tous n, l ∈ N∗, Gl(n) est un treillis ni.
Preuve. D'après la proposition 9, deux ongurations c1 et c2 de Gl(n) atteignent le point xe π.
Il existe don une borne supérieure (au plus (n)) et inférieure (au moins π) ommune à c1 et c2.
De plus omme Gl(n) est un sous-graphe de G(n) (par dénition de Gl(n)), il est ni et ne ontient
pas de yle. o
La phase de déoupage peut avoir lieu en s'appuyant sur les résultats du lemme 8 et du orol-
laire 10. La onguration de départ est parourue de gauhe à droite en omptant le nombre de
plateaux de taille k+1 renontrés, un nouvel intervalle est réé dès qu'on en repère deux onsé-
utifs. De ette manière on s'assure que haque intervalle ontient une onguration appartenant
à un des Gl(n), dont le point xe est πl. Le déoupage est dérit par le pseudo-ode 1.
Après déoupage, les intervalles sont représentés par des intervalles d'entiers Ii = [ai, bi] tels
que (cj)j∈Ii ∈ Gli(ni) pour tout i, où li = bi−ai +1 est la longueur de l'intervalle et ni =
∑bi
j=ai
cj
le nombre de grains qu'il ontient. On remarque que li et ni peuvent être alulés par la fontion
de déoupage sans augmentation de omplexité.
La gure 10 représente un exemple de déoupage pour IPM(2).
Fig. 10  Exemple de déoupage pour IPM(2).
Remarque 3 Dans la proédure de déoupage, le dernier intervalle doit être traité diéremment
des autres puisqu'il est suivi de olonnes qui sont toutes à 0. On se plae don dans le as de
IPM(k) à une olonne, en donnant omme longueur à l'intervalle une taille  innie , i.e. la taille
néessaire à l'obtention du point xe non borné. La valeur li =
⌈
k
2 (
√
8ni/k + 1− 1)
⌉
, longueur
du point xe de G(ni) pour IPM(k) obtenue d'après les résultats de [29℄ onvient parfaitement.
2.1.2 Calul
Le but de ette phase est de donner l'expression du point xe de haque intervalle en temps
onstant. Tous es points xes mis bout à bout formeront une onguration atteignable depuis
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alul du point xe
proedure deoupe (  [ ℄ , k ) { //  e s t l a  on f i g u r a t i on i n i t i a l e
// k l e modèle u t i l i s é
l = |  | ; // longueur de 
nbp = 0 ; // nombre de p l a t eaux  on s é  u t i f s
lp = 1 ; // longueur du p la t eau en ours
I = ∅ ; // ensemble des bornes sup é r i e u r e s des i n t e r v a l l e s
for ( i =1; i<l ; i++) {
i f (  [ i +1℄ >  [ i ℄ ) { // augmentation
I = I ∪ { i } ;
nbp = 0 ;
lp = 1 ;
} else i f (  [ i +1℄ <  [ i ℄ ) {
i f ( lp < k ) | | (  [ i +1℄ −  [ i ℄ >= 2) { // mouvement p o s s i b l e
nbp = 0 ;
}
lp = 1 ;
} else i f (  [ i +1℄ ==  [ i ℄ ) { // p la t eau
lp ++;
i f ( lp == k+1) {
nbp ++;
i f ( nbp == 2) { // 2 p la t eaux  on s é  u t i f s
I = I ∪ { i } ;
nbp = 0 ;
}
lp = k ;
}
}
}
return I ;
}
Pseudo-ode 1  Déoupage de la onguration initiale en intervalles.
la onguration initiale, ave un gain de temps par rapport à la simulation naïve. Comme dans
ette partie nous nous onentrons sur un seul intervalle, nous omettrons les indies i.
Nous ommençons par préiser le résultat de la proposition 9 en dérivant dans la proposition
i-dessous la struture de πl.
Proposition 11 Pour tous k, n, l ∈ N∗, le point xe πl de Gl(n) est déni par
πl =
(
(p + 1)[k
′], p[k], . . . , (p′ + 1)[k], p′[k+1], (p′ − 1)[k], . . . , (p − α+ ε+ 1)[k], (p− α+ ε)[k′′]
)
,
ave
α = ⌊l/k⌋
β = l − kα
p = ⌊1l (n + lα− 12kα(α + 1))⌋
f(p) = 12kα(2p − α+ 1) + β(p− α)
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γ = min
(⌊
n−f(p)
α+1
⌋
, β
)
δ =
{ ⌊ 1
α
(n− f(p)− γ(α+ 1))⌋ si γ = β
0 sinon
λ = n− f(p)− γ(α+ 1)− δα
k′ = γ+ δ
1λ =
{
1 si λ > 0
0 sinon
ε =
{
0 si γ < β
1 sinon
k′′ =
{
β− γ− 1λ si γ < β
k − δ− 1λ sinon
p′ =
{
(p − α+ ε) + λ si λ > 0
−1 sinon ( i.e. p′ indéni) .
Preuve. Comme vu dans la preuve de la proposition 9, le point xe πl est omposé de plateaux
de taille k partout sauf éventuellement un plateau de taille k + 1, et deux plateaux de longueur
inférieure à k aux extrémités (voir gure 9). Il peut don s'exprimer sous la forme suivante :
πl =
(
(p + 1)[k
′], p[k], . . . , (p′ + 1)[k], p′[k+1], (p′ − 1)[k], . . . , (p − α+ ε+ 1)[k], (p− α+ ε)[k′′]
)
.
Pour déterminer tous les paramètres, on a déjà vu que l = αk+β, β < k, était la division entière
de l par k. D'autre part, p est tel que f(p) 6 n < f(p + 1), d'où après résolution de l'équation
p = ⌊1l (n + lα− 12kα(α + 1))⌋. On herhe ensuite à ompléter ave les n− f(p) grains restants
les α+1 marhes une par une en partant du bas, jusqu'à avoir ajouté β grains sur haune. Cela
orrespond à la division de n− f(p) par α+1, soit γ = min
(⌊
n−f(p)
α+1
⌋
, β
)
grains par marhe. Si
la première marhe est remplie, i.e. si γ = β, la marhe la plus basse a pour hauteur p−α+1 soit
ε = 1. Sinon, on a ε = 0. Si γ = β, les grains restants sont répartis sur les α marhes qui restent,
soit δ = ⌊ 1
α
(n− f(p)− γ(α+1))⌋ grains par marhe. Il reste enore λ = n− f(p)− γ(α+1)− δα
grains supplémentaires qui déterminent où est le plateau de taille k+1 si λ > 0. On dénit pour
nir 1λ = 1 si λ > 0, 0 sinon. Tous es paramètres sont illustrés sur la gure 11.
PSfrag replaements
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Fig. 11  Illustration des paramètres dénissant πl.
À partir de es premières valeurs, on déduit aisément qu'il y a k′ = γ+ δ grains à la hauteur
p + 1. De même, il y a k′′ = β− γ− 1λ grains de hauteur la plus basse si γ < β, k′′ = k − δ− 1λ
20
2.2. Étude de l'algorithme
sinon. Enn, la hauteur p′ du plateau de taille k + 1 est elle du plateau le plus bas à laquelle
on ajoute les λ grains supplémentaires, soit p′ = (p − α + ε) + λ. Si λ = 0, p′ est indéni et on
peut lui aeter arbitrairement la valeur −1. o
Dans la formule de la proposition préédente il est possible que k′ = 0 ou k′′ = 0. On introduit
don deux nouvelles valeurs P et Q pour représenter les hauteurs des olonnes extrêmes de πl.
La hauteur de la olonne la plus à gauhe est alors P = p + 1 si k′ 6= 0, ou P = p sinon. De
même, elle de la olonne la plus à droite est Q = p−α− ε si k′′ 6= 0, ou Q = p−α− ε+1 sinon.
Remarque 4 On remarque que dans le as de SPM, ette expression est beauoup plus simple
ar β = 0 et don γ = δ = k′ = 0.
2.1.3 Fusion
La troisième partie de l'algorithme onsiste à parourir la onguration qui vient d'être
obtenue après la phase de alul, en mettant bout à bout tous les points xes de haque intervalle.
On reherhe des frontières pouvant être détruites tout en préservant la propriété d'appartenane
à un graphe d'orbites bornées. Si l'on en trouve une, on fusionne les deux intervalles onernés
et l'algorithme boule sur l'étape de alul. S'il n'y en a pas, l'algorithme termine et retourne la
dernière onguration alulée.
Soit ct la onguration sur laquelle travaille l'algorithme à l'itération t. Deux intervalles
onséutifs Ii et Ii+1 de c
t
peuvent fusionner lorsqu'il y a une falaise sur la frontière, ou que la
réunion des deux intervalles fait apparaître un plateau de longueur stritement inférieure à k.
Formellement, si l'on dérit les deux moreaux de la onguration ct par
(ctk)k∈Ii = (P
[k0i ]
i , (Pi − 1)[k
1
i ], . . . ,Q
[k
wi
i ]
i )
(ctk)k∈Ii+1 = (P
[k0i+1]
i+1 , (Pi+1 − 1)[k
1
i+1], . . . ,Q
[k
wi+1
i+1 ]
i+1 ) ,
alors les intervalles Ii et Ii+1 fusionnent si l'une des onditions suivantes est vériée :
(i) Qi > Pi+1 + 2 (falaise) ;
(ii) Qi = Pi+1 + 1 et (k
wi
i < k ou k
0
i+1 < k) (un des plateaux aux extrémités est de longueur
inférieure à k) ;
(iii) Qi = Pi+1 et k
wi
i + k
0
i+1 < k (la réunion des plateaux reste de longueur inférieure à k).
En as de fusion de deux intervalles, l'algorithme alule le point xe de leur réunion Ii ∪
Ii+1. D'après le lemme 8, ette sous-onguration est bien dans Gli+li+1(ni+ni+1). On obtient ainsi une
nouvelle onguration ct+1 sur laquelle une nouvelle fusion est reherhée. Dès que e n'est plus
possible, l'algorithme renvoie la onguration en ours. La partie suivante montre que 'est bien
le point xe que l'on reherhe.
2.2 Étude de l'algorithme
Dans ette partie nous montrons que l'algorithme est orret en prouvant que le graphe des
orbites d'une onguration quelonque est un treillis (théorème 15), et qu'il est susamment
rapide pour justier son utilisation (proposition 17).
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2.2.1 Exatitude
Nous ommençons par prouver que la onguration renvoyée par l'algorithme est un point
xe pour IPM(k), et que tous les graphes Gc ave c quelonque sont des treillis. Par onséquent,
le point xe retourné par l'algorithme est le seul possible.
Lemme 12 Pour tous les systèmes IPM(k), pour toute onguration initiale c, Gc n'a pas de
yle.
Preuve. Soit une onguration c = (c1, . . . , cl) pour IPM(k), et onsidérons la fontion 3(c) =∑l
i=1
∑ci
j=1 j. Si c
′ = (c′1, . . . , c
′
l′) est obtenue en appliquant une règle à c (déplaement de la
olonne i vers la olonne j, 1 6 i < j 6 l), alors 3(c′) = 3(c) − ci + c′j = 3(c) − ci + cj + 1.
Comme une règle était appliable, on a ci − cj > 2 don 3(c′) < 3(c) ; en d'autres termes les
règles de IPM(k) sont irréversibles. o
Proposition 13 Pour toute onguration initiale, l'algorithme termine et retourne un point xe.
Preuve. À ause de l'irréversibilité (lemme 12) et du nombre ni de grains, l'algorithme termine.
Supposons qu'il ne renvoie pas un point xe, i.e. qu'il retourne une onguration c = (ci)16i6l
pour laquelle il existe 1 6 i < j 6 l tels qu'un grain peut aller de la olonne ci vers la olonne cj
en appliquant une règle loale. Dans le as où il s'agit de la règle vertiale, il y a une falaise en ci
et j = i+ 1. Celle-i est néessairement située à la frontière entre deux intervalles, à ause de la
struture du point xe sans falaise. Mais dans e as, les deux intervalles auraient dû fusionner
et l'algorithme n'aurait pas terminé à ette itération.
De même s'il y a un plateau de longueur inférieure à k entre ci+1 et cj−1, il est à heval entre
deux intervalles (éventuellement en  touhant  simplement l'un des deux) et don les intervalles
auraient dû fusionner. o
Il ne reste plus qu'à démontrer le résultat prinipal de ette partie qui prouve que le point
xe est le seul possible. Nous nous servons pour ela du lemme tehnique suivant, qui prouve
que tant qu'un mouvement est  bloqué  il en reste toujours un qui peut être eetué.
Lemme 14 Soient un système IPM(k) et une onguration c quelonque. Supposons qu'une règle
de IPM(k) est appliable dans c de la olonne i vers la olonne j, soit h tel que i 6 h < j. Tant
qu'auune règle n'est appliquée depuis une olonne i′ vers une olonne j′ telles que i′ 6 h < j′,
alors une règle de IPM(k) reste toujours appliable.
Preuve. Soit une onguration c = (c1, . . . , cl) dans le modèle IPM(k), k ∈ N∗. Supposons tout
d'abord que la règle vertiale est appliable depuis la olonne i de c. La onguration c peut
évoluer, mais tant qu'auune règle n'est appliquée depuis une olonne i′ 6 i vers une olonne
j′ > i, ci ne peut qu'augmenter et ci+1 ne peut que diminuer. Par onséquent la règle vertiale
pourra toujours être appliquée à la olonne i.
Supposons maintenant que la règle horizontale peut être appliquée dans c depuis la olonne i
vers la olonne j, et qu'auun déplaement de grain traversant la olonne i n'est eetué. Alors ci
ne peut qu'augmenter, tandis que pour tout h vériant i < h 6 j, ch ne peut que diminuer. Après
un nombre quelonque d'étapes, on obtient une onguration c′ vériant l'un des as suivants.
(i) Soit auun des ch, i 6 h 6 j, n'a hangé, la règle horizontale peut toujours être appliquée
de i vers j dans c′.
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(ii) Soit ci augmente, alors c
′
i > ci = ci+1 + 1 > c
′
i+1 + 1, la règle vertiale est appliable en i
dans c′.
(iii) Soit ci est inhangé et ci+1 diminue, la règle vertiale est aussi appliable en i dans c
′
.
(iv) Soit ci et ci+1 sont inhangés, il existe i+ 1 < h 6 j tel que c
′
h < ch. Prenons le plus petit
h > i + 1 vériant c′h < ch.
 Si h = j, alors c′j−1 = cj−1 = cj + 1 > c
′
j + 1, la règle vertiale peut être appliquée en
j − 1 dans c′.
 Si h < j et c′h = ch − 1, la règle horizontale peut déplaer un grain de c′ de la olonne i
à la olonne h.
 Si h < j et c′h 6 ch − 2, on peut appliquer la règle vertiale à c′ à la position h− 1. o
Théorème 15 Pour tous les systèmes IPM(k), pour toute onguration c, Gc est un treillis.
Preuve. Soit une onguration c et un modèle IPM(k). Notons Ifi les derniers intervalles obtenus
après appliation de l'algorithme à c, juste avant qu'il ne termine. Déoupons c selon es in-
tervalles (diérents de eux alulés par la première phase de déoupage) en sous-ongurations
que l'on note c[i] = (cj)j∈Ifi
.
Auun grain d'auun c[i] ne se déplae jamais vers un autre c[j]. En eet, supposons que
e n'est pas le as et que de tels i et j existent ; nous exhibons une orbite de c qui mène à
ontradition. Simulons l'évolution de c en n'eetuant auun déplaement de grain depuis une
olonne de c[i] vers une olonne de c[j]. Au bout d'un moment, toutes les ongurations partielles
c[h] aboutissent à des points xes partiels que l'on nomme d[h]. Chaun de es d[h] orrespond
aux cf[h] alulés par l'algorithme ar ils appartiennent au même graphe des orbites bornées, qui
est un treillis d'après le orollaire 10, et ils ne reçoivent ni ne perdent auun grain par hypothèse.
Par onséquent, la onguration d obtenue en mettant bout à bout les d[h] est le point xe c
f
trouvé par l'algorithme. Cependant d'après le lemme 14, omme il y a eu un mouvement possible
depuis un intervalle de c vers un autre et qu'auun n'a été eetué, d ne peut être un point xe.
Par onséquent, le omportement des c[h] n'est pas inuené par les autres. Le graphe des
orbites de c est don le produit des graphes des orbites bornées des c[h] et est un treillis en tant
que produit de treillis. o
Corollaire 16 Pour tous les systèmes IPM(k), pour toute onguration c, le point xe de Gc
oïnide ave le point xe trouvé par l'algorithme.
2.2.2 Complexité
La simulation naïve d'IPM(k) sur une onguration c de longueur l à n grains se fait en temps
O(l · n3/2) (l pour déteter un endroit où appliquer la règle, et n3/2 appliations au maximum).
Notre algorithme a une omplexité en O(l ·min(l, n)) omme le montre la proposition suivante,
soit un gain dans le pire des as de O(n1/2).
Proposition 17 Pour tous les systèmes IPM(k), pour toute onguration c de longueur l à n
grains, l'algorithme alule le point xe de c en temps O(l ·min(l, n)).
Preuve. Soient un système IPM(k), k ∈ N∗, et une onguration c à n grains, de longueur l.
Comme vu dans la partie 2.1.1, la omplexité du déoupage de c est en O(l) (fontion 1). Les
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aluls se font en temps onstant (proposition 11) pour haque intervalle. Ils sont eetués l
fois au plus lors du premier passage, puis une fois à haque fusion. L'étape de fusion est en O(l)
(parours des intervalles, moins de l intervalles).
On remarque pour nir qu'il n'y a pas plus de min(n, l) itérations. Il ne peut y avoir plus
de fusions que d'intervalles, 'est don inférieur à l. De plus, haque intervalle qui fusionne doit
ontenir au moins un grain qui ne bouge pas : prenons n'importe quel grain à la hauteur 0, il ne
se déplae jamais. Il n'y a don pas plus de fusions que de grains, soit moins de n itérations.
On retrouve bien la omplexité nale en O(l + l +min(l, n) · (l + 1)) = O(l ·min(l, n)). o
Cette borne peut être atteinte, omme le montre l'exemple suivant.
Exemple 1 Étant donnés un modèle IPM(k) et n = 7m un multiple de 7, soit la onguration
cn dénie par
cni =
{
7 si i = (k + 3)j, 0 6 j < (k + 3)n7
0 sinon.
En d'autres termes, cn est onstituée de n/7 olonnes de hauteur 7 séparées par k + 2 olonnes
à 0. Elle a don n grains et est de longueur (k +3)(n7 − 1) + 1 = O(n). Elle est déoupée en n/7
intervalles (7, 0, . . . , 0︸ ︷︷ ︸
k+1
) et n/7− 1 intervalles (0) (voir gure 12).
PSfrag replaements
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Fig. 12  Exemple de onguration donnant lieu à O(n) = O(l) fusions.
Quelle que soit la valeur de k, le point xe de l'intervalle (7, 0, . . . , 0) peut fusionner ave
l'intervalle (0) qui suit. Il y aura don n/7 fusions.
En général, on reste très en dessous de la borne supérieure donnée par la proposition 17.
L'algorithme est très rapide par exemple sur les ongurations éparpillées où l ≫ n (as extrême,
auune fusion et don temps en O(l)). Il l'est enore plus sur les ongurations denses où n ≫ l,
notamment lorsque l = 1, il fontionne en temps onstant (un seul intervalle).
2.3 Longueur du transitoire
Dans le as de SPM, on peut ajouter à la phase de alul le alul de la longueur du
transitoire en mode séquentiel. En eet il est possible de aluler le temps néessaire ti pour
obtenir le point xe πli du ie intervalle (en mode séquentiel). Si k = 1, on a
ti =
li−1∑
j=0
j(pi − j) +
pi−li+1∑
j=pi−li−λi+1
j − t0i
= 16 li(li − 1)(3pi − 2li + 1) + (pi − li − 12λi + 1)(λi + 1)− t0i
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en ajoutant les temps individuels des grains de l'esalier de hauteur maximale pi, eux des λi
grains supplémentaires et en retranhant les t0i =
∑li−1
j=0 j · cj+m pas qui ont déjà été eetués
(m = inf Ii).
On ommene par faire la somme de tous es temps partiels t =
∑
i ti, puis à haque fusion
d'intervalles i et i + 1, le nouveau temps t′ s'exprime par
t′ = t+ 16 l
′
i(l
′
i − 1)(3p′i − 2l′i + 1) + (p′i − l′i − 12λ′i + 1)(λ′i + 1)
− ti − ti+1 + ni+1 · li
où p′i est la nouvelle valeur de pi, l
′
i elle de li et λ
′
i elle de λi. Le dernier terme orrespond au
déplaement (qui n'a pas eu lieu mais qui est omptabilisé dans les premiers termes) des ni+1
grains de Ii+1 de li ases sur la droite.
Remarque 5 Un tel alul n'a pas de sens pour les modèles IPM(k), ar tous les hemins n'ont
pas la même longueur (proposition 6, page 12). Comme notre algorithme en privilégie un, qui
n'est pas forément le plus ourt ni le plus long, aluler sa longueur ne servirait à rien.
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L'élément qui est peut-être le plus étonnant dans les modèles SPM et IPM(k) tels qu'ils sont
introduits dans le hapitre 1 d'après [27, 29℄, est le fait que les grains de sable ne peuvent tomber
que d'un té. C'est un manque de réalisme évident, une pile de partiules quelonques n'ayant
auune raison de privilégier un té plutt qu'un autre. On pourrait évidemment ontourner e
problème en exéutant par exemple des simulations qui fontionnent omme SPM pour la moitié
des grains, et omme son symétrique pour l'autre moitié, en reollant les moreaux ensuite. Mais
il manquerait un ertain formalisme et il serait diile d'armer que le modèle est prohe de la
réalité.
Très peu de résultats existent onernant e problème bien onnu. C'est prinipalement dû
au fait que le graphe des orbites d'un tel modèle ne peut pas être un treillis : intuitivement, on
sent bien que le point xe n'est pas néessairement le même si l'on ommene à faire tomber les
grains sur la droite puis sur la gauhe, ou si l'on fait l'inverse.
Nous proposons dans ette partie un modèle symétrique (SSPM, Symmetri Sand Pile Model
déni et étudié dans [26℄ puis [25℄), basé sur la règle loale de SPM et sur ette idée que les
grains peuvent se déplaer indiéremment à droite ou à gauhe. Cela orrespond à une manière
de formaliser le omportement dérit plus haut, mais en onsidérant la onguration dans son
ensemble et pas une moitié après l'autre.
Les résultats obtenus sont extrêmement intéressants, bien que la struture du graphe des
orbites ne soit pas un treillis. En eet nous avons pu aratériser très préisément dans [26℄ les
ongurations appartenant au graphe des orbites d'une olonne unique (propositions 26 et 28),
e qui nous a permis de dérire ses points xes potentiels et de les ompter : quel que soit le
nombre n de grains initial, il y a exatement ⌊√n⌋ points xes possibles (proposition 32). Tous
es résultats sont basés sur le fait qu'une pile de sable atteignable doit être symétrique (une
partie roissante et une partie déroissante), en partiulier les points xes sont des  pyramides 
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régulières (voir gures 16 et annexe A pour des exemples), e qui tend à valider le té réaliste
de notre modèle. Nous prolongeons l'étude de SSPM dans [25℄ en montrant que la longueur
du transitoire est au moins en O(n3/2) (autant que pour SPM) et au plus en O(n2) selon le
hemin hoisi. Il semble que ette borne supérieure est exagérée, en nous appuyant sur des
expérimentations, nous onjeturons que la longueur maximale du transitoire est elle aussi en
O(n3/2).
Nous pensons que e modèle devrait ouvrir la voie à l'étude de nouveaux modèles plus gé-
néraux que SPM et IPM(k). Il est possible de déduire du modèle SSPM un modèle SIPM(k)
(Symmetri Ie Pile Model) ayant des propriétés similaires, puis d'étendre es modèles aux di-
mensions supérieures. Pour atteindre un niveau de réalisme idéal, il ne resterait plus alors qu'à
omprendre e qu'il se passe à partir d'une onguration quelonque, et surtout trouver un mo-
dèle qui fontionne  orretement  en mode parallèle, ar le ntre ne peut être déni que de
manière séquentielle.
3.1 Dénition de SSPM
Nous nous basons sur les dénitions et les notations introduites dans le hapitre 1. Pour
rappel, une pile de sable ou onguration est une suite nie d'entiers positifs c = (c1, . . . , ck) ∈
(N∗)k où k est la longueur de la onguration. L'ensemble des ongurations ∪k∈N(N∗)k est noté
C.
Le modèle SPM est étendu de la manière suivante : s'il y a une falaise sur la gauhe alors un
grain peut tomber à gauhe, de même s'il y a une falaise sur la droite un grain peut tomber à
droite. Commençons par dénir les deux règles loales (règles vertiales à gauhe et à droite) :
Vli(c1, . . . , ck) =
{
(c1, . . . , ci−1 + 1, ci − 1, . . . , ck) si i 6= 1,
(1, c1 − 1, . . . , ck) sinon,
Vri (c1, . . . , ck) =
{
(c1, . . . , ci − 1, ci+1 + 1, . . . , ck) si i 6= k,
(c1, . . . , ck − 1,1) sinon.
Ces règles déplaent un grain respetivement vers la gauhe ou vers la droite. Notons δli(c) =
ci − ci−1 la diérene en nombre de grains entre la olonne i et la olonne i − 1, en dénissant
δl1(c) = c1. De même, soit δ
r
i (c) = ci − ci+1 la diérene entre la olonne i et la olonne i + 1,
ave δrk(c) = ck. Lorsque l'un de es δi est supérieur ou égal à 2, la règle vertiale orrespondante
peut être appliquée en i. La fontion  étape suivante  f¯ : C 7→ P(C) assoie à une onguration
l'ensemble de ses suesseurs possibles (en mode séquentiel), soit
∀c ∈ C, f¯(c) = {Vli(c) | δli > 2, 1 6 i 6 k} ∪ {Vri (c) | δri > 2, 1 6 i 6 k} .
La règle globale de SSPM est alors la fontion f : P(C) 7→ P(C) qui aratérise l'évolution
du système du temps t au temps t+ 1 :
∀S ∈ P(C), f(S) =
⋃
c∈S
f¯(c) .
Notons qu'ave ette dénition, les transitions sont faites séquentiellement et non pas en
parallèle. Si auune règle loale ne peut être appliquée sur une onguration c, i.e. si f({c}) = ∅, c
est dite (par abus de terminologie) point xe pour SSPM.
Le graphe des orbites peut être déni naturellement, en reliant deux ongurations c et c′
lorsque c′ ∈ f({c}). Avant d'examiner en détail les ongurations appartenant au graphe des
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orbites dans la setion suivante, nous ommençons par dérire sa struture. Ave l'aide d'une
énergie potentielle, nous montrons qu'il est ni et sans yle, 'est-à-dire que quelle que soit la
onguration initiale un point xe est atteint.
L'énergie d'une onguration c = (c1, . . . , ck) est la somme des hauteurs de haun de ses
grains,
E¯(c) =
k∑
i=1
ci∑
j=1
j .
Cette dénition peut être étendue aux ensembles de ongurations ainsi :
∀S ∈ P(C), E(S) = max
c∈S
E(c) ,
ave E(∅) = 0. Les deux lemmes qui suivent expliitent les propriétés basiques de ette énergie.
Lemme 18 Pour toute onguration c à n grains, E¯(c) 6 E¯((n)) ave égalité si et seulement si
c = (n).
Preuve. Considérons une onguration c = (c1, . . . , ck) à n grains, soit n =
∑k
i=1 ci. Posons
h(i) =
∑c1+···+ci
j=c1+···+ci−1+1
j. Alors E¯((n)) =
∑n
j=1 j peut être réérit en E¯((n)) =
∑c1
j=1 j +∑c1+c2
j=c1+1
j + · · · +∑c1+···+ckj=c1+···+ck−1+1 j = ∑ki=1 h(i). Comme h(i) > ∑cij=1 pour tous 1 6 i 6 k
ave égalité si et seulement si i = 1, on a le résultat. o
Lemme 19 Pour tout ensemble de ongurations S ∈ P(C) non vide, E(f(S)) < E(S).
Preuve. D'après la dénition des règles Vi et de f¯ , il est évident que pour tout c
′ ∈ f¯(c) on a
E¯(c′) 6 E¯(c)− 1, d'où le résultat. o
La proposition suivante permet maintenant de donner la struture globale du graphe des
orbites d'une onguration quelonque.
Proposition 20 Pour toute onguration initiale c, Gc est ni et sans yle, et don ontient
au moins un point xe.
Preuve. Soit une onguration c quelonque, son énergie est néessairement nie. D'après le
lemme 19, E({c}) > E(f({c}) > · · · > E(f t({c})) > · · · > 0. Comme E est une fontion entière
et positive, il existe néessairement u ∈ N tel que pour tout v > u, f v({c}) = ∅. Don fu−1({c})
ontient un point xe, et de plus le graphe Gc est ni ar
∣∣f t({c})∣∣ est ni pour tout 0 6 t 6 u.
Finalement, il n'y a pas de yle dans Gc ar sinon les éléments de e yle ontrediraient le
lemme 19. o
Corollaire 21 SSPM a une dynamique de type point xe.
Ce orollaire permet de dire, omme 'était le as pour SPM et IPM(k), qu'indépendamment
des règles utilisées on atteint un point xe. La diérene majeure est que es points xes peuvent
être multiples, omme le montre la gure 13 représentant le graphe des orbites de (5) pour
SSPM. Cela vient du fait qu'en plus du non-déterminisme dû au hoix de l'endroit où appliquer
une règle, dans SSPM il faut également hoisir arbitrairement quelle règle appliquer à une même
olonne. Malgré tout, e n'est pas gênant pour aratériser préisément les points xes à partir
de la aratérisation des éléments du graphe.
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Fig. 13  Graphe des orbites G(5) d'une olonne unique à 5 grains pour SSPM. Seuls les grains
en gris foné sont suseptibles de tomber. On remarque qu'il y a deux points xes diérents.
Remarque 6 Deux ongurations sont onsidérées omme identiques si elles ont la  même
forme . Cela ne tient pas ompte des déalages éventuels qui pourraient se produire mais qui
ne nous intéressent pas pour notre étude. En gardant en mémoire les positions des olonnes,
on obtiendrait plusieurs fois la même onguration à des indies diérents, e qui reviendrait à
onsidérer les lasses d'équivalene des ongurations (à déalage près).
3.2 Graphe des orbites
Nous étudions ii uniquement le as où la onguration initiale est restreinte à une seule
olonne, i.e. c = (n) où n est le nombre de grains de la pile. Nous eetuons un travail semblable
à elui qui a été eetué dans [29℄ pour SPM et IPM(k), 'est-à-dire aratériser les éléments du
graphe des orbites G(n) à l'aide des propositions 26 et 28.
Nous avons vu préédemment (proposition 20) que le graphe des orbites était ni et ontenait
au moins un point xe, mais que elui-i n'était pas néessairement unique. Ce n'est pas un
treillis, mais il est toujours possible de aratériser ses éléments. Pour ela nous disons qu'une
onguration c de longueur k est LR-déomposable si elle peut être divisée en deux régions
L(c) = [1, t] (partie gauhe de c) et R(c) = [t+ 1, k] (partie droite de c) telles que
(i) ∀i ∈ L(c), i 6= t, ci 6 ci+1, i.e. L(c) est roissante ;
(ii) ∀i ∈ R(c), i 6= k, ci > ci+1, i.e. R(c) est déroissante.
On dit alors que (L(c),R(c)) est une LR-déomposition de c. La gure 14(a) montre un exemple
de LR-déomposition. De plus, pour toute onguration c, le sommet de c est l'ensemble T(c) =
{i ∈ [1, k] | ∀j ∈ [1, k], ci > cj} (gure 14(b)).
Pour nir, pour une onguration c = (c1, . . . , ck), un ensemble d'indies onséutifs I =
[α, β] ⊆ [1, k] est dit assé lorsque deux plateaux de (cα, . . . , cβ) sont séparés par au moins une
falaise. On utilise ii la seonde formulation du lemme 2 (page 11), équivalente ii au fait que
pour tous α 6 i < j 6 β, on a j − i 6 ci − cj + 1. La onguration c a une LR-déomposition
assée si elle admet une LR-déomposition (L(c),R(c)) telle que L(c) et R(c) soient assés (voir
gure 15).
Comme on peut le voir sur la gure 15, une onguration peut avoir plusieurs LR-déom-
positions valides. Les propositions suivantes permettent d'isoler elles qui nous intéressent, leurs
preuves sont eetuées progressivement à l'aide de plusieurs lemmes tehniques.
Lemme 22 Pour tout n ∈ N∗ et c ∈ G(n), c est LR-déomposable.
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PSfrag replaements
L(c) R(c)
(a) LR-déomposition.
PSfrag replaements
T(c)
(b) Sommet de c.
Fig. 14  Déomposition d'une onguration c.
PSfrag replaements
L(c)L(c)L(c) R(c)R(c)R(c)
Fig. 15  Exemples de LR-déompositions d'un onguration c. Les deux dernières sont assées,
pas la première.
Preuve. L'énoné est vrai pour la onguration initiale (n). Par réurrene, supposons que
c = (c1, . . . , ck) ∈ G(n) est LR-déomposable en (L(c) = [1, t],R(c) = [t + 1, k]). Soit d ∈ f¯(c),
supposons qu'il existe i tel que d = Vri (c), trois as se présentent :
(i) i = t ; alors L(d) = L(c) \ {t} et R(d) = R(c) ∪ {t}. L(d) est roissant ar inlus dans L(c),
R(d) est déroissant ar dt > dt+1 et R(c) ⊆ R(d) ;
(ii) i ∈ [t+ 1, k − 1] ; alors L(d) = L(c) et R(d) = R(c). On remarque que L(d) est roissant et
R(d) déroissant ;
(iii) i = k ; alors L(d) = L(c) et R(d) = R(c) ∪ {k + 1}. L(d) est roissant, R(d) est déroissant
puisque R(c) ⊆ R(d) et dk > 1.
La preuve est semblable s'il existe i tel que d = Vli(c). o
Lemme 23 Pour tout n ∈ N∗ et c ∈ G(n) de sommet T(c), toute LR-déomposition de c est telle
que L(c) \ T(c) et R(c) \ T(c) n'ont pas de plateaux de longueur stritement supérieure à 2.
Preuve. Soit n ∈ N∗ et c ∈ G(n). Remarquons que si c = (n) l'énoné est vérié. Sinon si c 6= (n),
alors c a au moins un antéédent dans G(n). On montre que l'énoné est vrai pour R(c) \ T(c)
par l'absurde. Supposons qu'il y ait un plateau de longueur m > 2 dans R(c) \T(c), i.e. il existe
i ∈ R(c) \ T(c) tel que ci = ci+1 = · · · = ci+m−1. Par hypothèse, ci−1 > ci et ci+m−1 > ci+m
(ave ck+1 = 0).
Soit une onguration d qui rée e plateau par une avalanhe sur la droite, 'est-à-dire telle
que c ∈ f¯(d) et c = Vrj(d) pour un ertain j ∈ [i−1, i+m−1]. Alors d n'est pas LR-déomposable
et, d'après le lemme 22, n'est pas dans G(n). De même une onguration d telle que c = Vlj(d)
pour un ertain j ∈ [i, i+m] n'est pas LR-déomposable. Si l'on parourt le graphe en remontant
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de c jusqu'à la première avalanhe qui rée le plateau, on obtient une onguration qui ne devrait
pas y appartenir, d'où la ontradition. La preuve pour L(c) \T(c) est similaire. o
Lemme 24 Pour tout n ∈ N∗ et c ∈ G(n) de sommet T(c), toute LR-déomposition de c est telle
que L(c) \ T(c) et R(c) \T(c) sont assés.
Preuve. Soit c une onguration pour laquelle il existe une LR-déomposition telle que R(c) \
T(c) = [t, k] ne soit pas assé, i.e. R(c)\T(c) ontient deux plateaux non séparés par une falaise.
Il y a don deux indies i, j ∈ [t, k], i < j, tels que ci−1 > ci = ci+1, cj = cj+1 > cj+2 et pour
tout h ∈ [i+ 1, j − 1], ch = ch+1 + 1. Soit δ = j − i, on prouve par indution sur δ que c 6∈ G(n).
Si δ = 1, le lemme 23 prouve le résultat. Supposons qu'il est vrai pour tout δ ∈ [1,m], posons
δ = m + 1. Soit une onguration c ontenant deux plateaux non séparés par une falaise, à
distane j − i = m + 1. Soit un antéédent d ∈ G(n) de c tel que c ∈ f¯(d) et c = Vrh(d) pour
h ∈ [i− 1, j + 1]. On obtient l'un des as suivants pour h :
(i) h = i − 1 ; alors di−1 > di < di+1, d n'est pas LR-déomposable et d 6∈ G(n) d'après le
lemme 22 ;
(ii) h ∈ [i, j − 2] ; alors il y a un plateau dans d à la position h + 1 et le plateau en j est
inhangé, don par indution sur δ on a d 6∈ G(n) ;
(iii) h = j − 1 ; alors dj−1 > dj < dj+1, d n'est pas LR-déomposable et d 6∈ G(n) par le
lemme 22 ;
(iv) h = j ; alors il y a deux plateaux dans d aux positions j − 1 et i, d 6∈ G(n) par indution
sur δ ;
(v) h = j + 1 ; alors dj−1 > dj < dj+1, d n'est pas LR-déomposable et d 6∈ G(n) (lemme 22).
Si d est tel que c = Vlh(d) pour h ∈ [i, j + 2], les seules valeurs possibles pour h sont les parties
non stritement déroissantes, soit h ∈ {i + 1, j + 1} :
(i) si h = i+ 1 ; il y a deux plateaux dans d aux positions i+ 1 et j don par indution sur δ
on a d 6∈ G(n) ;
(ii) si h = j + 1 ; dj−1 > dj < dj+1 et d 6∈ G(n) d'après le lemme 22.
Don parmi tous les antéédents de c qui peuvent réer l'un des plateaux, auun ne peut appar-
tenir à G(n), e qui ontredit l'hypothèse de départ et R(c)\T(c) est assé. Une preuve semblable
peut être eetuée pour L(c) \ T(c). o
À partir d'exemples simples (voir annexe A), on observe que T(c) peut ontenir 1, 2, 3 ou 4
éléments. Ce dernier lemme prouve que pour toute onguration d'un graphe des orbites, e sont
les seules valeurs possibles.
Lemme 25 Pour tout n ∈ N∗ et c ∈ G(n) de sommet T(c), |T(c)| 6 4.
Preuve. Soit c ∈ G(n), si c = (n) alors l'énoné est vérié. Sinon, c a un antéédent dans G(n).
Supposons par l'absurde que |T(c)| > 4, et notons T(c) = [α, β].
Soit une onguration LR-déomposable d qui rée e plateau, don telle que c = Vli(d) pour
i ∈ T(c). Pour respeter le lemme 22, d ne peut avoir que 2 formes :
(i) . . . , cα−1 − 1, cα + 1, cα+1, cα+2, cα+3, . . . ave cα + 1 > cα+1 = cα+2 = cα+3 ;
(ii) . . . , cα − 1, cα+1 + 1, cα+2, cα+3, cα+4, . . . ave cα+1 + 1 > cα+2 = cα+3 = cα+4 ;
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À la fois (i) et (ii) ontredisent le lemme 23, et il en est de même pour tout d tel que c = Vri (d)
pour i ∈ T(c). o
La proposition prinipale peut maintenant être prouvée, elle est tehnique ar beauoup de
as doivent être pris en ompte mais haun d'eux est résolu simplement à l'aide de l'un des
lemmes préédents.
Proposition 26 Pour tout n ∈ N∗ et c ∈ G(n), c admet une LR-déomposition assée.
Preuve. Soient n ∈ N∗ et c = (c1, . . . , ck) ∈ G(n) de sommet T(c). On distingue 4 as selon la
ardinalité de T(c) (lemme 25).
− Si |T(c)| = 1, alors d'après le lemme 24 n'importe quelle LR-déomposition de c est assée,
ar il n'y a auun plateau supplémentaire dans T(c).
− Si |T(c)| = 2, posons L(c) = [1, t] et R(c) = [t + 1, k] ave T(c) = [t, t + 1]. Puisque c est
LR-déomposable (lemme 22), ette LR-déomposition est valide. Là non plus il n'y a pas
de plateaux dans L(c) ∩ T(c) et dans R(c) ∩ T(c), don 'est une LR-déomposition assée
(lemme 24).
− Si |T(c)| = 4, soit t ∈ [1, k] tel que T(c) = {t, t+ 1, t + 2, t+ 3}. Posons L(c) = [1, t + 1] et
R(c) = [t+2, k] qui est une LR-déomposition valide. On montre qu'à la fois L(c) et R(c) sont
assés. Le plateau T(c) peut être obtenu par des ongurations d ∈ G(n) telles que c = Vri (d),
pour i ∈ [t, t+ 3] :
(i) si i = t ou i = t+ 1 ; alors di > di+1 < di+2, impossible à ause du lemme 22 ;
(ii) si i = t+ 3 ; alors dt = dt+1 = d− t+ 2 < dt+3 impossible d'après le lemme 23 ;
(iii) si i = t + 2 ; alors dt = dt+1 < dt+2 et à ause du lemme 24, L(d) = [1, t + 2] est assé
puisque L(d) ∩ T(d) = ∅. Don L(c) est assé ar L(c) = L(d) et pour tout i ∈ L(c),
ci = di. Pour R(c) il faut onsidérer deux sous-as.
a) Soit ct+3 > ct+4 + 2 ; auquel as le plateau ct+2, ct+3 de R(c) ∩ T(c) est séparé de
tout autre plateau potentiel de R(c) par la falaise en position t + 3, don R(c) est
assé.
b) Soit ct+3 = ct+4+1 ; alors dt+2 > dt+3 = ct+4 et [t+3, k] est assé dans d (lemme 24).
Cela implique que si j > t + 4 est le plus petit indie tel que dj = dj+1, il y a une
falaise dans d à un indie h, t+4 6 h < j. Cette falaise est aussi dans c, et dans c il
n'y a pas de plateau entre les positions t+3 et h. Par onséquent le plateau ct+2, ct+3
est séparé de tout autre plateau de R(c) par la falaise à la position h, R(c) est assé.
On a des résultats semblables si c = Vli(d), i ∈ [t, t+3]. Par onséquent les deux seules valeurs
possibles pour d impliquent que L(c) et R(c) sont assés.
− Si |T(c)| = 3, soit T(c) = {t, t + 1, t + 2}. Si X(c) = [t + 1, k] est assé, soit L(c) = [1, t] et
R(c) = X(c). C'est une LR-déomposition de c (lemme 22) qui est assée ar L(c) ∩ T(c) est
assé d'après le lemme 24.
Si X(c) n'est pas assé, on sait néanmoins d'après le lemme 24 que [t + 2, k] l'est. Il sut
alors de prouver que Y(c) = [1, t+ 1] l'est aussi. Soit j ∈ [t+ 2, k] le plus petit indie tel que
cj = cj+1. On remarque que pour tout h ∈ [t + 2, j − 1] on a ch = ch+1 + 1. Si j = t + 2,
on se trouve dans le as |T(c)| = 4 déjà traité. Sinon, pour tout antéédent d de c tel que
c = Vri (d), i ∈ [t, j + 1], on a l'un des as suivants :
(i) si i = t ; alors dt > dt+1 < dt+2, impossible d'après le lemme 22 ;
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(ii) si i ∈ [t+ 1, j − 1] ; alors di > di+1 = di+2, impossible à ause du lemme 24 ;
(iii) si i = j ; alors dj−1 > dj < dj+1, impossible d'après le lemme 22 ;
(iv) si i = j + 1 ; il y a un plateau en dj−1, dj , par indution (similaire à e qui a été fait
dans la preuve du lemme 24) ela nous ramène au as |T(e)| = 4 pour un anêtre e de c,
par onséquent Y(c) est assé.
Si d est tel que c = Vli(d), i ∈ {t, t+ 1, t + 2, j + 1}, les possibilités sont les suivantes :
(i) si i = t ; alors dt > dt+1 = dt+2, impossible à ause du lemme 24 ;
(ii) si i = t+1 ; le raisonnement est le même que pour le sous-as (iii) du as |T(c)| = 4, e
qui implique que Y(c) est assé ;
(iii) si i = t+ 2 ou i = j + 1 ; alors di−2 > di−1 < di qui est impossible (lemme 22).
La LR-déomposition (Y(c),X(c)) est don une LR-déomposition assée de c. o
On prouve la réiproque de la proposition 26 à l'aide d'un dernier lemme tehnique.
Lemme 27 Pour toute onguration c telle que c 6= (n) pour tout n ∈ N∗, et qui admet une
LR-déomposition assée, il existe d telle que c ∈ f¯(d) qui admet une LR-déomposition assée.
Preuve. Posons c = (c1, . . . , ck) ave c 6= (n) où n =
∑k
i=1 ci. Supposons que c admet une
LR-déomposition assée notée (L(c),R(c)). On distingue 3 as selon le nombre d'éléments de
L(c).
− Si L(c) = ∅ ; |R(c)| > 1 ar c 6= (n). 2 as se présentent.
(i) R(c) ne ontient pas de plateau, on onstruit d ainsi : d1 = c1 +1, d2 = c2− 1 et di = ci
pour i ∈ [3, k]. Alors c = Vr1(d) et (L(d) = ∅,R(d) = R(c)) est une LR-déomposition
assée de d. Notons que si c2 = 1, d2 = 0 don d aura pour longueur k − 1. Dans e as
partiulier, on dénit L(d) = ∅ et R(d) = [1, k − 1].
(ii) R(c) ontient au moins un plateau : soit i le plus grand indie tel que ci = ci+1. Soit d
tel que di = ci +1, di+1 = ci+1− 1 et dj = cj pour j ∈ [1, k] \ {i, i + 1}. On a c = Vri (d)
et (L(d) = L(c),R(d) = R(c)) est une LR-déomposition assée par hypothèse. Cette
fois aussi si ci = 1, d est de longueur k − 1, on pose alors L(d) = ∅ et R(d) = [1, k − 1].
− Si |L(c)| = 1 ; on a 2 possibilités. Si c1 > c2 on revient au as préédent, on suppose don que
c1 6 c2. Soit d tel que d1 = c1 − 1, d2 = c2 + 1 et di = ci pour i ∈ [3, k], d'où c = Vl2(d).
(L(d) = L(c),R(d) = R(c)) est une LR-déomposition assée de d. Là aussi si c1 = 1, d1 = 0
don d doit être déalé d'un à gauhe. On pose alors dans e as partiulier L(d) = ∅ et
R(d) = [1, k − 1].
− Si |L(c)| > 1 ; il faut examiner 2 as.
(i) L(c) ne ontient pas de plateau : soit une onguration d telle que d1 = c1−1, d2 = c2+1
et di = ci pour i ∈ [3, k]. On a c = Vl2(d) et (L(d) = L(c),R(d) = R(c)) est une LR-
déomposition assée de d. Si c1 = 1, on a L(d) = L(c)\{m}, R(d) = (R(c)∪{m})\{k}
où m = maxL(c).
(ii) L(c) ontient au moins un plateau : soit i le plus petit indie tel que ci = ci+1. Soit d tel
que di = ci−1, di+1 = ci+1+1 et dj = cj pour j ∈ [1, k]\{i, i + 1}. Bien sûr, c = Vli+1(d)
et (L(d) = L(c),R(d) = R(c)) est une LR-déomposition assée par hypothèse. Enore
une fois si i = 1 et c1 = 1, d doit être déalé à gauhe. En notant m = maxL(c) on a
L(d) = L(c) \ {m}, R(d) = (R(c) ∪ {m}) \ {k}. o
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La proposition suivante montre que la ondition  avoir une LR-déomposition assée  est
susante pour appartenir à un graphe des orbites.
Proposition 28 Si une onguration c admet une LR-déomposition assée, alors il existe n ∈
N
∗
tel que c ∈ G(n).
Preuve. Soit une onguration c = (c1, . . . , ck), ave n =
∑k
i=1 ci, admettant une LR-déompo-
sition assée. Si k = 1, i.e. c = (n) alors la preuve est terminée. Sinon, ave l'aide du lemme 27
on onstruit une suite de ongurations (d0, d1, . . . , dh, . . .) telle que d0 = c et pour h > 0,
dh ∈ f¯(dh+1) et dh admet une LR-déomposition assée. Cette suite est nie, ar pour tout h on
a d'après le lemme 19 que E(
{
dh+1
}
) > E(f(
{
dh+1
}
)) > E(
{
dh
}
), et d'après le lemme 18 que
E¯((n)) > E¯(dh) si dh 6= (n). Don il existe l ∈ N tel que dl = (n), il y a don un hemin dans
G(n) de dl = (n) à d0 = c. o
D'après la proposition 26, un point xe π de G(n) a une struture bien préise. Il admet une
LR-déomposition assée (L(π),R(π)), et puisqu'il ne ontient pas de falaises à la fois L(π) et
R(π) ontiennent au plus un plateau. Cette struture est représentée sur la gure 16. Le as
où L(π) et R(π) se reollent à des hauteurs diérentes ('est-à-dire |T(π)| = 1) orrespond à la
gure 16(a), le as où la jontion rée un plateau supplémentaire au sommet (don |T(π)| > 2)
est illustré sur la gure 16(b).
1 2
3
PSfrag replaements
p
(a) Cas |T(π)| = 1.
1 2
PSfrag replaements
p
(b) Cas |T(π)| > 2.
Fig. 16  Struture des points xes.
3.3 Points xes
On sait depuis le orollaire 21 que pour tout n ∈ N∗, la onguration (n) aboutit toujours sur
un point xe. Ave l'aide des résultats de la partie préédente nous pouvons dérire et ompter
les points xes pouvant être atteints à partir de (n).
Comme nous l'avons vu à la n de la partie préédente (voir gures 16), intuitivement un
point xe est omposé d'une pyramide de base (en gris lair sur les gures) de hauteur p à
laquelle on ajoute des grains supplémentaires sur les ans (en gris foné) de bas en haut, à
ondition d'en ajouter au plus un par olonne (limite en pointillés). Les boîtes étiquetées par des
numéros sont interdites, ar sur la gure 16(a) remplir les ases 1 ou 2 reviendrait à onsidérer
le as |T(c)| > 2, et remplir la ase 3 signierait que l'on aurait dû prendre omme hauteur de
pyramide la valeur p + 1. Dans le as de la gure 16(b), remplir l'une ou l'autre des ases 1
et 2 nous onduit au as |T(c)| = 1, remplir les deux signie que l'on n'a pas la bonne valeur
de p. À titre d'exemple, l'annexe A regroupe tous les points xes atteignables depuis (n) pour
1 6 n 6 24.
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Nous ne dérivons pas plus formellement ii la struture des points xes, lourde et sans intérêt
pour ette partie, tout en notant que 'est parfaitement réalisable. Nous ne faisons que ompter
le nombre de points xes orrespondant aux gures 16, en ommençant par montrer dans le
lemme qui suit que e sont les seuls possibles.
Pour n ∈ N∗, soit g1(n) le nombre de points xes π ∈ G(n) tels que |T(π)| = 1 et g2(n) le
nombre de points xes tels que |T(π)| > 2.
Lemme 29 Pour tout n ∈ N∗, le nombre de points xes de G(n) pour SSPM est G(n) = g1(n)+
g2(n).
Preuve. Soit n ∈ N∗ et π = (π1, . . . ,πk) un point xe de G(n). Si |T(π)| = 1, alors π peut être
onstruit omme indiqué sur la gure 16(a) (au plus un plateau à gauhe et un autre à droite).
De plus, il ne peut être onstruit à partir de la gure 16(b).
Si |T(π)| > 2, il ne peut être dérit par la gure 16(a). Par ontre il peut l'être à partir de la
gure 16(b), en hoisissant une LR-déomposition assée de π (L(π) = [1, t],R(π) = [t + 1, k]).
Si πt = πt+1 il sut de déouper la gure 16(b) en deux au milieu de la onguration (entre les
ases 1 et 2). L'intervalle L(π) peut rentrer à gauhe et R(π) à droite (au plus un plateau). Si
πt = πt+1 + 1, alors T(π) ⊂ L(π). Cette fois il sut de déouper la onguration à droite de
la ase marquée 2, L(π) et R(π) s'adaptent parfaitement. Le as symétrique πt = πt+1 − 1 est
semblable.
Réiproquement, toutes les ongurations à n grains qui peuvent être onstruites d'après
les gures 16 sont des points xes qui admettent une LR-déomposition assée, don d'après la
proposition 28 sont des points xes de G(n). L'ensemble des points xes de (n) est don exatement
représenté sur les gures 16, et G(n) = g1(n) + g2(n). o
Les deux lemmes qui suivent donnent l'expression exate des fontions g1(n) et g2(n).
Lemme 30 Pour tout n ∈ N∗, le nombre de points xes π de G(n) tels que |T(π)| = 1 est
g1(n) =


n− p2 + 1 si n− p2 6 p− 1 ,
2p− n + p2 − 1 si p 6 n− p2 6 2p− 1 ,
0 sinon,
où p est l'unique entier tel que p2 6 n < (p + 1)2.
Preuve. Soit n ∈ N∗ et un point xe π de G(n). Puisque par hypothèse |T(π)| = 1, π a la
struture illustrée sur la gure 16(a). Comme n est onnu, on peut déterminer p. C'est le seul
entier tel que p2 6 n < (p + 1)2 (p2 est la surfae de la pyramide gris lair), soit p = ⌊√n⌋.
Notons u = n− p2 < 2p+1 le nombre de grains exédentaires à plaer. L'ensemble des manières
de plaer es u grains donne tous les points xes possibles (lemme 29), il y a 3 façons de le faire.
(i) Si 0 6 u < p ; tous les grains sont plaés à gauhe, de bas en haut, on obtient un point xe.
Ensuite on ne plae plus que u−1 grains à gauhe et un à droite, pour en obtenir un autre.
On itère e proédé jusqu'à mettre les u grains à droite, ela donne u + 1 points xes.
(ii) Si p 6 u 6 2p − 2 ; on ommene ave p − 1 grains à gauhe et les u− p + 1 qui restent à
droite, toujours de bas en haut, pour obtenir le premier point xe. Un autre est obtenu en
mettant p− 2 grains à gauhe et u− p+2 à droite, et ainsi de suite jusqu'à en avoir p− 1
à droite. Cette proédure donne lieu à (p − 1) − (u − p + 1) + 1 = 2p − u− 1 points xes
distints.
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(iii) Si u = 2p − 1 ou u = 2p ; il y a forément p grains à mettre à droite ou à gauhe, e qui
n'est pas possible (les ases 1 et 2 de la gure 16(a) sont interdites), il n'y a alors auun
point xe. o
Lemme 31 Pour tout n ∈ N∗, le nombre de points xes π de G(n) tels que |T(π)| > 2 est
g2(n) =


n− p2 − p + 1 si n− p2 − p 6 p− 1 ,
p si n− p2 − p 6 p ,
3p − n+ p2 + 1 si p + 1 6 n− p2 − p 6 2p + 1 ,
où p est l'unique entier tel que p2 + p 6 n < (p + 1)2 + (p + 1).
Preuve. Cette preuve est semblable à elle du lemme 30, à part qu'elle s'appuie sur la gure 16(b)
qui représente les points xes de sommet plus grand que 2. Soit n ∈ N∗ et π un point xe de G(n)
tel que |T(π)| > 2. La hauteur de π est l'unique entier p tel que p2 + p 6 n 6 (p + 1)2 + (p + 1)
(surfae de la pyramide grise), soit p = ⌊12 (
√
4n + 1−1)⌋. Soit v = n−p2−p < 2p+2 le nombre
de grains restant à répartir pour obtenir tous les points xes (lemme 29), selon la valeur de v il
y a enore une fois 3 as.
(i) Si 0 6 v < p ; si l'on met les v grains à gauhe et auun à droite on obtient le premier
point xe. On n'en met ensuite plus que v − 1 à gauhe et un à droite, et ainsi de suite
pour obtenir v + 1 points xes.
(ii) Si v = p ; on peut mettre p grains à gauhe et 0 à droite, puis p− 1 à gauhe et 1 à droite,
et ainsi de suite jusqu'à 0 à gauhe et p à droite. Il devrait don y avoir p+ 1 points xes,
mais remarquons que le point xe ave p grains sur la gauhe et elui ave p grains sur la
droite sont identiques : ils forment un point xe de sommet de longueur 3, sans plateaux.
Il n'y a don que p points xes diérents, 'est le seul as de doublon qui se présente.
(iii) Si p < v 6 2p+1 ; on met p grains à gauhe et les v−p restants à droite, puis p−1 à gauhe
et v−p+1 à droite, jusqu'à v−p à gauhe et p à droite. Cela donne p−(v−p)+1 = 2p−v+1
points xes dans e as. o
La proposition suivante donne une formule lose pour exprimer le nombre de points xes
de G(n) à l'aide des lemmes préédents. La formule est un peu  magique , le résultat est
étonnamment simple par rapport aux aluls eetués qui se simplient entièrement. De plus
nous n'avons pas d'interprésentation visuelle ou intuitive pour un tel résultat.
Proposition 32 Pour tout n ∈ N∗, le nombre de points xes de G(n) pour SSPM est G(n) =
⌊√n⌋.
Preuve. Soient n ∈ N∗ et p = ⌊√n⌋ l'unique entier vériant p2 6 n < (p + 1)2. On distingue 3
as qui orrespondent aux as des lemmes 30 et 31.
(i) Si p2 6 n 6 p2 + p − 1 ; alors (p − 1)2 + (p − 1) 6 n < p2 + p. On se trouve dans le
as (i) du lemme 30 et dans le as (iii) du lemme 31, don d'après le lemme 29 on a
G(n) = [n− p2 + 1] + [3(p − 1)− n + (p− 1)2 + 1] = p = ⌊√n⌋.
(ii) Si p2 + p 6 n 6 p2 + 2p − 1 ; on est dans le as (ii) du lemme 30 et dans le as (i) du
lemme 31. D'après le lemme 29 on a G(n) = [2p−n+p2−1]+ [n−p2−p+1] = p = ⌊√n⌋.
(iii) Si n = p2 + 2p ; 'est le as (iii) du lemme 30 et le (ii) du lemme 31, d'où G(n) = 0 + p =
⌊√n⌋. o
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3.4 Longueur du transitoire
Nous venons de voir que SSPM avait une dynamique de type point xe, et que seuls ⌊√n⌋
points xes (de forme assez prohe) étaient atteignables. Il est maintenant naturel de se demander
ombien d'itérations sont néessaires pour les atteindre ; ela peut être vu omme une façon
d'estimer le  temps  que dure une avalanhe de grains.
De manière générale la longueur du transitoire (relativement à une onguration initiale c et
à un point xe π ∈ Gc) est la longueur d'une orbite de c à π dans Gc. Comme il y a plusieurs
points xes et plusieurs hemins pour les atteindre, toutes es longueurs ne seront pas toujours
identiques. On essaie don dans ette partie d'estimer les longueurs minimales et maximales des
transitoires, i.e. les longueurs des orbites respetivement les plus ourtes et les plus longues de c
à π dans Gc.
Nous prouvons dans un premier temps que la longueur minimale du transitoire de (n) est en
O(n3/2) omme pour SPM (voir proposition 6 et remarque 2 page 12), en exhibant un des hemins
de longueur minimale. Puis nous montrons dans une seonde partie que la longueur maximale du
transitoire de (n) est au plus en O(n2), et vraisemblablement en O(n3/2) également. Ce travail
a été fait pour l'essentiel dans [25℄.
3.4.1 Longueur minimale du transitoire
On s'intéresse don de nouveau aux ongurations initiales à une olonne, de type (n). Pour
tout n ∈ N∗ et tout point xe π ∈ G(n) on note t(π) la longueur minimale du transitoire de (n)
à π, 'est-à-dire que t(π) est la longueur du hemin le plus ourt reliant (n) à π dans G(n).
Nous avons besoin dans ette partie de retenir la position de la olonne initiale, pour pouvoir
savoir où elle est relativement au point xe π qui nous intéresse. Contrairement à la partie
préédente (voir remarque 6) les indies des olonnes ne sont pas déalés lors d'une appliation
d'une règle à une extrémité de la onguration.
En pratique, si l'on note π = (π1, . . . ,πk) un point xe de (n), toutes les ongurations
entre (n) et π peuvent être dénies sur le même ensemble d'indies [1, k] ar les règles loales ne
peuvent faire rétréir une onguration. La gure 17 illustre ei, les olonnes sont numérotées
à partir de leur position dans le point xe nal.
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
Fig. 17  Une orbite de (5) pour SSPM, où les positions des olonnes par rapport au point
xe visé sont expliitées. Les grains qui tombent sont en gris foné, on remarque que la olonne
initiale est à l'indie 2 relativement au point xe.
On dénit le entre d'une onguration c relativement à un point xe π = (π1, . . . ,πk) ∈ Gc
omme suit :
γπ(c) = min

i ∈ [1, k],
i∑
j=1
cj >
k∑
j=i+1
cj

 .
Intuitivement, le entre d'une onguration permet de  ouper  en deux une onguration, de
manière à e qu'il y ait presque le même nombre de grains dans la partie de gauhe et dans la
partie de droite.
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Notons qu'il se peut que pour une onguration c donnée et un de ses points xes π ∈ Gc on
ait γπ(c) 6= γπ(π). Par exemple sur la gure 17, γπ((5)) = 2 6= γπ(π) = 3.
Pour tout point xe π ∈ G(n), soit ti(π) la longueur minimale d'un hemin de (n) à π tel
que γπ((n)) = i. La longueur minimale du transitoire est don t(π) = mini∈[1,k] ti(π) (forément
γπ((n)) ∈ [1, k]). Le résultat suivant relie la longueur minimale du transitoire à la position de la
olonne initiale γπ((n)).
Lemme 33 Pour tout n ∈ N∗, pour tout point xe π ∈ G(n), t(π) = tγπ(π)(π) i.e. la longueur du
transitoire est minimale quand la olonne initiale était plaée en γπ(π).
Preuve. Soit n ∈ N∗. Soit π = (π1, . . . ,πk) ∈ G(n) un point xe et i = γπ((n)). Un grain de la
olonne j a besoin d'au moins |i− j| itérations pour atteindre la olonne j depuis la olonne i.
En sommant sur tous les grains,
ti(π) =
k∑
j=1
|i− j|πj
est la longueur minimale du transitoire si γπ((n)) = i, don
ti+1(π)− ti(π) =
k∑
j=1
(|i− j + 1| − |i− j|)πj =
i∑
j=1
πj −
k∑
j=i+1
πj .
Par onséquent, par dénition de γπ(π), la fontion i → ti(π) est stritement déroissante pour
i 6 γπ(π) et roissante pour i > γπ(π). Le minimum est don bien atteint pour i = γπ(π). o
Le lemme suivant permet de omprendre pourquoi γπ s'appelle le  entre . En eet pour
un point xe π, on montre que γπ(π) orrespond à une des olonnes les plus entrales du sommet
de π.
Lemme 34 Pour tout n ∈ N∗, pour tout point xe π ∈ G(n),
γπ(π) =


u si |T(π)| = 1
ou si |T(π)| = 2 et ∑uj=1 πj > ∑kj=u+1 πk ,
u + 1 sinon,
ave u = minT(π).
Preuve. Soit n ∈ N∗, soit un point xe π = (π1, . . . ,πk) ∈ G(n) de hauteur maximale p et soit
u = minT(π). On montre dans un premier temps que γπ(π) > u, en eet si γπ(π) = u− 1 alors
γπ(π)∑
j=1
πj =
p−1∑
j=1
j + x <
p∑
j=1
j 6
k∑
j=γπ(π)+1
πj ,
où x ∈ [0, p − 1] est la hauteur du plateau de gauhe de π, omme indiqué sur la gure 18. On
a également γπ(π) 6∈ [1, u − 2] ar la fontion i →
(∑i
j=1 cj −
∑k
j=i+1 cj
)
est roissante pour
tout c de longueur k.
Nous distinguons maintenant quatre as, selon la taille de T(π). Pour les deux premiers, on
note x ∈ [0, p− 1] la hauteur du plateau de L(π) et y ∈ [0, p− 1] la hauteur du plateau de R(π).
Si l'un de es plateaux n'existe pas il sut de poser x = 0 ou y = 0.
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Fig. 18  Situation lorsque γπ(π) = u− 1. Il y a moins de grains à gauhe qu'à droite.
− Si |T(π)| = 1 ; alors γπ(π) = u puisque
u∑
j=1
πj =
p∑
j=1
j + x >
p−1∑
j=1
j + y =
k∑
j=u+1
πj .
− Si |T(π)| = 2 ; si ∑uj=1 πj > ∑kj=u+1 πj alors lairement γπ(π) = u. Sinon, ∑uj=1 πj <∑k
j=u+1 πj implique que x < y et
u+1∑
j=1
πj −
k∑
j=u+2
πj = 2p + x− y > 0 ,
d'où γπ(π) = u+ 1.
− Si |T(π)| = 3 ; alors
u∑
j=1
πj −
k∑
j=u+1
πj = −p± x < 0 et
u+1∑
j=1
πj −
k∑
j=u+2
πj = p± x > 0 ,
où x ∈ [0, p− 1] est la hauteur de l'unique plateau de π (soit dans L(π) soit dans R(π)), don
γπ(π) = u+ 1.
− Si |T(π)| = 4 ; alors
u∑
j=1
πj −
k∑
j=u+1
πj = −2p < 0 et
u+1∑
j=1
πj −
k∑
j=u+2
πj = 0 ,
d'où γπ(π) = u+ 1. o
On peut déduire de es deux lemmes la valeur exate de la longueur minimale du transitoire.
Proposition 35 Pour tout n ∈ N∗, pour tout point xe π ∈ G(n), la longueur minimale du
transitoire de (n) à π est
t(π) =


1
3(p− 1)p(p + 1) + 16x(x+ 1)(3p − 2x+ 2) + 16y(y + 1)(3p − 2y + 2)
si |T(π)| = 1, ave p = ⌊√n⌋ et 0 6 x, y 6 p− 1,
1
3(p− 1)p(p + 1) + 16x(x+ 1)(3p − 2x+ 2) + 16y(y + 1)(3p − 2y + 2)
+12p(p + 1) +
1
2x(x + 1)
sinon, ave p = ⌊12(
√
4n + 1− 1)⌋ et 0 6 x 6 y 6 p,
où p est la hauteur de π et x, y les hauteurs respetives des deux (éventuels) plateaux de L(π) et
de R(π).
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Preuve. Soit n ∈ N∗, le point xe π = (π1, . . . ,πk) ∈ G(n) a la struture de l'une des gures 16. Le
lemme 33 nous dit que ti(π) est minimal lorsque i = γπ(π). Il faut distinguer 2 as, si |T(π)| = 1
(gure 16(a)) alors d'après le lemme 34 on a γπ(π) = minT(π). Par onséquent,
t(π) = tγπ(π)(π) =
k∑
j=1
|γπ − j|πj
= 2
p−1∑
j=1
j(p − j) +
x∑
j=1
j(p − j + 1) +
y∑
j=1
j(p− j + 1) ,
où x, y ∈ [0, p − 1] sont les hauteurs des plateaux de L(π) et R(π) ; p est la hauteur de π,
'est l'unique entier qui satisfait p2 6 n < (p + 1)2, soit p = ⌊√n⌋. Le résultat orrespond au
développement de ette équation.
Dans le as où |T(π)| > 2 (gure 16(b)), on note x, y ∈ [0, p] les hauteurs des plateaux
de L(π) et R(π), ave x 6 y. On suppose que y est la hauteur du plateau de L(π) (sinon la
longueur du transitoire est identique pour des raisons de symétrie). D'après le lemme 34, γπ(π)
est la olonne entrale de T(π) si |T(π)| est impair, ou la olonne de gauhe des deux olonnes
entrales de T(π) si |T(π)| est pair (ela orrespond dans tous es as à la olonne sous la ase
marquée d'un 1 sur la gure 16(b)). Alors on a
t(π) = tγπ(π)(π) =
k∑
j=1
|γπ − j|πj
= 2
p−1∑
j=1
j(p − j) +
x∑
j=1
j(p − j + 1) +
y∑
j=1
j(p − j + 1) +
p∑
j=1
j +
x∑
j=1
j ,
où p est la hauteur de π, 'est l'unique entier vériant p(p + 1) 6 n < (p + 1)(p + 2), soit
p = ⌊12(
√
4n + 1− 1)⌋. On obtient le résultat attendu en développant ette équation.
Il est évident que e nombre minimal d'itérations est néessaire. Il existe une orbite qui atteint
π à partir de (n) en t(π) étapes : supposons que γπ(π) ∈ L(π), on ommene par faire s'érouler
les grains de la olonne initiale sur la droite (règle SPM), jusqu'à e que R(π) soit formée.
L'union de la olonne initiale et de R(π) est assée, don est onstrutible par SPM (lemme 2
page 11). Ensuite on fait tomber les grains restants sur la gauhe ave la règle symétrique de
elle de SPM, jusqu'à obtenir π ('est possible ar L(π) est assé). Si γπ(π) ∈ R(π) on eetue
la même onstrution en ommençant par L(π). Chaque grain de haque olonne j a eu besoin
de |γπ(π)− j| itérations, en sommant sur j on obtient bien t(π). o
Remarque 7 Comme on a dans tous les as p = O(n1/2) et omme x, y 6 p, au moins t(π) =
O(n3/2) itérations sont néessaires pour atteindre un point xe π à n grains à partir de (n). On
peut remarquer que 'est le même ordre de grandeur que pour SPM (proposition 6 et remarque 2,
page 12).
3.4.2 À propos de la longueur maximale du transitoire
Pour tout n ∈ N∗ et tout point xe π ∈ G(n) on note τ(π) la longueur de la plus longue orbite
reliant (n) à π dans G(n). Il est plus diile de aluler exatement la longueur maximale du
transitoire τ(π), la proposition suivante en donne une borne triviale.
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Proposition 36 Pour tout n ∈ N∗ et tout point xe π ∈ G(n), la longueur maximale du transi-
toire τ(π) est bornée par O(n2).
Preuve. Soit n ∈ N∗ et π un point xe de G(n). Lorsqu'un grain tombe, sa hauteur est réduite
d'au moins 1. Un grain à hauteur initiale i peut don se déplaer au plus i fois, don τ(π) 6∑n−1
i=0 i =
1
2n(n− 1). o
Cette borne est très grossière, non seulement pare que les grains tombent en général d'une
hauteur supérieure à 1, mais également pare qu'ils ne tombent pas tous jusqu'en bas.
Intuitivement, le omportement qui demande le plus de temps serait le suivant : les grains
tombent d'un té autant que possible, puis ils s'eondrent de l'autre pour donner un point xe.
Cette orbite est enore en O(n3/2), nous onjeturons qu'elle est de longueur maximale.
Conjeture 37 Pour tout n ∈ N∗ et tout point xe π ∈ G(n), la longueur maximale du transitoire
est τ(π) = O(n3/2).
Expérimentalement, il semble que t(π) 6 τ(π) 6 2t(π), et même que τ(π) ≈ 1.5t(π) pour
de faibles valeurs de n (voir gure 19). Pour n > 60, la simulation omplète de SSPM est trop
longue à réaliser sur les ordinateurs dont nous disposons mais il est probable que l'on reste dans
le même ordre de grandeur.
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Fig. 19  Variation du rapport
τ(π)
t(π) en fontion de n pour SSPM.
3.5 Perspetives
Nous avons montré dans les trois parties préédentes que le modèle SSPM était un mo-
dèle intéressant pour simuler les piles de sable multi-diretionnelles, et par extension multi-
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dimensionnelles (ajouter une dimension revient à ajouter plusieurs diretions). Bien que non-
déterministe et onduisant à plusieurs états stables diérents, il est possible de aratériser
préisément son omportement : états intermédiaires, points xes, longueur du transitoire sont
parfaitement onnus dans le as d'une pile initiale à une olonne, en temps séquentiel. Il semble
également être assez prohe de la réalité, les points xes étant des piles pyramidales réalistes et
prohes les unes des autres.
Ce modèle semble don être un bon point de départ à l'étude des piles de sable dans un adre
un peu plus général que SPM ou IPM(k). SSPM peut naturellement s'étendre à des modèles
SIPM(k). Son étude dans les mêmes onditions que e que nous avons fait pour SSPM donne-
rait des résultats similaires, à savoir une aratérisation relativement simple des ongurations
atteignables, et un nombre de points xes dépendant de manière simple de n et de k (expéri-
mentalement on obtient que le nombre de points xes G(n) est le plus grand entier vériant
k · G(n)2 − (k − 1) · G(n) 6 n). Cei pourrait alors ouvrir la voie à des modèles enore plus
généraux, an de pouvoir enn simuler des tas de sable en 3 dimensions.
Cette étude mériterait enore d'être prolongée, dans un premier temps en regardant e qu'il
se passe ave une onguration initiale quelonque omme nous l'avons fait pour SPM et IPM(k)
dans le hapitre 2. Utiliser un algorithme prohe de elui que l'on y a introduit ne marherait
pas : on le voit sur la gure 20, si l'on part de deux olonnes isolées, l'algorithme déoupe quelque
part entre les deux. Les deux intervalles s'eondrent en parallèle (première phase de alul), et
dans tous les as l'eondrement de la première olonne reste oiné ontre elui de la seonde,
on obtient deux sommets distints (gure du haut). Le omportement suivant serait perdu : la
olonne de droite s'éroule entièrement, puis la première s'éroule sur la droite et reouvre la
seonde, on obtient un sommet unique (en bas).
Fig. 20  Piles de sables symétriques généralisées.
Il faudrait don entièrement reprendre le problème pour trouver un moyen d'aélérer la
simulation sans perdre auune possibilité.
Une autre piste de reherhe intéressante est l'étude de variantes de SSPM qui seraient
parallèles (à haque instant, tous les grains pouvant tomber tombent simultanément) ou déter-
ministes (une seule orbite, un seul point xe). Le modèle parallèle est simple à dénir, et reste
non-déterministe à ause des grains pouvant tomber des deux tés à la fois. Il serait intéressant
de voir si beauoup de omportements disparaissent, et de ombien la simulation est aélérée
ar e mode serait enore plus réaliste.
D'autre part, un exemple de modèle déterministe est le modèle dans lequel un grain tombe
de haque té lorsque les deux diérenes à gauhe et à droite sont supérieures à 2. Ce modèle a
un omportement semblable à SPM en mode parallèle et n'est probablement pas très intéressant.
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Un autre système de règles déterministe inspiré par SSPM est elui où un grain tombe du té
où la falaise est la plus grande, et en as d'égalité à droite. Il faudrait regarder quel point xe
(unique désormais) est obtenu parmi les ⌊√n⌋ possibles.
Beauoup de variantes sont don envisageables, dans haque as il faudrait s'intéresser au
graphe des orbites obtenu an de aratériser le(s) point(s) xe(s).
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Automates de sable
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Dans ette seonde grande partie, nous étudions les automates de sable introduits réemment
dans [8℄ et dont nous avons poursuivi l'étude dans [9, 10℄. Il s'agit d'un système dynamique
disret au fontionnement prohe de elui des automates ellulaires [37℄. Le but des automates
ellulaires est de modéliser simplement un phénomène mal onnu an de mieux omprendre
son fontionnement. Pour ela, dans un premier temps on disrétise l'espae étudié selon une
grille Z
d
, haque point de la grille ontenant un état dont la valeur est bornée. Puis haque
point de la grille évolue (simultanément) en fontion des valeurs ontenues dans les états de son
voisinage. Les automates ellulaires ont un fontionnement loal : on modélise des phénomènes
qui n'ont pas une vue d'ensemble de la situation, mais qui ont plutt besoin de bien onnaître
leur environnement prohe. Ce prinipe très simple leur permet de modéliser une grande variété
de phénomènes, physiques, éonomiques, soiaux, et., e qui leur vaut d'avoir été énormément
étudiés ar ils engendrent des omportements omplexes, qui dièrent selon l'automate hoisi
(voir par exemple [37℄ pour une présentation plus détaillée des automates ellulaires).
Les automates de sable sont une version un peu modiée des automates ellulaires. La loalité
en reste le prinipe de base mais ils agissent sur un ensemble d'états innis. Pour que malgré
ela la règle loale puisse être dérite par une table nie, un voisinage n'est pas un ensemble
d'états mais un ensemble de diérenes ave l'état du point à modier. Ce système dynamique
est don parfaitement adapté à la simulation des piles de sable (voir partie I) : les ongurations
de l'automate sont les ongurations de la pile, 'est-à-dire des entiers répartis sur une grille
Z
d
(on permet ainsi des ongurations de taille innie). La table de transition de l'automate
ontient des règles qui provoquent la hute de grains lorsque la diérene de hauteur ave ses
voisins est susante.
L'intérêt de l'étude de e système dans le adre des piles de sable est double. D'une part,
il permet de simuler et d'unier tous les modèles de piles de sable imaginables, pourvu qu'ils
fontionnent de manière loale. Il sut de hanger la table de transition pour simuler les règles
loales du modèle visé, la seule ontrainte étant un fontionnement déterministe (mode parallèle
pour SPM et IPM(k), modèle  adapté  pour SSPM) plus réaliste. D'autre part, il repose sur des
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bases mathématiques très solides. Une topologie peut être mise sur l'espae des ongurations,
et espae est alors loalement ompat et un automate de sable est une fontion ontinue de
et ensemble dans lui-même. Ces résultats permettent une étude de la dynamique des automates
de sable approfondie, menant à des résultats généraux. On évite ainsi les preuves ombinatoires
et algébriques, assez laborieuses, telles qu'on les a faites dans la partie I pour des résultats plus
iblés.
Dans e hapitre nous donnons les notions permettant de dénir et de omprendre le fontion-
nement des automates de sable. Nous rappelons les résultats topologiques de [9℄, en dénissant
une distane sur les ongurations. Puis nous dénissons les automates de sable, qui sont en
quelque sorte un système qui agit sur les ongurations en préservant la propriété qu'elles n'ont
pas de  trous  (i.e. entre deux grains de la même olonne, il n'y a pas de vide). Nous verrons
que e système est équivalent (au sens de la simulation) aux automates ellulaires et don aux
mahines de Turing. Enn, la dernière partie présente un résultat majeur (théorème 47) pour
aratériser les automates de sable. De manière similaire à e qu'a fait Hedlund [32℄ pour les au-
tomates ellulaires, on montre que les automates de sable sont exatement les fontions ontinues
de l'espae des ongurations dans lui-même qui ommutent ave les deux déalages (horizontal
et vertial) et qui onservent les états innis.
1.1 Une topologie pour les ongurations
Dans ette partie nous introduisons une distane entre ongurations, qui induit une topologie
sur l'espae des ongurations. La version originale de es dénitions se trouve dans [8℄, elles
que l'on utilise sont étendues à des dimensions d quelonques et viennent de [9℄ et [10℄.
Une onguration représente un ensemble de grains organisés en olonnes, elles-mêmes répar-
ties sur la grille Z
d
. À haque point de la grille est assoié un nombre de grains, 'est-à-dire un
élément de Z˜ = Z∪ {+∞,−∞}. Les valeurs +∞ et −∞ représentent respetivement une soure
et un puits de grains. Formellement, une onguration x est don un élément de Z˜Z
d
. L'ensemble
des ongurations est noté C = Z˜Z
d
.
Pour toute onguration x ∈ C, on note xi ou xi1,...,id le nombre de grains dans la olonne
de x indexée par le veteur i = (i1, . . . , id). Lorsqu'il n'y a pas d'ambiguïté, un simple 0 remplae
le veteur nul (0, . . . , 0). Ainsi pour tout u ∈ Z˜, l'ensemble {x | x0 = u} des ongurations dont
l'élément entral vaut u est noté Cu. Nous verrons que es ensembles jouent un rle très important
dans l'espae des ongurations, ar ils sont ompats (proposition 40).
An de  omparer  deux veteurs i, j ∈ Zd, on note i 4 j le fait que pour tout k ∈ [1, d],
ik 6 jk. Si i 4 j et i 6= j alors on utilise la notation i ≺ j. Enn, pour tout veteur i de
dimension d, on note |i| = maxj=1,...,d |ij | la norme innie de i.
Commençons par expliquer omment fontionne la distane que nous hoisissons. Deux on-
gurations sont d'autant plus prohes qu'elles ont plus de valeurs ommunes au entre de la grille.
Par exemple deux ongurations x et y telles que x0 6= y0 sont à distane 1. Si leur valeur en-
trale est identique, on plae deux  observateurs  en haut des olonnes x0 et y0 pour mesurer
les diérenes xi − x0 et yi − y0. Ces observateurs ont une vision limitée par un entier r appelé
la préision, à la fois vers les tés (ils ne peuvent voir que les voisins xi et yi tels que |i| 6 r) et
vers le haut et le bas (si |xi − x0| > r ou |yi − y0| > r alors ils ne peuvent mesurer préisément
et renvoient la valeur +∞ ou −∞). La gure 21 montre un exemple de mesure eetuée par un
observateur. Faire e type de mesure revient à se plaer au sommet d'une montagne un jour de
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brouillard : on ne voit qu'à une ertaine distane et les distanes vertiales sont bornées par la
mer de nuages en bas et les nuages en haut.
+2
−∞
−2
0
+∞
−1
+1
Fig. 21  Exemple de mesure eetuée par un observateur plaé en haut de la olonne d'indie 0,
ave une préision de 3 ases, pour une onguration en dimension 1.
La distane entre x et y sera alors 2−r, où r est le plus petit entier tel que les observateurs
voient une diérene entre x et y du haut de leur point de repère ave une préision de r. Cette
dénition permet d'obtenir des propriétés fortes, et en même temps elle est bien adaptée à la
simulation des piles de sable, basées sur les diérenes entre olonnes voisines.
An de formaliser es notions, on s'appuie sur les notations suivantes. À partir de la dénition
usuelle d'un intervalle d'entiers [a, b] = {a, a + 1, . . . , b}, on dénit l'ensemble ˜[a, b] = [a, b] ∪
{+∞,−∞} qui y ajoute les innis.
Dénition 1 Un observateur (également appelé outil de mesure) de préision r ∈ N∗, de hauteur
de référene m ∈ Z˜, est la fontion βmr : Z˜ 7→ [˜−r, r] dénie par :
∀n ∈ Z˜, βmr (n) =


+∞ si n > m+ r ,
−∞ si n < m− r ,
n−m sinon.
Dénition 2 Pour toute onguration x ∈ C, pour tous r ∈ N∗ et i ∈ Zd, le ylindre de x de
rayon r entré en i est la matrie w = Cir(x) dénie en dimension d par :
∀k ∈ [−r, r]d, Cir(x)k =


xi si k = 0 ,
β0r(xi+k) si k 6= 0 et |xi| =∞ ,
βxir (xi+k) sinon.
Un ylindre w est don un ensemble de mesures eetuées par un observateur, au entre
duquel se trouve le point de référene w0 = xi (voir gure 21).
Remarque 8 Lorsque le point de référene du ylindre ontient un inni, l'observateur est plaé
à la hauteur 0. Si on ne le fait pas, les autres valeurs du ylindre ne peuvent pas être mesurées
préisément (il faudrait une préision innie), et la distane dénie i-dessous n'en serait pas
une ar on ne pourrait pas diérenier ertaines ongurations pourtant diérentes.
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Dénition 3 La distane entre deux ongurations x, y ∈ C est dénie par d(x, y) = 2−r, où
r = min
{
r ∈ N | C0r(x) 6= C0r(y)
}
.
Proposition 38 La fontion d est une distane.
Preuve. Il est évident que pour tous x, y ∈ C, d(x, y) = 0 ⇔ x = y et d(x, y) = d(y, x).
Enn, remarquons que d est ultramétrique, 'est-à-dire que pour tous x, y, z ∈ C, d(x, z) 6
max(d(x, y), d(y, z)). En eet, soit r le plus petit entier tel que C0r(x) 6= C0r(y) et s le plus petit
entier tel que C0r(y) 6= C0r(z). Soit t = min(r, s), alors pour tout entier u < t on a C0u(x) =
C0u(y) = C
0
u(z) et don d(x, z) 6 2
−t = max(d(x, y), d(y, z)). o
Ave la topologie induite sur C par la distane d, les ylindres permettent de former une
base d'ouverts pour ette topologie : à haque ylindre w orrespond une boule ouverte [w]r ={
y ∈ C | C0r(y) = w
}
. En partiulier, tous les Cu sont ouverts (boules de rayon 1). Quand il n'y a
pas d'ambiguïté possible, on omet la préision r et les boules sont notées [w]. De manière générale,
les ouverts de l'espae métrique C sont les ensembles de ongurations ayant un nombre ni de
valeurs xées. On retrouve ii une topologie prohe de la topologie de Cantor pour les automates
ellulaires.
Dans la suite de la setion on dérit toutes les propriétés topologiques de l'espae C.
Proposition 39 L'espae C est parfait ( i.e. il n'a pas de points isolés).
Preuve. Soit x ∈ C une onguration quelonque. Pour tout r ∈ N, onstruisons une ongura-
tion x′ égale à x partout sauf en un point r = (r + 1, 0, . . . , 0). On pose :
∀i ∈ Zd \ {r} , x′i = xi et x′r =
{
0 si xr 6= 0 ,
1 sinon.
Par onstrution de x′, 0 < d(x, x′) 6 2−r−1. o
La plupart des résultats sur la dynamique des systèmes dynamiques disrets repose sur le fait
que l'espae des ongurations est ompat. Ii e n'est malheureusement pas le as, par exemple
on ne peut extraire auune sous-suite qui onverge de la suite (xn)n∈N dénie par x
n
0 = n et
xni = 0 pour i 6= 0 (tous les éléments de la suite sont à distane 1 les uns des autres). Par ontre
le orollaire 41 prouve que C est loalement ompat, en utilisant la proposition suivante qui
montre que les ensembles Cu sont ompats.
Proposition 40 Pour tout u ∈ Z˜, l'ensemble Cu est ompat.
Preuve. Il faut ommener par trier les points de la grille en partant du entre, de manière à e
que leur norme (innie) soit roissante. On utilise pour ela une bijetion φ : N 7→ Zd telle que
i < j ⇒ |φ(i)| 6 |φ(j)|. La gure 22 montre un exemple d'une telle fontion en dimension d = 2.
Soit u ∈ Z˜, soit E ∈ Cu un ensemble inni de ongurations. Il sut de onstruire une
onguration y telle que pour tout ε > 0 il existe x ∈ E tel que d(x, y) < ε. Nous onstruisons
don y petit à petit en remplissant au fur et à mesure tous les points de y dans l'ordre établi
par φ, i.e. φ(0), φ(1), φ(2), et. Soit y0 = u, soit U0 = E. On onstruit par indution à partir
de U0 une suite déroissante (pour l'inlusion) de sous-ensembles innis de ongurations de E.
Pour tout i ∈ N∗, onsidérons le multi-ensemble {xφ(i) | x ∈ Ui−1}.
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Fig. 22  Exemple de bijetion φ : N 7→ Z2 roissante.
(i) Soit il ontient une valeur k ∈ Z˜ qui revient inniment souvent, on pose yφ(i) = k et
Ui =
{
x ∈ Ui−1 | xφ(i) = k
}
.
(ii) Soit il ontient une suite stritement roissante (kj)j∈N, posons yφ(i) = +∞ et Ui ={
x ∈ Ui−1 | ∃j ∈ N, xφ(i) = kj
}
.
(iii) Soit il ontient une suite stritement déroissante (kj)j∈N, posons yφ(i) = −∞ et Ui ={
x ∈ Ui−1 | ∃j ∈ N, xφ(i) = kj
}
.
Soit r > 0, on herhe x ∈ E tel que d(x, y) < 2−r. Soit n ∈ N∗ tel que |φ(n)| = r + 1,
onsidérons l'ensemble Un. Pour tout k ∈ Zd tel que |k| 6 r on a soit yk = xk pour tout
x ∈ Un (si k a été onstruit ave le as (i)), soit yk = +∞ [resp. −∞℄ et Un ontient un
nombre ni de ongurations x telles que xk 6 r + x0 [resp. xk > −r + x0℄ (as (ii) [resp.
(iii)℄). Il existe don une innité de ongurations x ∈ Un ⊂ E telles que pour tout |k| 6 r,
yk = +∞ ⇒ xk − x0 > r, yk = −∞ ⇒ xk − x0 < −r et |yk| < ∞ ⇒ xk = yk. Pour n'importe
laquelle de es ongurations x, C0r(x) = C
0
r(y) et d(x, y) < 2
−r
. o
Corollaire 41 L'espae C est loalement ompat (tout point de C a un voisinage ompat) et
don omplet.
Preuve. Soit x ∈ C, on a x ∈ Cx0 qui est ompat et ouvert, 'est le voisinage herhé. o
Corollaire 42 Les boules ouvertes de C sont fermées.
Preuve. Soit [w]r une boule ouverte de C. Soit
W =
{
v ∈ [˜−r, r]
[−r,r]d
| v0 = w0, v 6= w
}
l'ensemble des ylindres diérents de w et dont le point de référene est w0. On a [w]r = Cw0 \
∪v∈W[v]r. D'après la proposition 40, Cw0 est ompat et don fermé. La boule [w]r est don
fermée ar 'est un fermé privé d'un ertain nombre d'ouverts. o
Corollaire 43 L'espae C est totalement déonneté.
Preuve. Soient deux ongurations distintes x, y ∈ C telles que d(x, y) = 2−r > 0. Soit Bx =[
C0r(x)
]
r
la boule ouverte de entre x et de rayon 2−r. Bx est fermée (orollaire 42) don son
omplémentaire est ouvert. C est don l'union disjointe de la boule ouverte Bx ontenant x et
de son omplémentaire ouvert ontenant y. o
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1.2 Automates de sable
Un automate de sable est un automate ni déterministe qui agit sur les ongurations. Chaque
point de la onguration d'entrée est mis à jour simultanément, grâe à une règle loale qui alule
la variation du nombre de grains d'un point en fontion du ontenu de son voisinage (la portée).
Le nombre de voisins pris en ompte est appelé rayon de l'automate, il est toujours ni.
Dénition 4 Pour toute onguration x ∈ C, pour tous r ∈ N∗ et i ∈ Zd, la portée de x de
rayon r entrée en i est la matrie de dimension d Rir(x) dénie par :
∀k ∈ [−r, r]d, Rir(x)k =
{ ⊥ si k = 0 ,
βxir (xi+k) sinon.
En d'autres termes, une portée est un ylindre auquel on a enlevé le point de référene. Pour
tout ylindre w, on note d'ailleurs 〈〈w〉〉 la portée engendrée par w, i.e. 〈〈w〉〉0 = ⊥ et pour tout
k ∈ [−r, r]d \ {0}, 〈〈w〉〉k = wk. L'ensemble de toutes les portées de rayon r est noté Rr.
Dénition 5 Un automate de sable (ou AS) est un triplet A = 〈d, r, f〉 où d ∈ N∗ est la
dimension de l'automate, r ∈ N∗ son rayon et f : Rr 7→ [−r, r] sa règle loale. À l'aide de la
règle loale, on peut dénir la règle globale F : C 7→ C par :
∀x ∈ C, ∀i ∈ Zd, F(x)i =
{
xi si xi = ±∞ ,
xi + f(R
i
r(x)) sinon.
La règle loale n'est rien d'autre qu'une table de transitions pouvant être dérite par un
nombre ni de valeurs, e qui fait des automates de sable un modèle intéressant du point de vue
informatique ar on peut failement les implémenter. En l'absene d'ambiguïté, on assimile un
automate A à sa règle globale F.
Exemple 2 (automate S) Cet automate simule le modèle SPM (voir partie I, hapitre 1) en
mode synhrone. Il est déni par S = 〈1, 1, fS〉 ave :
∀a, b ∈ [˜−1, 1], fS(a, b) =


+1 si a = +∞ et b 6= −∞ ,
−1 si a 6= +∞ et b = −∞ ,
0 sinon.
Notons FS la règle globale de S. On retrouve le omportement de SPM : un grain tombe d'une
olonne sur sa voisine de droite lorsque la diérene de hauteur entre elles est stritement supé-
rieure à 1 (voir gure 3, page 9). Tous les grains pouvant tomber le font en même temps ar les
automates de sable fontionnent de manière synhrone, l'évolution de S est don elle représentée
sur la gure 5(b) de la page 10.
Exemple 3 (automate Sr) Cet automate est déni de manière similaire à S, la diérene est
que les grains remontent lorsqu'il y a une falaise (voir gure 23). Soit Sr = 〈1, 1, fSr〉 ave :
∀a, b ∈ [˜−1, 1], fSr(a, b) =


−1 si a = +∞ et b 6= −∞ ,
+1 si a 6= +∞ et b = −∞ ,
0 sinon.
La règle globale de Sr est notée FSr .
Remarque 9 L'automate Sr est l'inverse à droite de S.
D'autres exemples d'automates de sable, plus ou moins simples, seront dérits dans le hapitre
suivant et en partiulier dans la setion 2.1.
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Fig. 23  Fontionnement de base de Sr.
1.3 Relation ave les automates ellulaires
Les automates ellulaires [51, 50, 37℄ sont très souvent utilisés pour la modélisation de phé-
nomènes régis par des lois loales, en raison de la simpliité de leur dénition. La proposition 44
montre qu'on peut tout aussi bien utiliser les automates de sable.
Dénition 6 Un automate ellulaire (ou AC) est un quadruplet 〈S, d, r, g〉 où S est un ensemble
ni d'états, d la dimension de l'automate, r son rayon et g : S[−r,r]
d 7→ S sa règle loale. La règle
globale G : SZ
d 7→ SZd est dénie par :
∀x ∈ SZd, ∀i ∈ Zd, G(x)i = g(Nir(x)) ,
où Nir(x) est le voisinage de x de rayon r entré en i, 'est la matrie dénie par :
∀x ∈ SZd , ∀i ∈ Zd, ∀j ∈ [−r, r]d, Nir(x)j = xi+j .
Tout automate ellulaire peut être simulé par un automate sur l'ensemble d'états {0, 1}, on
se ontentera don de simuler les AC tels que S = {0, 1}.
Proposition 44 Tout AC C = 〈{0, 1} , d, r, g〉 peut être simulé par un AS A = 〈d, 2r, f〉.
Preuve. Soit C = 〈{0, 1} , d, r, g〉 un AC quelonque de règle globale G, on prouve le résultat
en supposant que d = 1 (les dimensions supérieures sont similaires). Toute onguration (d'au-
tomates ellulaires) x ∈ {0, 1}Z est transformée en une onguration (d'automates de sable)
φ(x) ∈ C = Z˜Z telle que (voir gure 24) :
∀i ∈ Z, φ(x)i =
{
xi/2 si i est pair ,
2 sinon.
PSfrag replaements
000 1111
2 2222222
Fig. 24  Un exemple de simulation d'AC par un AS. La onguration (. . . , 1, 1, 0, 1, 0, 0, 1, . . .)
est odée omme indiqué sur la gure, en interalant une ase sur deux un marqueur de hauteur 2.
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La fontion φ est évidemment injetive et don toute onguration x peut être reonstruite
à partir de φ(x). On simule C par l'automate de sable A = 〈1, 2r, f〉, ave pour tout w ∈ R2r :
f(w) =


g(w−2r, w−2r+2, . . . , w−2, 0, w2, . . . , w2r−2, w2r)
si w2i+1 = 2 pour i ∈ [−r, r − 1] ,
g(w−2r + 1, w−2r+2 + 1, . . . , w−2 + 1, 1, w2 + 1, . . . , w2r−2 + 1, w2r + 1)− 1
si w2i+1 = 1 pour i ∈ [−r, r − 1] ,
0 sinon.
Soit F la règle globale de A et soit x ∈ {0, 1}Z. Évidemment, F(φ(x))2i+1 = 2 pour i ∈ Z,
'est le troisième as de la règle loale f . Il reste à aluler l'image des indies pairs 2i pour i ∈ Z.
Soit i ∈ Z, posons wj = φ(x)2i+j − φ(x)2i pour tout j ∈ [−2r, 2r].
(i) Si φ(x)2i = 0 ; alors xi = 0 et pour tout j ∈ [−r, r − 1], w2j+1 = 2 et :
F(φ(x))2i = xi + g(w−2r, w−2r−2, . . . , w2r−2, w2r)
= g(φ(x)2i−2r ,φ(x)2i−2r+2, . . . ,φ(x)2i+2r−2,φ(x)2i+2r)
= g(xi−r, xi−r+1, . . . , xi+r−1, xi+r) .
(ii) Si φ(x)2i = 1 ; alors xi = 1 et pour tout j ∈ [−r, r − 1], w2j+1 = 2− 1 = 1, don :
F(φ(x))2i = xi + g(w−2r + 1, w−2r−2 + 1, . . . , w2r−2 + 1, w2r + 1)− 1
= g(φ(x)2i−2r ,φ(x)2i−2r+2, . . . ,φ(x)2i+2r−2,φ(x)2i+2r)
= g(xi−r, xi−r+1, . . . , xi+r−1, xi+r) .
Dans tous les as, F(φ(x)) = φ(G(x)) pour tout x ∈ {0, 1}Z. o
Les deux modèles ont la même puissane de alul, omme le montre la proposition suivante
(noter que pour simuler un AS ave un AC, il faut augmenter la dimension).
Proposition 45 Tout AS A = 〈d, r, f〉 peut être simulé par un AC C = 〈{0, 1} , d + 1, 2r, g〉.
Preuve. Soit A = 〈d, r, f〉 un AS. Cette fois enore, nous donnons la preuve pour d = 1, elle est
similaire pour les autres valeurs. Une onguration x ∈ C = Z˜Z est odée par ψ(x) ∈ {0, 1}Z2
dénie par (voir gure 25) :
∀i, j ∈ Z, ψ(x)i,j =
{
1 si xi > j ,
0 sinon.
Enore une fois, ψ étant injetive il est possible de reonstruire la onguration x de départ
à partir de son image ψ(x).
Soit 〈〈w〉〉 = (w−r, . . . , w−1,⊥, w1, . . . , wr) une portée. Pour simplier les expressions on
pose 〈〈w〉〉0 = 0 au lieu de ⊥. Posons également n = f(〈〈w〉〉), on a n ∈ [−r, r]. Soit C =
〈{0, 1} , d + 1, 2r, g〉 l'AC dont la règle loale g est dénie dans haun des as suivants.
(i) Si n > 0 ; pour tout k ∈ [0, n − 1], pour tous les voisinages N de rayon r + n tels que :
∀i ∈ [−r, r], ∀j ∈ [−k − r − 1,−k + r], Ni,j =
{
0 si j > wi − k ,
1 sinon,
on dénit g(N) = 1.
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PSfrag replaements
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ψ
Fig. 25  Simulation d'un AS par un AC. La onguration (. . . , 4,−1, 1, 3, 2, . . .) est  aplatie 
pour être odée en dimension 2. Dans ψ(x), les ases sont grisées pour la valeur 1, vides pour 0.
(ii) Si n < 0 ; pour tout k ∈ [n,−1], pour tous les voisinages N de rayon r + |n| tels que :
∀i ∈ [−r, r], ∀j ∈ [−k − r − 1,−k + r], Ni,j =
{
0 si j > wi − k ,
1 sinon,
on dénit g(N) = 0.
(iii) Dans tous les autres as, g laisse inhangée la valeur de la ellule entrale.
Si l'on appelle G la règle loale, on a par onstrution de g que G(ψ(x)) = ψ(F(x)) pour tout
x ∈ C. o
L'exemple suivant illustre la simulation dérite dans la preuve de la proposition 45.
Exemple 4 L'automate de sable S déni dans l'exemple 2 peut être simulé simplement par
l'automate ellulaire C = 〈{0, 1} , 2, 2, gS 〉. Le as où la règle loale fS renvoie −1 est exprimé par
les règles :
gS


0 0 0
α 0 0
β 1 0
γ 1 0
δ 1 λ

 = 0 ,
pour 0 6 α 6 β 6 γ 6 δ 6 1 et 0 6 λ 6 1. Le 1 en gras indique le entre du voisinage. De même,
fS retourne +1 se traduit par :
gS


α 0 β
1 0 γ
1 0 δ
1 1 λ
1 1 1

 = 1 ,
pour 0 6 α 6 1 et 0 6 β 6 γ 6 δ 6 λ 6 1. Pour tout autre voisinage N en entrée, gS(N) ne
modie pas la valeur entrale.
Remarque 10 Automates de sable et automates ellulaires peuvent simuler les mêmes hoses,
mais les preuves des deux propositions de ette partie donnent déjà un premier aperçu des avan-
tages et des inonvénients de haun. Les AC peuvent mesurer les valeurs exates de leur voisi-
nage, alors que pour simuler un tel omportement ave les AS il faut augmenter le rayon (pro-
position 44).
55
Chapitre 1. Dénitions
D'un autre té, les AS sont des AC  sans trous  (gure 25, pas de vide entre deux ases gri-
sées de même absisse) et leur ensemble inni d'états éonomise une dimension (proposition 45)
pour des aluls sur un nombre d'états arbitraire.
1.4 Caratérisation  à la Hedlund 
Nous prouvons dans ette partie l'équivalent du théorème de Hedlund [32℄ pour les automates
ellulaires. Cela permet de faire le lien entre le té informatique des automates de sable, à travers
la desription nie de leur table de transitions, et le point de vue mathématique lié à la règle
loale et à la notion de système dynamique disret.
Ce résultat de représentation fort (théorème 47) aratérise une lasse de fontions de C dans C
qui ont une desription nie. De telles fontions sont intéressantes du point de vue informatique
ar elles peuvent être implémentées de manière exate dans des mahines à mémoire nie, et
don permettent de faire des simulations préises, sans risque d'amplier des erreurs dues aux
approximations initiales.
Ce théorème permet ensuite de montrer que si un automate de sable est réversible (i.e. sa
règle globale est bijetive), son inverse est également un automate de sable.
Pour une dimension d donnée et pour tout entier k ∈ [0, d − 1], notons 1k le veteur dont
toutes les oordonnées sont nulles sauf la ke qui vaut 1. Le ke déalage horizontal σk : C 7→ C est
déni par :
∀x ∈ C,∀i ∈ Zd, σk(x)i = xi+1k .
En dimension 1, il n'y a qu'un seul déalage que l'on note simplement σ. Le déalage vertial
ρ : C 7→ C est déni par :
∀x ∈ C,∀i ∈ Zd, ρ(x)i = xi + 1 .
Une fontion F : C 7→ C est dite invariante horizontalement [resp. invariante vertialement ℄ si
pour tout k ∈ [0, d− 1], F ◦ σk = σk ◦F [resp. F ◦ ρ = ρ ◦F℄. Enn, F : C 7→ C onserve les innis
si :
∀x ∈ C,∀i ∈ Zd,


F(x)i = +∞⇔ xi = +∞
et
F(x)i = −∞⇔ xi = −∞ .
Le théorème de représentation des automates de sable néessite un lemme préliminaire.
Lemme 46 Pour toute fontion F : C 7→ C ontinue, invariante vertialement et qui onserve
les innis, pour tout u ∈ Z˜, F−1(Cu) est ompat.
Preuve. Soit F une fontion ontinue de C dans C, invariante vertialement et qui onserve les
innis. Si |u| =∞, F−1(Cu) ⊆ Cu ar F onserve les innis. Comme F est ontinue et que Cu est
ompat (proposition 40), F−1(Cu) est fermé et don ompat.
Si u est ni, soient U = f−1(Cu) (U est fermé), Ui = U∩Ci pour i ∈ Z˜ et I = {i ∈ Z˜ |Ui 6= ∅}.
On prouve par l'absurde que I ontient un nombre ni d'éléments. Supposons que |I| =∞, pour
tout i ∈ I on prend xi ∈ ρ−i(Ui) en notant que xi ∈ C0. Comme C0 est ompat, on peut extraire
de la suite (xi)i∈I une sous-suite (x
φ(n))n∈N qui onverge vers y ∈ C0. Comme F est ontinue,
limn→∞ F(x
φ(n)) = F(y) et don si v ∈ Z˜ est tel que F(y) ∈ Cv, il y a un entier N tel que pour
tout n > N, F(xφ(n)) ∈ Cv.
Soient n1 = φ(N) et n2 = φ(N+1). On remarque que pour a et b quelonques, si Ca∩Cb 6= ∅
alors a = b. Comme F est invariante vertialement, F(ρn1(xn1)) ∈ Cv+n1 ∩ Cu et F(ρn2(xn2)) ∈
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Cv+n2 ∩Cu, d'où n1 = n2 e qui est impossible puisque φ est injetive. |I| est fon ni, et omme
U ⊂ ∪i∈ICi, U est un fermé dans un ompat et don est ompat. o
Théorème 47 Une fontion F : C 7→ C est la règle globale d'un automate de sable si et seulement
si
(i) F est ontinue ;
(ii) F est invariante horizontalement ;
(iii) F est invariante vertialement ;
(iv) F onserve les innis.
Preuve. Soit A = 〈d, r, f〉 un automate de sable de règle globale F. Par dénition de A, F est
invariante par les déalages horizontal et vertial, et onserve les innis. Montrons que F est
ontinue. Soit une onguration x ∈ C et un entier l ∈ N. Il faut trouver un entier m tel que pour
toute onguration y ∈ C, d(x, y) < 2−m implique d(F(x),F(y)) < 2−l. On pose m = 3r+l, soit y
tel que d(x, y) < 2−m. On a don C0m(x) = C
0
m(y) et x0 = y0 (ar m > 0), don F(x)0 = F(y)0
d'une part, et βx0m (xi) = β
y0
m(yi) pour tout i ∈ [−m,m]d d'autre part. Pour tout j ∈ [−l, l]d \ {0}
il y a deux as à distinguer.
(i) Si |xj − x0| > 2r + l ; alors omme x0 = y0 et βx0m (xj) = βy0m (yj) on a |yj − y0| > 2r + l.
Alors |F(x)j − F(x)0| > |xj − x0| − |F(x)0 − x0| − |F(x)j − xj | > (2r + l)− r− r = l et de
la même façon |F(y)j − F(y)0| > l.
(ii) Si |xj − x0| 6 2r + l < m ; alors xj = yj puisque x0 = y0 et βx0m (xj) = βy0m(yj). Pour tout
veteur k ∈ [j−r, j+r]d\{0}, il y a trois as possibles (toujours puisque βx0m (xj) = βy0m(yj)) :
 si xk = yk ; don β
xj
r (xk) = β
yj
r (yk) ;
 si xk − x0 > m = 3r + l ; alors yk − y0 > m = 3r + l. Comme |xj − x0| 6 2r + l et
|yj − y0| 6 2r + l (ar x0 = y0 et xj = yj), xk − xj > r et yk − yj > r ;
 si xk − x0 < −m = −3r − l ; en faisant omme pour le as préédent on trouve que
xk − xj < −r et yk − yj < −r.
Dans tous les as on onlut que β
xj
r (xk) = β
yj
r (yk). Comme xj = yj, il s'ensuit que
F(x)j = F(y)j .
À la fois pour (i) et pour (ii) on a don β
F(x)0
l (F(x)j) = β
F(y)0
l (F(y)j) pour tout j ∈ [−l, l]d \{0},
par onséquent C0l (F(x)) = C
0
l (F(y)) et d(F(x),F(y)) < 2
−l
.
Pour la réiproque, onsidérons une fontion F : C 7→ C ontinue, invariante vertialement et
horizontalement et qui onserve les innis. Soit U = F−1(C0), U est ompat d'après le lemme 46
et est don l'union d'un nombre ni de boules ouvertes : U = ∪i∈I
[
wi
]
ri
ave |I| < ∞. On peut
se ramener à des boules de même rayon r (une boule de rayon r est l'union d'un nombre ni
de boules de rayon quelonque ri < r), soit après renommage : U = ∪i∈I
[
wi
]
r
= ∪i∈I
[
wi
]
en
ne notant plus le rayon des boules. Montrons que pour tous i, j ∈ I, i 6= j, les portées 〈〈wi〉〉 et〈〈
wj
〉〉
sont diérentes. Supposons qu'il existe i 6= j tels que 〈〈wi〉〉 = 〈〈wj〉〉. Appelons a et b les
points de référene des deux ylindres, soit a = wi0 et b = w
j
0. Comme les ylindres w
i
et wj sont
diérents mais ont même portée, il est évident que a 6= b. Soit x ∈ [wi] et y = ρb−a(x) ∈ [wj].
Comme F est invariante vertialement, F(y) = ρb−a(F(x)) ∈ Cb−a, mais on a également F(y) ∈ C0
e qui est impossible ar Cb−a ∩ C0 = ∅. Toutes les portées
〈〈
wi
〉〉
sont don diérentes.
Montrons maintenant que la suite
(〈〈
wi
〉〉)
i∈I
ontient toutes les portées de rayon r possibles.
Supposons qu'il existe une onguration x telle que x0 = 0 et R
0
r(x) 6=
〈〈
wi
〉〉
pour tout i ∈ I. On a
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F(x) ∈ Cu pour un ertain u ∈ Z (|u| 6=∞ ar F onserve les innis), don par invariane vertiale
de F on obtient F(ρ−u(x)) ∈ C0 et don R0r(ρ−u(x)) ∈
(〈〈
wi
〉〉)
i∈I
. Or R0r(ρ
−u(x)) = R0r(x), il y
a ontradition et don toutes les portées apparaissent bien dans la suite
(〈〈
wi
〉〉)
i∈I
.
Il est don naturel de dénir la fontion f : Rr 7→ [−r, r] par f
(〈〈
wi
〉〉)
= −wi0. Soit F′
la règle globale de l'automate de sable 〈d, r, f〉, montrons que F′ = F. Soient une onguration
x ∈ C et un veteur n ∈ Zd, soit i ∈ I tel que 〈〈wi〉〉 = Rnr (x). On a F′(x)n = xn −wi0. Comme F
est invariante horizontalement et vertialement, on a aussi :
F(x)n = σ
n(F(x))0 = F(σ
n(x))0 = F(ρ
wi0−xn(σn(x)))0 + xn − wi0 .
Soit y = ρw
i
0−xn(σn(x)), on a C0r(y) = w
i
et don par dénition de wi, F(y)0 = 0. On obtient
don F(x)n = xn − wi0 = F′(x)n, soit F′ = F. o
Ce théorème permet de montrer un dernier résultat important et intéressant. À l'aide d'un
nouveau lemme, on montre que l'inverse d'un automate de sable réversible est enore un automate
de sable.
Lemme 48 Pour tout AS de règle globale F, si F est injetive alors F est ouverte.
Preuve. Soit un AS 〈d, r, f〉 de règle globale F injetive. Soit A une boule ouverte (et fermée,
orollaire 42) [w]l, l > 0. Par dénition des AS, F(A) ⊂ ∪i∈[w0−r,w0+r]Ci qui est une union nie
d'ouverts ompats (proposition 40). Soit C = F−1(∪i∈[w0−r,w0+r]Ci) et B = C\A. Comme F est
ontinue, C est un ouvert fermé, or A l'est également don B est aussi ouvert fermé. Toujours
par dénition de l'automate, C ⊂ ∪i∈[w0−2r,w0+2r]Ci don C est ompat en tant que fermé dans
un ompat. B ⊂ C est don lui aussi ompat, F(B) aussi ar F est ontinue. Puisque F est
injetive et que A = C\B, F(A) = F(C)\F(B). F(C) est ouvert, F(B) est fermé don nalement
F(A) est ouvert. o
Proposition 49 Pour tout AS de règle globale F, si F est bijetive alors F−1 est la règle globale
d'un AS.
Preuve. Soit A un AS de règle globale F. D'après le lemme 48, F est ouverte et don F−1
est ontinue. Pour toute onguration x ∈ C on pose y = F−1(x). Puisque F est invariante
vertialement, F(ρ(x)) = ρ(f(x)) d'où F(ρ(F−1(y) = ρ(y) et en omposant ave F−1 à gauhe,
ρ(F−1(y)) = F−1(ρ(y)) don F−1 est invariante vertialement. Il en est de même ave σ don F−1
est invariante horizontalement. Clairement, F−1 onserve les innis don d'après le théorème 47,
F−1 est bien la règle globale d'un AS. o
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Dans e hapitre, nous nous intéressons aux propriétés onernant la dynamique des auto-
mates de sable. Nous herhons à évaluer dans quelle mesure la table de transitions (quantité
d'informations nie) détermine le omportement à long terme de l'automate. L'étude des ompor-
tements qui nous intéressent est souvent diile dans le adre général des systèmes dynamiques
disrets, ela se onrme ii : la plupart sont indéidables.
Certaines de es propriétés permettent d'évaluer le degré de haotiité d'un automate. Cela
va de l'équiontinuité pour les automates les plus stables à l'expansivité, en passant par la sensi-
bilité aux onditions initiales et la quasi-équiontinuité (voir la lassiation pour les automates
ellulaires introduite dans [36℄). L'expansivité, mais aussi la transitivité et la régularité dépendent
du fait qu'un automate soit surjetif (et non injetif pour les expansifs). Pour ette raison nous
ommençons par étudier les relations existant entre l'injetivité etla surjetivité (partie 2.1, -
gure 31), sans toutefois pouvoir onlure sur leur déidabilité.
De plus, omme nous voulons que notre modèle puisse trouver des appliations dans la si-
mulation des phénomènes naturels, il est important de vérier s'il en possède les aratéristiques
essentielles. Par exemple, pour simuler un système de piles de sable, il faut savoir si un automate
déplae eetivement des grains, plutt que de les détruire ou d'en réer. Nous dénissons don
une lasse d'automates de sable, appelés onservateurs de grains, qui ne modient en auun as
le nombre de grains présents dans la onguration initiale. Dans la partie 2.2, nous prouvons que
l'appartenane à ette lasse est déidable (orollaire 66).
Pour terminer, nous herhons à identier les automates au omportement  simple  : auto-
mates ultimement périodiques (fontionnement périodique au bout d'un nombre ni d'étapes),
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ultimement stables (les ongurations ne sont plus modiées après un nombre ni d'étapes), nil-
potents (toutes les ongurations arrivent sur une onguration onstante au bout d'un nombre
ni d'itérations). Le as de la nilpotene est diile, ar il faut ommener par trouver une déni-
tion qui apture le omportement désiré et qui ontient un nombre  raisonnable  d'automates.
Si l'on s'inspire des automates ellulaires [33, 16, 34℄, un automate de sable est nilpotent si son
ensemble limite ne ontient que des ongurations uniformes. On n'a auun exemple d'automate
de sable vériant ette propriété, il est probable qu'il n'en existe pas. Intuitivement, l'automate
L (déni page 62) devrait être nilpotent, ar il envoie toutes ses olonnes en diretion leur voisine
de gauhe. En partiulier, si l'on part d'une onguration nie, toutes les olonnes ontiendront 0
au bout d'un temps ni. Le problème est qu'une  vague  se propage vers la droite, à l'inni, et
qu'une onguration onstante n'est atteinte qu'au bout d'un temps inni. En fait, L est surjetif
(proposition 53) don son ensemble limite ontient C tout entier. Les deux autres propriétés,
stabilité et périodiité ultimes, sont indéidables (partie 2.3, théorèmes 71 et 72), e qui renfore
l'idée que la dynamique des automates de sable est omplexe.
2.1 Propriétés ensemblistes
Dans ette partie nous ommençons l'étude de notre modèle par des propriétés ensemblistes
simples, injetivité et surjetivité. Dans la théorie des systèmes dynamiques, elles permettent
d'évaluer le degré de haotiité d'un automate. Ces propriétés de réversibilité sont également
utiles du point de vue de la simulation, surtout que l'on sait que l'inverse d'un automate de
sable est enore un automate de sable (proposition 49). En eet, il est intéressant de pouvoir re-
onstruire l'origine d'un phénomène naturel (une avalanhe par exemple), et de pouvoir s'assurer
qu'à partir d'une origine diérente on produirait un autre résultat.
Nous ommençons par montrer quelques relations basiques entre diérentes variantes de es
propriétés, dans l'esprit de e qui a été fait dans [19℄ pour les automates ellulaires. Elles ont été
publiées dans [9, 10℄. Ces résultats permettent de mieux omprendre le modèle, avant de passer
à des propriétés dynamiques plus omplexes.
Quelques dénitions sont enore néessaires. Une onguration x ∈ C est dite nie s'il existe
k ∈ N tel que pour tout veteur i ∈ Zd, |i| > k ⇒ xi = 0 et |i| < k ⇒ |xi| < ∞. Une
onguration nie ontient don un nombre ni d'éléments non nuls (ou par extension non
onstants, 'est équivalent en raison de l'invariane vertiale d'un AS) et auune valeur innie.
La taille d'une onguration x nie est |x| = maxi,j∈Zd {|i− j| , xi 6= 0 et xj 6= 0}. L'ensemble
des ongurations nies est noté F.
Une onguration x ∈ C est dite périodique (sous-entendu spatialement) s'il existe un veteur
p = (p1, . . . , pd) ∈ N∗d (appelé période) tel que pour tout veteur i = (i1, . . . , id) ∈ Zd et pour
tous les entiers t1, . . . , td ∈ Z, xi = xi1+t1p1,...,id+tdpd et |xi| < ∞. Une onguration périodique est
une onguration périodique selon haque diretion, dont auune valeur n'est innie. L'ensemble
des ongurations (spatialement) périodiques est noté P.
On laisse la possibilité aux ongurations nies et périodiques de ontenir des innis. Prenons
F˜ déni par x ∈ F˜ si et seulement s'il existe k ∈ N tel que pour tout i ∈ Zd, |i| > k ⇒ xi = 0. De
manière similaire, on dit que x ∈ P˜ si et seulement s'il existe p ∈ N∗d tel que pour tous i, t ∈ Zd
on ait xi = xi1+t1p1,...,id+tdpd .
Pour nir, un automate de sable A de règle globale F est injetif [resp. surjetif ℄ si F est
injetive [resp. surjetive℄. Pour tout ensemble U ⊆ C, A et F sont U-injetifs [resp. U-surjetifs℄
si la restrition de F à U est injetive [resp. surjetive℄.
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La proposition suivante permet de n'étudier que les ensembles F et P, toutes les propriétés
étudiées étant équivalentes ave ou sans innis.
Proposition 50 Un AS est F-injetif [resp. F-surjetif ℄ si et seulement si il est F˜-injetif [resp.
F˜-surjetif ℄, et P-injetif [resp. P-surjetif ℄ si et seulement si il est P˜-injetif [resp. P˜-surjetif ℄.
Preuve. On ne prouve es équivalenes que sur F et F˜, elles se démontrent de manière similaire
sur P et P˜. Soit F la règle globale d'un automate F˜-surjetif, montrons que F est F-surjetive.
Soit x ∈ F ⊂ F˜. Alors il existe y ∈ F˜ tel que F(y) = x. Comme il n'y a pas de olonnes innies
dans x et que F onserve les innis, y ∈ F.
Réiproquement, soit F la règle globale d'un automate F-surjetif, soit x ∈ F˜. Si x ∈ F alors
ses préimages sont dans F. Sinon, soit x′ ∈ F dénie par :
∀i ∈ Zd, x′i =


xi si |xi| < ∞ ,
M+ 3r + 1 si xi = +∞ ,
m− 3r − 1 si xi = −∞ ,
où M = maxi∈Zd {xi, |xi| < ∞} et m = mini∈Zd {xi, |xi| < ∞} sont respetivement la plus
grande et la plus petite valeur nie prise par x. Soient y′ ∈ F tel que y′ = f(x′), et y ∈ F˜ déni
par :
∀i ∈ Zd, yi =


y′i si |xi| < ∞ ,
+∞ si xi = +∞ ,
−∞ si xi = −∞ .
Alors, il est toujours vrai que :
∀i ∈ Zd, F(y)i =


F(y′i) = x
′
i = xi si |xi| < ∞ ,
+∞ si xi = +∞ ,
−∞ si xi = −∞ .
Seule l'égalité F(y)i = F(y
′)i n'est pas évidente. Elle vient du fait que les ylindres de rayon r
entrés en i pour y et pour y′ sont identiques, par onstrution de y et y′. En eet, dans le as
|xi| < ∞, yi = y′i et pour tout j ∈ [−r, r]d, si |yi+j| < ∞ alors yi+j = y′i+j (as |xi+j| < ∞).
Si yi+j = +∞ alors y′i+j − y′i = F(y′)i+j − [F(y′)i+j − y′i+j] − [y′i − F(y′)i] − F(y′)i = x′i+j −
[F(y′)i+j−y′i+j]− [y′i−F(y′)i]−x′i > [M+3r+1]−r−r−M = r+1 > r. On proède de même si
yi+j = −∞, et don dans tous les as, Cir(y) = Cir(y′) et F(y)i = F(y′)i. On a bien F(y) = x, F
est F˜-surjetive.
Soit F la règle globale d'un automate F˜-injetif. Soient x1, x2 ∈ F ⊂ F˜, ave x1 6= x2.
Comme F est F˜-injetive, F(x1) 6= F(x2).
Réiproquement, soit F la règle globale d'un automate F-injetif, soient x1, x2 ∈ F˜. Comme
préédemment, les olonnes innies de x1 et x2 sont remplaées par des olonnes de hauteur
M + r + 1 ou m + r + 1 (M = min(M1,M2) et m = min(m1,m2) sont les valeurs maximales
et minimales atteintes par x1 et x2), ela donne de nouvelles ongurations x1
′
, x2
′ ∈ F ave
x1
′ 6= x2′. Il existe un indie i ∈ Zd tel que F(x1′)i 6= F(x2′)i ar F est F-injetive, il faut
onsidérer les as suivants :
(i) si
∣∣x1i ∣∣ < ∞ et ∣∣x2i ∣∣ < ∞ ; alors F(x1)i = F(x1′)i 6= F(x2′)i = F(x2)i ar Cir(x1) = Cir(x1′)
et Cir(x
2) = Cir(x
2′) ;
(ii) si x1i = +∞ ; alors forément x2i 6= +∞, sinon x1′ = x2′ = M+ r + 1 et F(x1′)i = F(x2′)i
(les portées ontiennent −∞ partout), d'où F(x1)i = +∞ 6= F(x2)i ;
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(iii) si x1i = −∞ ou x2i = ±∞ ; une étude semblable à elle du as préédent onduit à F(x1)i 6=
F(x2)i.
Dans tous les as, F(x1) 6= F(x2) don F est F˜-injetive. o
Proposition 51 Tout automate de sable P-surjetif est surjetif.
Preuve. Soit un automate de sable P-surjetif de règle globale F et de rayon r, soit une on-
guration x ∈ C. Pour tout n ∈ N, on dénit xn ∈ P˜ omme la onguration périodique de
période (2n + 1, . . . , 2n + 1) qui vérie que pour tout i ∈ Zd, |i| 6 n ⇒ xni = xi. Soit yn ∈ C
tel que xn = F(yn) (F est P-surjetive don P˜-surjetive d'après la proposition 50). Chaque yn
appartient à un Cu ave u ∈ U ⊆ [x0 − r, x0 + r], d'après la dénition de l'automate. La suite
(yn)n∈N est ontenue dans le ompat (proposition 40, page 50) ∪u∈UCu. On peut don en ex-
traire une sous-suite onvergente (ynk)k∈N ave y = limk→+∞ y
nk
. Par ontradition on suppose
que F(y) 6= x, 'est-à-dire qu'il existe i ∈ Zd tel que F(y)i 6= xi. C'est impossible ar pour tout k
susamment grand (il sut que nk > |i|), on a F(y)i = F(ynk)i = xnki = xi. La onguration
y ∈ C est don une préimage de x. o
Proposition 52 Tout automate de sable F-surjetif est surjetif.
Preuve. On reprend la preuve de la proposition 51, en remplaçant xn par xn ∈ F˜ tel que pour
tout i ∈ Zd, |i| 6 n ⇒ xni = xi et |i| > n ⇒ xni = 0. Le reste est inhangé. o
La proposition suivante montre que la réiproque de la proposition 52 est fausse.
Proposition 53 Il existe un automate de sable P-surjetif (don surjetif grâe à la proposi-
tion 51) non F-surjetif.
Preuve. Soit l'automate L = 〈1, 1, fL〉 ave :
∀a, b ∈ [˜−1, 1], fL(a, b) =


−1 si a < 0 ,
+1 si a > 0 ,
0 sinon.
La gure 26 illustre le fontionnement de base de L : haque olonne va en diretion de son voisin
de gauhe. Notons FL sa règle globale.
Fig. 26  Fontionnement de base de L.
Montrons que L n'est pas F-surjetif. Soit la onguration x ∈ F dénie par x0 = 2 et xi = 0
pour tout i 6= 0, et supposons qu'il existe une préimage y ∈ F de x. Soit i le plus grand entier
tel que yi 6= 0. Comme yi 6= 0 et yi+1 = 0, xi+1 = FL(y)i+1 6= 0. Par onséquent i = 0 puisque
x0 est la seule valeur non nulle de x, mais alors y0 = 0 et omme fL ne peut renvoyer plus de 1,
x0 = 2 est inaessible.
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Il reste à prouver que L est P-surjetif. Soit une onguration x ∈ P de période p ∈ N∗,
onstruisons une de ses préimages. Il existe une unique suite roissante d'indies (in)n∈[0,k] tels
que pour tout n ∈ [0, k − 1], 0 6 in 6 in+1 < p, pour tout n ∈ [0, k], xin 6= xin−1, et pour tout
i ∈ [in, in+1 − 1], xi = xin . En d'autres termes, les in sont les indies qui orrespondent aux
variations de x dans l'intervalle [0, p − 1]. L'idée est de travailler dans les intervalles délimités
par es indies en ampliant la diérene existant à la frontière, e qui sera orrigé ensuite en
appliquant la règle loale. Formellement, si k < 0 alors x est onstante et est sa propre préimage
périodique. Sinon pour tout i ∈ [i0, p + i0 − 1], soit n ∈ [0, k] tel que in 6 i < in+1 (on dénit
ik+1 = i0 + p), et supposons que xin−1 < xin (si e n'est pas le as, on fait les opérations
symétriques). On pose yi = xi + 1 si i − in est pair, yi = xi − 1 si i − in est impair. Cette
opération est répétée exatement de la même manière sur les autres périodes de x, y est don
périodique de période p.
Montrons que FL(y) = x. Soit i ∈ [i0, p + i0 − 1], supposons qu'il existe n tel que i = in.
Alors FL(y)i = yi + fL(R
i
1(y)). Si l'on suppose que xi−1 < xi (enore une fois l'autre as est
symétrique), on a yi = xi+1 > xi−1+1 d'où yi > yi−1 puisque |xi−1 − yi−1| 6 1. Par onséquent
fL(R
i
1(y)) = −1 et FL(y)i = xi + 1 − 1 = xi. Sinon, dans le as où i 6= in pour tout n ∈ [0, k],
on a par onstrution :
(i) soit yi = xi + 1 et yi−1 = xi−1 − 1, et omme xi = xi−1 on obtient yi = yi−1 + 2 et
FL(y)i = xi + 1− 1 = xi ;
(ii) soit le as symétrique yi = xi − 1 et yi−1 = xi−1 + 1 pour lequel on obtient de la même
façon FL(y)i = xi.
Les ongurations x et FL(y) étant périodiques de même période p, elles sont aussi égales en
dehors de l'intervalle [i0, p + i0 − 1] don L est P-surjetif. o
Les deux résultats suivants ne sont vrais qu'en dimension 1, et sont ouverts pour les dimen-
sions supérieures.
Proposition 54 Tout automate de sable surjetif est P-surjetif en dimension 1.
Preuve. Soit A un automate surjetif de rayon r, de fontion globale F, déni en dimension 1.
Soit x ∈ P ⊂ C une onguration périodique de période p ∈ N∗. Soit y ∈ C une préimage de x
par F (F est surjetive), onstruisons une onguration périodique z dont l'image est x. Soit
Y = {(yαp−r, . . . , yαp+r−1) | α ∈ Z}. Puisque pour tout i ∈ Z, |yi − xi| 6 r (la règle loale renvoie
un entier entre −r et r) et que x est périodique de période p, Y ontient au plus 2r · (2r + 1)
éléments. Soit k1 = α1p et k2 = α2p, k1 < k2, tels que (yk1−r, . . . , yk1+r−1) = (yk2−r, . . . , yk2+r−1).
On dénit la onguration z ∈ P de période k2−k1 par zk1+i = yk1+i pour tout i ∈ [0, k2−k1−1]
(voir gure 27).
En haque point de z entre k1 et k2 − 1, le voisinage est identique à elui du même point
dans y don pour tout j ∈ [k1, k2 − 1], F(z)j = F(y)j = xj. Soit i ∈ Z, il existe j ∈ [k1, k2 − 1] et
α ∈ Z tels que i = j + α(k2 − k1). Par onséquent, F(z)i = F(z)j = xj = xj+p(α(α2−α1)) = xi : F
est P-surjetive. o
Remarque 11 Pour les dimensions supérieures à 1, la question de savoir si e résultat est vrai
ou pas est ouverte. Le problème est qu'au-delà de la dimension 1, le périmètre d'une boule (notre
ensemble Y) ontient un nombre d'éléments non borné, dépendant de la taille de la boule.
Corollaire 55 En dimension 1, tout automate de sable F-surjetif est P-surjetif.
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2r 2r
k1 k2
y
k2 − k1
z
Fig. 27  Constrution de z à l'aide de y. Les voisinages de taille 2r autour de k1 et k2 dans y
(en pointillés ns) ontiennent les mêmes valeurs. On onstruit z en reopiant les éléments de y
entre k1 et k2 (en pointillés longs) partout dans z.
Preuve. Un automate F-surjetif est surjetif (proposition 52) et don P-surjetif en dimension 1
(orollaire 55). o
Là enore e problème est ouvert en dimension 2 et au-delà, et sa résolution semble être
diile.
Passons maintenant à l'étude de l'injetivité. Il est évident qu'un automate injetif est F-
injetif et P-injetif. La réiproque est fausse, omme le montre la proposition suivante.
Proposition 56 Il existe un automate de sable F-injetif, P-injetif mais pas injetif.
Preuve. Soit l'automate de sable Y = 〈1, 2, fY〉, ave :
∀a, b, c ∈ [˜−2, 2], fY(+∞, a, b, c) = −1 ,
fY(2, a, b, c) = −1 ,
fY(1, a, b, c) = −1 ,
fY(0, a, b, c) = −1 ,
fY(−1,−∞, a, b) = −1 ,
et tout le reste renvoie 0. La règle globale de Y est notée FY , son omportement est diile à
identier mais la gure 28 représente son fontionnement sur deux ongurations bien préises.
Fig. 28  Fontionnement de Y sur deux ongurations spéiques.
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Soient les deux ongurations x, y ∈ C dénies par :
∀i ∈ Z,
{
x2i = i
x2i+1 = i + 3
et
{
y2i = i
y2i+1 = i+ 2 ,
elles sont partiellement dessinées sur la gure 28. Il est lair que FY(x) = FY(y) = y, Y n'est
don pas injetif.
Pour montrer que Y est F-injetif et P-injetif, on a besoin du résultat intermédiaire suivant :
si x, y ∈ C sont deux ongurations distintes telles que FY(x) = FY(y), alors il y a une innité
de diérenes entre x et y, dont une innité sont à des hauteurs diérentes. En pratique nous
montrons que si xi > yi, alors xi−2 > yi−2 et xi−2 < xi. Supposons pour ela qu'il existe deux
ongurations x, y ∈ C telles que xi 6= yi et FY(x) = FY(y). On peut supposer sans perte
de généralité que xi = yi + 1 (fY ne renvoie que 0 ou −1). Cela implique qu'une règle loale
renvoyant 0 est appliquée à y à la position i, et don yi−2 6 yi − 1 (puisque fY(a,−,−,−)
renvoie 0 seulement si a 6 −1). De même, une règle renvoyant −1 est appliquée à x en i, d'où
xi−2 > yi − 1. On a don
xi−2 > xi − 1 = yi > yi−2 + 1 > yi−2 . (2.1)
La première onséquene de l'équation (2.1) est qu'il y a bien une innité de diérenes entre x
et y, il sut de remonter de 2 en 2 à partir de la première diérene trouvée. Comme deux
ongurations nies ne peuvent avoir qu'un nombre ni de diérenes, deux ongurations nies
distintes ont néessairement une image diérente, FY est F-injetive.
De plus, puisque FY(x) = FY(y) et que xi−2 > yi−2, on a xi−2 = yi−2 + 1. Les inégalités
larges de l'équation (2.1) sont en réalité des égalités, en partiulier xi−2 = xi−1. Par onséquent
on obtient omme prévu · · · < xi−4 < xi−2 < xi, qui sut à prouver que deux ongurations pé-
riodiques distintes ont deux images distintes (une onguration périodique ontient un nombre
ni de valeurs distintes, e qui serait ontredit par l'inégalité préédente). Y est don également
P-injetif. o
Les deux propositions qui suivent permettent d'ahever l'étude de l'injetivité.
Proposition 57 Tout automate de sable P-injetif est F-injetif.
Preuve. Prouvons ette proposition par ontraposée. Soit un automate A non F-injetif, de
rayon r et de règle globale F. Soient x1, x2 ∈ F deux ongurations nies distintes ayant la
même image z par F. Soit k ∈ N tel que pour tout i ∈ Zd, |i| > k ⇒ x1i = x2i = 0. Construisons
deux ongurations périodiques distintes en entourant les parties non nulles de x1 et x2 par
une ouronne de zéros d'épaisseur r, et en répétant ei (voir gure 29 pour un exemple en
dimension 2).
Pour α ∈ {1, 2}, soit yα ∈ P la onguration de période (2k+2r+1, . . . , 2k+2r+1) dénie
par :
∀i ∈ [−k − r, k + r]d,
{
yαi = x
α
i si |i| 6 k ,
yαi = 0 si k < |i| 6 k + r .
On remarque que F(y1) = F(y2). Chaque point de la ouronne de 0 se omporte de la même
manière dans y1 et y2, ar son voisinage ontient les mêmes valeurs que lorsqu'il est hors de la
zone non nulle de x1 et x2. Il en est de même pour les points à l'intérieur, qui se omportent
exatement omme quand ils sont dans x1 et x2. A n'est don pas non plus P-injetif. o
Nous montrons maintenant que la réiproque de la proposition 57 est fausse, en omplétant
le résultat de la proposition 56.
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xα0 0
0
0
Fig. 29  Constrution de yα en dimension 2, pour α ∈ {1, 2}. Le blan représente les valeurs
non nulles de xα, le gris les 0 ajoutés en périphérie.
Proposition 58 Il existe un automate de sable qui est F-injetif mais ni injetif ni P-injetif.
Preuve. Soit l'automate de sable X = 〈1, 2, fX 〉 ave :
∀a, b, c ∈ [˜−2, 2], fX (+∞, a, b, c) = −1 ,
fX (2, a, b, c) = −1 ,
fX (1,−1, a, b) = −1 ,
fX (1,−2, a, b) = −1 ,
fX (1,−∞, a, b) = −1 ,
fX (0,−2, a, b) = −1 ,
fX (0,−∞, a, b) = −1 ,
et toutes les autres valeurs possibles dans le voisinage renvoient 0. Notons FX sa règle globale. Le
omportement de et automate est assez omplexe en général, un exemple de son fontionnement
sur les deux ongurations spéiques qui nous intéressent est représenté sur la gure 30.
Fig. 30  Exemple de fontionnement de X sur deux ongurations spéiques.
Montrons que X n'est ni P-injetif ni injetif. Soient les deux ongurations (périodiques)
x, y ∈ P, x 6= y, dénies omme suit (voir gure 30) :
∀i ∈ Z,
{
x2i = 0
x2i+1 = 2
et
{
y2i = 0
y2i+1 = 1 .
On remarque que FX (x) = FX (y) = y, don X n'est pas P-injetif et bien sûr n'est pas non plus
injetif.
Il reste à voir que X est F-injetif, pour ela prenons deux ongurations nies distintes
x, y ∈ F et supposons que FX (x) = FX (y). Étant donné que les ongurations sont nies, on
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peut hoisir i ∈ Z omme étant le plus petit entier tel que xi 6= yi. Puisque fX ne renvoie que 0
ou −1, on sait que |xi − yi| = 1, et on peut supposer que xi = yi + 1 (l'autre as est similaire).
Cei implique que la règle loale appliquée à x à la position i est l'une des sept qui renvoient la
valeur −1 :
 si la portée est (+∞,−,−,−) (pour simplier les notations, le symbole  −  isolé indique
un élément arbitraire de [˜−2, 2]), alors puisque yi = xi−1 et yi−2 = xi−2, la même règle est
appliquée à y, e qui signie que FX (x)i 6= FX (y)i qui est en ontradition ave l'hypothèse
de départ ;
 si la portée est (2,−,−,−), pour les mêmes raisons la règle orrespondant à la portée
(+∞,−,−,−) est appliquée à y, on obtient la même ontradition ;
 si le voisinage ontient (1,−1,−,−), (1,−2,−,−) ou (1,−∞,−,−), la règle est appliquée
à y ave la portée (2,−,−,−), don yi est diminué de 1 et on a enore la même ontradi-
tion ;
 si la portée est (0,−2,−,−) ou (0,−∞,−,−), omme yi−2 = xi−2, yi−1 = xi−1 et yi =
xi − 1, la règle est appliquée à y en i ave l'une des portées (1,−1,−,−), (1,−2,−,−) ou
(1,−∞,−,−), qui renvoient toutes −1, on a enore une ontradition. o
Les trois propositions qui suivent prouvent que ontrairement à e qu'il se passe pour les
automates ellulaires [19℄, il n'y a pas de liens entre automates U-surjetifs et automates V-
surjetifs pour U,V ∈ {C,F,P}.
Proposition 59 L'automate de sable S (page 52) est U-surjetif pour U ∈ {C,F,P}. L'automate
Sr (page 52) est U-injetif pour U ∈ {C,F,P}.
Preuve. Pour les dénitions de S et Sr, se reporter à la page 52. Comme S ◦ Sr = id, S est
surjetif et Sr est injetif. Notons que Sr ◦ S 6= id, par exemple pour x ∈ C telle que x0 = 2 et
xi = 0 pour i 6= 0, FSr(FS(x)) = FS(x) 6= x. De plus, omme Sr onstruit une préimage pour S,
tout onguration nie [resp. périodique℄ a une préimage nie [resp. périodique℄. L'injetivité de
Sr amène diretement les derniers résultats. o
Proposition 60 L'automate S n'est pas U-injetif pour U ∈ {C,F,P}.
Preuve. Soient les ongurations nies x, y ∈ F ⊂ C telles que :
∀i ∈ Z, xi = 0 et yi =


1 si i = 0 ,
−1 si i = 1 ,
0 sinon.
Clairement FS(x) = FS(y) = x. De même soit z ∈ P telle que z2i = 1 et z2i+1 = −1 pour i ∈ Z,
on a FS(x) = FS(z) = x. o
Proposition 61 L'automate Sr n'est pas U-surjetif pour U ∈ {C,F,P}.
Preuve. Soit la onguration x ∈ F ⊂ C telle que x0 = 2 et xi = 0 pour i ∈ Z \ {0}. Supposons
que x a une préimage y par FSr . Le point y0 peut ontenir uniquement trois valeurs, puisque fSr
renvoie −1, 0 ou +1.
(i) Si y0 = 1 ; alors fSr renvoie +1 don y1 6 y0 − 2 = −1. Alors fSr renvoie aussi +1 pour
y1, don y2 6 −3 e qui n'est pas possible si l'on veut obtenir x2 = 0.
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(ii) Si y0 = 2 ; alors la hauteur de la olonne est inhangée, e qui signie que (y−1 6 3 ou
y1 6 0) et (y−1 > 4 ou y1 > 1). Comme pour le as préédent, y−1 ne peut être plus grand
que 4 pour atteindre x−1 = 0 don y1 > 1. La règle appliquée à y1 renvoie −1, d'où y0 > 3,
e qui ontredit l'hypothèse de départ.
(iii) Si y0 = 3 ; alors fSr retourne −1, d'où y−1 > 5, e qui est enore une fois impossible.
Sr n'est don ni surjetif ni F-surjetif. Pour montrer le résultat sur P, il sut de prendre la
onguration x ∈ P de période 4 telle que x4i = 2 pour tout i ∈ Z, et xk = 0 partout ailleurs.
La preuve est semblable à elle sur F, la onguration se omportant exatement de la même
manière sur l'intervalle [−2, 2]. o
Les résultats obtenus dans ette setion sont réapitulés par la gure 31.
I IP
IF
S
1
SP
SF
1
Fig. 31  Relations entre les propriétés ensemblistes. I signie injetivité et S signie surjetivité.
On note IU [resp. SU℄ l'injetivité [resp. la surjetivité℄ restreinte aux ongurations de U. Le
symbole
1
=⇒ indique une impliation vraie en dimension 1, et un résultat inonnu pour les
dimensions supérieures.
Pour les automates ellulaires, injetivité et surjetivité sont déidables en dimension 1 [1, 47℄.
La surjetivité et la réversibilité sont indéidables dans les dimensions supérieures ou égales
à 2 [35, 18℄. Nous pensons que la surjetivité et l'injetivité des automates de sable sont indéi-
dables en dimension quelonque, mais nous n'avons pas enore trouvé de preuve. En eet omme
on a pu le voir dans ette partie, il est diile de se ramener à un problème plus simple et le
problème général est très omplexe.
2.2 Automates onservateurs de grains
Dans ette partie, nous étudions les automates de sable qui onservent les grains : pour es
automates, l'appliation de la règle globale sur une onguration nie ou périodique ne hange pas
le nombre de grains ontenus dans la onguration. Cette lasse est partiulièrement intéressante,
ar elle ontient tous les automates utiles du point de vue de la simulation des piles de sable :
un modèle de piles de sable  déplae  les grains, sans les détruire et sans en réer.
Dans un premier temps, nous dénissons ette notion intuitive de manière formelle. Pour
ela nous montrons que les deux manières envisageables de ompter les grains de sable sont
équivalentes, e qui dénit parfaitement les automates onservateurs de grains. Ensuite, nous
montrons que la onservation des grains est déidable (orollaire 66), en nous inspirant de la
preuve faite pour les automates ellulaires dans [20℄, elle-même généralisant les résultats de [48,
5, 6℄. Ce résultat se déduit d'une relation entre les diérents éléments de la table de transition
(théorème 65), relation qui n'existe que si l'automate de sable onserve les grains.
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2.2.1 Dénitions
Pour pouvoir  ompter les grains  d'une onguration, il faut que elle-i soit nie (nombre
de grains nis) ou périodique (densité de grain onstante). Une onguration nie restant nie
après appliation de la règle globale d'un automate de sable, il est possible de omparer le nombre
de grains avant et après. Une onguration périodique reste périodique et de même période, dans
e as on peut omparer les densités, i.e. le nombre de grains présents sur une période. Ces deux
notions sont formalisées par les deux dénitions suivantes.
Dénition 7 Un automate de sable A de règle globale F onserve les grains sur les nis si :
∀x ∈ F,
∑
i∈Zd
xi =
∑
i∈Zd
F(x)i .
On dit alors que A est FGC (nite grain onserving).
Dénition 8 Un automate de sable A de règle globale F onserve les grains sur les périodiques
si :
∀x ∈ P,
∑
i∈Zd
04i≺p
xi =
∑
i∈Zd
04i≺p
F(x)i ,
où p ∈ N∗d est la période de x. A est alors dit PGC (periodi grain onserving).
La proposition suivante montre que es deux dénitions sont équivalentes. Elle permet doré-
navant de parler sans ambiguïté d'automates qui onservent les grains, de tels automates sont
dits GC (grain onserving).
Proposition 62 Les dénitions FGC et PGC sont équivalentes.
Preuve. Montrons que FGC implique PGC. Soit A = 〈d, r, f〉 un automate FGC de rayon r,
de règle globale F. Supposons que A ne soit pas PGC, 'est-à-dire qu'il existe une onguration
x ∈ P de période p = (p1, . . . , pd) ∈ N∗d telle que
∑
04i≺p xi = k 6= k′ =
∑
04i≺p F(x)i.
On onstruit une onguration nie dérivée de x dans laquelle le nombre de grains n'est pas
onservé. Soit xp la matrie ontenant tous les xi tels que i ∈ Zd, 0 4 i ≺ p. Soit yα ∈ F la
onguration nie ontenant α fois xp dans haque dimension, autour de quoi on plae enore
les r valeurs de xp qui auraient dû se trouver là si on avait reopié enore une fois xp. Partout
ailleurs, yα est remplie de 0. On a don yαi = xi pour tout i ∈ Zd tel que 0 4 i ≺ p+ (2r, . . . , 2r)
(voir gure 32 pour la dimension 2).
Soient M = max04i≺p max(xi,F(x)i) et m = min04i≺p min(xi,F(x)i) les deux valeurs ex-
trêmes de x et de F(x) à la fois. En omptant les grains de yα, on obtient :
kαd + P(α)m 6
∑
i∈Zd
yαi 6 kα
d + P(α)M ,
où P(α) =
∏d
j=1(αpj + 2r) −
∏d
j=1(αpj) est le nombre d'éléments en périphérie (hahurés sur
la gure 32). Notons que P est un polynme de degré d − 1. De même, omptons les grains de
F(yα) :
k′αd +Q(α)m 6
∑
i∈Zd
F(yα)i 6 k
′αd +Q(α)M ,
69
Chapitre 2. Dynamique des automates de sable
xp
α times
α
t
i
m
e
s
r r
r
r
0 0
0
0
Fig. 32  Constrution d'un onguration nie yα à partir de la onguration périodique x, en
dimension 2.
où Q(α) =
∏d
j=1(αpj + 4r) −
∏d
j=1(αpj) est le nombre d'éléments non nuls de F(y
α) non en-
traux. Q est également un polynme de degré d− 1.
Si k > k′, omme P et Q sont de degré d − 1, il est possible de trouver α susament grand
pour que : ∑
i∈Zd
yαi > kα
d + P(α)m > k′αd +Q(α)M >
∑
i∈Zd
F(yα)i .
De même, si k < k′, on peut trouver α tel que
∑
i∈Zd y
α
i <
∑
i∈Zd F(y
α)i. Il y a ontradition
ave le fait que A est FGC, don A est PGC.
Réiproquement, soit A = 〈d, r, f〉 un automate de sable PGC de règle globale F. Soient
x ∈ F et k ∈ N tel que pour tout i ∈ Zd, |i| > k ⇒ xi = 0. Soit y ∈ P la onguration de période
(2k + 2r + 1, . . . , 2k + 2r + 1) dénie omme dans la preuve de la proposition 57 (voir gure 29,
page 66) par :
∀i ∈ [−k − r, k + r]d,
{
yi = xi si |i| 6 k ,
yi = 0 si k < |i| 6 k + r .
Par onstrution, pour tout point i ∈ [−k − r, k + r]d les ylindres de taille r entrés en i sont
identiques dans x et dans y, don F(x)i = F(y)i. On a alors :∑
i∈Z
F(x)i =
∑
06|i|6k+r
F(x)i =
∑
06|i|6k+r
F(y)i =
∑
06|i|6k+r
yi (A est PGC)
=
∑
06|i|6k+r
xi =
∑
i∈Z
xi ,
A est don FGC. o
Remarque 12 Ave ette dénition, les automates S et Sr (page 52) sont GC. C'est plutt
logique, ar leur fontionnement peut être dérit à l'aide de déplaements de grains (notamment
pour S qui simule SPM). Par ontre, les automates vus dans la partie préédente (L page 62, X
page 66, Y page 64), ne le sont pas.
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2.2.2 Déidabilité
Nous montrons dans ette partie que la onservation des grains est déidable pour les auto-
mates de sable, quels que soient leur dimension et leur rayon. Pour ela nous proédons omme
ela a été fait pour les AC dans [20℄, en montrant le résultat sur les as les plus simples et en les
généralisant petit à petit.
Pour rendre les formules plus lisibles et pour failiter les aluls, pour tout automate de sable
A = 〈d, r, f〉 nous introduisons une nouvelle fontion g : Z˜[−r,r]d 7→ [−r, r] dénie par :
∀x ∈ C, ∀i ∈ Zd, g(Nir(x)) = f(Rir(x)) ,
où Nir(x) est le voisinage de x entré en i de rayon r, il est déni tout simplement par N
i
r(x)j =
xi+j pour tout j ∈ [−r, r]d. Par exemple, si l'on prend des voisinages de rayon 1 en dimension 1,
g(2, 3, 3) = g(−5,−4,−4) = f(−1,⊥, 0).
Commençons par énoner et prouver la relation existant entre les diérentes valeurs de la
règle loale pour un automate de rayon 1 en dimension 1.
Proposition 63 Un automate de sable A = 〈1, 1, f〉 est GC si et seulement si, pour tous a, b, c ∈
Z :
g(a, b, c) = g(0, 0, b) − g(0, 0, a) + g(0, b, c) − (0, a, b) .
Preuve. Soit A = 〈1, 1, f〉 un automate de sable de règle globale F. Soient a, b, c ∈ Z, et x =
(. . . , 0, a, b, c, 0, . . .) ∈ F. Comme A est FGC (proposition 62),∑i∈Z F(x)i =∑i∈Z xi = a+ b+ c.
Mais si l'on applique F à x on obtient également :∑
i∈Z
F(x)i = g(0, 0, a) + g(0, a, b) + a+ g(a, b, c) + b+ g(b, c, 0) + c+ g(c, 0, 0) ,
et don :
g(a, b, c) = −g(0, 0, a) − g(0, a, b) − g(b, c, 0) − g(c, 0, 0) . (2.2)
An de se débarrasser des termes g(b, c, 0) et g(c, 0, 0), on répète l'opération préédente sur la
onguration y = (. . . , 0, b, c, 0, . . .) (x privé de son premier élément). On a alors :
g(b, c, 0) = −g(0, 0, b) − g(0, b, c) − g(c, 0, 0) .
En injetant e résultat dans l'équation (2.2) on obtient le résultat voulu.
Réiproquement, soit A = 〈1, 1, f〉 un automate de sable de règle globale F, vériant
∀a, b, c ∈ Z, g(a, b, c) = g(0, 0, b) − g(0, 0, a) + g(0, b, c) − (0, a, b) . (2.3)
Soit x = (. . . , xp, x1, x2, . . . , xp, x1, . . .) ∈ P une onguration périodique de période p ∈ N∗. En
alulant l'image de x par F, on a :
p∑
i=1
F(x)i = x1 + g(xp, x1, x2) + x2 + g(x1, x2, x3) + · · ·+ xp + g(xp−1, xp, x1) .
En remplaçant dans ette dernière équation les valeurs de g données par l'équation (2.3), tous
les termes se simplient et il reste
∑p
i=1 F(x)i = x1 + · · ·+ xp, A est don GC. o
Nous donnons maintenant une ébauhe de preuve de la ondition néessaire et susante pour
qu'un automate de dimension 2 soit GC. Les aluls étant lourds et peu intéressants, ils ne seront
pas détaillés ii.
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Proposition 64 Un automate de sable A = 〈2, r, f〉 est GC si et seulement si, pour tous (xi,j) ∈
Z
[−r,r]2
:
g


x−r,−r · · · xr,−r
.
.
.
.
.
.
.
.
.
x−r,r · · · xr,r

 = − 2r∑
i=0
2r∑
j=0
i+j>0
g


0i,j 0
0
x−r,−r · · · xr−i,−r
.
.
.
.
.
.
.
.
.
x−r,r−j · · · xr−i,r−j


+
2r∑
i=1
2r∑
j=0
g


0i,j 0
0
x−r+1,−r · · · xr+1−i,−r
.
.
.
.
.
.
.
.
.
x−r+1,r−j · · · xr+1−i,r−j


+
2r∑
i=0
2r∑
j=1
g


0i,j 0
0
x−r,−r+1 · · · xr−i,−r+1
.
.
.
.
.
.
.
.
.
x−r,r+1−j · · · xr−i,r+1−j


−
2r∑
i=1
2r∑
j=1
g


0i,j 0
0
x−r+1,−r+1 · · · xr+1−i,−r+1
.
.
.
.
.
.
.
.
.
x−r+1,r+1−j · · · xr+1−i,r+1−j


où 0i,j est la matrie à i olonnes et j lignes ontenant 0 partout.
Ébauhe de preuve. Soit un automate de sable A de dimension 2, de règle globale F, qui onserve
les grains. Soit x ∈ F la onguration nie ontenant la matrie
X =


x−r,−r · · · xr,−r
.
.
.
.
.
.
.
.
.
x−r,r · · · xr,r


au entre et 0 partout ailleurs. En omptant les grains de F(x) et de x et en les assimilant,
on obtient omme dans la preuve de la proposition 63 une expression de g(X) en fontion de
diérentes valeurs de g. Pour enlever les termes g(Y) tels que Y−r,−r 6= 0 (valeur en haut à
gauhe de Y non nulle), on répète es opérations sur les ongurations nies y et z, qui sont
dénies omme x sans la première ligne de x pour y, et sans la première olonne de x pour z.
Enn, on réitère ette opération sur la onguration nie t qui ontient x sans la première ligne
ni la première olonne. En injetant toutes es nouvelles valeurs dans l'équation de départ on
obtient le résultat voulu.
Réiproquement, si la formule est satisfaite il sut pour haque onguration périodique
x ∈ P de remplaer haque terme du alul de F(x) par la somme donnée par la formule. Tous
les termes s'annulent et il ne reste plus que les éléments xi, 0 4 i ≺ p. o
Comme on le voit, le fait d'ajouter une dimension omplique énormément l'énoné de notre
ondition. An de le simplier dans le as général, nous introduisons une nouvelle fontion
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φ : {0, 1}d 7→ Z dénie par :
∀a1, . . . , ad ∈ {0, 1} , φ(a1, . . . , ad) =
2r∑
k1=a1
· · ·
2r∑
kd=ad
k1+···+kd>0
g
(
M(k1, . . . , kd)
)
,
où M(k1, . . . , kd) est la matrie de dimension d à (2r + 1)
d
éléments qui vérie :
∀i1, . . . , id ∈ [0, 2r], M(k1, . . . , kd)i1,...,id =
{
0 si i1 6 k1 ou · · · ou id 6 kd ,
x−r+a1+i1−k1−1,...,−r+ad+id−kd−1 sinon.
En d'autres termes, M est remplie de 0 tant que tous les ki ne sont pas atteints, puis ommene
ave les valeurs x...,−r+ai,.... Par exemple en dimension 1, on a :
∀a ∈ {0, 1} , φ(a) =
2r∑
k=1
g( 0, . . . , 0︸ ︷︷ ︸
k fois
, x−r+a, . . . , xr+a−k) .
En dimension 2, φ se retrouve dans toutes les doubles sommes de l'énoné de la proposition 64.
Nous pouvons maintenant énoner le théorème prinipal de manière plus simple.
Théorème 65 Un automate de sable A = 〈d, r, f〉 est GC si et seulement si, pour toutes les
matries X = (xi1,...,id) ∈ Z[−r,r]
d
:
g(X) =
1∑
a1,...,ad=0
(−1)a1+···+ad+1φ(a1, . . . , ad) .
Ébauhe de preuve. Il est illusoire d'envisager de faire une preuve rigoureuse de e théorème,
tant les aluls sont lourds. Néanmoins, l'idée générale de la preuve aompagnée des preuves
des propositions 63 et 64 devrait sure à onvainre du bon fontionnement de elle-i.
Étant donné un automate de sable GC de règle globale F et une matrie X = (xi1,...,id) ∈
Z
[−r,r]d
, il faut enore une fois ompter les grains avant et après appliation de F aux ongura-
tions nies ontenant au entre les matries M(a1, . . . , ad) (voir i-dessus les dénitions de φ et
de M) pour a1, . . . , ad ∈ {0, 1}, et des 0 partout ailleurs. Mettre une valeur ai à 1 revient à enle-
ver la première ligne de la ie dimension de x. Comme X = M(0, . . . , 0), on retrouve l'expression
voulue de g(X) après simpliation des termes.
Pour la réiproque, il sut de partir d'une onguration périodique et de ompter les grains
sur une période après appliation de la règle globale de l'automate. Si l'on remplae haque terme
en g par son équivalent ave des φ, tous les termes en φ se simplient et il ne reste plus que le
nombre de grains de départ. o
Corollaire 66 Pour tout automate de sable A, il est possible de déider en temps ni si A est
GC.
Preuve. Pour vérier les onditions du théorème 65, il sut de les vérier pour un nombre
ni de valeurs. En eet, pour onstruire toutes les portées possibles de rayon r, il sut de xer
arbitrairement l'élément entral x0 à 0, puis de prendre les 2r+3 valeurs possibles de [˜−r, r] pour
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les autres éléments. Il faut également s'assurer que les diérenes entre deux éléments puissent
prendre toutes les valeurs possibles de [˜−r, r], pour les termes de droite de l'égalité.
Il sut alors de vérier un nombre exponentiel (mais ni) de valeurs : prenons le premier
élément dans l'intervalle [−r− 1, r+1], le seond dans [−2r− 2, 2r+2] et ainsi de suite jusqu'au[
(2r + 1)d − 1]e élément. Il y a ainsi au maximum ∏(2r+1)d−1i=1 i(2r + 3) tests à eetuer. o
2.3 Automates ultimement périodiques et ultimement stables
Toujours dans le but d'identier des automates simulant des phénomènes naturels de manière
réaliste, nous essayons maintenant de aratériser les automates de sable ultimement périodiques
et ultimement stables. Ces automates sont eux qui après un nombre ni d'itérations envoient
toutes les ongurations sur une onguration périodique ou stable, i.e. l'un des omportements
les plus simples du point de vue de la dynamique. Nous montrons qu'il est impossible de déider
si un automate donné a un tel omportement [9, 10℄. Pour poursuivre la omparaison ave les
automates ellulaires, on sait que pour les AC es propriétés sont également indéidables [21℄.
Étant donné un automate de sable A de règle globale F, une onguration x ∈ C est dite
ultimement périodique pour F (ou pour A) s'il existe p ∈ N∗, t ∈ N tels que pour tous i, k ∈ N,
Ft+pk+i(x) = Ft+i(x). On appelle alors t la longueur du transitoire de x, p sa période (temporelle).
Si p = 1, x est dite ultimement stable. Un automate de sable A est U-ultimement périodique [resp.
stable℄ si pour tout x ∈ U, x est ultimement périodique [resp. stable℄ pour A.
Ainsi, S (page 52) est F-ultimement stable et P-ultimement stable. Sr (page 52), X (page 66)
et Y (page 64) ne sont ultimement périodiques sur auun sous-ensemble non trivial de C, alors
que L (page 62) est P-ultimement périodique mais ni F-ultimement périodique ni ultimement
stable sur auun sous-ensemble non trivial de C.
Problème ULT-P(U) :
Instane : un automate de sable A = 〈d, r, f〉 ;
Question : toutes les ongurations de U sont-elles ultimement périodiques pour A ?
Problème ULT-S(U) :
Instane : un automate de sable A = 〈d, r, f〉 ;
Question : toutes les ongurations de U sont-elles ultimement stables pour A ?
Nous montrons en n de partie que les quatre problèmes ULT-P(F), ULT-P(P), ULT-S(F) et
ULT-S(P) sont indéidables (théorèmes 71 et 72). Pour ela nous réduisons ULT-P au problème
de l'arrêt d'une mahine à deux ompteurs, initialisée ave les deux ompteurs à 0 (la même
rédution fontionne de la même manière ave ULT-S). Les setions suivantes expliitent le
fontionnement de l'automate de sable simulant la mahine à ompteurs.
2.3.1 Constrution de l'automate de sable
Dénition 9 Une mahine à deux ompteurs est un quadruplet M = 〈Q, q0, qf , δ〉, où Q est un
ensemble ni d'états, q0 ∈ Q est l'état initial, qf ∈ Q est l'état nal. La fontion δ : Q×{0, 1}×
{0, 1} 7→ Q× {1, 2} × {−1, 0,+1} est la fontion de transition.
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Dans notre preuve, on suppose que les deux ompteurs R1 et R2 sont initialisés à 0. Si le
deuxième argument de δ vaut 0, ela indique que R1 ontient 0. S'il vaut 1, 'est que R1 n'est
pas vide. De même, le troisième argument de δ indique si le ompteur R2 est à 0. δ renvoie le
nouvel état, le numéro du ompteur à modier, et la variation à eetuer (diminution de 1, pas
de hangement, augmentation de 1). Par soui de larté, les transitions δ(q, b1, b2) = (q
′, i, j)
sont notées (q′,Ri + j).
Exemple 5 Soit la mahine à deux ompteurs M dénie par l'ensemble de règles suivant :

δ(q0, 0, 0) = (q1,R1 + 1)
δ(q1, 0,−) = (qf ,R1 + 0)
δ(q1, 1,−) = (q2,R1 − 1)
δ(q2,−,−) = (q3,R2 + 1)
δ(q3,−,−) = (q1,R2 + 1) .
Les symboles  −  représentent une valeur quelonque. M ommene par initialiser R1 à 1, puis
multiplie le ontenu de R1 par 2 et met le résultat dans R2 avant d'atteindre l'état nal.
On assoie à haque mahine à deux ompteurs M dont les ompteurs sont initialement à 0
un automate de sable SM. Le prinipe de la onstrution de SM est illustré sur la gure 33.PSfrag replaements
C Q R
C CV LC q q
V LR R1 R
V
1 R2 R
V
2
Fig. 33  Simulation d'un mahine à deux ompteurs par un automate de sable.
L'idée générale est la suivante : SM utilise des piles de grains pour représenter les valeurs
des ompteurs (R) et de l'état de M (Q). Pour des raisons tehniques expliquées plus loin, on
utilise un ompteur supplémentaire (C) qui ompte le nombre de pas eetués par M depuis le
début, et on duplique toutes les olonnes (elles ave les exposants
V
sur la gure 33).
Nous allons maintenant détailler les  astues  qui assurent que la simulation se fait orre-
tement.
Asenseurs. La olonne q représentant l'état doit pouvoir envoyer des ommandes aux omp-
teurs C, R1 et R2. Or le rayon de l'automate est ni, et es ompteurs peuvent avoir des valeurs
arbitrairement grandes. On utilise don des asenseurs LC et LR (voir gure 33) qui vont monter
pour transmettre les ommandes à C et à R1 et R2, puis redesendre.
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Identité des olonnes. La règle loale de SM est onstituée de plusieurs sous-règles, haune
d'entre elles onerne une olonne partiulière de la simulation. Pour savoir quelle règle appliquer,
il faut que haque olonne de la onguration puisse savoir  qui elle est . Ce n'est pas naturel
dans les automates de sable, la règle loale étant invariante vertialement elle ne dépend pas de
la hauteur de la olonne entrale. On déompose don haque olonne a en deux olonnes (al, ar)
telles que l'identité de a est odée par la diérene (non nulle) entre al et ar. Par exemple une
diérene de 1 pourrait signier que a est le ompteur C, 2 serait CV et ainsi de suite. On utilise
également un ode pour un symbole d'erreur E, introduit dès que la onguration ne simule pas
orretement une mahine à ompteurs (on y reviendra plus en détail dans la partie 2.3.3).
Par la suite, quand on parle de  hauteur  d'une olonne a = (al, ar), on fait référene à
la hauteur de al. Les hauteurs (lors d'une simulation orrete) sont exprimées par rapport à la
hauteur de la olonne ql, olonne de gauhe de l'état de la mahine.
Commandes, ouleurs et états. Puisque l'on peut oder de l'information dans la diérene
entre les deux omposantes d'un élément de la simulation, en plus de l'identité on va oder des
informations supplémentaires. Pour eetuer la simulation, on a besoin des ommandes que les
asenseurs passent aux ompteurs. Il faut notamment oder les ommandes suivantes dans la
diérene entre les deux olonnes d'un asenseur :
 C+1 qui permet d'augmenter C de 1 ;
 CV→0 pour réinitialiser C
V
à 0 ;
 R1,−1 diminue R1 de 1 ;
 L→0 indique à LR ou LC qu'il doit redesendre jusqu'à la olonne de référene.
On introduit également dans le odage des asenseurs des ouleurs : S, V0, V, C pour indiquer
où en est la simulation (ommandes et ouleurs sont détaillées dans la partie 2.3.2). Enn, dans
le odage de l'état on introduit également la valeur de l'état atuel.
Éviter les ambiguïtés. Soit N la valeur la plus importante permettant de oder de l'infor-
mation (il y a un nombre borné de olonnes, de ommandes, de ouleurs, d'états, N est don
bien déni). Il faut s'assurer que si une diérene entre deux olonnes onséutives est omprise
entre 1 et N, alors elle ode quelque hose. Par exemple la diérene entre qr et q
V
l doit toujours
être stritement supérieure à N ou inférieure ou égale à 0 pour éviter qu'elles soient prises pour
un odage qui n'a pas lieu d'être.
Pour ela, on utilise la tehnique suivante : dès que l'on augmente le ontenu d'une olonne a
de k grains (en référene à la mahine à ompteurs), on augmente en réalité al de k · (2N + 1)
grains et ar de k · (2N + 1) + α, α ∈ [−N + 1,N − 1] (α représente une éventuelle modiation
de l'information, par exemple un hangement d'état). Cela rée des  lignes de niveau  (voir
gure 34) sur toutes les hauteurs multiples de 2N+1. Toutes les olonnes de gauhe se trouvent
sur une de es lignes de hauteur k · (2N + 1), elles de droite sont omprises entre les valeurs
k · (2N+ 1) et k · (2N+ 1) +N pour un k donné. Cela garantit qu'entre une olonne de droite ar
et sa voisine de droite bl, la diérene n'est jamais omprise entre 1 et N (partie hahurée sur la
gure 34). On est ainsi sûr que ar est bien la olonne de droite et bl elle de gauhe, et ei pour
toutes les olonnes a et b de la simulation.
2.3.2 Simulation de la mahine à deux ompteurs
Chaque itération de M est simulée par SM en trois phases.
S : simulation d'une itération de M.
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PSfrag replaements
al ar bl br
0 = 0
1 = 2N + 1
2 = 2(2N + 1)
Fig. 34  Lignes de niveau lors d'une simulation, ave N = 2. Les olonnes de gauhe (indies l)
se trouvent sur es lignes en pointillés, alors que les olonnes de droite (indies r) peuvent se
trouver n'importe où sauf dans la partie hahurée.
V : vériation depuis le début jusqu'à l'itération atuelle, dans les olonnes de vériation (ex-
posant
V
).
C : omparaison des résultats obtenus par les deux premières étapes.
Remarque 13 On utilise les mêmes notations pour les étapes de la simulation et pour les ou-
leurs. Ce sont les ouleurs des asenseurs qui permettent de onnaître l'étape ourante de la
simulation.
Il faut maintenant expliiter en quoi onsiste la phase de vériation. Il est en eet possible
d'avoir pour l'automate SM une onguration odant une onguration de la mahine M telle
que l'état soit valide et les valeurs des ompteurs C, R1 et R2 soient ohérentes, sans pour autant
que ette onguration soit atteignable. Par exemple, la onguration (C, q = q0,R1 = 1,R2 = 0)
n'est pas atteignable par la mahine de l'exemple 5 (page 75) à partir de q0 ave les ompteurs
à 0. C'est pour ela qu'on ajoute à SM un ompteur du nombre d'itérations et une phase
de vériation, dans laquelle la simulation est eetuée du début jusqu'au nombre d'itérations
voulues. Il sut alors de vérier que les ontenus des olonnes ave ou sans
V
sont identiques, e
qui est fait pendant la phase de omparaison.
Les paragraphes suivants expliquent omment est eetuée haque étape de la simulation.
Initialisation. Au début de la simulation d'un pas de la mahineM, la hauteur du ompteur C
représente le nombre de pas (de M) eetués depuis le début. La olonne q = (ql, qr) ode l'état
atuel de M, les hauteurs des ompteurs R1 et R2 sont positives et multiples de 2N + 1. Les
asenseurs LC et LR sont à la hauteur 0 (relativement à ql) et de ouleur S. Les olonnes de
vériation CV, qV, RV1 et R
V
2 peuvent ontenir un nombre quelonque de grains.
S. Phase de simulation. Lors de ette étape, SM simule une seule itération de M. Par
exemple, supposons que l'on soit dans l'état q1, que R1 et R2 ontiennent des valeurs stritement
positives et que δ(q1, 1, 1) = (q2,Ri+j) pour i ∈ {1, 2} et j ∈ {−1, 0,+1}. Alors SM doit hanger
q1 en q2 dans la olonne q = (ql, qr), et en même temps faire partir LC ave la ommande C+1 et
LR ave la ommande Ri,j. À titre d'exemple se trouvent i-dessous les deux règles loales fSM
77
Chapitre 2. Dynamique des automates de sable
de SM qui eetuent la mise à jour des olonnes ql et qr orrespondant à ette transition.

fSM
(
. . . ,LC,⊥,αq1 , −,−︸︷︷︸,LR,R1,−,−︸︷︷︸,R2, . . .
)
= 0 (pour ql) ,
qV RV1
fSM
(
. . . ,L′
C
,−αq1 ,⊥,
︷︸︸︷−,−,L′
R
,R′
1
,
︷︸︸︷−,−,R′
2
, . . .
)
= αq2 − αq1 (pour qr) ,
ave
LC = 0,αLC,S︸ ︷︷ ︸ , LR = 0,αLR ,S︸ ︷︷ ︸ ,
LC en 0, de ouleur S LR en 0, de ouleur S
L′
C
=
︷ ︸︸ ︷−αq1 ,αLC,S − αq1 , L′R = ︷ ︸︸ ︷−αq1 ,αLR,S − αq1 ,
et
R1 = > 0, > αR1︸ ︷︷ ︸ , R2 = > 0, > αR2︸ ︷︷ ︸ ,
R1 6= 0 R2 6= 0
R′
1
=
︷ ︸︸ ︷
> −αq1 , > (αR1 − αq1) , R′2 =
︷ ︸︸ ︷
> −αq1, > (αR2 − αq1) ,
où 1 6 αa 6 N représente la diérene qui ode toutes les aratéristiques de la olonne a (iden-
tité, état, ommande, ouleur). La notation  > x  signie n'importe quel nombre stritement
plus grand que x, et  −  représente un nombre quelonque.
Les expressions étant vraiment omplexes, on préfèrera désormais les dérire plutt que de
donner leur valeur préise. L'exemple i-dessus montre qu'il n'est pas très diile de  traduire 
es desriptions.
Dans la suite de la phase de simulation, les itérations de l'automate permettent aux asenseurs
de monter pour transmettre leur ommande. Cela fait augmenter C de 1, et modie également
la valeur de l'un des ompteurs R1 ou R2 si néessaire. Ensuite, LC et LR redesendent grâe à
la ommande L→0, tout en hangeant leur ouleur en V0. L'étape de simulation s'ahève lorsque
les deux asenseurs ont rejoint la hauteur de référene et sont de ouleur V0.
V0. Initialisation de la phase de vériation. Avant de démarrer la vériation, il faut
réinitialiser toutes les olonnes de vériation à 0 (on rappelle qu'il s'agit de toutes les olonnes
ave l'exposant
V
, en gris foné sur la gure 33). On ommene par xer qV à q0, en même temps
que l'on passe les ommandes CV→0 à LC et R
V
→0 à LR. La ommande R
V
→0 délenhe une réation
en haîne : LR monte jusqu'à être au-dessus des deux ompteurs, puis redesend en forçant les
ompteurs à l'aompagner. CV→0 a exatement les mêmes eets sur LC et C.
Pour nir, quand les asenseurs atteignent la hauteur de référene, ils prennent la ouleur V
pour indiquer que l'initialisation est terminée.
V. Phase de vériation. À haque fois que les deux asenseurs se trouvent au niveau de
référene ave la ouleur V, C itérations de M sont eetuées dans les olonnes de vériation,
en partant des ompteurs RV1 et R
V
2 à 0. Cela se passe de la même manière que pour la phase
S : les asenseurs LC et LR transmettent les ommandes aux ompteur C
V
, RV1 et R
V
2 , pendant
que l'état qV évolue selon la fontion de transition de M.
De plus, il faut que LC détete le moment où C = C
V
, qui met n à ette phase. Lorsque 'est
le as, il redesend ave la ouleur C. Quand il atteint la hauteur de référene, LR prend aussi la
ouleur C. On a alors C = CV, et le triplet (qV,RV1 ,R
V
2 ) devrait être égal au triplet (q,R1,R2)
si la vériation a réussi. Les asenseurs LC et LR sont à hauteur 0, de ouleur C.
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C. Phase de omparaison. L'asenseur LC est envoyé vers le haut jusqu'à e que toutes les
olonnes C, CV, R1, R
V
1 , R2, R
V
2 soient plus basses que lui. Il ommene alors à desendre en
omparant les hauteurs des olonnes dès qu'il le peut.
Si LC déouvre une diérene, il passe dans l'état d'erreur E, qui ne fait plus rien. La simula-
tion est bloquée puisque toutes les autres olonnes attendent que l'asenseur LC redesende pour
ontinuer d'évoluer, SM a atteint une onguration stable (don temporellement périodique).
Si tout est orret, i.e. LC atteint 0, LC puis LR prennent la ouleur S et la simulation
ontinue ave l'itération suivante de M.
Complément sur la simulation. L'automate SM est bien déni de manière loale. Il sut
en eet d'un rayon r = max(3N + 1, 19) pour dénir la règle loale. La valeur 3N + 1 = (2N +
1) +N permet à haque ouple de olonnes de aluler la diérene de hauteur ave ses voisines
lorsqu'elles sont à au plus une ligne de niveau de diérene. La valeur 19 représente le nombre de
olonnes moins une, ela permet à haque olonne d'avoir la simulation toute entière dans son
voisinage.
Enn, pour toutes les portées de rayon r qui n'ont pas été dérites dans ette partie, la
règle loale de SM renvoie 0 (à quelques exeptions près qui sont expliquées par la suite). Cette
hypothèse est essentielle pour les preuves qui suivent.
2.3.3 Arrêt sur erreurs
Une onguration de SM est valide si elle ontient une simulation orrete de M (ave les
ompteurs initialisés à 0). Inversement, une onguration non valide est dite mal formée. Le but
de ette partie est de montrer que toute onguration mal formée esse d'évoluer au bout d'un
temps ni. Ainsi, seules les ongurations valides peuvent avoir un omportement qui n'est pas
ultimement périodique.
Il y a deux sortes d'erreurs qui peuvent rendre une onguration mal formée. Il y a tout
d'abord les erreurs de voisinage, qui ne sont pas dues à la olonne elle-même mais à sa situation.
Par exemple, un ouple de olonnes pourrait oder un ompteur mais avoir une valeur négative.
Ou alors des olonnes pourraient être mal plaées, ela serait le as par exemple s'il y avait deux
olonnes d'état trop prohes. Lorsque deux olonnes odent le symbole d'erreur E, il s'agit d'une
autre forme d'erreur de voisinage.
Il peut aussi arriver que deux olonnes ne odent auun symbole onnu, ou qu'il y ait une
ambiguïté sur e odage. On parle alors d'erreur d'identité. Nous expliquons dans les deux pa-
ragraphes suivants omment sont gérées es erreurs.
Erreurs de voisinage. Ces erreurs sont failement détetables. Quand un ouple de olonnes
(al, ar) repère des valeurs inohérentes dans son voisinage pendant la simulation, elle hange son
identité et devient le symbole d'erreur. La règle loale doit renvoyer 0 pour al et α pour ar, α
étant la valeur qui permet e hangement d'identité en E.
Erreurs d'identité. Dans tous les as d'erreur d'identité, la règle loale retourne 0 à la fois
pour la olonne de gauhe et pour elle de droite. Cela onerne les olonnes dont auune des
olonnes adjaentes ne ode de l'information (voir gure 35(a)), 'est-à-dire elles pour lesquelles
la règle loale est fSM(. . . , x,⊥, y, . . .) = 0, ave x > 0 ou x < −N et y 6 0 ou y > N. L'autre
possibilité est lorsqu'on a ambiguïté dans le odage (odage valide sur la gauhe et sur la droite,
79
Chapitre 2. Dynamique des automates de sable
voir gure 35(b)), la règle loale étant alors fSM(. . . , x,⊥, y, . . .) = 0, ave −N 6 x < 0 et
0 < y 6 N.
PSfrag replaements
x > 0 y > N
(a) Colonne sans identité.
PSfrag replaements −N 6 x < 0 0 < y 6 N
(b) Ambiguïté sur l'identité.
Fig. 35  Types d'erreur d'identité.
Dorénavant, on note M une mahine à deux ompteurs et SM = 〈1, r, fSM〉 l'automate de
sable assoié que nous venons de dénir. Appelons FSM la règle globale de SM. Pour montrer
qu'une onguration mal formée arrête d'évoluer au bout d'un temps ni, nous avons besoin des
lemmes suivants.
Lemme 67 Pour toute onguration c ∈ F, pour tout entier t ∈ N, ∣∣FSM t(c)∣∣ 6 |c|+ 1.
Preuve. Soit c ∈ F, soit i = max {k ∈ Z | ck 6= 0} le plus grand indie tel que ci ne soit pas
nul. Par onstrution, on a fSM(. . . ,−,⊥, 0,−, . . .) = 0 don pour tout k ∈ Z, pour tout t ∈ N,
k > i ⇒ FtSM(c)k = 0.
Soit j = min {k ∈ Z | ck 6= 0}. Remarquons que si la olonne cj−1 évolue, elle évolue nées-
sairement en tant que olonne de gauhe d'un ouple et reste don sur les lignes de niveaux
multiples de 2N + 1. On a fSM(. . . ,−, 0,⊥, x,−, . . .) = 0 pour x 6= αC, 0 < αC 6 N étant la
diérene de hauteur qui ode la olonne C = (Cl,Cr) (Cl est la seule olonne suseptible de
voir une diérene de 0 à gauhe et d'évoluer quand même). Pour tout k ∈ Z, pour tout t ∈ N, il
existe n ∈ N tel que FtSM(c)j−1 = n·(2N+1), don FtSM(c)j−1 6= αC et k < j−1⇒ FtSM(c)k = 0.
o
Lemme 68 Pour toute onguration c ∈ F, pour tout i ∈ Z, si (ci, ci+1) odent une identité de
olonne I alors pour tout t ∈ N, les olonnes (FtSM(c)i,FtSM(c)i+1) odent la même identité I.
Preuve. Soit c ∈ F une onguration ontenant un ouple de olonnes d'identité I aux positions
(i, i + 1). Tout au long d'une simulation orrete, e ouple évolue selon les règles loales qui
peuvent hanger son état ou sa ouleur, mais jamais son identité I.
Si la simulation n'est pas orrete, il pourrait y avoir un problème si une olonne voisine se
rapprohe trop de ci ou ci+1 (gure 36). On se trouve ave une erreur d'identité due à l'ambiguïté.
Il sut alors de retier les règles loales pour qu'une olonne d'un ouple ne se déplae que s'il
n'y a pas d'erreur d'identité sur les deux olonnes du ouple. Sur la gure 36, ela signie qu'on
empêhe ci de se déplaer ar elle détete une ambiguïté pour ci+1. Cette ontrainte n'aete
pas la simulation, ar ela ne doit pas arriver pendant une simulation orrete. Dans tous les as
inorrets, les olonnes ci et ci+1 ne sont don jamais modiées et I est préservé. o
Lemme 69 Pour toute onguration c ∈ F qui n'est pas ultimement stable pour SM, il existe
dans c un asenseur dont la ouleur hange inniment souvent.
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PSfrag replaements
ci ci+1 a
Fig. 36  Conservation de l'identité : l'identité odée par (ci, ci+1) n'est pas modiée par l'ap-
parition de a dans le voisinage.
Preuve. Soit c ∈ F non ultimement stable pour SM. D'après le lemme 67, pour tout t ∈
N,
∣∣FSM t(c)∣∣ est borné indépendamment de t. Le omportement inni de c est don dû à du
mouvement  vertial , i.e. il y a une olonne ci, i ∈ Z, dont la valeur varie inniment souvent.
Cela implique qu'elle ode une identité orrete, et d'après le lemme 68 elle-i n'est pas modiée.
Il y a don un asenseur dont la valeur varie inniment souvent. En eet les asenseurs sont les
 horloges  de la simulation, un ouple de olonnes ne se déplae que s'il y a un asenseur dans
son voisinage qui le lui permet.
De plus, omme les règles ne permettent pas aux asenseurs d'aller plus haut que la olonne la
plus haute, ni plus bas que la olonne la plus basse, et qu'il n'y a pas de olonnes innies dans c,
l'asenseur que l'on a mis en évidene passe inniment souvent par la valeur du point de référene.
D'après la dénition des règles loales (desription de la simulation dans la partie 2.3.2), il hange
de ouleur à haque passage par e point. o
Nous pouvons maintenant montrer que seules les ongurations valides sont suseptibles de
ne pas être ultimement périodiques.
Proposition 70 Toute onguration c ∈ F mal formée est ultimement stable pour SM.
Preuve. Soit c ∈ F mal formée, on suppose que c n'est pas ultimement stable. D'après le lemme 69
il y a dans c un asenseur qui hange inniment souvent de ouleur. Il y a don néessairement
autour de et asenseur une zone de c qui eetue la simulation de M orretement, sinon
l'asenseur se serait arrêté. En eet lors de son évolution innie il a plusieurs fois l'oasion de
vérier que toutes les olonnes ont des ontenus valides, notamment dans la phase de omparaison
C (qui revient inniment souvent) où LC vérie suessivement tous les ouples de olonnes. o
2.3.4 Déidabilité
Théorème 71 Les problèmes ULT-P(F) et ULT-P(P) sont indéidables.
Preuve. Remarquons tout d'abord qu'il sut de prouver l'énoné pour F, la preuve pour P
est similaire : à partir d'une onguration nie on peut obtenir une onguration périodique en
répétant la partie non nulle à intervalles réguliers. Il sut également de montrer e résultat en
dimension 1, la même onstrution pouvant être eetuée dans les dimensions supérieures.
Nous réduisons e problème au problème de l'arrêt d'une mahine à deux ompteurs initialisée
à 0, problème que l'on sait indéidable. Soit M une mahine à ompteurs, soit SM l'automate
de sable qui simule M selon la onstrution qui préède. Si M ne s'arrête pas, alors il existe
une onguration nie qui n'est pas ultimement périodique pour SM : il sut de prendre la
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onguration qui ode l'entrée C = CV = 0, q = qV = q0, R1 = R
V
1 = R2 = R
V
2 = 0. À partir de
là M va être simulée orretement à l'inni, le ompteur va augmenter indéniment, empêhant
tout omportement périodique.
Réiproquement, supposons qu'il existe une onguration c ∈ F qui n'est pas ultimement
périodique pour SM, don pas ultimement stable. D'après la proposition 70, c est valide. De plus,
à partir du lemme 69, on sait que le omportement inni a lieu sur une des parties valides de
c. L'évolution de c ontient don au moins une simulation orrete, qui représente une évolution
innie de M. En d'autres termes, M ne s'arrête pas sur l'entrée 0. o
On montre le résultat suivant ave exatement la même onstrution et la même preuve que
pour le théorème 71.
Théorème 72 Les problèmes ULT-S(F) et ULT-S(P) sont indéidables.
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Conlusions et perspetives
Dans e travail de thèse, nous nous sommes intéressés à des systèmes dynamiques disrets
partiuliers : les modèles de piles de sable. Parmi eux, SPM et IPM(k) (page 8) sont ertainement
les plus onnus et les mieux maîtrisés. Pour es modèles, on sait qu'en partant d'une onguration
initiale où tous les grains se trouvent empilés vertialement sur une seule olonne, l'ensemble des
ongurations atteignables forme un treillis. Il est également possible de aratériser les éléments
de e treillis, ainsi que la longueur entre le point de départ et le point xe. Ces résultats manquant
de généralité, nous avons essayé d'étudier plusieurs extensions.
D'une part, nous avons vu une manière de généraliser leur étude à des piles de sables initiales
quelonques, à l'aide d'un algorithme qui alule rapidement leur point xe (pseudo-ode 1,
théorème 15). Cet algorithme présente l'intérêt de pouvoir s'adapter à n'importe quel modèle de
piles de sable, pourvu que la struture du graphe des orbites soit un treillis (uniité du point
xe). La vitesse de l'algorithme (proposition 17) dépend alors du temps néessaire pour identier
les ongurations atteignables à partir d'une unique olonne de grains.
D'autre part, nous avons introduit SSPM, un nouveau modèle de piles de sable symétriques.
Il possède des propriétés partiulièrement intéressantes : bien que le point xe d'une pile où
tous les grains sont onentrés dans une seule olonne ne soit pas unique, nous avons donné une
aratérisation préise permettant de les onstruire (propositions 26 et 28) et de les ompter
(proposition 32). Nous omplétons l'étude de SSPM par le alul de la longueur des transitoires
permettant d'atteindre les points xes. Ces résultats font de notre modèle symétrique un modèle
plus réaliste, prolongeant de manière naturelle SPM.
Enn, nous terminons en abordant le problème de la généralisation des piles de sable d'un
point de vue diérent. En introduisant une topologie sur l'espae des ongurations, on a pu
dénir les automates de sable. Ces nouveaux systèmes permettent de simuler tous les modèles
de piles de sable dénis loalement. Les automates de sable sont les fontions qui agissent de
manière ontinue sur l'espae des ongurations, qui ommutent ave les déalages horizontaux
et vertiaux en préservant les innis (théorème 47). Ce formalisme nous a permis une étude plus
abstraite et don plus générale des modèles de piles de sable. Nous avons vu qu'il est diile
de prévoir la dynamique de es automates, même en se restreignant aux lasses d'automates
simulant des modèles  réalistes  : si l'on est apable de dire si un automate partiulier onserve
les grains (orollaire 66), il est impossible de savoir à l'avane s'il va se stabiliser ou atteindre un
fontionnement périodique (théorèmes 71 et 72).
Les solutions que nous avons apportées aux problèmes posés ouvrent de nouvelles voies pour
les reherhes futures. En e qui onerne les piles de sable, le modèle SSPM mériterait d'être
étendu de plusieurs manières. Pour refaire le lien ave les piles de sable généralisées, il faudrait
pouvoir trouver un moyen d'aélérer la simulation de SSPM en partant d'une pile initiale quel-
onque. Nous avons vu que l'algorithme que nous proposons pour SPM ne sut pas à donner
tous les points xes possibles, il faudrait don aborder ette question diéremment.
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De plus, il serait intéressant d'étudier les extensions naturelles de SSPM, qu'il s'agisse de
SIPM(k) ou de modèles multi-dimensionnels. Nous avons déjà donné un premier aperçu des
propriétés que l'on peut espérer obtenir (notamment le nombre de points xes). L'objetif nal
serait d'avoir des résultats onernant un modèle en dimension quelonque, où les grains pour-
raient tomber et glisser dans toutes les diretions à la fois. Si l'on arrivait à trouver un modèle
satisfaisant, on pourrait alors envisager d'étudier les variantes parallèles et déterministes de e
modèle. Pour l'instant, notre étude de SSPM (et plus généralement elle de SPM et IPM(k))
se limite à un fontionnement séquentiel, non déterministe. On aurait alors un modèle dont le
fontionnement s'approherait plus de e qu'on s'imagine être la réalité, et qui pourrait être
implémenté à l'aide d'automates de sable.
Il onviendrait également de tester le réalisme de tous es systèmes dynamiques d'un point
de vue physique. Peut-on retrouver ave nos modèles disrets les lois de la physique qui régissent
les piles de sable  réelles  ? Dans la réalité, les éboulements des piles de sable sont modélisés
à l'aide d'équations diérentielles. La disrétisation permet d'approximer es équations pour les
rendre plus simples, mais il faudrait s'assurer que les erreurs d'approximation ne sont pas trop
importantes.
Pour e qui est des automates de sable, les perspetives sont enore plus nombreuses étant
donné que leur introdution est très réente. Il faudrait ompléter les résultats de ette thèse,
notamment au sujet de la dynamique : est-e que surjetivité et injetivité sont déidables ? Pour
les automates ellulaires, les algorithmes de déision [1, 47℄ en dimension 1 sont basés sur le fait
que le nombre d'états est borné. Les preuves d'indéidabilité dans les dimensions supérieures
à 2 à l'aide de pavages [35℄ fontionnent à ondition que haque point onnaisse sont propre
état. Auune de es ontraintes n'étant vériée pour les automates de sable, l'adaptation de es
résultats en dimension quelonque semble diile.
Il serait également intéressant d'arriver à dénir les automates de sable nilpotents, sous-
lasse des automates ultimement stables. Comme nous l'avons vu (page 60), nous avons des
exemples d'automates de sable (L par exemple) vériant ette notion intuitive, mais qui ne
satisfont pas la dénition lassique à partir des ensembles limites [33, 16℄. Une solution envisagée
pour ontourner e problème est de onsidérer les µ-ensembles limites assoiés aux mesures
probabilistes µ (voir [38℄). Ces ensembles ne ontiennent pas les ongurations dont le nombre
de préimages est trop faible, en d'autres termes on enlève les ongurations  défetueuses . Il
ne reste alors plus que les ongurations représentatives, elles dont le nombre de préimages est
non négligeable relativement à la mesure probabiliste µ hoisie.
En revenant à des aspets topologiques, on aimerait enn examiner les lasses de K·rka [37℄
des automates ellulaires (équiontinuité, sensibilité aux onditions initiales, expansivité). Il fau-
drait ommener par adapter leur dénition aux automates de sable et à leurs spéiités, mais
même ainsi on n'est pas sûr de pouvoir les peupler toutes. On n'a en eet toujours pas d'exemple
non trivial d'automate équiontinu, transitif ou expansif (par ontre, S et L sont sensibles aux
onditions initiales).
Nous pouvons pour terminer nous poser des questions plus éloignées de e que nous avons
fait dans e travail de thèse. Par exemple, un problème majeur dans les automates ellulaires
a été de trouver une lassiation homogène permettant de regrouper les automates ayant un
omportement  semblable . Nous avons vu qu'il existait une grande diversité de omporte-
ments possibles ave les automates de sable, il serait légitime d'essayer de les lasser selon des
ritères dynamiques à déterminer. Ces lasses devraient être dénies de sorte que haune soit
représentative d'un type de omportement bien préis. Ensuite, en se restreignant aux automates
d'une lasse partiulière, on peut espérer que les problèmes généraux se simplient pour donner
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de nouveaux résultats. Si ela ne sut pas, on peut introduire de nouvelles ontraintes, par
exemple en se limitant aux automates onservateurs de grains d'une lasse préise (voir partie II,
setion 2.2).
Enn, une piste de reherhe qui reste à explorer est l'aspet omputationnel de es automates.
Nous savons déjà qu'ils ont la puissane de alul des automates ellulaires (proposition 44) et
don des mahines de Turing. Il reste à trouver les problèmes que leurs partiularités (nombre
d'états non borné, fontionnement synhrone et.) permettent de résoudre plus eaement. Les
aluls les plus simples sont les aluls de fontion aratéristique : à partir d'une entrée w sur un
alphabet Σ, le modèle de alul onsidéré doit atteindre en un temps ni un état d'aeptation
ou de refus. Dans la littérature, on trouve plusieurs façons de dénir le odage de l'entrée ainsi
que le mode de reonnaissane. Pour les automates de sable, les solutions à retenir seraient
vraisemblablement l'entrée séquentielle (mot inséré lettre par lettre, à haque instant, sur la
olonne entrale, voir [12℄) ou parallèle (mot inséré entièrement dans la onguration initiale,
voir [45, 11℄ par exemple). Pour l'aeptation, on pourrait onvenir que la valeur −1 dans la
olonne entrale indique que le mot est aepté, −2 qu'il est refusé. L'intérêt des automates de
sable pour la reonnaissane de langages est évident : malgré quelques limitations dues au rayon
ni de l'automate, on pourrait reonnaître des langages sur N, un alphabet inni. À terme, on
espère ainsi pouvoir mettre en évidene plusieurs lasses de omplexité de langages, selon leur
mode et leur temps de reonnaissane par automate de sable (mode séquentiel ou parallèle ;
temps réel, linéaire, polynmial ou exponentiel).
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APoints xes de (n) pour SSPM
(1 6 n 6 24)
Pour la dénition de SSPM et de ses points xes, se référer à la partie I, hapitre 3.
n = 1 n = 2 n = 3 n = 4
n = 5 n = 6 n = 7 n = 8
n = 9 n = 10 n = 11 n = 12
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Annexe A. Points xes de (n) pour SSPM (1 6 n 6 24)
n = 13 n = 14 n = 15 n = 16
n = 17 n = 18 n = 19 n = 20
n = 21 n = 22 n = 23 n = 24
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Résumé
Dans ette thèse nous étudions diérents systèmes dynamiques disrets permettant de simuler
la formation des piles de sable. Le omportement des modèles de base SPM ou IPM(k) est bien
onnu dans des onditions initiales spéiques. Nous étendons es résultats à des onditions
initiales plus générales, et nous introduisons le modèle SSPM qui ajoute de la symétrie à es
modèles et améliore leur réalisme.
Dans un seond temps, nous étudions un autre système dynamique, les automates de sable.
Ils sont dénis de manière analogue aux automates ellulaires, ave la ontrainte supplémentaire
qu'une onguration n'admet pas de  trous . Ces automates peuvent simuler tous les modèles
de piles de sable dénis loalement, et à l'aide d'un adre mathématique solide, ils permettent
d'obtenir des résultats plus généraux.
Nous nous intéressons à la dynamique des automates de sable, plus préisément aux propriétés
de réversibilité d'un automate, et nous étudions la déidabilité de propriétés aratérisant les piles
de sable lassiques : onservation des grains et périodiité ultime.
Mots-lés : Systèmes dynamiques disrets, piles de sable, Sand Pile Model, Ie Pile Model,
automates de sable, automates ellulaires, réversibilité, déidabilité.
Abstrat
In this thesis we study several disrete dynamial systems whih an simulate the formation
of sandpiles. The behavior of the basi models SPM and IPM(k) is well-known under spei
initial onditions. We extend these results to arbitrary initial onditions. Moreover, we introdue
the model SSPM whih adds symmetry to these models and improves their realism.
In the seond part, we study another dynamial system, namely sand automata. They are
dened similarly to ellular automata, with the onstraint that ongurations an not ontain
any hole. These automata an simulate any loally-dened sandpile model, and their solid
topologial framework allows more general results.
We are interested in sand automata dynamis, more preisely in the reversibility properties
of sand automata. We onlude by studying the deidability of properties whih haraterize
lassial sandpile systems: grain onservation and ultimate periodiity.
Keywords: Disrete dynamial systems, sandpiles, Sand Pile Model, Ie Pile Model, sand au-
tomata, ellular automata, reversibility, deidability.
