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RESUM  
En el present projecte, s'ha dissenyat i construït un sistema de realitat 
augmentada que permet transmetre vídeo a temps real des d'una càmera amb 
moviment en dos eixos, integrada en un robot, a unes ulleres de realitat 
augmentada amb la finalitat de simular visió en primera persona i donar la 
sensació d'immersió a l'usuari. 
Dins del sistema s'han desenvolupat unes ulleres de realitat augmentada 
utilitzant la tecnologia mòbil disponible a l'actualitat i tècniques d'estereoscòpia. 
Aquest sistema s'ha enllaçat amb la càmera amb moviment en dos eixos per a la 
implementació de head-tracking (seguiment dels moviments del cap). 
Al mateix temps s'ha creat un robot tipus rover, controlat mitjançant radio, 
encarregat de transportar la càmera i moure-la segons les dades rebudes des 
dels sensors de les ulleres. Per al control del robot, s'ha dissenyat un 
comandament de control que determina el moviment d'aquest alhora que fa 
d'interfície de transmissió entre les ulleres i el robot. 
Tot això ha estat construït i testejat amb la finalitat d'estudiar i aprendre les 
diverses tècniques d'implementació de realitat augmentada, comunicació sense 
fil i interfície entre tipus de tecnologies diferents en un mateix sistema. 
RESUMEN  
En el presente proyecto, se ha diseñado y construido un sistema de realidad 
aumentada que permite  transmitir video a tiempo real desde una cámara con 
movimiento en dos ejes, integrada en un robot, a unas gafas de realidad 
aumentada con el fin de simular visión en primera persona y dar la sensación de 
inmersión al usuario. 
Dentro del sistema se han desarrollado unas gafas de realidad aumentada 
usando la tecnología móvil disponible en la actualidad y técnicas de 
estereoscopia. Este sistema se ha enlazado con la cámara con movimiento en 
dos ejes para la implementación de head-tracking (seguimiento de los 
movimientos de la cabeza). 
Al mismo tiempo se ha creado un robot tipo rover, controlado mediante radio, 
encargado de transportar la cámara y moverla según los datos recibidos desde 
los sensores de las gafas. Para el control del robot se ha diseñado un mando de 
control que determina el movimiento de este a la vez que hace de interfaz de 
transmisión entre las gafas y el robot. 
Todo esto ha sido construido y testeado con el fin de estudiar y aprender las 
diversas técnicas de implementación de realidad aumentada, comunicación 
inalámbrica e interfaz entre tipos de tecnologías diferentes en un mismo sistema. 
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ABSTRACT 
 
In the following project it has been designed and constructed an augmented 
reality system that is able to transmit video in real time from a two axis 
movement camera within a robot, to a head mounted display, to simulate a first 
person view giving an immersive experience to the user. 
Inside the system a head mounted display has been developed using today’s 
smartphone technology and stereoscopic techniques. This system has been 
linked to the two axis movement camera to implement head-tracking. 
At the same time a rover-like robot has been also developed, this is controlled 
via radio, it carries the camera and controls its movement with the data received 
from the HMD sensors. To move the robot a controller has been designed. This 
controller will send the data to control this movement while being a connection 
path between the HMD and the robot. 
All of this has been constructed and tested to study and learn about the different 
techniques for augmented reality implementation, wireless communication and 
the combination of different technologies integrated on the same system.
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 CAPÍTULO 1:
OBJETIVOS 
El objetivo principal de este proyecto es realizar un sistema físico de realidad 
aumentada, para ello se diseñará, construirá y testeará un vehículo (robot) 
teledirigido, que transmitirá video a tiempo real hacia unas gafas de realidad 
aumentada con el fin de simular un efecto de primera persona. 
 
El proyecto dispondrá, por tanto, de tres elementos: el vehículo, el mando de 
control y las gafas de realidad aumentada (HMD). 
El robot incorporará una cámara en su estructura que, además de transmitir 
vídeo en tiempo real hacia las gafas, también deberá moverse replicando los 
movimientos de la cabeza del usuario. 
El control del desplazamiento del vehículo se realizará mediante el mando, que 
gracias a un joystick, determinará la velocidad y dirección en la que se desee un 
movimiento y la transmitirá hacia el robot. 
 
La principal utilidad de este robot, con transmisión de video envolvente en 
tiempo real, es la de exploración de ambientes peligrosos. De esta forma se 
pueden realizar exploraciones o investigaciones en espacios en los que pueda 
haber riesgo o peligro para humanos manteniendo la seguridad de las personas. 
Además, la vista estereoscópica en primera persona permite crear un visionado 
envolvente del entorno que puede ser de gran ayuda en la exploración, ya que 
permite una imagen con profundidad, sensación de estar presente y gran 
manejabilidad de las cámaras gracias al head-tracking de las gafas.  
Gracias a estos conceptos pueden percibirse cosas que en una simple fotografía o 
video “plano” podrían pasar desapercibidas por la falta de las características 
mencionadas. 
Se toma esta idea por el reciente impacto de los sistemas de visualización de 
video en primera persona, tomando así como ejemplo de "gafas de realidad 
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virtual" o de “realidad aumentada” en este caso, las famosas "Oculus Rift" o 
"HTC vive". 
 
La motivación personal no es simplemente la de crear este sistema, sino también 
la de ahondar tanto en conceptos que, a pesar de que ya han sido mencionado 
en el transcurso de la carrera, nos gustaría haber podido practicar e indagar más 
en profundidad, como en nuevos conceptos útiles para un profesional del sector. 
Algunos de estos conceptos son: El control remoto por comunicación inalámbrica, 
el control de motores, la transmisión de video y el estudio de sensores de 
movimiento y posición. 
 
Puntos clave: 
 Comunicación entre equipos: Debido a que hay dos líneas de comunicación 
remota, comunicación entre el mando y el robot y comunicación entre el 
mando y las gafas, se debe tener especial cuidado en que esta 
comunicación se realice de forma correcta. 
 Sensores: Se deben tomar los valores de los sensores con la máxima 
precisión de la que se sea capaz para realizar una inmersión en primera 
persona lo más realista posible. 
 Control de motores: Se debe gestionar de forma independiente el control 
de los motores de dirección del robot y el movimiento de los servomotores 
que controlan la cámara. 
 Visualización de video: Se divide el video en dos imágenes, con un ángulo 
ligeramente distinto, para realizar una visualización estereoscópica. 
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 CAPÍTULO 2:
ANTECEDENTES 
Las tecnologías en las que se basa este proyecto están teniendo un gran auge en 
los últimos años. Los drones y la realidad virtual son tecnologías cada vez más 
presentes en la sociedad y a las que año tras año se les encuentran nuevas 
funciones o posibles usos. Pese a ello estas tecnologías tienen una larga historia, 
década tras década han ido evolucionando hasta que la tecnología del momento 
ha permitido que llegaran, finalmente, a un público mayor. En el siguiente 
apartado, se presenta brevemente la historia de estas tecnologías hasta llegar a 
su estado actual y desde el que se ha partido para la realización del proyecto. 
 
2.1. La Realidad virtual y la Realidad aumentada 
La realidad virtual es un entorno de escenas u objetos de apariencia real, 
generado mediante tecnología informática, que crea en el usuario la sensación de 
estar inmerso en él. Por lo tanto, el punto clave de la VR es la eliminación de la 
frontera existente entre realidad e irrealidad en un entorno no real. 
Por otro lado, la realidad aumentada se usa para definir una visión, directa o 
indirecta y a través de un dispositivo tecnológico, de un entorno físico del mundo 
real cuyos elementos se combinan con elementos virtuales para la creación de 
una realidad mixta en tiempo real. 
Pese a que estos conceptos fueron creados durante segunda mitad de siglo XX, 
mucho antes ya habían aparecido proyectos e ideas girando alrededor de ellos.  
Todos ellos aportaron innovaciones e ideas necesarias para que estas tecnologías 
llegaran a desarrollarse en la actualidad. 
Si nos vamos bastante atrás, antes de la invención de los ordenadores, ya en el 
siglo XIX se creaban murales panorámicos (o murales 360º) cuya idea era 
ocupar completamente el campo de visión del observador con el cuadro, de tal 
forma que este tuviera la sensación de estar presenciando el momento histórico 
representado. 
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A finales del siglo XIX y durante la primera mitad del XX, se desarrollaron 
muchas tecnologías que más adelante serían ideales para ser aplicadas en la 
realidad virtual. En 1838, Charles Wheatstone demostró en su investigación que 
el cerebro procesaba las dos imágenes bidimensionales de cada ojo en una sola 
imagen tridimensional.  
Partiendo de esa idea, Wheatstone creó el estereoscopio, el cual consistía en un 
visor con dos fotografías, una para cada ojo, que habían sido tomadas en el 
mismo momento, pero con unos puntos de toma ligeramente diferentes. El 
cerebro, entonces, las mezclaba generando una sensación de profundidad en la 
imagen.  
 
 
Figura 1. Estereoscopio del siglo XIX 
Más adelante, a partir de las investigaciones de Wheatstone, en 1891 se patentó 
el “Anafligo”, un proyecto de imagen estereoscópica en la que se eliminaba, con 
un filtro fotográfico, el color rojo para el ojo derecho y el rojo y azul para el 
izquierdo. Este es el origen de las primeras películas en tres dimensiones. 
En 1929 se creó el “Link trainer” (patentado en 1931), el primer simulador de 
vuelo que era completamente electromecánico. En el momento de su creación, el 
ejército americano compró solo 6 modelos, pero durante la 2ª Guerra mundial se 
cree que se utilizaron más de 10.000 por más de 500.000 pilotos. Un año más 
tarde, una novela de ciencia ficción “Pygmalion’s Spectacles” de Stanley G. 
Weinbaum, contiene ya la idea de unas gafas de realidad virtual que permiten al 
usuario experimentar un mundo de ficción a través de todos sus sentidos. 
En la segunda mitad del siglo XX, empezó la creación de dispositivos de realidad 
aumentada, aunque el término como tal aún no existía. En 1950, el cineasta 
Morton Heling desarrolló el “Sensorama” (patentado en 1962), que fue el primer 
dispositivo que pretendía que el cine fuese percibido por todos los sentidos. Para 
ello, utilizó visionado 3D estereoscópico, sonido estéreo, vibraciones mecánicas y 
aromas. Se crearon 6 películas específicas para el dispositivo. 
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Figura 2. Sensorama con usuario y plano del dispositivo (1962) 
En 1960, apareció el primer casco de realidad aumentada o “Head-mounted 
display” (HMD) en inglés, llamado “Telesphere Mask”. Este casco disponía de 
visión 3D estereoscópica y sonido estéreo pero no seguía el movimiento de la 
cabeza (head tracking). Un año después, en 1961, dos ingenieros de Philco 
Corporation (Comeau & Bryan) desarrollaron el precursor de los HMD actuales 
creando un HMD enlazado a un sistema magnético de seguimiento de la cabeza, 
que estaba al mismo tiempo conectado a un circuito cerrado de cámara. El 
invento fue creado con la idea de ser utilizado por el ejército para la visualización 
de situaciones peligrosas de forma remota. 
Llegado 1965, Ivan Sutherland propuso como idea un dispositivo de inmersión 
definitivo, en su artículo titulado “The Ultimate Display”. En este, se describía el 
dispositivo como uno en el que se simulara la realidad de tal forma que fuera 
imposible distinguirla de la real, dando también habilidad al usuario para 
interactuar con objetos de este mundo virtual de forma realista. 
En los años siguientes, apareció otro proyecto relevante. En 1968  se desarrolló 
el llamado “Sword of Damocles”, creado por Ivan Sutherland y Bob Sproull. 
Consistía en un HMD de realidad virtual desde el que se podían visualizar gráficos 
generados por un ordenador. Pese a todo, los gráficos eran muy básicos ya que 
aún no se disponía de la suficiente tecnología ni a nivel de hardware, ni de 
software. La mejora en los gráficos 3D en ordenadores, sería desarrollada más 
adelante por los militares en simuladores de vuelo y posteriormente por la 
industria del videojuego que no hizo su aparición hasta la década de los 70. 
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Figura 3. Sword of Damocles con usuario 
A lo largo de las dos décadas siguientes, la investigación en realidad virtual se 
empezó a acelerar. En 1975, el artista Myron Kruegere creó una serie de 
experiencias generadas por ordenador que respondían a estímulos, tituladas 
“Realidad artificial”. 
Los militares empezaron a experimentar con simuladores con displays gráficos a 
partir del 1971. Y, en 1979, empezaron a usar HMD en los simuladores. Un 
ejemplo de ellos fue VCASS, un simulador de vuelo avanzado creado el 1982 y 
que proporcionaba información al piloto gracias a un HMD de realidad 
aumentada. 
Paralelamente, se crearon guantes y diversos sistemas añadidos para interactuar 
con ambientes virtuales. Ejemplos de esto se producieron en 1977 con los “Sayre 
Glove” por  Tom Defanti y Daniel Sandin, que permitían calcular lo flexionados 
que se tuvieran los dedos. Posteriormente, los guantes de Gary Grimes, en 1983, 
que disponían de sensores de flexión en los dedos, táctiles en las yemas y de 
orientación y posición en la muñeca. 
Un avance importante en los HMD sucedió el 1985. Mc Greevy y Jim Humphries 
junto con la NASA, desarrollaron el sistema “Vived” (Visual Environment Display 
system). Fue el primer proyecto que intentó crear un HMD de bajo coste dotado 
con visón estereoscópica, estéreo y sensores de orientación. 
En esa misma década, la empresa VPL fue la primera en comercializar 
dispositivos de realidad virtual a particulares. En 1985, crearon el “Dataglove” 
que se vendía por 9000$ y en 1987 un HMD llamado EyePhone con precios que 
oscilaban entre los 9400$ y 49000$ dependiendo del modelo.  
En los 90, la realidad virtual y la realidad aumentada se hicieron mucho más 
populares. Esto se hizo visible en el cine y las series,  Star Trek (1987), 
Lawnmower Man (1992), Disclosure (1994), Johnny Mnemonic (1995) o The 
Matrix (1999) son algunos ejemplos de ello.  
En esa década, varias empresas de videojuego empezaron a acercarse a esa 
tecnología. En 1993, SEGA anunció unas gafas de realidad virtual que, por 
problemas técnicos, nunca salió al mercado. Años más tarde, en 1995, Nintendo 
sacó a la venta la Virtual Boy, una consola portátil que disponía de un HMD 
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técnicamente muy limitado que acabó siendo un fracaso en ventas. Durante esta 
época, la industria de los videojuegos experimentó un gran crecimiento, siendo 
la principal impulsora en el desarrollo de entornos virtuales realistas. Pese a eso, 
a nivel de hardware, la tecnología seguía siendo demasiado cara y limitada. 
 
Figura 4. VirtualBoy, gafas de realidad virtual y mando  
Ya entrados en el siglo XXI, las tecnologías de este tipo se limitaron durante 
varios años solo al entorno militar. Ya a mitad de la década del 2000, empezaron 
a aparecer varios productos girando alrededor de estas tecnologías, pero en este 
caso, con buenos resultados. 
En 2005 apareció Google Earth con imágenes de satélite de todo el planeta y, 
posteriormente, en 2007, Google Street View, que permite ver en 360 grados 
varias calles de una ciudad y moverse por ellas. 
En 2006, Nintendo sacó a la venta la consola Wii, cuyo mando, llamado WiiMote, 
disponía de varios sensores que permitían interactuar de una forma más realista 
con los juegos de la consola, detectando los movimientos del mismo y 
permitiendo apuntar con ellos a la pantalla. Añadiendo más sensores con el 
complemento WiiMotion Plus, en 2009, fue un éxito de ventas, lo que llevó a la 
competencia a sacar productos similares. En 2010, Sony sacó un dispositivo 
similar con mejor tecnología, llamado Playstation Move, para su consola 
Playstation 3. El mismo año, Microsoft sacó Kinect para su Xbox 360, un 
dispositivo con varias cámaras que permitía interactuar con la consola y sus 
juegos con todo el cuerpo. Ninguno de estos dispositivos consiguió emular el 
éxito de Nintendo. 
En la década del 2010 empiezaron a aparecer diversas plataformas online de 
micromecenazgo o crowdfunding en inglés, como Kickstarter o Indiegogo. Estas 
se popularizaron entre desarrolladores independientes y en ellas aparecieron 
muchos proyectos de realidad virtual y realidad aumentada que con el tiempo 
han tenido un éxito notable. 
Un ejemplo de ello sería en 2013, el crowdfunding de “Virtuix Omni”, una 
plataforma para movimiento omnidireccional creada para videojuegos o 
simulaciones de realidad virtual, que rápidamente alcanzo su meta de 
crowdfunding de 150.000$. 
En el año 2012, la compañía Oculus VR inició un crowdfunding en la plataforma 
Kickstarter en el que prometían la creación de un HMD de venta al público a un 
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precio accesible llamado Oculus Rift. El crowdfunding tuvo un gran éxito, 
llegando a recolectar casi 2.000.000$. A lo largo de su desarrollo, la compañía ha 
creado varios modelos de desarrollo que ha ido vendiendo a las empresas o 
particulares que lo desearan. En 2014, la compañía fue comprada por Facebook y 
ya ha sido anunciada la puesta a la venta del producto final, en Marzo de 2016 
por un precio de 599$ (699€ en España).  
En ese mismo año, Google anunció su dispositivo de realidad aumentada “Google 
Glass” capaz de mostrar información como si fuera un Smartphone y con la 
capacidad de comunicarse con él mediante comandos de voz o movimientos. El 
producto se puso a la venta al público en Estados Unidos el 15 de Mayo de 2014. 
Ese mismo año, Google lanzó a la venta las “Google Cardboard” un HMD con 
estructura de cartón, que usa la pantalla de un Smartphone con estereoscopia 
por software para el visionado y los sensores del dispositivo para determinar la 
posición. Años más tarde, en 2015, Samsung junto a Oculus sacarían el 
Samsung Gear VR una versión de más calidad para dispositivos Samsung. 
Varias otras empresas han decidido apostar por sus propios HMD, tanto de 
realidad virtual como de aumentada. La empresa HTC ha anunciado para 2016 
su set por 799$ (899€ en España), Sony está desarrollando su propio HMD 
Playstation VR para su consola PlayStation 4. Por otro lado, Microsoft ha 
desarrollado las “HoloLens”, en este caso, un HMD de realidad aumentada, con la 
intención de crear una interfaz virtual en el mundo de los diversos productos de 
la empresa, desde Windows a los diversos videojuegos de su consola.  
 
Figura 5. De izquierda a derecha: HTC Vive, Oculus Rift, Playstation VR 
Actualmente, con la gran cantidad de productos de realidad virtual y realidad 
aumentada que se espera que salgan a la venta de cara al público y con la 
popularización de las plataformas de ‘crowdfounding’, muchos otros 
desarrolladores independientes han empezado a crear dispositivos relacionados 
con el área. Desde variaciones de HMD a dispositivos de interacción, ya sean 
guantes, mandos u otro tipo de dispositivos. Claramente, la realidad virtual está 
de moda, al menos por el momento. 
 
 
 Sistema de realidad virtual aplicada a robótica móvil 
 - 15 - 
 
2.2. Drones y realidad virtual 
A día de hoy, hay un gran mercado de vehículos radiocontrol con conducción en 
FPV (primera persona). 
Los vehículos más sofisticados incorporan dos cámaras con una separación 
determinada, intentando recrear dos ojos, de forma que se transmiten dos 
imágenes independientes hacia el HMD creando una visión estereoscópica real. 
En cambio, en los vehículos destinados al mundo del hobby o aquellos proyectos 
en los que se quiere ahorrar gastos, se utiliza una sola cámara y se simula más 
tarde una visión estereoscópica mediante software. 
 
Figura 6. Cámara en dron especializadas en visionado 3D (Arriba), Cámara en dron con lente 
normal (Abajo) 
 
Actualmente, el uso más extendido del FPV es en drones y vehículos aéreos no 
tripulados (UAV). Estos permiten visualizar y analizar un largo terreno debido a 
la vista de pájaro que proporcionan. Por este motivo han sido muy utilizados en 
ámbito militar. 
La industria del cine también ha estado aprovechando estos recursos durante los 
últimos años ya que pueden grabarse secuencias muy atractivas desde las 
alturas. 
El FPV y el “head tracking” han tenido sobretodo un fuerte impacto en la 
industria del hobby del radio control en la que se venden sistemas de cámaras 
móviles, transmisores y receptores de vídeo y HMD’s especializados en éste 
ámbito. 
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Gracias a esto, recientemente se han popularizado las carreras de drones y 
coches de radiocontrol en FPV. 
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    CAPÍTULO 3:
INGENIERIA DE 
CONCEPCIÓN 
Para este proyecto, se discuten cuatro posibles sistemas que satisfacen los 
requisitos y objetivos propuestos. 
Debido a que el proyecto se compone de tres elementos (Robot, mando y HMD), 
se disponen de varias opciones que combinan diferentes formas de realizar cada 
uno de estos tres elementos. 
 
3.1. Posibles soluciones 
 
a) Crear un rover de gran tamaño y especializado en entornos abiertos: 
 
Este sistema dispondría de un rover para exploración real para grandes terrenos. 
El vehículo debería tomar como ejemplo la estructura, dimensiones y 
funcionalidades del robot Curiosity enviado a marte. 
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Figura 7. Rover de exploración espacial enviado a Marte “Curiosity” 
Por tanto, este robot debería ser capaz de desplazarse por cualquier terreno 
(vehículo 4x4) durante un gran número de horas a fin de explorar e investigar. 
Con esta finalidad, dicho rover, debería tener por ruedas un tractor oruga y un 
diseño mecánico y estructura preparadas para entornos peligrosos. También se 
plantea para casos de investigación concretos, disponer de herramientas y útiles 
en su cuerpo tales como pinzas, brazos robóticos y material diverso para la 
investigación.  
Entre el material de investigación podría haber: un microscopio, sensores de 
temperatura, sensores de humedad, balanzas y equipo para analizar la calidad 
del aire. 
Gracias a las dimensiones del rover y el brazo robótico, se podrían transportar 
objetos de distintos tamaños. 
Para captar vídeo en tiempo real y permitir la recreación exacta de los 
movimientos de cabeza del usuario, el robot debería tener un cuello con 
movilidad en tres ejes y dos cámaras separadas para tener una imagen 
estereoscópica real, de esta forma no será necesario crear una visión 
estereoscópica virtual mediante software. 
Las cámaras utilizadas estarían especializadas en este tipo de grabaciones. 
Para transmitir el vídeo captado, se necesitaría incorporar un transmisor de video 
especializado, de alta velocidad y alta calidad. 
En lo que a la autonomía respecta, este debería llevar baterías que alimentaran 
todos los sistemas electrónicos. Para resolver este problema, se plantean 
baterías de LiPo dimensionadas para suministrar energía a todos los elementos. 
Dichas baterías deberían poder recargarse solas para casos en los que se tuviera 
que usar el robot durante demasiado tiempo alejado de su operador. Para esto, 
se plantean placas solares que recojan energía solar en los casos en que no haya 
ningún medio que obstruya el paso de rayos de sol. También existiría la 
posibilidad de enchufar las baterías a un cargador dedicado a tal efecto. 
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Obviamente, semejante proyecto requeriría de unos recursos, tiempo y equipo 
de trabajo muy por encima de los disponibles, por lo que se plantea crear este 
mismo rover pero sin el material de investigación, las pinzas y brazos robóticos. 
Por otra parte, el mando debería tener una forma ergonómica y que se adaptase 
a la mano para tener un dominio cómodo e intuitivo de los controles. El mando 
también dispondría de una interfaz de usuario compleja y elegante mediante 
‘display’ gráfico y botones para desplazarse por el menú. 
El control de los motores del robot se haría mediante un joystick analógico con 
posibilidad de controlar también la cámara a través de otro joystick. 
El mando, comunicaría con el HMD mediante Bluetooth y con el rover mediante 
un sistema de radio de larga distancia (de aproximadamente 5 km). 
Respecto al último elemento que nos incumbe, el HMD (“Head mounted 
display”), se propone que sea un modelo creado por compañías especializadas, 
que permitiría tener un acabado sofisticado, con video de alta calidad, sonido 
integrado y sensores de movimiento y posición de gran precisión. El HMD 
transmitiría los valores de los sensores hacia el mando mediante Bluetooth. 
Entre todos los elementos debería tenerse una comunicación constante que 
permitiese alejarse a gran distancia del usuario, pudiendo explorar gran parte del 
terreno que se desee. Esto debería hacerse conservando la calidad de la señal y 
la velocidad de transmisión, especialmente en la señal de vídeo, puesto que un 
retraso en el vídeo provocaría la perdida de la inmersión en primera persona que 
se desea conseguir. Por tanto, y especialmente en el vídeo, debería mantenerse 
una transmisión rápida, en alta definición y sin pérdida de calidad.   
 
A pesar de que esta opción es más vistosa, nos permitiría explorar durante largo 
tiempo y sería realmente todoterreno, tiene el inconveniente de que el vehículo 
es extremadamente grande. Este factor, no solo influye en el precio, sino que 
también requeriría de un largo proceso de estudio de la estructura del rover y de 
otros aspectos como por ejemplo el uso de energías renovables para auto 
recargar las baterías. 
Además, la funcionalidad del vehículo estaría limitada al exterior, donde la 
movilidad de un rover relativamente grande pueda ser llevada a cabo sin 
demasiados problemas pero por otro lado, un robot de este tamaño y este diseño 
no podría entrar y/o maniobrar en entornos interiores cerrados. 
 
b) Crear un rover de tamaño reducido y especializado en entornos 
cerrados: 
 
Este sistema dispondría de un robot para exploración en entornos cerrados y de 
difícil acceso. Este tipo de entornos podrían ser, por ejemplo, edificios derruidos 
en los que fuera necesario explorar para la búsqueda de personas atrapadas, 
elementos perdidos o simplemente para investigar el estado de edificios en 
ruinas o sitios cerrados peligrosos. 
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Figura 8. Robot radiocontrol para movimiento en interiores 
El rover, debería tener, como medio de tracción, un tractor oruga, su estructura 
debería ser sencilla, resistente  y lo más reducida posible, permitiendo sujetar las 
placas electrónicas, el soporte de cámara y los elementos que a continuación se 
mencionan. 
Como el vehículo debería ser reducido, se plantea la idea de captar vídeo por una 
sola cámara y crear la visión estereoscópica mediante software, el soporte móvil 
de la cámara sería de tan solo dos ejes para ahorrar espacio. 
La cámara utilizada estaría diseñada para este tipo de grabaciones y protegida 
en contra de posibles daños. 
Al estar orientado a trabajar en entornos cerrados, el vehículo debería disponer o 
de una linterna para poder ver en espacios sin iluminación o de visión nocturna 
en la cámara. 
La batería vendría determinada por una relación entre el tamaño del que se 
dispone para ella y la autonomía que ofrece.  
El robot dispondría de un altavoz para transmitir voz y un de micrófono para 
recibir los sonidos del entorno. Esto permitiría oír cualquier sonido relevante para 
la exploración e incluso comunicarse con personas que se encuentren, por 
ejemplo, atrapadas en el entorno en exploración. 
Por último y como añadido, el vehículo podría disponer de un pequeño espacio 
para transportar pequeños objetos, así como pequeñas sustancias como comida 
o agua para poder sustentar de estos a, siguiendo con el ejemplo, personas 
atrapadas. 
 
El mando debería tener una forma y dimensiones que se adapten a las manos 
para tener un dominio cómodo e intuitivo de los controles. La interfaz de usuario 
del mando sería simple mediante LED’s que indicarán distintas opciones de 
control. Para desplazarse por las diferentes opciones se utilizarían las teclas 
dispuestas a tal efecto. El control de los motores del robot se haría mediante un 
joystick analógico con posibilidad de controlar también la cámara a través de 
otro joystick. 
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El mando, comunicaría con el HMD mediante Bluetooth y lo haría con el rover 
mediante señal de radio de media distancia (de 1-2km máximo). 
 
El HMD a usar sería un modelo construido mediante sensores, con un receptor de 
vídeo y sonido conectados a dos monitores (uno por ojo) y altavoces de buena 
calidad. También deberá tener un micrófono para captar la voz del usuario y 
transmitirla por Bluetooth hacia el mando de control, que posteriormente la 
transmitiría hacia el robot. 
 
Las comunicaciones entre todos los elementos deberán realizarse de forma 
rápida, de manera que se permita una reacción rápida a cualquier situación que 
pueda presentarse. Además, el vídeo deberá transmitirse de forma casi 
instantánea para conservar la sensación de inmersión. 
 
c) Crear un rover de tamaño reducido y únicamente de exploración: 
 
En este caso, el robot sería un rover de exploración simple, que puede orientarse 
tanto a hobby como a exploración de ambientes peligrosos en los que puede 
haber riesgo para el acceso humano. La idea principal es que el robot cumpla los 
efectos de exploración comentados en el apartado anterior, pero manteniendo un 
diseño mucho más sencillo, económico y que permita la realización de un 
prototipo de ejemplo asequible. 
Debido a la estructura que se comenta más adelante, estos ambientes peligrosos 
deben ser entornos sin demasiadas irregularidades en el terreno. 
 
Figura 9. Robot de exploración simplificado 
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El vehículo tendría como medio de tracción, cuatro ruedas sin suspensión. Su 
estructura constaría simplemente de un rover con cuatro motores y que 
permitiera sujetar las placas electrónicas, el soporte de cámara y el transmisor 
de vídeo. 
El vídeo sería captado por una sola cámara y se crearía la visión estereoscópica 
mediante software, el soporte móvil de la cámara sería de tan solo dos ejes para 
simplificar el diseño del cuello y el del programa a realizar, tanto por parte de la 
transmisión de los valores de los sensores, como por parte del movimiento 
mediante servomotores del soporte móvil. 
La batería vendría determinada por una relación entre el tamaño del que se 
dispone para ella y la autonomía que ofrece. Para cumplir las especificaciones y 
consumos necesarios, se utilizarían baterías LiPo.  
La cámara utilizada para transmitir la imagen de vídeo sería una cámara GoPro 
que también llevaría su propia batería incorporada. 
El mando tendría una forma simple y serviría únicamente para proporcionar 
sujeción de la placa electrónica y poder utilizar los controles de forma 
relativamente cómoda. La interfaz de usuario del mando sería sencilla, formada 
por LED’s que indicarán distintas opciones de control. Para desplazarse por las 
diferentes opciones se utilizarían los pulsadores dispuestas a tal efecto. 
 El control de los motores del robot se haría mediante un joystick analógico con 
posibilidad de controlar también la cámara a través de otro joystick. 
El mando, comunicaría con el HMD mediante Bluetooth y lo haría con el rover 
mediante señal de radio de media distancia (aproximadamente 1km). 
El HMD sería un modelo de bajo coste, tal como los ‘cardboard’ de google que se 
basan en una caja de cartón con dos lentes en la que un Smartphone hace de 
pantalla y sensor. Se incorporaría, también, un receptor de vídeo para recibir la 
imagen transmitida desde el robot. 
Se recogerían los valores de las posiciones en los ejes ‘X’ e ‘Y’ a través de los 
sensores del Smartphone y se transmitirían vía Bluetooth hacia el mando, que 
más tarde los transmitiría hacia el rover. 
 
d) Crear un dron aéreo para exploración: 
 
Este sistema se diferencia de todos los demás ya que se trata de un dron de 
exploración. El vehículo debería ser un dron de cuatro hélices que permita captar 
vídeo desde gran variedad de posiciones en el espacio y proporcione gran 
maniobrabilidad debido a su tamaño y a su fácil manejo debido a la estabilidad. 
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Figura 10. Dron aéreo con cámara 
Debido a que se trataría de un robot volador, el espacio en que fuera utilizado 
debería permitir el vuelo del dron ya sea sobrevolando desde las alturas como 
maniobrando a través de estructuras para explorar diferentes entornos. 
 
Como se dice, dicho dron, se trasladaría mediante las hélices y tendría una 
estructura lo más reducida posible y un diseño mecánico simple. También se 
plantea para casos de investigación importantes, disponer de herramientas y 
útiles en su cuerpo tales como pinzas robóticas.  
Se dispondría entre las herramientas, una linterna para permitir la exploración 
aún y cuando hay falta de luz o de visión nocturna integrada en la cámara. 
El robot debería tener un soporte de cámara con movilidad en tres ejes con una 
cámara que transmitiría imagen en tiempo real y que debería ser separada en 
una visión estereoscópica artificial mediante software. 
La cámara utilizada sería una GoPro o cualquier otra cámara de tamaño reducido 
y fácil manejo. 
Para transmitir el vídeo captado, se necesitaría incorporar un transmisor de video 
especializado, de alta calidad y de alta velocidad. 
El mando, además de tener una forma ergonómica y que se adaptase a la mano 
para tener un dominio cómodo e intuitivo de los controles, debería proporcionar 
el control en todas las direcciones del dron, por lo que se requerirían dos 
joysticks como mínimo para controlar únicamente el movimiento del vehículo. El 
mando también dispondría de una interfaz de usuario simple, realizada mediante 
LEDs para simbolizar las diferentes opciones posibles que se seleccionarán 
mediante teclas. 
El mando, comunicaría con el HMD mediante Bluetooth y con el rover mediante 
radio. 
 
Respecto al último elemento que nos incumbe, el HMD (“Head mounted 
display”), sería un modelo creado por compañías especializadas, tales como 
Oculus Rift o HTC Vive, que proporciona video de alta calidad y sensores de 
movimiento y posición de gran precisión. 
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En este caso en especial, la distancia que ha de poder alcanzar la comunicación 
entre el mando y el vehículo, debería ser mayor que en el resto de casos, ya que 
se debería añadir a la distancia de exploración, la altura a la que vuele el dron.  
 
En este caso, la exploración en terrenos abiertos podría realizarse de forma fácil 
ya que gracias a la vista de pájaro que proporciona el dron se visualiza gran 
parte del terreno y se pueden localizar distintos elementos en un entorno de gran 
tamaño. 
Como en el resto de casos, la señal de vídeo se ha de transmitir de forma rápida 
para no romper la inmersión que debería haber. Además, el vídeo, especialmente 
en este caso, ha de ser de alta calidad para poder visualizar elementos a mayor 
distancia ya que en caso de estar en una posición alta se deben poder visualizar 
elementos lejanos. 
A pesar de esto, se considera que la visión estereoscópica y la recreación de 
realidad aumentada, es mucho menos inmersiva en este caso ya que no recrea 
una situación habitual y la cámara enfoca hacia el suelo constantemente (en caso 
de estar sobrevolando un terreno). Esto no implica que no se consiga una 
perspectiva muy inmersiva de todos modos. 
 
3.2. Concepción final 
Una vez planteadas todas las opciones de realización, se procede a determinar el 
caso que se adapte mejor al proyecto que se desea realizar. 
Como es obvio, la primera opción es la más atractiva y proporcionaría un 
acabado final mucho más indicado para la puesta en funcionamiento en su 
ambiente de trabajo real, puesto que ese diseño se podría conducir por cualquier 
tipo de superficie y dispondría de instrumentos avanzados y capacidad para el 
transporte de objetos pesados. 
La mayor calidad de vídeo y la visión estereoscópica real también son un punto a 
favor de la primera opción ya que permiten ver con más claridad. También se 
dispone de una mayor inmersión debido al movimiento del cuello en tres ejes. 
En lo que a la imagen y movilidad respecta, la opción dron también sería una 
buena solución puesto que permite una visión mucho más amplia si se 
sobrevuela el terreno pudiéndose alejar a mayor distancia. 
 
El problema principal de estos dos casos es que ambos conllevarían un nivel de 
trabajo mucho mayor y con un periodo de tiempo de trabajo más extenso del 
que se dispone. Esto se debe a que tanto la estructura del rover del primer caso, 
como la del dron del cuarto, deberían pasar por un profundo estudio mecánico 
para poder satisfacer todas las necesidades, respetando el tamaño en el caso del 
dron y el soporte de todas las herramientas, útiles, baterías, etc. en el caso del 
rover. Por tanto, convendría, en ambos casos, involucrar a ingenieros mecánicos 
para desarrollar otro proyecto añadido que incluyera el montaje de la estructura 
del rover o el dron y el diseño del mando, que, para ambos, tiene que ser lo más 
ergonómico posible en cuanto a sujeción. 
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Se decide entonces, que tanto por la cantidad de trabajo, como por las 
características sobredimensionadas muy superiores a las que se pretenden 
alcanzar en el presente proyecto, estos casos serían descartados. 
El precio de ambos proyectos también es un factor determinante, puesto que los 
dos implican grandes inversiones de dinero, tanto para el montaje de las 
estructuras, como para la compra de sistemas HMD especializados y de alta 
calidad. 
Además, a pesar del atractivo que impliquen la mayor inmersión y la calidad de 
vídeo que se obtendrían con esos casos, con una visión estereoscópica realizada 
mediante software como la del segundo y tercer casos, se tiene más que 
suficiente para crear un entorno envolvente y una sensación de profundidad 
indicadas para la tarea que se desea si respetamos la velocidad y calidad de 
transmisión de la señal de vídeo. 
Por tanto, la elección se debate entre el segundo y tercer caso. Es aquí donde se 
valora que, siendo el presente un proyecto puramente electrónico, los puntos 
fuertes de este son los mismos en ambos casos. Por tanto, se considera que la 
mejor opción es la de realizar un modelo económicamente más asequible por 
estudiantes y donde se cumplan los objetivos establecidos. 
De este modo, a pesar de que la opción de crear un robot de tamaño reducido 
que pueda explorar sitios cerrados es mucho más atractiva que la de realizar un 
rover pequeño y limitado a ambientes con menos obstáculos, nos decantaremos 
por esta última. Como se comenta, el motivo principal no solo es que se trata de 
una solución mucho más económica, sino que también se cree que, para un 
modelo de pruebas y limitado a dos ingenieros electrónicos, este proyecto es 
igualmente completo en el ámbito que les corresponde: la creación de las placas 
(hardware) y el desarrollo del programa (software). 
Resumiendo, el sistema escogido para representar el presente proyecto estará 
compuesto por: 
 Un vehículo rover teledirigido de estructura muy simple, con tracción a 
cuatro ruedas, que llevará una cámara de vídeo con un soporte con 
movimiento en dos ejes. Dicho vídeo se transmitirá hacia el HMD. 
 Un mando con una estructura sencilla que servirá únicamente para sujetar 
las placas que controlarán la dirección de movimiento del robot, 
permitiendo también el control de la cámara mediante joystick. El mando 
estará en continua comunicación con el rover (transmitiéndole los valores 
de posición de la cámara y de dirección del vehículo) y con el HMD 
(Recibiendo los valores de posición de la cabeza del usuario). 
 El HMD encargado tanto de presentar el vídeo (transmitido desde el rover) 
en visión estereoscópica hacia el usuario como de transmitir los valores de 
los sensores de posición hacia el mando. 
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    CAPÍTULO 4:
HARDWARE DEL SISTEMA 
Como se ha estado comentando, el presente proyecto consta de tres partes 
diferenciadas: 
 
El robot, el mando y el HMD. 
El robot consiste en un rover con tracción a cuatro ruedas y que integra en su 
estructura: un soporte con movimiento en dos ejes mediante servomotores, una 
cámara GoPro encargada de recibir la imagen de vídeo, un transmisor de video 
analógico, y las placas electrónicas encargadas de controlar el movimiento del 
robot y la posición de la cámara. 
El mando consiste en un soporte impreso en 3D, encargado de sujetar una placa 
electrónica que tiene dos joysticks de control (para robot y cámara) y una 
interfaz de usuario mínima basada en LEDs y pulsadores. 
Por último, el HMD se basa en un Cardboard que sostiene un teléfono móvil que 
hace de pantalla y determina la posición y orientación de la cabeza del usuario. 
También dispone de un receptor de vídeo analógico, para poder recibir el vídeo 
de la cámara del rover. 
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Las diferentes partes se relacionan entre ellas siguiendo el siguiente diagrama: 
 
Figura 11. Esquema de relaciones entre componentes de todo el sistema 
Se puede apreciar, entonces, que todos los sistemas se comunican entre ellos 
por diferentes medios: 
 
 El vídeo se transmite del rover al HMD mediante el transmisor de vídeo 
“TS351” y el receptor de vídeo “RC305”, ambos de la marca ‘BOSCAM’. 
 La cámara GoPro se conecta con el transmisor de vídeo mediante cable 
USB. 
 El HMD transmite los datos de los sensores al mando mediante Bluetooth. 
 El mando se comunica con el robot mediante señal de radio, a través de 
los módulos Xbee. 
 
4.1. Comunicaciones 
Este proyecto requiere de la manipulación de varios datos de sensores y su 
transmisión bidireccional inalámbrica a través de tres dispositivos, para realizar 
esta tarea se han utilizado varios protocolos de comunicación por radio, a 
continuación, se explica el funcionamiento de los mismos y su inclusión dentro 
del hardware del sistema. La programación de los mismos se estudiara en el 
apartado 5 (Software del sistema). 
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4.1.1 Bluetooth 
Para la comunicación con el mando de control se utiliza Bluetooth. El Bluetooth 
es un protocolo de comunicaciones para WPAN que posibilita la transmisión de 
datos entre diferentes dispositivos mediante un enlace de radiofrecuencia en 
banda ISM a 2,4 GHz. Es extremadamente común desde ya hace años que los 
dispositivos móviles incorporen esta tecnología. 
Los dispositivos Bluetooth se pueden clasificar en diversos tipos dependiendo de 
sus características. Se pueden clasificar según su potencia de transmisión o por 
capacidad de canal: 
 
Tabla 1. Potencia de transmisión 
Clase 
Potencia máxima 
permitida (mW) 
Potencia máxima 
permitida (dBm) 
Alcance 
(aproximado) 
Clase 1 100 mW 20 dBm ~100 metros 
Clase 2 2.5 mW 4 dBm ~5-10 metros 
Clase 3 1 mW 0 dBm ~1 metro 
 
Tabla 2. Capacidad de canal 
Versión Ancho de banda 
Versión 1.2 1 Mbit/s 
Versión 2.0+EDR 3 Mbit/s 
Versión 3.0+HS 24 Mbit/s 
Versión 4.0 32 Mbit/s 
 
En el caso del dispositivo móvil que se utiliza, se observa que dispone de un 
Bluetooth de Clase 2 Versión 4.1. Por lo tanto, dispone de una capacidad de 
comunicación de 32Mbit/s a una distancia aproximada de 5-10 metros. En el otro 
lado de la comunicación, el módulo Bluetooth del mando (HC-06), que será 
analizado más adelante, es un dispositivo de Clase 2 Versión 1.2. Eso nos deja 
con que las capacidades finales del enlace de comunicación son de 1Mbit/s de 
ancho de banda a una distancia de entre 5 y 10 metros.  
En el caso de la distancia, es más que suficiente para este sistema ya que se 
calcula que el mando de control (manos) y el Smartphone (cabeza) no deberían 
alejarse nunca más de un par o tres de metros.  
Por otro lado, la velocidad de comunicación como más alta sea mejor, pese a eso 
el sistema está formado por chips de bajas prestaciones que funcionan a 
velocidades bajas, en el caso del Mando su microcontrolador funciona con un 
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clock de 16MHz que dispone de un ancho de banda máximo de 115,2 kbit/s por 
lo tanto 1Mbit/s es más de lo que se podrá alcanzar. 
Para la conexión mediante Bluetooth entre el mando y el teléfono se ha decidido 
usar el módulo Bluetooth HC-06 (Figura 12). Este módulo, de precio muy 
económico, permite conectar con un solo dispositivo por Bluetooth y proporciona 
acceso al mismo mediante comunicación serie (UART) a través de dos de sus 
pines Rx y Tx. 
 
Figura 12. Modulo Bluetooth HC-06 
Esta versión del módulo, solo permite su funcionamiento como esclavo. En caso 
de necesitar realizar una conexión como maestro, se debería elegir un HC-05 que 
permite cambiar entre ambos modos de funcionamiento. En este caso eso no es 
un problema ya que el maestro será el propio teléfono móvil. 
El HC-06 es de fácil conexión, funcionando correctamente solo con 4 pines, a 
continuación los pines del módulo y sus conexiones con el microcontrolador de la 
placa: 
 
Tabla 3. Pines del módulo HC-06 
Pin Nombre Entrada/Salida Función Conexión 
1 VCC Input Alimentación entre 3,5 y 6V +5V 
2 GND Input Masa GND 
3 TXD Output Transmite por puerto serie XXX 
4 RXD Input Recibe por puerto serie XXX 
 
Otras  características técnicas que interesan sobre el modulo serian: 
 Protocolo Bluetooth: Bluetooth Specification v2.0+EDR 
 Frecuencia: 2.4GHz ISM band 
 Velocidad: Asíncrona 2.2Mbps (Max)/160 kbps, Síncrona 1Mbps/1Mbps 
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 Seguridad: Autentificación y encriptación (Dispone de contraseña) 
 Consumo: 50mA 
 
El modulo permite reprogramar algunas de sus variables internas mediante el 
envió de comandos AT por el puerto serie. Para configurar el modulo 
simplemente es necesario conectarlo de forma correcta a otro dispositivo con 
puerto serie y alimentarlo, si no se enlaza el  modulo con ningún maestro a 
través del Bluetooth este ya se encontrara de serie en modo AT solo encenderse.  
Dentro de ese modo se pueden mandar  varias instrucciones a través del pin 4 
(Rx) y recibir sus respuestas por el pin 3 (Tx). Se puede hacer una prueba de 
conexión mandando simplemente ‘AT’ al módulo que debería ser respondido con 
un ‘OK’. Hay que tener en cuenta que la información debe ser mandada con el 
ancho de banda adecuada viniendo este de serie a 9600bps. 
Las instrucciones disponibles son las siguientes: 
 
 AT+NAME”Nombre” -> Para cambiar el nombre del dispositivo. 
 AT+BAUD”1-8” -> Para cambiar el ancho de banda correspondiendo los 
números a los siguientes anchos. 1-1200bps, 2-2400bps, 3-4800bps, 4-
9600bps (De serie), 5-19200bps, 6-38400bps, 7-57600bps, 8-115200bps. 
 AT+PIN”Contraseña” -> Cambiamos el pin de seguridad de 4 cifras del 
módulo, de fábrica viene configurado como “1234”. 
 AT+VERSION -> Nos responde con la versión del módulo que estamos 
usando. 
 
Si las instrucciones se ejecutan correctamente, deberíamos obtener una 
respuesta del módulo confirmándonos que han sido realizadas. 
 
4.1.2 Xbee 
Para la comunicación entre el mando y el robot, se han elegido un par de 
módulos de radio Xbee de Digi International.  
Los Xbee son pequeños módulos de radiofrecuencia a 2,4 GHz ISM, con 
comunicación bidireccional funcionando sobre protocolo ZigBee. Se caracterizan 
por su bajo coste y bajo consumo. Los módulos son extremadamente 
polivalentes, disponiendo de multitud de pines con diversas características, 
desde pines digitales o ADC a salidas PWM entre otros (ver tabla 5). Las placas 
disponen, también, de otras características como modos de reposo (consumo 
mínimo) o diversas señales para comprobar el estado de los buffers. 
Hay una amplia gama de modelos Xbee en el mercado. Para este caso se ha 
elegido el Xbee ZNET 2.5 OEM. Existe un modelo avanzado idéntico, llamado 
Xbee PRO ZNET 2.5 OEM, que es más potente y podría ser intercambiado sin 
trabajo adicional en el diseño. Esto permitiría mejorar las características de la 
comunicación (especialmente la distancia) de forma muy fácil y sin necesidad de 
modificar el software o hardware del sistema. Se ha trabajado con el modelo 
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normal por motivos principalmente económicos y de accesibilidad al producto. A 
lo largo del apartado se trataran las características de ambos modelos. 
 
Figura 13. Xbee ZNET 2.5 (Izquierda) y Xbee ZNET 2.5 PRO (Derecha) 
En el diseño, se requiere una comunicación a distancia, segura y fiable a una 
distancia interior de unos 30m como mínimo. La transmisión serie, por otro lado, 
se debería realizar a 115200bps, el máximo aceptado por el hardware del 
sistema, para conseguir una velocidad de transmisión alta. Estos dos modelos de 
Xbee, cumplen de sobras los requerimientos con distancias de 40m (Normal) y 
100m (Pro) en interior y 120m (Normal) y 1.6km (Pro) en exteriores. La 
velocidad de transmisión serie máxima es de 230500 bps, superior a la 
necesaria. Estas son algunas otras características técnicas interesantes sobre los 
dos módulos: 
 
Tabla 4. Especificaciones de los Xbee ZNET 2.5, versión normal y PRO 
Especificación Xbee ZNET 2.5 Xbee PRO ZNET 2.5 
Distancia interior/urbana 40m 100m 
Distancia exterior (LoS) 120m 1,6km 
Potencia de transmisión 2mW (+3dBm) boost 
1,25mW (+1dBm) no 
boost 
63mW (+18dBm) boost 
10mW (+10dBm) int. 
Velocidad de transmisión 
RF 
250.000 bps 250.000 bps 
Velocidad de transmisión 
serie 
1200 – 230400 bps 1200 – 230400 bps 
Voltaje alimentación 2,1 – 3,6 V 3,0 – 3,4 V 
Consumo (Transmisión) 40mA (@3,3V, boost) 
38 mA (@3,3V, no boost) 
295 mA (@3,3V) 
Consumo (Recepción) 40mA (@3,3V, boost) 
38 mA (@3,3V, no boost) 
45 mA (@3,3V) 
 
Funcionando a 2,4 GHz, podría ser preocupante que la señal interfiriera con el 
Bluetooth, que funciona justamente a la misma frecuencia. Por suerte, el Xbee 
 Sistema de realidad virtual aplicada a robótica móvil 
 - 32 - 
dispone de 16 canales diferentes de funcionamiento y el modulo elige 
automáticamente el que tiene menos interferencias, así que ambos sistemas 
pueden funcionar juntos perfectamente.  
La comunicación que se realiza entre el mando y el robot es punto a punto, pese 
a eso, los módulos aceptan comunicaciones punto a punto, punto a multipunto, 
redes de pares y redes ‘mesh’. 
 
Como se comentaba, tiene una cantidad de pines que proporcionan un gran 
número de posibilidades. Estos pines siguen la siguiente disposición: 
 
Tabla 5. Asignación de pines de los módulos Xbee ZNET 2.5 
Pin# Name Direction Descripcion 
1 VCC - Power supply 
2 DOUT Output UART Data Out 
3 DIN/!CONFIG Input UART Data In 
4 DIO12 Either Digital I/O 12 
5 !RESET Input Module Reset (Reset pulse must be at 
least 200 ns) 
6 PWM0/RSSI/DIO10 Either PWM Output 0 / RX Signal Strength 
Indicator / Digital IO 
7 PWM/DIO11 Either Digital I/O 11 
8 [reserved] - Do not connect 
9 ¡DTR/SLEEP_RQ/DIO8 Either Pin Sleep Control Line or Digital IO8 
10 GND - GND 
11 DIO4 Either Digital I/O 4 
12 !CTS/DIO7 Either Clear-to-Send Flow Control or Digital 
I/O 7 
13 ON/!SLEEP/DIO9 Output Module Status Indicator or Digital I/O 9 
14 [reserved] - Do not connect 
15 Associate/DIO5 Either Associated Indicator , Digital I/O 5 
16 ¡RTS/DIO6 Either Request-to-Send Flow Control, Digital 
I/O 6 
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17 AD3/DIO3 Either Analog Input 3 or Digital I/O 3 
18 AD2/DIO2 Either Analog Input 2 or Digital I/O 2 
19 AD1/DIO1 Either Analog Input 1 or Digital I/O 1 
20 AD0/DIO0/Commissioning 
Button 
Either Analog Input 0, Digital IO 0, or 
Commissioning Button 
 
En este caso, se hace uso además de, obviamente, los pines de alimentación 
(Vcc y GND) y del Reset, de los pines de comunicación serie UART (PIN 2 y 3), 
de los pines de control de flujo ‘CTS’ y ‘RTS’ y de los pines de PWM utilizados, 
únicamente, para el testeo de comunicación con los servomotores. 
 
Comunicación serie (UART) 
Por tanto, la comunicación se realizará entre el Xbee y el microcontrolador 
mediante las dos líneas que conforman la comunicación serie del Xbee. En el PIN 
2 se tiene DOUT, que es la salida de datos hacia el microcontrolador (Tx del 
módulo Xbee) y en el PIN 3 se tiene DIN que es la entrada de datos que 
proceden del microcontrolador (Rx del módulo Xbee).  
 
Figura 14. Diagrama de flujo de datos en entorno de comunicación UART 
Se explica a continuación como se realiza dicha comunicación: 
Los datos que se quieran transmitir se colocan en el PIN 3 de Xbee (DIN o Pin de 
entrada de la UART) como una señal asíncrona. Estos datos consisten en un byte 
formado por un bit de Start (nivel bajo), 8 bits de datos (de LSB a MSB) y de un 
bit de stop (nivel alto). 
 
Figura 15. Paquete de datos UART 0x1F (“31” decimal) transmitido por el modulo RF. 
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Estos datos se almacenarán momentáneamente en el Serial Receiver Buffer para 
ser transmitidos cuando puedan. 
De manera complementaria, una vez se reciben los datos por RF, estos son 
almacenados en el “Serial Transmit Buffer” para ser leídos cuando se desee. 
 
Figura 16. Diagrama de flujo de datos interno 
Para ayudar con el control de flujo de esta comunicación asíncrona, se dispone 
de los pines CTS y RTS (PIN 12 y PIN 16 respectivamente). 
El pin CTS o “Clear-To-Send”, es simplemente un flag que informa del estado del 
serial receiver buffer estando en estado alto si está a punto de ser sobrecargarlo 
y en estado bajo si está en correctas condiciones de capacidad. De esta forma se 
tiene constancia de si el buffer de recepción está en condiciones de recibir más 
información, ya que, si se sobrecarga, se sobrescribirán los datos de este y se 
perderán algunos de los datos que se quieran enviar. 
El pin RTS o “Request-To-Send” es el responsable de controlar cuando se desean 
transmitir los datos desde Xbee hacia el microcontrolador. Es decir, hasta que el 
microcontrolador no de la señal, a través del pin RTS, de leer los datos 
almacenados en el buffer de transmisión del módulo Xbee, estos datos 
permanecerán en el buffer. Para leer los datos se transmitirá un estado bajo y 
para mantener-los a la espera se mantendrá en estado alto. 
Es recomendable no mantener demasiado tiempo los datos en el buffer ya que a 
medida que vayan llegando datos a través de RF, se irá llenando dicho buffer 
hasta que, dado el caso que no se lean los datos anteriores, se vaya perdiendo 
información que no ha sido leída debido a la sobre escritura. 
 
Complementariamente a esto, el módulo Xbee permite la comunicación directa a 
través de pines digitales, analógicos e incluso de señales PWM directas. Para ello, 
se deberán activar dichos pines a través del entorno que proporciona el 
fabricante. 
En este proyecto solo se ha realizado la prueba con los pines de PWM para 
controlar los servomotores en la etapa de testeo. 
 
Modos de operación 
Hay 5 modos de operación en Xbee. Estos modos de operación definen el 
comportamiento del módulo de la siguiente forma: 
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1. “Idle mode”: El módulo entrará en “idle mode” en aquellos momentos en 
que no esté recibiendo ni transmitiendo ningún dato. Se cambiará de 
estado en cuanto se reciba información válida a través del RF, entre en 
otro “sleep mode” o “command mode” o tenga datos en el buffer de 
recepción listos para ser empaquetados y enviados. 
2. “Transmit mode”: Entrará en este modo cuando la información en el buffer 
de recepción esté lista para ser empaquetada y transmitida. El 
procedimiento que se sigue en este modo es el que sigue: Primero se 
corrobora que hay una dirección de red para la transmisión establecida, si 
no es así se procede a buscar la dirección de red. Si no se conoce la ruta, 
se procede a buscarla. Si no se consigue descubrir ningún dispositivo con 
la dirección de red encontrada, el paquete de información se descarta. Una 
vez la ruta sea establecida, se transmite el paquete de información y si no 
es así, se descarta el paquete. Aunque el usuario no sea capaz de 
percibirlo, el modulo que reciba la información enviará de vuelta un 
paquete de ACK indicando que se ha recibido la información. Si el modulo 
origen no recibe el dato ACK, volverá a transmitir la información. 
3. “Receive Mode”: Cuando se recibe un dato válido se entra en este modo. 
En este caso, la información recibida se transmite hacia el buffer de 
transmisión y se envía el dato ACK hacia el módulo origen. 
4. “AT Command mode”: en este modo se pueden alterar los diferentes 
parámetros de la configuración del módulo Xbee. Para entrar en este 
modo deberá esperarse un segundo sin transmitir datos, transmitirse la 
secuencia de comandos “+++” y esperar otro segundo sin enviar datos. 
Se recibirá entonces un “OK\r” indicando que se ha entrado correctamente 
en el modo AT. 
Para transmitir comandos AT se deberá seguir la siguiente estructura de 
envío: 
 
Figura 17. Sintaxis de envió de comando AT 
 
Una vez modificados los parámetros de configuración deseados, se 
deberán validar los cambios realizados o de otra forma, estos no serán 
aplicados. Para validar enviamos el comando AC o salimos del modo. 
Para salir del modo AT se deberá transmitir el comando ATCN seguido de 
CR (“Carriage return”). 
El propio modulo saldrá por sí mismo de este modo si se sobrepasa el 
tiempo especificado (“Command mode timeout”). 
5. “Sleep Mode”: El módulo entra en un estado de bajo consumo cuando no 
está siendo utilizado. Este estado es conocido como “Sleep mode”. Se 
puede entrar y salir de este modo de dos formas, una de ellas es mediante 
el cambio de estado en el pin sleep y otra es mediante periodos de 
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tiempos fijados, es decir, que el módulo entrará en sleep un determinado 
tiempo y saldrá de nuevo. 
 
Protocolos de interfaz serie 
Además de lo comentado, Xbee puede utilizar dos protocolos distintos de interfaz 
serie. Estos son el modo de operación transparente y el modo de operación API: 
El modo de operación transparente se basa en tratar al módulo como una línea 
en serie que no interactúa con la información que pasa a través de ella. De esta 
forma, la información se va almacenando en los diferentes buffers hasta que se 
empaqueta y circula siguiendo el sistema explicado anteriormente. 
Los diferentes parámetros de configuración del módulo se establecen mediante el 
modo “AT command mode interface”. 
El modo API se basa en que todos los paquetes de datos que entran en el 
módulo son instrucciones interpretables por este y que representan operaciones 
o eventos en dicho modulo. 
 
Formación de redes 
Las redes que se tratan en ZigBee son redes de área personal o redes PAN 
(“Personal área networks”). Para identificar las redes, cada una de ellas dispone 
de un identificador de 16 bits llamado PAN ID. 
Antes de explicar la formación de redes, debe saberse que, tal como define 
ZigBee, existen tres tipos de configuración de dispositivos. Estos tipos son: 
1. Coordinador: El coordinador selecciona el PAN ID iniciando la nueva red. 
Es el responsable de permitir que otros dispositivos (Routers y End 
Devices) se unan a la red. Puede recibir y transmitir datos y asistir en la 
transmisión de datos a través de la red. Estos dispositivos no pueden 
entrar en modo Sleep ya que han de estar preparados para permitir 
conexiones y guiar paquetes por la red. 
2. Router: Una vez conectado a la red PAN, este dispositivo podrá permitir a 
otros Routers y End Devices que se conecten a la red. Pueden recibir y 
transmitir datos y asistir en la transmisión de paquetes de datos a través 
de la red. Estos dispositivos no pueden entrar en modo Sleep ya que han 
de estar preparados para permitir conexiones y guiar paquetes por la red. 
3. End device: Este dispositivo no podrá permitir la conexión de otros 
dispositivos ni guiar paquetes, simplemente podrá recibir y transmitir 
datos de y hacia otros módulos. Estos dispositivos sí que tienen permitido 
entrar en modo Sleep. 
Puesto que los End device sí que tienen permitido entrar en modo Sleep, los 
coordinadores y Routers deberán recoger los paquetes destinados a los End 
Devices dormidos, para transmitírselos una vez vuelvan a despertar. 
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Figura 18. Tipos de nodo, ejemplo de red con tecnología ZigBee 
Dicho esto, se observa que la red la forma el coordinador y permite la conexión 
de los dispositivos. 
Para empezar una red PAN, el coordinador realiza un escaneo para observar el 
nivel de actividad RF en cada canal (“energy scan”). Cuando acaba el escaneo, el 
coordinador rechaza los canales con más ruido y procede a realizar un segundo 
escaneado, en busca de algún PAN existente en los canales más silenciosos 
(“PAN scan”). Una vez se detectan los canales que no son utilizados, el 
coordinador procede a establecer una red en una PAN ID no usada. 
Con la finalidad de unirse a una red, un Router o un End Device debe descubrir la 
PAN primero. Para ello, realizan un “PAN scan” en busca de los PAN ID utilizados 
hasta encontrar una red válida para la unión. Los Routers y End Devices pueden 
ser configurados para unirse a cualquier PAN o para unirse únicamente a una 
cierta PAN ID. 
 
Placa de programación Explorer 
 
Figura 19. Placa de programación Explorer 
Esta placa permite la conexión del Xbee al ordenador mediante cable. Es 
simplemente un convertidor USB-serie, con conectores especiales para Xbee. 
Incluye también un pulsador de reset, leds para la señalización de la transmisión 
y recepción de datos y un regulador que suministrará la tensión de 3.3 V 
necesaria para Xbee. 
La placa permite la conexión de tiras de pines para conectar la placa a una 
protoboard. 
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Gracias a esta placa, se puede comunicar el Xbee con el ordenador para 
programarlo o para transmitir datos RF desde el ordenador hacia otro módulo 
Xbee. 
 
Conexiones 
Una vez introducidas las características básicas de los módulos Xbee utilizados, 
la configuración de pines y la teoría de creación de redes, se procede a la 
conexión de los módulos a ambas placas a las que serán conectados: 
 
 Conexión a Mando de Control: 
Como se comentaba anteriormente, el método que se ha decidido emplear para 
la comunicación Xbee con el microcontrolador, es mediante UART. Por tanto, solo 
se utilizarán las dos líneas correspondientes a la transmisión y la recepción de 
datos y las dos líneas destinadas al control de flujo CTS y RTS. Si bien se han 
realizado las conexiones a los dos pines PWM, estos solo se han utilizado en la 
etapa de testeo y pruebas de los módulos Xbee. 
La conexión de dichos pines se puede observar en la Figura 20 extraída del 
esquemático del circuito electrónico del mando. 
 
Figura 20. Conexión de Xbee al microcontrolador en Mando de Control 
En este caso, todos los pines de señal del módulo van conectados directamente 
hacia el microcontrolador. 
Se aprecia también que, obviamente, se han conectado las señales de RESET, 
VCC y GND. 
 
 Conexión a Rover: 
Para recibir los datos transmitidos desde el mando, es necesario conectar los 
mismos pines utilizados en el mando, esto es: las dos líneas correspondientes a 
la transmisión y la recepción de datos, las dos líneas destinadas al control de 
flujo CTS y RTS y por último los dos pines PWM. Además, en este caso se decide 
hacer la conexión de todos los pines restantes hacia pines del microcontrolador, 
en caso de que se quisiera testear el funcionamiento de este directamente desde 
el ordenador mediante la placa Explorer. 
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La conexión de dichos pines se puede observar en la Figura 21 extraída del 
esquemático del circuito electrónico del rover. 
 
Figura 21. Conexión de Xbee al microcontrolador en Robot 
Esta vez, no todos los pines de señal del módulo van conectados directamente 
hacia el microcontrolador. La mayoría de ellos sí que siguen la misma conexión a 
excepción de los pines PWM. Esto se debe a que, como se recibe la señal de PWM 
directa desde el mando, esta señal ya está preparada para controlar los 
servomotores y, por tanto, debe ir directamente hacia los pines de control de 
dichos servomotores. 
Se aprecia también que, obviamente, se han conectado las señales de RESET, 
VCC y GND al RESET del microcontrolador, la salida de +3,3V del regulador y 
GND respectivamente. 
Se hablará de la configuración y programación del módulo en la sección 
correspondiente destinada a software (Apartado 5.3). 
 
4.2. Smartphone 
Los teléfonos móviles, son dispositivos en constante y rápida evolución. Lo que 
inicialmente eran dispositivos de telecomunicaciones móviles con un pequeño 
‘display’ LCD, un altavoz, micrófono y algún que otro botón, han acabado 
convertidos en potentes minicomputadoras con grandes capacidades de 
procesamiento y un gran surtido de sensores que han aumentado aún más sus 
aplicaciones del día a día. Actualmente, un ya llamado de forma comercial 
teléfono inteligente suele disponer de acceso a internet vía Wi-fi, 4G, 3G, 2G, dos 
cámaras (frontal y trasera), GPS, funciones multitarea, muchos sensores 
(acelerómetros, giroscopios,…) y miles de aplicaciones llamadas App que van 
desde simples programas de administración de contactos a editores de textos o 
videojuegos. 
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Figura 22. Ejemplos de dispositivos móviles “Smartphone” de última generación 
Toda esta tecnología ahora está disponible en prácticamente todos los hogares y, 
por lo tanto, con la programación de una App adecuada se puede tener acceso a 
un ‘display’ de calidad y a una amplia gama de sensores para la realización del 
casco de realidad virtual con coste cero. Google y Samsung ya han marcado 
precedentes en esto con sus aplicaciones para Google Cardboard y Samsung 
Gear VR. 
La fácil disponibilidad, el alto número de prestaciones y la no necesidad de una 
inversión son los principales motivos por los que se ha decidido crear este casco 
de realidad aumentada alrededor de uno de estos dispositivos. 
Como ya se mencionó, se hace uso del micro-USB, del que disponen todos los 
dispositivos, para transmitir la imagen de la cámara del robot. También se hace 
uso de varios de sus sensores para determinar la orientación del dispositivo y 
crear un sistema de “head-tracking” para el HMD. Mediante Bluetooth el 
dispositivo comunica  estos datos a la electrónica del mando de interfaz. 
En este caso, durante el desarrollo del proyecto, se ha trabajado con un solo 
modelo de teléfono móvil. Pese a eso, la idea del proyecto es que este pueda ser 
adaptado al dispositivo que sea necesario con unas pocas limitaciones fáciles de 
cumplir por todos. 
 
Estas condiciones son: 
 
Sistema Operativo Android (Versión 4.2 o superior) 
La App ha sido desarrollada para dispositivos con un sistema operativo Android 
superior a la versión 4.2. Pese a ello, sería posible adaptar el programa a 
versiones inferiores. 
Bluetooth 
Es necesaria una conexión Bluetooth para mandar los datos de los sensores a la 
electrónica. 
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Micro-USB 
A través del puerto micro USB se captará la señal de video de la cámara. 
Sensores: Acelerómetro y Magnetómetro. 
Estos son los dos sensores utilizados para determinar la orientación del 
dispositivo y crear un head-tracking en el HMD, más adelante se explicará cómo 
se realiza. 
(Opcional) Pantalla de superior a 5” 
Para una buena experiencia de realidad aumentada se recomienda una pantalla 
grande y con una buena resolución. En pantallas demasiado pequeñas se pierde 
sensación de inmersión, por lo tanto, se recomiendan tamaños de pantalla 
superiores a 5” como mínimo. 
 
El dispositivo sobre el que ha sido realizado y testeado el proyecto en su 
totalidad, ha sido un OnePlus One, un teléfono móvil de la compañía china 
OnePlus con un monitor de 5,5” de 1080x1920 y un sistema operativo 
personalizado basado en Android 5.1 (CyanoGen Mod 12). Este dispositivo 
cumple todas las condiciones anteriormente mencionadas. Además, es un móvil 
con un precio bastante asequible ya que cuesta unos 300€, demostrando con ello 
que no hace falta un teléfono de precio elevado para poder disfrutar de 
experiencias de realidad virtual o aumentada de forma satisfactoria. 
 
4.2.1 Sensores 
Para crear un sistema de seguimiento de los movimientos de la cabeza o “head-
tracking system”, es necesario el uso adecuado de los sensores del teléfono. 
Como ya se ha mencionado, actualmente los teléfonos móviles disponen de una 
infinidad de sensores con una infinidad de aplicaciones para cada uno, siendo 
utilizados solos o combinando varios de ellos.  
Solo como ejemplo ilustrativo, actualmente un dispositivo de gama alta dispone 
fácilmente de más de 10 sensores diferentes entre los que podríamos encontrar: 
Acelerómetros, giroscopios, magnetómetros, sensores de proximidad, sensores 
de luz, barómetros, termómetros, podómetros, micrófonos, cámaras, etc. 
Para esta aplicación, es necesario determinar la posición hacia la que estará 
mirando el usuario, un cambio en esta posición significará un cambio en los 
servomotores de la cámara que permitirá al usuario mirar a su alrededor a través 
del robot. Por lo tanto, se estaría interesado en obtener la orientación del 
dispositivo respecto a algún punto de referencia fijo. 
No se dispone de un solo sensor que nos proporcione una solución de forma 
directa, es por eso que será necesaria la combinación de varios de ellos. Para 
realizar esta tarea se podría usar el acelerómetro, el giroscópico o el sensor 
magnético.  
El primero de ellos mide las aceleraciones que sufre el dispositivo, incluida la 
gravedad, el giroscopio es capaz de decirnos la velocidad angular del teléfono en 
todos sus ejes de rotación y finalmente el magnetómetro es capaz de medir la 
fuerza y dirección de un campo magnético detectando, entre otros, la dirección 
del norte magnético del planeta. 
 Sistema de realidad virtual aplicada a robótica móvil 
 - 42 - 
En este caso, para determinar la orientación, se ha elegido la combinación de la 
salida del acelerómetro junto a la del sensor magnético. Con el acelerómetro se 
puede determinar en qué eje del dispositivo está siendo aplicada la gravedad. 
Por otro lado con el sensor magnético se obtiene una segunda referencia, ya que 
se puede determinar donde se encuentra el norte magnético respecto a los ejes 
del dispositivo. 
El vector final que combina ambos sensores se obtendrá por software desde el 
dispositivo. Los aspectos técnicos de esto se explican de forma más amplia en el 
apartado 5.1.5 Lectura de los sensores del Smartphone. 
En el teléfono utilizado, OnePlus One,  las características de ambos sensores son 
las siguientes: 
 
 
4.2.2 Sistemas de referencia 
Para evitar confusiones, es necesario determinar los sistemas de referencia sobre 
los que se mueven los sensores. Los ejes ‘X’ y ‘Y’ se encontrarán sobre el plano 
de la pantalla, siendo el eje ‘Y’ el correspondiente al eje vertical del teléfono y el 
eje ‘X’ al horizontal, el eje ‘Z’ será perpendicular a los dos, atravesando el 
dispositivo.  
También se tienen que dar nombres a las rotaciones que debe ser capaz de 
realizar el sistema. En principio, con dos servomotores, el sistema podrá girar 
sobre los ejes ‘X’ y ‘Y’. La rotación sobre el eje ‘X’ será llamada cabeceo (‘Pitch’), 
sobre el eje ‘Y’ alabeo (‘Roll’) y finalmente sobre el eje ‘Z’ guiñada (‘Yaw’). Por lo 
tanto, el sistema dispondrá de cabeceo y guiñada pero no tendrá la capacidad de 
realizar alabeo. El cabeceo y la guiñada serán considerados positivos girando en 
sentido anti horario, el alabeo por su parte será positivo con un giro horario. 
Estos conceptos se ven de forma clara en la Figura 23. 
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Figura 23. Sistema de referencia de ejes del sistema respecto al dispositivo OnePlus One 
 
4.2.3 Visión estereoscópica  
Para crear una mayor sensación de inmersión, la imagen que se reciba de la 
cámara será adaptada por software para crear una imagen estereoscópica. Esta 
técnica nos permite generar ilusión de profundidad en la imagen. 
Los dos ojos, al estar situados en posiciones diferentes, recogen cada uno en 
sus retinas una imagen ligeramente distinta de la realidad que tienen delante. 
Esas pequeñas diferencias se procesan en el cerebro para calcular la distancia a 
la que se encuentran los objetos mediante la técnica del paralaje. 
El cálculo de las distancias sitúa los objetos que se están viendo en el espacio 
tridimensional, obteniendo una sensación de profundidad o volumen. Por lo que 
si se toman o crean dos imágenes con un ángulo ligeramente distinto y se 
muestran a cada ojo por separado, el cerebro podrá reconstruir la distancia y por 
lo tanto la sensación de tridimensionalidad.  
El resultado final de una imagen bidimensional tratada para crear este efecto es 
el de la Figura 24. 
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Figura 24. Ejemplo de imágenes de cámara separadas por software pare crear estereoscopia 
Para la correcta visualización estereoscópica, es necesario mostrar cada una de 
las imágenes a un solo ojo y, de igual forma, que estos no puedan ver nada más 
fuera de las mismas. Para ello, el móvil se situara en un casco cerrado desde el 
que cada ojo solo será capaz de ver la mitad de la pantalla. También son 
necesarias unas lentes para poder tener la pantalla lo suficientemente cerca 
como para que ocupe todo el campo de visión pero que, al mismo tiempo, los 
ojos puedan enfocarla. 
La imagen inicial en este proyecto se introduce en el dispositivo móvil a través 
de la entrada micro-USB del mismo. Todo el proceso para la obtención de la 
imagen en el móvil se explica en el apartado 4.5 Sistema de video.  
Para sostener el móvil, se necesitará un soporte para la cabeza, en este caso, el 
casco usado está construido con cartón y lentes de plástico. Se ha adaptado de 
tal forma que sea posible añadirle la batería y el receptor de video al diseño. El 
motivo de esta selección es meramente económico. El resultado final es el de la 
Figura 25. 
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Figura 25. Resultado final del HMD del proyecto 
 
4.3. Mando de control e interfaz remota 
Separando el casco de realidad aumentada y el robot, encontramos el mando de 
control. Esta placa electrónica tiene dos misiones principales. En primer lugar, es 
utilizada como interfaz entre el Smartphone y el Robot ya que la placa está 
conectada de forma remota a ambos y es capaz de recibir y enviar datos a los 
dos. En segundo lugar, el mando es el único dispositivo usado por el usuario para 
interactuar con el sistema. Dispone de tres pulsadores y dos joysticks para tal 
fin.  
El mando de control está formado por una sola placa electrónica con todos los 
componentes en ella. Los dispositivos de comunicación pueden sacarse e 
intercambiarse por otros modelos con la misma distribución de pines. Todo el 
conjunto se coloca en una estructura de plástico para comodidad de agarre y 
protección.  
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Figura 26. Placa electrónica del Mando de Control, cara frontal (arriba) y cara trasera (abajo). 
 
Las principales partes de este diseño electrónico y sus usos, se encuentran 
enumerados y explicados en las  siguientes figura y tabla: 
 
 Sistema de realidad virtual aplicada a robótica móvil 
 - 47 - 
 
Tabla 6. Lista de componentes principales del mando de control 
Nº Componente Uso general 
1 Interruptor Apaga y enciende el mando  
2 Pines de alimentación Permite alimentar la placa desde el exterior 
3 Joystick 1 Permite mover los motores del robot 
4 Joystick 2 
Permite mover los servomotores de la cámara 
(Determinado por Pulsador 1) 
5 Microcontrolador 
Microcontrolador Atmega 328P, responsable de controlar 
todo el flujo de información de la placa 
6 Pulsador 0 - Reset Reinicio del microcontrolador 
7 Pulsador 1 
Cambia el sistema de control de los servomotores entre 
los datos del sensor del teléfono móvil al Joystick 2 
8 Pulsador 2 Este pulsador es usado para testeo del circuito. 
9 Pulsador 3 
Calibra el HMD. Su posición en ese momento es cogida 
como punto central (90º) 
10 LED 1 (Verde) ON: Mando encendido / OFF: Placa apagado 
11 LED 2 (Rojo) ON: Poca batería / OFF: Batería suficiente 
12 LED 3 (Amarillo) 
ON: Control de los Servos por Joystick 2 / OFF: Control de 
los Servos por Smartphone 
13 HC-06 (Bluetooth) Sistema de comunicación con el Smartphone 
14 
Transmisor/Receptor 
de Radio (Xbee) 
Sistema de comunicación con el Robot 
15 Reguladores Reguladores de tensión LM7805 (5V) y LD1117 (3,3V) 
16 Baterías 6 pilas AA para alimentación de la placa (9V) 
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4.3.1 El Microcontrolador  
Para realizar el control de toda la placa, se ha decidido usar un microcontrolador 
de 8 bits. Se ha elegido el modelo Atmega328.  
 
Figura 27. Diagrama de pines del microcontrolador seleccionado Atmega328 
Principalmente, se descubre este microcontrolador gracias a que es uno de los 
modelos incorporados en las placas Arduino, concretamente Arduino UNO. Con 
un estudio de la ficha técnica del componente, se analizaron los puertos y se 
pudo apreciar que el microcontrolador cumplía todas las condiciones necesarias 
para el proyecto, siendo capaz de gestionar todas las señales necesarias con una 
velocidad suficiente. 
Además, gracias a que se dispone de una placa Arduino UNO, la programación de 
este microcontrolador se facilita significativamente, ya que no es necesaria la 
creación o compra de un circuito programador. Por otro lado, el hecho de 
disponer de una placa de programación adaptada para el prototipado, facilita 
enormemente el testeo de componentes y partes de circuitos, mejorando la 
realización de pruebas con el microcontrolador antes de producir un hardware 
final para el proyecto. Para poder reprogramar el microprocesador en un 
Arduino, ha sido necesario usar el encapsulado PDIP 28P3 28, siendo este un 
encapsulado DIP no SMD, el nombre del modelo final es el Atmega328P. 
Las especificaciones técnicas de este microcontrolador incluyen: 
 
Características generales: 
 Arquitectura RISC (“Reduced Instruction Set Computer”) capaz de 
direccionar un gran número de sus instrucciones en un solo ciclo de reloj.  
 Dispone de 32KBytes de memoria flash, 1Kbyte de EEPROM y 2KBytes de 
RAM. 
 Capacidad de sobreescritura: 10000 veces la memoria flash y 100000 
veces la EEPROM. 
 Su voltaje de operación es de 1.8 a 5.5V. 
 Consume en activo 0.2 mA. 
 Soporta un rango de temperatura entre -40ºC y 85ºC. 
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Características de periféricos: 
 
 Dispone de dos timers de 8 bits y de otro de 16 bits. 
 Seis canales PWM. 
 Seis canales ADC de 10 bits. 
 Serial UART programable. 
 Interfaz SPI Master/Slave. 
 Comparador analógico interno. 
 
Los valores máximos de funcionamiento que puede soportar, son los siguientes: 
 
 
 
Las características que nos han hecho optar por él, son, en especial: 
 Los dos timers de 8bits y el de 16 bit, son usados para el control de los 
PWM en los pines para de comunicación UART y para los delays del 
programa, son suficientes para todas las funciones requeridas.  
 Las seis entradas analógicas de las cuales se usan cuatro para la lectura 
de los joysticks. 
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Figura 28. Montaje mínimo del microcontrolador Atmega328P 
Para un correcto funcionamiento del microcontrolador, es necesario un montaje 
mínimo como el de la Figura 28 este incluye un circuito oscilador en la que se 
ha incluido un clock de 16Mhz, el reset del micro que ha sido diseñado para 
control manual con pulsador y, finalmente, los pines de alimentación y masa.  
Como se ha comentado, se puede apreciar que no se ha incluido ningún circuito 
dispuesto a la programación. Esto es porque se dispone de una placa de 
programación (placa Arduino Uno), externa al sistema, desde la que se realizara 
la programación de los chips que posteriormente serán colocados en las placas 
finales. Los microcontroladores se programaran en lenguaje C. 
 
4.3.2 Entradas y salidas 
Para permitir que el usuario pueda comunicarse de forma directa con el robot, se 
incorporan al Mando dos palancas de control (Joysticks) formados por dos 
potenciómetros cada uno, que corresponden a cada uno de sus ejes de 
movimiento (X y Y). Aparte se incorporan tres pulsadores y tres leds, la 
funcionalidad de cada uno está explicada en la Tabla 6. 
 
 Sistema de realidad virtual aplicada a robótica móvil 
 - 51 - 
 
Figura 29. Conexión de los pulsadores y el led al 
microcontrolador 
 
Figura 30. Conexión de los Joysticks al 
microcontrolador 
 
Los potenciómetros de los joysticks están conectados directamente a los pines 
del microcontrolador PC2, PC3, PC4 y PC5, desde los que se hace su lectura 
analógica con el ADC integrado en el propio µC. La variación de los mismos va de 
5V a GND.  
Los pulsadores, por otro lado, marcan estado bajo cuando están pulsados y un 
estado alto cuando no, gracias a las resistencias pull-up añadidas. Tienen 
añadidos condensadores de 100nF en paralelo para filtrar el ruido. Uno de los 
leds está conectado de forma directa al µC con una resistencia de  470 Ω para la 
limitación de corriente. Se ha calculado de la forma siguiente: 
𝑅 =  
𝑉𝑠 − 𝑉𝑓
𝐼
=  
5𝑉 − 2,4𝑉
5𝑚𝐴
= 470Ω 
(1) 
Dónde: 
I: Corriente en directa del LED (Datasheet) 
Vf: Caída de tensión en directa del LED (Datasheet) 
Vs: Voltaje de alimentación (+5V) 
 
4.3.3 Circuitos adicionales  
Pese a que el Mando de control puede ser alimentado directamente desde una 
fuente de alimentación DC, ha sido específicamente diseñado para ser usado con 
pilas. Esto posibilita un uso exterior en zonas sin acceso a electricidad aparte de 
proporcionar mayor comodidad al usuario ya que puede moverse libremente con 
todo el equipo de control. 
Para impedir la pérdida de la conexión con el robot por falta de batería, se ha 
diseñado un circuito analógico con el comparador LM358N, encargado de avisar 
cuando el nivel de batería es demasiado bajo. Cuando el aviso aparece, se 
recomienda precaución al usuario ya que dispondrá de poco tiempo antes de que 
el mando se desconecte por falta de alimentación. El circuito es el siguiente, está 
completamente separado del microcontrolador para no hacer perder tiempo de 
procesamiento al mismo con tareas menores. 
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Figura 31. Circuito comparador para alerta de falta de batería 
Cuando: 
𝑉+ > 𝑉− 
(2) 
 
Tal y como está diseñado el circuito, el valor de tensión que ve la placa es el de 
entrada menos 1 voltio que cae del diodo inicial. Para un valor de entrada: 
Vin=9V-1V=8V 
A la salida del comparador se tendrá 𝑉𝑐𝑐+.  
En caso contrario, se tendrá 𝑉𝑐𝑐−. 
Como en este caso 𝑉𝑐𝑐+ = 8 𝑉 y 𝑉𝑐𝑐− = 0, cuando 𝑉+ > 𝑉− el LED estará 
apagado y cuando 𝑉− > 𝑉+ estará encendido.  
Se establece que debe lanzarse el aviso de batería baja a 6.25 V, para ello, y 
sabiendo que el diodo zener utilizado como voltaje de referencia en la entrada 
negativa tiene una tensión de 2.5 V, se realizan los cálculos siguientes: 
 
𝑉𝑐𝑐 ∗
𝑅8
(𝑅7 + 𝑅8)
=  𝑉− 
(3) 
Se establece que R7 = 1500 Ω; 
 
6.25 ∗
𝑅8
(𝑅8 + 1500)
=  2.5 
 
Finalmente despejamos R8 y se obtiene el resultado final: 
 
𝑅8 = 1000 Ω 
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4.3.4 Alimentación y consumos 
 
Figura 32. Reguladores de tensión del mando de control 
Los diversos chips y componentes del diseño requieren diferentes niveles de 
alimentación. En el caso del microcontrolador, se requieren +5V, para el Xbee se 
requieren +3,3V y el modulo Bluetooth HC-06 funciona con ambas tensiones. Por 
otro lado, la fuente principal de alimentación son baterías que pueden tener una 
gran variedad de características. 
Los requisitos anteriores hacen necesario añadir al diseño dos reguladores de 
tensión. El primero de ellos tiene como entrada la tensión de la batería que se 
calcula de entre 5 a 12V y como salida una tensión estable de aproximadamente 
+5V. El segundo, coge la salida del primer regulador de +5V y la reduce a una 
tensión de +3,3V. Partiendo de los consumos teóricos (Tabla 9), el primer 
regulador debería poder proporcionar más de 193 mA y en el caso del segundo 
38 mA. 
Se ha comprobado mediante cálculo, que la potencia que deberá disipar el 
regulador no calentará en exceso el componente. Por ello, se añade también un 
disipador a todos los reguladores. (Estos cálculos pueden verse en los anexos) 
Como primer regulador se ha elegido el LM7805 de Fairchild. Este regulador se 
adapta perfectamente a lo que se necesita:  
  
Tabla 7. Características técnicas del regulador de tensión LM7805 
Símbolo Parámetro Valor 
Vi Input Voltage Max: 35 V Min= 7 V 
Vo Output Voltage Min: 4,80V Typ: 5,00V Max: 5,20V 
Io Max output Current 1 A 
 
 
Es importante que la entrada del primer regulador tenga un voltaje de entrada 
con un margen suficientemente grande, ya que el diseño está pensado para 
poder ser usado con baterías de características variadas. Pese a eso, se 
recomienda el uso de 6 pilas AA  (1,5V por pila, 9V totales) ya que 9V es el valor 
de referencia sobre el que se ha diseñado el circuito señalizador y se ha 
dimensionado la resistencia del led de encendido LED1. 
Como segundo regulador, se selecciona el LD1117 o LD33 de Adafruit. 
Cumpliendo con los requisitos tiene las siguientes características: 
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Tabla 8. Características técnicas del regulador de tensión LD1117 
Símbolo Parámetro Valor 
Vi Input Voltage Max: 15 V Min: 4,3 V 
Vo Output Voltage Min: 3,267 V Typ: 3,3 V Max: 3,333 V 
Io Max output Current 800 mA 
 
Para proteger la placa de posibles voltajes de retorno, se colocan un diodo 
1N4004 entre las baterías y el primer regulador y otro entre este y el segundo 
regulador. Este diodo tiene una caída de 1V, siendo esta elevada pero sin 
perjudicar el funcionamiento del circuito. 
A la hora de realizar un buen dimensionado de las baterías, es necesario saber el 
consumo total de todo el diseño. Se realizaron, en primer lugar, cálculos teóricos 
con la ayuda de los Datasheet de los productos para determinar el consumo total 
teórico de todos los componentes de la PCB. Posteriormente, se confirmaron los 
datos mediante mediciones prácticas en laboratorio. A continuación, una tabla 
con los resultados: 
 
Tabla 9. Consumos teóricas y prácticos de la electrónica del Mando 
Componente Consumo Teórico (mA) Consumo Práctico (mA) 
Atmega328P (16MHz) 145 150,2 
Xbee 38 37 
HC-06 8 9 
Otros 40 aprox. 41,8 
TOTAL 231 238 
*Condiciones de testeo: Vin=9V T=23ºC 
 
Con estos resultados y tomando como batería de referencia un pack de 6 pilas 
AA (9V totales) se puede calcular aproximadamente el tiempo que duraran estas 
baterías con el sistema encendido sin interrupciones. Se calculan las dos 
posibilidades, consumo teórico (It) y consumo práctico máximo (Ip).  
Las 6 pilas AA tienen una capacidad típica de entre 1100 a 3000 mAh, se cogerá 
como referencia el modelo Duracell Plus Power donde: 
 
𝐶𝑝 =  2000 𝑚𝐴ℎ 
 
𝑇𝑖𝑒𝑚𝑝𝑜(𝐼) =
𝐶𝑝
𝐼
=
2000𝑚𝐴ℎ
𝐼
 
    (4) 
 
Se realizan los cálculos con cada uno de los consumos, finalmente se tiene: 
 Tiempo (It)= 8,66 horas 
 Tiempo (Ip)= 8,4 horas 
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Por lo tanto, el mando podrá estar encendido y en funcionamiento durante más 
de 8 horas seguidas. Eso es suficiente para el uso que ha sido diseñado. 
 
4.3.5 Estructura 
Para proteger la placa de golpes y facilitar su manipulación por parte del usuario, 
se ha decidido prototipar una carcasa simple para el mismo. Esta carcasa no 
intenta ser un diseño final, simplemente una ayuda a la hora de testear el 
prototipo. 
El diseño se ha realizado en el programa SolidWorks 2015-2016 y la carcasa ha 
sido impresa en 3D con una impresora de extrusión de plástico modelo Prusa i3. 
El material usado ha sido PLA un plástico biodegradable muy popular para ese 
tipo de impresoras. 
 
Figura 33. Diseño en SolidWorks de la carcasa del mando 
El diseño no sigue ningún criterio estético o mecánico, ha sido realizado 
pensando solamente en lo funcional. La carcasa dispone de un soporte para la 
placa electrónica, los agujeros necesarios para los botones, joysticks e 
interruptores y la salida de cables de alimentación externa. Se han aislado las 
pilas de la PCB para evitar cortocircuitos peligrosos. 
 
4.4. Robot 
El tercer componente del sistema es el robot. El robot comunica con el mando y 
con el HMD. Del primero recibe todos los datos para el movimiento de sus 
motores y servomotores, en el segundo caso manda la señal de video de la 
cámara. 
El robot ha sido diseñado a partir de una estructura rectangular simple con 4 
motores y 4 ruedas, conceptualmente se ha creado con la idea de hacerlo lo más 
modular posible dando la opción de cambiar alguna de sus partes en cualquier 
momento en caso de ser necesario, eso se ha hecho por dos motivos principales. 
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En primer lugar, para facilitar el trabajo a nivel de prototipo, siendo más fácil 
encontrar errores o modificar partes si estas son semiindependientes entre ellas. 
La segunda razón, es la de dar la posibilidad de mejorar el diseño en caso de 
desearlo. Si el diseño se crea con esa idea en mente se gana mucho tiempo a la 
hora de implementar una mejora al sistema. 
 
Figura 34. Prototipo de robot final 
Por lo motivos explicados anteriormente, el robot consiste en varias partes 
diferenciadas. En primer lugar, se dispone de una placa de control que contiene 
un microcontrolador y que es la encargada de la gestión de todas las señales del 
robot y comunicación con el Mando a través de un transmisor Xbee. Se tiene 
también una placa con los drivers de los motores, encargada de gestionar las 
señales que van dirigidas a los motores y de dar la potencia necesaria al modelo 
concreto. Aparte de las dos placas, encontramos el transmisor de video analógico 
que está conectado directamente a la cámara. La estructura está separada en 
una base con los motores y un cuello con los servomotores.  
Tal y como ya se ha mencionado, cada una de las partes mencionadas 
anteriormente podría ser substituida por otra diferente y encajar en el diseño sin 
necesidad de prácticamente modificar las demás partes. Esto incluye los propios 
motores o servomotores, el transmisor de radio Xbee o alguna de las dos partes 
de la estructura.  
Estructuralmente, como se puede observar en la Figura 34, la placa de control 
esta atornillada justo encima de la base del robot, el cuello junto a los 
servomotores y la cámara están amarrados en la parte frontal y la placa con los 
drivers de los motores está situada encima de la placa de control. Las baterías se 
almacenan justo debajo de las placas, sujetas al cuerpo del robot. El transmisor 
de vídeo va también sujeto a la estructura del robot. 
 
A nivel general, los componentes más importantes de todo el robot son 
enumerados y descrito a continuación:  
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Figura 35. Placas electrónicas del robot, placa principal (arriba) y placa de motores (abajo) 
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Tabla 10. Lista de componentes principales del mando de control 
Nº Componente Uso general 
1 Microcontrolador 
Microcontrolador Atmega328P, responsable de controlar 
todo el flujo de información de la placa 
2 
Receptor/Transmisor 
de Radio (Xbee) 
Sistema de comunicación con el Mando de control 
3 Servomotores 
2 Servomotores modelo SG90. Para movimiento X, Y de la 
Cámara 
4 Pulsador 0 - Reset Botón de Reset del microcontrolador 
5 Pines de alimentación Para alimentación exterior de la placa o conexión a baterías 
6 Driver motores 
Driver L298 responsable de gestionar y alimentar a los 
motores 
7 Motores 
4 Motores modelos FIT0016 para movimiento del robot en el 
suelo 
- Cámara Cámara de video HD 
- 
Transmisor de video 
analógico 
Transmisor de video TS351 para mandar imagen al 
Smartphone 
- Baterías 
Dos baterías de 12V, la primera alimenta el driver de los 
motores y la placa del microcontrolador. La segunda 
alimenta únicamente el transmisor de video. 
 
4.4.1 El Microcontrolador 
En el caso de Rover, se ha decidido seleccionar el mismo microcontrolador que 
en la placa del Mando. Muchos de los motivos se explican en el apartado 4.3.1, 
pese a eso, centrando la atención en la placa del robot, esta necesita 
aproximadamente la misma potencia de cálculo que la del mando de control. 
Seleccionar el mismo microcontrolador, facilita, además, el reciclado de 
programas entre placas (especialmente los de comunicación) y permite ahorrar 
tiempo y dinero tanto en hardware como en software ya que ambos sistemas 
comparten requisitos, especificaciones técnicas, lenguaje, instrucciones y placa 
de programación. 
 
Si se observan las tareas que debe realizar el robot, las características 
principales del microcontrolador que nos han hecho optar por él, son, en 
especial: 
 
 Los  timers de 8bits y el de 16 bit que nos permiten hacer un control de 
todas las señales de salida necesarias, las seis salidas PWM son 
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justamente las necesarias para el control de motores y servomotores, 
delays y comunicaciones UART. 
 
El montaje mínimo, en el caso de la placa del robot, es el mismo que en la placa 
del mando (Figura 28). Posteriormente al montaje mínimo de funcionamiento, 
se añaden todos los demás componentes necesarios para el correcto 
funcionamiento en la tarea concreta del robot. 
 
4.4.2 Servomotores 
Los servomotores son motores de corriente continua con la capacidad de 
ubicarse en cualquier posición dentro de su rango de operación y mantenerse 
estables en dicha posición.  
Gracias a esta  característica, han sido seleccionados para el movimiento de la 
Cámara. Cuando se reciben las señales de los sensores desde el Mando de 
Control, los servomotores modifican su posición colocándose en una posición 
equivalente a la de la cabeza del usuario. 
La mayoría de servomotores simplemente incluyen tres pines para su uso: 
alimentación, masa y el pin de control. Los servomotores seleccionados tienen la 
misma configuración de pines, siendo estos el modelo SG90 de Micropik. 
 
Figura 36. Ejemplo de servomotor SG90 
Los SG90 son servos de tamaño muy reducido y poco peso (9 gramos). Estos 
servos pueden rotar a lo largo de un arco de 180º (90º en cada dirección). Estas 
son algunas de sus características: 
 Peso: 9 g 
 Par de bloqueo: 1,9 kp·cm 
 Velocidad de operación: 0,1 s/60º 
 Voltaje de operación: 4,8V (~5V) 
 Ancho de banda muerta: 10µs 
 Consumo de bloqueo (máximo): 650 mA 
 Consumo sin carga: 220 mA 
Para el control de los servomotores es necesario mandar una señal PWM por el 
pin de control. PWM significa modulación por ancho de pulsos (“pulse-with 
modulation”) que es una técnica de modulación de la señal en la que se modifica 
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el ciclo de trabajo de una señal periódica para transmitir información a través de 
un canal de comunicaciones o para controlar la cantidad de energía que se 
manda a una carga.  
El ciclo de trabajo de una señal periódica, es el ancho relativo de su parte 
positiva en relación con su periodo. Matemáticamente: 
 
𝐷 =
𝑡
𝑇
 
(5) 
Dónde: D es el ciclo de trabajo (s), t es el tiempo en que la función es positiva 
(s) y T el período de la función (s). 
 
Para controlar el servomotor, mandamos a través del pin de control una señal 
cuadrada con un periodo de 20ms (50Hz). De esa señal, se modifica el ciclo de 
trabajo para mover el servomotor. Cada ciclo de trabajo corresponderá entonces 
a una posición del servomotor en grados.  
 
Figura 37. Periodo completo de un PWM 
Las posiciones son proporcionales al ciclo de trabajo de forma linear, un ciclo de 
un 100% (2ms) llevará al servomotor a la posición de 0 grados, uno del 75% 
(1,5ms) a los 90º, mientras que finalmente uno del 50% (1ms) a los 180º. Por lo 
tanto para obtener el tiempo de función positiva necesario para cada posición se 
tiene la siguiente formula: 
𝑡 = (
−0,5 · (𝑝 − 180)
180
+ 0,5) · 𝑇 
(6) 
Dónde: D es el ciclo de trabajo (s), t es el tiempo en que la función es positiva 
(s), T el período de la función (s) y p la posición deseada (º). 
 
Pese a que conceptualmente podría servir cualquier servomotor para la tarea a 
desarrollar, la realidad es que en el proyecto estos servomotores deberán ser 
capaces de lidiar con el peso de la Cámara. Antes, en las características, se ha 
visto que el par de bloqueo de los servomotores es de 1,8 kp·cm.  
 Sistema de realidad virtual aplicada a robótica móvil 
 - 61 - 
Para calcular el peso máximo que puede aguantar cada servomotor, antes se 
necesita saber la distribución del mismo en la estructura. En el primer caso es la 
siguiente: 
 
Figura 38. Diagrama de fuerzas cuello y fotografía del modelo real (Frontal) 
Se calcula el peso de bloqueo con la siguiente formula, este resultando nos 
indicará el peso máximo donde el servomotor ya no puede mover el objeto y, por 
lo tanto, la velocidad alcanza un valor de 0 m/s. 
 
𝑃𝑏𝑙𝑜𝑞𝑢𝑒𝑜(𝑘𝑝) =
𝑃𝑎𝑟(𝑘𝑝 · 𝑐𝑚)
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑖𝑎(𝑐𝑚)
 
(7) 
 
En este caso toda la fuerza cae directamente sobre el eje, por lo tanto la 
distancia es 0. 
𝑁𝑜𝑡𝑎: 1 𝑘𝑝 = 1𝑘𝑔 
𝑃𝑏𝑙𝑜𝑞𝑢𝑒𝑜(𝑆𝑒𝑟𝑣𝑜1) =
1,8 𝑘𝑝 · 𝑐𝑚
0 𝑐𝑚
= ∞ 
 
De forma ideal, el servomotor podría girar cualquier peso a una distancia 0. Pese 
a eso, en la realidad hay más cosas a tener en cuenta, como el rozamiento que 
provoca este peso sobre el eje o la propia resistencia del mismo. 
En el caso del segundo servomotor, se tiene: 
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Figura 39. Diagrama de fuerzas cuello y fotografía del modelo real (Lateral) 
Con esta distribución, se observa que el peso que se debe girar se encuentra a 
3cm del eje, por lo tanto con un cálculo simple con el par se obtiene: 
 
𝑃𝑏𝑙𝑜𝑞𝑢𝑒𝑜(𝑆𝑒𝑟𝑣𝑜2) =
1,8 𝑘𝑝 · 𝑐𝑚
3 𝑐𝑚
= 600𝑔 
 
El peso en el que el servomotor se bloqueara es de 600g, el peso necesario a 
mover es de 74g, por lo tanto el par del servomotor es suficiente para cumplir 
con su tarea. 
 
4.4.3 Driver de los Motores 
La placa superior, ha sido creada expresamente como driver para los cuatro 
motores del robot. En esta placa recibimos las señales de control desde el 
microcontrolador en la placa de control y mandamos señales para controlar los 
motores. La alimentación se recibe desde una de las baterías de 12V. 
Antes de seleccionar el driver a usar, se hizo una selección de motores, se 
decidió usar un modelo FIT0016 de dfrobot. Estos motores tienen poco peso y 
pequeñas dimensiones pero suficiente fuerza para mover el robot. Estas son sus 
características principales: 
 Rango de alimentación: 3-7.5 V 
 Corriente en bloqueo: 2.8 A 
 Corriente sin carga: 160 mA. 
 Velocidad: 160 RPM 
 Par motor: 0.8 kp·cm 
 
El peso del robot es de ~900 g, pese a eso, el robot ha sido diseñado para un 
peso máximo de 1,5kg. Con el par de los motores se comprueba, de forma 
aproximada, como los cuatro motores pueden mover hasta 2,2 kg siendo 
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suficiente para mover los 1000 g del robot final o los 1,5kg calculados en la fase 
de concepción: 660g de la estructura con motores y placas, 74g GoPro y 169g de 
las baterías que suman unos 900 gramos que se deciden sobredimensionar, para 
prevenir cualquier adición futura, a 1500 gramos. 
Se ha calculado la capacidad de los motores para mover esta estructura, 
teniendo en cuenta que el radio de las ruedas es de 4 cm y que los motores 
tienen un par de 2,2 kp·cm cada uno: 
𝐹𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙(𝑘𝑝) =
𝑃𝑎𝑟𝑚𝑜𝑡𝑜𝑟(𝑘𝑝 · 𝑐𝑚)
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑖𝑎(𝑐𝑚)
 
(8) 
𝐹𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙(𝑘𝑝) =
0.8 (𝑘𝑝 · 𝑐𝑚)
4 (𝑐𝑚)
= 0.2 𝑘𝑝 
𝐹𝑡𝑜𝑡𝑎𝑙(𝑘𝑝) = 𝐹𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙(𝑘𝑝) ∗ 4 
(9) 
𝐹𝑡𝑜𝑡𝑎𝑙(𝑘𝑝) = 0.2 ∗ 4 = 0.8 𝑘𝑝 = 0.8 𝐾𝑔 
 
 
Partiendo de los cuatro motores seleccionados, se elige como driver un L298 de 
Sparkfun. El L298 es un driver doble de puente en H, alta tensión y alta 
corriente, diseñado para aceptar niveles lógicos TTL estándar y poder controlar 
varios tipos de cargas desde relés, bobinados, motores DC o motores paso a 
paso. Puede aguantar intensidades de  2 A por motor una tensión máxima de 
hasta 50 V. 
 
Figura 40. Diagrama de conexiones lógicas internas del driver L298 
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El componente ofrece dos entradas de ‘Enable’ para activar o desactivar cada 
uno de los motores de forma independiente. También dispone de cuatro entradas 
para activar cada par de puertas lógicas y cuatro salidas donde se conectan las 
dos cargas.  El driver, facilita un pin de alimentación para alimentar su lógica que  
funciona con voltajes de entre 4,5 y 7 V y otro para la alimentación de los 
motores que puede alcanzar el valor máximo ya mencionado de 50 V. Finalmente 
hay dos pines SENSE A y SENSE B que permiten añadir un par de resistores para 
el control de la corriente de carga. 
Los motores se conectan entre dos de sus salidas. Para elegir la dirección de giro 
se deberán gestionar las entradas con tal de conseguir la tensión diferencial 
necesaria entre los dos bornes. En el caso de querer invertir la polaridad, sus 
salidas deberán invertir los papeles. Siguiendo esta tabla se tienen todas las 
combinaciones de movimiento posibles: 
 
Motor A (OUT 1 y OUT 2) Motor B (OUT 3 y OUT 4) Función 
EnA= H In1=X In2=X EnB= H In3=X In4=X Adelante 
In1=X In2=X In3=X In4=X Atrás 
In1=X In2=X In3=X In4=X Parada rápida 
EnA= L In1=X In2=X EnB= L In3=X In4=X Libre, Parada 
L=Low (Nivel bajo), H=High (Nivel alto), X=No importa 
 
En caso de querer controlar la velocidad de uno o ambos motores, se mandaran 
señales PWM por las entradas de nivel alto correspondientes a la dirección que se 
desee. 
Para un funcionamiento óptimo del driver, se han añadido resistencias en todas 
las entradas para limitar la corriente, también se han colocado condensadores de 
desacople de 100nF en los dos pines de alimentación. Finalmente y como punto 
más importante se han añadido diodos de protección 1N4148 a las salidas del 
driver, estos son completamente necesarios para proteger el circuito de los 
voltajes de retorno que puedan generar los motores. 
 
4.4.4 Circuitos adicionales  
En el caso del robot se ha diseñado un circuito similar al del Mando de Control 
para la supervisión de la carga de las baterías. En este caso, el circuito nos 
ayuda a evitar perder la conexión del robot de forma súbita ya que se lanzará un 
aviso luminoso cuando el nivel de batería es demasiado bajo. En el caso del 
robot, este circuito tiene un valor añadido ya que las baterías LiPo se vuelven 
inutilizables si se descargan por debajo de su mínimo, por lo tanto, este aviso es 
sumamente importante para evitar daños en las baterías. 
Cuando el aviso aparece, se recomienda precaución al usuario ya que dispondrá 
de poco tiempo antes de que el robot se desconecte por falta de alimentación o 
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las baterías puedan dañarse. El circuito es muy similar al diseñado para el mando 
de control, solo varían los valores de algunos componentes ya que en este caso 
se trabaja a 12V y con otro tipo de baterías, usando la ecuación (3) y 
encendiendo el aviso a 11 V se obtiene el resultado de: 
11 ∗
𝑅8
(𝑅8 + 1000)
=  2.5 
 
𝑅8 = 3000Ω 
 
4.4.5 Alimentación y consumos 
 
Figura 41. Reguladores de tensión Robot, placa principal 
La placa principal del robot tiene unos consumos muy parecidos a los del mando, 
explicados en el apartado 4.3.4. Por este motivo, los reguladores escogidos 
deben cumplir los mismos requisitos que en el caso del mando, ya que deben 
alimentar de la misma forma el módulo Xbee a 3.3V y el microcontrolador a 5 
voltios. Además, en este caso se añaden los servomotores que también se 
alimentan a 5 voltios. Es por esto que se añade un regulador LM7805 más, para 
poder alcanzar el consumo total que con los servomotores podría ser superior a 1 
amperio. 
Finalmente, en la placa controladora de motores, se incluyen dos reguladores 
LM7806 en paralelo para alcanzar corrientes superiores a un amperio (2 A 
máximo para cumplir los 1000 mA previstos de consumo en activo de los 
motores). 
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Tabla 11. Características técnicas del regulador LM7806 
Símbolo Parámetro Valor 
Vi Input Voltage Max: 35 V Min= 8 V 
Vo Output Voltage Min: 5,75V Typ: 6,00V Max: 6,25V 
Io Max output Current 1 A 
 
Para la alimentación del robot, el transmisor RC y su receptor, se usaran baterías 
LiPo de 11,8V nominales y con una capacidad de 2200mAh. La batería elegida de 
RCTECNIC es 3S es decir está formada por tres celdas LiPo conectadas en serie, 
cada celda tiene un voltaje máximo de 4,20 V proporcionando un total de 12,6V 
con la batería totalmente cargada. Estas son algunas de las características 
técnicas de la batería: 
 Voltaje máximo: 12,6 V (4,20V celda) 
 Voltaje nominal: 11,8 V (3,93V celda) 
 Voltaje descargado: 9V (3V celda) 
 Intensidad máxima continua: 25C – 55 A 
 Intensidad máxima discontinua: 50C – 110 A (6 segundos) 
 Capacidad de carga: 2C – 4,4 A  
 
Las baterías tipo LiPo tienen dos líneas de cables. La primera es llamada línea de 
descarga, formada por un borne positivo y uno negativo. Se utiliza para drenar la 
batería de forma normal. La segunda es la línea de balanceo y se usa para 
asegurar que cuando se cargue la batería, todas las celdas se estén cargando de 
forma equilibrada. La línea de balanceo está formada por una masa común y un 
positivo por cada celda de la batería. 
 
Si alguna de las celdas se descarga por debajo de su mínimo la celda morirá y la 
batería se volverá inutilizable. Es por ello que debe controlarse en todo momento 
que eso no pase. Se pueden usar circuitos de alarma en cualquier de las dos 
líneas, aunque para una mayor precisión se recomienda usar la línea de balanceo 
para poder supervisar cada celda por separado. Por suerte el robot ya lleva 
incorporado un sistema de alarma con bastante margen para que esto no pase. 
 
Tabla 12. Consumos teóricos y prácticos de la electrónica del robot 
Componente Consumo Teórico (mA) Consumo Práctico (mA) 
Atmega328P (16MHz) 145 70 
Xbee 38 32 
Motores 1000 aprox. 900 
Servomotores 440 aprox. 330 
TOTAL 1623 1332 
*Condiciones de testeo: Vin=12V T=23ºC 
 
Con estos resultados y considerando la batería LiPo mencionada se calcula la 
duración aproximada teniendo en cuenta las dos posibilidades, consumo teórico 
(It) y consumo práctico máximo (Ip).  
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Como se ha comentado, estas baterías tienen una capacidad de 2200 mAh, por 
tanto: 
 
𝐶𝑝 =  2200 𝑚𝐴ℎ 
 
𝑇𝑖𝑒𝑚𝑝𝑜(𝐼) =
𝐶𝑝
𝐼
=
2200𝑚𝐴ℎ
𝐼
 
    (10) 
 
Realizando los cálculos para los dos valores de intensidad (teórico y práctico) 
finalmente se obtiene: 
 Tiempo (It)= 1,35 horas 
 Tiempo (Ip)= 1,65 horas 
 
Por tanto, el robot tendrá una autonomía de una hora y media como máximo, 
aproximadamente. 
 
4.4.6 Estructura 
La estructura escogida, que se puede apreciar en la Figura 42, es una 
estructura comercial fabricada en masa y vendida en tiendas, que ha sido 
comprada. Esto se debe a que el presente no pretende ser un proyecto orientado 
a mecánica, tal como se explicaba en los objetivos. 
 
Figura 42. Base robot 
Aún y así, para escoger la estructura que más se adecuara a las necesidades del 
proyecto, se ha hecho un estudio sobre las diferentes opciones de compra o 
fabricación de rover y, finalmente, se ha optado por la que se ha creído que 
proporcionaba las características que se buscaban cumplir, el mejor acabado y a 
un precio económico. 
Como se ve en la figura anterior, y como se ha comentado previamente, el 
prototipo de rover utilizado, se compone de, simplemente, una estructura baja y 
cerrada mediante piezas mecánicas agujereadas, que incluyen cuatro motores y 
cuatro ruedas que permitirán la tracción del robot. 
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El montaje de dicho rover, no se realiza completamente como se indica en las 
instrucciones del producto, sino que se han hecho modificaciones para que se 
ajuste a las necesidades del proyecto. Por ejemplo, no se conectarán ciertos 
componentes que vienen de fábrica y se añadirán otras piezas hechas por los 
autores. 
Al tratarse de una estructura preparada para el acople de piezas a través de 
tornillos, se permite que, muy fácilmente, se puedan añadir más piezas y 
funcionalidades, a medida que se vaya deseando. De esta forma, se puede 
añadir tanto el cuello de la cámara (Figura 43) como el transmisor de vídeo 
(Figura 45) mediante piezas metálicas con agujeros para los tornillos y 
mediante la tornillería adecuada. 
A pesar de que, entre las placas electrónicas y la mecánica de la cámara, no hay 
demasiado espacio, se encuentra el suficiente como para poder añadir el 
transmisor de video, ya que se trata de un dispositivo pequeño. Otro problema 
de espacio ocurre con las baterías, que se colocan en el espacio que queda en el 
interior del propio rover, entre los motores, en el espacio destinado a la pieza 
que sujetaba las pilas en el producto original. 
 
Por otra parte, la mecánica orientada al movimiento y sujeción de la cámara y 
que conforman la parte del “cuello” del robot, es también una estructura 
comercial y que ha sido comprada para facilitar el diseño mecánico. 
Como se ve en la Figura 43, esta estructura se compone por dos piezas que 
permiten el movimiento de rotación entre ellas. En la pieza superior va sujeta la 
cámara, y en la parte inferior, el servomotor que realizará el movimiento de 
rotación sobre el eje ‘Y’ de la estructura del robot. El movimiento en este eje, se 
corresponde al movimiento de ‘cabeceo’ del HMD (explicado en la sección 4.2.2 
Sistemas de referencia). El otro movimiento, el de ‘guiñada’, se corresponde al 
giro de la cámara sobre el eje ‘X’ y se realiza mediante el servomotor que 
conecta las dos piezas del cuello. 
 
Figura 43. Ejes cuello robot 
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La unión entre el cuello y la base del rover, se realiza a través del segundo 
servomotor. Este se conecta al rover a través de unas piezas metálicas 
atornilladas, colocadas por los autores, que sujetan fuertemente el servomotor y, 
por tanto, toda la mecánica que incluye la cámara. 
 
4.5. Sistema de Video  
El sistema de vídeo incluye todo el trayecto desde la percepción de imágenes en 
tiempo real realizado por la cámara, hasta la visualización de dichas imágenes en 
el Smartphone del HMD. 
 
Figura 44. Diagrama del sistema de comunicación de video 
La transmisión de video es unidireccional y está formada por todos los 
componentes vistos en la Figura 44. El video es adquirido en la cámara desde 
donde mediante un cable micro-USB es mandado a un transmisor de radio. Este 
transmisor manda la señal al receptor de radio que la saca en formato RCA y 
finalmente se transforma esta señal RCA a USB mediante el dispositivo EasyCap. 
Esta última señal USB se manda ya al Smartphone donde mediante una App es 
visualizada. 
4.5.1 Cámara GoPro 
La cámara utilizada para la recepción de imágenes, como se ha ido comentando, 
es una cámara GoPro Hero 3+.  
Esta cámara puede recoger imágenes de la mejor calidad con un gran angular, 
un tamaño y peso muy reducidos y una estructura rectangular simple que hacen 
de ella, una cámara idónea para el uso que se quiere dar ya que su función 
principal es la de ser incorporada fácilmente en estructuras móviles . 
Algunas de las características a destacar son: 
 
 Captura de vídeo en 1080p: a 60, 50, 30, y 25 fps. 
 Captura de vídeo en 960p: a 100, 60, 50, 30, y 25 fps. 
 Captura de vídeo en 720p: a 120, 100, 60, 50, 30, y 25 fps. 
 Captura de vídeo en WVGA: a 120, 100, 60, 50, 30, y 25 fps. 
 Wi-Fi integrado. 
 Indicadores LED y pantalla LCD. 
 Entrada/salida micro-HDMI, mini USB, microSD. 
 Batería iones de litio recargable de 1180 mAh. 
 
Es a través del conector mini USB, por donde se conectará la cámara al emisor 
de vídeo analógico, mediante el cable realizado.  
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4.5.2 Receptor y emisor de radio 
Para la transmisión inalámbrica de video, se han escogido el transmisor de vídeo 
‘TS351’ y el receptor ‘RC305’. Estos, se ocuparán de transmitir la señal de vídeo 
capturada por la cámara y recibirla en el HMD. Dicha pareja transmisor-receptor, 
además de escogerse por su compatibilidad con la cámara utilizada y por 
factores económicos, se escoge también por las características siguientes: 
 Transmisor de vídeo TS351:  
o Tamaño compacto y ligero 
o Frecuencia: 5.8 GHz 
o 8 canales 
o Alimentación: 7 V- 15 V 
o Corriente: 200 mA 
o Peso: 40 g 
o Dimensiones: 55x26x17 mm 
 Receptor de vídeo RC305:  
o Tamaño compacto y ligero 
o Frecuencia: 5.8 GHz 
o 8 canales 
o Alimentación: 5 V- 12 V 
o Peso: 43 g 
o Dimensiones: 61x52x13 mm 
 
Conviene mostrar las conexiones realizadas, al tratarse de modificaciones en los 
cables que vienen por defecto: 
Principalmente, para conectar la cámara GoPro al transmisor de vídeo, es 
necesario el cable convertidor mini USB con tres salidas: vídeo, audio y GND. 
Este cable se conecta al transmisor de la siguiente forma: 
 
Figura 45. Transmisor TS351 con señalización de entradas y salidas 
Como se observa en la Figura 45, no se hace uso de la señal de audio, esto es 
porque la cámara no es capaz de enviar señal de audio si no está en grabación. 
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Se observa también que será necesario añadirle tensión en el conector que se 
muestra en esta misma figura. Para ello, se utilizará una batería independiente al 
rover. 
En el otro extremo de la comunicación, se conecta el receptor al teléfono 
mediante un cable convertidor RCA-micro USB. 
 
4.5.3 EasyCap 
El receptor de video RC305 dispone de una salida RCA desde la cual se pueden 
obtener todos los datos de video y audio que este leyendo por radio. Como el 
objetivo es conectar este receptor al Smartphone a través de su micro USB es 
necesario transformar esta señal de salida RCA a la de un conector USB que será 
leído desde el móvil. Como ambos tipos de conectores usan protocolos de 
comunicación diferentes es necesario un intermediario electrónico para 
transformar la señal correctamente. 
 
Figura 46. Ejemplo de EasyCap 
Para ello, se adquiere un dispositivo llamado EasyCap que transforma cualquier 
señal de entrada RCA a una salida USB, que, posteriormente, con un simple 
adaptador, puede transformarse en micro USB. El EasyCap dispone de una App 
para Android desde la que se puede ver directamente la imagen recibida tanto de 
forma normal como con estereoscopia. Todo ello hace este dispositivo perfecto 
para el proyecto. 
A la hora de adquirir el EasyCap en el mercado, se debe tener en cuenta que la 
App para Android solo es compatible con EasyCap con microcontroladores 
STK1160 y UTV007. Por lo tanto, es un requisito indispensable procurar adquirir 
un EasyCap fabricado con alguno de estos dos. Todos los modelos tienen 
características similares pero el uso de uno u otro modelo pueden provocar 
incompatibilidades en dispositivos móviles. En este caso por facilidad en la 
adquisición se adquiere un EasyCap con el microcontrolador UTV007. 
La aplicación de Android pareja al EasyCap permite una conexión directa entre el 
receptor de radio y el dispositivo móvil con una gran variedad de opciones de 
configuración que permiten modificar la calidad de recepción y el tamaño de 
pantalla. 
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     CAPÍTULO 5:
SOFTWARE DEL SISTEMA 
Como se ha explicado, el sistema desarrollado en este proyecto consta de tres 
partes diferenciadas: HMD, mando, rover. Cada una de estas partes, debe estar 
programada acorde al resto ya que el funcionamiento del sistema requiere la 
comunicación de datos a gran velocidad entre ellas y, además, todas las partes 
se influyen en cierto modo entre ellas: 
El rover transmite el vídeo al HMD, por otro lado el HMD transmite la posición al 
mando y el mando gobierna el movimiento del rover creando así un ciclo cerrado 
que hace que cada parte dependa de la anterior. 
Por tanto, en vista de que todas las partes son dependientes entre ellas, se ha 
procurado que la programación de cada parte esté en consonancia con las 
demás.  
Dentro del sistema será necesaria la programación de todas sus partes: el 
microcontrolador del robot, el del mando de control y finalmente es necesaria la 
creación de aplicaciones para el Smartphone. Partiendo de ahí ha sido necesaria 
la creación de unas reglas estrictas para la comunicación de datos a través del 
sistema, con la excepción del sistema de video explicado en el apartado 4.5. 
Todos los demás datos deben cumplir estas reglas. 
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Para ello, se ha decidido que la comunicación global siga el patrón indicado a 
continuación: 
 
Figura 47. Intercambio de datos de los sensores en el sistema 
Dónde:    
 
ID: Identificador de los datos 
DatoH: Byte alto del dato 
DatoL: Byte bajo del dato 
VAR: Variable de comprobación de señal 
      
Tabla 13. Lista de posibles combinaciones de comunicación dentro del sistema 
ORIGEN DESTINO ID DESCRIPCIÓN DATA VAR 
Mando Robot 
a Joystick 1 Eje X 0-1023 Tocat 
b Joystick 1 Eje Y 0-1023 Tocat 
c Joystick 2 Eje X 0-1023 Tocat 
d Joystick 2 Eje Y 0-1023 Tocat 
Smartphone Mando 
i Sensor orientación Eje X 0-640 Tocat 
j Sensor orientación Eje Y 0-640 Tocat 
 
Cuando el rover esté preparado para recibir datos, pedirá al mando la 
información que desee. Esta información puede ser la posición ‘X’ de los motores, 
la posición ‘Y’ de los motores, la posición del servomotor ‘X’ o la posición del 
servomotor ‘Z’. Se explicará más adelante como se gestionarán estos valores y 
como se actuará sobre ellos. 
Una vez el mando reciba la señal del rover pidiendo uno de los datos indicados, 
el mando, leerá y transmitirá el valor pedido. En caso de que se pida el valor de 
los servomotores, como estos dependen de la posición del Smartphone (HMD), el 
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mando enviará, a través del módulo Bluetooth, los datos pidiendo la posición ‘X’ 
o ‘Z’ del Smartphone, según el caso. 
El Smartphone, hará una lectura del valor de los sensores, y los transmitirá hacia 
el mando, que los transmitirá hacia el rover. 
Cuando el rover tenga la información necesaria, tratará los valores como deba y 
aplicará las señales de movimiento a los diferentes motores o servomotores, 
según el caso. 
Esta transmisión de datos, pidiendo información y transmitiéndola solo en caso 
de ser pedida, permite que la comunicación sea más segura ya que no satura la 
línea con información continua y se evita la confusión de datos. Esta confusión de 
datos que se podría dar, por ejemplo, con la de cargar en un motor de la 
posición que le corresponde a otro. 
Gracias al sistema estudiado y aplicado, evitamos que puedan aparecer los 
problemas comentados, pero, a su vez, se deberá tener especial cuidado con la 
velocidad de la comunicación. De lo contrario, podría darse el caso de que el 
rover responda a una velocidad lenta, demorando demasiado tiempo a replicar el 
movimiento de la cabeza del usuario o realizando cambios de dirección 
incorrectos. 
Además, como se puede apreciar en el esquema anterior, con la transmisión de 
datos se envía una comprobación de datos (VAR) que estará en estado alto si los 
datos han sido modificados respecto a la anterior transmisión y en estado bajo 
en caso contrario.  
 
A continuación, se explica la programación realizada para las diferentes partes 
del sistema, respetando el patrón de comunicación establecido. 
 
5.1. App en Android  
En lo que a software se refiere, para el HMD, se ha programado en Android de 
forma que cualquier Smartphone con una versión API igual o superior a la 22 
(Android 5.1.1 (Lollipop)) pueda utilizar la aplicación creada. 
Se elige esta versión porque es actualmente de las más utilizadas en los 
dispositivos nuevos, con lo cual, la mayoría de los Smartphone de las últimas 
generaciones serán capaces de hacer funcionar la aplicación. Además, permite el 
uso de todos los elementos necesarios, como el Bluetooth, la adquisición de 
datos de los sensores del dispositivo, etc. Junto a opciones de desarrollo nuevas, 
más cómodas y eficientes. 
 
5.1.1 Introducción a Android 
Antes de proceder a la explicación de los distintos métodos de programación 
utilizados en la aplicación, conviene hacer una breve introducción a la plataforma 
Android: 
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Figura 48. Logo del sistema operativo Android 
Android es una plataforma de desarrollo libre basada en Linux y de código 
abierto. Gracias a esto, se pueden retocar diferentes partes del sistema de forma 
libre y legal, sin necesidad de pagar o pedir permisos.  
Todas las aplicaciones realizadas están basadas en Java, cosa que permite 
ejecutar la aplicación creada en multitud de dispositivos que acepten máquinas 
virtuales Java. En el caso de dispositivos móviles, esta máquina virtual de Java, 
es llamada ‘Dalvik’. ‘Dalvik’, optimiza una máquina virtual Java a dispositivos 
móviles para adaptarse así a la baja potencia y a la poca memoria disponible. 
Por otra parte, además de lenguaje Java, la interfaz de la aplicación se 
desarrollará en XML, lo que permite que muy fácilmente se adapte a diferentes 
tamaños de pantalla. 
Otra característica a destacar, es que tiene un alto nivel de seguridad en cuanto 
a los servicios que puede utilizar cada aplicación. Cada uno de estos servicios a 
ejecutar, tales como acceso a internet, localización, uso de Bluetooth, etc. 
Requerirá de la activación de los permisos correspondientes. 
Finalmente, debe remarcarse la importancia de las versiones de sistema de 
Android. Se ha de tener especial cuidado a la hora de elegir la versión del 
sistema para la que se realizará una aplicación. Esto se debe a que hay 
funcionalidades, clases y métodos que solo están disponibles a partir de cierta 
versión. Por ejemplo, si se quiere utilizar tecnología NFC, deberá utilizarse la 
versión Android 2.3 (API 9, Gingerbread) o superior. 
Por tanto, se observa que si se tiene una versión de Android que no soporta 
cierta funcionalidad de la aplicación, no podrá ser ejecutada. Es decir, todos los 
usuarios con versiones anteriores a la utilizada para la programación, no podrán 
instalar la aplicación. Como se ha podido observar, la denominación de las 
diferentes plataformas Android vienen identificadas de tres formas: versión, nivel 
de API y nombre comercial. El nivel de API empieza en nivel 1 y va aumentando 
de uno en uno para las diferentes versiones. Los nombres comerciales utilizados 
por Android son siempre nombres de postres (Cupcake, Donut, Gingerbread). 
Como se ha comentado previamente, en este caso, se utiliza una de las 
versiones más recientes de Android, que soporta todas las funciones necesarias. 
Esta versión es la 5.1.1 o Lollipop. 
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5.1.2 Entorno de desarrollo 
Como se ha visto en el apartado anterior, la programación para Android se 
realiza en dos partes, una de ellas es la parte correspondiente a la interfaz 
gráfica y que se programa en lenguaje XML y la otra es la correspondiente a la 
programación de todo el código de operación de la aplicación, que se realiza en 
lenguaje Java. 
Para llevar a cabo la programación en estos dos lenguajes, se utiliza el entorno 
de desarrollo llamado Android Studio. 
Antes de comenzar con la programación de la aplicación, debe seleccionarse para 
que versión de Android estará orientada, una vez hecho esto se dará nombre a la 
aplicación y de podrá empezar a programar. 
Para la programación de la interfaz, este entorno permite tanto la 
previsualización de la interfaz gráfica de la aplicación, como su edición, no solo 
mediante código en XML sino también mediante programación gráfica, 
arrastrando los elementos que se necesiten a la pantalla y colocándolos en la 
posición en la que se deseen. 
La programación Java, obviamente, deberá realizarse mediante código y 
haciendo uso de las diferentes clases y métodos de origen o creados 
expresamente. 
Debe mencionarse, que cada ventana de la aplicación dispondrá de su interfaz 
gráfica y de su código Java describiendo la actividad que realizará dicha ventana. 
Se dice pues, que cada nueva ventana es una nueva actividad. 
 
5.1.3 Aplicación realizada 
La aplicación realizada, como se ha explicado en ocasiones anteriores, es la 
encargada de enviar los valores de posición del Smartphone, para que los 
servomotores puedan replicar el mismo movimiento en la cámara del rover. 
Para esto, en el Smartphone, se deberán recoger los valores de los sensores y 
retocarlos para convertirlos en unos valores interpretables por el 
microcontrolador del mando. Estos valores una vez retocados, serán enviados 
por Bluetooth hacia el mando, una vez que este los haya pedido. 
 
Como se puede observar a continuación, el aspecto de la aplicación realizada 
será el mostrado en las Figuras 49 y 50.  
La primera figura muestra la aplicación antes de realizar alguna conexión con 
algún dispositivo Bluetooth, en esta primera fase prácticamente solo se permite 
enlazar comunicación con algún otro dispositivo.  
En la segunda figura se muestra la aplicación una vez ya ha sido conectada, en 
este caso se abre un abanico mucho más grande de opciones con las que es 
posible interactuar de varias formas con el dispositivo conectado, principalmente 
mandando o recibiendo datos. 
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Figura 49. App realizada – Interfaz con Bluetooth desconectado 
La funcionalidad de cada una de las partes es el que se describe a continuación: 
1. Tal como indica el título (BLUETOOTH), estos números que se aprecian, no 
son más que la dirección que identifica el módulo Bluetooth conectado en 
el mando. Pulsando sobre este número se procede a conectar el móvil al 
mando. 
2. Nombre del dispositivo móvil que está siendo usado en el momento. 
3. Submenú que permite leer información adicional sobre la App como los 
autores de la misma o el motivo de su realización. 
 
 
Figura 50. App realizada – Interfaz con Bluetooth conectado 
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4.  Estos valores indican las diferentes lecturas de los sensores de orientación 
en las direcciones ‘x’, ‘y’ y ‘z’. Además, ‘Tocat X’ y ‘Tocat Z’ se activan a 1 
cuando hay una variación importante en el valor ‘x’ o en el valor ‘z’. 
5. Aquí se introducen valores que se quieran transmitir por Bluetooth 
(utilizado para testeo de comunicación) 
6. Con el botón “SEND BYTE” se transmite el valor actual de los sensores de 
posición. Es decir, los valores ‘x’ y ‘z’. 
7. Este botón permite la transmisión continua de los valores ‘x’ y ‘z’ hacia el 
mando. 
8. Con el botón ‘SEND’ se envía el valor introducido en el input de texto 
marcado como ‘5’. 
9. Este botón borra todos los valores mostrados en 13 de la Figura 50. 
10.Esta gama de botones, transmiten el valor de posición que indican (en 
grados), hacia los servomotores (utilizado para testeo de comunicación). 
11.Cuando se marca este ‘checkbox’, los valores introducidos en ‘5’ se 
transmiten adaptados para que sean comprendidos por los servomotores, 
solo se admiten enteros positivos, el resto de caracteres quedaran 
bloqueados hasta desmarcar la opción. (utilizado para testeo de 
comunicación) 
12.Este número indica la dirección correspondiente al módulo Bluetooth del 
Smartphone. 
13.En este espacio aparentemente en blanco, se mostrarán los datos 
recibidos desde el mando. 
14. Con el botón ‘DISCONNECT’ es posible cortar la conexión Bluetooth para 
volverá  conectarse a algún dispositivo. 
Además, cuando hay cualquier error en la conexión, salta un cuadro de dialogo 
indicando dicho error. 
 
5.1.4 Programación de la interfaz 
Para que todos los botones, inputs de texto, cuadros de texto, etc., funcionen 
como se desea, debe realizarse su programación mediante código en Java. 
Se explica a continuación, y a grandes rasgos, la programación en Java que 
influye en cada uno de los elementos utilizados en la interfaz: 
 Botones: 
 
Esta es la estructura básica que sigue toda la programación de los 
botones. Se asocia primero el identificador del botón en la interfaz a una 
btnClear = (Button)findViewById(R.id.clear); 
btnClear.setOnClickListener(new View.OnClickListener() { 
    @Override 
    public void onClick(View v) { 
        textStatus.setText(""); 
        textByteCnt.setText(""); 
    } 
}); 
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variable Java y se activa un escuchador para esperar su pulsación. La 
función a realizar una vez se pulsa el botón es el codigo introducido en el 
método ‘onClick’. 
 
 Entradas de texto: 
 
Mediante la asociación del identificador de input de texto de la interfaz a 
una variable de Java, se recoje el valor introducido y se convierte a String. 
 
 Checkbox: 
 
Tiene una estructura idéntica a la de un botón. 
 
A continuación se explica la parte más importante del programa en Android, que 
es la lectura de los sensores y la edición que se hace de los valores extraídos: 
 
5.1.5  Lectura de los sensores del Smartphone 
Tal y como se ha estado comentando, el sistema requiere de la lectura de los 
valores de orientación del dispositivo móvil. Para ello, se comentó y explicó la 
necesidad de usar de forma combinada los valores de salida del sensor 
magnético y el acelerómetro. 
La combinación de ambos sensores se realiza por software directamente, esto se 
implementa en el programa creado específicamente para el Smartphone. El 
método que realiza los cálculos se llama ‘OnSensorChanged’ es un evento 
perteneciente al ‘SensorEventListener’. Este método es llamado cada vez que se 
detecta un cambio en los sensores especificados. Por lo tanto, actualizara los 
valores de orientación cada vez que el acelerómetro o el sensor magnético varíen 
su salida. El método se encuentra a continuación: 
inputField = (EditText)findViewById(R.id.input); 
 
String ToSend = inputField.getText().toString(); 
 
checkwrite = (CheckBox)findViewById(R.id.checkBox); 
checkwrite.setOnClickListener(new View.OnClickListener() { 
    @Override 
    public void onClick(View v) { 
        if (myThreadConnected != null) { 
            if (checkwrite.isChecked()) { 
                
inputField.setInputType(InputType.TYPE_CLASS_NUMBER); 
            } else { 
                inputField.setInputType(InputType.TYPE_CLASS_TEXT); 
            } 
        } 
    } 
}); 
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En el método se llama a los dos sensores que se van a usar, a continuación, si 
ambos han sido llamados correctamente, se crea una matriz de rotación con 
‘getRotationMatrix’. Esta función genera una matriz de rotación (mR) y una de 
inclinación (null, no la necesitamos), transformando los vectores desde un 
sistema de coordenadas propio del dispositivo a un sistema de coordenadas de 
mundo que se define como una base ortogonal donde X es definido como el 
producto de Y·Z (es tangencial al suelo). 
@Override 
public void onSensorChanged(SensorEvent event) { 
 
        if (event.sensor == mAccelerometer) { 
            System.arraycopy(event.values, 0, mLastAccelerometer, 0, 
event.values.length); 
            mLastAccelerometerSet = true; 
        } else if (event.sensor == mMagnetometer) { 
            System.arraycopy(event.values, 0, mLastMagnetometer, 0, 
event.values.length); 
            mLastMagnetometerSet = true; 
        } 
        if (mLastAccelerometerSet && mLastMagnetometerSet) { 
            SensorManager.getRotationMatrix(mR, null, mLastAccelerometer, 
mLastMagnetometer); 
            SensorManager.getOrientation(mR, mOrientation); 
 
            valorsr1[cuentas] = mOrientation[0]; 
            valorsr2[cuentas] = mOrientation[1]; 
            valorsr3[cuentas] = mOrientation[2]; 
} 
[…] 
if (cuentas<19){ 
    cuentas=cuentas+1; 
    valorsr1suma=valorsr1suma+valorsr1[cuentas]; 
    valorsr2suma=valorsr2suma+valorsr3[cuentas]; 
} 
else { 
    valorsr1suma = valorsr1suma-valorsr1[0]+valorsr1[19]; 
    valorsr2suma = valorsr2suma-valorsr3[0]+valorsr3[19]; 
 
    valorsr1[0]=valorsr1[1]; 
    valorsr1[1]=valorsr1[2]; 
    … 
    valorsr1[18]=valorsr1[19]; 
 
    valorsr3[0]=valorsr3[1]; 
    valorsr3[1]=valorsr3[2]; 
    …  
    valorsr3[18]=valorsr3[19]; 
 
    cuentas=19; 
} 
 
valorsr1mitja=((valorsr1suma)/19); 
valorsr2mitja=(valorsr2suma)/19; 
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Posteriormente llamamos ‘getOrientation’ que se encarga de calcular la 
orientación del dispositivo a partir de la matriz de rotación anterior. Esta función 
nos devuelve un array con las rotaciones alrededor de los tres ejes: 
 mOrientation[0]: Guiñada, Rotación alrededor del eje –Z 
 mOrientation [1]: Cabeceo, Rotación alrededor del eje –X 
 mOrientation [2]: Alabeo, Rotación alrededor del eje –Y 
 
En este caso el sistema solo hace uso de dos ejes de rotación ya que la cámara 
está diseñada para solo girar alrededor de dos ejes (X y Z). Por lo tanto solo se 
usaran mOrientation[0] y mOrientation[1].  
Como se puede apreciar, además, se realiza un filtrado de los datos obtenidos de 
esta matriz a través de un filtro de media móvil llamado ‘ventana deslizante’. El 
uso de este filtro permite mantener una estabilidad en los valores que evita la 
interpretación de datos incorrectos debidos a las variaciones que sufren estos 
sensores. Si no se utiliza el filtro, los valores son muy inestables, variando 
continuamente en un rango de valores pequeño. Dada la precisión que se 
requiere estos valores deben estabilizarse. 
Al utilizar este filtro de ventana deslizante, permitimos hacer la media de muchos 
valores sin influir en la velocidad de recogida de datos (a excepción de los 
primeros valores que debe esperarse a recogerlos todos por primera vez). Este 
promedio realizado basa su funcionamiento en un sumatorio de valores en el cual 
se resta el primer valor y se suma el último valor recibido cada vez. Esto es 
dividido entre el número de medidas totales y por último, todos los valores se 
desplazan a una posición inferior, es decir el segundo valor recibido pasa a ser el 
primero, el tercero pasa a ser el segundo, etc. De esta manera cada vez se 
obtiene un promedio con los últimos valores, sustituyendo cada valor por el 
posteriormente recibido. 
Llegados a este punto ya se dispone de los datos de sensores en los 360º de 
rotación alrededor de los ejes. Mediante un pequeño test práctico, mostrando los 
valores de este sensor combinado a tiempo real, se puede comprobar que 
proporciona valores de entre 0 y 3,2 positivos o negativos. En la Figura 51 se 
observan los 360º de cada eje. 
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Figura 51. Relación entre posición y dato del sensor sin alteraciones 
Estos valores son incomodos de usar para la comunicación  con el resto de 
dispositivos del sistema. Es preferible trabajar solo con enteros y si es posible 
eliminar los valores negativos ya que permite ahorrarnos un byte de 
comunicación dependiendo del tamaño de estos valores. Para cumplir todas estas 
condiciones, en primer lugar, se eliminan los valores negativos sumando a todos 
los valores el valor absoluto del número negativo máximo: 
 
𝑥 = 𝑥 + 3,2 
(11) 
Posteriormente si se desean mandar los valores sin decimales simplemente se 
multiplican por 10, 100, 1000 dependiendo del número de decimales que se 
quieran conservar. En este caso se multiplica por 100, la ecuación final que se 
realizara en software del dispositivo móvil es la siguiente: 
 
𝑥 = (𝑥 + 3,2) ∗ 100 
(12) 
Esto deja el sistema con las referencias de la Figura 52: 
 
Figura 52. Relación entre posición y dato del sensor modificado a solo enteros positivos 
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Estos datos ya transformados se mandan desde el dispositivo móvil al Mando de 
control a través del Bluetooth. La comunicación a través Bluetooth se explica en 
profundidad en su apartado correspondiente 5.2. Comunicaciones por Bluetooth. 
Una vez los datos llegan al Mando de control es necesario adaptarlos al sistema 
antes de mandarlos al destinatario final el Robot. Estos datos contemplan el uso 
de los 360º de orientación sin tener en cuenta la orientación inicial de la cámara 
física. En el caso concreto del sistema que se está tratando los servomotores 
tienen su movimiento limitado a los 180º. 
Por lo tanto, para empezar, se requerirá una solución concreta a los valores que 
salgan del arco de los 180º disponible. Se ha decidido que en caso de superar los 
límites de giro el sistema dejara el servomotor situado en alguno de los limites 
hasta que el usuario vuelva a entrar dentro de los márgenes aceptados, para ello 
se tienen las siguientes ecuaciones:   
 
𝑥 = 170 𝑠𝑖 𝑥 < 170 
𝑥 = 470 𝑠𝑖 𝑥 > 470 
(13) 
Dónde: x=valor sensor 
 
De igual forma con estas limitaciones es necesario poder calibrar el punto central 
de tal forma que se corresponda a los 90º de los servomotores  según las 
necesidades del usuario, para ello se añade el botón de calibración al Mando, 
desde el que el usuario indicara lo que considera como punto central de 
visionado, a partir de ese punto es posible moverse 90º en cualquier dirección. 
Para ello se crean las siguientes ecuaciones: 
 
𝑥 = 𝑥 − (𝑖 − 320) 𝑠𝑖 𝑥 < 320 
𝑥 = 𝑥 − (𝑖 + 320) 𝑠𝑖 𝑥 > 320 
(14) 
Dónde: i=valor centrado x=valor sensor 
 
Usando estas cuatro ecuaciones el sistema estará siempre trabajando en la 
misma semicircunferencia, con las ecuaciones (14) compensamos el valor 
central de referencia a todos los valores. Por lo tanto, siempre se trabaja como si 
320 fuera el centro. Por otro lado, con las ecuaciones (13) limitamos que estos 
valores puedan ir más lejos de los 180º permitidos. Por lo tanto las condiciones 
finales en las que se estarán trabajando serán las siguientes: 
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Figura 53. Relación entre posición y dato del sensor del servomotor 
Las ecuaciones son aplicadas en el Mando en la función ‘prepara_servo’, se 
puede encontrar en el código de a continuación. 
 
El valor centrado (i en las ecuaciones (14)) se asigna en otra función llamada 
‘centrar_servo’ que es llamada al pulsar uno de los pulsadores, esta función se 
limita a hacer una lectura de los sensores y establecerla como valor central  
modificando una variable por eje. 
Las ecuaciones anteriores son aplicadas gracias a los condicionales ‘if’, una vez 
aplicadas se realiza la llamada a un ‘map’ en el que se transforman los valores 
del semicírculo de una escala de 170 a 470 a otra de entre 0 a 1023, este paso 
solo se realiza para equiparar estos valores a los del joystick 2, gracias a eso el 
último paso de comunicación Xbee es común para ambas opciones de control, sin 
que la opción con mayor resolución (el joystick) la pierda en alguna 
transformación de escala. 
 
void prepara_servo(int valorcentrat){ 
  
  if ((Lectura-(valorcentrat-320)<=470) && (Lectura-(valorcentrat-320)>=170)) 
//El servo solo puede moverse entre 0 y 180 
    { 
    Lectura=Lectura-(valorcentrat-320); 
    } 
 
  else if ((Lectura-(valorcentrat-320))>470) 
    { 
    Lectura=470; 
    } 
 
  else if ((Lectura-(valorcentrat-320))<170) 
    { 
    Lectura=170; 
    } 
 
 
  Lectura= map(Lectura, 170, 470, 0, 1023); 
 
  Lectura1 = Lectura>>8; 
  Lectura2 = Lectura & 255; 
} 
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5.1.6 Características básicas de la aplicación 
 
En la aplicación, además de tener la comunicación por Bluetooth y la 
interpretación de los valores de los sensores, se deben establecer ciertos 
parámetros que hacen que la aplicación funcione correctamente. 
Estos parámetros que determinan el funcionamiento de la aplicación dependerán 
principalmente del tipo de ejecución de programa que se quiera realizar. 
Los requisitos principales de la aplicación son: 
 Debe leer el estado de los sensores de posición continuamente 
 Debe estar pendiente de los pedidos que se hagan por Bluetooth 
 Debe poder ejecutarse en segundo plano ya que para la visualización de la 
imagen transmitida por la cámara se utilizará una aplicación oficial 
descargada en “Play Store”. (Esta aplicación se llama “EasyCap Viewer” y 
está exclusivamente diseñada para el módulo EasyCap utilizado) 
 
Para cumplir estos requisitos se deben configurar, mediante programa, las 
siguientes características: 
Para recibir datos y transmitir el estado de los sensores continuamente a través 
del Bluetooth sin que esto influya en la ejecución del programa, debe realizarse 
esta tarea en un hilo (‘Thread’) secundario. Los hilos, en Android, permiten 
realizar diferentes tareas en segundo plano sin interferir en el programa 
principal. 
Gracias a esto se puede mantener una supervisión constante del estado de los 
sensores, a la espera de cualquier pedido o transmitiendo datos sin la necesidad 
de esperar a que la comunicación finalice. 
 
 
private class ThreadConnected extends Thread { 
    private final BluetoothSocket connectedBluetoothSocket; 
    private final InputStream connectedInputStream; 
    private final OutputStream connectedOutputStream; 
 
    public ThreadConnected(BluetoothSocket socket) { 
        connectedBluetoothSocket = socket; 
        InputStream in = null; 
        OutputStream out = null; 
 
        try { 
            in = socket.getInputStream(); 
            out = socket.getOutputStream(); 
        } catch (IOException e) { 
            // TODO Auto-generated catch block 
            e.printStackTrace(); 
        } 
 
        connectedInputStream = in; 
        connectedOutputStream = out; 
    } 
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Además, como se pretende utilizar una segunda aplicación para la visualización 
de las imágenes transmitidas desde el robot, es necesario que la aplicación 
realizada permita ser alojada en segundo plano a la vez que mantiene la 
comunicación por Bluetooth y la lectura de los sensores. 
Para hacer esto, se deben tener claros los conceptos básicos del llamado ciclo de 
vida de las aplicaciones en Android que se explican a continuación. 
El ciclo de vida de las aplicaciones Android determina el estado de la actividad. 
Los estados en que puede estar son los siguientes: 
 Activa (Running): La actividad está siendo ejecutada y visualizada en 
primer plano y además tiene el foco de ejecución. Se trata con los 
métodos ‘onStart()’ y ‘onResume()’.  
 Visible (Paused): La actividad se está visualizando pero no tiene el foco de 
ejecución centrado en esta, sino en otra actividad. Se trata con el método 
‘onPause()’ 
 Parada (Stopped): La actividad no es visible, aunque sigue en segundo 
plano mientras el sistema no la elimine por falta de recursos. Se trata con 
el método ‘onStop()’. 
 Destruida (Destroyed): Se finaliza la actividad por completo. Se trata con 
el método ‘onDestroy()’. 
 
Por tanto, para que la aplicación sea capaz de mantenerse en activo en segundo 
plano, se debe procurar que ni en el método ‘onStop()’ ni en el ‘onPause()’ se 
finalice el proceso de la aplicación (como suele realizarse en muchas 
aplicaciones). 
Por tanto, solo se deben tratar los métodos ‘onStart()’ y ‘onResume()’ donde se 
establecen los parámetros principales del programa y el método ‘onDestroy()’ 
donde se cierra la aplicación por completo.  
 
5.2. Comunicaciones por Bluetooth 
La comunicación Bluetooth es la única comunicación que se realizará entre dos 
dispositivos con diferentes lenguajes de programación. Esto supone que se 
deban realizar dos estudios de tratamiento de las señales del Bluetooth ya que 
en el caso de la atmega328P, se puede tratar a este como una UART, 
configurando los parámetros básicos, pero en el caso del Smartphone se debe 
seguir una serie de pasos para su activación y búsqueda de dispositivos activos. 
Por tanto, se divide la programación en dos partes, la de Android y la de 
Atmega328P: 
 
5.2.1 Bluetooth en Android 
Para utilizar el Bluetooth de Android, como se ha explicado previamente, se 
deberá programar para un nivel de API que incorpore Bluetooth. 
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Para poder utilizar correctamente el Bluetooth integrado en el dispositivo, se 
deben seguir los siguientes pasos: configurar los parámetros, buscar dispositivos 
que puedan conectarse, conectar dichos dispositivos y transmitir los datos entre 
ellos. 
Las instrucciones y clases que se utilizarán en la programación Java serán las 
siguientes: 
 
 BluetoothAdapter: Representa el adaptador Bluetooth (el incorporado al 
móvil) 
 BluetoothDevice: Representa un dispositivo Bluetooth remoto. 
 BluetoothSocket: Representa la interfaz que conecta ambos dispositivos. 
 BluetoothServerSocket: Representa un “servidor” que espera una petición 
de conexión. (Una vez conectado, se convertirá en un BluetoothSocket 
conectado) 
 BluetoothClass: Describe las características generales de un dispositivo 
Bluetooth. 
 BluetoothProfile: Interfaz que define un perfil determinado de Bluetooth, 
con las especificaciones que caracterizan una determinada comunicación 
(por ejemplo el perfil “manos libres”). 
 
Paso 1, Configuración de parámetros: 
Antes de empezar a configurar los parámetros necesarios, se deberán activar los 
permisos Bluetooth. Esto se hace declarando “BLUETOOTH” en “application 
manifest”. En caso de que se desee que el dispositivo sea capaz de descubrir e 
iniciar una comunicación, se declara el permiso “BLUETOOTH_ADMIN”. 
 
Una vez declarado, se “recoge” en una variable (en este caso llamada 
‘bluetoothAdapter’) el adaptador Bluetooth. Para ello asignamos a la variable el 
método ‘getDefaultAdapter()’: 
 
 
bluetoothAdapter = BluetoothAdapter.getDefaultAdapter(); 
if (bluetoothAdapter == null) { 
    Toast.makeText(this, 
            "Bluetooth is not supported on this hardware platform", 
            Toast.LENGTH_LONG).show(); 
    finish(); 
    return; 
} 
 
<manifest... > 
<uses-permission android:name="android.permission.BLUETOOTH"/> 
  ... 
</manifest> 
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Es importante la asignación del adaptador ya que se utilizará para todas las 
operaciones que requieran Bluetooth. 
Como se puede observar en el código anterior, se verifica que el dispositivo móvil 
dispone de un adaptador Bluetooth ya que si ‘getDefaultAdapter()’ retorna “null” 
significa que no existe dicho adaptador. 
 
Finalmente, para poder utilizar el adaptador, deberá activarse la opción 
Bluetooth. Mediante programación se comprueba si dicha opción está activada y, 
en caso de que no se tenga activada, deberá enviarse un aviso desde la 
aplicación pidiendo que se active el Bluetooth mediante un cuadro de dialogo.  
 
Figura 54. Cuadro de diálogo de aviso de activación del Bluetooth 
Por tanto, primero se comprueba si la opción Bluetooth ya está activada 
haciendo uso de la instrucción ‘isEnabled()’. Si ‘isEnabled()’ devuelve ‘false’ es 
que no está activada. Para activarla, se llamará a una actividad que pedirá al 
usuario mediante un cuadro de dialogo la activación del Bluetooth 
(‘startActivityForResult()’ pasándole como intención 
‘ACTION_REQUEST_ENABLE’). 
 
 
 
if (!bluetoothAdapter.isEnabled()) { 
    Intent enableIntent = new 
Intent(BluetoothAdapter.ACTION_REQUEST_ENABLE); 
    startActivityForResult(enableIntent, REQUEST_ENABLE_BT); 
} 
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Paso 2, buscar dispositivos: 
Una vez configurado el Bluetooth, se buscan dispositivos con los que 
comunicarnos. Para realizar esta búsqueda se hace un escaneo en el área que 
alcanza el dispositivo tratando de encontrar dispositivos activos. Una vez 
detectado un dispositivo habilitado, se pide información descriptiva de cada uno 
de los módulos Bluetooth encontrados para poder identificarlos y establecer 
conexión (nombre, clase, dirección MAC). 
Una vez conocidos los datos de los módulos Bluetooth detectados, se puede 
proceder a su conexión. 
Para descubrir los dispositivos, se hará una llamada a ‘startDiscovery()’ que 
procederá a escanear en busca de dispositivos habilitados. Cada vez que se 
descubra un dispositivo, se lanzará una intención llamada “ACTION_FOUND” que 
contendrá el nombre y la dirección del dispositivo encontrado. 
 
Paso 3, conectar dispositivos: 
Una vez descubierto el módulo a conectar, se procede a la conexión. Para 
realizar la conexión, se debe tener un ‘BluetoothServerSocket’ haciendo de 
servidor y que una vez realizada la conexión pasará a ser un ‘BluetoothSocket’ 
conectado. 
En este caso, el módulo HC-06 es el que se encarga de mantener el servidor 
abierto. Por tanto, lo único que se deberá hacer es conectarse a este servidor. El 
procedimiento es el siguiente: 
Mediante ‘BluetoothDevice’ creamos un ‘BluetoothSocket’ con el método 
‘createRfcommSocketToServiceRecors(UUID)’. Dónde UUID debe coincidir con el 
utilizado por el módulo remoto al abrir el servidor (se conoce este valor de 
antemano). 
Se procede, entonces, a iniciar la conexión utilizando el método ‘connect()’. En 
un periodo comprendido en 12 segundos, el módulo remoto debe responder si 
acepta o no la conexión. En caso de fallar, la aplicación está programada para 
realizar 5 intentos más antes de mandar un mensaje de error. 
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En caso de que el módulo Bluetooth al que se pretende conectar ya haya sido 
descubierto con anterioridad y, por tanto, se conoce su información para 
identificarlo. Se puede intentar establecer conexión directamente con dicho 
módulo sin necesidad de buscarlo otra vez (en caso de estar habilitado y en el 
rango adecuado).  
Esto se realiza mediante el método ‘getBondedDevices()’, que devolverá una lista 
con los módulos descubiertos anteriormente.  
 
Paso 4, Transmitir datos: 
Una vez establecida la conexión, cada módulo conectado debe disponer de un 
‘BluetoothSocket’ conectado. Haciendo uso de dicho ‘BluetoothSocket’ se pueden 
intercambiar datos fácilmente entre los dispositivos. 
Para transmitir datos, el procedimiento a seguir es: 
Recoger el ‘InputStream’ y ‘OutputStream’ mediante los métodos 
‘getInputStream()’ y ‘getOutputStream()’ respectivamente. Una vez hecho esto, 
escribimos los datos a enviar y se leen los datos recibidos mediante los métodos 
‘read(byte[])’ y ‘write(byte[])’. 
Hay que tener en cuenta que los métodos ‘read(byte[])’ y ‘write(byte[])’ pueden 
bloquear el programa por lo que deben realizarse en un hilo (‘Thread’) 
secundario que no afecte a la actividad principal. 
NOTA: ‘read(byte[])’ bloquea al sistema porque espera información transmitida 
desde el módulo remoto para leer y ‘write(byte[])’ solo bloquea el sistema si el 
módulo remoto al que se está transmitiendo no está ejecutando la lectura 
(‘read(byte[])’).  
 
private final BluetoothDevice bluetoothDevice; 
 
private ThreadConnectBTdevice(BluetoothDevice device) { 
    bluetoothDevice = device; 
 
    try { 
        bluetoothSocket = 
device.createRfcommSocketToServiceRecord(myUUID); 
        textStatus.setText("bluetoothSocket: \n" + bluetoothSocket); 
    } catch (IOException e) { 
        // TODO Auto-generated catch block 
        e.printStackTrace(); 
    } 
} 
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Para leer y escribir: 
 
 
 
private final BluetoothSocket connectedBluetoothSocket; 
private final InputStream connectedInputStream; 
private final OutputStream connectedOutputStream; 
 
public ThreadConnected(BluetoothSocket socket) { 
    connectedBluetoothSocket = socket; 
    InputStream in = null; 
    OutputStream out = null; 
 
    try { 
        in = socket.getInputStream(); 
        out = socket.getOutputStream(); 
    } catch (IOException e) { 
        // TODO Auto-generated catch block 
        e.printStackTrace(); 
    } 
 
    connectedInputStream = in; 
    connectedOutputStream = out; 
} 
 
while (true) { 
    try { 
        bytes = connectedInputStream.read(buffer); 
 
        final String strReceived = new String(buffer, 0, bytes); 
        final String strByteCnt = String.valueOf(bytes)  
 + " bytes received.\n"; 
        letra = strReceived; 
 
        if(flagTimer==1) { 
            lectura_sensors(); 
        } 
 ...}} 
 
 
public void write(byte[] buffer) { 
    try { 
        connectedOutputStream.write(buffer); 
    } catch (IOException e) { 
        // TODO Auto-generated catch block 
        e.printStackTrace(); 
    } 
} 
 
... 
 
byte[] bytesToSend = ByteBuffer.allocate(1).put(Letra[0]).array(); 
myThreadConnected.write(bytesToSend); 
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5.2.2 Bluetooth en Atmega328P 
Como se comentaba, en el caso de la Atmega328P, se tratará el módulo 
Bluetooth como una comunicación UART normal y corriente, con un pin Tx y un 
pin Rx. Esto se debe a que el HC-06 se encarga de toda la configuración y 
conexión, arreglando el camino para realizar la comunicación sin más 
preocupaciones a diferencia de Android, donde debía hacerse mediante código 
Java. 
Únicamente debe tenerse en cuenta el ‘baud rate’ utilizado para la transmisión, 
que con la finalidad de crear una comunicación más rápida entre el Smartphone 
y el mando, se ha aumentado. 
 
En el código se asocian los pines 1 y 0 del microcontrolador a las señales Rx y Tx 
del módulo Bluetooth. También se establece que la velocidad de transmisión es 
de 115200 Bauds. Esto también se debe configurar en el módulo Bluetooth 
mediante envío de instrucciones “AT”.  
Para la transmisión y la recepción de datos, tan solo se deben utilizar las 
instrucciones ‘Bluetooth.write()’ y ‘Bluetooth.read()’.  
 
El código anterior, forma parte de la función creada que envía un dato pidiendo 
un valor concreto de sensor de posición, espera a recibir estos valores y los lee. 
Primero, como se puede ver en el código, se debe activar la lectura de la UART 
del Bluetooth mediante la instrucción ‘Bluetooth.listen()’. Una vez activado, para 
leer o escribir, se utilizan las instrucciones ‘.write()’ y ‘.read’. Con la instrucción 
‘Bluetooth.available()’ se detecta si se reciben datos por el módulo. 
NOTA: Se ha suprimido  el código del ‘while…{…}’ con la finalidad de visualizar 
mejor las instrucciones que se pretenden describir. 
 
 
Bluetooth.listen(); 
Bluetooth.write(valor); 
delay(1); 
while ((Bluetooth.available()==0) && (Manual==0)) 
  { 
 ... 
 ...[CODIGO] 
   ... 
  }  
Letra = Bluetooth.read(); 
SoftwareSerial Bluetooth(1, 0); // RX, TX 
Bluetooth.begin(115200); 
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5.3. Módulos Xbee 
Los módulos Xbee son altamente configurables y disponen de multitud de 
opciones de conexión y usos, antes de poder conectar los módulos Bluetooth a 
las placas electrónicas correspondientes, deben configurarse primero, 
posteriormente pueden ser usados con comunicación UART en consonancia con 
un microcontrolador o mediante señales directas a algunos de sus pines. A 
continuación se explica la configuración realizada para el proyecto junto a la 
comunicación realizada con los microcontroladores. 
 
5.3.1 Configuración 
Siguiendo con la comunicación entre placas, se procede a configurar y explicar 
los requerimientos para la transmisión de datos mediante Xbee. 
Para realizar la comunicación con Xbee, primero deben configurarse todas las 
características necesarias para un correcto funcionamiento de los módulos. 
La programación de estas características se realizará mediante el software 
“XCTU” que proporciona Digi y conectando los módulos a un ordenador a través 
de la placa explorer. 
Las características de los módulos más importantes  a tener en cuenta son: 
 Update Firmware: Esta opción permite reprogramar el firmware del 
módulo, cambiando tanto su función en la red como su versión. Entre las 
funciones disponibles se permite establecer el módulo como Router, 
Coordinador o “End device”, tanto en modo AT como API. 
 ID: “PAN ID” Nos permite establecer el identificador de la red PAN que se 
creará para poder conectar módulos utilizando directamente el 
identificador conocido. Este valor debe coincidir en los dos módulos ya que 
si no, no se conectarán a la misma red PAN. 
 SC: “Scan Channels” Indica sobre que canales se realizará el escaneo. 
 SD: “Scan Duration” Establece la duración del escaneo. 
 ZS: “ZigBee Stack Profile” Modo de empaquetamiento en la comunicación 
(Valores de 0,1 o 2) Usado principalmente por compatibilidad con radios 
de otras empresas. 
 NJ: “Node Join Time” Determina el tiempo que el router o coordinador 
permitirán la conexión de otros módulos a la red. 
 NW: “Network Watchdog Timeout” Habilita/Deshabilita y establece el 
tiempo que estará el watchdog de comunicación. Si se habilita, el router 
abandonará la red si no se recibe comunicación valida en 3*NW. 
 JV: “Channel Verification” Si se habilita, el router verifica, tanto en la 
conexión como en el encendido del sistema, si existe un coordinador en el 
mismo canal. Si no existe ningún coordinador en este canal, el router se 
desconectará. En caso de estar deshabilitado, el router seguirá en el 
mismo canal aunque no exista un coordinador. 
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 JN: “Join Notification” En caso de activarlo el Xbee notifica a la red entera 
de su presencia e indentidad. 
 SH: “Serial Number High” es el número de serie alto del módulo. 
 SL: “Serial Number Low” es el número de serie bajo del módulo. 
 MY: “16bit Network Adress” Es la dirección que todo Xbee conectado a una 
red, debe tener. 
 DH: “Destination Address High” Se utiliza para determinar a qué módulos 
se transmitirá la información (SH del módulo deseado). 
 DL: “Destination Address Low” Se utiliza para determinar a qué módulo se 
transmitirá la información (SL del módulo deseado). 
 BD: “Baud Rate” Determina la velocidad de transmisión de datos. 
 NB: “Parity” Determina la paridad. 
 SB: “Stop Bits” Determina si hay bit de stop o no. 
 R0: “Packetization Timeout” Establece cada cuanto se crea un paquete y 
se transmite (en un módulo será 0 (robot) y en el otro 4 (mando)). 
 D7: “DIO7 Config” Determina la configuración del pin DIO7 del módulo 
que puede actuar como CTS, como input digital, enable del RS o estar 
deshabilitado. 
 D6: “DIO6 Config”  Determina la configuración del pin DIO6 del módulo 
que puede actuar como RTS, como input digital o estar deshabilitado.  
Antes de comenzar con la configuración de los parámetros de cada módulo, debe 
establecerse un coordinador y un router o end device para poder realizar la 
comunicación. Una vez hecho esto, se procede a configurar los parámetros de 
comunicación. 
 
5.3.2 Configuración de red 
Cuando se configuran módulos Xbee, es muy importante determinar entre que 
módulos se realiza la comunicación y quien puede transmitir a quien. 
Para aclarar, como se explica a continuación, existen diferentes puntos en la 
creación de redes para Xbee: 
Primero, los canales que controlan la frecuencia de banda en la que se establece 
la comunicación. Normalmente, los módulos Xbee operan en una frecuencia de 
2.4GHz en la banda 802.15.4 (estándar IEEE) y el canal calibra en esta banda de 
frecuencia. 
Segundo, las PAN ID que identifican la red PAN creada. 
Finalmente se tienen las “Destination Address”. 
Para realizar la correcta configuración de red, deberán configurarse los 
parámetros como se comenta a continuación: 
 PAN ID: como se ha comentado, la red PAN debe ser la misma en todos 
los módulos conectados a esta red. 
 “Destination Address”: Como se observa, hay dos “Destination Address” la 
DH y la DL. Esta dirección establece a que Xbee se permite hacer la 
transmisión de datos. Hay dos formas de utilizar esta dirección: 
 Sistema de realidad virtual aplicada a robótica móvil 
 - 95 - 
o Utilizando la dirección ‘MY’: En este caso solo se utiliza el ‘DL’ por lo 
que el ‘DH’ se establece como ‘0’. En cambio, a ‘DL’ se le asignará 
como valor la dirección ‘MY’ del módulo al que se pretende 
transmitir datos. 
o Utilizando el número de serie: En este caso, teniendo en cuenta que 
todos los módulos Xbee disponen de dos números de serie (el 
superior y el inferior), se le asignará a ‘DL’ el valor de ‘SL’ del 
módulo al que se pretende transmitir y a ‘DH’ el número de serie 
‘SH’. 
En este caso, los valores de configuración de red de ambos módulos son los de 
las Figuras 55 y 56. 
 
Figura 55. Configuración parámetros de red (Xbee Coordinator) 
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Figura 56. Configuración parámetros de red (Xbee Router) 
Como se puede apreciar, los parámetros siguen las pautas comentadas 
anteriormente: Las “PAN ID” coinciden y los valores de ‘SH’, ‘SL’ y ‘DH’ y ‘DL’ 
están enlazados respectivamente entre ellos como se debe. 
 
5.3.3 Configuración de módulo 
Una vez establecidos los parámetros para la creación y conexión de red ‘Zigbee’, 
se procede a determinar las características de transmisión de datos de cada 
módulo. Como se ha comentado anteriormente, el Baud Rate será de 115200 
bps para tener una comunicación lo más rápida posible. En este caso, no se 
utilizará bit de paridad y se enviará un bit de stop. 
Como se decía en el apartado 4.1.2. Xbee, se utilizan los pines CTS y RTS para 
poder controlar constantemente la lectura de los datos del buffer de recepción y 
observar el estado del buffer de transmisión. 
Por último, se establecerá el número de bytes que deben colocarse en el buffer 
de transmisión del Xbee para que este los coloque en paquetes y pueda empezar 
a transmitir. 
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Figura 57. Configuración parámetros de interfaz serie (Xbee Mando de Control) 
 
 
Figura 58. Configuración parámetros de interfaz serie (Xbee Robot) 
Como se observa en las imágenes anteriores, en el caso del rover la 
paquetización será de ‘0’ bytes y la del mando de ‘4’. 
Esto se debe a que el rover tan solo debe enviar un byte pidiendo el valor de los 
sensores que debe transmitir el mando. El valor ‘RO’ = 0 indica que se 
transmitirán todos los caracteres que se reciban de forma instantánea. 
En cambio, como el mando debe transmitir 4 valores (bytes), ya que se 
transmitirá el identificador de datos, el byte alto de la información, el byte bajo y 
la variable de comprobación debe asignarse un valor “RO” igual a 4 
 
5.3.4 Programación de los Xbee 
El último paso en cuanto a software para la comunicación con Xbee, es la 
programación de los microcontroladores Atmega. 
Como en el caso del Bluetooth, para transmitir información a través de los Xbee, 
deberá establecerse que pines son los de transmisión y recepción. En este caso, 
a diferencia de con el Bluetooth, no se tratará el bus como una ‘UART’ simple ya 
que deberán modificarse los valores de ‘RTS’ para cada recepción y, también, 
comprobar los valores de ‘CTS’ como se comentaba en la parte de hardware. 
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Igualmente, se configuran los pines ‘Rx’, ‘Tx’, ‘CTS’ y ‘RTS’ con las funciones 
correspondientes y, también, se configura el baud rate al que se desea transmitir 
la información. Se debe tener presente que el baud rate colocado en el programa 
debe coincidir con el baud rate al que se han programado los módulos a través 
del ‘XCTU’ de ZigBee. 
 
NOTA: La configuración de los pines es distinta en cada placa. 
Como se ha comentado al principio del capítulo, se ha establecido un protocolo 
de comunicación que se debe cumplir. Dicho protocolo consiste en enviar un 
pedido de datos desde el rover, cada vez que este desee conocer si se deben 
mover o cambiar el movimiento de los motores o servomotores. Este pedido 
consistirá en una letra siendo: 
 ‘a’: Pide la posición del servomotor con giro sobre el eje ‘X’ 
 ‘b’: Pide la posición del servomotor con giro sobre el eje ‘Y’ 
 ‘c’: Pide el valor del joystick analógico para el movimiento de los motores 
derechos 
 ‘d’: Pide el valor del joystick analógico para el movimiento de los motores 
izquierdos 
El microcontrolador debe transmitir sistemáticamente estos valores y, hasta que 
no recibe respuesta para un pedido, no pasa al siguiente. 
SoftwareSerial Xbee(1, 0); // RX, TX 
const int RTS = 4;          
const int CTS = 2; 
[…CODIGO INICIALIZACION DE OTRAS VARIABLES Y PINES…] 
  Xbee.begin(115200); 
  pinMode(CTS, INPUT); 
  pinMode(RTS, OUTPUT); 
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Para seguir este procedimiento, se ha creado una función específica que envía el 
pedido cada cierto tiempo (~50 ms) y espera a recibir información de vuelta. 
Hasta que no recibe la información deseada no se procede a pedir la siguiente 
información. 
 
NOTA: Reenvia1, Reenvia2 y Reenvia3 son contadores para esperar cierto 
tiempo en el que, si no se recibe ninguna información de vuelta, puede significar 
que el pedido se ha perdido. Si esto ocurre, se vuelve a transmitir. Se hace con 
contadores y no con ‘delay’ para poder comprobar continuamente si hay 
información en el buffer de recepción con la función ‘Xbee.available()’. 
Una vez se detecta información en el buffer de recepción, y por tanto se sale del 
bucle, se leen los datos siguiendo el protocolo de controlar el flujo mediante el 
pin ‘RTS’. 
while (Xbee.available()==0) 
  { 
  Reenvia=Reenvia+1; 
  if (Reenvia>0) 
    { 
      if (Reenvia2>0) 
      { 
        delay(1); 
        if (Reenvia3>50) 
        {  
          Xbee.print(valor); 
          Reenvia3=0; 
        }       
      Reenvia=0; 
      Reenvia2=0; 
      Reenvia3=Reenvia3+1; 
      } 
      Reenvia=0; 
      Reenvia2=Reenvia2+1; 
    } 
  }  
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NOTA: ‘Letra’ es la variable de recepción del identificador de datos, ‘Lectura1’ y 
‘Lectura2’ las de recepción de los dos bytes de información y ‘tocat’ la de 
comprobación de señal. 
Además, como se ha comentado previamente, el rover comprobará que la 
información que recibe se corresponde con la deseada. Esto lo hace 
comprobando que el primer valor que recibe se corresponde con la letra de 
pedido. Es decir, el identificador de los datos que transmitirá el mando, debe 
coincidir con el código establecido para cada letra: 
 Si se envía el pedido ‘a’, el identificador de vuelta debe ser ‘1’ 
 Si se envía el pedido ‘b’, el identificador de vuelta debe ser ‘2’ 
 Si se envía el pedido ‘c’, el identificador de vuelta debe ser ‘3’ 
 Si se envía el pedido ‘d’, el identificador de vuelta debe ser ‘4’ 
digitalWrite(RTS,LOW); 
delay(1); 
Letra = Xbee.read(); 
digitalWrite(RTS,HIGH); 
delay(1); 
 
digitalWrite(RTS,LOW); 
delay(1); 
Lectura1 = Xbee.read(); 
digitalWrite(RTS,HIGH); 
delay(1); 
 
digitalWrite(RTS,LOW); 
delay(1); 
Lectura2 = Xbee.read(); 
digitalWrite(RTS,HIGH); 
delay(1); 
 
digitalWrite(RTS,LOW); 
delay(1); 
tocat = Xbee.read(); 
digitalWrite(RTS,HIGH);  
delay(1); 
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De esta forma, se asegura que la información recibida se corresponde con la 
información que se pide. 
Por este motivo, si la información que se transmite desde el mando no tiene un 
identificador de datos que se corresponda con el pedido, el rover seguirá también 
en el bucle pidiendo la información deseada. 
Para esto se utiliza el bucle que comprueba el identificador y de no cumplirse, 
vuelve a entrar en la función de transmisión de pedido y recepción de datos. 
 
NOTA: “rep();” es la función que envía el pedido hacia el mando cada (~50 ms) 
y se encarga de guardar la información recibida en variables para pasarlas luego, 
después de retocarlas como deba para su correcta preparación, a los motores o 
servomotores. 
Un punto a tener en cuenta es que cada vez que se transmite un paquete deben 
esperarse 10 ms como mínimo antes de enviar otro. De lo contrario, se 
sobrecargaría el buffer de transmisión y acabaría bloqueándose la comunicación. 
 
5.4. Procesos del mando de control 
De igual forma todos los procesos anteriores, debe hacer una programación del 
resto de procesos del mando de control que respeten los criterios antes 
definidos. 
Las funciones básicas que cumple el mando son las de leer los joysticks 
analógicos, comunicarse por Bluetooth con el HMD, transmitir por Xbee los datos 
de los sensores y cambiar el modo de funcionamiento según el pulsador que se 
apriete. Además, como se comentaba, se transmiten 4 valores por Xbee desde el 
mando hacia el robot. Estos valores son los siguientes: 
 Identificador de datos: Explicado en el apartado anterior. 
 Byte alto: transmite la parte alta de la información. 
 Byte bajo: transmite la parte baja de la información. 
 Comprobación de señal: En el programa llamado ‘tocat’. Este valor 
transmite un 1 cuando se detecta en la lectura de los sensores una 
variación mayor a 5 sobre 1024. De esta forma se evitan las falsas 
while((Letra!=1)) 
  { 
    if (entra=1) 
    { 
      delay(10);  
    } 
    ServoX=rep('a'); 
    tocatsx=tocat; 
  } 
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variaciones por el propio ruido del microcontrolador, que, al tratarse de un 
convertidor ADC integrado en el propio chip, tiene un ruido apreciable. 
En vistas de la comunicación, se transmite la variable ‘tocat’ pero de 
puertas hacia dentro del microcontrolador existen realmente cuatro 
variables de comprobación. Estas variables son ‘tocatsx’, ‘tocatsy’, 
‘tocatmx’ y ‘tocatmy’ que se corresponden con el servomotor ‘X’, el 
servomotor ‘Y’, el motor ‘X’ y el motor ‘Y’ respectivamente. 
Estos datos se transmiten por Xbee de la forma explicada anteriormente. 
 
5.5. Procesos del robot 
Los datos transmitidos desde el mando se interpretan en el robot y se 
transforman de la manera necesaria para ser interpretados por los distintos 
periféricos. 
Para preparar estos datos, lo primero que hace el robot es convertir los datos 
que llegan en una escala de 0 a 1023 a una de 0 a 180 (grados) en el caso 
de la señal de los servomotores sin realizar ninguna modificación en el 
caso de los motores de tracción. 
Una vez convertida la señal a una de 0 a 180 grados, esta puede cargarse 
directamente a los servomotores en caso de que la validación de los datos sea 1 
(es decir ‘tocatsx=1’ o ‘tocatsy=1’). 
Respectivamente, los motores deberán cargar el valor correspondiente cuando se 
reciba la validación de datos positiva (‘tocatmx=1’ o ‘tocatmy=1’) pero en este 
caso no es una transmisión directa del valor. Para los motores, se debe 
comprobar la dirección del movimiento para decidir que motores se encienden y 
cuáles no. 
Para esto se divide la activación de los motores en 4 partes: Avance del robot, 
retroceso, giros y parado. 
Se ha decidido dar un margen de valores alrededor de un valor de 512 (valor con 
el joystick en reposo). Con lo que para el estado parado del robot se ha 
determinado que si el joystick devuelve un valor entre 200 y 700 (para ‘X’ y para 
‘Y’) el robot se mantendrá parado. 
Para avanzar, se debe recibir un valor en la posición ‘Y’ del joystick superior a 
700 a la vez que se mantiene la posición ‘X’ entre 200 y 700 (reposo en ‘X’). 
Para retroceder, la posición ‘X’ del joystick debe estar entre 200 y 700 y el valor 
‘Y’ debe ser inferior a 200. 
Finalmente, para los giros, es justamente al contrario ya que debe mantenerse 
en reposo la posición ‘Y’ (entre 200 y 700) mientras que el eje ‘X’ debe ser 
inferior a 200 para giros a la derecha y superior a 700 para giros a la izquierda. 
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Figura 59. Esquema de los movimientos del robot respecto al joystick 
 
5.6. App de Vídeo - EasyCap Viewer 
Para la visualización de la imagen de video se usa una App externa creada 
especialmente para la comunicación con un dispositivo EasyCap a través del USB 
del teléfono móvil. 
Mientras la App creada especialmente para el proyecto está siendo ejecutada en 
segundo plano, se ejecuta simultáneamente esta segunda App para la 
visualización de la imagen de la cámara. 
La app llamada EasyCap Viewer dispone de múltiples opciones de configuración, 
entre ellas hay la opción de crear estereoscopia en la imagen, mejorando la 
inmersión y obteniendo de forma fácil la imagen final que se deseaba en el 
proyecto. Una vez activada la estereoscopia la pantalla del móvil muestra algo 
similar a la Figura 60. 
Para conectar esta App con el EasyCap del sistema de video es tan simple como 
conectar el dispositivo en el teléfono móvil, una vez ha sido configurada la App 
de los sensores, se  deja en segundo plano y se abre esta segunda App desde la 
que (si ya ha sido todo previamente configurado) se mostrara directamente la 
imagen de la cámara en modo estereoscópico 
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Figura 60. Imagen estereoscópica de EasyViewer 
Para llegar a obtener la imagen de forma correcta la App dispone de varias 
opciones de configuración que deben situarse a unos valores obligatorios: 
 Startup device: En este apartado se pide seleccionar el microcontrolador 
con el que funciona el EasyCap que se esté usando, en este caso el 
modelo UTV007. Si esta opción no se coloca correctamente la App no 
mostrara la imagen. 
 Video Format: El formato de video puede ser NTSC o PAL, el EasyCap está 
diseñado para poder trabajar con ambos, en el caso del proyecto se ha 
dejado la opción predeterminada NTSC, aunque en caso tener problemas 
se recomienda probar con PAL. 
 Video input: Solo hay una entrada de vídeo por lo tanto se establece en 1. 
Una vez establecidas estas tres opciones correctamente la App ya debería poder 
recibir imagen, si se desea recibir la imagen en estereoscopia y con la mejor 
calidad de tracking e inmersión deben configurarse también las siguientes 
opciones: 
 Full Screen: Activar esta opción coloca la imagen a pantalla completa, 
mejorando su visualizado 
 Cardbox View: Activando esta opción se crea el efecto estereoscópico. 
 Scaling Mode: Calidad de la imagen, se recomiendo la más baja para 
mejorar los FPS de la imagen recibida. 
Con todas estas opciones configuradas la App ya está lista para su uso. 
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 CAPÍTULO 6:
CONCLUSIONES  
En última instancia, recapitulando sobre todo el proyecto final de grado por el 
que se optará al título de graduado en ingeniería electrónica industrial y 
automática, se extraen una serie de conclusiones, reflexiones y suposiciones al 
respecto sobre todo lo aprendido a lo largo de su realización y los resultados 
finalmente obtenidos del mismo.   
En primer lugar, se aprecia que una vez finalizado el proyecto, los objetivos 
establecidos en su inicio han sido realizados correctamente con un resultado 
satisfactorio. Tal y como se deseaba, se ha podido realizar un sistema físico de 
realidad aumentada completamente funcional formado por los dos elementos 
conceptualizados en un inicio: unas gafas de realidad aumentada y un vehículo 
móvil con head-tracking y visión a tiempo real. De todo el proyecto no solo se 
obtiene el sistema final y los métodos aplicados a este, sino gran cantidad de 
conocimientos e ideas para la realización de mejoras del presente proyecto, que 
permitirían la creación de un sistema mucho más perfeccionado y orientado a 
una solución comercial mucho más óptima. 
Como motivación inicial al proyecto no solo se tenía la realización del propio 
sistema, sino la adquisición de multitud de conocimientos nuevos relacionados 
con la ingeniería. La motivación de los autores se ha visto recompensada a lo 
largo del proyecto, ya que se ha demostrado que gracias a los conocimientos 
iniciales obtenidos a lo largo de la carrera se abre un camino mucho más amplio 
a gran cantidad de conocimientos del sector que pueden irse adquiriendo 
mediante el autoaprendizaje.  
A lo largo del transcurso del proyecto ha sido necesario el estudio de diferentes 
conceptos en varias áreas de la ingeniería y no únicamente del ámbito de la 
electrónica. Algunos ejemplos son el estudio de la mecánica del robot (tanto el 
peso que es capaz de mover, como el peso que soportan los servomotores) o la 
ergonomía del soporte para el mando de control. Por otra parte, también se han 
estudiado temas puramente de programación, tales como la programación para 
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dispositivos móviles Android y de igual manera se han tenido que estudiar una 
gran cantidad de factores electrónicos que envolvían el proyecto tanto a nivel de 
hardware como de software. 
Como es lógico, la parte desarrollada más extensamente ha sido la de ámbito 
electrónico, dónde se han integrado y estudiado prácticamente todos los 
aspectos de esta, desde electrónica analógica en el comparador de las baterías, 
hasta electrónica digital con el montaje de microcontroladores y programación de 
los mismos, pasando finalmente por la gestión de datos de sensores en el 
dispositivos móvil. Es en esta parte donde se ha puesto en práctica los 
conocimientos adquiridos a lo largo de la carrera así como se ha ampliado el 
conocimiento en otras muchas áreas desconocidas hasta el momento, 
especialmente las relacionadas con la transmisión de datos de forma inalámbrica.  
De igual forma, se observa que, en este proyecto, no se han aplicado únicamente 
los conocimientos previos de electrónica, si no que se han estudiado nuevos 
conceptos como por ejemplo la programación de dispositivos móviles con 
sistema operativo ‘Android’ que se ha tenido que aprender desde cero (tanto 
programación en Java como en XML), o recuperar conocimientos aprendidos pero 
muy poco utilizados en los últimos años, como los cálculos mecánicos de la 
estructura y las fuerzas que se aplican a esta. 
Centrando la atención en lo que concierne a aspectos más concretos del sistema 
realizado, se comentan las cosas más destacables en cuanto a problemas y/o 
resolución de estos: 
El atmega328P tiene demasiados pocos ‘timers’, lo que limita la resolución del 
PWM a solo 8 bits, con solo 256 posiciones el movimiento de la cámara es 
demasiado brusco. Unos servomotores de más calidad también ayudarían a 
mejorar la calidad del movimiento o el uso de ‘encoders’ para tener ‘feedback’ 
directo de la posición de estos. 
Respecto a la aplicación Android, pese a que se trata de una aplicación de testeo 
y no pretende ser comercial, se encuentran varias posibilidades de mejora. Estas 
mejoras incluyen la unión de la aplicación de visualización de video 
estereoscópico con la aplicación de lectura y transmisión de los valores de los 
sensores de posición, un control más intuitivo de la aplicación y con menos 
botones para el testeo, una interfaz más atractiva, etc. Todas estas mejoras 
harían que esta aplicación estuviese más orientada al público y menos al testeo. 
Algo que es difícil de mejorar es la calidad de video que se recibe en el HMD. Ya 
que a pesar de que sí que podría llegar a ser algo mejor, debido a la velocidad de 
transmisión de vídeo que debe haber y la distancia a la que se debe transmitir, 
es muy difícil hacerlo y se deberían utilizar componentes de transmisión y 
recepción de más prestaciones y, como consecuencia, más caros. Este hecho no 
es un defecto muy grande ya que incluso sistemas de realidad aumentada 
comerciales de la actualidad tienen este problema en lo que respecta a la calidad 
de video a grandes la distancias y velocidades de transmisión. 
Como se ha comentado en todo momento, el presente proyecto únicamente 
pretende ser un prototipo de sistema de realidad aumentada y no un producto 
comercial. Es por esto que hay varias modificaciones sobre las placas PCB 
originalmente realizadas. Estas modificaciones incluyen correcciones típicas en el 
testeo de prototipos como la unión de pistas no conectadas, resistencias que, no 
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estaban mal dimensionadas, pero sí que eran más adecuadas con otros valores, 
etc. 
En lo que respecta a los problemas resueltos satisfactoriamente, los proyectistas 
están especialmente contentos con la correcta comunicación inalámbrica entre 
las diferentes placas, tanto en la comunicación por Xbee entre robot y mando 
como con la comunicación Bluetooth entre mando y Smartphone. Ya que no solo 
se ha conseguido realizar una comunicación segura que verifica y asegura la 
comunicación entre los distintos terminales sino que además se ha conseguido 
que esta se realice rápida y efectivamente. 
Otro aspecto solventado ha sido la carga de la señal en los motores, cosa que 
provocaba la alteración imprevisible de los servomotores. Después de un largo 
tiempo realizando pruebas se consiguió solucionar el problema creando gran 
satisfacción en los proyectistas. 
Como se puede ver en el desglose de los materiales utilizados, este proyecto es 
un proyecto especialmente caro a pesar de que se han intentado utilizar siempre 
los componentes más baratos posibles para frenar los gastos. Estos gastos 
aumentarían aún más si se pretendiera realizar una versión para la venta 
comercial, ya que muchas de las mejoras realizadas sobre la marcha tales como 
la colocación de las baterías con cinta adhesiva  o la sujeción de la cámara al 
cuello del robot mediante gomas deberían estudiarse para hacerse más robustos 
o más estéticos. Además, la estética de todos los componentes del sistema es 
muy mejorable ya que el HMD consta de una Cardboard que se sujeta a la 
cabeza mediante cintas con velcro, el mando se compone de un soporte que deja 
la placa al aire libre (cosa que facilitaba el testeo) y el robot es una estructura 
comprada que mantiene las placas al aire libre sin ninguna protección. 
Todos estos aspectos estéticos son mejorables a pesar de que en ningún 
momento pretendían ser objeto del proyecto. 
Finalmente, en la opinión personal de los proyectistas, se guarda la experiencia 
conseguida con especial cariño ya que se han podido apreciar los frutos del largo 
y duro trabajo de la realización del proyecto. 
Sin lugar a dudas el hecho de estar largas horas implicados en un trabajo, tanto 
en el estudio de hardware como en el testeo y la programación, y el hecho de 
poder llegar al resultado deseado es de una satisfacción personal indescriptible. 
Se han consolidado muchísimas de las cosas aprendidas en los años de carrera 
gracias al haber sido aplicadas en un proyecto real. El esfuerzo realizado se ha 
visto reflejado en un resultado que ha cumplido los objetivos propuestos 
inicialmente.  
Por esto, y sin pensarlo dos veces, se puede afirmar que ha sido, no solo una 
gran experiencia para los proyectistas, sino una conclusión idónea para el viaje 
que han significado estos años de carrera.  
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CAPÍTULO 1: 
INTRODUCCION 
En el presente documento se presenta un estudio económico de diversos puntos 
del proyecto realizado. En primer lugar se calcula el coste de la producción de 
una sola unidad, posteriormente se calculan los costes de una producción seriada 
con un lote de 100 unidades. 
Dichos costes han sido divididos en varios apartados, separando los costes en 
mano de obra, materiales, equipo y amortización del mismo y costes generales 
en el caso de la primera unidad y montaje, pruebas funcionales y material 
unitario en el caso de la producción seriada. 
Hay que remarcar que estos cálculos se realizan respecto al prototipo realizado 
para el proyecto siendo este una versión mal optimizada económicamente para 
una buena producción, componentes como la cámara o las baterías se eligieron 
por disponibilidad, más que por coste. Pese a esto, en la presenta memoria  se 
consigue una aproximación bastante sólida a la de un caso real. 
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CAPÍTULO 2:           
COSTES DE UNA UNIDAD 
En este apartado, es establecen los costes relativos a la producción de una sola 
unidad del producto, los costes son calculados a partir de la idea de que la 
unidad es diseñada, construida y testeada por los propios proyectistas con un 
sueldo propio de un ingeniero junior en España.  
 
2.1. Mano de obra 
En primer lugar se calculan los costes propios de la acción humana en el 
proyecto que incluyen desde inicialmente un estudio de viabilidad de producto 
que incluye la formación de los proyectistas pasando por el diseño, montaje, 
testeo y documentación del mismo. 
Se estipula que como ingenieros junior se cobraran unos 12€/h por persona, 
siendo las horas un cómputo total de las de ambos miembros del equipo. 
 
 
Tabla 1. Costes de mano de obra 
Tarea del equipo Precio/hora  Horas Total 
Estudio de viabilidad, X 12€/h 300h 3600€ 
Diseño de Hardware y Software, Y 12€/h 550h 6600€ 
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Montaje de Hardware, Z 12€/h 100h 1200€ 
Depuración de Software, W 12€/h 180h 2160€ 
Pruebas funcionales, V 12€/h 120h 1440€ 
Confección de la documentación, U 12€/h 90h 1080€ 
TOTAL, X+Y+Z+W+V+U 12€/h 1340h 16.080€ 
 
 
2.2. Costes de los materiales 
A continuación se realiza un listado completo de todos los materiales utilizados y 
sus costes para la construcción de  una unidad completa, los gatos están 
divididos en las varias partes del sistema teniendo por un lado los costes del 
HMD, los costes del Mando de Control y finalmente los costes finales del Robot. 
 
2.2.1 Material del HMD 
En la siguiente tabla se establecen los costes de material completos del casco de 
realidad aumentada o HMD: 
 
Tabla 2. Costes de material del HMD 
Componente Referencia Cantidad Precio Total 
CardBoard CardBoard 1 10€ 10€ 
EasyCap EasyCap 1 24,5€ 24,5€ 
Adaptador MicroUSB-USB  mUSB-USB 1 1,17€ 1,17€ 
Receptor radio RC305 RC305 1 35€ 35€ 
Batería S3 2200mAh B1 1 22,50€ 22,50€ 
TOTAL    93€ 
 
2.2.2 Material del Mando de Control 
En la siguiente tabla se establecen los costes de material completos del mando 
de control: 
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Tabla 3. Costes de material del Mando de Control 
Componente Referencias Cantidad Precio Total 
Atmega328P IC2 1 3,28€ 3,28€ 
Interruptor S1 1 0,95€ 0,95€ 
Regleta de 2 bornes 3,5 mm SV4 1 0,96€ 0,96€ 
Joysticks JOY1, JOY2 2 1,99€ 3,98€ 
LED 3mm LED1, LED2, LED3 3 0,17€ 0,50€ 
HC-06 SV1 1 5,79€ 5,79 
Xbee Znet 2.5 XBEE1 1 23,50€ 23,50€ 
Pulsadores S2,S3,S4,S6 4 0,16€ 0,64€ 
4 Pines hembra SV1 1 1,3€ 1,3€ 
10 Pines hembra Xbee XBEE-Z 2 0,90€ 1,80€ 
Zócalo 28 pines IC2-Z 1 0,61€ 0,61€ 
Clock 16 MHz Q1 1 1,05€ 1,05€ 
LM358N (Comparador) IC3 1 0,22€ 0,22€ 
Regulador LM7805 IC1 1 0,29€ 0,29€ 
Regulador LD1117V33 IC4 1 1,70€ 1,70€ 
Condensador cerámico 330nF C1 1 0,24€ 0,24€ 
Condensador cerámico 100nF C2,C3,C5,C6,C7,C8,C13 7 0,08€ 0,56€ 
Condensador cerámico 22nF C11,C12 2 0,08€ 0,16€ 
Condensador electrolítico 10uF C4 1 0,106€ 0,106€ 
Diodo 1N4004 D1,D3 2 0,048€ 0,096€ 
Diodo de referencia 1N821 D2 1 0,11€ 0,11€ 
Resistencia 150Ω  1/4W R1 1 0,023€ 0,023€ 
Resistencia 10kΩ 1/4W R2,R3,R4,R6 4 0,023€ 0,092€ 
Resistencia 1kΩ 1/4W R5,R8,R10 3 0,023€ 0,069€ 
Resistencia 1500Ω 1/4W R7 1 0,023€ 0,023€ 
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Resistencia 470Ω 1/4W R9 1 0,023€ 0,023€ 
Resistencia 10MΩ 1/4W R14 1 0,023€ 0,023€ 
Base para 6 baterías AA - 1 4,9€ 4,9€ 
Baterías AA recargables - 6 0,625€ 3,75€ 
Soporte impreso en 3D (150 
gramos) 
- 1 3€ 3€ 
Placa fibra de vidrio 120x80mm - 1 7,04€ 7,04€ 
TOTAL    66,79€ 
 
 
2.2.3 Material del Robot 
En las siguientes tablas se establecen los costes de material completos del robot 
o rover, estos costes se han subdividido en; costes de placa principal, costes de 
la placa de los motores y costes generales: 
 
 
Tabla 4. Costes de material del Robot (Placa principal) 
Componente Referencias Cantidad Precio Total 
Atmega328P IC2 1 3,28€ 3,28€ 
Servomotor SG90 SERVO1, SERVO2 2 1,33€ 2,66€ 
LED 5mm LED1, LED2 2 0,055€ 0,11€ 
Xbee Znet 2.5 XBEE2 1 23,50€ 23,50€ 
Pulsadores S1 1 0,16€ 0,64€ 
10 Pines hembra Xbee XBEE-Z 2 0,90€ 1,80€ 
Zócalo 28 pines IC2-Z 1 0,61€ 0,61€ 
Clock 16 MHz Q1 1 1,05€ 1,05€ 
LM358N (Comparador) IC3 1 0,22€ 0,22€ 
Regulador LM7805 IC1, IC5 1 0,29€ 0,29€ 
Regulador LD1117V33 IC4 1 1,70€ 1,70€ 
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Diodo 1N4004 D1 1 0,048€ 0,048€ 
Diodo de referencia 1N821 D2 1 0,11€ 0,11€ 
Condensador cerámico 330nF C1 1 0,24€ 0,24€ 
Condensador cerámico 100nF 
C2, C6, C9, C11, 
C12, C13 
6 0,08€ 0,48€ 
Condensador electrólitico 10uF C3, C4 2 0,106€ 0,212€ 
Resistencia 220Ω 1/4W R1, R10 2 0,023€ 0,046€ 
Resistencia 10kΩ 1/4W R6 1 0,023€ 0,023€ 
Resistencia 1kΩ 1/4W R8, R9 2 0,023€ 0,046€ 
Resistencia 10MΩ 1/4W R14 1 0,023€ 0,023€ 
Resistencia 4,2kΩ 1/4W R7 1 0,023€ 0,023€ 
Borneras con dos I/O X3-1/X3-2 1 0,48€ 0,48€ 
3 Pines machos curvados  - 2 0,44€ 0,88€ 
Placa fibra de vidrio 120x80mm - 1 7,04€ 7,04€ 
TOTAL    45,51€ 
 
Tabla 5. Costes de material del Robot (Placa de los Motores) 
Componente Referencias Cantidad Precio Total 
Motores RF270RH-12370 M1,M2,M3,M4 4 8,6€ 34,4€ 
Driver L298 IC3 1 2,59€ 2,59€ 
Regulador LM7806 (6V) IC1,IC2 2 0,29€ 0,58€ 
Diodo 1N4007 (Motores) 
D1, D2, D3, D4, 
D5, D6, D7, D8 
8 0,10€ 0,80€ 
Condensador cerámico 100nF 
C1, C2, C3, C4, C5, 
C6 
6 0,08€ 0,48€ 
Resistencia 1,5kΩ 1/4W 
R1,R2, R3, R4, R5, 
R6 
6 0,023€ 0,138€ 
Borneras con dos I/O JP1, JP2, JP3 3 0,48€ 1,44€ 
Placa fibra de vidrio 120x80mm - 1 7,04€ 7,04€ 
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TOTAL    47,47€ 
 
Tabla 6. Costes de material del Robot (General) 
Componente Referencias Cantidad Precio Total 
App EasyCap Viewer+CardView EasyViewer 1 5,63€ 5,63€ 
Cargador Balanceador IMAX B3 
Compact 20W (2-3 Celdas) 
B0 1 24€ 24€ 
Batería S3 2200mAh B2,B3 2 22,50€ 45€ 
GoPro GoPro 1 250€ 250€ 
Transmisor TS351 TS351 1 12€ 12€ 
Estructura - Tira de pines macho JP1, JP2, JP3 1 0,66€ 0,66€ 
Estructura – Base y Ruedas  1 15,5€ 15,5€ 
Estructura - Cuello  1 5,80€ 5,80€ 
TOTAL    358,59€ 
 
2.2.4 Prototipo, gastos de material totales 
Finalmente se suman todas las partes para obtener el precio en material de una 
sola unidad del prototipo: 
 
Tabla 7. Costes de material de una unidad completa 
Componente Total 
HMD (Gafas de realidad aumentada) 93€ 
Mando de control 66,79€ 
Placa de control (Robot) 45,51€ 
Placa de motores (Robot) 47,47€ 
General (Robot) 358,59€  
TOTAL, S 611€ 
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2.3. Gastos generales y amortización de equipos 
 
En este apartado, se especifican los costes derivados de la adquisición o alquiler 
del equipo necesario para el diseño y creación del prototipo inicial, las licencias 
necesarias de software y otros gastos generales como el alquiler de las 
instalaciones de trabajo. 
 
Tabla 8. Costes varios y amortización de equipo 
Equipo/Gasto Referencia Cantidad Precio Total 
OnePlus One OnePlus 1 300€ 300€ 
Xbee Explorer USB (Programador) Xbee-EXP 1 22,90€ 22,90€ 
Arduino UNO (Programador) UNO 1 19,95€ 19,95€ 
Licencia EAGLE 
Layout+Schematic+Autorouter 
EAGLE 1 75,02€ 75,02€ 
Fuente de alimentación DC TENMA 
30V, 3A, Ajustable 
- 2 97€ 194€ 
Osciloscopio portátil HPS140I - 1 164,69€ 164,69€ 
Multímetro digital TENMA - 2 16,10€ 32,20€ 
Soldador - 2 35€ 35€ 
Cuenta de desarrollador de Android - 1 21,97€ 21,97€ 
Office 2013 Professional - 1 65,34€ 65,34€ 
Subtotal    931€ 
Uso de instalaciones - 1 1200€ 1200€ 
TOTAL, T    2131€ 
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2.4. Coste total de una unidad 
Finalmente en este apartado se realiza el sumatorio de todos los costes 
anteriores y se calcula el coste final de la producción de una unidad del producto 
(Q). 
Gasto Total 
Mano de obra, X+Y+Z+W+V+U 16.080€ 
Costes de material, S 611€ 
Costes varios y amortización de equipo, T 2131€ 
TOTAL, Q 18.822€ 
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CAPÍTULO 3: 
PRODUCCIÓN SERIE 
A continuación se hace un cálculo simplificado de lo que supondría la producción 
en serie de dicho prototipo, se calculan los costes aproximados del montaje y las 
pruebas funcionales dentro de esta producción. Pese a eso sin saber las 
condiciones concretas de la fábrica y el proceso de producción en si no se pueden 
establecer estos precios de forma exacta.  
Se calculara finalmente la amortización por cada unidad venida sobre la inversión 
inicial total realizada. 
 
Gasto Total 
Montaje de hardware, M 48€ 
Pruebas funcionales, N 24€ 
Material por unidad, O 611€ 
TOTAL, Q2 683€ 
Margen de Beneficios (15%), B 102,45€ 
TOTAL UNIDAD, P 785,45€ 
Amortización sobre coste total, B/Q 0,54% 
Unidades  vendidas para recuperar inversión 185 Unidades 
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Posteriormente a los cálculos se comprueba como con la venda de 185 Unidades 
con un beneficio de un 15% se recuperaría la inversión inicial realizada para el 
prototipo. Se tiene que tener en cuenta que este es un cálculo muy simplificado 
no se tiene en cuenta los gastos relacionados con la fábrica, impuestos  o 
distribución simplemente se calcula a partir de la mano de obra y gasto en 
material. 
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            ANEXO A:
CÁLCULOS 
 
A.1.Cálculos térmicos 
 
A.1.1 Reguladores de tensión LM7805 
Imax= 1A; Rj-c=5ºC/W; Rj-a=65ºC/W 
Toperación= -40 a125ºC; Ta=23ºC 
 
-Mando de  Control 
Consumos sacados de datasheets (memoria) Imax=231mA 
 
𝑃𝑚𝑎𝑥 = ∆𝑉 · 𝐼𝑚𝑎𝑥 = (9 − 5) · 231𝑚𝐴 = 0,924 𝑊 
𝑅𝑗−𝑎 · 𝑃 = 𝑇𝑗 − 𝑇𝑎 → 70 · 0,924 = 𝑇𝑗 − 23 
𝑇𝑗 = 87,68º𝐶 
 
-40<Tj<125ºC -> Este regulador no tendrá problemas al operar en el 
dispositivo. 
 
-Robot (2 reguladores en paralelo) 
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Consumos sacados de datasheets (memoria) Imax=311,5mA 
 
𝑃𝑚𝑎𝑥 = ∆𝑉 · 𝐼𝑚𝑎𝑥 = (12 − 5) · 311,5𝑚𝐴 = 2,18 𝑊 
𝑅𝑗−𝑎 · 𝑃 = 𝑇𝑗 − 𝑇𝑎 → 70 · 2,18 = 𝑇𝑗 − 23 
𝑇𝑗 = 175,6º𝐶 
 
Tj>125ºC. Es necesario un disipador que nos de  𝑅𝑑−𝑎 ≤ 41,78º𝐶/𝑊 donde 
𝑇𝑗 ≤ 125º𝐶. Disipador obligatorio, pese a eso es poco probable alcanzar la 
intensidad máxima y menos durante periodos de tiempo superiores al ms.  
Finalmente seleccionamos un disipador con 𝑅𝑑−𝑎 = 25,9º𝐶/𝑊 modelo HS106-ND 
de Aavid Thermalloy.  
 
A.1.2 Reguladores de tensión LD33 (Ambos circuitos, mismos datos) 
Imax= 1A; Rj-c=3ºC/W; Rj-a=50ºC/W 
Toperación= -40 a +150ºC; Ta=23ºC; Imax=623/2=311,5mA 
 
𝑃𝑚𝑎𝑥 = ∆𝑉 · 𝐼𝑚𝑎𝑥 = (5 − 3,3) · 38𝑚𝐴 = 0,646 𝑊 
𝑅𝑗−𝑎 · 𝑃 = 𝑇𝑗 − 𝑇𝑎 → 53 · 0,646 = 𝑇𝑗 − 23 
𝑇𝑗 = 57,238º𝐶 
 
-40<Tj<150ºC -> Este regulador no tendrá problemas al operar en el 
dispositivo. 
 
A.1.3 Reguladores de tensión LM7806 (2 reguladores paralelo) 
Imax= 1A; Rj-c=5ºC/W; Rj-a=65ºC/W 
Toperación= -40 a125ºC; Ta=23ºC; Imax=1000/2=500mA 
 
𝑃𝑚𝑎𝑥 = ∆𝑉 · 𝐼𝑚𝑎𝑥 = (12 − 6) · 500𝑚𝐴 = 3 𝑊 
𝑅𝑗−𝑎 · 𝑃 = 𝑇𝑗 − 𝑇𝑎 → 70 · 3 = 𝑇𝑗 − 23 
𝑇𝑗 = 233º𝐶 
 
Tj>125ºC. Es necesario un disipador que nos de  𝑅𝑑−𝑎 ≤ 29º𝐶/𝑊 donde 𝑇𝑗 ≤ 125º𝐶. 
Disipador obligatorio, pese a eso es poco probable alcanzar la intensidad máxima 
y menos durante periodos de tiempo superiores al ms.  
Finalmente seleccionamos un disipador con 𝑅𝑑−𝑎 = 25,9º𝐶/𝑊 modelo HS106-ND 
de Aavid Thermalloy.  
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        ANEXO B:
PROGRAMAS  
 
B.1. Programas Atmega 
B.1.1 Programa mando 
 
#include <SoftwareSerial.h> 
 
//Assignacion pines 
 
SoftwareSerial Xbee(9, 10); // RX, TX 
SoftwareSerial Bluetooth(1, 0); // RX, TX 
 
int J1X=A4;   
int J1Y=A5; 
 
int J2X=A2;   
int J2Y=A3;  
 
const int RTS = 8;            //Enables Zigbee 
const int CTS = 7;  
 
int LED=4; 
int P1=2; 
int P2=3; 
int P3=5; 
 
//Definicion Variables 
 
int byte_rebut;  
int BlueServoXHIGH, BlueServoLOW;  
int byte_bluetooth; 
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int ServoX, ServoXHIGH, ServoXLOW; //Enviamos en dos paquetes (ALTO Y BAJO) 
int ServoY, ServoYHIGH, ServoYLOW; //Enviamos en dos paquetes (ALTO Y BAJO) 
int zero=0; 
 
int MotorX, MotorXHIGH, MotorXLOW;  //Enviamos en dos paquetes (ALTO Y BAJO) 
int MotorY, MotorYHIGH, MotorYLOW;  //Enviamos en dos paquetes (ALTO Y BAJO) 
 
int CTSvalue; //Para guardar el estado del pin CTS   
 
int Manual=1; 
int x=1; 
 
int Rx='p'; 
int FlagP1, FlagP2, FlagP3; 
int Letra, Lectura, Lectura1, Lectura2, centratx=320, centraty=320, servocentrat; 
int Letra2, Lectura21, Lectura22; 
 
int basura; 
int ServoXanterior=0, ServoYanterior=0, MotorXanterior, MotorYanterior, tocat, tocatsx, 
tocatsy, tocatmx, tocatmy; 
int led=1; 
float temps, tempsanterior, tempssx, tempssy, tempsmx, tempsmy, 
tempssxanterior,tempssyanterior, tempsmxanterior, tempsmyanterior; 
int valoranterior; 
int espera; 
 
 
//Configuración PINES 
 
void setup() { 
  
 Xbee.begin(115200); 
 Bluetooth.begin(115200);  
  
 pinMode(P1, INPUT); 
 pinMode(P2, INPUT); 
 pinMode(P3, INPUT); 
 pinMode(J1Y, INPUT); 
 pinMode(J1X, INPUT);   
 pinMode(J2Y, INPUT); 
 pinMode(J2X, INPUT); 
 pinMode(CTS, INPUT); 
 pinMode(RTS, OUTPUT); 
 pinMode(LED, OUTPUT); 
 
digitalWrite(LED, HIGH); 
 //digitalWrite(RTS, HIGH); 
} 
 
//MAIN 
 
 
void loop() { 
  
///////////////////////////////////////POLSADORS///////////////////////////////////// 
lectura_pulsadores(); 
//////////////////////////Rutina lectura sensors///////////////////////////////////// 
   
  //Llegim l'Xbee a l'espera d'una demanada de senyal 
   
  Xbee.listen(); 
 
  Rx=0; 
       
  digitalWrite(RTS, LOW); 
  delay(1); 
  Rx = Xbee.read(); 
  //delay(1); 
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  digitalWrite(RTS, HIGH); 
   
  basura=Rx; 
 
  while (basura!=(-1)){ 
  digitalWrite(RTS,LOW); 
  delay(1); 
  basura = Xbee.read(); 
  //delay(1); 
  digitalWrite(RTS,HIGH); 
  } 
   
  CTSvalue = digitalRead(CTS); 
   
 
 
///////////////////////////////ENVIEM DADES A ROVER///////////////////////////////// 
 
//com que llegim dos paquets al rover, hem d'enviar sempre dos paquets, tot i que el valor 
d'aquests sigui 0 
//Separem les variables en dos bytes per poder enviar en hexadecimal en comptes de en ASCII 
 
if (CTSvalue==0){ 
 
  if (Rx == 'a') 
  { 
   
  //Llegim els servos del joystick si estem en modo manual i del bluetooth si no estem en 
manual 
 
    if(Manual==1){ 
     
      //Leemos del joystick 2 
      delay(1); 
      ServoX = analogRead(J2X); 
      if ((ServoX>ServoXanterior+5)||(ServoX<ServoXanterior-5)) // Funcionaba a 20 
       { 
        tempssxanterior=millis(); 
        tocatsx=1; 
        ServoXanterior=ServoX; 
       } 
      else  
      { 
        tocatsx=0; 
        tempssx=millis(); 
      } 
     
      //Preparem els valors 
   
      ServoXHIGH = ServoX>>8; 
      ServoXLOW = ServoX & 255; 
    } 
   
    else if(Manual==0){ 
     
      //Leemos del Bluetooth 
     
      while(Letra!='i'&&Manual==0){ 
        rep_blue(0x69); 
        prepara_servo(centratx); 
        tocatsx=tocat; 
      } 
 
      if (tocatsx==1) 
      { 
       tempssxanterior=millis(); 
       ServoXanterior=Lectura; 
      } 
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      else 
      { 
        tempssx=millis(); 
        if ((tempssxanterior-tempssx)>=10) 
        { 
        tocatsx=1; 
        Lectura1 = ServoXanterior>>8; 
        Lectura2 = ServoXanterior & 255; 
        } 
      } 
 
      Bluetooth.listen(); 
      while ((Bluetooth.available()!=0)) 
      { 
       
        basura=Bluetooth.read(); 
       
      } 
      Xbee.listen(); 
 
    Letra=0; 
 
    ServoXHIGH=Lectura1; 
    ServoXLOW=Lectura2; 
 
 
   }    
  Xbee.write(0x01); 
  Xbee.write(ServoXHIGH); //enviem servo X BYTE ALT 
  Xbee.write(ServoXLOW);  //enviem servo X BYTE ALT 
  Xbee.write(tocatsx);  //enviem servo X BYTE ALT 
  delay(50);  
  } 
 
 
  if (Rx == 'b') 
  { 
//Llegim els servos deljoystick si estem en modo manual i del bluetooth si no estem en 
manual 
   
  if(Manual==1){ 
  //Leemos del joystick 2 
 
  delay(1); 
  ServoY = analogRead(J2Y); 
  if ((ServoY>ServoYanterior+5)||(ServoY<ServoYanterior-5)) 
  { 
    tocatsy=1; 
    ServoYanterior=ServoY; 
  } 
  else  
  { 
    tocatsy=0; 
    tempssy=millis(); 
  } 
  //Preparem els valors 
  ServoYHIGH = ServoY>>8; 
  ServoYLOW = ServoY & 255; 
 
  } 
   
  else if(Manual==0) 
  { 
 
  //Leemos del Bluetooth 
   
        while(Letra!='j'&&Manual==0){  
        rep_blue(0x6A); 
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        prepara_servo(centraty); 
        tocatsy=tocat; 
        } 
 
      if (tocatsy==1) 
      { 
       tempssyanterior=millis(); 
       ServoYanterior=Lectura; 
      } 
      else 
      { 
        tempssy=millis(); 
        if ((tempssyanterior-tempssy)>=10) 
        { 
        tocatsy=1; 
        Lectura1 = ServoYanterior>>8; 
        Lectura2 = ServoYanterior & 255; 
        } 
      } 
     
    Bluetooth.listen();    
    while ((Bluetooth.available()!=0)) 
      { 
 
      basura=Bluetooth.read(); 
       
      } 
       
    Xbee.listen(); 
       
       
    Letra=0; 
 
    ServoYHIGH=Lectura1; 
    ServoYLOW=Lectura2; 
 
   }    
     
  Xbee.write(0x02); 
  Xbee.write(ServoYHIGH); //enviem servo Y BYTE ALT 
  Xbee.write(ServoYLOW);  //enviem servo Y BYTE ALT 
  Xbee.write(tocatsy);  //enviem servo X BYTE ALT 
  delay(50); 
 
  } 
 
 
  if (Rx == 'c'){ 
         
      //Leemos del joystick 2 
      delay(1); 
      MotorX = analogRead(J1X); 
       
 
      if ((MotorX>MotorXanterior+10)||(MotorX<MotorXanterior-10)) // Funcionaba a 20 
       { 
        tempsmxanterior=millis(); 
        tocatmx=1; 
        MotorXanterior=MotorX; 
       } 
      else  
      { 
        tocatmx=0; 
        tempsmx=millis(); 
        MotorX=MotorXanterior; 
       /* if ((tempssx-tempssxanterior)>=100) 
        { 
        tempssxanterior=millis(); 
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        tocatsx=1; 
        ServoX=ServoXanterior; 
        }*/ 
      } 
     
      //Preparem els valors 
   
      MotorXHIGH = MotorX>>8; 
      MotorXLOW = MotorX & 255; 
 
  Xbee.write(0x03); 
  Xbee.write(MotorXHIGH); //enviem Motor X BYTE ALT 
  Xbee.write(MotorXLOW);  //enviem Motor X BYTE ALT 
  Xbee.write(tocatmx);  //enviem servo X BYTE ALT 
  delay(50);  
  } 
 
 
  if (Rx == 'd'){ 
 
      delay(1); 
      MotorY = analogRead(J1Y);   
       
      if ((MotorY>MotorYanterior+10)||(MotorY<MotorYanterior-10)) // Funcionaba a 20 
      { 
        tempsmyanterior=millis(); 
        tocatmy=1; 
        MotorYanterior=MotorY; 
      } 
      else  
      { 
        tocatmy=0; 
        tempsmy=millis(); 
        MotorY=MotorYanterior; 
       /* if ((tempssx-tempssxanterior)>=100) 
        { 
        tempssxanterior=millis(); 
        tocatsx=1; 
        ServoX=ServoXanterior; 
        }*/ 
      } 
 
 
  MotorYHIGH = MotorY>>8; 
  MotorYLOW = MotorY & 255; 
 
   
  Xbee.write(0x04); 
  Xbee.write(MotorYHIGH); //enviem Motor Y BYTE ALT 
  Xbee.write(MotorYLOW);  //enviem Motor Y BYTE ALT 
  Xbee.write(tocatmy);  //enviem servo X BYTE ALT 
  delay(50); 
  } 
} 
else 
{ 
 
  basura=1; 
  while (basura!=(-1)) 
  { 
   digitalWrite(LED, LOW); 
   //delay(1000); 
   //delay(1000); 
  digitalWrite(RTS,LOW); 
  delay(1); 
  basura = Xbee.read(); 
  //delay(1); 
  digitalWrite(RTS,HIGH); 
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  } 
  digitalWrite(LED, Manual); 
   
} 
 
} 
 
 
////////////////////////////////////////////////////////////////////////////////// 
//Funció: rep_blue 
//Demana un valor a l'altre Bluetooth i el llegeix  
////////////////////////////////////////////////////////////////////////////////// 
void rep_blue(byte valor){ 
 
//declaraciÃ³ variables 
int Reenvia=0; 
int Reenvia2=0; 
int Reenvia3=0; 
 
Bluetooth.listen(); 
 
Bluetooth.write(valor); 
delay(1); 
while ((Bluetooth.available()==0) && (Manual==0)) 
  { 
    
  Reenvia=Reenvia+1; 
  if (Reenvia>200) 
    { 
       
       
      //Leemos pulsasores 
      valoranterior=valor; 
      lectura_pulsadores(); 
      valor=valoranterior; 
      Bluetooth.listen(); 
      if (Reenvia2>20) 
      { 
      delay(1); 
      if (Reenvia3>1) 
      { 
      Bluetooth.write(valor); 
      delay(1); 
 
 
         
      Reenvia=0; 
      Reenvia2=0; 
      Reenvia3=0; 
      } 
      Reenvia3=Reenvia3+1; 
      Reenvia2=0; 
      Reenvia=0; 
      } 
      Reenvia=0; 
      Reenvia2=Reenvia2+1; 
    } 
  }  
 
Reenvia=0; 
Reenvia2=0; 
Reenvia3=0; 
 
Letra = Bluetooth.read(); 
delay(1); 
  
 
espera=0; 
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tempsanterior=millis(); 
while ((Bluetooth.available()==0)&&(espera==0)) 
     
  { 
  temps=millis(); 
  if (temps>=tempsanterior+500) 
    { 
    espera=1; 
    } 
  } 
 
Lectura1 = Bluetooth.read(); 
delay(1); 
 
 
espera=0; 
tempsanterior=millis(); 
while ((Bluetooth.available()==0)&&(espera==0)) 
     
  { 
  temps=millis(); 
  if (temps>=tempsanterior+500) 
    { 
    espera=1; 
    } 
  } 
       
Lectura2 = Bluetooth.read(); 
delay(1); 
 
 
espera=0; 
tempsanterior=millis(); 
while ((Bluetooth.available()==0)&&(espera==0)) 
     
  { 
  temps=millis(); 
  if (temps>=tempsanterior+500) 
    { 
    espera=1; 
    } 
  } 
 
tocat = Bluetooth.read(); 
delay(1); 
 
Lectura = Lectura1 << 8 | Lectura2; 
 
delay(1); 
 
Xbee.listen(); 
 
} 
 
 
 
void prepara_servo(int valorcentrat) 
 
{ 
  
  if ((Lectura-(valorcentrat-320)<=470) && (Lectura-(valorcentrat-320)>=170)) //El servo 
nomes es pot moure entre 0 i 180 
 
    { 
    Lectura=Lectura-(valorcentrat-320); 
    //Lectura=Lectura; 
    } 
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  else if ((Lectura-(valorcentrat-320))>470) 
    { 
    Lectura=470; 
    } 
 
  else if ((Lectura-(valorcentrat-320))<170) 
    { 
    Lectura=170; 
    } 
 
 
  Lectura= map(Lectura, 170, 470, 0, 1023); 
 
  Lectura1 = Lectura>>8; 
  Lectura2 = Lectura & 255; 
 
} 
 
 
 
void centrar_servo (void) 
{   
  rep_blue(0x69); 
  centratx=Lectura; 
   
  while ((Letra !='i')&&(Manual==0))  
  { 
     
    rep_blue(0x69); 
    centratx=Lectura; 
     
  } 
    
  rep_blue(0x6A); 
  centraty=Lectura; 
 
  while ((Letra !='j')&&(Manual==0))  
  { 
    rep_blue(0x6A); 
    centraty=Lectura; 
  } 
  while (Bluetooth.available()!=0){ 
  basura = Bluetooth.read(); 
  } 
  delay(1); 
  Letra=0; 
} 
 
 
void lectura_pulsadores(void) 
{ 
//Xbee.print("inici"); 
   
  if(digitalRead(P1)==0){ //POLSADOR 1 (ESQUERRA) 
    FlagP1=1; 
  } 
 
  if(digitalRead(P2)==0){ //POLSADOR 2 (CENTRAL) 
    FlagP2=1;   
  } 
 
  if(digitalRead(P3)==0){ //POLSADOR 3 (DRETA) 
    FlagP3=1;  
  } 
 
  if(FlagP1==1&&digitalRead(P1)==1){ 
    Manual = !Manual; 
    digitalWrite(LED, Manual); 
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    FlagP1=0;  
  } 
 
  if(FlagP2==1&&digitalRead(P2)==1){ //PULSADOR ROTO 
    FlagP2=0;   
  } 
 
  if(FlagP3==1&&digitalRead(P3)==1){   
   FlagP3=0;  
 
   if (Manual==0) 
   { 
   digitalWrite(LED, HIGH); 
   delay(5000); 
   centrar_servo(); 
   digitalWrite(LED, Manual); 
   } 
 
  }   
} 
 
B.1.2 Programa robot 
 
#include <SoftwareSerial.h> 
#include <Servo.h>  
 
//Assignacion pines 
 
SoftwareSerial Xbee(1, 0); // RX, TX 
 
const int RTS = 4;            //Enables Zigbee 
const int CTS = 2;  
 
//const int Servo_X = 5;        //Servomotors (Camara) 
//const int Servo_Y = 3; 
 
Servo Servo_X; 
Servo Servo_Y; 
 
const int ESQUERRA_E = 13;   //ENABLE MOTORS ESQUERRA/DRETA 
const int DRETA_E = 12; 
 
const int ESQUERRA_R = 5;   //AVANÇ/RETROCES MOTORS 
const int ESQUERRA_A = 6; 
const int DRETA_R = 3; 
const int DRETA_A = 11; 
 
//Definicion Variables 
int ServoX; //Variables para guardar las letras del valor que recibimos y valor de mando 
servo_X y servo_y 
int ServoY; 
 
int ServoX180; //ServoX transformada a valor 0-255 per PWM servo 
int ServoY180; 
int CTSvalue; 
int anteriorservoX, anteriorservoY, anteriormotorX, anteriormotorY; 
 
int MdirX;   //Variable per motor esquerra i motor dreta 
int MdirY; 
 
int MotorX;   //Valor que rebem del joystick amb lletra 
int MotorY; 
 
int Letra; 
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int basura; //Para tirar lo que sobre 
int entra;  //flag para indicar si ha entrado a rutina de recibir 
 
int tocat, tocatsx, tocatsy, tocatmx, tocatmy; 
int tempsmx, tempsmy, tempsanteriormx, tempsanteriormy; 
 
//Configuración PINES 
 
void setup() { 
  // put your setup code here, to run once: 
  Xbee.begin(115200); 
 
  pinMode(CTS, INPUT); 
  pinMode(RTS, OUTPUT); 
  pinMode(ESQUERRA_E, OUTPUT); 
  pinMode(DRETA_E, OUTPUT); 
  pinMode(ESQUERRA_A, OUTPUT); 
  pinMode(ESQUERRA_R, OUTPUT);   
  pinMode(DRETA_A, OUTPUT); 
  pinMode(DRETA_R, OUTPUT); 
  Servo_X.attach(9); 
  Servo_Y.attach(10); 
  digitalWrite(ESQUERRA_E,HIGH); 
  digitalWrite(DRETA_E,HIGH); 
 
} 
 
//MAIN 
 
void loop() { 
// put your main code here, to run repeateadly: 
CTSvalue = digitalRead(CTS); 
//init 
 
//Rutina lectura 
 
//Llegim posiciÃ³ X servo 
if (CTSvalue==0){ 
  delay(1); 
 
  while((Letra!=1)) 
  { 
    if (entra=1) 
    { 
   //   delay(10);  
    } 
    ServoX=rep('a'); 
    tocatsx=tocat; 
  } 
  entra=0; 
  basura=1; 
 
  while (basura!=(-1)) 
  { 
    digitalWrite(RTS,LOW); 
    delay(1); 
    basura = Xbee.read(); 
    //delay(1); 
    digitalWrite(RTS,HIGH); 
  } 
 
 
  if (Letra==1) 
  { 
 
    ServoX180 = map(ServoX, 0, 1023, 180, 0); //mapping girat per a que giri cap a on toca 
 
    if((tocatsx==1)) 
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    { 
      anteriorservoX=ServoX180; 
      Servo_X.write(ServoX180); 
      delay(1); 
    } 
   
    else 
    { 
      Servo_X.write(anteriorservoX);   
    } 
  } 
   
  Letra=0; 
 
  //Limpiamos el buffer de xbee 
 
  basura=1; 
 
  delay(1); 
   
  while (basura!=(-1)) 
  { 
    digitalWrite(RTS,LOW); 
    delay(1); 
    basura = Xbee.read(); 
    digitalWrite(RTS,HIGH); 
  } 
 
  while((Letra!=2)) 
  { 
    if (entra=1) 
    { 
    } 
    ServoY=rep('b'); 
    tocatsy=tocat; 
  } 
  entra=0; 
 
  basura=1; 
 
  while (basura!=(-1)) 
  { 
    digitalWrite(RTS,LOW); 
    delay(1); 
    basura = Xbee.read(); 
    digitalWrite(RTS,HIGH); 
  } 
 
 
  if (Letra==2) 
  { 
 
    ServoY180 = map(ServoY, 0, 1023, 0, 180); 
 
    if((tocatsy==1)) 
    { 
      anteriorservoY=ServoY180;   
      Servo_Y.write(ServoY180); 
      delay(1); 
    } 
   
    else 
    { 
      Servo_Y.write(anteriorservoY);   
    } 
  } 
 
  Letra=0; 
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  //Limpiamos el buffer de xbee 
   
  basura=1; 
 
  delay(1); 
   
  while (basura!=(-1)) 
  { 
    digitalWrite(RTS,LOW); 
    delay(1); 
    basura = Xbee.read(); 
    digitalWrite(RTS,HIGH); 
  } 
 
  while(Letra!=3) 
  { 
    if (entra=1) 
    { 
    } 
    MotorX=rep('c'); 
    tocatmx=tocat; 
  } 
  entra=0; 
 
  basura=1; 
 
  while (basura!=(-1)) 
  { 
    digitalWrite(RTS,LOW); 
    delay(1); 
    basura = Xbee.read(); 
    digitalWrite(RTS,HIGH); 
  } 
   
  if (Letra==3) 
  { 
   
    if((tocatmx==1)) 
    { 
      anteriormotorX=MotorX;   
      tempsanteriormx=millis(); 
      delay(1); 
    } 
 
    else 
    { 
      tempsmx=millis(); 
      if ((tempsmx-tempsanteriormx)>=200) 
      { 
        tempsanteriormx=millis(); 
         
      } 
     
      else 
      { 
        tocatmx=0; 
        MotorX=anteriormotorX;  
      } 
    } 
  } 
 
  Letra=0; 
 
//Limpiamos el buffer de xbee 
 
  basura=1; 
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  delay(1); 
   
  while (basura!=(-1)) 
  { 
    digitalWrite(RTS,LOW); 
    delay(1); 
    basura = Xbee.read(); 
    //delay(1); 
    digitalWrite(RTS,HIGH); 
  } 
 
  while(Letra!=4) 
  { 
    if (entra=1) 
    { 
    } 
    MotorY=rep('d'); 
    tocatmy=tocat; 
  } 
   
  entra=0; 
 
  basura=1; 
 
  while (basura!=(-1)) 
  { 
    digitalWrite(RTS,LOW); 
    delay(1); 
    basura = Xbee.read(); 
    //delay(1); 
    digitalWrite(RTS,HIGH); 
  } 
   
  if (Letra==4) 
  { 
   
    if((tocatmy==1)) 
    { 
      anteriormotorY=MotorY;   
      tempsanteriormy=millis(); 
      delay(1); 
    } 
 
    else 
    { 
      tempsmy=millis(); 
      if ((tempsmy-tempsanteriormy)>=200) 
      { 
        tempsanteriormy=millis(); 
      } 
       
      else 
      { 
        tocatmy=0; 
        MotorY=anteriormotorY;  
      } 
    } 
  } 
  Letra=0; 
 
  //Limpiamos el buffer de xbee 
   
  basura=1; 
 
  delay(1); 
 
  while (basura!=(-1)) 
  { 
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    digitalWrite(RTS,LOW); 
    delay(1); 
    basura = Xbee.read(); 
    //delay(1); 
    digitalWrite(RTS,HIGH); 
  } 
//FIN LECTURA 
 
////MOTORS: 
 
//Hem comprobat que el valor analogic dels Joysticks en repos es: MotorX=488 i MotorY=500  
//Y agafarem un marge de 10 punts, per tant: 490<MotorY<510 ; 478<MotorX<498 
  if (tocatmx==1 || tocatmy==1) 
  { 
 
    if ((MotorY>=200 && MotorY<=700) && (MotorX>=200 && MotorX<=700)) //Totalment parat amb 
marge 
   
    { 
      digitalWrite (DRETA_A,LOW); 
      digitalWrite (ESQUERRA_A,LOW); 
      digitalWrite (DRETA_R,LOW); 
      digitalWrite (ESQUERRA_R,LOW); 
       
      Servo_X.write(anteriorservoX);   
      Servo_Y.write(anteriorservoY);   
     
    } 
 
 
/*INICI No te en compte el valor de X, nomes mira si avanza o si retrocedeix, per donar 
marge de error*/ 
 
    else if ((MotorX>200 && MotorX<700) && (MotorY<200 || MotorY>700))  
    { 
      //Quan nomes hi ha Retroces sense gir: 
     
      if (MotorY<200)       
      { 
   
        digitalWrite (DRETA_A,LOW); 
        digitalWrite (ESQUERRA_A,LOW); 
     
        digitalWrite (DRETA_R,HIGH); 
        digitalWrite (ESQUERRA_R,HIGH); 
        delay(10); 
        Servo_X.write(anteriorservoX);   
        Servo_Y.write(anteriorservoY);   
 
 
      } 
 
    //Quan nomes hi ha AvanÃ§ sense gir: 
       
      if (MotorY>700)     
      { 
         
        digitalWrite (DRETA_R,LOW); 
        digitalWrite (ESQUERRA_R,LOW); 
       
        digitalWrite (DRETA_A,HIGH); 
        digitalWrite (ESQUERRA_A,HIGH); 
        delay(10); 
        Servo_X.write(anteriorservoX);   
        Servo_Y.write(anteriorservoY);   
 
      } 
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    } 
 
/*FIN No te en compte el valor de X, nomes mira si avanza o si retrocedeix, per donar marge 
de error*/ 
 
 
/*INICI Sense avanÃ§ nomes gir amb marges*/ 
    else if ((MotorY>200 && MotorY<700)) 
    { 
     
      //Gir Esquerra //MOTORS ESQUERRA MARXA ENDARRERA LOKOS  
     
      if (MotorX>900) 
      { 
         
        digitalWrite (DRETA_R,LOW); 
        digitalWrite (ESQUERRA_A,LOW); 
     
        digitalWrite (DRETA_A,HIGH); 
        digitalWrite (ESQUERRA_R,HIGH); 
        delay(10);         
        Servo_X.write(anteriorservoX);   
        Servo_Y.write(anteriorservoY);   
 
      } 
     
      //Gir Dreta 
 
      if (MotorX<100) 
      { 
         
        digitalWrite (DRETA_A,LOW); 
        digitalWrite (ESQUERRA_R,LOW); 
     
        digitalWrite (DRETA_R,HIGH); 
        digitalWrite (ESQUERRA_A,HIGH); 
        delay(10);       
        Servo_X.write(anteriorservoX);   
        Servo_Y.write(anteriorservoY);   
 
 
      } 
     
    } 
/*FIN Sense avanç nomes gir amb marges*/ 
 
  tocatmx=0; 
  tocatmy=0; 
 
  } 
} 
 
else 
{ 
 
  basura=1; 
  while (basura!=(-1)) 
  { 
  digitalWrite(RTS,LOW); 
  delay(1); 
  basura = Xbee.read(); 
  //delay(1); 
  digitalWrite(RTS,HIGH); 
  } 
   
} 
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} 
 
 
////////////////////////////////////////////////////////////////////////////////// 
//Funció: rep 
//Demana un valor a l'altre Xbee i el llegeix  
////////////////////////////////////////////////////////////////////////////////// 
int rep(char valor){ 
 
//declaració variables 
int Reenvia=0; 
int Reenvia2=0; 
int Reenvia3=0; 
int Lectura, Lectura1, Lectura2; 
int tempsenvioanterior, tempsenvioactual; 
 
if (entra==0){ 
Xbee.print(valor); 
} 
entra=1; 
tempsenvioanterior=millis(); 
digitalWrite(RTS,LOW); 
delay(1); 
 
while (Xbee.available()==0) 
  { 
  Reenvia=Reenvia+1; 
  if (Reenvia>0) 
    { 
      if (Reenvia2>0) 
      { 
        delay(1); 
        if (Reenvia3>50) 
        {  
          Xbee.print(valor); 
          Reenvia3=0; 
        } 
       
      Reenvia=0; 
      Reenvia2=0; 
      Reenvia3=Reenvia3+1; 
      } 
      Reenvia=0; 
      Reenvia2=Reenvia2+1; 
    } 
  }  
 
Reenvia=0; 
Reenvia2=0; 
Reenvia3=0; 
digitalWrite(RTS,HIGH); 
 
digitalWrite(RTS,LOW); 
delay(1); 
Letra = Xbee.read(); 
digitalWrite(RTS,HIGH); 
delay(1); 
 
digitalWrite(RTS,LOW); 
delay(1); 
Lectura1 = Xbee.read(); 
digitalWrite(RTS,HIGH); 
delay(1); 
 
digitalWrite(RTS,LOW); 
delay(1); 
Lectura2 = Xbee.read(); 
digitalWrite(RTS,HIGH); 
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delay(1); 
 
digitalWrite(RTS,LOW); 
delay(1); 
tocat = Xbee.read(); 
digitalWrite(RTS,HIGH);  
delay(1); 
 
basura=1; 
while (basura!=(-1)){ 
digitalWrite(RTS,LOW); 
delay(1); 
basura = Xbee.read(); 
digitalWrite(RTS,HIGH); 
} 
   
 
Lectura = Lectura1 << 8 | Lectura2; 
 
return Lectura; 
} 
 
 
B.2. Pr
ogramas Android 
B.2.1 App Smartphone (XML Activity) 
 
<ScrollView xmlns:android="http://schemas.android.com/apk/res/android" 
    android:layout_width="match_parent" 
    android:layout_height="wrap_content" 
    android:background="#dedede"> 
    <RelativeLayout 
        android:layout_width="match_parent" 
        android:layout_height="wrap_content" 
        android:layout_marginStart="10dp" 
        android:layout_marginTop="10dp" 
        android:id="@+id/b0"> 
 
        <RelativeLayout 
            android:layout_width="match_parent" 
            android:layout_height="wrap_content" 
            android:id="@+id/b1" 
            android:background="@drawable/borders" 
            android:layout_marginRight="10dp"> 
 
 
            <TextView 
                android:layout_width="wrap_content" 
                android:layout_height="wrap_content" 
                android:layout_gravity="center_horizontal" 
                android:autoLink="web" 
                android:text="@string/BLUETOOTH" 
                android:textAppearance="?android:attr/textAppearanceMedium" 
                android:textStyle="bold" 
                android:id="@+id/textView" 
                android:visibility="visible" 
                android:layout_alignParentTop="true" 
                android:layout_alignStart="@+id/pairedlist" /> 
 
            <ListView 
                android:id="@+id/pairedlist" 
                android:layout_width="match_parent" 
                android:layout_height="wrap_content" 
                android:layout_below="@+id/textView" 
 Sistema de realidad virtual aplicada a robótica móvil 
 - 22 - 
                android:layout_alignParentStart="true" 
                android:layout_alignParentEnd="true" 
                android:visibility="visible"/> 
        </RelativeLayout> 
 
        <RelativeLayout 
            android:layout_width="match_parent" 
            android:layout_height="wrap_content" 
            android:layout_below="@+id/b1" 
            android:id="@+id/b2" 
            android:visibility="gone" 
            android:layout_marginEnd="10dp" 
            android:background="@drawable/borders" 
            android:layout_marginTop="10dp"> 
 
            <TextView 
                android:layout_width="wrap_content" 
                android:layout_height="wrap_content" 
                android:text="@string/SERIAL" 
                android:textAppearance="?android:attr/textAppearanceMedium" 
                android:textStyle="bold" 
                android:id="@+id/textView2" 
                android:layout_alignParentTop="true" 
                android:layout_toStartOf="@+id/clear" /> 
 
            <EditText 
                android:id="@+id/input" 
                android:layout_width="match_parent" 
                android:layout_height="wrap_content" 
                android:layout_below="@+id/textView2" 
                android:visibility="visible" 
                android:layout_alignStart="@+id/textView2" 
                android:layout_alignParentEnd="true" /> 
 
            <Button 
                android:id="@+id/send" 
                android:layout_width="100dp" 
                android:layout_height="wrap_content" 
                android:text="@string/SEND" 
                android:layout_below="@+id/input" 
                android:layout_toStartOf="@+id/clear" /> 
 
            <Button 
                android:id="@+id/clear" 
                android:layout_width="100dp" 
                android:layout_height="wrap_content" 
                android:text="@string/CLEAR" 
                android:layout_below="@+id/input" 
                android:layout_alignParentEnd="true" 
                android:layout_toStartOf="@+id/checkBox"/> 
 
            <CheckBox 
                android:id="@+id/checkBox" 
                android:layout_width="wrap_content" 
                android:layout_height="wrap_content" 
                android:text="SEND TO SERVO" 
                android:layout_alignParentEnd="true" 
                android:layout_below="@+id/clear" 
                android:layout_marginRight="5dp" /> 
 
            <TextView 
                android:layout_width="wrap_content" 
                android:layout_height="wrap_content" 
                android:text="@string/SENSORDATA" 
                android:textAppearance="?android:attr/textAppearanceMedium" 
                android:id="@+id/textViewsensor" 
                android:textStyle="bold" 
                android:layout_above="@+id/input" 
                android:layout_alignParentStart="true" /> 
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            <TextView 
                android:layout_width="wrap_content" 
                android:layout_height="wrap_content" 
                android:text="@string/X" 
                android:id="@+id/SR1" 
                android:layout_below="@+id/textViewsensor" 
                android:layout_gravity="end" 
                android:layout_marginTop="5dp" 
                android:layout_marginStart="5dp"/> 
 
            <TextView 
                android:layout_width="wrap_content" 
                android:layout_height="wrap_content" 
                android:text="@string/Y" 
                android:id="@+id/SR2" 
                android:layout_below="@+id/SR1" 
                android:layout_gravity="end" 
                android:layout_marginStart="5dp"/> 
 
            <TextView 
                android:layout_width="wrap_content" 
                android:layout_height="wrap_content" 
                android:text="@string/Z" 
                android:id="@+id/SR3" 
                android:layout_below="@+id/SR2" 
                android:layout_gravity="end" 
                android:layout_marginStart="5dp"/> 
 
            <TextView 
                android:layout_width="wrap_content" 
                android:layout_height="wrap_content" 
                android:text="@string/tocat" 
                android:layout_gravity="end" 
                android:id="@+id/SRtocatsx" 
                android:layout_below="@+id/SR3" 
                android:layout_marginStart="5dp" /> 
 
            <TextView 
                android:layout_width="wrap_content" 
                android:layout_height="wrap_content" 
                android:text="@string/tocatz" 
                android:layout_gravity="end" 
                android:id="@+id/SRtocat" 
                android:layout_below="@+id/SRtocatsx" 
                android:layout_marginStart="5dp"/> 
 
            <Button 
                android:layout_width="wrap_content" 
                android:layout_height="wrap_content" 
                android:text="@string/SBYTE" 
                android:id="@+id/botonsensor" 
                android:layout_gravity="end" 
                android:layout_alignBaseline="@+id/btnloop" 
                android:layout_alignBottom="@+id/btnloop" 
                android:layout_toStartOf="@+id/btnloop" /> 
 
 
            <ToggleButton 
                android:layout_width="wrap_content" 
                android:layout_height="wrap_content" 
                android:text="LOOP" 
                android:id="@+id/btnloop" 
                android:layout_gravity="end" 
                android:textOn="LOOP" 
                android:textOff="LOOP" 
                android:layout_alignBottom="@+id/send" 
                android:layout_alignEnd="@+id/button180" /> 
 
            <Button 
                style="?android:attr/buttonStyleSmall" 
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                android:layout_width="55dp" 
                android:layout_height="wrap_content" 
                android:text="0º" 
                android:layout_below="@+id/SRtocat" 
                android:id="@+id/button0" /> 
 
            <Button 
                style="?android:attr/buttonStyleSmall" 
                android:layout_width="55dp" 
                android:layout_height="wrap_content" 
                android:text="90º" 
                android:layout_toEndOf="@+id/button45" 
                android:layout_below="@+id/SRtocat" 
                android:id="@+id/button90" /> 
 
            <Button 
                style="?android:attr/buttonStyleSmall" 
                android:layout_width="55dp" 
                android:layout_height="wrap_content" 
                android:text="180º" 
                android:layout_toEndOf="@+id/button130" 
                android:layout_below="@+id/SRtocat" 
                android:id="@+id/button180" /> 
 
            <Button 
                style="?android:attr/buttonStyleSmall" 
                android:layout_width="55dp" 
                android:layout_height="wrap_content" 
                android:text="45º" 
                android:layout_toEndOf="@+id/button0" 
                android:layout_below="@+id/SRtocat" 
                android:id="@+id/button45" /> 
 
            <Button 
                style="?android:attr/buttonStyleSmall" 
                android:layout_width="55dp" 
                android:layout_height="wrap_content" 
                android:text="130º" 
                android:layout_toEndOf="@+id/button90" 
                android:layout_below="@+id/SRtocat" 
                android:id="@+id/button130" /> 
 
 
        </RelativeLayout> 
 
 
        <RelativeLayout 
            android:layout_width="match_parent" 
            android:layout_height="wrap_content" 
            android:id="@+id/b3" 
            android:layout_below="@+id/b2" 
            android:layout_alignParentStart="true" 
            android:visibility="visible" 
            android:background="@drawable/borders" 
            android:layout_marginRight="10dp" 
            android:layout_marginTop="10dp" 
            android:layout_marginBottom="10dp"> 
 
            <TextView 
                android:layout_width="wrap_content" 
                android:layout_height="wrap_content" 
                android:text="@string/ERROR" 
                android:textAppearance="?android:attr/textAppearanceMedium" 
                android:id="@+id/textViewerror" 
                android:textStyle="bold" 
                android:layout_alignParentTop="true" 
                android:layout_alignParentStart="true" /> 
 
            <TextView 
                android:id="@+id/textbyteCnt" 
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                android:layout_width="fill_parent" 
                android:layout_height="wrap_content" 
                android:layout_below="@+id/info" 
                android:layout_marginStart="5dp" 
                android:layout_marginTop="5dp" 
                android:layout_alignParentBottom="true" 
                android:layout_alignEnd="@+id/status" /> 
 
            <TextView 
                android:id="@+id/status" 
                android:layout_width="380dp" 
                android:layout_height="wrap_content" 
                android:layout_alignTop="@+id/info" 
                android:layout_toEndOf="@+id/textViewerror" 
                android:text="" 
                android:layout_alignParentBottom="true" /> 
 
            <TextView 
                android:id="@+id/info" 
                android:layout_below="@+id/textViewerror" 
                android:textStyle="italic" 
                android:layout_width="fill_parent" 
                android:layout_height="wrap_content" 
                android:layout_marginStart="5dp" 
                android:text="Dispositivo" 
                android:layout_marginTop="5dp" 
                android:layout_toStartOf="@+id/status" /> 
 
            <Button 
                style="?android:attr/buttonStyleSmall" 
                android:layout_width="wrap_content" 
                android:layout_height="wrap_content" 
                android:text="Disconnect" 
                android:id="@+id/btndisconnect" 
                android:visibility="gone" 
                android:layout_alignParentBottom="true" 
                android:layout_alignParentEnd="true" /> 
 
        </RelativeLayout> 
 
    </RelativeLayout> 
</ScrollView> 
 
B.2.2 App Smartphone (XML Menu) 
<?xml version="1.0" encoding="utf-8"?> 
<menu xmlns:android="http://schemas.android.com/apk/res/android" 
    xmlns:app="http://schemas.android.com/apk/res-auto" 
    xmlns:tools="http://schemas.android.com/tools" 
    tools:context=".MainActivity"> 
 
    <item android:id="@+id/action_settings" 
        android:title="About" 
        android:orderInCategory="100" 
        app:showAsAction="never" /> 
 
</menu> 
 
B.2.3 App Smartphone (XML Manifest) 
<?xml version="1.0" encoding="utf-8"?> 
<manifest xmlns:android="http://schemas.android.com/apk/res/android" 
    package="geryg.blueservozerobeta"> 
 
    <uses-permission android:name="android.permission.BLUETOOTH"/> 
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    <application 
        android:allowBackup="true" 
        android:icon="@mipmap/ic_launcher" 
        android:label="@string/app_name" 
        android:supportsRtl="true" 
        android:theme="@style/AppTheme"> 
        <activity android:name=".MainActivity" 
            android:configChanges="orientation" 
            android:screenOrientation="landscape" 
            > 
            <intent-filter> 
                <action android:name="android.intent.action.MAIN" /> 
 
                <category android:name="android.intent.category.LAUNCHER" /> 
            </intent-filter> 
        </activity> 
    </application> 
 
</manifest> 
 
B.2.4 App Smartphone (Java) 
 
package geryg.blueservozerobeta; 
 
import android.app.Activity; 
import android.bluetooth.BluetoothAdapter; 
import android.bluetooth.BluetoothDevice; 
import android.bluetooth.BluetoothSocket; 
import android.content.Intent; 
import android.content.pm.PackageManager; 
import android.hardware.Sensor; 
import android.hardware.SensorEvent; 
import android.hardware.SensorEventListener; 
import android.hardware.SensorManager; 
import android.os.Bundle; 
import android.support.v7.app.AppCompatActivity; 
import android.text.InputType; 
import android.view.Menu; 
import android.view.MenuItem; 
import android.view.View; 
import android.widget.AdapterView; 
import android.widget.ArrayAdapter; 
import android.widget.Button; 
import android.widget.CheckBox; 
import android.widget.EditText; 
import android.widget.ListView; 
import android.widget.RelativeLayout; 
import android.widget.TextView; 
import android.widget.Toast; 
import android.widget.ToggleButton; 
import java.io.IOException; 
import java.io.InputStream; 
import java.io.OutputStream; 
import java.nio.ByteBuffer; 
import java.util.ArrayList; 
import java.util.List; 
import java.util.Set; 
import java.util.Timer; 
import java.util.TimerTask; 
import java.util.UUID; 
 
public class MainActivity extends AppCompatActivity { 
 
    ///////////////////////VARIABLES/////////////////////////// 
 
    //BLUETOOTH 
    private static final int REQUEST_ENABLE_BT = 1; 
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    BluetoothAdapter bluetoothAdapter; 
 
    BluetoothDevice device; 
    int intento_conexion=0; 
 
 
    ArrayAdapter<BluetoothDevice> pairedDeviceAdapter; 
    ArrayList<BluetoothDevice> pairedDeviceArrayList; 
 
    ThreadConnectBTdevice myThreadConnectBTdevice; 
    ThreadConnected myThreadConnected; 
 
    private UUID myUUID; 
    private final String UUID_STRING_WELL_KNOWN_SPP = "00001101-0000-1000-8000-
00805F9B34FB"; 
 
    //TEXTOS, LISTAS, BOTONES (Elementos varios de la activity) 
    TextView textInfo, textStatus, textByteCnt, TituloBluetooth, textViewerror; 
    ListView listViewPairedDevice; 
    EditText inputField; 
    Button btnSend, btnClear, btnsens, btn0, btn90, btn180, btn130, btn45, 
btndisconnect; 
    CheckBox checkwrite; 
    ToggleButton btnloop; 
    private TextView SR1; 
    private TextView SR2; 
    private TextView SR3; 
    private TextView SRtocatsx; 
    private TextView SRtocatsy; 
    RelativeLayout b2; 
 
    //SENSORES 
    public float[] valorsr1=new float[20]; //Valor de sensor eje X 
    public float[] valorsr2=new float[20]; //Valor de sensor eje Y 
    public float[] valorsr3=new float[20]; //Valor de sensor eje Z 
    public float valorsr1anterior, valorsr1guarda; 
 
    public float valorsr1mitja; 
    public float valorsr2mitja; 
    public float valors1mitjaanterior=0; 
    public float valors2mitjaanterior=0; 
    public float valorsr2suma=0; 
    public float valorsr1suma=0; 
 
    int valorintsr1, valorintsr2; //Valores eje X i Z tratado 
    int cuentas=0; 
    boolean tocatbotosx=true; 
 
 
    private SensorManager mSensorManager; //Manager de sensores 
 
    private Sensor mAccelerometer; //Sensor Accelerometro 
    private float[] mLastAccelerometer = new float[3]; 
    private boolean mLastAccelerometerSet = false; 
 
    private Sensor mMagnetometer; //Sensor Magnetometro 
    private float[] mLastMagnetometer = new float[3]; 
    private boolean mLastMagnetometerSet = false; 
 
 
    private float[] mR = new float[9]; //Matriz con ambos sensores 
    private float[] mOrientation = new float[3]; //Sensor de orientación 
(Magnetometro+Accelerometro) 
 
    private String letra; //Letra comunicación sensor (i o j) 
    private int tocatsx, tocatsy; 
 
    //TIMER 
    Timer timer; 
 Sistema de realidad virtual aplicada a robótica móvil 
 - 28 - 
    MyTimerTask myTimerTask; 
    int flagTimer=0; 
 
 
  //METODO ON CREATE 
    @Override 
    protected void onCreate(Bundle savedInstanceState) { 
        //ON_CREATE SE EJECUTA AL INICIAR LA ACTIVITY UNA SOLA VEZ 
        super.onCreate(savedInstanceState); 
 
        setContentView(R.layout.activity_main); 
 
 
//ID DE LA CLASE R 
//ENLAZAMOS LAS VARIABLES CON LAS ID DE LOS OBJETOS (CLASE R) 
 
        //Layouts 
        b2 = (RelativeLayout)findViewById(R.id.b2); 
 
        //Lista 
        listViewPairedDevice = (ListView)findViewById(R.id.pairedlist); 
 
        //TextView 
        textInfo = (TextView)findViewById(R.id.info); 
        textViewerror = (TextView)findViewById(R.id.textViewerror); 
        TituloBluetooth = (TextView)findViewById(R.id.textView); 
        textStatus = (TextView)findViewById(R.id.status); 
        textByteCnt = (TextView)findViewById(R.id.textbyteCnt); 
        SR1 = (TextView) findViewById(R.id.SR1); 
        SR2 = (TextView) findViewById(R.id.SR2); 
        SR3 = (TextView) findViewById(R.id.SR3); 
        SRtocatsx = (TextView) findViewById(R.id.SRtocatsx); 
        SRtocatsy = (TextView) findViewById(R.id.SRtocat); 
 
        //Input de texto 
        inputField = (EditText)findViewById(R.id.input); 
 
///////////SENSORES Inicializacion/////////////////////////// 
 
        //Creamos el SENSOR MANAGER 
        mSensorManager = (SensorManager) getSystemService(SENSOR_SERVICE); 
        //Declaramos una Lista de sensores 
        List<Sensor> listaSensores; 
 
  //Adquirimos los sensores ACELEROMETRO y MAGNETOMETRO del SensorManager 
        mAccelerometer = 
mSensorManager.getDefaultSensor(Sensor.TYPE_ACCELEROMETER); 
        mMagnetometer = 
mSensorManager.getDefaultSensor(Sensor.TYPE_MAGNETIC_FIELD); 
 
        /////////////////////////////////BOTONES///////////////////////////////// 
//Declaracion de los botones y sus ClickListener, el programa reaccionara ante un 
click del boton 
 
        //SEND: Mandamos Strings por Bluetooth 
        btnSend = (Button)findViewById(R.id.send); 
        btnSend.setOnClickListener(new View.OnClickListener(){ 
            @Override 
            public void onClick(View v) { 
                if(myThreadConnected!=null) { 
                    if (checkwrite.isChecked()) { 
 
                     try{   String ToSend = inputField.getText().toString(); 
                            int Salida = Integer.valueOf(ToSend); 
                            byte Write1 = (byte) (Salida); 
                            byte Write2 = (byte) ((Salida >> 8) & 0xFF); 
                            lectura_var(Write2,Write1,Write2,Write1);} 
 
                     catch (Exception er1){ 
                         er1.printStackTrace(); 
 Sistema de realidad virtual aplicada a robótica móvil 
 - 29 - 
                         Toast.makeText(MainActivity.this,"RECEPTOR NO 
DISPONIBLE",Toast.LENGTH_LONG).show(); 
                     } 
 
                    }else{ 
                        tocatbotosx = !tocatbotosx; 
 
                    } 
                } 
            }}); 
 
        //Checkbox 
        checkwrite = (CheckBox)findViewById(R.id.checkBox); 
        checkwrite.setOnClickListener(new View.OnClickListener() { 
            @Override 
            public void onClick(View v) { 
                if (myThreadConnected != null) { 
                    if (checkwrite.isChecked()) { 
                        inputField.setInputType(InputType.TYPE_CLASS_NUMBER); 
                    } else { 
                        inputField.setInputType(InputType.TYPE_CLASS_TEXT); 
                    } 
                } 
            } 
        }); 
 
        //ENVIAR BYTE: Mandamos una sola lectura de los sensores 
        btnsens = (Button)findViewById(R.id.botonsensor); 
        btnsens.setOnClickListener(new View.OnClickListener(){ 
            @Override 
            public void onClick(View v) { 
                if(myThreadConnected!=null){ 
                    try{lectura_sensors();} 
                    catch (Exception er1){ 
                        er1.printStackTrace(); 
                        Toast.makeText(MainActivity.this,"RECEPTOR NO 
DISPONIBLE",Toast.LENGTH_LONG).show(); 
                    } 
                } 
            }}); 
 
        //LOOP: Mandamos lecturas cada 10ms, uso de Timer 
        btnloop = (ToggleButton)findViewById(R.id.btnloop); 
        btnloop.setOnClickListener(new View.OnClickListener() { 
            @Override 
            public void onClick(View v) { 
                if(myThreadConnected!=null) { 
                    try{ 
                        if (btnloop.isChecked()){ 
 
                            textStatus.append("LOOP"); 
                            flagTimer=1; 
 
                        }else{ 
                            textStatus.append("NOT_LOOP"); 
                            flagTimer=0; 
                        } 
                    } 
                    catch (Exception er1) { 
                        er1.printStackTrace(); 
                        Toast.makeText(MainActivity.this, "RECEPTOR NO DISPONIBLE", 
Toast.LENGTH_LONG).show(); 
                    } 
                } 
            } 
        }); 
 
        //CLEAR: Limpiamos las ventanas de texto de datos 
        btnClear = (Button)findViewById(R.id.clear); 
        btnClear.setOnClickListener(new View.OnClickListener() { 
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            @Override 
            public void onClick(View v) { 
                textStatus.setText(""); 
                textByteCnt.setText(""); 
            } 
        }); 
 
        //DISCONNECT: Desconectamos bluetooth 
        btndisconnect = (Button)findViewById(R.id.btndisconnect); 
        btndisconnect.setOnClickListener(new View.OnClickListener() { 
            @Override 
            public void onClick(View v) { 
                if(myThreadConnectBTdevice!=null){ 
                    myThreadConnectBTdevice.cancel(); 
                } 
            } 
        }); 
 
        //0: Mandamos una pseudolectura de datos de los sensores a 0º 
        btn0 = (Button)findViewById(R.id.button0); 
        btn0.setOnClickListener(new View.OnClickListener(){ 
            @Override 
            public void onClick(View v) { 
                if(myThreadConnected!=null) { 
                    try{lectura_var(0x00,0x00,0x00,0x00);} 
                    catch (Exception er1){ 
                        er1.printStackTrace(); 
                        Toast.makeText(MainActivity.this,"RECEPTOR NO 
DISPONIBLE",Toast.LENGTH_LONG).show(); 
                    } 
                } 
            }}); 
 
        //90: Mandamos una pseudolectura de datos de los sensores a 90º 
        btn90 = (Button)findViewById(R.id.button90); 
        btn90.setOnClickListener(new View.OnClickListener(){ 
            @Override 
            public void onClick(View v) { 
                if(myThreadConnected!=null) { 
                    try{lectura_var(0x01,0x40,0x01,0x40);} 
                    catch (Exception er1){ 
                        er1.printStackTrace(); 
                        Toast.makeText(MainActivity.this,"RECEPTOR NO 
DISPONIBLE",Toast.LENGTH_LONG).show(); 
                    } 
                } 
            }}); 
 
        //180: Mandamos una pseudolectura de datos de los sensores a 180º 
        btn180 = (Button)findViewById(R.id.button180); 
        btn180.setOnClickListener(new View.OnClickListener(){ 
            @Override 
            public void onClick(View v) { 
                if(myThreadConnected!=null) { 
                    try{lectura_var(0x02,0x88,0x02,0x88);} 
                    catch (Exception er1){ 
                        er1.printStackTrace(); 
                        Toast.makeText(MainActivity.this,"RECEPTOR NO 
DISPONIBLE",Toast.LENGTH_LONG).show(); 
                    } 
                } 
            }}); 
 
        //45: Mandamos una pseudolectura de datos de los sensores a 45º 
        btn45 = (Button)findViewById(R.id.button45); 
        btn45.setOnClickListener(new View.OnClickListener(){ 
            @Override 
            public void onClick(View v) { 
                if(myThreadConnected!=null) { 
                    try{lectura_var(0x00,0xC8,0x00,0xC8);} 
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                    catch (Exception er1){ 
                        er1.printStackTrace(); 
                        Toast.makeText(MainActivity.this,"RECEPTOR NO 
DISPONIBLE",Toast.LENGTH_LONG).show(); 
                    } 
                } 
            }}); 
 
        //130: Mandamos una pseudolectura de datos de los sensores a 130º 
        btn130 = (Button)findViewById(R.id.button130); 
        btn130.setOnClickListener(new View.OnClickListener(){ 
            @Override 
            public void onClick(View v) { 
                if(myThreadConnected!=null) { 
                    try{lectura_var(0x01,0xA4,0x01,0xA4);} 
                    catch (Exception er1){ 
                        er1.printStackTrace(); 
                        Toast.makeText(MainActivity.this,"RECEPTOR NO 
DISPONIBLE",Toast.LENGTH_LONG).show(); 
                    } 
                } 
            }}); 
 
        ///////BLUETOOTH Inicializacion//////////////////////////// 
 
        if 
(!getPackageManager().hasSystemFeature(PackageManager.FEATURE_BLUETOOTH)){ 
            Toast.makeText(this, 
                    "FEATURE_BLUETOOTH NOT support", 
                    Toast.LENGTH_LONG).show(); 
            finish(); 
            return; 
        } 
 
        //Using the well-known SPP UUID 
        myUUID = UUID.fromString(UUID_STRING_WELL_KNOWN_SPP); 
 
        bluetoothAdapter = BluetoothAdapter.getDefaultAdapter(); 
        if (bluetoothAdapter == null) { 
            Toast.makeText(this, 
                    "Bluetooth is not supported on this hardware platform", 
                    Toast.LENGTH_LONG).show(); 
            finish(); 
            return; 
        } 
 
        String stInfo = bluetoothAdapter.getName() + "\n" + 
                bluetoothAdapter.getAddress(); 
        textInfo.setText(stInfo); 
    } 
 
    
//METODO ON START     
@Override 
    protected void onStart() { 
        super.onStart(); 
 
        //Solicitamos encender el Bluetooth si este se encuentra apagado en el 
dispositivo 
        if (!bluetoothAdapter.isEnabled()) { 
            Intent enableIntent = new 
Intent(BluetoothAdapter.ACTION_REQUEST_ENABLE); 
            startActivityForResult(enableIntent, REQUEST_ENABLE_BT); 
        } 
 
        //Llamamos al metodo Setup() 
        setup_bluetooth(); 
    } 
 
    ///METODO ON RESUME 
 Sistema de realidad virtual aplicada a robótica móvil 
 - 32 - 
    protected void onResume() { 
        super.onResume(); 
 
 
        mLastAccelerometerSet = false; 
        mLastMagnetometerSet = false; 
        mSensorManager.registerListener(_SensorEventListener, mAccelerometer, 
SensorManager.SENSOR_DELAY_UI); 
        mSensorManager.registerListener(_SensorEventListener, mMagnetometer, 
SensorManager.SENSOR_DELAY_UI); 
    } 
 
    //METODO ON CREATE OPTIONS MENU 
    @Override 
    public boolean onCreateOptionsMenu(Menu menu) { 
        // Inflate the menu; this adds items to the action bar if it is present. 
        getMenuInflater().inflate(R.menu.menu_main, menu); 
        return true; 
 
    } 
 
    @Override 
    public boolean onOptionsItemSelected(MenuItem item) { 
        switch (item.getItemId()) { 
            case R.id.action_settings: 
                Toast.makeText(this, "Autores: David Costa y Gerard Guixé", 
Toast.LENGTH_LONG).show(); 
                Toast.makeText(this,  "Trabajo final de grado"+"\n" 
                        +"Título: Realidad virtual aplicada a la robótica móvil" 
+"\n" 
                        +"Tutor: Juan Gamiz", Toast.LENGTH_LONG).show(); 
                Toast.makeText(this, "Grado: Ingenieria electrónica industrial y 
automática" +"\n" 
                        +"Universidad: EUETIB (Barcelona)" 
                        , Toast.LENGTH_LONG).show(); 
 
                return true; 
            default: 
                return super.onOptionsItemSelected(item); 
        } 
    } 
     
//METODO ON PAUSE 
    protected void onPause() { 
        super.onPause(); 
 
        //Dejamos de leer los sensores 
 
    } 
 
     
//METODO ON_DESTROY     
@Override 
    protected void onDestroy() { 
        super.onDestroy(); 
 
        mSensorManager.unregisterListener(_SensorEventListener); 
 
        if(myThreadConnectBTdevice!=null){ 
            myThreadConnectBTdevice.cancel(); 
        } 
    } 
 
     
//METODO SETUP_BLUETOOTH 
    private void setup_bluetooth() { 
        Set<BluetoothDevice> pairedDevices = bluetoothAdapter.getBondedDevices(); 
        if (pairedDevices.size() > 0) { 
            pairedDeviceArrayList = new ArrayList<BluetoothDevice>(); 
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            for (BluetoothDevice device : pairedDevices) { 
                pairedDeviceArrayList.add(device); 
            } 
 
            pairedDeviceAdapter = new ArrayAdapter<BluetoothDevice>(this, 
                    android.R.layout.simple_list_item_1, pairedDeviceArrayList); 
            listViewPairedDevice.setAdapter(pairedDeviceAdapter); 
 
            listViewPairedDevice.setOnItemClickListener(new 
AdapterView.OnItemClickListener() { 
 
                @Override 
                public void onItemClick(AdapterView<?> parent, View view, 
                                        int position, long id) { 
                    device = (BluetoothDevice) parent.getItemAtPosition(position); 
                    intento_conexion=0; 
                    Toast.makeText(MainActivity.this, 
                            "Name: " + device.getName() + "\n" 
                                    + "Address: " + device.getAddress() + "\n" 
                                    + "BondState: " + device.getBondState() + "\n" 
                                    + "BluetoothClass: " + 
device.getBluetoothClass() + "\n" 
                                    + "Class: " + device.getClass(), 
                            Toast.LENGTH_LONG).show(); 
 
                    textStatus.setText("start ThreadConnectBTdevice"); 
                    myThreadConnectBTdevice = new ThreadConnectBTdevice(device); 
                    myThreadConnectBTdevice.start(); 
                } 
            }); 
        } 
    } 
 
     
//METODO ONACTIVITYRESULT 
    @Override 
    protected void onActivityResult(int requestCode, int resultCode, Intent data) { 
        if(requestCode==REQUEST_ENABLE_BT){ 
            if(resultCode == Activity.RESULT_OK){ 
                setup_bluetooth(); 
            }else{ 
                Toast.makeText(this, 
                        "BlueTooth NO enabled", 
                        Toast.LENGTH_SHORT).show(); 
                finish(); 
            } 
        } 
    } 
 
     
//METODO startThreadConnected 
 
    //Called in ThreadConnectBTdevice once connect successed 
    //to start ThreadConnected 
    private void startThreadConnected(BluetoothSocket socket){ 
 
        myThreadConnected = new ThreadConnected(socket); 
        myThreadConnected.start(); 
    } 
 
     
//CLASE ThreadConnectBTdevice 
    //ThreadConnectBTdevice: 
    //Background Thread to handle BlueTooth connecting 
 
    private class ThreadConnectBTdevice extends Thread { 
 
        private BluetoothSocket bluetoothSocket = null; 
        private final BluetoothDevice bluetoothDevice; 
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        private ThreadConnectBTdevice(BluetoothDevice device) { 
            bluetoothDevice = device; 
 
            try { 
                bluetoothSocket = device.createRfcommSocketToServiceRecord(myUUID); 
                textStatus.setText("bluetoothSocket: \n" + bluetoothSocket); 
            } catch (IOException e) { 
                // TODO Auto-generated catch block 
                e.printStackTrace(); 
            } 
        } 
 
        @Override 
        public void run() { 
            boolean success = false; 
            try { 
                bluetoothSocket.connect(); 
                success = true; 
            } catch (IOException e) { 
                e.printStackTrace(); 
 
                final String eMessage = e.getMessage(); 
                runOnUiThread(new Runnable() { 
 
                    @Override 
                    public void run() { 
                        textStatus.setText("something wrong 
bluetoothSocket.connect(): \n" + eMessage); 
                    } 
                }); 
 
                try { 
                    bluetoothSocket.close(); 
                } catch (IOException e1) { 
                    // TODO Auto-generated catch block 
                    e1.printStackTrace(); 
                } 
            } 
 
            if(success){ 
                //connect successful 
                final String msgconnected = "connect successful:\n" 
                        + "BluetoothSocket: " + bluetoothSocket + "\n" 
                        + "BluetoothDevice: " + bluetoothDevice; 
 
                runOnUiThread(new Runnable() { 
 
                    @Override 
                    public void run() { 
                        textStatus.setText(""); 
                        textByteCnt.setText(""); 
                        Toast.makeText(MainActivity.this, msgconnected, 
Toast.LENGTH_LONG).show(); 
 
                        modo_sensor(); 
                    } 
                }); 
 
                startThreadConnected(bluetoothSocket); 
 
            } 
            else{ 
                //fail //Si falla intentamos la conexión otra vez 
 
                if(intento_conexion>5){ 
                textStatus.setText("Intento "+ intento_conexion); 
                myThreadConnectBTdevice = new ThreadConnectBTdevice(device); 
                myThreadConnectBTdevice.start(); 
                    intento_conexion=intento_conexion+1; 
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                } 
 
 
            } 
        } 
 
        public void cancel() { 
 
            Toast.makeText(getApplicationContext(), 
                    "close bluetoothSocket", 
                    Toast.LENGTH_LONG).show(); 
 
           modo_bluetooth(); 
 
            try { 
                bluetoothSocket.close(); 
            } catch (IOException e) { 
                // TODO Auto-generated catch block 
                e.printStackTrace(); 
            } 
 
        } 
 
    } 
 
     
//CLASE ThreadConnected 
    //ThreadConnected: 
    //Background Thread to handle Bluetooth data communication 
    //after connected 
 
    private class ThreadConnected extends Thread { 
        private final BluetoothSocket connectedBluetoothSocket; 
        private final InputStream connectedInputStream; 
        private final OutputStream connectedOutputStream; 
 
        public ThreadConnected(BluetoothSocket socket) { 
            connectedBluetoothSocket = socket; 
            InputStream in = null; 
            OutputStream out = null; 
 
            try { 
                in = socket.getInputStream(); 
                out = socket.getOutputStream(); 
            } catch (IOException e) { 
                // TODO Auto-generated catch block 
                e.printStackTrace(); 
            } 
 
            connectedInputStream = in; 
            connectedOutputStream = out; 
        } 
 
        @Override 
        public void run() { 
            byte[] buffer = new byte[1024]; 
            int bytes; 
 
            String strRx = ""; 
 
            while (true) { 
                try { 
                    bytes = connectedInputStream.read(buffer); 
 
                    final String strReceived = new String(buffer, 0, bytes); 
                    final String strByteCnt = String.valueOf(bytes) + " bytes 
received.\n"; 
                    letra = strReceived; 
 
                    if(flagTimer==1) { 
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                        lectura_sensors(); 
                    } 
 
                    runOnUiThread(new Runnable(){ 
 
                        @Override 
                        public void run() { 
                            textStatus.append(strReceived); 
                            if(textStatus.length()>300){ 
                                textStatus.setText(""); 
                            } 
                            textByteCnt.setText(strByteCnt); 
                        }}); 
 
                } catch (IOException e) { 
                    // TODO Auto-generated catch block 
                    e.printStackTrace(); 
 
                    final String msgConnectionLost = "Connection lost:\n" 
                            + e.getMessage(); 
                    runOnUiThread(new Runnable(){ 
 
                        @Override 
                        public void run() { 
                            textStatus.setText(msgConnectionLost); 
                        }}); 
                } 
            } 
        } 
 
        public void write(byte[] buffer) { 
            try { 
                connectedOutputStream.write(buffer); 
            } catch (IOException e) { 
                // TODO Auto-generated catch block 
                e.printStackTrace(); 
            } 
        } 
 
        public void cancel() { 
            try { 
                connectedBluetoothSocket.close(); 
            } catch (IOException e) { 
                // TODO Auto-generated catch block 
                e.printStackTrace(); 
            } 
        } 
    } 
 
     
//LISTENER Sensores 
    //////////////////////////////SENSORES//////////////////////////////// 
    SensorEventListener _SensorEventListener=   new SensorEventListener() { 
 
        @Override 
        public void onAccuracyChanged(Sensor sensor, int accuracy) { 
        } 
 
        @Override 
        public void onSensorChanged(SensorEvent event) { 
 
                if (event.sensor == mAccelerometer) { 
                    System.arraycopy(event.values, 0, mLastAccelerometer, 0, 
event.values.length); 
                    mLastAccelerometerSet = true; 
                } else if (event.sensor == mMagnetometer) { 
                    System.arraycopy(event.values, 0, mLastMagnetometer, 0, 
event.values.length); 
                    mLastMagnetometerSet = true; 
                } 
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                if (mLastAccelerometerSet && mLastMagnetometerSet) { 
                    SensorManager.getRotationMatrix(mR, null, mLastAccelerometer, 
mLastMagnetometer); 
                    SensorManager.getOrientation(mR, mOrientation); 
 
                    valorsr1[cuentas] = mOrientation[0]; 
                    valorsr2[cuentas] = mOrientation[1]; 
                    valorsr3[cuentas] = mOrientation[2]; 
 
                } 
                if (cuentas<19){ 
                    cuentas=cuentas+1; 
                    valorsr1suma=valorsr1suma+valorsr1[cuentas]; 
                    valorsr2suma=valorsr2suma+valorsr3[cuentas]; 
                } 
                else { 
                    valorsr1suma = valorsr1suma-valorsr1[0]+valorsr1[19]; 
                    valorsr2suma = valorsr2suma-valorsr3[0]+valorsr3[19]; 
                    //Amb un for no em funciona 
 
                    valorsr1[0]=valorsr1[1]; 
                    valorsr1[1]=valorsr1[2]; 
                    valorsr1[2]=valorsr1[3]; 
                    valorsr1[3]=valorsr1[4]; 
                    valorsr1[4]=valorsr1[5]; 
                    valorsr1[5]=valorsr1[6]; 
                    valorsr1[6]=valorsr1[7]; 
                    valorsr1[7]=valorsr1[8]; 
                    valorsr1[8]=valorsr1[9]; 
                    valorsr1[9]=valorsr1[10]; 
                    valorsr1[10]=valorsr1[11]; 
                    valorsr1[11]=valorsr1[12]; 
                    valorsr1[12]=valorsr1[13]; 
                    valorsr1[13]=valorsr1[14]; 
                    valorsr1[14]=valorsr1[15]; 
                    valorsr1[15]=valorsr1[16]; 
                    valorsr1[16]=valorsr1[17]; 
                    valorsr1[17]=valorsr1[18]; 
                    valorsr1[18]=valorsr1[19]; 
 
                    valorsr3[0]=valorsr3[1]; 
                    valorsr3[1]=valorsr3[2]; 
                    valorsr3[2]=valorsr3[3]; 
                    valorsr3[3]=valorsr3[4]; 
                    valorsr3[4]=valorsr3[5]; 
                    valorsr3[5]=valorsr3[6]; 
                    valorsr3[6]=valorsr3[7]; 
                    valorsr3[7]=valorsr3[8]; 
                    valorsr3[8]=valorsr3[9]; 
                    valorsr3[9]=valorsr3[10]; 
                    valorsr3[10]=valorsr3[11]; 
                    valorsr3[11]=valorsr3[12]; 
                    valorsr3[12]=valorsr3[13]; 
                    valorsr3[13]=valorsr3[14]; 
                    valorsr3[14]=valorsr3[15]; 
                    valorsr3[15]=valorsr3[16]; 
                    valorsr3[16]=valorsr3[17]; 
                    valorsr3[17]=valorsr3[18]; 
                    valorsr3[18]=valorsr3[19]; 
 
                    cuentas=19; 
                } 
                valorsr1mitja=((valorsr1suma)/19); 
                valorsr2mitja=(valorsr2suma)/19; 
 
                SR1.setText(String.format("x: %.4f  ", (valorsr1mitja+3.2)*100)); 
                SR2.setText(String.format("y: %.4f  ", (mOrientation[1]+3.2)*100)); 
                SR3.setText(String.format("z: %.4f  ", (valorsr2mitja+3.2)*100)); 
                SRtocatsx.setText(String.format("Tocat X: %o  ",tocatsx)); 
                SRtocatsy.setText(String.format("Tocat Z: %o  ",tocatsy)); 
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            } 
 
    }; 
 
     
//METODO Lectura y ENVIO de valores de Sensores 
    void lectura_sensors(){ 
 
        if (letra.equals("i")) { 
 
            if (((valorsr1mitja-valors1mitjaanterior)>0.1)||((valors1mitjaanterior-
valorsr1mitja)>0.1)){ 
                tocatsx=1; 
                valors1mitjaanterior=valorsr1mitja; 
            } 
            else{ 
                tocatsx=0; 
            } 
 
            valorintsr1 = (int) (Math.round((valors1mitjaanterior + 3.2) * 100)); 
 
            //int test = 500; 
            byte[] datos = new byte[3]; 
            byte[] Letra = new byte[3]; 
 
            Letra[0] = (byte) (0x69);   //Letra i 
            Letra[1] = (byte) (0x6A);   //Letra j 
            Letra[2] = (byte) (0x61);   //EXTRA 
 
            datos[1] = (byte) (valorintsr1); 
            datos[0] = (byte) ((valorintsr1 >> 8) & 0xFF); 
            datos[2] = (byte)(tocatsx); 
 
            byte[] bytesToSend = ByteBuffer.allocate(1).put(Letra[0]).array(); 
            myThreadConnected.write(bytesToSend); 
            bytesToSend = ByteBuffer.allocate(1).put(datos[0]).array(); 
            myThreadConnected.write(bytesToSend); 
            bytesToSend = ByteBuffer.allocate(1).put(datos[1]).array(); 
            myThreadConnected.write(bytesToSend); 
            bytesToSend = ByteBuffer.allocate(1).put(datos[2]).array(); 
            myThreadConnected.write(bytesToSend); 
            letra="r"; 
 
        } 
 
        if  (letra.equals("j")) { 
 
            if (((valorsr2mitja-
valors2mitjaanterior)>0.05)||((valors2mitjaanterior-valorsr2mitja)>0.05)){ 
                tocatsy=1; 
                valors2mitjaanterior=valorsr2mitja; 
            } 
            else{ 
                tocatsy=0; 
            } 
 
            valorintsr2 = (int) (Math.round((valors2mitjaanterior + 3.2) * 100)); 
 
 
            //int test = 500; 
            byte[] datos = new byte[3]; 
            byte[] Letra = new byte[3]; 
 
            Letra[0] = (byte) (0x69);   //Letra i 
            Letra[1] = (byte) (0x6A);   //Letra j 
            Letra[2] = (byte) (0x32);   //EXTRA 
 
            datos[1] = (byte) (valorintsr2); 
            datos[0] = (byte) ((valorintsr2 >> 8) & 0xFF); 
            datos[2] = (byte)(tocatsy); 
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            byte[] bytesToSend = ByteBuffer.allocate(1).put(Letra[1]).array(); 
            myThreadConnected.write(bytesToSend); 
            bytesToSend = ByteBuffer.allocate(1).put(datos[0]).array(); 
            myThreadConnected.write(bytesToSend); 
            bytesToSend = ByteBuffer.allocate(1).put(datos[1]).array(); 
            myThreadConnected.write(bytesToSend); 
            bytesToSend = ByteBuffer.allocate(1).put(datos[2]).array(); 
            myThreadConnected.write(bytesToSend); 
            letra="r";//porponeralgo 
 
        } 
    } 
 
     
//METODO LECTURA y ENVIO de Datos 
 
    void lectura_var(int ix, int iy, int jx, int jy){ 
 
        if (letra.equals("i")) { 
 
            byte[] Letra = new byte[3]; 
            byte[] datos = new byte[3]; 
 
            Letra[0] = (byte) (0x69);   //Letra i 
            Letra[1] = (byte) (ix);   //Byte alto 
            Letra[2] = (byte) (iy);   //Byte bajo 
 
            datos[0] = (byte) (0x01);   //BIT 1 
            datos[1] = (byte) (0x00);   //BIT 0 
            datos[2] = (byte) (0x03);   //EXTRA 
 
 
            byte[] bytesToSend = ByteBuffer.allocate(1).put(Letra[0]).array(); 
            myThreadConnected.write(bytesToSend); 
            bytesToSend = ByteBuffer.allocate(1).put(Letra[1]).array(); 
            myThreadConnected.write(bytesToSend); 
            bytesToSend = ByteBuffer.allocate(1).put(Letra[2]).array(); 
            myThreadConnected.write(bytesToSend); 
 
            if (tocatbotosx) { 
                bytesToSend = ByteBuffer.allocate(1).put(datos[0]).array(); 
                myThreadConnected.write(bytesToSend); 
            } 
            else { 
                bytesToSend = ByteBuffer.allocate(1).put(datos[1]).array(); 
                myThreadConnected.write(bytesToSend); 
            } 
        } 
 
        if  (letra.equals("j")) { 
 
            byte[] Letra = new byte[3]; 
            byte[] datos = new byte[3]; 
 
            Letra[0] = (byte) (0x6A);   //Letra j 
            Letra[1] = (byte) (jx);   //Byte alto 
            Letra[2] = (byte) (jy);   //Byte bajo 
 
            datos[0] = (byte) (0x01);   //BIT 1 
            datos[1] = (byte) (0x00);   //BIT 0 
            datos[2] = (byte) (0x03);   //EXTRA 
 
            byte[] bytesToSend = ByteBuffer.allocate(1).put(Letra[0]).array(); 
            myThreadConnected.write(bytesToSend); 
            bytesToSend = ByteBuffer.allocate(1).put(Letra[1]).array(); 
            myThreadConnected.write(bytesToSend); 
            bytesToSend = ByteBuffer.allocate(1).put(Letra[2]).array(); 
            myThreadConnected.write(bytesToSend); 
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            if (tocatbotosx==true) { 
                bytesToSend = ByteBuffer.allocate(1).put(datos[0]).array(); 
                myThreadConnected.write(bytesToSend); 
            } 
            else { 
                bytesToSend = ByteBuffer.allocate(1).put(datos[1]).array(); 
                myThreadConnected.write(bytesToSend); 
            } 
        } 
    } 
 
     
//METODOS VISIBILIDAD Y OCULTACION 
    void modo_sensor(){ 
 
        listViewPairedDevice.setVisibility(View.GONE); 
        TituloBluetooth.setVisibility(View.GONE); 
        b2.setVisibility(View.VISIBLE); 
        btndisconnect.setVisibility(View.VISIBLE); 
    } 
 
    void modo_bluetooth(){ 
 
        listViewPairedDevice.setVisibility(View.VISIBLE); 
        TituloBluetooth.setVisibility(View.VISIBLE); 
        b2.setVisibility(View.GONE); 
        btndisconnect.setVisibility(View.GONE); 
 
    } 
 
     
//CLASE MyTIMERTaslk 
/////////////////////////////////TIMER//////////////////////////////////// 
    //Clase de ejecución del TIMER 
    class MyTimerTask extends TimerTask { 
 
        @Override 
        public void run() { //El run se ejecuta cuando el TIMER acaba de contar 
 
            lectura_sensors(); 
 
 
            runOnUiThread(new Runnable(){ 
 
                @Override 
                public void run() { 
 
                    //textStatus.append("LECTURA"); 
                }}); 
        } 
 
    } 
} 
 
