In evolutionary multiobjective optimization, the Pareto front (PF) is approximated by using a set of representative candidate solutions with good convergence and diversity. However, most existing multiobjective evolutionary algorithms (MOEAs) have general difficulty in the approximation of PFs with complicated geometries. To address this issue, we propose a generic front modeling method for evolutionary multiobjective optimization, where the shape of the nondominated front is estimated by training a generalized simplex model. On the basis of the estimated front, we further develop an MOEA, where both the mating selection and environmental selection are driven by the approximate nondominated fronts modeled during the optimization process. For performance assessment, the proposed algorithm is compared with several state-of-the-art evolutionary algorithms on a wide range of benchmark problems with various types of PFs and different numbers of objectives. Experimental results demonstrate that the proposed algorithm performs consistently on a variety of multiobjective optimization problems.
I. INTRODUCTION
M ULTIOBJECTIVE optimization problems (MOPs) often involve two or more conflicting objectives to be optimized simultaneously, which widely exist in the realworld applications [1] , [2] . When the number of objectives is larger than three, MOPs are also known as many-objective optimization problems (MaOPs) [3] . Since there does not exist a single solution that optimizes all conflicting objectives, it is usually expected that a set of solutions will be obtained as tradeoffs between different objectives. All the tradeoff solutions, known as Pareto optimal solutions, constitute the Pareto set (PS), and the image of the PS in an objective space is known as the Pareto front (PF) [4] .
Over the last two decades, the multiobjective evolutionary algorithms (MOEAs) have demonstrated high effectiveness in solving MOPs [4] . In terms of the environmental selection strategies, the existing MOEAs can be roughly classified into three categories: 1) Pareto dominance-based MOEAs; 2) decomposition-based MOEAs; and 3) indicatorbased MOEAs. The Pareto dominance-based MOEAs utilize the nondominated sorting approaches [5] to divide candidate solutions into several fronts at the first stage, and afterward, distinguish the candidate solutions in the same front by other diversity metrics [6] , [7] . The decomposition-based MOEAs are characterized by decomposing the original MOP into a number of single-objective optimization problems or simpler MOPs to be solved in a collaborative manner [8] , [9] . As for the indicator-based MOEAs, where the environmental selection is based on a performance indicator, such as hypervolume (HV) [10] , inverted generational distance (IGD) [11] , and R2 [12] , the fitness of a candidate solution is measured by its contribution to the indicator value with respect to the whole population [13] , [14] .
As reported in some recent studies [15] , [16] , despite that the evolutionary multiobjective optimization has been widely verified on a variety of benchmark problems, it is still a challenging task to maintain a good distribution of the candidate solutions on various types of irregular PFs. For example, in decomposition-based MOEAs, since the predefined weight vectors are uniformly sampled on the unit hyperplane, the candidate solutions distributed in the middle of convex/concave PFs will be more/less crowded than those on the border, and such a phenomenon can become worse when the PF has a sharp peak or long tail [17] . Besides, since the distribution of the candidate solutions is mostly determined by the predefined weight vectors, the difference between the PF shape and the distribution of weight vectors could also lead to a substantial deterioration of the performance of decompositionbased MOEAs [15] . Similar issues could also exist in indicator (e.g., HV [10] ) based MOEAs [13] , [18] , where the candidate solutions have biased distribution in the middle of a convex/concave PF due to their larger/smaller HV contributions than those on the borders.
To address the above issues, some approaches were proposed to enhance the performance consistency of MOEAs for tackling MOPs with various PFs, for instance, the adaptive parameter setting-based approaches [19] , [20] and the weight vector adaptation-based approaches [17] , [21] . However, little work has been dedicated to direct modeling the geometrical structures of the PFs. Intuitively, if an MOEA is able to model the PF of a given MOP, the algorithm can ideally make selections among candidate solutions with respect to the modeled PF, regardless of the specific PF shape. Motivated by this, we propose a generic front modeling (GFM)-based MOEA for enhancing the performance consistency of MOEAs in solving MOPs with various PFs, where the contributions of this paper can be summarized as follows.
1) A GFM method is proposed for estimating the PF of a given MOP by iteratively training a generalized simplex model. In the proposed GFM method, the nondominated solutions obtained during the optimization process are used as the training data, and the Levenberg-Marquardt algorithm is employed to estimate the parameters of the model by minimizing the training error. As demonstrated by the examples given in Section III-B, the proposed GFM can estimate various types of PFs with low errors. 2) An evolutionary algorithm (called GFM-MOEA) is developed on the basis of GFM, where both mating selection and environmental selection are driven by the estimated PF models. To be specific, a novel fitness function is proposed as the selection criterion, where the convergence quality of a candidate solution is measured by its distance to the estimated PF, while the diversity quality is measured by its projection on the estimated PF model. Experimental results demonstrate the effectiveness of the proposed GFM-MOEA on MOPs and MaOPs with various types of PFs. The rest of this paper is organized as follows. In Section II, we briefly review some existing MOEAs for enhancing the performance consistency and MOEAs based on PF modeling. The proposed GFM method is elaborated in Section III, followed by the description of GFM-MOEA in Section IV. Experimental results and discussions are given in Section V. Lastly, conclusions are drawn in Section VI.
II. RELATED WORK

A. MOEAs for Enhancing the Performance Consistency in Solving MOPs With Various PFs
There are a large number of MOEAs developed to enhance the performance consistency in solving MOPs with various PFs [17] , [19] - [25] , which can be roughly grouped into the following three categories.
The first category is motivated to deal with the scaled objectives by normalizing the objective values. For MOEAs in this category, the objective values of all the candidate solutions in the population are usually normalized according to the intercept of each axis and the hyperplane constructed by the extreme solutions [26] . NSGA-III [9] , I-DBEA [27] , and θ -DEA [28] , which show the consistent performance on MOPs with badly scaled PFs, are three representative MOEAs belonging to this category.
The second category aims to adapt the fitness function to match the PF shape. Take MOEA/D-PaS [20] as an example, where the performance of decomposition-based MOEAs is enhanced using a Pareto adaptive scalarizing method. Specifically, MOEA/D-PaS uses a weighted L p scalarizing method as an aggregation function, where the weighted sum and Tchebycheff methods are special cases of L p when p = 1 and p = ∞, respectively. Then, the algorithm finds the p value for each weight vector such that the optimal solution identified by the associated L p scalarizing method is the closest one to the weight vector. In this way, the contour curve of the L p scalarizing method can approximate the curvature of the true PF, and thus lead to the consistent performance on problems with various PF shapes.
The third category applies weight vector adaptation, e.g., A-NSGA-III [9] , MOEA/D-AWA [17] , and RVEA* [21] , where the basic idea is to adjust the distribution of the weight vectors according to the candidate solutions in the current population or an external archive. Normally, the initial weight vector set has a simplex-like distribution, while the adapted weight vector set can have a distribution similar to the PF shape, hence, enhancing the performance of the MOEAs to achieve the maximum coverage of the PF.
However, due to the various PF shapes of MOPs, most of the above algorithms have limitations in solving MOPs. On the one hand, NSGA-III and MOEA/D-PaS only estimate the rough scales or curvatures of the PFs, which may not work on MOPs with complicated irregular PFs. On the other hand, despite that A-NSGA-III, MOEA/D-AWA, and RVEA* are tailored for MOPs with irregular PFs, they fail to perform consistently on MOPs with regular PFs [25] . In contrast to the above MOEAs, there are some other MOEAs which enhance the performance consistency by building models to explicitly estimate the PFs [29] - [32] . In the next section, we briefly review some representative MOEAs in this category.
B. MOEAs Based on Pareto Front Modeling
In paλ-MyDE [29] and RIB-EMOA [31] , each PF is associated with one curve in the family
where f i denotes the ith objective value and M denotes the number of objectives. As can be observed from the equation, there is only one parameter p in the model, which determines the curvature of the PF. More specifically, the PF becomes convex, concave, and linear when p < 1, p > 1, and p = 1, respectively. To determine the value of p, paλ-MyDE tries to minimize the difference between the HV value of the PF model estimated using (1) and the HV value of the nondominated solutions in the population, while RIB-EMOA uses the maximum bulge in the nondominated solution set to approximate the PF curve.
In MMEA [32] , the PF was estimated by an M − 1 dimensional simplex, that is,
where the estimated PF model is always linear. To determine the values of parameters a 1 , . . . , a M , MMEA adopts a hyperplane by using the extreme points in the nondominated set, then moves the hyperplane along its normal direction to a position such that no point on the hyperplane is dominated by any solution in the current population. The values of a 1 , . . . , a M are determined by the intercepts of the hyperplane on the axes. Although these existing PF modeling methods have been successfully applied in MOEAs, most of them have limitations in estimating various PFs, mainly due to the following two reasons. First, these models have very limited expression ability, such that they cannot be used for the modeling of PFs with complicated shapes. For example, since there is only one parameter controlling the curvature of PF in (1) , the PF to be modeled should be symmetrical and well normalized. As for the model in (2), although it is able to express unnormalized PFs using parameters a 1 , . . . , a M , the PF to be modeled should always be linear. Second, due to the high complexity of HV calculations, the parameter optimization in these models is also challenging, especially when the number of objectives is large. In order to tackle the problems with various types of PFs and different numbers of objectives, in this paper, we propose a generic PF modeling method, called GFM, which adopts a generalized simplex model coupled with an effective training method for parameter optimization.
III. PROPOSED GENERIC PARETO FRONT MODELING METHOD
A. Model in GFM
In GFM, the PF shape of the MOP to be solved is estimated using the following model:
where a i and p i are the parameters for controlling the scale and curvature of the PF in terms of the ith objective, respectively, M denotes the number of objectives, and f i = f i − z * i is the translated value of the ith objective being subtracted by the ideal point. 1 It can be observed that, the image of (3) is always in the first quadrant and intersects all the axes. However, since the PFs of some MOPs do not intersect all the axes (e.g., DTLZ7 [33] ), the objective values are translated by subtracting the ideal point to make the PFs consistent with (3) [21] . It is worth noting that in some recent studies [17] , [34] , the objective values are suggested to be subtracted by a point lower than the ideal point, that is,
However, according to the experimental results given in Section V-F, a 
where the PF is convex, concave, and linear when p i < 1, p i > 1, and p i = 1, respectively. In addition, the PF is symmetrical or asymmetrical when p i have the same or different values, respectively. better performance is achieved in the proposed GFM when
The model in (3) is a generalization of (1) and (2), which has better ability in expressing complicated PF shapes. In contrast to the modes in (1) and (2), which can only approximate symmetrical PFs or linear PFs, the proposed model in (3) can approximate convex, concave, and linear PFs in terms of the ith objective when p i < 1, p i > 1, and p i = 1, respectively. In addition, the PFs become symmetrical or asymmetrical when p i have the same or different values, respectively. In addition, while the PF to be modeled by (1) should be well normalized, the proposed model in (3) is capable of modeling PFs with arbitrarily scaled PFs due to the parameters a 1 , . . . , a M . Fig. 1 depicts five PFs obtained by using the model in (3) with different settings of p 1 , . . . , p M , which clearly confirms the effectiveness of p i in controlling the shape of the estimated PF. As further illustrations to the properties of the model, we have the following two propositions.
Proposition 1: All of the points sampled on the surface generated by (3) are mutually nondominated.
Proof: Given a point x 1 arbitrarily sampled on the surface generated by (3), for any point x 2 which is dominated by x 1 , it satisfies
where a 1 , . . . , a M , p 1 , . . . , p M > 0 and f i (x 1 ) denotes the ith objective value of point x 1 
Therefore, x 2 cannot be on the surface generated by (3). Analogously, for any point x 3 which dominates
which indicates that x 3 cannot be on the surface generated by (3) either. Therefore, all the points on the surface generated by (3) can neither be dominated by x 1 nor dominate x 1 , that is, they are mutually nondominated. Proposition 2: The model in (3) satisfies the strictly increasing sufficiency property 2 [35] , that is, the function of the model is strictly increasing on each objective.
The above propositions support that the proposed model in (3) has good capability in providing a comprehensive outline of the estimated PF shape and thus guides the search process toward promising directions, where more details will be demonstrated in Section IV.
B. Training Method in GFM
In the proposed GFM, the training process is performed by minimizing the error of the model with respect to the nondominated solutions by the Levenberg-Marquardt algorithm [36] , which is commonly seen in the training of feedforward neural networks. The reason that we use Levenberg-Marquardt algorithm is due to the fact that it is more efficient than other gradient-based techniques in training models with a few parameters [37] . To begin with, a set of nondominated solutions is collected from the current population and translated to be the training data, where the training error of the ith nondominated solution can be calculated as
and consequently, the mean squared error (MSE) of the whole training set is
where M is the number of objectives and N is the number of nondominated solutions. Then we have ∂e i ∂a j = f ij p j (6) and
Thus, the Jacobian matrix J can be formulated as
and the steps for updating the parameters are
where e = (e 1 , . . . , e N ) T and λ is the damping factor, which is dynamically adjusted during the iterations. Finally, the parameters a j and p j can be updated as follows: where j denotes the jth element of vector . The above procedure will be iterated until the MSE cannot be decreased. In order to verify the approximation capability of the proposed GFM, we apply it to the estimation of the PF models of several representative MOPs, i.e., DTLZ1, DTLZ2, DTLZ5, DTLZ7 [33] , convex DTLZ2 (CDTLZ2) [9] , and inverted DTLZ2 (IDTLZ2) [24] with three and ten objectives, respectively. A number of 100 points on the PF of each test instance are sampled as the training set. Table I lists the true PF, the estimated PF, and the final MSE on each test instance, where the MSE is calculated using approximately 10 000 points sampled on the true PF. For better observation, Fig. 2 shows the modeling results on all the test instances with three objectives.
As evidenced by the results in Table I , the proposed GFM is capable of modeling the PFs of all the 12 test instances with low estimation errors with regard to the test data sampled on the true PFs, no matter whether the PF is linear (DTLZ1), concave (DTLZ2), convex (CDTLZ2), degenerated (DTLZ5), disconnected (DTLZ7), or even inverted (IDTLZ2). Since the PFs of DTLZ1, DTLZ2, and CDTLZ2 are simple and regular, GFM has obtained the estimated PFs which are almost the same as the true PFs.
As for the problems, such as DTLZ5, DTLZ7, and IDTLZ2 which have irregular PFs, the estimated PFs are still able to cover the true PFs, although the shapes are not exactly matched. For example, as shown in Fig. 3 , although the PF estimated by GFM is different from the true PF of DTLZ7, the estimated PF is still able to very well fit the nondominated parts of the true PF. As will be demonstrated in the following section, such an estimated PF model can be used to guide the 
IV. PROPOSED GFM-MOEA
A. GFM-Based Fitness Function
The GFM-based fitness function is the key component in GFM-MOEA, where the fitness of the candidate solutions in the same nondominated front is measured according to the estimated PF modeled by GFM. Specifically, the fitness of a candidate solution is measured by two criteria: 1) the convergence criterion and 2) the diversity criterion. As indicated by Proposition 2 in Section III-A, since the estimated PF is strictly increasing on each objective, the line connecting the objective vector of a candidate solution x and the ideal point z * has one and only one intersection point y on the estimated PF
where the parameter r is determined by
On the basis of the intersection point y, the convergence criterion of candidate solution x is defined as its distance to the intersection point associated with it
where · is the L 2 -norm. The diversity criterion of candidate solution x is calculated by the distance from the intersection point to its nearest neighbor
where y denotes the nearest intersection point to y among all the intersection points of the remaining candidate solutions in the same nondominated front.
With the convergence criterion c(x) and the diversity criterion d(x), the fitness of candidate solution x is further calculated as
where 0 < θ < 1 is a predefined penalty parameter. In this paper, θ = 0.2 is adopted in all cases, and the sensibility analysis of θ can be found in Section V-E.
B. Procedure of GFM-MOEA
For simplicity, the proposed GFM-MOEA (i.e., the MOEA based on GFM) adopts the same framework as NSGA-II [6] , where the only difference is that the crowding distance in NSGA-II has been replaced by the GFM-based fitness function "fitness(x)" as introduced in the previous section.
The pseudocode of the proposed GFM-MOEA is given in Algorithm 1. To begin with, an initial population with size N is randomly generated, and the parameters a and p in GFM are initialized to the value of 1. At each generation, GFM is used to model the approximate PF using the nondominated solutions in the current population as the training data. For the sake of stability and efficiency, GFM is employed every f r ×G generations, where g denotes the current generation number, G denotes the maximum number of generations, and f r is the parameter controlling the frequency. In this paper, f r = 0.1 is adopted in all cases, and the sensibility analysis of f r is given in Section V-E.
Afterward, the mating selection is performed for selecting N parents from the current population via the binary tournament 11 Delete the candidate solution with the worst fitness value from F k using (15); 12 Update the fitness of all the remaining candidate solutions in F k using (15);
selection. More specifically, two candidate solutions are randomly picked up from the population each time, and the one having a smaller nondominated front number will be selected as a parent. If the two candidate solutions are in the same nondominated front, the candidate solution with better (larger) fitness value will be selected as a parent. After the N parents are selected, the same number of offsprings are reproduced and merged to the population.
To perform environmental selection, the nondominated sorting is first performed to divide the merged population into several nondominated fronts F 1 , F 2 , . . ., where ENS-SS [5] is employed for MOPs, and T-ENS [38] is employed for MaOPs. Then, the candidate solution p with the worst (least) fitness value is deleted from F k one by one, where F k is the last front satisfying |F 1 . . . F k | >= N, until |F 1 . . . F k | = N is reached. It is worth noting that, since the fitness value of each candidate solution is related to those of the others left in the current population, the fitness values need to be updated after each p is deleted.
C. Time Complexity of GFM-MOEA
The computational cost mainly results from three operations in GFM-MOEA, namely, GFM, nondominated sorting, and environmental selection. In GFM, the most time-consuming operation is the calculation of in (9) . Since the size of J is N × 2M with N denoting the population size and M denoting the number of objectives, the calculation of J T J has a time complexity of O(M 2 N), and the matrix inversion has a time complexity of O(M 3 ). Hence, the time complexity of GFM is O(G M 2 (M + N) ), where G denotes the number of iterations of the Levenberg-Marquardt algorithm. By adopting ENS, the time complexity of nondominated sorting is O(MN 2 ) in the worst case [39] . In environmental selection, the time complexity for calculating the fitness of all the candidate solutions is O(MN 2 ) according to (15) , and the time complexity for updating the fitness of remaining solutions is O(N 3 ) for deleting at most N candidate solutions. Hence, the time complexity of environmental selection is O (N 2 (M + N) ).
To summarize, suppose that the total number of generations is G and the frequency of employing GFM is f r , the overall time complexity of GFM-MOEA is O(f r GG M 2 
, with the assumption f r G G and M N.
V. EMPIRICAL STUDIES
In this section, we first compare the proposed GFM-MOEA with its three variants to verify the effectiveness of the GFM method in guiding the evolutionary multiobjective optimization process. Then, the performance of GFM-MOEA is assessed by the experimental comparisons with four popular MOEAs on several benchmark MOPs, and the experimental comparisons with four popular MOEAs on several benchmark MaOPs. Finally, the sensibility analysis of the parameters θ and f r in GFM-MOEA is presented, and the influence of the ideal point on the performance of GFM-MOEA is studied. All the experiments are performed on the MATLAB platform for evolutionary multiobjective optimization [40] .
A. Experimental Settings 1) Compared MOEAs: Apart from the proposed GFM-MOEA, four classical MOEAs are involved in the experiments on MOPs, namely, NSGA-II [6] , MOEA/D [8] , IBEA [41] , and MOEA/D-AWA [17] , which belong to Pareto dominancebased MOEAs, decomposition-based MOEAs, indicator-based MOEAs, and decomposition-based MOEAs, respectively. In particular, MOEA/D-AWA is a variant of MOEA/D tailored for MOPs with complex PFs. Four recently proposed MOEAs are used in the experiment on MaOPs, namely, MOEA/DD [42] , RVEA [21] , MOEA/D-PaS [20] , and VaEA [43] , all of which have been verified to be effective in tackling MaOPs. In MOEA/D, MOEA/D-AWA, MOEA/DD, and MOEA/D-PaS, the size of neighborhood T is set to 0.1N , the neighborhood selection probability δ is set to 0.9, and the maximum number of solutions replaced by each offspring n r is set to 0.01N , with N denoting the population size. In addition, the Tchebycheff approach with transformed reference vectors [44] is utilized as the scalarization approach in MOEA/D. For MOEA/D-AWA, the ratio of updated weight vectors is set to 0.05, the ratio of iterations to evolve with only MOEA/D is set to 0.8, and the generation interval of utilizing AWA is set to 5 for DTLZ1, DTLZ3, IDTLZ1, WFG1, WFG2, IWFG1, IWFG2, and MaF1-MaF15, and 2 for the rest problems. For IBEA, the fitness scaling factor κ is set to 0.05. For RVEA, the penalty parameter α in APD is set to 2, and the parameter f r controlling the frequency of reference vector adaption is set to 0.1. The penalty parameter θ and the frequency f r of employing GFM in GFM-MOEA are set to 0.2 and 0.1, respectively.
2) Test Problems: Forty three widely used multiobjective benchmark problems are used as the test problems, i.e., ZDT1-ZDT4, ZDT6 [45] , DTLZ1-DTLZ7 [33] , convex DTLZ2 (CDTLZ2) [9] , inverted DTLZ1-DTLZ2 (IDTLZ1-IDTLZ2) [24] , WFG1-WFG9 [46] , inverted WFG1-WFG4 Fig. 4 . Nondominated solution set with the median HV among 30 runs obtained by GFM-MOEA and its three variants on DTLZ2 and CDTLZ2 with three objectives.
(IWFG1-IWFG4), and MaF1-MaF15 [16] . Note that the IWFG1-IWFG4 are designed by a similar method to IDTLZ1 [24] . The length of the decision variables of ZDT1-ZDT3 is set to 30, and the length of the decision variables of ZDT4 and ZDT6 is set to 10. For all the DTLZ problems, the length of decision variables is set to K + M − 1, where M denotes the number of objectives, and K is set to 5 for DTLZ1 and IDTLZ1, 20 for DTLZ7, and 10 for the others. As for all the WFG problems, the length of decision variables is set to K + L, where K and L are set to M − 1 and 10, respectively. The lengths of the decision variables for the MaF problems are referred to [16] . The maximum number of generations is adopted as the termination criterion for all compared MOEAs, which is set to 500 for DTLZ1, DTLZ3, IDTLZ1, WFG1, WFG2, IWFG1, IWFG2, and MaF1-MaF15, and 200 for all the other problems.
3) Population Sizing: The population size of all the compared MOEAs is set to the same on each MOP, namely, 100, 105, 126, and 275 for 2-, 3-, 5-and 10-objective MOPs, respectively. Accordingly, in MOEA/D, MOEA/D-AWA, MOEA/DD, RVEA, and MOEA/D-PaS, the parameters (p 1 , p 2 ) controlling the number of reference vectors along the outer and inner layers [9] are set to (99, 0), (13, 0), (5, 0), and (3, 2) for 2, 3, 5, and 10 objectives, respectively, since the number of reference vectors needs to be consistent with the population size in these algorithms.
4) Genetic Operators:
The simulated binary crossover (SBX) [47] and the polynomial mutation [48] are employed in all the compared MOEAs for creating offsprings, and the parameter settings of them are identical in all the MOEAs for fair comparison. To be specific, the probability of crossover is set to 1, the probability of mutation is set to 1/D, and the distribution index of both SBX and polynomial mutation is set to 20, where D denotes the length of decision variables.
5) Performance Metrics:
The IGD [49] and HV [10] are employed to assess the performance of the compared MOEAs, both of which can measure the convergence and diversity of the results simultaneously. A smaller value of IGD indicates a better quality of the result, while a larger value of HV signals a better quality. In the calculation of IGD, roughly 10 000 points uniformly sampled on the true PF of each test instance are adopted as the reference points. The detailed sampling method for each test instance can be found in [50] . As for the calculation of HV, the reference point is set to (1, . . . , 1) , and the objective values are normalized by the point 1.1 × z nad before the calculation, where z nad denotes the nadir point of the true PF. All the experiments are performed for 30 runs independently, and the mean value and the standard deviation of each result are recorded. Furthermore, the results are also analyzed by the Wilcoxon rank-sum test with a significance level of 0.05, where "+," "−," and "≈" indicate that the result of other MOEA is significantly better, significantly worse, and statistically similar to that of the proposed GFM-MOEA, respectively.
B. Effectiveness of GFM
To verify whether GFM is able to enhance the performance consistency of MOEAs in solving MOPs with different types of PFs, GFM-MOEA is compared with three of its variants, in which the parameters a and p are fixed to several specific values instead of being learned in the training of GFM. The DTLZ2 and CDTLZ2 are used as the test problems in the experiment, where DTLZ2 has a concave PF and CDTLZ2 has a convex PF.
For the first variant of GFM-MOEA, we make its parameters a and p identical with those in the true PF of DTLZ2, that is, a 1 = · · · = a M = 1 and p 1 = · · · = p M = 2, as shown in Table I . Analogically, we make the parameters a and p of the second variant identical with those in the true PF of CDTLZ2, where a 1 = · · · = a M = 1, p 1 = · · · = p M−1 = 0.5, and p M = 1. As for the third variant, we set a 1 = · · · = a M = 1 and p 1 = · · · = p M = 1. For simplicity, the three variants of GFM-MOEA are, hereafter, denoted as GFM-MOEA DTLZ2 , GFM-MOEA CDTLZ2 , and GFM-MOEA 1 , respectively.
The statistical results of HV values of GFM-MOEA and its three variants on DTLZ2 and CDTLZ2 are given in Table II , and the nondominated solution sets with the median HV obtained by the four MOEAs on the problems with three objectives are plotted in Fig. 4 . From Table II and Fig. 4 , the following observations can be obtained. First ,  TABLE II  STATISTICAL RESULTS OF HV VALUES OBTAINED BY GFM-MOEA AND ITS THREE VARIANTS ON DTLZ2  AND CDTLZ2 WITH THREE, FIVE, AND TEN OBJECTIVES GFM-MOEA achieves a competitive performance on both DTLZ2 and CDTLZ2 in comparison with the three variants, which indicates the effectiveness of the proposed GFM in capturing different PF geometries. The GFM-MOEA demonstrates a similar performance with GFM-MOEA DTLZ2 on DTLZ2, and similar performance with GFM-MOEA CDTLZ2 on CDTLZ2. Second, since the concave model used by GFM-MOEA DTLZ2 is always identical with the true PF of DTLZ2, GFM-MOEA DTLZ2 can obtain similar HV values with the proposed GFM-MOEA on DTLZ2. However, its performance considerably deteriorates when meeting CDTLZ2, since the model is concave but the true PF of CDTLZ2 is convex. Due to the same reason, the performance of GFM-MOEA CDTLZ2 is as good as GFM-MOEA on CDTLZ2, but GFM-MOEA CDTLZ2 obtains a nondominated solution set with poor diversity on DTLZ2. Third, for GFM-MOEA 1 which adopts a linear front model, its performance is not satisfactory on either DTLZ2 or CDTLZ2. This is mainly due to the fact that the linear front model is identical with neither DTLZ2 nor CDTLZ2. In summary, the proposed GFM can adaptively estimate the PF models of different geometries, such that GFM-MOEA performs consistently in approximating the PFs of both DTLZ2 and CDTLZ2. By contrast, a constant model setting cannot make GFM-MOEA work well on MOPs with various PFs. This confirms that the proposed GFM is crucial to the performance of GFM-MOEA.
In order to further assess the accuracy of the proposed GFM method during the optimization procedure, we record the MSE values returned by GFM with respect to 10 000 points sampled on the true PF of 3-objective DTLZ1, DTLZ2, DTLZ5, DTLZ7, CDTLZ2, and IDTLZ2, averaging over 30 runs. As shown in Fig. 5 , the MSE values are gradually decreased as the number of generations increase, which indicates promising convergence of GFM. In addition, as shown in Fig. 6 , the similarity between the estimated PF and the true PF of DTLZ1 is also substantially increased with respect to the number of generations. Such observations have further confirmed the accuracy of the proposed GFM method.
C. Performance on MOPs
The experimental results of GFM-MOEA, NSGA-II, MOEA/D, IBEA, and MOEA/D-AWA on 2-objective ZDT1-ZDT4 and ZDT6, and 3-objective DTLZ1-DTLZ7, CDTLZ2, IDTLZ1, IDTLZ2, WFG1-WFG9, and IWFG1-IWFG4 are listed in Table III . According to the statistical results in terms of IGD metric, NSGA-II performs the best on ZDT1; MOEA/D performs the best on ZDT3 and DTLZ1; IBEA outperforms the other compared algorithms on DTLZ4, WFG3, while it performs remarkably better than them on MOPs with complex PFs (DTLZ5-DTLZ7, IDTLZ1, and IDTLZ2) and scaled PFs (WFG1, WFG2, WFG5, WFG6, WFG8, WFG9, and IWFG2). Fig. 7 shows the nondominated solution set with the median IGD obtained by the five compared MOEAs on DTLZ2, GFM-MOEA ON DTLZ1-DTLZ7,  CDTLZ2, IDTLZ1, IDTLZ2, WFG1-WFG9, AND IWFG1-IWFG4 WITH TEN OBJECTIVES CDTLZ2, and IWFG4. For NSGA-II, it first sorts the solutions based on their Pareto dominance relations, and then distinguishes the solutions in the same front by crowding distance. However, it seems that the crowding distance is not very effective in diversity preservation of NSGA-II on MOPs, since the distribution of the solutions obtained by NSGA-II is satisfactory on none of the three MOPs as shown in Fig. 7 . As for MOEA/D, it makes each solution converge to the same direction with one of the predefined uniformly distributed weight vectors, thus the final population can hold the same uniformity with the weight vectors. As shown in the second column of Fig. 7 , the solutions obtained by MOEA/D have a good distribution on DTLZ2, except that the solutions located on the border are slightly more crowded than those located in the middle. This should be attributed to the reason mentioned in Section I, where the weight vectors are uniformly distributed on a hyperplane, hence the solutions on the border will be more crowded than those in the middle when they are mapped to a concave surface. This phenomenon becomes worse on CDTLZ2, where almost all the solutions obtained by MOEA/D are located in the middle of the PF. For IWFG4, however, since the predefined weight vectors can only cover part of the inverted PF, MOEA/D is unable to make all the solutions distribute uniformly on the PF.
IBEA is an indicator-based MOEA, where the selection criterion is defined on the basis of a binary indicator. According to the solutions obtained by IBEA shown in Fig. 7 , the indicator employed by IBEA is easily biased, which makes the solutions distributed in the middle of the PFs of DTLZ2, CDTLZ2, and IWFG4. Regarding the variant of MOEA/D tailored for solving MOPs with complex PFs, MOEA/D-AWA obtains an obviously better distribution of solutions than MOEA/D on MOPs with complex PFs. In contrast to the above four MOEAs, by measuring the solutions according to the PF estimated by GFM, the solutions obtained by GFM-MOEA distribute well on all of the three MOPs, no matter whether the true PF is concave, convex, or inverted. Therefore, GFM-MOEA has better performance consistency in solving MOPs with different types of PFs in comparison with existing MOEAs.
D. Performance on MaOPs
In this section, the proposed GFM-MOEA is compared with MOEA/DD, RVEA, MOEA/D-PaS, and VaEA for solving MaOPs. The HV values of the four compared MOEAs on 10-objective DTLZ and WFG problems are listed in Table IV For visual observations of the differences between the results, Fig. 8 plots the nondominated solution sets with the median HV values among 30 runs obtained by the five MOEAs on WFG1 and IWFG1. It is clear that VaEA and GFM-MOEA can find a set of solutions covering the whole PF of IWFG1, while only GFM-MOEA can exhibit a good diversity performance on WFG1. As a result, GFM-MOEA is also able to perform consistently on MaOPs with different types of PFs.
The statistical results of MOEA/DD, RVEA, MOEA/D-PaS, VaEA, and GFM-MOEA on 2-objective ZDT problems and 3-objective DTLZ and WFG problems can be found in the supplementary material I. In order to verify the performance of these MOEAs on more challenging MaOPs, they are tested on MaF1-MaF15, which are designed for IEEE CEC'2018 Competition on Evolutionary Many-Objective Optimization and contain diverse and complicated PFs. The corresponding results can be found in supplementary material II. The nondominated solution set with median performance obtained by all the nine compared MOEAs on all the test instances can be found in the supplementary material III. Furthermore, the comparison between GFM-MOEA and more state-of-the-art MOEAs can be found in the supplementary material IV.
E. Parameter Sensitivity Analysis
There are two parameters which need to be set in GFM-MOEA, that is, the penalty parameter θ and the frequency f r . Here, we investigate the influence of the two parameters on the performance of GFM-MOEA. Fig. 9 shows the average HV values of GFM-MOEA on DTLZ1, DTLZ2, DTLZ5, DTLZ7, CDTLZ2, and IDTLZ2 with three and ten objectives over 30 runs, where the parameter θ is varied from 0 to 1 and f r is fixed to 0.1. It can be seen from the figure that the HV value rapidly decreases when θ varies from 0.4 to 1, and it increases on MOPs with ten objectives when θ varies from 0 to 0.2. As a result, θ = 0.2 is recommended for consistent performance. Fig. 10 shows the average HV values of GFM-MOEA on the same test instances, where the parameter f r is varied from 0 to 0.5 and θ is fixed to 0.2. Note that f r = 0 indicates that GFM is performed at each generation, and f r = 0.5 implies that GFM is performed only once in one run. It turns out that the HV value decreases on some test instances when f r is larger than 0.3. Therefore, f r needs to be set to a relatively small value. By considering the balance between efficiency and effectiveness, f r = 0.1 is suggested in all cases.
In summary, it can be concluded from the above observations that the performance of GFM-MOEA is insensitive to the settings of θ and f r , as long as that f r is smaller than 0.3 and θ is between 0.2 and 0.4.
F. Influence of the Ideal Point
As mentioned in Section III-A, in order to make the PF of the MOP to be solved consistent with the model in GFM, the objective values are translated according to the current ideal point before training the model, that is, f i = f i − z * i . However, some recent studies [17] , [34] pointed out that a point lower than the current ideal point can lead to better performance, that is,
To investigate the effect of the usage of the current ideal point, we follow the settings in [34] to compare GFM-MOEA with two of its variants GFM-MOEA* and GFM-MOEA**, where i is set to 1 and linearly varied from 1 to 0 during the optimization process, respectively. Table V lists the average HV values obtained by the three MOEAs on WFG1-WFG9 with three and ten objectives over 30 runs. The statistical results show the superiority of the original GFM-MOEA over the two variants, hence, it can be confirmed that the original current ideal point (i.e., i = 0) is the best for GFM-MOEA. This is due to the fact that a point lower than the current ideal point can increase the estimation error of GFM, thus leading to a poor performance of Table VI , the MSE values returned by GFM in the final generation of GFM-MOEA are significantly smaller than those in GFM-MOEA* and GFM-MOEA** on most test instances.
VI. CONCLUSION
In this paper, we have proposed a GFM method for enhancing the performance consistency of MOEAs in tackling MOPs and MaOPs with various PFs. By using the nondominated solutions in the population as training data, the proposed GFM adopts the Levenberg-Marquardt algorithm to iteratively model the nondominated front of the problem to be solved. The empirical results have demonstrated that GFM is capable of modeling fronts of various shapes with low estimation errors.
In addition, an MOEA has been developed by incorporating the proposed GFM in the calculation of fitness value. With the assistance of the fronts estimated by GFM, the proposed MOEAs can measure the fitness of the candidate solutions in a simple manner, and the performance consistency of the MOEA in tackling MOPs (as well as MaOPs) with various PFs is significantly enhanced. As evidenced by the experimental results, the proposed GFM-MOEA performs consistently on a variety of benchmark test problems, and its performance is superior over several state-of-the-art MOEAs on most of them.
In future, we would like to further investigate the following two issues. First, since the proposed GFM is based on a simplex-like model, its performance may deteriorate if the PF is substantially different from a simplex-like shape (e.g., VNT3 [51] ), so it is interesting to further investigate how to estimate such special PFs. Second, we would like to embed GFM into decomposition or indicator-based MOEAs to see if it is able to enhance their performance as well. In addition, it is also interesting to investigate the scalability of GFM on large-scale MOPs and MaOPs [52] .
