In thii paper the standard (4-block) H" control problem for systems with a single loop delay i s studied. A simple procedure of the reduction of the problem to an equivalent one-block problem having particularly simple structure is proposed. The one-block problem is then solved by the J-spectral factorization approach, resulting in the so-called dead-time compensator (DTC) form of the controller. The advantages of the proposed procedure are its simplicity, intuitively clear derivation of the DTC form of the H" controller, and extensibility to the multiple delay case.
Introduction and problem formulation
Consider the dead-time system in Fig. 1 , where Pis) is a finite-dimensional generalized plant with the transfer matrix ecrh is the loop delay with the dead-time h > 0, and Kh(s) is a proper part of the controller to be designed.
The problem to be studied in this paper is as follows:
Oh: Given the plant P(s) and the dead time h, determine whether there exists a proper KhiS), which internally stabilizes the system in Fig. 1 and guarantees \\3t(p,e-shKh)\\m < Y for a given y, and then characterize all such K h when one exists. ' 
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4Depamnent of Electrical and Electronic Eng., lmperial College, Exhibition Road, London, SW72BT. UK (e-mail: zhongq&c.ac.uk). Hm control of DT systems has been an active research area since mid 80's. Early frequency response methods, see [2] and the references therein, treated DT systems in the framework of the general infinitedimensional control theory. This resulted in rather cumbersome solutions, for which implementation and analysis issues appear to be quite complicated. Thii fact motivated more problem-oriented approaches, exploiting the structure of DT systems [%lo] , see also the review paper I l l ] for additional references.
In the late 90's it was shown 18,121 that suboptimal Hm controllers can be presented in the so-called deadtime compensator (DTC) form, i.e., in the form of the feedback interconnection of a finite-dimensional part and an infinite-dimensional "prediction" block reminiscent of the Smith predictor. The Jspectral factorization approach used in 18,121 produces the DTC form of the controller in an intuitively clear fashion, though the presence of several intermediate steps blurs the final formulae and the relationship with the delay-free problem.
The further simplifications were proposed in [lo] , where the problem is addressed by the extraction of the dead-time controllers from the known parameterization of the delay-free H" controllers. This reduces the four-block problem to a Nehari problem which, in turn, is solved using the results of [13]. The original controller is then recovered in the DTC form as well.
The advantage of the result of [lo] lies in the transparency and "interpretability" of the rewlting controller. Yet the controller recovery there is far from being intuitive. This practically prevents the extension of the approach to multiple delay problems.
The purpose of this paper is to amalgamate the approaches of [SI and [lo] . As in the latter reference the solution is based on the extraction of the deadtime controllers from the delay-free parameterization. Yet at this stage the problem is reduced not to a Nehari, but rather to a one-block problem, which turns out to possess some nice properties making it particularly suitable for the application of the J-spectral factorization ideas of [SI. This approach allows one to bypass the complicated math needed in the previous approaches and results in probably the simplest solution to date. The solutions to Riccati equations (1) and (2) where Qo must satisfy llQollm < y but otherwise arbitrary.
Remark 1 Note that by construction tlz matrix AF in (3) is Hurwifz. Moreover, the "A"matrix of G; ' is
which is Hunoitz as well. Hence, GO given by (3) is bistable.
2.2
From standard problem to one-block problem The parameterization (4) of all admissible controllers can be visualized as shown in Fig. 2(a) . The key property of the mapping Qo w KO for Go given by (3) is that it is an isomorphism, so that KO = G(G0,Qo) W Qo = G(G;',Ko), see On the other hand, the delay can be thought of as just an additional restriction imposed upon the controller KO. This means that (for any h > 0) OR, is solvable only if so is OPo. Therefore, combining the parameterization of all solutions to OPo with the transformation in Fig. 2 the following result can formulated Lemma 1 OK is solvable if so is its delay-free countmpart OPO and, in addition, //er(GT1 ,e-shKh)/l, < y .
Lemma 1 actually implies that OK can be converted to the following equivalent problem:
OPeq:Given the bistable system Go(s) with the statespace realization (3) and the dead time h, determine whether there exists a proper Kh(S), which guarantees
IleT(G;l,e-shKh)ll, < Y for a given y , and then characterize all such K h when one exists.
Note that G;' partitioned according to the signal partition in Fig. 2@ ) has "square" ( 1 , l ) and (2,2) blocks. Hence Ope, falls into the class of the so-called one-block problems, the solution to which is simpler than that to OK. In other words, Lemma 1 reduced the general (four-block) problem OP, to a simpler one-block prob-
Moreover, only IO (rather than internal) stability is required for the system in Fig. 2@) , which may simplify the analysis.
Remark 2 It is worth stressing that the reasoning above applies to any constrained version of the standard problem. n u s , any four-block probbn with soine constraints imposed on the controller (e.g., multiple delay problems) can be reduced to a one-block problem in a simple and intuitive way.
3 Solution to the one-block problem
The main results
We start with the formulation of the solution to OP,,.
Toward this end the following syrnplectic matrix function is required We are now in the position to formulate our main result:
Theorem 1 OP, , is soluable i f y > yh. In that case all solutions Kh to the OP,, are given by
(see Fig. 3 ), where and Qh must satisfy llQhllm < y but otherwise arbitrary.
Having this result, the solution to 0% can now be formulated as follows:
Corollary 1 OR, is solvable iffso is OPO and also y > y h .
In that case all solutions Kh to the OR, are given by (8).
Remark3 Theformulae for IIt) and A could befurther cleaned up as shown in [IO]. The reader could also find there the more conventional LFT form of parametrimtion (8).
The rest of this section is devoted to the proof of Theorem 1. In 83.2 the main ideas of the proof are outlined, then, in 53.3, some technical machinery to be used in the sequel is introduced, in $3.4 we derive the necessary conditions for solvability of Ope,, 53.5 is devoted to the construction of A and Gh, and, finally, in 53.6 we prove the validity of the formulae.
Proof outline
In the proof of Theorem 1 we use the J-spectral factorization approach. 
3.3 Preliminary: S-transformations Throughout this section we will extensively use the "Schur complementation" transformations S,(O) and Se (0), which are defined for a 2 x 2 block operator 0 as follows: In the sequel we call these transformations the upper and lower S-transformation, respectively. It is clear that the upper (lower) S-transformation is welldefined iff the upper left (lower right) subblock of 0 is nonsingular. S-transformations can be thought of as the "swapping" of parts of the inputs and outputs, namely (provided the mappings are well-defined). The relations above prompt an elegant way to perform Stransformations for systems given by their state-space realizations. Indeed, if then the straightfonvard flow-tracing yields
The signal swapping interpretation implies also the following relations when corresponding transformations exist: This relation will be used in Subsection 3.5.
Necessary solvability conditions
We start with finding the necessary condition for the solvability of O P , .
To this end, note that given any and this coincides with the realization in Theorem 1.
Moreover,
Next, to obtain a realization of Ilp as defined in (9) we use (12) and then combine the various realizations:
This, together with (lla) and (lob), yields np = and the "B" and "C" matrices of satisfy
which follows from (13) and the fact that T is symplectic and thus 01' = 'f. 
Concluding remarks
In this note two "competing" approaches to Hm control for systems with a single delay have been put together and the result is probably the simplest solution to date to the problem.
Instrumental is the idea to reduce the problem to a one-block problem with a simple structure. In fact in the mean time this idea has been p u t to use to solve the case where there are multiple delays. This will be reported elsewhere.
