On polynomial configurations in fractal sets by Henriot, Kevin et al.
ar
X
iv
:1
51
1.
05
87
4v
2 
 [m
ath
.C
A]
  2
9 M
ar 
20
16
ON POLYNOMIAL CONFIGURATIONS IN FRACTAL SETS
K. HENRIOT, I.  LABA, M. PRAMANIK
Abstract. We show that subsets of Rn of large enough Hausdorff and Fourier dimen-
sion contain polynomial patterns of the form
(x, x+A1y, . . . , x+Ak−1y, x+ Aky +Q(y)en), x ∈ R
n, y ∈ Rm,
where Ai are real n × m matrices, Q is a real polynomial in m variables and en =
(0, . . . , 0, 1).
1. Introduction
In this work we investigate the presence of point configurations in subsets of Rn which
are large in a certain sense. When E is a subset of Rn of positive Lebesgue measure,
a consequence of the Lebesgue density theorem is that E contains a similar copy of
any finite set. A more difficult result of Bourgain [9] states that sets of positive upper
density in Rn contain, up to isometry, all large enough dilates of the set of vertices of
any fixed non-degenerate (n − 1)-dimensional simplex. In a different setting, Roth’s
theorem [37] in additive combinatorics states that subsets of Z of positive upper density
contain non-trivial three-term arithmetic progressions.
When a subset E ⊂ R is only supposed to have a positive Hausdorff dimension, a direct
analogue of Roth’s theorem is impossible. Indeed Keleti [26] has constructed a set of full
dimension in [0, 1] not containing the vertices of any non-degenerate parallelogram, and in
particular not containing any non-trivial three-term arithmetic progression. Maga [30]
has since extended this construction to dimensions n > 2. The work of  Laba and
Pramanik [28] and its multidimensional extension by Chan et al. [10] circumvent these
obstructions under additional assumptions on the set E, which we now describe.
When E is a compact subset of Rn, Frostman’s lemma [46, Chapter 8] essentially
states that its Hausdorff dimension is equal to
dimHE = sup{α ∈ [0, n) : ∃ µ ∈M(E) : sup
x∈Rn, r>0
µ
[
B(x, r)
]
r−α <∞},
where M(E) is the space of probability measures supported on E. On the other hand,
the Fourier dimension of E is
dimF E = sup{β ∈ [0, n) : ∃ µ ∈M(E) : sup
ξ∈Rn
|µ̂(ξ)|(1 + |ξ|)−β/2 <∞}.
1
2 K. HENRIOT, I.  LABA, M. PRAMANIK
It is well-known that we have dimF (E) 6 dimH(E) for every compact set E, with strict
inequality in many instances, and we call E a Salem set when equality holds. There are
various known constructions of Salem sets [7,8,22,24,25,28,39], several of which [11,27]
also produce sets with prescribed Hausdorff and Fourier dimensions 0 < β 6 α < n.
In a very abstract setting, one may ask whether it is possible to find translation-
invariant patterns of the form
Φ(x, y) = (x, x+ ϕ1(y), . . . , x+ ϕk(y))(1.1)
in the product set E× · · ·×E, where the ϕj : Ω ⊂ R
m → Rn are certain shift functions.
When n+m > (k + 1)n, the map Φ considered is often a submersion of an open subset
of Rn+m onto R(k+1)n, and then one can find a pattern of the desired kind in E via the
implicit function theorem. A natural restriction is therefore to assume that m < kn in
this multidimensional setting. Chan et al. [10] studied the case where the maps ϕj(y) =
Ajy are linear for matrices Aj ∈ R
n×m, generalizing the study of  Laba and Pramanik for
three-term arithmetic progressions, under the following technical assumption.
Definition 1.1. Let n, k,m > 1 and suppose that m = (k− r)n+n′ with 1 6 r < k and
0 6 n′ < n. We say that the system of matrices A1, . . . , Ak ∈ R
n×m is non-degenerate
when
rk
[
ATj1 . . . A
T
jk−r+1
In×n . . . In×n
]
= (k − r + 1)n,
for every set of indices {j1, . . . , jk−r+1} ⊂ {0, . . . , k}, with the convention that A0 = 0n×n.
Requirements similar to the above arise when analysing linear patterns by ordinary
Fourier analysis in additive combinatorics [38], and there is a close link with the mod-
ern definition of linear systems of complexity one [16]. The main result of Chan et
al. [10] gives a fractal analogue of the multidimensional Szemere´di theorem [15] for non-
degenerate linear systems, when the Frostman measure has both dimensional and Fourier
decay. We only state it in the case where n divides m for simplicity.
Theorem 1.2 (Chan,  Laba and Pramanik). Let n, k,m > 1, D > 1 and α, β ∈ (0, n).
Suppose that E is a compact subset of Rn and µ is a probability measure supported on E
such that1
µ
[
B(x, r)
]
6 Drα and |µ̂(ξ)| 6 D(n− α)−D(1 + |ξ|)−β/2
1In fact, this theorem was proved in [10] under the more restrictive condition |µ̂(ξ)| 6 D(1 + |ξ|)−β/2
for a fixed constant D. However, by examining the proof there, one can see that the constant D = Dα
may be allowed to grow polynomially in n − α, as was the case in the original argument of  Laba and
Pramanik [28].
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for all x ∈ Rn, r > 0 and ξ ∈ Rn. Suppose that (A1, . . . , Ak) is a non-degenerate system
of n×m matrices in the sense of Definition 1.1. Assume finally that m = (k− r)n with
1 6 r < k and, for some ε ∈ (0, 1),⌈k
2
⌉
n 6 m < kn,
2(kn−m)
k + 1
+ ε 6 β < n, n− cn,k,m,ε,D,(Ai) 6 α < n,
for a sufficiently small constant cn,k,m,ε,D,(Ai) > 0. Then, for every collection of strict
subspaces V1, . . . , Vq of R
n+m, there exists (x, y) ∈ Rn+m r V1 ∪ . . . Vq such that
(x, x+ A1y, . . . , x+ Aky) ∈ E
k+1.
Note that the Hausdorff dimension α is required to be large enough with respect to
the constants involved in the dimensional and Fourier decay bounds for the Frostman
measure. A construction due to Shmerkin [41] shows that the dependence of α on the
constants cannot be removed.
In practice, Salem set constructions provide a family of fractal sets indexed by α, and
it is often possible to verify the conditions of Theorem 1.2 for α close to n ; this was
done in a number of cases in [28]. The requirement of Fourier decay of the measure µ
serves as an analogue of the notion of pseudorandomness in additive combinatorics [44],
under which we expect a set to contain the same density of patterns as a random set of
same size.
In this work we consider a class of polynomial patterns, which generalizes that of
Theorem 1.2. We aim to obtain results similar in spirit to the Furstenberg-Sarko¨zy
theorem [14, 40] in additive combinatorics, which finds patterns of the form (x, x + y2)
in dense subsets of Z. A deep generalization of this result is the multidimensional
polynomial Szemere´di theorem in ergodic theory [4, 6] (see also [5, Section 6.3]), which
handles patterns of the form (1.1) where each shift function ϕj is an integer polynomial
vector with zero constant term. By contrast, the class of patterns we study includes
only one polynomial term, which should satisfy certain non-degeneracy conditions. We
are also forced to work with a dimension n > 2, and all these limitations are due to
the inherent difficulty in analyzing polynomial patterns through Fourier analysis. On
the other hand, we are able to relax the Fourier decay condition on the fractal measure
needed in Theorem 1.2.
Theorem 1.3. Let n,m, k > 2, D > 1 and α, β ∈ (0, n). Suppose that E is a compact
subset of Rn and µ is a probability measure supported on E such that
µ
[
B(x, r)
]
6 Drα and |µ̂(ξ)| 6 D(n− α)−D(1 + |ξ|)−β/2
for all x ∈ Rn, r > 0 and ξ ∈ Rn. Suppose that (A1, . . . , Ak) is a non-degenerate system
of real n ×m matrices in the sense of Definition 1.1. Let Q be a real polynomial in m
4 K. HENRIOT, I.  LABA, M. PRAMANIK
variables such that Q(0) = 0 and the Hessian of Q does not vanish at zero. Assume
furthermore that, for a constant β0 ∈ (0, n),
(k − 1)n < m < kn, β0 6 β < n, n− cβ0,n,k,m,D,(Ai),Q < α < n,
for a sufficiently small constant cβ0,n,k,m,D,(Ai),Q > 0. Then, for every collection V1, . . . , Vq
of strict subspaces of Rm+n, there exists (x, y) ∈ Rn+m r (V1 ∪ · · · ∪ Vq) such that
(x, x+ A1y, . . . , x+ Ak−1y, x+ Aky +Q(y)en) ∈ E
k+1,(1.2)
where en = (0, . . . , 0, 1).
Our argument follows broadly the transference strategy devised by  Laba and Pra-
manik [28], and its extension by Chan and these two authors [10]. However, the case
of polynomial configurations requires a more delicate treatment of the singular integrals
arising in the analysis. The weaker condition on β is obtained by exploiting restriction
estimates for fractal measures due to Mitsis [33] and Mockenhaupt [34]. A more detailed
outline of our strategy can be found in Section 3. By the method of this paper, one can
also obtain an analogue of Theorem 1.2 with the same relaxed condition on the exponent
β, and we state this version precisely in Section 9.
For concreteness’ sake, we highlight the lowest dimensional situation handled by The-
orem 1.3. When k = n = 2 and m = 3, this theorem allows us to detect patterns of the
form [
x1
x2
]
,
[
x1
x2
]
+ A1
y1y2
y3
 ,[x1
x2
]
+ A2
y1y2
y3
+ [ 0
Q(y1, y2, y3)
]
,
for matrices A1, A2 ∈ R
2×3 of full rank such that A1 − A2 has full rank, and for a
non-degenerate quadratic form Q in three variables. We may additionally impose that
y1, y2, y3 ∈ Rr {0} by setting Vi = {(x, y) ∈ R
5 : yi = 0} in Theorem 1.3. For example,
when A1 =
[
1 0 0
0 1 0
]
, A2 =
[
0 0 1
1 0 0
]
and Q(y) = |y|2, we can detect the configuration[
x1
x2
]
,
[
x1 + y1
x2 + y2
]
,
[
x1 + y3
x2 + y1 + y
2
1 + y
2
2 + y
2
3
]
with y1, y2, y3 ∈ Rr {0}. However, we cannot detect the configuration
(x, x+ y, x+ y2), x ∈ R, y ∈ Rr {0},
for then we have n = m = 1 and k = 2, and the condition m > (k − 1)n is not satisfied.
Note also that, in the statement of Theorem 1.3, one may add a linear term in variables
y1, . . . , ym to the polynomial Q without affecting the assumptions on it. This allows for
some flexibility in satisfying the matrix non-degeneracy conditions of Definition 1.1, since
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one may alter the last line of Ak at will. For example, the degenerate system of matrices[
1 0 0
0 1 0
]
,
[
0 0 1
0 0 0
]
and the polynomial Q(y) = |y|2 give rise to the configuration[
x1
x2
]
,
[
x1 + y1
x2 + y2
]
,
[
x1 + y3
x2 + |y|
2
]
.
Rewriting |y|2 = y1+ y2+ y3+Q1(y), we see that Q1 still has non-degenerate Hessian at
zero and the configuration is now associated to the system of matrices
[
1 0 0
0 1 0
]
,
[
0 0 1
1 1 1
]
,
which is easily seen to be non-degenerate. One possible explanation for this curious
phenomenon is that, by comparison with the setting of Theorem 1.2, we have an extra
variable at our disposition, since m > (k − 1)n > ⌈k/2⌉n.
Finally, we note that there is a large body of literature on configurations in fractal sets
where Fourier decay assumptions are not required. Here, the focus is often on finding a
large variety (in a specified quantitative sense) of certain types of configurations. A well-
known conjecture of Falconer [46, Chapter 9] states that when a compact subset E of
Rn has Hausdorff dimension at least n/2, its set of distances ∆(E) = {|x− y|, x, y ∈ E}
must have positive Lebesgue measure. This can be phrased in terms of E containing
configurations {x, y} with |x−y| = d for all d ∈ ∆(E), where ∆(E) is “large.” Wolff [45]
and Erdog˜an [12, 13] proved that the distance set ∆(E) has positive Lebesgue measure
for dimHE >
n
2
+ 1
3
, and Mattila and Sjo¨lin [32] showed that it contains an open interval
for dimHE >
n+1
2
. More recently, Orponen [36] proved using very different methods
that ∆(E) has upper box dimension 1 if E is s-Ahlfors-David regular with s > 1. There
is a rich literature generalizing these results to other classes of configurations, such
as triangles [19], simplices [17, 20], or sequences of vectors with prescribed consecutive
lengths [3, 21].
In a sense, the configurations studied in these references enjoy a greater degree of
directional freedom, which ensures that they are not avoided by sets of full Hausdorff
dimension. By contrast, a Fourier decay assumption is necessary to locate 3-term pro-
gressions in a fractal set of full Hausdoff dimension (as mentioned earlier), and in light
of recent work of Mathe´ [31], it is likely that a similar assumption is needed to find
polynomial patterns of the form (1.2). It is, however, possible that our non-degeneracy
assumptions are not optimal, or that special cases of our results could be proved without
Fourier decay assumptions2. Loosely speaking, we would expect that configurations with
more degrees of freedom are less likely to require Fourier conditions, but the specifics
are far from understood and we do not feel that we have sufficient data to attempt to
make a conjecture in this direction.
2After this article was first submitted for publication, a result of this type was indeed proved by Iosevich
and Liu [23].
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2. Notation
We define the following standard spaces of complex-valued functions and measures:
C(Rd) = {continuous functions on Rd},
S(Rd) = {Schwartz functions on Rd},
C∞c (R
d) = {smooth compactly-supported functions on Rd},
C∞c,+(R
d) = {non-negative smooth compactly-supported functions on Rd},
M+(Rd) = {finite non-negative Borelian measures on Rd}.
Similar notation is employed for functions on Td. We write e(x) = e2iπx for x ∈ R. We
let L denote either the Lebesgue measure on Rd or the normalized Haar measure on
Td. We let dσ denote generically the Euclidean surface measure on a submanifold of Rd.
When f is a function on an abelian group G and t is an element of G, we denote the
t-shift of f by T tf(x) = f(x + t). When A is a matrix we denote its transpose by AT.
We also write [n] = {1, . . . , n} for an integer n and N0 = N ∪ {0}.
3. Broad scheme
In this section we introduce the basic objects that we will work with in this paper. We
also state the intermediate propositions corresponding to the main steps of our argument,
and we derive Theorem 1.3 from them at the outset.
We fix a compact set E ⊂ Rn and a probability measure µ supported on E. For
technical reasons, we suppose that E ⊂
[
− 1
16
, 1
16
]n
. We fix two exponents 0 < β 6 α < n,
as well as two constants D,Dα > 1, where the subscript in the second constant indicates
that it is allowed to vary with α. We assume that the measure µ verifies the following
dimensional and Fourier decay conditions:
µ
[
B(x, r)
]
6 Drα (x ∈ Rn, r > 0),(3.1)
|µ̂(ξ)| 6 Dα(1 + |ξ|)
−β/2 (ξ ∈ Rn).(3.2)
We suppose that the second constant involved blows up (if at all) at most polynomially
as α tends to n:
Dα . (n− α)
−O(1).(3.3)
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We also let k > 3 and we consider smooth functions ϕ1, . . . , ϕk : Ω ⊂ R
m → Rn, where
Ω is an open neighborhood of zero. We are interested in locating the pattern
Φ(x, y) = (x, x+ ϕ1(y), . . . , x+ ϕk(y))(3.4)
in Ek+1. While this abstract notation is sometimes useful, in practice we work with the
maps
(ϕ1(y), . . . , ϕk(y)) = (A1y, . . . , Ak−1y, Aky +Q(y)en),(3.5)
where (A1, . . . , Ak) is a non-degenerate system of n × m matrices in the sense of Defi-
nition 1.1 and Q ∈ R[y1, . . . , ym] is such that Q(0) = 0 and the Hessian of Q does not
vanish at zero. We also fix a smooth cutoff ψ ∈ C∞c,+(R
m) supported on Ω such that
ψ > 1 on a small box [−c, c]m and the Hessian of Q is bounded away from zero on the
support of ψ. This cutoff is used in Definition 3.2 below. We take the opportunity here
to state an equivalent form of Definition 1.1 when m > (k − 1)n.
Definition 3.1. If m > (k−1)n, we say that the system of matrices (Ai)16i6k with Ai ∈
Rn×m is non-degenerate when, for every 1 6 j 6 k and writing [k] = {i1, . . . , ik−1, j},
the matrices
[AT1 . . . Â
T
j . . . A
T
k ], [(A
T
i1
−ATj ) . . . (A
T
ik−1
− ATj )]
(where the hat indicates omission) have rank (k − 1)n.
We also state a few notational conventions applied throughout the article. When
(A1, . . . , Ak) is a system of n × m matrices, we define the kn × m matrix A by A
T =
[AT1 . . . A
T
k ]. Unless mentioned otherwise, we allow every implicit or explicit constant
in the article to depend on the integers n, k,m, the constant D, the matrices Ai and
the polynomial Q, and the cutoff function ψ. This convention is already in effect in the
propositions stated later in this section.
We start by defining a multilinear form which plays a central role in our argument.
Definition 3.2 (Configuration form). For functions f0, . . . , fk ∈ S(R
n), we let
Λ(f0, . . . , fk) =
∫
Rn
∫
Rm
f0(x)f1(x+ ϕ1(y)) · · ·fk(x+ ϕk(y))dxψ(y)dy.
In Section 4, we show that the multilinear form has the following convenient Fourier
expression.
Proposition 3.3. For measurable functions F0, . . . , Fk on R
n and K on Rnk, we let
Λ∗(F0, . . . , Fk;K) =
∫
(Rn)k
F0(−ξ1 − · · · − ξk)F1(ξ1) · · ·Fk(ξk)K(ξ)dξ,(3.6)
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whenever the integral is absolutely convergent or the integrand is non-negative. For every
f0, . . . , fk ∈ S(R
n), we have
Λ(f0, . . . , fk) = Λ
∗(f̂0, . . . , f̂k; J),
where J is the oscillatory integral of Definition 4.1.
We may extend the configuration operator to measures, whenever we have absolute
convergence of the dual form.
Definition 3.4 (Configuration form for measures). When λ0, . . . , λk ∈ M
+(Rn) are
such that Λ∗( |λ̂0|, . . . , |λ̂k|; |J | ) <∞, we define
Λ(λ0, . . . , λk) = Λ
∗(λ̂0, . . . , λ̂k; J).
When λj ∈ S(R
n), this is compatible with Definition 3.2 by Proposition 3.3.
The next step, carried out in Section 5, is to obtain bounds for the dual multilinear
form evaluated at the Fourier-Stieljes transform of the fractal measure µ. Such bounds
hold only in certain ranges of α, β and under certain restrictions on n, k,m.
Proposition 3.5. Let β0 ∈ (0, n) and suppose that for a constant c > 0 small enough
with respect to n, k,m,
(k − 1)n < m < kn, β0 6 β < n, n− cβ0 6 α < n.(3.7)
Then
Λ∗( |µ̂|, . . . , |µ̂|; |J | ) .β0 (n− α)
−O(1).(3.8)
Recalling Definition 3.4, we see that Λ(µ, . . . , µ) is well-defined under the condi-
tions (3.7). In practice, we will need slight variants of Proposition 3.5, which are dis-
cussed in Section 5. In the same section, we obtain singular integral bounds for bounded
functions of compact support.
Proposition 3.6. Suppose that m > (k − 1)n. Then there exists ε ∈ (0, 1) depending
at most on n, k,m such that the following holds. For functions f0, . . . , fk ∈ C
∞
c (R
n) with
support in
[
− 1
2
, 1
2
]n
,
|Λ(f0, . . . , fk)| .
∏
06j6k
‖f̂j‖
ε
∞ · ‖fj‖
1−ε
∞ .
In Section 6, we construct a measure detecting polynomial configurations, by exploit-
ing the finiteness of the singular integral in (3.8) and the uniform decay of the fractal
measure.
Proposition 3.7. Let β0 ∈ (0, n) and suppose that (3.7) holds. Then there exists a
measure ν ∈M+(Rn+m) such that
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• ‖ν‖ = Λ(µ, . . . , µ),
• ν is supported on the set of (x, y) ∈ Rn × Ω such that:
(x, x+ ϕ1(y), . . . , x+ ϕk(y)) ∈ E
k+1,
• ν(H) = 0 for every hyperplane H < Rn+m.
In Section 7, we show how to obtain a positive mass of polynomial configurations in
sets of positive density, through the singular integral bound of Proposition 3.6 and the
arithmetic regularity lemma from additive combinatorics.
Proposition 3.8. Suppose that m > (k − 1)n. Then, uniformly for every function
f ∈ C∞c (R
n) such that Supp f ⊂
[
− 1
8
, 1
8
]n
, 0 6 f 6 1 and
∫
f = τ ∈ (0, 1], we have
Λ(f, . . . , f) &τ 1.
In Section 8, we show how to obtain a positive mass of configurations by a transference
argument, by which the fractal measure µ is replaced by a mollified version of itself which
is absolutely continuous with bounded density, allowing us to invoke Proposition 3.8.
Proposition 3.9. Let β0 ∈ (0, n) and suppose that
(k − 1)n < m < kn, β0 6 β < n, n− c(β0) 6 α < n,
for a sufficiently small constant c(β0) > 0. Then
Λ(µ, . . . , µ) > 0.
At this stage we have stated all the necessary ingredients to prove the main theorem.
Proof of Theorem 1.3. We may assume that E ⊂
[
− 1
16
, 1
16
]n
after a translation and
dilation, which does not affect the assumptions on µ, (Ai), Q except for the introduction
of constant factors in bounds. By Proposition 3.7 , there exists a measure ν ∈M+(Rn+m)
with mass Λ(µ, . . . , µ) supported on
X = {(x, y) ∈ Rn × Ω : (x, x+ A1y, . . . , x+ Ak−1y, x+ Aky +Q(y)en) ∈ E
k+1},
and such that ν(Vi) = 0 for every collection of hyperplanes V1, . . . , Vq of R
n+m. We
have therefore proven the result if we can show that ‖ν‖ = Λ(µ, . . . , µ) > 0, for then
ν(X r (V1 ∪ · · · ∪ Vq)) > 0 and the set X r (V1 ∪ · · · ∪ Vq) cannot be empty. We may
apply Proposition 3.9 to obtain precisely this conclusion when α is close enough to n
with respect to β0 (and the other implicit parameters n, k,m,D,A, Q). 
To conclude this outline, we comment briefly on the role that the Fourier decay hypoth-
esis plays in our argument. Using the restriction theory of fractals, the assumption (3.2)
is used together with the ball condition (3.1) in Appendix B to deduce that ‖µ̂‖2+ε <∞
for an arbitrary ε > 0, provided that α is close enough to n (depending on ε). The
Hausdorff dimension condition (3.1) alone does yield information on the average Fourier
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decay of µ, via the energy formula [46, Chapter 8], but this type of estimate seems to be
insufficient to establish the boundedness of the singular integrals we encounter. Section 5
on singular integral bounds and Section 7 on absolutely continuous estimates only use
the Fourier moment bound above. On the other hand, the estimation of degenerate con-
figurations in Section 6 and the transference argument of Section 8 exploit in an essential
way the assumption of uniform Fourier decay.
4. Counting operators and Fourier expressions
In this section we describe the various types of pattern-counting operators and singular
integrals that arise in trying to detect translation-invariant patterns in the fractal set of
the introduction. First, we define an oscillatory integral which arises naturally in the
Fourier expression of the configuration form in Definition 3.2.
Definition 4.1 (Oscillatory integral). For ξ ∈ (Rn)k and θ ∈ Rm we define
Jθ(ξ) =
∫
Rm
e
[
(θ +ATξ) · y + ξknQ(y)
]
ψ(y)dy, J = J0.
We now derive the dual expression of the configuration form announced in Section 3.
Proof of Proposition 3.3. By inserting the Fourier expansions of f1, . . . , fk and by
Fubini, we have
Λ(f0, . . . , fk) =
∫
Rn
∫
Rm
f0(x)f1(x+ ϕ1(y)) · · ·fk(x+ ϕk(y))dxψ(y)dy
=
∫
(Rn)k
f̂1(ξ1) · · · f̂(ξk)∫
Rn
f0(x)e
[
(ξ1 + · · ·+ ξk) · x
]
dx∫
Rm
e
[
ξ1 · ϕ1(y) + · · ·+ ξk · ϕk(y)
]
ψ(y)dy dξ1 . . .dξk.
Recalling Definition 4.1 and the choice (3.5), we deduce that
Λ(f0, . . . , fk) =
∫
(Rn)k
f̂0(−ξ1 − · · · − ξk)f̂1(ξ1) · · · f̂k(ξk)J(ξ)dξ1 . . .dξk.

We single out a useful bound for the configuration operator, typically used when the
λi are either the measure µ or a mollified version of it.
Proposition 4.2. For measures λ0, . . . , λk ∈ M
+(Rn), we have
|Λ(λ0, . . . , λk)| 6
k∏
j=0
‖λ̂j‖
ε
∞ · Λ
∗
(
|λ̂0|
1−ε, . . . , |λ̂k|
1−ε; |J | ),
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where the left-hand side is absolutely convergent if the right-hand side is finite.
Proof. This follows from Definition 3.4 and the successive bounds
|Λ∗(λ̂0, . . . , λ̂k; J)|
6
∫
(Rn)k
|λ̂0(ξ1 + · · ·+ ξk)||λ̂1(ξ1)| · · · |λ̂k(ξk)||J(ξ)|dξ
6
k∏
j=0
‖λ̂j‖
ε
∞ ·
∫
(Rn)k
|λ̂0(ξ1 + · · ·+ ξk)|
1−ε|λ̂1(ξ1)|
1−ε · · · |λ̂k(ξk)|
1−ε|J(ξ)|dξ.

In some instances we will need a slightly more general multilinear form, as follows.
Definition 4.3 (Smoothed configuration form). For functions f0, . . . , fk ∈ S(R
n) and
F ∈ S(Rn+m), let
Λ(f0, . . . , fk;F ) =
∫
Rn
∫
Rm
F (x, y)f0(x)f1(x+ ϕ1(y)) · · ·fk(x+ ϕk(y))dxψ(y)dy.(4.1)
Proposition 4.4. For functions f0, . . . , fk ∈ S(R
n) and F ∈ S(Rn+m), we have
Λ(f0, . . . , fk;F ) =
∫
Rn×Rm
F̂ (κ, θ)
∫
(Rn)k
f̂0(−κ− ξ1 − · · · − ξk)
k∏
j=1
f̂j(ξj)Jθ(ξ)dξdκdθ.
Proof. By inserting the Fourier expansions of F, f1, . . . , fk and by Fubini, we obtain
Λ(f0, . . . , fk;F )
=
∫
Rn
∫
Rm
F (x, y)f0(x)f1(x+ ϕ1(y)) · · ·fk(x+ ϕk(y))dxψ(y)dy
=
∫
Rn×Rm
F̂ (κ, θ)
∫
(Rn)k
f̂1(ξ1) · · · f̂(ξk)∫
Rn
f0(x)e
[
(κ + ξ1 + · · ·+ ξk) · x
]
dx∫
Rm
e
[
θ · y + ξ1 · ϕ1(y) + · · ·+ ξk · ϕk(y)
]
ψ(y)dy dξ1 . . .dξkdκdθ
=
∫
Rn×Rm
F̂ (κ, θ)
∫
(Rn)k
f̂0(−κ− ξ1 − · · · − ξk)f̂1(ξ1) · · · f̂k(ξk)Jθ(ξ)dξdκdθ.

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5. Bounding the singular integral
This section is devoted to the central task of bounding the singular integral (3.6),
when the kernel K involved is the oscillatory integral Jθ from Definition 4.1. We will
rely crucially on the following decay estimate.
Proposition 5.1. Assuming that the neighborhood Ω of zero has been chosen small
enough, we have
|Jθ(ξ)| . (1 + |A
Tξ + θ|)−m/2 (ξ ∈ (Rn)k, θ ∈ Rm).(5.1)
Proof. By Definition 4.1, we have Jθ(ξ) = I(A
Tξ + θ, ξkn), where
I(γ, γm+1) =
∫
Rm
e(γ · y + γm+1Q(y))ψ(y)dx.
Consider the hypersurface S = {(y,Q(y)) : y ∈ Supp(ψ)} of Rm+1, then our assumptions
on Q mean that S has non-zero Gaussian curvature. Observe that I is the Fourier
transform of ψ˜dσS , where σS is the surface measure on S and ψ˜ is a smooth function
with same support as ψ. Therefore it satisfies the decay estimate [42, Chapter VIII]
|I(γ, γm+1)| . (1 + |γ|+ |γm+1|)
−m/2
uniformly in (γ, γm+1) ∈ R
m+1, which concludes the proof. 
The main result of this section is a bound on the singular integral for functions in Ls,
for a range of s depending on n,m, k. In practice we will apply the proposition below
when s is close to 2, which requires the parameter m′ to be larger than (k − 1)n, and
when the functions Fi are powers of |µ̂| or bounded functions supported on
[
− 1
2
, 1
2
]n
.
Proposition 5.2. Let 1 + 1
k
< s < k + 1 and m′ > 0, and write
Kθ,m′(ξ) = (1 + |A
Tξ + θ|)−m
′/2 (ξ ∈ (Rn)k, θ ∈ Rm).
Let F0, . . . , Fk be non-negative measurable functions on R
n. Provided that
m′ > 2kn−
2(k + 1)
s
n,(5.2)
we have, uniformly in θ ∈ Rm,
Λ∗(F0, . . . , Fk;Kθ,m′) .s,m′ ‖F0‖s · · · ‖Fk‖s.
The first step towards the proof of this proposition is to bound moments of the kernels
Kθ,m′ on certain subspaces. Consider the k + 1 linear maps (R
n)k → Rn given by
ξ 7→ −(ξ1 + · · ·+ ξk) =: ξ0, ξ 7→ ξj (1 6 j 6 k).
For every 0 6 j 6 k and η ∈ Rn, the set {ξ ∈ (Rn)k : ξj = η} is an affine subspace
of (Rn)k of dimension (k − 1)n. Recall that AT : Rnk → Rm, so that in the regime
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m > (k − 1)n we expect (1 + |AT · |)−1 to have bounded moments of order q > (k − 1)n
on each of the subspaces {ξj = η}, under reasonable non-degeneracy conditions on
the matrix A. As the next lemma shows, what is needed is precisely the content of
Definition 3.1.
Proposition 5.3. Let 0 6 j 6 k and suppose that m > (k− 1)n. Then for q > (k− 1)n
we have, uniformly in η ∈ Rn and θ ∈ Rm,∫
ξj=η
(1 + |ATξ + θ|)−q dσ(ξ) .q 1.
Proof. First note that the assumptions of Definition 3.1 mean that AT is injective on
{ξ : ξj = 0} for 0 6 j 6 k. To see that, observe that the conditions
ATξ = 0, ξj = 0 ⇒ ξ = 0 (0 6 j 6 k)
can be put in matrix form[
AT1 . . . A
T
j . . . A
T
k
0 . . . In×n . . . 0
]
ξ = 0 ⇒ ξ = 0 (1 6 j 6 k),[
AT1 . . . A
T
k
In×n . . . In×n
]
ξ = 0 ⇒ ξ = 0.
Since m + n > kn, the (m + n) × kn matrices above have empty kernel if and only if
they have rank kn, a set of conditions which is easily seen to be equivalent to that of
Definition 3.1.
Now let
I =
∫
ξj=η
(1 + |ATξ + θ|)−qdσ(ξ).
We parametrize the affine subspace {ξj = η} by ξ = Rξ
′+ ξη, where ξ
′ runs over (Rn)k,
ξη ∈ (R
n)k is picked such that (ξη)j = η, and R ∈ O(R
kn) is a rotation mapping the
subspace R(k−1)n to {ξj = 0}. We obtain
I =
∫
R(k−1)n
(
1 + |ATRξ′ +ATξη + θ|
)−q
dξ′,
and we write B = ATR ∈ Rm×kn, which is injective on R(k−1)n. Consider the orthogonal
decomposition ATξη + θ = Bξη,θ + γ with ξη,θ ∈ R
(k−1)n and γ ∈ (B(R(k−1)n))⊥, and
observe that by Pythagoras and injectivity,
|Bξ′ +ATξη + θ| = |B(ξ
′ + ξη,θ) + γ| > |B(ξ
′ + ξη,θ)| & |ξ
′ + ξη,θ|.
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Via the change of variables ξ′ ← ξ′ + ξη,θ, we deduce that
I .
∫
R(k−1)n
(
1 + |ξ′|
)−q
dξ′,
which is bounded for q > (k − 1)n, uniformly in η ∈ Rn. 
Proposition 5.4. Let F0, . . . , Fk be non-negative measurable functions on R
n. Let τ ∈
(0, 1) and p, p′ ∈ (1,+∞) be parameters with 1
p
+ 1
p′
= 1. Let H > 0 be a parameter and
suppose that K is a non-negative measurable function on Rnk such that∫
ξj=η
K(ξ)p
′
dσ(ξ) 6 H (η ∈ Rn, 0 6 j 6 k).
Then
Λ∗(F0, . . . , Fk;K)
6 H1/p
′
k∏
j=0
(∫
Rn
Fj(η)
τp(k+1)/kdη
) k
k+1
1
p
(∫
Rn
Fj(η)
(1−τ)p′(k+1)dη
) 1
k+1
1
p′
.
Proof. We write I = Λ∗(F0, . . . , Fk;K). By a first application of Ho¨lder:
I =
∫
(Rn)k
k∏
j=0
Fj(ξj)
τ+(1−τ)K(ξ)dξ
6
[ ∫
(Rn)k
( k∏
j=0
Fj(ξj)
)τp
dξ
] 1
p
×
[ ∫
(Rn)k
( k∏
j=0
Fj(ξj)
)(1−τ)p′
K(ξ)p
′
dξ
] 1
p′
=: (I1)
1
p × (I2)
1
p′ .(5.3)
We can rewrite I1 as follows:
I1 =
∫
(Rn)k
k∏
j=0
Fj(ξj)
τpdξ =
∫
(Rn)k
k∏
i=0
[ ∏
06j6k
j 6=i
Fj(ξj)
τp
] 1
k
dξ.
By Ho¨lder, we can then reduce to integrals involving each only k of the ξj’s:
I1 6
k∏
i=0
[ ∫
(Rn)k
∏
06j6k
j 6=i
Fj(ξj)
τp(k+1)/kdξ
] 1
k+1
.
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Recall that ξ0 = ξ1 + · · ·+ ξk, so that after appropriate changes of variables, each inner
integral splits and we have
I1 6
k∏
i=0
[ ∏
06j6k
j 6=i
∫
Rn
Fj(η)
τp(k+1)/kdη
] 1
k+1
=
k∏
j=0
(∫
Rn
Fj(η)
τp(k+1)/kdη
) k
k+1
.(5.4)
To treat the integral I2, we separate variables by Ho¨lder, and then integrate along
slices [35]:
I2 =
∫
(Rn)k
k∏
j=0
Fj(ξj)
(1−τ)p′K(ξ)p
′
dξ
6
k∏
j=0
[ ∫
(Rn)k
Fj(ξj)
(1−τ)p′(k+1)K(ξ)p
′
dξ
] 1
k+1
=
k∏
j=0
[ ∫
η∈Rn
Fj(η)
(1−τ)p′(k+1)
(∫
ξj=η
K(ξ)p
′
dσ(ξ)
)
dη
] 1
k+1
.
Inside each inner integral we use the fiber moment condition, so that eventually
I2 6 H
k∏
j=0
(∫
Rn
Fj(η)
(1−τ)p′(k+1)dη
) 1
k+1
.(5.5)
The proof is finished upon inserting (5.4) and (5.5) into (5.3). 
It remains to determine the parameters (τ, p) in Proposition 5.4 that lead to a bound
involving a single Ls norm.
Corollary 5.5. Suppose that 1 + 1
k
< s < k + 1. Then there exists unique parameters
τ ∈ (0, 1) and p ∈ (1,∞) depending on k and s such that
s =
k + 1
k
pτ = (k + 1)p′(1− τ),(5.6)
where 1
p
+ 1
p′
= 1, and for such (τ, p) we have
k + 1
s
=
k
p
+
1
p′
,(5.7)
1
p′
=
1
k − 1
(
k −
k + 1
s
)
.(5.8)
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Proof. Starting from (5.6), and dividing by k+1
k
p in the first identity and by k+1
k
pp′ in
the second, we obtain the equivalent identities
τ =
k
k + 1
s
p
and
(k
p
+
1
p′
)
τ =
k
p
.(5.9)
Inserting the left-hand expression of τ in the right-hand identity, we deduce the rela-
tion (5.7). This is easily solved in p, p′ and one finds that
1
p
=
1
k − 1
(k + 1
s
− 1
)
,
1
p′
=
1
k − 1
(
k −
k + 1
s
)
,
which in particular recovers (5.8). It can be checked that 1
p
∈ (0, 1) under the given
conditions on s. Inserting this value of 1
p
in the first identity of (5.9), we find that
τ =
k
k − 1
(
1−
s
k + 1
)
,
which again lies in (0, 1) for the given range of s. 
Proof of Proposition 5.2. Apply Proposition 5.4 with K(ξ) = (1 + |ATξ + θ|)−m
′/2,
and the choice of parameters (τ, p) from Proposition 5.5. By (5.7), this gives
|λ∗(F0, . . . , Fk;K)| 6 H
1/p′
k∏
j=0
(‖Fj‖
s
s)
1
k+1
(
k
p
+
1
p′
)
= H1/p
′
k∏
j=0
‖Fj‖s,
where H = maxj supη,θ
∫
ξj=η
(1 + |ATξ + θ|)−p
′m′/2dσ(ξ). Via Proposition 5.3 and (5.8),
we have H .s,m′ 1 provided that
m′ >
2(k − 1)n
p′
= 2
(
k −
k + 1
s
)
n.

From Proposition 5.2, we now derive useful bounds on the dual form Λ∗, which are
needed to develop the results of Sections 6–8. In the course of the proof, we refer to a
restriction estimate from Appendix B, which states essentially that µ̂ is in L2+ε when
β remains bounded away from zero and α is close enough to n. Recall the notation
T κf = f(κ+ ·) from Section 2.
Proposition 5.6. Let β0 ∈ (0, n) and suppose that for a constant c > 0 small enough
with respect to n, k,m,
(k − 1)n < m < kn, β0 6 β < n, n− cβ0 6 α < n.
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Then there exists ε ∈ (0, 1) depending at most on n, k,m such that
sup
(κ,θ)∈Rn×Rm
Λ∗( T κ|µ̂|1−ε, |µ̂|1−ε, . . . , |µ̂|1−ε; |Jθ|
1−ε ) <∞,
Λ∗( |µ̂|1−ε, . . . , |µ̂|1−ε; |J | ) .β0 (n− α)
−O(1).
Proof. Let ε, δ ∈ (0, 1) be parameters. Recalling the majoration (5.1), we apply Proposi-
tion 5.2 to F0 = T
κ|µ̂|1−ε and Fi = |µ̂|
1−ε for i > 1, with parameters m′ = (1− ε)m and
s = 2+δ
1−ε
. The condition (5.2) is fulfilled when m > (k − 1)n and ε, δ are small enough
with respect to n, k,m. We obtain, uniformly in κ ∈ Rn and θ ∈ Rm,
Λ∗(T κ|µ̂|1−ε, |µ̂|1−ε, . . . , |µ̂|1−ε; |Jθ|
1−ε) .ε,s ‖|µ̂|
1−ε‖k+1s = ‖µ̂‖
(1−ε)(k+1)
2+δ ,
By Proposition B.3 and (3.3), we conclude that
Λ∗(T κ|µ̂|1−ε, |µ̂|1−ε, . . . , |µ̂|1−ε; |Jθ|
1−ε) .ε,δ,β0 (n− α)
−O(1),
and the second bound follows since |J | . |J |1−ε. 
Proof of Proposition 3.6. Let ε ∈ (0, 1) be a parameter. By Proposition 4.2 and (5.1),
we have
|Λ(f0, . . . , fk)| 6
∏
06j6k ‖f̂j‖
ε
∞ · Λ
∗
(
|f̂0|
1−ε, . . . , |f̂k|
1−ε; (1 + |AT · |)−m/2
)
.(5.10)
For ε small enough with respect to n, k,m, we may apply Proposition 5.2 with s = 2
1−ε
and m′ = m, together with Plancherel:
Λ∗(|f̂0|
1−ε, . . . , |f̂k|
1−ε; (1 + |AT · |)−m/2) .
∏k
j=0 ‖|f̂j|
1−ε‖2/(1−ε)
=
∏k
j=0 ‖f̂j‖
1−ε
2
=
∏k
j=0 ‖fj‖
1−ε
2
6
∏k
j=0 ‖fj‖
1−ε
∞ ,
where we used the assumption Supp(fj) ⊂
[
− 1
2
, 1
2
]n
in the last line. Inserting this bound
in (5.10) finishes the proof. 
6. The configuration measure
In this section, we aim to construct the measure ν ∈M+(Rn+m) specified in Proposi-
tion 3.7. We make extensive use of the singular integral bounds derived in the previous
section. Our treatment is similar to that of Chan et al. [10], but we work in a more
abstract setting. We assume throughout this section that the dimensionality condi-
tions (3.7) are met, so that singular integral bounds are available.
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We start with the proper definition of ν, which is the content of the next proposition
(recall Definition 3.2 and Proposition 3.3). We define an extra shift function ϕ0 = 0 for
notational convenience.
Proposition 6.1. Define the functional ν at F ∈ S(Rn+m) by
〈ν, F 〉 = lim
ε→0
Λ(µε, . . . , µε;F ),
where µε = µ ∗ φε for an approximate identity φε with φ ∈ C
∞
c,+(R
n). Then ν is well-
defined and we have, for every F ∈ S(Rn+m),
〈ν, F 〉 = Λ∗(µ̂, . . . , µ̂; F̂ ),
|〈ν, F 〉| 6 ‖F‖∞Λ(µ, . . . , µ),
where the integrals defined by the right-hand side expressions converge absolutely. There-
fore ν extends by density to a positive bounded linear operator on Cc(R
n+m).
Proof. By Proposition 4.4, we have
Λ(µε, . . . , µε;F )
=
∫
Rn+m
F̂ (κ, θ)
∫
(Rn)k
µ̂(−κ− ξ1 − · · · − ξk)
k∏
j=1
µ̂(ξj)Jθ(ξ)hε(ξ, κ)dξdκdθ
where hε(ξ, κ) = φ̂(−ε(κ + ξ1 + · · · + ξk))
∏k
j=1 φ̂(εξj). Since hε is bounded by one
in absolute value and tends to 1 pointwise as ε → 0, the limit of Λ(µε, . . . , µε;F ) as
ε→ 0 exists and equals Λ∗(µ̂, . . . , µ̂; F̂ ) by dominated convergence, since we have uniform
boundedness of∫
Rn+m
|F̂ (κ, θ)|
∫
(Rn)k
|µ̂(κ + ξ1 + · · ·+ ξk)|
k∏
j=1
|µ̂(ξj)||Jθ(ξ)|dξdκdθ
6 sup
(κ,θ)∈Rn×Rm
Λ∗( |T κµ̂|, |µ̂|, . . . , |µ̂|; |Jθ| )×
∫
Rn+m
|F̂ (κ, θ)|dκdθ <∞,
via Proposition 5.6 and the majorations |Jθ| . |Jθ|
1−ε, |µ̂| 6 |µ̂|1−ε. Recalling Defini-
tions 3.2 and 4.3, and using the positivity of µε, we have also
|〈ν, F 〉| = lim
ε→0
|Λ(µε, . . . , µε;F )| 6 ‖F‖∞ lim
ε→0
Λ(µε, . . . , µε).
By Fourier inversion (Proposition 3.3) and another instance of the dominated con-
vergence theorem, exploiting the finiteness of Λ∗(|µ̂|, . . . , |µ̂|; |J |) provided by Propo-
sition 5.6, we obtain
|〈ν, F 〉| 6 ‖F‖∞ lim
ε→0
Λ∗(µ̂ε, . . . , µ̂ε; J) = ‖F‖∞ Λ
∗(µ̂, . . . , µ̂; J).
This last quantity equals ‖F‖∞Λ(µ, . . . , µ) by Definition 3.4. 
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Proposition 6.2. When defined, the measure ν of Proposition 6.1 is supported on the
compact set
X = {(x, y) ∈ E × Suppψ : (x, x+ ϕ1(y), . . . , x+ ϕk(y)) ∈ E
k+1}.
Proof. We can rewrite X = (E × Suppψ) ∩ Φ−1(Ek+1), where Φ is the smooth map
defined by (3.4), so that X is closed and bounded, and therefore compact. Since its
complement Xc is open, it is enough to show that 〈ν, F 〉 = 0 for every F ∈ C∞c,+(R
n+m)
such that SuppF ⊂ Xc. By compactness we know that there exists c > 0 such that
max
06j6k
d(x+ ϕj(y), E) > c > 0 for all (x, y) ∈ SuppF ∩ (R
n × Suppψ).
On the other hand,
〈ν, F 〉 = lim
ε→0
∫
SuppF∩(Rn×Suppψ)
F (x, y)
k∏
j=0
µε(x+ ϕj(y))dxψ(y)dy.
For ε small enough, since µε is supported on E + B(0, Cε) for a certain C > 0, the
integrand above is always zero. 
Proposition 6.3. We have ‖ν‖ = Λ(µ, . . . , µ).
Proof. Consider the compact set X from Proposition 6.2, and the larger compact set
Y = {(x, y) ∈ Rn × Suppψ : d(x+ ϕj(y), E) 6 1 for 0 6 j 6 k}.
Pick a smoothed ball indicator F ∈ C∞c,+(R
n+m) such that F = 1 on Y . Since ν is
supported on X ⊂ Y , we have
ν(Rn+m) = 〈ν, F 〉 = lim
ε→0
∫
Rn×Suppψ
F (x, y)
k∏
j=0
µε(x+ ϕj(y))dxψ(y)dy.
Since (x, y) 7→
∏k
j=0 µε(x+ϕj(y)) is supported on Y for ε small enough, we have therefore
ν(Rn+m) = lim
ε→0
Λ(µε, . . . , µε).
By the same reasoning as in the end of the proof of Proposition 6.1, using again the
bound Λ∗( |µ̂|, . . . , |µ̂|; |J | ) < ∞ provided by Proposition 5.6, we find eventually that
‖ν‖ = Λ(µ, . . . , µ). 
We now turn to the last expected feature of the configuration measure ν, which is that
it has zero mass on any hyperplane.
Proposition 6.4. We have ν(H) = 0 for every hyperplane H of Rn+m.
Proof. Consider a hyperplane H < Rn+m and a rotation R ∈ On+m(R) such that H =
R(Rn+m−1 × {0}). Consider parameters L > 1 and δ ∈ (0, 1]. We consider a Schwartz
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function Fδ of the form
Fδ ◦R = χ
( ·
L
)
Ξ
( ·
δ
)
,(6.1)
where χ ∈ S(Rn+m−1) and Ξ ∈ S(R) are non-negative such that χ > 1 on [−1, 1]n+m−1
and Ξ(0) > 1. Writing HL = R( [−L, L]
n+m−1×{0} ), we have therefore ν(HL) 6 〈ν, Fδ〉,
and it is enough to show that 〈ν, Fδ〉 tends to 0 as δ → 0, for every fixed L > 1. By
Proposition 6.1, and writing γ = (κ, θ) ∈ Rn × Rm, we have
〈ν, Fδ〉 =
∫
Rn+m
∫
(Rn)k
F̂δ(γ)µ̂(−κ− ξ1 − · · · − ξk)
k∏
j=1
µ̂(ξj)Jθ(ξ)dξdγ.(6.2)
We assume that χ, Ξ have been chosen so that their Fourier transforms are supported
on centered balls of radius 1, which is certainly possible. Recalling (6.1), we have there-
fore, for every (u, v) ∈ Rn+m−1 × R,
|F̂δ ◦R(u, v)| = |F̂δ ◦R(u, v)| . L
n+m−1 · 1|u|6L−1 · δ · 1|v|6δ−1 .(6.3)
We next show how to obtain some uniform γ-decay from the other factor in the integrand
of (6.2). By (3.2) and (5.1), and since β 6 n 6 m, we have
|µ̂(κ+ ξ1 + · · ·+ ξk)|
∏k
j=1 |µ̂(ξj)||Jθ(ξ)|
.α (1 + |κ+ ξ1 + · · ·+ ξk|)
−
β
2
∏k
j=1(1 + |ξj|)
−
β
2 (1 + |ATξ + θ|)−
m
2
.α (1 + |κ+ ξ1 + · · ·+ ξk|+ |ξ1|+ · · ·+ |ξk|+ |A
Tξ + θ|)−
β
2 .
Using the above in cunjunction with the triangle inequality and the decompositions
θ = (ATξ + θ)−
∑k
j=1A
T
j ξj and κ = (κ + ξ1 + · · ·+ ξk)−
∑k
j=1 ξj, we deduce that
|µ̂(κ+ ξ1 + · · ·+ ξk)|
∏k
j=1 |µ̂(ξj)||Jθ(ξ)|
.α (1 + |κ|+ |θ|)
−
β
2
≍ (1 + |γ|)−
β
2 .(6.4)
Let ε ∈ (0, 1) be the small parameter in the statement of the proposition. At this
point we have two parametrizations γ = (κ, θ) = R(u, v) with (κ, θ) ∈ Rn×Rm, (u, v) ∈
Rn+m−1×R. By integrating in (u, v)-coordinates in (6.2), and bounding F̂δ(γ) via (6.3),
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we obtain
|〈ν, Fδ〉| .
∫
Rn+m−1×R
1|u|6L−1 · L
n+m−1 · δ · 1|v|6δ−1[ ∫
(Rn)k
|µ̂(κ+ ξ1 + · · ·+ ξk)|
k∏
j=1
|µ̂(ξj)||Jθ(ξ)|dξ
]
dudv
By pulling out an ε-th power of the inner integrand and using (6.4), we infer that
|〈ν, Fδ〉|
.α
∫
Rn+m−1
Ln+m−1 · 1|u|6L−1
∫
R
δ · 1|v|6δ−1 · (1 + |(u, v)|)
−
εβ
2[ ∫
(Rn)k
|µ̂(κ+ ξ1 + · · ·+ ξk)|
1−ε
k∏
j=1
|µ̂(ξj)|
1−ε|Jθ(ξ)|
1−εdξ
]
dudv
. sup
(κ,θ)∈Rn×Rm
Λ∗( |T κµ̂|1−ε, |µ̂|1−ε, . . . , |µ̂|1−ε; |Jθ|
1−ε )× δ
∫
|v|6δ−1
(1 + |v|)−
εβ
2 dv.
The supremum above is finite by Proposition 5.6, and for ε small enough, the last factor
is bounded by δεβ/2. Therefore 〈ν, Fδ〉 → 0 as δ → 0, as was to be shown. 
Proof of Proposition 3.7. It suffices to combine Propositions 6.1– 6.4, recalling that
we assumed (3.7) in this section. 
7. Absolutely continuous estimates
In this section we verify that absolutely continuous estimates are available when the
shifts in (3.4) are given by polynomial vectors and the singular integral converges. We
work with the notation of abstract shift functions.
The strategy, as in the regularity proof of Roth’s theorem [43], is to use the U2
arithmetic regularity lemma to decompose a non-negative bounded function into an
almost-periodic component, an L2 error, and a part which is Fourier-small. The precise
version of the regularity lemma that we need is found in Appendix A. To neglect the
contribution of Fourier-small functions, we use the fact that the counting operator is
controlled by the Fourier L∞ norm for bounded functions, in the sense of Proposition 3.6.
To show that the pattern count for almost-periodic functions is high, we need uniform
lower bounds for certain Bohr sets of almost-periods, the proof of which will occupy
subsequent parts of this section. We define a Bohr set of Tn of frequency set Γ ⊂ Zn,
radius δ ∈
(
0, 1
2
]
and dimension d = |Γ| <∞ by
B = B(Γ, δ) = {x ∈ Tn : ‖ξ · x‖ 6 δ ∀ ξ ∈ Γ}.(7.1)
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We first prove the following conditional version of Proposition 3.8.
Proposition 7.1. Suppose that m > (k − 1)n and, uniformly for every Bohr set B of
Tn of dimension d and radius δ > 0,
L
{
y ∈ [−c, c]m : ϕ1(y), . . . , ϕk(y) ∈ B
}
&d,δ 1.
Then for every function f ∈ C∞c (R
n) supported on
[
− 1
8
, 1
8
]n
such that 0 6 f 6 1 and∫
f = τ ∈ (0, 1], we have
Λ(f, . . . , f) &τ 1.
Proof. We let κ : (0, 1]3 → (0, 1] be a decay function and ε ∈ (0, 1] be a parameter, both
to be determined later. Write the decomposition of Proposition A.2 with respect to ε, κ
as f = f1+f2+f3 = g+f3. Note that f1, g > 0 and f1, f2, f3, g are supported in
[
− 1
4
, 1
4
]n
and uniformly bounded by 2 in absolute value. Expanding f = g + f3 by multilinearity,
and using Proposition 3.6 together with the Fourier bound on f3 in (A.5), we obtain
Λ(f, . . . , f) = Λ(g, . . . , g) +O(
∑
Λ(∗, . . . , f3, . . . , ∗) )
= Λ(g, . . . , g) +O(κ(ε, d−1, δ)ε
′
),(7.2)
for a certain ε′ ∈ (0, 1) depending at most on n, k,m. Recall that we assumed that ψ is
at least 1 on a box [−c, c]m in Section 3, and let
E =
{
y ∈ [−c, c]m : ϕ1(y), . . . , ϕk(y) ∈ B
}
,(7.3)
where B is the Bohr set of Proposition A.2. For reasons that shall be clear later, we first
restrict integration to the set E, using the non-negativity of g:
Λ(g, . . . , g) >
∫
E
( ∫
Rn
g · T ϕ1(y)g · · ·T ϕk(y)g dL
)
dy.
Next, we focus on the decomposition g = f1+f2 and exploit the L
2 bound on f2 in (A.5)
by Cauchy-Schwarz in the inner integral:
Λ(g, . . . , g) >
∫
E
( ∫
Rn
g · T ϕ1(y)g · · ·T ϕk(y)g dL
)
dy
>
∫
E
( ∫
Rn
f1 · T
ϕ1(y)f1 · · ·T
ϕk(y)f1 dL −
∑∫
Rn
∗ · · ·T ϕj(y)f2 · · · ∗ dL
)
dy
>
∫
E
( ∫
Rn
f1 · T
ϕ1(y)f1 · · ·T
ϕk(y)f1 dL − O(ε)
)
dy.
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Finally, we use the almost-periodicity estimate for f1 in (A.5) and the definition (7.3) of
E to replace the shifts of f1 by itself:
Λ(g, . . . , g) >
∫
E
( ∫
[− 1
2
, 1
2
]n
fk+11 dL − O(ε)
)
dy
By nesting of Lp
([
− 1
2
, 1
2
]n)
norms and non-negativity of f1, we infer that
Λ(g, . . . , g) >
∫
E
((∫
[− 1
2
, 1
2
]n
f1dL
)k+1
−O(ε)
)
dy
= L(E) · (τk+1 − O(ε)).
Choosing ε = cτk+1 with a small c > 0, and recalling (7.2) and the assumption on E, we
obtain
Λ(f, . . . , f) > c(δ, d−1)τk+1 − O(κ(cτk+1, d−1, δ)ε
′
).
Choosing κ(ε, d−1, δ) = c′ ·
(
c(δ, d−1)ε
)1/ε′
, we obtain
Λ(f, . . . , f) > 1
2
c(δ, d−1)τk+1 &τ 1,
recalling that d, δ−1 .ε,κ 1 .τ 1. 
It remains to determine a lower bound on the measure of the intersection of preimages
of a Bohr set by the shift functions. This can be done when the shift functions are
polynomial vectors, by reduction to a known diophantine approximation problem, and
in fact there will be a series of intermediate reductions. We let d denote the L∞ metric
on Rn or R and we define
‖x‖Tn = d(x,Z
n) = max
16i6n
d(xi,Z)
for x ∈ Rn. In all subsequent propositions in this section we also liberate the letters n,
k, m from their usual meaning, and we indicate the dependencies of implicit constants
in all parameters. Our objective is to prove the following statement.
Proposition 7.2. Let t,m, n, ℓ, d > 1. Let Q1, . . . , Qt : R
m → Rn be polynomial vectors
with components of degree at most ℓ, and such that Qi(0) = 0 for all i ∈ [t]. For
ξ1, . . . , ξd ∈ R
n, we have
L
{
y ∈ [−c, c]m : ‖Qi(y) · ξj‖T < ε ∀(i, j) ∈ [t]× [d]
}
& ε,ℓ,m,t,d,n 1.
Our first reduction is to a finite system of conditions on monomials modulo one.
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Proposition 7.3. Let ℓ,m > 1 and X = {0, . . . , ℓ}mr{0}. For every I ∈ X, let dI ∈ N0
and ξI ∈ R
dI . We have3
L
{
y ∈ [−c, c]m : ‖yIξI‖TdI 6 ε ∀I ∈ X
}
& ε,ℓ,m,(dI) 1.
Proof that Proposition 7.3 implies Proposition 7.2.
We let X = {0, . . . , ℓ}m r {0} and we write Qi =
∑
k∈[n]Qikek, Qik =
∑
I∈X a
(ik)
I y
I .
For every I ∈ X we define dI = t + d+ n and ξI = (a
(ik)
I ξjk)(i,j,k) ∈ T
t+d+n, to make the
following observation:
‖Qi(y) · ξj‖T 6 ε ∀(i, j) ∈ [t]× [d]
⇔ ‖
∑
k∈[n]
∑
I∈X a
(ik)
I y
Iξjk‖T 6 ε ∀(i, j) ∈ [t]× [d]
⇐ ‖yIa
(ik)
I ξjk‖T 6
ε
nℓm
∀(i, j, k) ∈ [t]× [d]× [n], I ∈ X
⇔ ‖yIξI‖TdI 6
ε
nℓm
∀I ∈ X.
Applying Proposition 7.3 with ε ← ε/nℓm and (dI , ξI) as above, we find a lower bound
on the quantity under study which depends only on ε, ℓ,m, t, d, n. 
Our second reduction consists in a straightforward induction which reduces the di-
mension of the problem to 1.
Proposition 7.4. Let ℓ > 1 and d1, . . . , dℓ ∈ N0, ξ1 ∈ R
d1 , . . . , ξℓ ∈ R
dℓ. We have
L
{
y ∈ [−c, c] : ‖yjξj‖Tdj 6 ε ∀j ∈ [ℓ]
}
& ε,ℓ,(di) 1.
Proof that Proposition 7.4 implies Proposition 7.3.
We induct on m > 1, the case m = 1 being precisely Proposition 7.4. Assume that
we have proven the estimate for dimensions less than or equal to m, and write a tuple
I ∈ {0, . . . , ℓ}m+1 r {0} as I = (J, im+1) with J ∈ {0, . . . , ℓ}
m and im+1 > 0. We
distinguish the conditions involving ym+1 or not by Fubini:
L
{
y ∈ [−c, c]m+1 : ‖yIξI‖TdI 6 ε ∀ I ∈ X
}
=
∫
[−c,c]m+1
1
[
‖yJy
im+1
m+1 ξI‖TdI 6 ε ∀ (J, im+1) = I ∈ X
]
dy1 . . .dymdym+1
=
∫
[−c,c]m
1
[
‖yJξI‖TdI 6 ε ∀(J, 0) = I ∈ X
]
∫
[−c,c]
1
[
‖y
im+1
m+1 · y
JξI‖TdI 6 ε ∀(J, im+1) = I ∈ X : im+1 > 1
]
dym+1 dy1 . . .dym.
3Here and in the sequel we set R0 = {0} and ‖0‖T0 = 0 so that the conditions involving a space R
0 are
void.
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By first applying the induction hypothesis with m = 1 at fixed y1, . . . , ym, and then
by applying another instance of the induction hypothesis, we find that this quantity
is indeed bounded from below by a positive constant depending only on ε, ℓ, m and
(dI). 
Our final reduction is a simple discretization argument which reduces the problem
to the following known diophantine approximation estimate [29, Proposition B.2] (see
also [18, Proposition A.2], [2, Chapter 7]).
Proposition 7.5. Let ℓ > 1 and d1, . . . , dℓ ∈ N0. Let α1 ∈ R
d1 , . . . , αℓ ∈ R
dℓ and N > 1.
We have
N−1#
{
|n| 6 N : ‖njαj‖Tdj 6 ε ∀j ∈ [ℓ]
}
& ε,ℓ,(dj) 1.
Proof that Proposition 7.5 implies Proposition 7.4.
Consider a scale N > 1 going to infinity. Write each |y| 6 c as y = n+u
N
with n ∈ Z
and u ∈
(
− 1
2
, 1
2
]
, so that yj = nj/N j + Oℓ(1/N) for every j ∈ [ℓ]. For N large enough
with respect to (ξj), ε and ℓ, we have therefore
‖yjξj‖T 6 ε ⇐
∥∥∥nj ξj
N j
∥∥∥
T
6
ε
2
.
This yields:
L
{
y ∈ [−c, c] : ‖yjξj‖Tdj 6 ε ∀j ∈ [ℓ]
}
>
∑
|n|6cN/2
L
{
y = n+u
N
: |u| 6 1
2
,
∥∥∥nj ξj
N j
∥∥∥
T
dj
6 ε/2 ∀j ∈ [ℓ]
}
> N−1#
{
|n| 6 cN/2 :
∥∥∥nj ξj
N j
∥∥∥
T
dj
6 ε ∀j ∈ [ℓ]
}
.
Applying Proposition 7.5 concludes the proof. 
To conclude this section we may now derive the absolutely continuous estimates stated
in Section 3.
Proof of Proposition 3.8. It suffices to combine Propositions 7.1 and 7.2, recalling the
shape (3.5) of our shift functions. 
8. The transference argument
This section is concerned with proving that Λ(µ, . . . , µ) > 0, by the transference
argument of  Laba and Pramanik [28] exploiting the pseudorandomness of the fractal
measure µ as α→ n. We start by recalling the decomposition of Chan et al. [10, Section 6]
of the fractal measure µ into a bounded smooth part (a mollified version of µ) and a
Fourier-small part (the difference with the first part). This is the part of the argument
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where one lets α tend to n in a certain sense, and then the Fourier tail exhibits very
strong, exponential-type decay in n− α.
Proposition 8.1. There exists a constant C1 > 0 depending at most on n,D and a
decomposition µ = µ1 + µ2, where µ1 = fdL, f ∈ C
∞
c (R
n), 0 6 f 6 C1,
∫
f = 1,
Supp f ⊂
[
− 1
8
, 1
8
]n
, |µ̂i| 6 2|µ̂| for i ∈ {1, 2} and
‖µ̂2‖∞ . (n− α)
−O(1)e
−
β
2+β
·
1
n−α .
Proof. Let L > 1 be a parameter. Consider a cutoff φ ∈ C∞c (R
n) such that
∫
φ = 1,
Suppφ ⊂ B(0, 1
16
) and 0 6 φ 6 C0, for a certain C0 = C0(n) > 0, and define φL =
Lnφ(L · ). Let f = µ ∗ φL and consider the decomposition µ = µ1 + µ2 with µ1 = fdL
and µ2 = µ − µ1. We can already infer that f > 0,
∫
f = 1, |µ̂i| 6 2|µ̂| for i = 1, 2 and
Suppµ1 ⊂
[
− 1
8
, 1
8
]n
, since we assumed that E ⊂
[
− 1
16
, 1
16
]n
in Section 3.
Next, we show that f is bounded. Since φL has support in B(0,
1
16L
), by (3.1) we have
f(x) =
∫
B(x, 1
16L
)
φL(x− y)dµ(y)
6 ‖φL‖∞ · µ
[
B(x, 1
16L
)
]
6 C0DL
n−α.
Choosing L = e
1
n−α , we deduce that
‖f‖∞ 6 C0De =: C1.
Finally, we bound the Fourier transform of µ̂2. Observe that, for every ξ ∈ R
n,
µ̂2(ξ) = µ̂(ξ)
(
1− φ̂
( ξ
L
))
.(8.1)
Since
∫
φ = 1, we always have |1 − φ̂( ξ
L
)| 6 2. On the other hand, since φ has support
in B(0, 1
16
), we have∣∣∣1− φ̂( ξ
L
)∣∣∣ = ∣∣∣∣ ∫
B(0, 1
16
)
φ(x)
(
1− e
(ξ · x
L
))
dx
∣∣∣∣ . |ξ|L .
By inserting these two last bounds in (8.1), we obtain
|µ̂2(ξ)| . min
(
1,
|ξ|
L
)
|µ̂(ξ)|.
Consequently, by (3.2) and (3.3) we have
|µ̂2(ξ)| . (n− α)
−O(1)min
(
1,
|ξ|
L
)
min(1, |ξ|−β/2).
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By considering separately the ranges |ξ| > L2/(2+β) and |ξ| 6 L2/(2+β), we find that
|µ̂2(ξ)| . (n− α)
−O(1)L
−
β
2+β .
Recalling our choice of L, we have
|µ̂2(ξ)| . (n− α)
−O(1)e
−
β
2+β
·
1
n−α .

We now establish the positivity of Λ(µ, . . . , µ), using the previous decomposition, with
the main contribution from the absolutely continuous part estimated by Proposition 3.8,
and the other contributions bounded away by Proposition 5.6.
Proof of Proposition 3.9. We consider the decomposition µ = µ1 + µ2 from Proposi-
tion 8.1, and expand by multilinearity in
Λ(µ, . . . , µ) = C
−(k+1)
1 Λ(µ1/C1, . . . , µ1/C1) +O
( ∑
Λ(∗, . . . , µ2, . . . , ∗)
)
,
where the sum is over 2k+1 − 1 terms and the stars denote measures equal to either µ1
or µ2. By Proposition 3.8, we deduce that for a certain constant c > 0, we have
Λ(µ, . . . , µ) > c−O
( ∑
Λ(∗, . . . , µ2, . . . , ∗)
)
.
By Proposition 4.2, we have furthermore, for any ε ∈ (0, 1),
Λ(µ, . . . , µ) > c− O
(
‖µ̂2‖
ε
∞ Λ
∗( |µ̂|1−ε, . . . , |µ̂|1−ε; |J | )
)
.
By taking ε to be that appearing in Proposition 5.6, and inserting the Fourier bound on
µ2 from Proposition 8.1, we find that
Λ(µ, . . . , µ) > c−Oβ0
(
(n− α)−O(1)e
−ε·
β0
2+β0
·
1
n−α
)
,
where we used the monotonicity of x/(2 + x). This can be made positive for α >
n− c(β0, ε) with c(β0, ε) > 0 small enough. 
9. Revisiting the linear case
In this section we indicate how the method of this article may be modified to obtain
the following extension of Theorem 1.2, which allows for any positive exponent of Fourier
decay for the fractal measure. For simplicity we only treat the case where n divides m,
which already covers all the geometric applications discussed in [10].
Theorem 9.1. Let n, k,m > 1, D > 1 and α, β ∈ (0, n). Suppose that E is a compact
subset of Rn and µ is a probability measure supported on E such that
µ
[
B(x, r)
]
6 Drα and |µ̂(ξ)| 6 D(n− α)−D(1 + |ξ|)−β/2
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for all x ∈ Rn, r > 0 and ξ ∈ Rn. Suppose that (A1, . . . , Ak) is a non-degenerate system
of n×m matrices in the sense of Definition 1.1. Assume finally that m = (k− r)n with
1 6 r < k and, for some β0 ∈ (0, n),
k − 1
2
n < m < kn, β0 6 β < n, n− cn,k,m,β0,D,(Ai) 6 α < n,
for a sufficiently small constant cn,k,m,β0,D,(Ai) > 0. Then, for every collection of strict
subspaces V1, . . . , Vq of R
n+m, there exists (x, y) ∈ Rn+m r V1 ∪ . . . Vq such that
(x, x+ A1y, . . . , x+ Aky) ∈ E
k+1.
Note that the condition on m is equivalent to that of Theorem 1.2. We only sketch
the proof of Theorem 9.1, since it follows by a straightforward adaption of the methods
of this paper, with the only difference lying in the treatment of the singular integral.
We start by stating a slight generalization of Ho¨lder’s inequality that was already used
(for ℓ = k+1, r = k) in the proof of Proposition 5.4. We write
(
[ℓ]
r
)
for the set of subsets
of [ℓ] of size r.
Proposition 9.2. Let (X,M, λ) be a measured space and let 1 6 r 6 ℓ. For measurable
functions F1, . . . , Fℓ : X → C, we have∫
X
∏
j∈[ℓ]
|Fj | dλ 6
∏
S∈([ℓ]r )
[∫
X
∏
j∈S
|Fj|
ℓ/rdλ
]1/(ℓr)
.
Proof. First observe that, for arbitrary real numbers a1, . . . aℓ > 0, we have∏
j∈[ℓ]
aj =
∏
S∈([ℓ]r )
(∏
j∈S
aj
)1/(ℓ−1r−1)
.
Next, let I =
∫
X
∏
j∈[ℓ] |Fj| dλ and apply Ho¨lder’s inequality in
I =
∫
X
∏
S∈([ℓ]r )
(∏
j∈S
|Fj|
)1/(ℓ−1r−1)
dλ
6
∏
S∈([ℓ]r )
[∫
X
(∏
j∈S
|Fj|
)(ℓr)/(ℓ−1r−1)
dλ
]1/(ℓr)
.
A quick computation shows that
(
ℓ
r
)
/
(
ℓ−1
r−1
)
= ℓ/r, which concludes the proof. 
We now place ourselves under the assumptions of Theorem 9.1, and in particular we
assume that the matrices A1, . . . , Ak are non-degenerate in the sense of Definition 1.1.
We also write A0 = 0n×n throughout. This matches the framework of this paper except
that now Q = 0.
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We fix a smooth cutoff ψ ∈ C∞c,+(R
n) which is at least 1 on a box [−c, c]n. We define
the oscillatory integral
J(ξ) =
∫
Rn
e(ATξ · y)ψ(y)dy = ψ̂(−ATξ).(9.1)
The counting operators are now defined by4
Λ(f0, . . . , fk) =
∫
Rn
∫
Rm
f0(x)f1(x+ A1y) · · ·fk(x+ Aky)dx ψ(y)dy,
Λ∗(F0, . . . , Fk; J) =
∫
(Rn)k
F0(−ξ1 − · · · − ξk)F1(ξ1) · · ·Fk(ξk)J(ξ)dξ,
for functions fi, Fi ∈ S(R
n), and we have Λ(f0, . . . , fk) = Λ
∗(f̂0, . . . , f̂k; J) as before.
Since we assumed that ψ ∈ C∞c (R
m), it follows from (9.1) that
|J(ξ)| .N (1 + |A
Tξ|)−N(9.2)
for every N > 0. Via some matricial considerations (as in [10, Lemma 3.2]), it can be
checked that Definition 1.1 is equivalent to the requirement that AT : Rkn → Rkn−rn is
injective on each subspace of the form
{ξ ∈ (Rn)k : (ξj)j∈S = η},
where S is a subset of {0, . . . , k} of size r and η ∈ Rrn, and we wrote ξ0 = −(ξ1+ · · ·+ξk)
as before. Now consider an arbitrary subset S of {0, . . . , k} of size r. By (9.2) one quickly
deduces that ∫
(ξj)j∈S=η
|J(ξ)|qdσ(ξ) .q 1 (q > 0, η ∈ (R
n)r),(9.3)
in the same manner as in the proof of Proposition 5.3.
In our linear setting one may naturally obtain a better range of m for which the
multilinear form Λ∗ is controlled by Ls norms. The next proposition demonstrates this,
and it is applicable to our problem only when when k+1
r
> 2, or equivalently m =
(k − r)n > k−1
2
n.
Proposition 9.3. We have
|Λ∗(F0, . . . , Fk; J)| . ‖F0‖(k+1)/r · · · ‖Fk‖(k+1)/r.
4In fact, one could work without cutoff functions in the y-variable, as was done in [10], which simplifies
the estimates somewhat. Here we keep smooth cutoffs to stay closer to the framework of the article.
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Proof. Write I = Λ∗(F0, . . . , Fk; J) and [0, k] = {0, . . . , k} for the purpose of this proof.
By Proposition 9.2, we have
I 6
∫
(Rn)k
k∏
j=0
(
Fj(ξj) · |J(ξ)|
1
k+1
)
dξ
6
∏
S∈([0,k]r )
[ ∫
(Rn)k
∏
j∈S
Fj(ξj)
k+1
r |J(ξ)|
1
rdξ
]1/(k+1r )
.
Integrating along slices, and invoking (9.3), we obtain
I 6
∏
S∈([0,k]r )
[ ∫
(Rn)r
∏
j∈S
Fj(ηj)
k+1
r
(∫
(ξj)j∈S=η
|J(ξ)|
1
rdσ(ξ)
)
dη
]1/(k+1r )
.
∏
S∈([0,k]r )
[ ∫
(Rn)r
∏
j∈S
Fj(ηj)
k+1
r dη
]1/(k+1r )
.
Therefore each inner integral splits and we have
I .
∏
S∈([0,k]r )
[∏
j∈S
∫
Rn
Fj(η)
k+1
r dη
]1/(k+1r )
=
∏
j∈[0,k]
[ ∫
Rn
Fj(η)
k+1
r dη
]( kr−1)/(k+1r )
.
Since
(
k+1
r
)
/
(
k
r−1
)
= (k + 1)/r, it follows that I 6
∏
j∈[0,k] ‖Fj‖ k+1
r
, as was to be shown.

With Proposition 9.3 in hand, it is a simple matter to adapt the rest of the argument
in this paper. In fact, one would need a slight variant of that proposition involving a
shift θ, as in the case of Proposition 5.2. From such a proposition one may deduce the
natural analogues of Propositions 5.6 and 3.6, which will impose the same conditions
on α and β, and a distinct condition m > k−1
2
n on m. With these singular integral
bounds in hand, the arguments of Sections 6–8 go through essentially unchanged, and
one obtains Theorem 9.1 by the process described at the end of Section 3.
Appendix A. The arithmetic regularity lemma
In this section, we derive a version of the U2 arithmetic regularity lemma following
Tao’s argument [43], with minor twists to accomodate functions defined over Rn instead
of Tn. This set of ideas itself originates in a paper of Bourgain [9], albeit in a rather
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different language. We include the complete proof since the exact result we need is not
stated in a convenient form in the literature.
We defined a Bohr set of Tn of frequency set Γ ⊂ Zn, radius δ ∈
(
0, 1
2
]
and dimension
d = |Γ| <∞ by (7.1). We define the dilate of a Bohr set B of frequency set Γ and radius
δ by a factor ρ ∈ (0, 1] as B(Γ, δ)ρ = B(Γ, ρδ). Note that B(Γ, δ) = φ
−1(2δ · Q) for the
cube Q =
[
− 1
2
, 1
2
]n
and the morphism φ : Rn → Td, x 7→ (ξ · x)ξ∈Γ. We can find a cube
covering of the form Q ⊂
⋃
t∈T (t+ δ ·Q) with |T | = ⌈1/δ⌉
d 6 (2/δ)d, and therefore
1 = |φ−1(Q)| 6
∑
t∈T
|φ−1(t+ δ ·Q)|.
By the pigeonhole principle, there exists t ∈ T such that |φ−1(t + δ · Q)| > (δ/2)d, and
since φ−1(t+ δ ·Q)− φ−1(t+ δ ·Q) ⊂ B, we deduce that
|B| = |B(Γ, δ)| > (δ/2)d for all δ ∈ (0, 1
2
].(A.1)
Now consider the tent function ∆(x) = (1−|x|)+ on R, which is 1-Lipschitz, bounded
by 1 everywhere, and bounded from below by 1/2 on
[
− 1
2
, 1
2
]
. For any Bohr set B, we
define functions φB, νB : T
n → C by
φB(x) = ∆
(1
δ
sup
ξ∈Γ
‖ξ · x‖
)
, νB =
φB∫
φB
,
so that
∫
νB = 1 and
1
2
1B1/2 6 νB 6 1B. The function νB is essentially a smoothed
normalized indicator function of the Bohr set B, and its most important properties are
summarized in the following proposition.
Proposition A.1. For any Bohr set B of frequency set Γ ⊂ Zn and radius δ ∈ (0, 1
2
],
we have
‖νB‖∞ . (δ/4)
−d,(A.2)
‖T tνB − νB‖∞ . (δ/4)
−dρ for t ∈ Bρ, ρ ∈ (0, 1],(A.3)
ν̂B(ξ) = 1 +O(δ) for ξ ∈ Γ.(A.4)
Proof. Note that
∫
φB >
1
2
|B1/2| >
1
2
(δ/4)d by (A.1), which implies the first estimate.
For every x, t ∈ Tn, we also have
|νB(x+ t)− νB(x)| 6 2(δ/4)
−d
∣∣∣∆(1
δ
sup
ξ∈Γ
‖ξ · (x+ t)‖
)
−∆
(1
δ
sup
ξ∈Γ
‖ξ · x‖
)∣∣∣.
When t ∈ Bρ, we have ‖ξ · t‖ 6 ρδ for every ξ ∈ Γ, and therefore |νB(x+ t)− νB(x)| .
(δ/4)−dρ since ∆ is 1-Lipschitz, and we have established the second estimate. To obtain
the third, consider ξ ∈ Γ, and observe that since νB is supported on B and ‖ξ · x‖ 6 δ
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for x ∈ B, we have
ν̂B(ξ) =
∫
B
νB(x)e(−ξ · x)dx = (1 +O(δ)) ·
∫
νB = 1 +O(δ).

Proposition A.2. Let ε ∈ (0, 1] be a parameter and let κ : (0, 1]3 → (0, 1] be a decay
function. Suppose that f ∈ C∞c (R
n) is such that 0 6 f 6 1 and Supp f ⊂
[
− 1
8
, 1
8
]n
.
Then there exists a decomposition f = f1+f2+f3 with fi ∈ C
∞
c (R
n), Supp fi ⊂
[
− 1
4
, 1
4
]n
,
‖fi‖∞ 6 1, f1 > 0, f1+f2 > 0,
∫
f1 =
∫
f as well as a Bohr set B of dimension d .ε,κ 1
and radius δ &ε,κ 1 such that
‖T tf1 − f1‖∞ 6 ε ∀t ∈ B, ‖f2‖2 6 ε, ‖f̂3‖L∞(Rn) 6 κ(ε, d
−1, δ).(A.5)
Proof. We initially consider f as defined on the torus Tn, by identification with its 1-
periodization from the cube
[
− 1
2
, 1
2
]n
. Consider sequences of positive real numbers
1
2
> δ0 > δ1 > . . . > δi > . . . and 1 > η1 > . . . > ηi > . . .
to be determined later. We define sequences of frequency sets Γi and Bohr sets Bi of
dimension di, and measures νi inductively for i > 0 by
Γi+1 = Γi
⋃
{ |f̂ | > ηi+1 }
⋃ i⋃
j=0
{ |ν̂j| > ηi+1 },(A.6)
Bi+1 = B
(
Γi+1, δi+1
)
, νi+1 = νBi+1 .
We initialize with Γ0 = {e1, . . . , en}, δ0 6
1
8
, B0 = B(Γ0, δ0), ν0 = νB0 , so that d0 = n
and by the definition (7.1) of Bohr sets, we have Bi ⊂
[
− 1
8
, 1
8
]n
for all i. Note that, by
Tchebychev, we also have a dimension bound
di+1 6 di +
‖f̂‖22
η2i+1
+
i∑
j=0
‖ν̂j‖
2
2
η2i+1
.
By Plancherel and the bound (A.2), it follows that
di .δ0,...,δi−1,di−1,ηi 1 (i > 1).(A.7)
We start by finding a piece of the Fourier expansion of f which is small in L2. To this
end observe that
k∑
i=0
∑
Γi+2rΓi
|f̂ |2 6 2‖f̂‖22 = 2‖f‖
2
2 6 2.
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By Tchebychev’s bound, it follows that
#
{
0 6 i 6 k :
∑
Γi+2rΓi
|f̂ |2 >
ε2
2
}
6
4
ε2
.
Choosing k = ⌈4/ε2⌉, we obtain the existence of an index 0 6 i 6 k such that∑
Γi+2rΓi
|f̂ |2 6
ε2
2
.(A.8)
We now decompose f into three pieces f1, f2, f3 : T
n → C defined by
f = f ∗ νi + (f ∗ νi+1 − f ∗ νi) + (f − f ∗ νi+1) = f1 + f2 + f3.
Since f takes values in [0, 1] and
∫
νi = 1, the functions f1, f2, f3 take values in [−1, 1]
by simple convolution bounds. It is also clear that f1 and f1 + f2 are non-negative and∫
f1 =
∫
f .
Let us first analyze the L2-small piece. By Plancherel and (A.8), we have
‖f ∗ νi+1 − f ∗ νi‖
2
2 =
∑
m∈Zn
|f̂(m)|2|ν̂i+1(m)− ν̂i(m)|
2
6
ε2
2
+
∑
m∈Γi∪(ZnrΓi+2)
|f̂(m)|2|ν̂i+1(m)− ν̂i(m)|
2(A.9)
For m ∈ Γi ⊂ Γi+1, by (A.4) we have
|ν̂i+1(m)− ν̂i(m)| . δi+1 + δi.
Form 6∈ Γi+2 the definition (A.6) of Γi+2 implies that |ν̂i(m)| 6 ηi+2 and |ν̂i+1(m)| 6 ηi+2.
Inserting these bounds into (A.9), we obtain
‖f ∗ νi+1 − f ∗ νi‖
2
2 6
ε2
2
+O(δi + δi+1 + ηi+2) 6 ε
2,(A.10)
provided that δj , ηj 6 cε
2 for all j.
Next, let us focus on the almost-periodic piece. Introducing a parameter ρi ∈ (0, 1],
we deduce from (A.3) that for t ∈ Bρi, we have
‖T tf ∗ νi − f ∗ νi‖∞ 6 ‖f‖1‖T
tνi − νi‖∞
.n δ
−di
i ρi
6 ε,(A.11)
choosing ρi = cnεδ
di
i . We write δ˜i = ρiδi, and from (A.7) we see that δ˜i depends at most
on n, ε, δ0, . . . , δi, η1, . . . , ηi.
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Finally, we consider the Fourier-small piece. By Fourier inversion,
‖(f − f ∗ νi+1)
∧‖ℓ∞(Zn) = sup
m∈Zn
|f̂(m)||1− ν̂i+1(m)|.
For m ∈ Γi+1, we have |1 − ν̂i+1(m)| . δi+1 by (A.4), while for m 6∈ Γi+1, the defini-
tion (A.6) of Γi+1 shows that |f̂(m)| 6 ηi+1. Therefore
‖(f − f ∗ νi+1)
∧‖ℓ∞(Zn) . δi+1 + ηi+1 6 cκ(ε, d
−1
i , δ˜i),(A.12)
for a small constant c > 0 provided that we choose the δj , ηj recursively satisfying
max(δi+1, ηi+1) = cmin(κ(ε, d
−1
i , δ˜i), ε
2).
At this stage we have obtained the desired bounds (A.5) over Tn and for a Bohr set
B˜i = Bi(Γi, δ˜i), and from (A.7) and the construction of the δi it follows that
di .ε,κ 1 and δi &ε,κ 1.
To finish the proof we now consider the functions f1, f2, f3 as functions on R
n supported
on
[
− 1
2
, 1
2
]n
. Since f and the Bohr sets measures νi are supported on
[
− 1
8
, 1
8
]n
, the
convolutions f ∗ νi over T
n may be readily interpreted as convolutions over Rn, and the
functions fi are supported on
[
− 1
4
, 1
4
]n
. The properties (A.10) and (A.11) are readily
viewed as holding over Rn, thus we only need to verify that f3 has the appropriate
Fourier decay at real frequencies. We claim that since f3 has support in
[
− 1
4
, 1
4
]n
, we
have ‖f̂3‖L∞(Rn) . ‖f̂3‖ℓ∞(Zn) and by taking the constant c in (A.12) small enough, we
obtain the desired Fourier decay estimate. To prove this claim, consider a smooth bump
function χ equal to 1 on
[
− 1
4
, 1
4
]n
. For ξ ∈ Rn, expanding f as a Fourier series yields
f̂3(ξ) =
∫
[− 1
4
, 1
4
]n
f3(x)χ(x)e(−ξ · x)dx
=
∑
k∈Zn
f̂3(k)
∫
Rn
χ(x)e((k − ξ) · x)dx
=
∑
k∈Zn
f̂3(k)χ̂(ξ − k).
Using the smoothness of χ, it follows that, uniformly in ξ ∈ Rn,
|f̂3(ξ)| . ‖f̂3‖ℓ∞(Zn)
∑
k∈Zn
(1 + |ξ − k|)−(n+1) . ‖f̂3‖ℓ∞(Zn).

Appendix B. Uniform restriction estimates for fractal measures
In this section we obtain restriction estimates for fractal measures satisfying dimen-
sionality and Fourier decay conditions, with uniformity in all the parameters involved.
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Throughout this section, we liberate µ, α, β from their usual meaning, and we track de-
pendencies on all parameters such as the dimension n. To facilitate our quoting of the
literature, we first recall the functional equivalences in Tomas’ T ∗T argument [46, Chap-
ter 7].
Fact B.1. Suppose that µ ∈M+(Rn) and p ∈ (1,+∞], and that p′ is given by 1
p
+ 1
p′
= 1.
Let R > 0. The following statements are equivalent:
‖f̂‖L2(dµ) 6 R‖f‖Lp′(Rn) ∀ f ∈ S(R
n),(B.1)
‖ĝdµ‖Lp(Rn) 6 R‖g‖L2(dµ) ∀ g ∈ L
2(dµ).(B.2)
We now fix two exponents 0 < β 6 α 6 n and two constants A,B > 1, an we restrict
our attention to probability measures µ on Rn satisfying
µ
[
B(x, r)
]
6 Arα (x ∈ Rn, r > 0),(B.3)
|µ̂(ξ)| 6 B(1 + |ξ|)−β/2 (ξ ∈ Rn).(B.4)
We define the critical exponent
p0 = 2 +
4(n− α)
β
,(B.5)
so that the Mitsis-Mockenhaupt restriction theorem [33, 34] states that each of the in-
equalities in Fact B.1 holds for p > p0, for a certain constant R = R(A,B, α, β, p, n). We
wish to use (B.2) with g ≡ 1 and p = 2 + δ with a fixed small δ > 0, which is possible
when α is close enough to n by (B.5), but to be useful this requires some uniformity in
α. The constants in [33, 34] can be given explicit expressions in terms of the parame-
ters involved, and in fact one could likely adapt the version of Mockenhaupt’s argument
in [28, Proposition 4.1], to relax the condition β > 2/3 there to β > 0. We provide in-
stead a direct derivation from the estimate of Bak and Seeger [1], which includes explicit
constants.
Proposition B.2. Let β0 ∈ (0, n). There exists Cn,β0 > 0 such that, when β > β0, the
estimate (B.1) holds for p > p0 with R = Cn,β0 max(A,B)
p0/2p.
Proof. Apply [1, Eq. (1.5)], replacing a ← α, b ← β/2, d ← n, p ← p′, so that q = 2p
p0
;
and note that α, β belong to the compact interval [β0, n]. Since q > 2 for p > p0, by
nesting of Ls(dµ) norms this yields
‖f̂‖L2(dµ) 6 ‖f̂‖Lq(dµ)
6 (Cn,β0)
2
qA
1
q
·
2
p0B
1
q
(
1−
2
p0
)
‖f‖Lp′(Rn)
6 Cn,β0 max(A,B)
p0
2p‖f‖Lp′(Rn).
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
Alternatively, one may choose to track down the dependencies on constants in Mitsis’
simpler argument [33], which would lead to a similar estimate for the constant R in (B.1),
upto a harmless (for our argument) factor (p − p0)
−1. Via Proposition B.2, it is now
possible to bound the moments of µ̂ of order slightly larger than 2 when α is close enough
to n, with only a moderate dependency of constants on α.
Proposition B.3. Let δ ∈ (0, 1) and β0 ∈ (0, n). Suppose that µ is a probability measure
satisfying (3.1) and (3.2). Then, uniformly for n − δβ0
4
6 α < n and β0 6 β < n, we
have
‖µ̂‖2+δ .β0,n D
1/2
α .
Proof. We consider the exponent p = 2+δ. Recalling (B.5), we have p > p0 in the stated
range of α. We can therefore invoke Proposition B.2 with A = D ≍ 1 and B = Dα, so
that the extension inequality (B.2) holds for g ≡ 1 with R .β0,n D
1/2
α . 
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