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in the Multivariate Analysis of Variance* 
T. W. ANDERSON AND AKIMICHI TAKEMURA 
Starlford University 
Communicated by S. Das Gupta 
A new proof of admissibility of tests in MANOVA is given using Stein’s theorem 
[7]. The convexity condition of Stein’s theorem is proved directly by means of 
majorization rather than by the supporting hyperplane approach. This makes the 
geometrical meaning of the admissibility result clearer. 
1. INTR~D~JCT~~N 
A general theorem on the admissibility of tests of the general multivariate 
linear hypothesis was proved by Schwartz [6] and Ghosh [Z] using Stein’s 
theorem [7]. In using Stein’s theorem there are two conditions to prove: (i) 
convexity of the acceptance region and (ii) existence of certain alternative 
hypotheses. In his paper on the admissibility of Hotelling’s T2-test, Stein [7] 
proved the convexity of the acceptance region by showing that it is an inter- 
section of half-spaces. Schwartz [6] and Ghosh [2] followed this approach. 
The purpose of this paper is to present a new proof of the admissibility of 
the tests of the general multivariate linear hypothesis. We show the convexity 
of the acceptance region more directly; that is, a convex combination of two 
sample points in the acceptance region again belongs to the region. The 
separation of conditions (i) and (ii) simplifies considerably the proof of the 
convexity condition (i) and makes its geometrical meaning clearer. We shall 
be explicit also in proving the condition (ii). 
In Section 2 we state the admissibility results in several forms and discuss 
their relations. In Section 3 Stein’s theorem on the admissibility of tests in 
the general exponential family framework is stated. The rest of the paper is 
devoted to the proof of the theorems in Section 2. 
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2. THE PROBLEM AND MAIN RESULTS 
In this section we set up the problem and state the admissibility results in 
several forms. Discussion of the relations of those forms will be given. For 
proofs see Section 4. 
The problem of testing the general multivariate linear hypothesis can be 
written in the following canonicuZ form. Let X(p x m), Y(p x r), and 
Z(p x n) be random matrices (m + 12 >p) such that their columns are 
independently normally distributed with a common covariance matrix I: and 
means 
k?X=E, BY=H, BZ=O, (2.1) 
respectively. (See Anderson [ 1, Sect. 8.11 I.) The null hypothesis is H,: B = 0 
and the alternative hypothesis is % # 0. The parameter space a is given by 
Q = ((E, H, x) ] I: positive definite}. (2.2) 
The null hypothesis is 
R, = {(E, H, Z) 1 E = 0, Z positive definite}. (2.3) 
A test T* of the null hypothesis H,: o E R, is said to be admissible if 
there exists no other test T such that 
Pr{Reject H, 1 T, o) < Pr{Reject H, 1 T*, w}, oEaJ, 
Pr{Reject H, 1 T, o) > Pr{Reject H, ] T*, o}, wER-a,, 
(2.4) 
with strict inequality for at least one o. 
The usual tests of the above null hypothesis can be given in terms of the 
(nonzero) roots of the following determinantal equation: 
(xx’-n(zz’+xx’)l=lxx’-n(u-YY’)I=0, (2.5) 
u=xx’+YY’+zz’. 
Except for roots that are identically zero, the roots of (2.5) coincide with the 
nonzero characteristic roots of X’(U - YY’)-’ X. Let 
v = (X9 Y, U), P-6) 
and let 
M(V)=X’(U-YY’)-‘X. (2.7) 
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(2 1 ,.a., L,) = WI(V)), (2.8) 
where 1, > -.- > A,,, > 0. Since the inclusion of zero roots (when m >p) 
causes no trouble in the sequel, we assume that the tests depend on 1(M(V)). 
It is well known that these tests are invariant under certain groups of 
transformations. See Anderson [ 1, Sect. 8. lo], or Lehmann [3, Sect. 7.91. 
The admissibility of these tests can be stated in terms of the geometric 
(2.9 1 
characteristics of the acceptance regions. Let 
R’:={AERmI~,~~2~...~~~~0}, 
R’: = (31 E R” IL, > O,..., Iz, > 0). 
DEFINITION 2.1. A region A in RT is monotone if h E A, v E RT 
vi<&, i= l,..., m, imply vEA. 
DEFINITION 2.2. For A c RT the extended region A * is defined by 
A * = u {(X,(,),..., Xz(J 1 x E A}, 
II 
where rr ranges over all permutations of (l,..., m). 
Now we can state the following theorem: 
THEOREM 2.1. Zf the region A in R, m is monotone and if the extended 
region A * is closed and convex, then A is the acceptance region of an 
admissible test. 
This is the essential part of the most important result in the main theorem 
of Schwartz [6]. 
Another characterization of admissible tests is given in terms of 
majorization. 
DEFINITION 2.3. A vector 1= (1 1,..., A,,,)’ weakly majorizes a vector 
v = (v, ,..., v,)’ if 
AIll a qll~ &I, + &2] 2 “[I] + v[z]- A[,, t .-* t &ll, > V[I] + *** •t qml’ 
(2.10) 
where 1,,l and vIil, i = l,..., m, are the coordinates rearranged in 
nonascending order. 
We use the notation 
h>,v or V-K,5 
if 5 weakly majorizes v. 
460 ANDERSON ANDTAKEMURA 
Remark. If the last inequality in (2.10) is replaced by an equality, we 
say simply that 5 majorizes v and denote this by h > v or v < 1. 
The theory of majorization and the related inequalities are developed in 
detail in Marshall and Olkin [4]. 
DEFINITION 2.4. A region A in RfJ is said to be monotone in 
majorization ifIEA, vER7, v<,l imply vEA. 
THEOREM 2.2. If a region A in RT is closed, convex, and monotone in 
majorization, then A is the acceptance region of an admissible test. 
Theorems 2.1 and 2.2 are equivalent. It will be seen in Section 4 that 
Theorem 2.2 can be more conveniently proved. Then an argument about the 
extreme points of a certain convex set (Lemma 4.8) establishes the 
equivalence of the two theorems. 
Application of the theory of Schur-convex functions yields several 
corollaries to Theorem 2.2. A function # is called Schur-convex if x < y 
implies d(x) < 4(y). The following facts are well known in the theory of 
Schur-convex functions. (See Marshall and Olkin [4, Chap. 31.) If $ is 
increasing in each argument and Schur-convex, then x i,y implies 
9(x> < 4(Y)- If f is convex, then o(x) = Cr!l f(xi) is Schur-convex. If $ is 
symmetric and quasi-convex (that is, (x ] 4(x) < c) is convex for all c), then ) 
is Schur-convex. Combining these facts we obtain the following corollaries. 
COROLLARY 2.1. Let g be continuous, nondecreasing, and convex in 
[0, 1). Let 
(2.11) 
Then a test with the acceptance region A = {I. 1 f(A) < c) is admissible. 
Setting g(lz) = -log( 1 - A), g(A) = A/( 1 - A), g(i) = 1, respectively, shows 
that Wilks’ likelihood ratio test, the Lawley-Hotelling trace test, and the 
Bartlett-Nanda-Pillai test are admissible. Admissibility of Roy’s maximum 
root test A : Iz, < c can be proved directly from Theorem 2.1 or 2.2. 
COROLLARY 2.2. If f is lower semicontinuous, increasing in each 
argument, symmetric, and quasi-convex, then a test with the acceptance 
region A = (11 f(k) Q c 1 is admissible. 
Corollary 2.2 is identical to the essential part of Theorem 1 of Schwartz 
[6]. It is interesting to see that he arrived at these conditions on f without 
the notion of Schur-convexity. From our viewpoint the meaning of the 
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conditions are clearer here. Note that Corollary 2.2 is equivalent to 
Theorem 2.1. 
The rest of the paper will be devoted to the proof of the above theorems. 
3. STEIN'S THEOREM AND THE EXPONENTIAL FAMILY 
In this section we state Stein’s theorem and show how our problem fits its 
setting. 
An exponential family of distributions consists of a finite-dimensional 
Euclidean space 9, a measure m on the u-algebra 9 of all ordinary Bore1 
sets of p, a subset Q of the adjoint space $7’ (the linear space of all real- 
valued linear’ functions on 9) such that 
!M) = 1 e”“dm(y) < 00, COEJ?, 
r 
(3.1) 
and P, the function on 0 to the set of probability measures on 9 given by 
P,(A) = -!- 1 
v(o) A 
em’ y dm(y), AE9. 
THEOREM 3.1 (Stein). Let (jY, m, 0, P) be an exponential family and 
f2, a nonempty proper subset of 0. Let A be a subset of $2 such that (i) A is 
closed and convex and (ii) for every vector o E $7” and real c for which 
{y 1 <o’y > c} and A are disjoint, there exists cu, E 0 such that for arbitrarily 
large L o,+la,Ea-a,. Then the test with acceptance region A is 
admissible for testing the hypothesis o E a,, against the alternative 
oEn-n,. 
Remark. Condition (i) in Stein’s theorem can be replaced by (i’) A is 
convex and the m-measure of A is equal to the m-measure of the closure of 
A. 
We rewrite the distribution of (X, Y, Z) in an exponential form. Let U = 
XX’ +YY’+ZZ’= (u,,) and X:-l = (au). For a general matrix 
c = (c , ,..., ck) let vet(C) = (c; ,..., c;)‘. The density of (X, Y, Z) can be 
written as 
f (X, Y, Z) = K(X, H, X) exp{tr e’Z -‘X+trH’I:-‘Y--ttr~-‘U} (3.2) 
= WY W xl exp@;,, Y(~, + 6$, yc2) + 0;3, Yo,b 
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where 
exp{-itr L:-‘(E.2’ + HH’)} 
K(E, H, z) = (2n)p(m+r+n)/2 Izl(m+r+n)/z 7 
w (,) = vec(C-‘8), oc2, = vec(I:-‘H), 
cq3) = -j(al’, 2cJ12 )...) 2u’P, u22 )...) UPP)‘, 
ycl, = WXh yc2) = vec(Yh 
Y(3) = (U 11, u12v.9 UIP, U22Y.3 pp u )‘# 
(3.3) 
If we denote the mapping (X, Y, Z) + y = (y;,,, y12), yi3J’ by g, 
y = g(X, y, Z), (3.4) 
then the measure of a set A in the space of y is 
W) =Pu(g-1(4)~ (3.5) 
where ,u is the ordinary Lebesgue measure on Rp(m+r+n’. We note that 
(X, Y, U) is a sufficient statistic and so is y = (y[r,, yi2), y&))‘. Because a 
test which is admissible with respect to the class of tests based on a sufficient 
statistic is admissible in the whole class of tests, we consider only tests based 
on a sufftcient statistic. Then the acceptance regions of these tests are subsets 
in the space of y. The density of y given by the right-hand side of (3.2) is of 
the form of the exponential family and therefore we can apply Stein’s 
theorem. Furthermore, since the transformation (X, Y, U) --t y is linear, we 
prove the convexity of an acceptance region in terms of (X, Y, U). The 
acceptance region of an invariant test is given in terms of 1(M(V)) = 
(1 r ,..., A,)‘. Therefore, in order to prove the admissibility of these tests we 
have to check that the inverse image of A 
{V I WW’)) E A I 
satisfies the conditions of Stein’s theorem. We carry this out in the next 
section. 
For the sequel we use the following notation: 
A > B if and only if A - B is positive semidefinite, 
A > B if and only if A - B is positive definite. 
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4. PROOFS. 
We start with lemmas concerning matrix inequalities. 
LEMMA 4.1. For O<p= 1 --q< 1 
pu, + qu, - (PY, + qY,)(pY, + qY,)’ >P@J, -Y,YI) + qw -Y,YI). 
(4.1) 
Proof: The left-hand side minus the right-hand side is 
PdY, - ym1 - YJ’ > 0. Q.E.D. (4.2) 
LEMMA 4.2. IfA>B>O,thenA-‘<B-i. 
Proof: Let A = FDF’ and B = FF’, where D is diagonal and F is 
nonsingular. Then A > B implies D > I, and B -’ - A - ’ = (F’)) ’ 
(I-D-‘)F-‘>ObecauseI-D-‘20. Q.E.D. 
LEMMA 4.3. IfA,>O,A,>O,thenforO<p=l,-q<l 
(PB, + qb)’ (PA, + qA,)-’ (PB, + qJ%) <pBIA;‘B, + q&A;%. (4.3) 
Proof See Marshall and Olkin [4, Chap. 16, Sect. E.71. 
THEOREM 4.1. For O<p= 1 -q< 1 
M(PV, + qvz) <pM(Y,) + qM(V,), (4.4) 
where 
V,=(X,,Y,,U,), v, = (X, 7 y, 9 U,), 
u,-Y,YI>O, u, - Y,Y; > 0. 
ProoJ 
W PY, + qv,) < ( PX, + 4%) [P&J, - Y,Y:) + q&J, - Y,YS)I -’ 
x (PX, + 9%) 
<px;(u, - YIY;)-’ x, + qxgu, - Y,Y;)-’ x, 
= PWV,) + qW’d (4.5) 
The first inequality follows from Lemmas 4.1 and 4.2, and the second 
inequality follows from Lemma 4.3. Q.E.D. 
For the next step we need several lemmas concerning majorization. 
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LEMMA 4.4. If A < B, rhen 5(A) <w a(B). 
Proof: See Marshall and Olkin [4, Chap. 20, Sect. A.1 1. 
LEMMA 4.5. 
A(A + B) <,+ 1(A) + 5(B). 
ProoJ See Marshall and Olkin [4, Chap. 9, Sect. G.31. 
THEOREM 4.2. For 0 <p = 1 -q Q 1 
W(PV, + 4VJ) ~,PWW’,)) + NWV,)). 
Proof. Theorem 4.1 and Lemmas 4.4 and 4.5 imply 
(4.6) 
W(PV, + qV,))-G~(pW”,) + #W,)) (4.7) 
-G~PWWJ) + M’W,)). Q.E.D. 
Now let A be a region in the space of roots and let 2 be the inverse image 
of A in V (=(X, Y, U)) space, 
x= {VIh(M(V))EA}. 
We want to show that 2 is convex for a region A satisfying the condition of 
Theorem 2.2. Let V, = (Xi, Yi, U,) E& i = 1,2. Then b(M(V,)) E A, 
i = 1,2, and by convexity of A we have pl(M(V,)) + qi(M(V,)) EA. Then 
by Theorem 4.2 and monotonicity in majorization of A 
UWPV, + qv,)) EA. 
Hence pV, + qV, E 2 and 2 is convex. To verify condition (i’) of Stein’s 
theorem, we want to argue that 
closure of 2 c A’ U C, 
where C = {V 1 U - YY’ is singular}. Note m(C) = 0. Suppose V E closure 
of A’ and V 4 C. Then take a sequence {V,} such that V = lim Vi where 
V, E A’ or %(M(V,)) E A. Then’ 1(M(V)) = lim 1(M(V,)) by continuity and is 
in A because A is closed. Then V E 2. 
For the condition (ii) we have the following lemma. The proof was 
suggested by Charles Stein. 
LEMMA 4.6. For the acceptance region A of Theorem 2.1 or 2.2, 
condition (ii) of Stein’s theorem is satisfied. 
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Proof: Let (0, yl, 0) = (E-l%, Z-‘H, Z;-‘). Then 
O’Y = $l,Y(,, + qz,Y(*) + +,Y(3, (4-g) 
= tr 4’X + tr \y’Y - f tr 0U, 
where 8 is symmetric. (See (3.2).) Suppose that {y 1 o’y > c} is disjoint from 
2. We want to show that in this case 0 is positive semidefinite. If this were 
not true, then --I 0 0 
O=F 0 I 0 F’, [ 1 0 00 
where F is nonsingular and --I is not vacuous. Let 
x = WY) xl 9 y = UlY)Yll~ 
U = (F’)-’ 
v = (X, Y, U), 
where X,, Y, are fixed matrices and y is a positive number. Then 
0 0 
m’y+r4’X,+ Ly#Y,++r Y i y1 0 --I 0 1 >c (4.9) 
0 0 0 
for sufficiently large y. On the other hand, 
k(M(V)) = k{X’(U - YY’)-’ X} (4.10) 
=-$ X, (F)- / J [ ’ f ; ;)F-i-;Y,,Y,!,]-‘X0/ 
Therefore, V E A’ for sufficiently large y. This is a contradiction. Hence 8 is 
positive semidefinite. 
Now let CO i correspond to (a,, 0, I), where 0, # 0. Then I + Ae is positive 
definite and 8, + LO # 0 for sufficiently large 1. Hence, 
fO,+~WEi2-f2, 
for sufficiently large 1. Q.E.D. 
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Now we have proved Theorem 2.2. 
LEMMA 4.1. A c RfJ is convex and monotone in majorization if and only 
if A is monotone and A * is convex. 
Proof Necessity. If A is monotone in majorization, then it is obviously 
monotone. Now suppose x, y E A*. For a vector z let zl denote 
z1 = (zIll ,..., zlml)’ E RT. Now 
(PX + 4Y)l -GvPxl+ 4Y 1 (4.11) 
because 
maX(PXi + 4Yi) <P ma xi + 9 m:xYi, i 
~~~l(Pxi+qYi)+ (Pxj+qYj)l <P~~~Cxi +xj)+q~~:(Yi+Yj)~ 
etc. Hence (px + qy)l E A and px + qy E A *. This shows that A * is convex. 
Sufficiency. For 1 E A let 
C@)={x~xER’:,x<,~}, (4.12) 
0(5)={x~xER~,x<,3L}. 
It will be proved in Lemma 4.8 and its corollary that monotonicity of A 
and convexity of A * implies C(A) c A *. Then O(A) = C(A) f7 R ‘J c A * n 
RT=A. Now suppose vERT and v<,A. Then vED(l)cA. This shows 
that A is monotone in majorization. Furthermore, if A* is convex, then 
A = RT nA* is convex. Q.E.D. 
Now we present the following key lemma. 
LEMMA 4.8. The extreme points of C(L) are all vectors of the form 
tL1,~zw...~ &Jn(rn,h (4.13) 
where 7~ is a permutation of (l,..., m) and 6, = .a- = Bk = 1, 
6 k+l = *‘* = 6, = 0 for some k. 
ProoJ Let x,y<,h. Then (p~+qy)l<~pxl+qyl<~ph+q1=5. 
Hence px + qy <,,, A. Therefore C(A) is convex. Now note that C(S) is 
permutation symmetric, that is, if (xi ,..., x,)’ E C@), then 
(x,(ri,...,x,&’ E C(A) for any permutation 7r. Therefore, for any 
permutation Z, x(C(A)) = {(x,(i),..., xX&’ 1 x E C@)} coincides with C(k). 
This implies that if (xi,.., x,)’ is an extreme point of C(5), then 
k(l) 9***, %cm,)’ is also an extreme point. In particular, (xtir,..., xtml)’ E R’J 
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is an extreme point. Conversely if (x i ,..., x,)’ E R T is an extreme point of 
C(k), then (xnoj,..., xncm,)’ is an extreme point. 
We see that once we enumerate the extreme points of C(1) in R’J, the rest 
of the extreme points can be obtained by permutation. 
Suppose x E R ‘JJ. An extreme point being the intersection of m hyper- 
planes has to satisfy at least m of the following 2m equations: 
E,: x1 = 0, F,:x, =A,, (4.14) 
E2:x2=0, F,: xl + x2 = 1, + A,, 
E,: x, = 0, F,:x, + . . . +xm=A1 + *** +A,. 
Suppose that k is the first index such that E, holds. Then x E R’J implies 
Therefore, E,, , ,..., E, hold. The remaining k - 1 =m - (m-k + 1) or 
more equations are among F’s. We order them as PiI,..., Fi, where 
i, < ... <i,, l>k- 1. Now i, < ... < i, implies i, > 1 with equality if and 
only if i, = l,..., i, = 1. In this case F, ,..., Fk- i hold (I > k - 1). Now suppose 
i,>l. Sincex,=...=x,=O, 
Fi,: X, + ..’ +X,-,=~,+“‘+1,_*+“‘+~i,. 
But x, +... +x,-,<A,+-**+A~-, and we have I,+***+li,=O. 
Therefore 0 = A, + ... + pi, > 1, > a.. > L, > 0. In this case Fk-, ,..., F,,, 
reduce to the same equation xi + .+. + xk-i = 1, + ... + IZk-i. It follows that 
x satisfies k - 2 more equations which have to be F, ,..., FkT2. We have 
shown that in either case E, ,..., E,, F, ,..,, Fk- i hold and this gives the point 
P = (A i ,..., A,-, , 0 ,.,., 0)’ which is in R!J! n C(k). Therefore B is an extreme 
point. Q.E.D. 
Remark. Mirsky (1959) gave the explicit expression of the extreme 
points in the form 
(4.15) 
where x is a permutation and 6:s are zero or one. Actually this set of points 
include some points that are not extreme points. 
COROLLARY 4.1. If A is monotone and A * is convex, J. E A implies 
C(X) c A *. 
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Proof. Given b = (A, ,..., A,)’ E A, then (A, ,..., A,, 0 ,.,., 0)’ E A because A 
is monotone. Now the extreme points of C(A) given by (4.13) are in A * 
because of permutation symmetry. Since C(5) is the convex hull of its 
extreme points, C(A) c A *. Q.E.D. 
Proof of Theorem 2.1. Immediate from Theorem 2.2 and Lemma 4.7. 
Q.E.D. 
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