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a b s t r a c t
In this paper, we study the class of distance-hereditary comparability graphs, that is, those
graphswhich admit a transitive orientation and are completely decomposablewith respect
to the split decomposition. We provide a characterization based on a restricted number of
forbidden subgraphs. We also provide further characterizations and one of them, based on
the split decomposition, is used to devise a recognizing algorithm working in linear time.
Finally, we show how to build distance-hereditary comparability graphs.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
An undirected graph is a distance-hereditary comparability graph if it admits a transitive orientation and it is completely
decomposable with respect to the split decomposition.
A graph is distance hereditary [26] or completely separable [24] if it can be recursively decomposed into the so-called split
components, such that the remaining components are cliques and stars. Distance-hereditary graphs have been theoretically
investigated and several papers have been devoted to them in relation with fundamental algorithmic problems (e.g., see
[1,3,6,7,14,17,23,24,27,33]).
The comparability graphs, those graphs admitting a transitive orientation, have been originally studied in [22] and
characterized in terms of forbidden subgraphs by Gallai in his seminal paper [21] (see also [32] as a source for the list
of the infinite families of forbidden subgraphs). Comparability graphs have a central role in graph theory because of their
relationship with partially ordered sets: a comparability graph is an undirected graph that connects pairs of elements that
are comparable to each other in a partial order.
Recently, comparability graphs have been used to model optimization problems in railways; in particular, they arise in
connection with timetabling problems [5], train shunting [19,29] and track or platform assigning problems [9]. Interesting
subclasses of comparability graphs have been used to model particular track assigning problems in [9,19] like permutation
graphs, which are those graphswhose complement is also comparability, and treelike comparability graphs, which are studied
in [10,20] and applied to bounded coloring problems in [8].
Treelike comparability graphs are both comparability and distance-hereditary; however, the class of graphs which are
both comparability and distance-hereditary is not studied yet.
The importance of studying graph classes which are decomposable with respect to some kind of decomposition also
relies on the fact that many fundamental combinatorial and optimization problems, which are hard to solve in general,
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can be easily tackled if the underlying graph is decomposable. For example, the above mentioned track assigning problems
have been shown to be equivalent to coloring problems on graphs belonging to particular classes. For some of these classes,
the problems remain NP-complete, whereas they are indeed solvable in polynomial time when the graphs are completely
decomposable with respect to the split decomposition. For a recent study on the split decomposition as a method to solve
NP-complete problems, see [30].
Results. In this paper, we first characterize distance-hereditary comparability graphs and give a linear time recognition
algorithm. We provide a characterization of this class based on forbidden induced subgraphs. We generalize the concept
of twin-free subgraph of a given graph and we show how to combine it and the split decomposition to recognize distance-
hereditary comparability graphs. We also show how to build distance-hereditary comparability graphs starting from K2, by
a sequence of one vertex extensions: splitting vertices and attaching pendant vertices with some restrictions.
The remainder of this work is organized as follows. Notation and basic concepts used in this work are given in Section 2.
Section 3 shows the new structural results, in Section 4 we give the complexity result for the recognition problem for the
class, and in Section 5 we show how to build distance-hereditary comparability graphs. Finally, Section 6 summarizes the
achieved results.
A preliminary version of the results contained in this paper has been presented at V Latin-American Algorithms, Graphs
and Optimization Symposium (LAGOS’09) in Gramado, Brazil [18].
2. Notation and preliminaries
In this work we consider finite, simple, loopless, undirected and unweighted graphs (V , E) with vertex set V and edge
set E. We use standard terminologies from [4,25], some of which are briefly reviewed here.
Basic notation. Let G = (V , E) be a graph. We denote |G| the cardinality of V . A subgraph of G is a graph having all its vertices
and edges in G. Given a subset S of V , the induced subgraph G[S] of G is the maximal subgraph of Gwith vertex set S. If x is a
vertex of G, by NS(x)we denote the neighbors of x in S, that is, the set of vertices in S that are adjacent to x, and by NS[x]we
denote the closed neighbors of x, that is NS(x)∪ {x}. We write NG(x) and NG[x] instead of NV (x) and NV [x]. The neighborhood
of S is NG(S) = {x ∉ S | ∃y ∈ S, xy ∈ E}. If |NG(x)| = 1, x is called pendant vertex. Amodule is a setM ⊆ V such that for all
v ∈ V \ M either NG(v) ∩ M = ∅ or M ⊆ NG(v). Two vertices u, v ∈ V are twins if {u, v} is a module in G. Twins u, v are
true twins if uv ∈ E, otherwise u, v are false twins. The operation of extending a graph G by adding a new vertex which has
a twin in the obtained graph, is called splitting [1].
The subgraph of G induced by V \ S is denoted by G − S, and G − x stands for G − {x}. If E ′ ⊆ E, then G − E ′ denotes
the subgraph of G given by (V , E \ E ′). A sequence of pairwise distinct vertices (x0, x1, . . . , xn) is a path in G if xixi+1 ∈ E for
0 ≤ i < n, and is an induced path if G[{x0, . . . , xn}] has n edges. The length of an induced path is the number of its edges. A
graph G is connected if for each pair of vertices x and y of G there is a path from x to y in G. In a connected graph G, the length
of a shortest path between two vertices x and y is called distance and is denoted by dG(x, y).
A cycle Cn, n ≥ 3, in G is a path (x0, . . . , xn−1) where also x0xn−1 ∈ E. Two vertices xi and xj are consecutive in Cn if
j = (i + 1) mod n or i = (j + 1) mod n. A chord of a cycle is an edge joining two non-consecutive vertices in the cycle. Hn
denotes a hole, i.e., a chordless cycle with n ≥ 5 vertices. The graph C3 is also called triangle.
Given two graphs G1 = (V1, E1) and G2 = (V2, E2), such that V1 ∩ V2 = ∅, the disjoint union G1 ∪ G2 denotes the
graph (V1 ∪ V2, E1 ∪ E2). We call G1 and G2 isomorphic, and write G1 ∼ G2 if there exists a bijection ϕ : V1 → V2 with
xy ∈ E1 ⇔ ϕ(x)ϕ(y) ∈ E2 for all x, y ∈ V1. Such a map is called an isomorphism.
If G is a graph, G denotes its complement. In this paper we use some special graphs: Kn denotes the complete graph (or
clique) with n vertices; Pn denotes the path graph with n vertices and n − 1 edges; further special graphs are the house,
domino, gem, co-gem, 3-sun (also called S3) and net graphs which are shown in Tables 1 and 2. Note that P5, K1 ∪ P4 and
3-sun are the complements of house, gem and net, respectively. A graph obtained from K1 by a sequence of splittings is called
cograph. A star K1,n is a graph obtained from K1 by adding n pendant vertices to a single vertex, called the center of the star.
Split decomposition. In [11,12], Cunningham introduced a kind of graph decomposition that we review here as it will be at
the basis of some characterizations and algorithms presented in this work. In this paper we use the version of Bouchet [2].
A split of a graph G = (V , E) is a partition of V into two sets V1 and V2, |V1| ≥ 2, |V2| ≥ 2, such that every vertex of
NG(V1) is adjacent to every vertex of NG(V2). A graph is prime if it does not admit a split.
Let us consider the graphH obtained as follows. Let V1, V2 be a split of a graph G. Take the disjoint union of the subgraphs
of G induced by V1 and V2. Add two newmarked vertices m1 andm2 joined by amarked edge e = m1m2. Makem1 (m2, resp.)
adjacent to all the vertices in NG(V2) (NG(V1), resp.). The pair (H, {e}) is called a simple decomposition of G. If we delete the
marked edge from H , we obtain two components with vertex sets V1 ∪ {m1} and V2 ∪ {m2}, respectively. Note that each
component is an induced subgraph of G.
In any componentwe can recursively search for a split andmake a simple decompositionwith respect to that component.
A split decomposition of a graph G is defined recursively. The pair (G,∅) is a split decomposition. (H ′,M ′) is a split
decomposition if and only if it can be obtained from a split decomposition (H,M) of G as follows. H ′ is derived from H by
replacing a component C ofH−M with a simple decomposition of C . Let e be themarked edge of this simple decomposition.
Then M ′ = M ∪ {e}. Here the split components of a split decomposition (H ′,M ′) are the connected subgraphs obtained by
removing the edges inM ′ from H ′.
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Table 1
Forbidden subgraphs for distance-hereditary graphs.
Table 2
The co-gem graph and two forbidden subgraphs for comparability graphs.
Two split components G1 and G2 are called adjacent if there exists a marked edge m1m2 such that m1 belongs to G1 and
m2 belongs to G2. The join of G1 and G2 is the reverse of the simple decomposition and it is obtained by making each vertex
in NG1(m1) adjacent to each vertex in NG2(m2) and by removingm1 andm2.
Note that the split decomposition of a graph is not necessarily unique, but Cunningham [12] showed that every graph has
a unique split decomposition by splits into prime graphs, stars and cliques, with a minimum number of components. In the
following, by split decomposition of a graph Gwe always refer to the unique split decomposition (H,M) of G and denote it
by the graph D(G) = H where vertices and edges inM are marked. Two examples of split decomposition are given in Fig. 2.
The split decomposition tree of G is the tree T (G) in which each vertex corresponds to a component in D(G) and two vertices
of T (G) are adjacent if the corresponding components are adjacent in D(G). A component of D(G) is called leaf component if
it is a leaf in T (G), that is has a single marked vertex.
If G = (V , E) is a graph, it is not difficult to show by induction that T (G) has at most |V | − 2 vertices. Since the number
of edges in T (G) is then at most |V | − 3 and each of them corresponds to a marked edge in D(G), the number of vertices in
D(G) is at most 3|V | − 6, as the vertices in D(G) are the vertices in G plus two marked vertices for each marked edge. The
number of edges in D(G) is at most |E| + 2|V | − 6, since each simple decomposition adds at most two edge (the marked
edge plus at most another one) to the overall number of edges.
A linear time algorithm to compute D(G) is due to Dahlhaus [13].
Definition of distance-hereditary comparability graphs. We conclude this section by giving a formal definition of the class of
the distance-hereditary comparability graphs.
Theorem 2.1 ([1,24,26]). Given a connected graph G = (V , E), the following statements are equivalent:
1. G is a distance-hereditary graph;
2. dG′(x, y) = dG(x, y) for each x, y ∈ G′, and for each connected induced subgraph G′ of G [26];
3. the house, holes, domino, and gem are not induced subgraphs of G [24];
4. all the components of D(G) are cliques or stars [24];
5. G is obtained from K2 by a sequence of one vertex extensions: attaching pendant vertices and splitting vertices [1].
Definition 2.1. Let G = (V , E) be an undirected graph. Then the directed graph G′ = (V , E ′) is an orientation of G if for all
uv ∈ E, either (u, v) ∈ E ′ or (v, u) ∈ E ′ and for all (u, v) ∈ E ′, uv ∈ E holds. Moreover, G′ is a transitive orientation of G if
(u, v) ∈ E ′ and (v,w) ∈ E ′ imply (u, w) ∈ E ′.
Definition 2.2 ([22]). G is a comparability graph if and only if it has a transitive orientation.
Definition 2.3. A graph G = (V , E) is a distance-hereditary comparability graph if it is both a distance-hereditary graph and
a comparability graph.
Note that the above definition holds for both connected and disconnected graphs, but in the remaining part of the paper
we refer to connected graphs only, as the extension of the achieved results to disconnected graphs is straightforward. In
addition, it is worth noting that the class of distance-hereditary comparability graphs is hereditary, that is, it is closed under
taking induced subgraphs.
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Table 3
Families of forbidden induced subgraphs for comparability graphs. Subgraphs induced by colored vertices are forbidden induced subgraphs
for distance-hereditary graphs.
Table 4
Families of complements of forbidden induced subgraphs for comparability graphs. Complements of subgraphs induced by
colored vertices are forbidden induced subgraphs for distance-hereditary graphs.
Table 5
Complements of forbidden induced subgraphs for comparability graphs. Complements of subgraphs induced by colored
vertices are forbidden induced subgraphs for distance-hereditary graphs.
3. Characterizations of distance-hereditary comparability graphs
In this section we provide a first characterization of distance-hereditary comparability graphs.
In what follows, abusing notation, we will denote Gni , i = 1, 2, . . . , 6, a family of graphs which depends on parameter n,
whereas Gji, for a fixed j, will denote a graph in G
n
i .
Theorem 3.1. A graph G is distance-hereditary comparability if and only if the house, holes, domino, gem and net are not
induced subgraphs of G.
Proof. Gallai, in his classic paper [21], provided the minimum list C of forbidden induced subgraphs for comparability
graphs. It consists of nine infinite families of graphs and ten specific graphs: they are the graphs reported in Table 3 and
the complements of the graphs reported in Tables 4 and 5. Let C ′ be the minimal list of forbidden induced subgraphs for
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distance-hereditary graphs as stated in Theorem 2.1. Then C ∪ C ′ is a list of forbidden induced subgraphs for distance-
hereditary comparability graphs, but some elements may not be minimal. The following analysis shows that all the graphs
in C, but the net, contain an induced subgraph which is already in C ′. On the other hand, as the net is distance-hereditary
and it is not an induced subgraph of any graph in C ′, then the thesis follows.
Graphs in Table 3 are the odd holes, i.e., holeswith an odd number of vertices, and graphs in familiesGn1, n ≥ 2,Gn2, n ≥ 3,
and Gn3, n ≥ 2.
Graphs inGn1, n ≥ 2, consist of an induced path P = {2, 3, . . . , 2n, 2n+1} of length 2n−1 and a vertex, 1, that is adjacent
to every vertex of P . Both endpoints of P are adjacent to a pendant vertex. Graphs in Gn2, n ≥ 3, consist of an induced path
P = {2, 3, . . . , 2n− 2, 2n− 1} of length 2n− 3, and four vertices 1, 2n, u, v. Vertices 1 and 2n are adjacent to every vertex
of P, u is adjacent to 1, and 2n − 1, whereas v is adjacent to 2 and 2n. Graphs in Gn3, n ≥ 2, consist of an induced path
P = {2, 3, . . . , 2n−1, 2n} of length 2n−2, and vertices 1, 2n+1, u, v. Vertices 1 and 2n+1 are adjacent and each of them
is adjacent to every vertex of P . Vertex u is adjacent to 1, and 2n, whereas v is adjacent to 2 and 2n+ 1.




3 as they contain a gem as induced
subgraph: vertices 1, 2, 3, 4 and 5 induce a gem for graphs in Gn1, vertices v, 2, 3, 4, 2n and vertices v, 2, 3, 4, 2n+ 1 induce
a gem for graphs in Gn2 and in G
n
3, respectively (see colored vertices in Table 3).
Let us consider the graphs in Table 4 and Table 5: they are, holes Hn, n ≥ 6, graphs in families Gn4, n ≥ 2,Gn6, n ≥
1,Gn5, n ≥ 1, and graphs Gi, i = 7, 8, . . . , 16. We show that all of them, with the only exception of the 3-sun, in the family
Gn6, contain, as induced subgraph, a K1 ∪ P4 or a P5. As consequence, their complements contain a gem or a house as induced
subgraph.
Holes Hn, n ≥ 6, contain a P5. Graphs in Gn4, n ≥ 2, consist of an induced path P = {1, 2, . . . , n} and a vertex u that is
adjacent to every vertex of P . Both endpoints of P , and u are adjacent to a pendant vertex. The pendant vertices of 1 and u
along with vertices 1,2 and 3 induce a K1 ∪ P4, when n ≥ 3. For n = 2, graph G24 is the net graph and vertices 1,2 and the
three pendant vertices induce a K1 ∪ P4 subgraph.
Graphs in Gn5, n ≥ 1, consist of an induced path P = {1, 2, . . . , n}, a P3 = {a, b, c} and two vertices u, v. Vertices a and c
are adjacent to every vertex of P, u is adjacent to a and 1, whereas v is adjacent to c and n. Graphs in Gn5 contain a P5 induced
by vertices u, a, b, c, v.
Graphs Gi, i = 7, 8, . . . , 16 will be not described in detail: they are shown in Table 5. Graphs G7,G8,G9, G10, and G11
contain a P5 as induced subgraph, whereas graphs G12,G13,G14,G15, and G16 contain a K1 ∪ P4.
It remains to consider the family Gn6. Graphs in G
n
6, are like graphs in G
n
5, but here vertices a and c are adjacent. Each graph
Gi6, i = 3, 4 . . . , contains a K1∪P4 induced by vertices b, u, 1, 2 and 3. For n = 2, the subgraph K1∪P4 is induced by vertices
b, u, 1, 2 and v. For n = 1, graph G16 is exactly the 3-sun and then its complement is the net (see Table 2). This is the only
graph in C which is distance-hereditary, then the theorem follows. 
4. Recognition of distance-hereditary comparability graphs
Although distance-hereditary comparability graphs are characterized by Definition 2.3 and Theorem 3.1, these
characterizations cannot beused to devise an efficient algorithm to solve the recognitionproblem for the distance-hereditary
comparability graphs:
Definition 4.1. Distance-hereditary comparability graph recognition problem:
Instance: A graph G = (V , E).
Question: Is G a distance-hereditary comparability graph?
In fact, the recognition problem for distance-hereditary graphs can be solved by linear algorithms [1,24], but to test if
a graph contains a net as induced subgraph requires more than linear time, as well as to test if a graph is comparability
(the best known algorithm requires a time proportional to that needed for the matrix multiplication problem. See [4] for a
discussion on this point).
To show a linear time algorithm for the recognition problem, we provide new characterizations for distance-hereditary
comparability graphs. To this end, we need the following definition of twin-free subgraph of a given graph. Note that the
concept of twin-free graph has been introduced in [28], but limited to false twins, only.
Definition 4.2. Let G = (V , E) be a graph. The twin-free subgraph tf (G) of G is the subgraph G[V ′] induced by the largest set
of vertices V ′ ⊆ V such that G[V ′] has no twins.
Two examples of twin-free subgraph are given in Fig. 2. In Lemma 4.2, we show that, given a graphG, tf (G) is well defined
and unique up to isomorphism.
Remark 4.1. Let x, y be two vertices of an induced subgraph H of a graph G. Then, if x, y are twins in G, they are also twins
in H .
Lemma 4.2. Let G be a graph, then tf (G) is unique up to isomorphism.
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Fig. 1. Pruning algorithm to eliminate twins in a graph G.
Fig. 2. On the first line, a distance-hereditary comparability graph G, its twin-free subgraph tf (G), and the split decomposition of tf (G). Bold edges and
colored vertices representmarked edges, andmarked vertices, respectively. The removal of the bold edges gives rise to the components of D(tf (G)). On the
second line, a graph G′ which is not distance-hereditary comparability. Note the presence of a clique component with three marked edges.
Proof. Let G = (V , E) and V1, V2 be two subsets of V such that |V1| = |V2| and V1 ≠ V2. Let us suppose that G[V1] and
G[V2] are two twin-free subgraphs of G. The subgraph G[V1 ∪ V2]must contain a pair of twins as V1 ∪ V2 extends V1, and, by
hypothesis, V1 is one of the largest sets such that G[V1] is a twin-free subgraph. Then there are two vertices u, v which are
twins in G[V1 ∪ V2]. Vertices u, v cannot be both in V1 or both in V2 otherwise they would be twins in G[V1] or G[V2]. Then,
without loss of generality, let us suppose u ∈ V1 \ V2 and v ∈ V2 \ V1. Let us consider G[V2 ∪ {u}]: by Remark 4.1 u, v are
twins in G[V2 ∪ {u}] as G[V2 ∪ {u}] is an induced subgraph of G[V1 ∪ V2]. Let V ′2 = V2 ∪ {u} \ {v}, then G[V ′2] ∼ G[V2]. If
V1 = V ′2 we are done, otherwise we repeat the argument on V1 and V ′2. At each step the intersection between the two sets
will increase end eventually they will coincide: this implies G[V1] ∼ G[V2]. 
In Theorem 4.6 we will give a first characterization of a distance-hereditary comparability graph based on its twin-free
subgraph. To this end, we provide an algorithm (the Pruning algorithm in Fig. 1) to compute a twin-free subgraph, and its
correctness is proved in Lemma 4.5.
The following lemmata are useful to show the correctness of the Pruning algorithm. The proofs are trivial and omitted.
Lemma 4.3. Let M be a module of a graph G = (V , E) such that |M| > 1 and G[M] is a cograph. Then there exist two vertices in
M which are twins in G.
Lemma 4.4. Let M be a module of a graph G = (V , E) such that |M| ≥ 1. Let G′ obtained from G by splitting a vertex x ∈ V into
x and x′. If x ∈ M then M ∪ {x′} is a module of G′ otherwise M is a module of G′.
The Pruning algorithm computes tf (G) for a given graph G by removing twin vertices in any order. Observe that the
removal of a certain number of twins without following a specific order can increase the number of twins in the resulting
graph with respect to the original one. e.g., consider the graph obtained from K1,n, n ≥ 4, by adding a new edge xy between
two pendants x, y. The graph has (n − 2)(n − 3)/2 pairs of false twins, plus one pair x, y of true twins. If we remove x, we
obtain a K1,n−1 star with (n − 1)(n − 2)/2 pairs of false twins. Interestingly enough, the twin-free subgraph of G can be
obtained by removing twin vertices in any order, as done in the Pruning algorithm and formally proven in the following
lemma.
G. Di Stefano / Discrete Applied Mathematics 160 (2012) 2669–2680 2675
Lemma 4.5. Given a graph G, the Pruning algorithm correctly computes tf (G).
Proof. Let G = (V , E) be a graph given as input to the Pruning algorithm and let H = (V ′, E ′) be the computed graph. We
have to show that H ∼ tf (G). Let f : V → 2V be a function which associates a subset of vertices of V to each vertex of V .
The function f is computed following a run of the Pruning algorithm. At Step 1, we set f (v) := {v} for each v ∈ V . At Step
4, we update f by setting f (y) := f (y) ∪ f (x).
Now, for each z ∈ V ′, f (z) is a module of G. In fact, we can build G starting from H by splitting vertices in the reverse
order used by the algorithm to eliminate them. As {z} is a module of H , then, by Lemma 4.4 applied to H, f (z) is a module of
G. Moreover, as each vertex of f (z)\{z} is added toH[{z}] by splitting operations starting from vertex z,G[f (z)] is a cograph
by definition.
Let V ′′ be the vertex set of tf (G). By definition of twin-free subgraph, |V ′′| cannot be smaller than |V ′|. Assuming
|tf (G)| > |H|, certainly there exists a vertexw ∈ V ′ such that |f (w)∩ V ′′| ≥ 2, otherwise if for each v ∈ V ′ |f (v)∩ V ′′| ≤ 1
there would be vertices in V ′′ not in

u∈V ′ f (u), but it is impossible as

u∈V ′ f (u) = V . Let M = f (w) ∩ V ′′. As f (w) is
module of G, thenM is a module of tf (G) (by Proposition 1.5.1, iv, in [4]) and tf (G)[M] ≡ G[M] is a cograph as G[f (w)] is a
cograph and G[M] is an induced subgraph of G[f (w)]. Then, by Lemma 4.3, there is a twin pair in tf (G), a contradiction. The
only possibility is that |tf (G)| = |H| and then, by Lemma 4.2, tf (G) ∼ H . 
Theorem 4.6. Let G be a graph. G is distance-hereditary comparability if and only if tf (G) is distance-hereditary comparability.
Proof. The ‘‘only if’’ part of the proof is obvious since tf (G) is an induced subgraph of G and the class of distance-hereditary
comparability graphs is hereditary.
Let us now suppose that tf (G) is distance-hereditary comparability. Lemma 4.5 shows that tf (G) can be obtained from G
by removing a sequence of twin vertices from G. Thenwe can imagine to rebuild G from tf (G) by splitting vertices, following
the reverse order of the sequence. Then it is sufficient to note that if a graph is comparability the splitting of a vertex yields
a comparability graph and the same happens with a distance-hereditary graph (see Theorem 2.1). 
Lemma 4.9 characterizes a distance-hereditary graph without twins in terms of properties of its split decomposition. To
achieve this result, we need both the following remark, proved in [15,31], and Lemma 4.8 proved in [10].
Remark 4.7 ([15,31]). Two vertices x, y of a graph G are adjacent if and only if there is an alternating path in D(G) between
x and y, i.e., an induced path in which marked and non-marked edges alternate.
An example of alternating path is the shortest path connecting vertices d and f in the decomposition D(H ′) shown
in Fig. 2.
Lemma 4.8 ([10]). Let G be a distance-hereditary graph and let u, v be twins in G. Then there exists a component C of D(G) such
that u and v are in C.
Lemma 4.9. Let G = (V , E) be a distance-hereditary graph. G has no twins if and only if the components of D(G) have the
following properties:
1. each clique component has at most one non-marked vertex;
2. each star component has at most two non-marked vertices;
3. if a star component has two non-marked vertices, one of them is the center of the star.
Proof. If |G| = 1, the theorem trivially holds. Then, let us assume |G| ≥ 2. As G is distance-hereditary the components of
D(G) are cliques or stars by Theorem 2.1, point 4, but G itself is not a clique or a star, as we now assume it has no twins. Then
D(G) has at least two components and each component has at least one marked vertex.
Let us prove the three properties:
1. Let u, v ∈ V be two non-marked vertices of a clique component. By Remark 4.7, for eachw ∈ NG(u) \ {v}, there exists an
alternating path u,m1,m2, . . . , w (possiblyw = m1) in D(G). Then also v,m1,m2, . . . , w is an alternating path in D(G),
and hence, by the same remark,w ∈ NG(v)\{u}. Symmetrically, we can prove that ifw ∈ NG(v)\{u} thenw ∈ NG(u)\{v}.
This implies that u, v are twins in G, a contradiction.
2. If a star component has more than two non-marked vertices, two of them are non-center vertices. Let u, v be these two
vertices. If the center is a non-marked vertex x then, by Remark 4.7, NG(u) = NG(v) = {x}. If the center is a marked
vertex m, then for each alternating path u,m, . . . , w,w ∈ NG(u), in D(G) there exists the alternating path v,m, . . . , w,
implying that u, v are twins in G.
3. This is an immediate consequence of the proof of the previous point.
Conversely, let us suppose that the components of D(G) fulfill the above properties. Suppose, by contradiction, that u and
v are twins in G. By Lemma 4.8 u and v must be in the same component C of D(G), and, by Property 1, C cannot be a clique.
Then C is a star such that |C | ≥ 3, and, without loss of generality, u is the center of C . Then, by Remark 4.7, NG(v) = {u}.
Also, by Property 2, a marked vertex m1 is in C . Hence, there exists an alternating path u,m1,m2, . . . , w in D(G), for some
vertexw in G, and, by Remark 4.7,w ∈ NG(u) butw ∉ NG(v), a contradiction. 
Corollary 4.10. If G is a distance-hereditary graphwith no twins, each leaf component of D(G) is a starwith exactly three vertices
and the marked vertex is not the center of the star.
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Fig. 3. Recognition algorithm for distance-hereditary comparability graphs.
Proof. By definition of split decomposition, each component has at least three vertices. As a leaf component has only a single
marked vertex, then it has at least two non-marked vertices. Hence, by Property 1 of Lemma 4.9 it cannot be a clique. Then
it is a star and by Properties 2 and 3 of the same lemma, it has exactly two non-marked vertices and the marked one cannot
be the center of the star. 
Theorem 4.11. A graph G is distance-hereditary comparability if and only if the components of D(tf (G)) are cliques or stars and
all the clique components have at most two marked vertices.
Proof. Let us assumeG is a distance-hereditary comparability graph. As tf (G) is an induced subgraph ofG then it is distance-
hereditary and all the components of D(tf (G)) are cliques or stars. Now, let us suppose D(tf (G)) has a clique component C0
with three marked vertices, then there must exist at least three disjoint alternating subpaths p′, p′′ and p′′′ starting from the
marked vertices and ending to three non-marked vertices v′, v′′, v′′′, which are centers of three star components C ′, C ′′, C ′′′,
respectively. The existence of such components is guaranteed by Corollary 4.10.
Then v′, v′′ and v′′′ are adjacent in tf (G), as they are joined by alternating paths in D(tf (G)) and then form a triangle.
Moreover, if each of C ′, C ′′, and C ′′′ contain a second non-marked vertex, sayw′, w′′, andw′′′, respectively, thenNG(w′) =
{v′}, NG(w′′) = {v′′},NG(w′′′) = {v′′′}, and hence the set {v′, v′′, v′′′, w′, w′′, w′′′} induces a net subgraph in G. This is
a contradiction as G is a distance-hereditary comparability graph. If all the vertices of one component, let us say C ′, are
marked but the center v′, then there is an alternating path v′,m′1, . . . , w
′, wherem′1 is not in p′ andw
′ ∈ V is the center of
a star. Then, by Remark 4.7, w′ is adjacent to v′ in G and it is not adjacent to any vertex in {v′′, v′′′, w′′, w′′′} as there is no
alternating path to any of them in D(tf (G)). Similar arguments hold when C ′′ and C ′′′ do not contain a second non-marked
vertex. Then the net is an induced subgraph of tf (G) and hence G is not a distance-hereditary comparability graph. Hence,
each clique component of D(tf (G)) has at most two marked vertices.
Conversely, let us assume that the components ofD(tf (G)) are cliques or stars and all the cliques components have atmost
twomarked vertices. Then tf (G) is distance-hereditary by Theorem 2.1, point 4. By contradiction, let G be not comparability.
Then, by Theorems 3.1 and 4.6, the net is an induced subgraph of tf (G). Let u, v, w be the vertices of the triangle in the net
and u′, v′, w′ the corresponding pendant vertices. Then there must exist three alternating paths in D(tf (G)) connecting u to
v, v to w and w to u, respectively. As T (tf (G)) is a tree, the three alternating paths must pass through a single component
C of D(tf (G)) which is necessarily a clique. It remains to show that u, v, w do not belong to C , and this implies that C has
three marked vertices. Without loss of generality, let us assume that u is in C . As u is adjacent to u′ in tf (G), then there
is an alternating path u,m, . . . , u′ in D(tf (G)) connecting u to u′. Then m (possibly m ≡ u′) belongs to C and this implies
the existence of an alternating path from v to u′ or from w to u′, contradicting the fact that v and w are not adjacent to u′
in tf (G). 
The graph G′ in Fig. 2 is not distance-hereditary comparability: the presence of a clique component in D(tf (G′)) with
more than two marked vertices is evident.
A consequence of Theorem 4.11 is that we can decide if a graph G is a distance-hereditary comparability graph by testing
the components of D(tf (G)). A split decomposition of a graph can be found in linear time (see [13]), but the naive Pruning
algorithm to find tf (G) is not linear. In fact, testing all the pairs of vertices to find two twins requires a timewhich is quadratic
in the number of vertices. In Theorem 4.14 we will show that the Recognition algorithm of Fig. 3 works in linear time, by
proving that it possible to find D(tf (G)) directly from D(G) in linear time, without explicitly computing tf (G).
Lemma 4.12. Let G be a distance-hereditary graph, let x, y be twins in G and let H = (VH , EH) be the component of D(G)
containing x. Then
1. D(G− x) ∼ D(G)− x if |H| > 3 or H is the only component of D(G);
2. D(G− x) ∼ D(G)− VH otherwise.
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Proof. By Lemma 4.8, y ∈ H , too. If H is the only component of D(G), then G is a clique or a star and certainly Property 1
holds. In the following we assume that D(G) has more than one component and that H has at least one marked vertex.
Let us assume |H| > 3. Then, all the splits in G corresponding to the marked edges in D(G) are also splits of G− x, where
one of the two partition sets is missing the vertex x. These are exactly the splits determining D(G − x). In fact, D(G − x)
cannot have less components of D(G), otherwise we can build a decomposition of G from D(G− x) by suitably adding vertex
x to the same component of y. Then, by the uniqueness of the split decomposition, D(G− x) ∼ D(G)− x.
Now, let us assume |H| = 3. As x, y ∈ VH and D(G) has more than one component, then the third vertex of H is a marked
vertex. Let D′(G− x) be the decomposition obtained from D(G) by a join of H with its adjacent component and by removing
x. Then D′(G − x) is isomorphic to D(G) − VH . Moreover, all the components of D′(G − x) are cliques or stars, then, by the
uniqueness theorem, D′(G− x) ∼ D(G− x) and hence D(G− x) ∼ D(G)− VH . 
It is important to note that D(G) can be stored in a data structure requiring O(|V |) space if G is distance-hereditary
(see also [23]): it is sufficient to store the size of each component, to use a marker to distinguish among clique and star
components and for each star component it is sufficient to mark the center of the star. In this way it is not necessary to
explicitly represent edges among vertices in the same component: only marked edges are represented.
Lemma 4.13. Given a distance-hereditary graph G = (V , E) and its split decomposition D(G),D(tf (G)) can be computed in
O(|V |) time.
Proof. We compute D(tf (G)) starting from D(G), by recursively removing vertices of D(G)which have a twin in G. Formally,
let G0 = G and Gi = Gi−1 − xi, i = 1, 2, . . . , n, where each xi has a twin in Gi−1 and n is such that Gn = tf (G). We compute
D(Gi) = D(Gi−1 − xi) from D(Gi−1) by applying Properties 1 and 2 of Lemma 4.12, and hence D(tf (G)), directly from D(G),
without calculating tf (G) explicitly. In the following we show how to perform this calculation in O(|V |) time.
By Lemma 4.8 we know that a twin pair x, y in G is in a single component C of D(G). As a component is an induced
subgraph of G, by Remark 4.1 x, y are also twins in G. As all the components are cliques or stars, all the pairs of non-marked
vertices of a clique are true twins in G and all the pair of non-marked pendants of a star are false twins in G. Then, we can
recursively apply Lemma 4.12 starting from the components which are leaves in T (G). If a leaf component is a clique or a
star with the center as marked vertex, we can remove it. In fact, this is a consequence of Lemma 4.12 and Corollary 4.10. As
the number of components of D(G) is bounded by |V |, the removal can be performed in O(|V |) time. If a leaf component is a
star and the marked vertex is not the center, we can remove all the non-marked pendants but one, by applying Property 1
of Lemma 4.12. Then, we can apply the same property to the non-leaf components of D(G), which have at least four vertices.
If a component is a clique, we remove all the non-marked vertices but one. If a component is a star, as above, we remove all
the non-marked pendant vertices, but one. Certainly, these operations can be done in O(|V |). Now, each component of the
resulting decomposition has at most one non-marked vertex if it is a clique, and at most two non-marked vertices if it is a
star. In the latter case, one of them is the center of the star. Then, by Lemma 4.9, we have removed all the twins from G, and
since all the operations have been done by applying Lemma4.12 the resulting decomposition isD(tf (G)), up to isomorphism.
Then, D(tf (G)) can be computed in O(|V |) time. 
Theorem 4.14. The Recognition algorithm correctly solves the distance-hereditary comparability graph recognition problem
in linear time.
Proof.
Correctness: At Step 2 the Recognition algorithm tests the condition of Theorem 2.1, point 4. Then it reaches Step 4 only
if the input graph G is distance-hereditary. At Step 4 it calculates tf (G), which is distance-hereditary as it is an
induced subgraph of G. Then all the components of D(tf (G)) are cliques or stars. By Theorem 4.11, it remains
to test if all the clique components have at most two marked vertices. This test is done at Steps 5,6, and 7.
Complexity: Let G = (V , E). D(G) can be computed in O(|V | + |E|) time [13]. Testing if a component of D(G) is a clique or a
star requires a linear time in the size of the component. AsD(G) has atmost 3|V |−6 vertices and |E|+2|V |−6
edges, Step 2 can be performed in linear time in the size of G.
By Lemma 4.13, Step 4 can be performed in O(|V |) time.
The test of Step 5 can be performed in O(|V |) time. Hence the overall time is linear in the size of G. 
Note that the Recognition algorithm can be easily modified to produce a polynomial-time verifiable certificate if the
graph is not distance-hereditary comparability. Due to Theorem 4.11, if it fails because one of the components of D(G) is not
a clique or a star, D(G) itself is the certificate, otherwise the certificate is D(tf (G)).
5. Building of distance-hereditary comparability graphs
In this section we show how to build a distance-hereditary comparability graph from K2. The following definition is
fundamental.
Definition 5.1. Let D = (V , A) be a directed graph. A vertex x ∈ V is transitive if there are two vertices y, z ∈ V such that
(y, x), (x, z), and (y, z) are arcs in A.
Let G be a comparability graph. A vertex x of G is transitive if it is transitive for each possible transitive orientation of G.
2678 G. Di Stefano / Discrete Applied Mathematics 160 (2012) 2669–2680
Theorem 5.1. Let G be a graph. G is distance-hereditary comparability if and only if G is obtained from K2 by a sequence of one
vertex extensions: splitting vertices and attaching pendant vertices to non-transitive vertices.
Proof. Let us suppose that G is obtained by a distance-hereditary comparability graph G′ = (V , E) by one vertex extension.
If the extension is a splitting of a vertex, then tf (G) = tf (G′). As tf (G′) is distance-hereditary comparability by Theorem 4.6,
then, by the same theorem, G is distance-hereditary comparability. If G is obtained by attaching a pendant vertex y to a
non-transitive vertex x of G′, then G is distance-hereditary by Theorem 2.1, point 5. As x is non-transitive, then there exists
a transitive orientation (V , A) of G′ such that for all u ∈ NG′(x), (x, u) ∈ A. A transitive orientation of G can be obtained by
orienting all the edges as in (V , A) and the new edge xy as (x, y), and hence G is also comparability.
Now, let us suppose that G is distance-hereditary comparability and |G| = n. By induction on the number of vertices, let
us suppose that for each distance-hereditary comparability graph G′, 3 ≤ |G′| ≤ n − 1,G′ can be built as stated. The basis
of the induction is obvious as any connected graph with three vertices can be build from K2 by splitting a vertex. Now, if G
contains a twin pair we are done. Assuming that G has no twin pair, then, being G distance-hereditary, by Theorem 2.1, point
5, it has at least a pendant vertex y of a vertex x. Let us consider the graph G − y. If x is transitive, then for each transitive
orientation of G− y there are two verticesw, z ∈ G− y such that the edgeswx and xz are oriented as (w, x) and (x, z). Then
there exists no transitive orientation of G, as, for each orientation of xy, either yw or yz should be an edge of G. This implies
that G is not comparability, a contradiction. 
So, to build a distance-hereditary comparability graph G = (V , E) it is important to recognize non-transitive vertices.
Non-transitive vertices are also called sources or sinks and there are algorithms to recognize them in comparability graphs
(see, e.g., [16], where the concept of source vertex is also generalized to that of source set). The complexity is that of
comparability graph recognition.We can do better by exploiting the distance-hereditary properties of a distance-hereditary
comparability graph, provided that wemaintain D(G) during the building of the graph. The proposed building algorithm has
a complexity O(|V |) per vertex insertion.
Lemma 5.2. Let G′ be a distance-hereditary graph obtained from a graph G = (V , E) by splitting a vertex or by attaching a
pendant vertex. Then D(G′) can be obtained from D(G) in constant time.
Proof. Let y be the new added vertex, twin or pendant of a vertex x ∈ V . So we can look at G as G′ − y, that is G ≡ G′ − y.
Then, by Lemma 4.12, either D(G′) − y ∼ D(G) or D(G′) − VH ∼ D(G), where VH is the vertex set of a component H in
D(G′) with three vertices and y ∈ VH . Then the difference between D(G) and D(G′) is given by either the presence of one
more vertex in a component or the presence of one more component with a constant number of vertices. In both cases, the
difference is bounded by a constant and it does not depend on the size of G. This proves the lemma in a non-constructive
way, but in the following we also show how to construct D(G′) from D(G). We assume that x is in the component C of D(G).
Let us suppose that y is a true twin of x. If C is a clique component, simply add y to C to build D(G′). This is the only way
to obtain D(G′), as the alternative is that x and y are in a new component H of D(G′) (by Lemma 4.8, x and y are in the same
component), but, in this case, D(G′)would have a number of components larger than the minimum.
If C is a star component, the only way to obtain D(G′) is to add a new K3 component H with x, y and a marked vertex,
adjacent to the component C , where x is replaced by a marked vertex. The alternative, that is to add y to C , is not possible
as C would become a non-prime component different from a clique or a star.
Now, let us suppose that y is a false twin of x. If C is a clique component, or C is a star component with x as center, we
cannot add y to C otherwise, as above, C would become a non-prime component different from a clique or a star. We obtain
D(G′) by adding a new K1,2 component where the central is a marked vertex and x and y are the pendants. This component
is adjacent to C , where x has been replaced by a marked vertex.
If C is a star component and x a pendant, we simply add y to C .
Finally, let us suppose that y is a pendant of x. If C is a star component and x is its center, then as above, we simply add
y to C . Otherwise we add a new K1,2 component with x, y and a marked pendant. Again, this component is adjacent to C ,
where x has been replaced by a marked vertex. 
The above lemma could be also derived from the results achieved by Gioan and Paul in [23].
Theorem 5.3. Given a distance-hereditary comparability graph G = (V , E) and D(G), the Building algorithm (see Fig. 4)
correctly tests whether the extension of G obtained by splitting a vertex or attaching a pendant vertex is a distance-hereditary
comparability graph and requires O(|V |) time.
Proof.
Correctness: If G′ is obtained by splitting a vertex, then D(tf (G′)) ∼ D(tf (G)). Being G a distance-hereditary comparabil-
ity graph, by Theorem 4.11, every component of D(tf (G)) has at most twomarked vertices, hence, by the same
theorem, G′ is distance-hereditary comparability and Building correctly ends at Step 4.
IfG′ is obtained by attaching a pendant vertex y to vertex x,D(tf (G′)) could result not isomorph toD(tf (G)), but
still each clique component ofD(tf (G′)) could have atmost twomarked vertices and then Building correctly
ends at Step 4. If the condition at Step 3 is false, by Theorem 4.11, G′ is not distance-hereditary comparability,
and by Theorem 5.1, xmust be a transitive vertex as correctly reported at Step 5.
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Fig. 4. Building algorithm for distance-hereditary comparability graphs. Here G+ y denotes the graph obtained by adding a new vertex y twin or pendant
of a vertex x in G.
Complexity: In the first step of the Building algorithm, the computation of G′ by splitting a vertex of G might require
O(|V |) time as |NG(x)| = O(|V |). By Lemma 5.2, D(G′) can be obtained in constant time from D(G). By
Lemma 4.13 the computation of D(tf (G′)) from D(G′) requires O(|V |) time.
The test at Step 3 requires to count the number ofmarked vertices in each component ofD(tf (G′)), but the total
number of vertices in D(tf (G′)) is bounded by O(|V |). Then the Building algorithm requires O(|V |) time. 
6. Conclusions
We have studied the class of those comparability graphs which are completely decomposable with respect to the split
decomposition. From a theoretical point of view, we provided some characterizations of these graphs collected in the
following corollary.
Corollary 6.1. Given a connected graph G = (V , E), the following statements are equivalent:
1. G is a distance-hereditary comparability graph;
2. the house, holes, domino, gem, and net are not induced subgraphs of G;
3. tf (G) is a distance-hereditary comparability graph;
4. the components of D(tf (G)) are cliques or stars and all the clique components have at most two marked vertices;
5. G is obtained from K2 by a sequence of one vertex extensions: splitting vertices and attaching pendant vertices to non-transitive
vertices.
From an algorithmic point of view, the main results are a linear time algorithm which recognizes whether a graph
is distance-hereditary comparability or not, and an efficient algorithm that can be used to build distance-hereditary
comparability graphs.
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