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Abstract—We investigate the stability properties of a multi-
converter power system model, defined on high-order manifolds
than the circle. For this, we identify its symmetry (i.e., rotational
invariance) generated by a static angle shift and rotation of AC
signals and define a suitable equivalence class for the quotient
space. Based on its Jacobian matrix, we characterize the quotient
non-degenerate, stable and unstable steady state sets, primarily
determined by their steady state angles and DC power input. We
show that local contraction is achieved on a well-defined region
of the space, based on a differential Lyapunov framework and
Finsler distance measure. We demonstrate our results based on
a numerical example involving three identical DC/AC converter
bunchmark.
I. INTRODUCTION
Electricity production is one of the largest sources of
greenhouse gas emissions in the world. Carbon-free electricity
will be critical for keeping the average global temperature
within the United Nation’s target and avoiding the worst
effects of climate change [2]. Prompted by these environmental
concerns, the electrical grid has witnessed a major shift in
power generation from conventional (coal, oil) into renewable
(wind, solar) sources. The massive deployment of distributed,
renewable generation had an elementary effect on its opera-
tion via power electronics DC/AC converters interfacing the
grid, deemed as game changers of the conventional analysis
methods of power system stability and control.
Literature review: Modeling and stability analysis in power
system networks is conducted as a matter of perspective from
two different angles. First, the overall network perspective
suggests an up to bottom approach, where DC/AC converter
dynamics are regarded as controllable voltage sources and
voltage control is directly accessible. The most prominent ex-
ample is droop control that leads to the study of second-order
pendulum-like dynamics, emulating the Swing equation of
synchronous machines [3], and which resembles the celebrated
Kuramoto-oscillator [?], [4]. The analogy drawn between the
two models [5] has motivated a vast body of literature that
harness the results available for synchronization on the circle
via Kuramoto oscillators to analyze the synchronization in
power systems. Second, a bottom to up approach models
DC/AC converters from first-order principles [6], where the
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dynamics governing DC/AC converters are derived from the
circuitry of DC-and AC-sides and the intermediate switching
block [7], which can structurally match that of synchronous
machines [8]. Recently, the matching control [7] has been
proposed as a promising control strategy, that achieves this
matching of the two models, and endows the closed-loop
system with advantageous features (droop properties, power
sharing, etc.). By augmenting the system dynamics with a
virtual angle, the frequency is set to be proportional to DC-side
voltage deviations, constituting a measure of power imbalance
in the grid. This leads to the derivation of higher-order models
that describe a network of coupled DC/AC converters on
nonlinear manifolds with higher order than the circle.
Similar to the physical world, where the laws governing in-
teractions in a set of particles are invariant with respect to static
translations and rotations of the whole rigid body [9], power
system trajectories are invariant under a static shift in their
angles, or said to possess a rotational invariance. The symme-
try of the vector field describing the power system dynamics,
indicates the existence of a continuum of steady states for the
multi-converter (with suitable control that induces/preserves
angle symmetry) or multi-machine dynamics [6]. In particular,
the rotational invariance is the topological consequence of
the absence of a reference frame or absolute angle in power
systems and regarded thus far as a fundamental obstacle for
defining suitable error coordinates. To alleviate this, a common
approach in the literature is to perform transformations either
resulting from projecting into the orthogonal complement, if
the steady state manifold is a linear subspace [10], [11], or
grounding a node [12], where classical stability tools such as
Lyapunov direct method can be deployed. Nonetheless, this
is not always possible, in particular, if the diffusion term
describing angle differences between neighboring converters
is not explicitly present in power system dynamics, or if these
cannot be directly expressed as a function of the network
Laplacian, as is the case for high-order power system models.
The geometry of such symmetric high-order manifolds can
be studied based on differential approaches [13], [14] merging
integration methods revolving around incremental Lyapunov
functions with differentiation methods founded on contraction
analysis [15]–[17], and hence, the local property connects to
the global property [14], [17]. As a matter of fact, contraction
analysis is an efficient tool to address stability problems
taking into account the properties of the vector field, where
concepts such as semi- and weak-contraction [18], describe
the behavior of the system trajectories with respect to the
steady state manifold, based on infinitesimal displacements
represented in the linearization of the vector field. The power
of contraction techniques for the study of not only stability, but
also observer problems, nonlinear regulation, and consensus
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problems in complex networks has been demonstrated at
different occasions [19]. In particular, the key element of the
differential Lyapunov method proposed in [13], is to introduce
a well-defined distance measure from nonlinear trajectories
to the steady state set of interest via integration. Differential
Lyapunov framework proposed in [13], is also proven to be a
useful tool for designing controllers with application to track-
ing of flexible-joints port-Hamiltonian robots and validated via
experiments [20].
Contributions: In this work, we ask in essence two funda-
mental questions: i) Under mild assumptions on input feasi-
bility, how can we describe the behavior of the steady state
trajectories of the nonlinear power system, in closed-loop with
a suitable control, that induces/preserves the symmetry, e.g. the
matching control [7]? ii) Based on the properties of the steady
state manifold, can we ensure local synchronization?
To answer the first question, we study the behavior of
the steady state manifold. For this, we derive a steady state
map, which embeds the DC power input into steady state
angles as a function of the network topology and converter
parameters. We show that the steady state angles fully describe
the steady state behavior and determine all the other states.
The steady state map depends on network topology, which
is known to play a crucial role in the synchronization of
power systems [9]–[11], [21]. Since the vector field exhibits
symmetry with respect to translation and rotation actions, i.e.,
under a shift in all angles and a rotation in all AC signals, the
steady state manifold inherits the same property and every
steady state trajectory is invariant under the same actions.
This allows us to define an equivalence class that identifies
the trajectories pertaining to the continuum, generated under
these actions and defines a quotient system, where trajectories
starting on the same equivalence class, remain in the same
class for all times. We identify all the stable eigenspaces
based on the study of the system Jacobian governing the
dynamics on the tangent space of the steady state manifold
at a steady state trajectory, by relaxing a technical assumption
from [1], [22]. Hence, via curve integration, all the stable sets
on the steady state manifold are characterized. We focus on
decentralized conditions to identify stable steady state sets,
which are usually associated with less computational burden
and hence can be easily verified, and guarantee more privacy
preservation compared to centralized-based approaches [23].
This is achieved by exploring the structure of the system
Jacobian, and despite conservativeness, can be regarded as
a first estimate towards more accurate computations of the
region of contraction of the multi-converter power system.
To eliminate degeneracy on the quotient space, we char-
acterize a necessary and sufficient condition to achieve this.
Under quotient non-degeneracy condition, we identify all
unstable eigenspaces and hence the associated unstable steady
state sets. We prove that the steady states are isolated on
the quotient space, which is in accordance with well-known
results from Morse theory [24]. In this manner, we gain an
overall perspective of the behavior characterizing the steady
state manifold of the power system model. Additionally, we
identify a necessary condition for feasibility and propose an
optimization algorithm, to find feasible inputs, while accom-
modating for the derived constraints.
We address the second question by proving local stability
in the quotient space with respect to a steady state of interest,
which is equivalent to local convergence, i.e., synchronization
of the trajectories of the total system towards a steady state
manifold of interest. For this, we take the synchronization from
the circle to higher-order manifolds. Indeed, we reconcile the
synchronization on a vector space (consensus on a subspace),
with the synchronization on a manifold, by curve integration in
a differential framework adopted from [13]: We show that the
synchronization of the differential system on a subspace (linear
consensus problem) corresponds to a synchronization of the
nonlinear system on the steady state manifold by adopting a
well-defined distance measure, i.e., Finsler distance from [13].
In this context, we propose a stability analysis with respect
to a non-compact (i.e., unbounded) steady state set. For this,
we propose a Lyapunov function that measures the squared
distance with respect to the (subspace) corresponding to the
Jacobian eigenspace restricted to the steady state manifold. In
this sense, our Lyapunov function defines a Finsler distance.
We show that this distance shrinks towards the desired steady
state set, on a well-defined contraction region.
We explicitly characterize the region of contraction contain-
ing a stable steady state, by sufficiently small distance of state
deviations to the zero eigenspace of the Jacobian, evaluated
on the steady state manifold.
Our stability analysis based on the infinitesimal displace-
ment of nonlinear trajectories links to fundamental theories
in the study of behaviors, i.e., the convergence to a set of
steady states, namely weak and semi-contraction, which apply
to behaviors emerging in networked systems [15]–[18].
Compared to [1], we further provide a comprehensive study
of the system behavior and stability including the relaxation
of the condition on asymptotic stability of the eigenspace of
Jacobian restricted the the steady state manifold, as well as
the investigation of the characteristics and properties of the
induced steady state manifold with emphasis on the role of
the input in shaping the steady state and vice versa. Our
contribution in comparison to [22] lies in the analysis of
local convergence of nonlinear trajectories of the power system
model, initialized in a neighborhood of a synchronous steady
state set.
Our results can conceptually also be adopted to prove local
convergence of high-order models of synchronous machines
towards a synchronous steady state manifold and to find an
estimate for their regions of contraction, based on the structural
similarities between high-order models of synchronous ma-
chines and DC/AC converter in closed-loop with the matching
control, highlighted at different occasions [7]. Our analysis
mainly paves the way for more global analysis of the sta-
bility of high-order multi-machine or multi-converter system
(in closed-loop with same control structure) with non-trivial
conductances, which has been an open problem in the power
system community for decades [25], [26].
Finally, we provide connections to known results in sta-
bility analysis of networked systems and theories as well as
interpretations of our results and numerically verify these, by
simulating three DC/AC converter setup. Based on our theory,
we find an estimate of the region of contraction.
Paper organization The paper unfurls as follows: Section
II presents the model setup based on high-fidelity nonlinear
power system model. Section III studies the symmetry of its
vector field, characterizes an equivalence relation identifying
its trajectories,quotient non-degenerate, stable and unstable
steady state sets and formulates an optimization problem to
find a feasible input. Section IV studies the local asymptotic
contraction of the nonlinear power system model based on
the stability analysis conducted in [1], [22] and the theory of
Finsler-Lyapunov functions in [13] and identifies the region of
contraction. Section V provides interpretations of our results.
Finally, Section VI exemplifies our theory via simulations of
three identical DC/AC converters connected via resistive and
inductive lines.
Notation: We define an undirected graph G= (V,E), where
V is the set of nodes with |V| = n and E ⊆ V ×V is the
set of interconnected edges with |E| = m. We assume that
the topology specified by E is arbitrary and define the map
E → V , which associates each oriented edge ei j = (i, j) ∈ E
to an element from the subset I = {−1,0,1}|V|, resulting
in the incidence matrix B ∈ Rn×m. We denote the identity
matrix I =
[
1 0
0 1
]
, and I the identity matrix of dimensions
p ∈ N, and J = I⊗ J with J = [ 0 −11 0 ]. We define the rotation
matrix R(γ) =
[
cos(γ) −sin(γ)
sin(γ) cos(γ)
]
and R(γ) = I⊗R(γ). Let diag(v)
denote a diagonal matrix, whose diagonals are elements of
the vector v and Rot(γ) = diag(r(γk)), k = 1 . . .n, with r(γk) =[−sin(γk) cos(γk)]>.
Let 1n be the n-dimensional vector with all entries being one
and Tn = S1× . . .S1 the n- dimensional torus. We denote by
d(·, ·) be a distance metric. Given a set A⊆Rn, then d(z,A) =
inf
x∈A
d(z,x) and TzA is the tangent space of A at z and the
tangent bundle of A is given by TA = ⋃
z∈A
{z}×TzA. Given
a vector v ∈ Rn, we denote by vk, its k-th entry and ⊕ is the
direct sum.
II. POWER SYSTEM MODEL IN CLOSED-LOOP WITH
MATCHING CONTROL
A. Multi-source power system dynamics
We start from the following general model describing the
evolution of the dynamics of n-identical DC/AC converters in
closed-loop with the matching control [7], a control strategy
that renders the closed-loop DC/AC converter structurally
similar to a synchronous machine, interconnected with m-
identical resistive and inductive lines.
In Figure 1, we represent a balanced and averaged three-
phase DC/AC converter in closed-loop with the matching
control, after transformation into a rotating dq-frame, at the
nominal steady state frequency ω∗ > 0, with angle θdq(t) =∫ t
0 ω
∗ dτ (by the so-called Clark transformation, see [3]).
The converter dynamics are given by the first-order set of
differential equations,
γ˙k
Cdcv˙dc,k
Li˙k
Cv˙k
=
 η(vdc,k−v
∗
dc)
−Kp(vdc,k−v∗dc)−
µ
2 r(γk)
>ik
−(RI+Lω∗ J) ik+ µ2 r(γk)vdc,k−vk
−(GI+Cω∗ J)vk+ik−inet,k
+

0
i∗dc,k
0
0
 , (1)
inet,k
−
+
vx,k
ik R L
C G
+
−
vki∗dc,k Gdc Cdc
ix,k
+
−
vdc,k
Fig. 1: Circuit diagram of a balanced and averaged three-
phase DC/AC converter with ix,k =
µ
2 r
>(γk) idq,k and vx,k =
µ
2 r(γk)vdc,k.
where γk ∈ S1 is the virtual converter angle, η is a positive
control gain, γ˙k =ωk−ω∗ ∈R is the relative frequency (to the
nominal frequency ω∗). Let vdc,k ∈ R denote the DC voltage
across the DC capacitor with nominal value v∗dc. The parameter
Cdc > 0 represents the DC capacitance and the conductance
Gdc > 0, together with the proportional control gain Kˆp > 0,
are represented by Kp =Gdc+ Kˆp. This results from designing
a controllable current source idc,k = Kˆp(vdc,k − v∗dc) + i∗dc,k,
where we denote by i∗dc,k ∈ R a constant current source
representing DC side input to the converter. Let µ ∈ [0,1]
be the constant modulation amplitude, ik ∈ R2 the inductance
current, and vk ∈ R2 the output voltage. The filter resistance
and inductance are represented by R > 0 and L > 0. The
capacitor C > 0 is set in parallel with the load conductance
G> 0 to ground and connected to the network via the current
inet,k ∈ R2.
By lumping the states of n identical converters and m
identical lines and defining the impedance matrices ZR =
R I+Lω∗ J, ZC = G I+Cω∗ J, Z` = R` I+L`ω∗ J, we obtain
the following power system model,
γ˙
v˙dc
i˙
v˙
i˙`
= K−1

η(vdc−v∗dc1n)
−Kp(vdc−v∗dc1n)−
µ
2 Rot(γ)
> i
−ZR i+ µ2 Rot(γ)vdc−v
−ZC v+i−B i`
−Z` i`+B> v
+K−1

0
u
0
0
0
 , (2)
where we define the angle vector γ =
[
γ1 . . .γn
]> ∈ Tn, with
DC voltage vector vdc =
[
vdc,1 . . .vdc,n
]> ∈Rn, the inductance
current i =
[
i>1 . . . i
>
n
]> ∈ R2n and output capacitor voltage
v =
[
v>1 . . .v
>
n
]> ∈ R2n. The last equation in (2) describes
the line dynamics and in particular, the evolution of the
line current i` :=
[
i>`1 . . . i
>
`m
]> ∈ R2m, where R` > 0 is the
line resistance, L` > 0 is the line inductance, B = B ⊗ I
and K = diag(I,Cdc I,O), where O = diag(I,L I,C I,L` I). It
is noteworthy that, inet = B i`. The multi-converter input is
represented by u =
[
i∗dc,1, . . . , i
∗
dc,n
]> ∈ Rn.
Let N be the dimension of the state vector z =[
γ> v˜>dc x
>]>. We define the relative DC voltage v˜dc =
vdc−v∗dc1n, the vector of AC signals x =
[
i> v> i>`
]> and
the input u=
[
0 u . . . 0
]> ∈ RN , given by the vector (2).
By putting it all together, we arrive at the nonlinear power
system model compactly described by,
z˙ = f (z,u), (3)
for all z∈X ⊆RN , where X is a smooth manifold and f (z,u)
denotes the vector field in (2).
III. CHARACTERIZATION OF THE STEADY STATE
MANIFOLDS
For a feasible input vector u ∈ RN , let M⊂X be a non-
empty steady-state manifold resulting from setting (3) to zero
and given by,
M= {z∗ ∈ X | f (z∗,u) = 0}. (4)
Next, we aim to characterize the steady state manifold
described by (4).
A. Symmetry of the vector field
Consider the nonlinear power system model in (3). For all
θ ∈ S1, it holds that,
f (θ s0+S(θ)z,u) = f ([z],u) = S(θ) f (z,u) , (5)
where we define the translation vector s0 =
[
1>n 0> 0>
]>,
the matrix S(θ) =
[
I 0 0
0 I 0
0 0 R(θ)
]
, and the set
[z] =
{[
(γ+θ1n)> v˜>dc (R(θ)x)
>]> , θ ∈ S1} . (6)
The symmetry (5) follows from observing that the rotation ma-
trix R(θ), commutes with the impedance matrices ZR, ZC, Z`,
the skew-symmetric matrix J and the incidence matrix B.
Notice that for θ = 0, it holds that [z] = z and hence z∈ [z]. In
fact, the symmetry (5) arises from the fact that the nonlinear
power system model (3) has no absolute angle: A shift in all
angles γ ∈Tn, corresponding to a translation by s0, induces a
rotation in the angles of AC signals by R(θ). Up to re-defining
the dq transformation angle to θ ′dq(t) = θdq(t)+θ , the vector
field (3) remains invariant under the translation s0 and rotation
action S(θ) in (5).
In this sense, the matching control is implemented in-
variantly of the absolute frame, by introducing an angular
invariance for the vector field. The DC/AC converter behavior
is independent of the absolute angle position in configu-
ration space. Through the coupling via transmission lines,
the matching control leads to local synchronization among
converters by reaching a common steady state frequency. We
will demonstrate this in the next sections.
B. Steady state map
Consider the steady state manifold M described by (4).
As a consequence of the chosen dq-frame, the manifold M
is synchronous, and by (5), it has a symmetry given by the
following set,
[z∗] =
{[
(γ∗+θ1n)> 0> (R(θ)x∗)>
]>
, θ ∈ S1
}
, (7)
that is, for all z∗ ∈M, it holds that [z∗] ⊂M. Note that all
steady states z∗ ∈M, correspond to the synchronization of all
converters, as a result of the adopted dq-transformation. For
more details, we refer the reader to Lemma 2.1 in [1].
Lemma III.1 (Steady state map). For a feasible input u,
consider the nonlinear power system model (3). Then, z∗ ∈M
is determined by the steady-state angles γ∗, given by
Rot(γ∗)>Y Rot(γ∗) 1n = ξu, (8)
where ξ = 4µ2v∗dc
> 0 and Y = (ZR+(ZC +B Z−1` B>)−1)−1.
Proof. To begin with, given a feasible input u, we solve for z∗
by setting (3) to zero. Note that ZC+BZ−1` B
> and ZR+(ZC+
BZ−1` B
>)−1 are non-singular due to the presence of the resis-
tance R> 0 and the load conductance G> 0, where BZ−1` B
>
is a weighted Laplacian matrix. The steady state equation of
the lines is described by i∗` = Z
−1
` B
>v∗, from which it follow
that v∗ = (ZC + BZ−1` B
>)−1i∗ resulting from the capacitor
voltage equations. The steady state inductance current is given
by (ZR+(ZC +BZ−1` B
>)−1) i∗ = µ2 Rot(γ
∗)v∗dc1n, and finally
from µ2 Rot
>(γ∗)i∗ = u, we deduce (8).
Notice that the matrix Y ∈R2n×2n in (8) has an admittance-
like structure which is customary in the analysis of power
system models and encodes in particular the admittance of the
transmission lines according to the network topology given
by the weighted network Laplacian B Z−1` B
>, as well as
the converter output filter parameters given by the impedance
matrices ZR and ZC. Once we solve for the steady state angles
γ∗ ∈ Tn, we recover the full steady state vector z∗ ∈M. It
is noteworthy that, each angle γ∗ determines a unique steady
state z∗ ∈M, which induces a steady state manifold [z∗] as
described in (7).
Equation (8) can be understood as a steady state map (in
the sense of [27]),
P∗ : Rn→Tn, u 7→ γ∗(u),
taking as argument the input u pertaining to some feasible set
U , and maps into the angles γ∗(u). Equation (8) is also linked
to solving a related optimal power flow problems [28], [29].
One can interpret (8), as a power balance equation between
the steady state electrical power, P∗e = v∗dcξ
−1Rot>(γ∗)i∗ =
v∗dcξ
−1Rot(γ∗)>Y Rot(γ∗) 1n and the steady state mechanical
power given by P∗m = v∗dci
∗
dc = v
∗
dcu.
C. Stable steady state: Relaxation of the stability condition
Our analysis of the Jacobian of the nonlinear power system
model (3) in [22], [30], takes under the loop the behavior of the
nonlinear power system model (22) restricted to the tangent
space Tz∗M with z∗ ∈M, described by the linearized system,
δ z˙ = K−1
 0 ηI 0 0 0−∇2U(γ∗)−KˆpI −Λ(γ∗)> 0 0Ξ(γ∗) Λ(γ∗) −ZR −I 0
0 0 I −ZC −B
0 0 0 B> −Z`
δ z = [ A11 A12A21 A22
]
δ z,
(9)
where K = diag(I,Cdc I,O) and O = diag(L I,C I,L` I) the
system matrix, is the Jacobian A(γ∗) = ∂ f∂ z | z=z∗ , δ z =[
δ z>1 δ z
>
2
]> ∈ Tz∗M, corresponding to the partition δ z1 =
[
δγ> δv>dc
]> ∈R2n, δ z2 = δx ∈R6n. The matrices are given
by,
∇2U(γ∗) = ξ−1diag(Rot>(γ∗) J>Y Rot(γ∗) 1n),
Ξ(γ∗) =
µ
2
JRot(γ∗),
Λ(γ∗) =
µ
2
v∗dc Rot(γ
∗),
where we consider the smooth potential function,
U : Tn→ R, γ 7→ −ξ−1 1>n Rot>(γ)J>Y Rot(γ∗) 1n.
Note that the Jacobian A(γ∗) has one-dimensional zero
subspace denoted by,
span{v(z∗)}= span{[ 1n> 0> (Jx∗)> ]>} ⊂ Tz∗M,
with Jx∗ =
[
(J i∗)> (Jv∗)> (J i∗`)
>]>. In fact, we can es-
tablish a formal link between the linear subspace span{v(z∗)}
and the steady state set [z∗] in (7) as follows: for all θ ∈ S1,
[z∗] = z∗+
∫ θ
0
v(z∗) ds = z∗+
∫ θ
0
 1n0
JR(s)x∗
 ds, (10)
which follows from (7). In fact, v(z∗) is the tangent vector
of [z∗] in the θ -direction and lies on the tangent space Tz∗M.
Hence, [z∗] is the angle integral curve of span{v(z∗)}. See also
later discussion in Section V-A.
It can be deduced from (5), that by expanding Taylor series
around (θ ′,z∗), θ ′ ∈ S1, z∗ ∈M of left and right terms in (5)
and comparing the terms of their first derivatives with respect
to θ , we recover A(γ∗)v(z∗) = 0, as follows,
∂ f (z)
∂ z
∣∣∣∣
z=z∗
(
∂S
∂θ
∣∣∣∣
θ=θ ′
z∗+ s0
)
(θ −θ ′) = 0
where ∂ f (z)∂ z |z=z∗ = A(γ∗) and ∂S∂θ |θ=θ ′ z∗+ s0 = v(z∗) (by the
definition of the set (7)).
For all δ z ∈ Tz∗M, we showed in [22] asymptotic stability
of span{v(z∗)}, in the sense of [31, Theorem 2.8]. In par-
ticular, for a feasible input u ∈ Rn, the asymptotic stability
of span{v(z∗)} (see Proposition 3.1 in [22]) is guaranteed,
if and only if, there exists a unique and positive definite
matrix P=
[
P1 0
0 P2
]
, with P1 =
[
P11 P12
P21 P22
]
, such that the Lyapunov
equation is satisfied,
PA(γ∗)+A(γ∗)>P =−
[
Q1 H(P)>
H(P) H(P)Q−11 H(P)
>+Q2
]
,
(11)
where H(P) = A>12P1 +P2A21, Q1 positive and Q2 is positive
semi-definite matrix with respect to (Jx∗). The existence and
uniqueness of P is guaranteed under the following assump-
tions:
Assumption 1 (from [22]). Assume that A11 is Hurwitz.
Assumption 2 (from [22]). Consider the matrix F = A22 +
A21Q−11 P1A12. Assume that the pair (F,A21Q
−1/2
1 ) is sta-
bilizable and the pair (F,D) is detectable, where D>D =
A>12P1Q
−1
1 P1A12+Q2.
Assumption 1 is satisfied for the linearized power system
model (9), if and only if ∇2U(x∗) > 0, by the structure of
the matrix A11 and is equivalently given by the following
condition,
Condition III.2. Assume that,
(JRot(γ∗) )>Y Rot(γ∗)1n > 0, (12)
where the admittance-like matrix Y is given in (8).
In the sequel, we aim to prove that Assumption 2 is always
satisfied by Hurwitzness of the matrix A22 ∈ R6n×6n. Hence,
Condition III.2 is necessary and sufficient for the asymptotic
stability of span{v(z∗)}, for all δ z ∈ Tz∗M, given in the
following Corollary.
Corollary III.3. Consider the linearized power system
model (9) with a feasible input u. Then, span{v(z∗)} is
asymptotically stable, if and only if Condition III.2 is satisfied.
Proof. Hurwitzness of the matrix A22 follows directly from
the Lyapunov equation OA22 + A>22 O = −S, where O =
diag{LI,C I,L` I} and S = 2 diag(RI,GI,Rl I) > 0. For sim-
plicity and without loss of generality, we take,
K = I, Q1 = I, Q2 = I− (Jx
∗)(Jx∗)>
(Jx∗)>(Jx∗)
.
Consider the matrix F ∈ R6n×6n given by,
F = A22+A21P1A12.
We check the pair (F, A21) and (F,D) for stabilizability
and detectability, respectively. Assume by contradiction that
the pair (F, A21) is not stabilizable, hence (F, A21) is not
controllable, which implies that there exists a vector w ∈R6n,
with Re(λ (F))≥ 0, so that, w is a left eigenvector of F and
w is orthogonal to columns of A21, i.e.,
w>F = λ (F)w>
w>A21 = 0.
From w>F = w>(A22 +A21P1A12) = w>A22, we have that w
is a left eigenvector of A22 associated with the eigenvalue
Re(λ (F)). Since A22 is Hurwitz, this is a contradiction to
Re(λ (F)) ≥ 0. As a conclusion, we showed that the pair
(F, A21) is stabilizable.
We leverage the duality between stabilizability and de-
tectability [32], and in particular (F,A21) is stabilizable, if and
only if the pair (F>,D>) is detectable, from which follows
that (F,D) is also detectable. This establishes the sufficiency
of Assumption 1, and hence that of Condition III.2 for the
asymptotic stability of span(v(z∗)).
Given a feasible input u, Corollary III.3 establishes the
sufficiency of Condition III.2 for the asymptotic stability
of span{v(z∗)}. All in all, Condition III.2 is necessary and
sufficient for the stability of span{v(z∗)}.
In this sense, Condition III.2 identifies all asymptotically
stable zero eigenspaces span{v(z∗s,i)} of the corresponding
Jacobian A(γ∗s,i), i= 1 . . .ns, with z∗s,i ∈M, whose angles γ∗s,i ∈
Tn verify (8), that are asymptotically stable, for all the tangent
vectors defined on the tangent spaces δ z ∈ Tz∗s,iM, i = 1 . . .ns.
D. Input feasibility and non-degeneracy
Next, we characterize feasibility by providing a necessary
condition for the existence of an admissible input u given
by (8) and necessary and sufficient condition to avoid quotient
degeneracy. Quotient degeneracy occurs when the matrix
A(γ∗) has at least one additional zero eigenvalue, besides
the one associated with the eigenspace span(v(z∗)). From our
analysis in the previous Section III-C, we know that Condition
III.2 is a necessary and sufficient condition for the matrix
A(z∗) to have the real part of all its eigenvalues in the open-
left half plane, except for one at zero. For this, quotient non-
degeneracy occurs, if and only if, the Hessian ∇2U(γ∗) has at
least one zero eigenvalue. We present sufficient conditions for
the existence of steady state angles verifying (8) and quotient
degenerate steady state angles. Non-degeneracy is also related
to the concept of transversality in differential geometry [33],
in the sense that, for each z∗ ∈M, we have
Im
(
∂ f (z)
∂ z
∣∣∣∣
z=z∗
)
⊕ span{v(z∗)}= Tz∗M,
and we say that the vector field f in (3) is transversal to M
at the steady state z∗.
Remark 1. In the classical literature [24], [34], degeneracy
is usually associated with rank deficiency of the Jacobian in
(9). In this work, quotient degeneracy is rank deficiency of
the Jacobian in the quotient space (after identifying elements
from the same equivalence class described in (6), see later
also (21)) and corresponds to at least one additional zero
eigenvalue for the Jacobian matrix (9).
Proposition III.4 (Quotient non-degeneracy and existence of
steady states). Consider the linearized power system model in
(9), together with the steady state angles described in (8). If
a steady state angle γ∗ exists that solves (8), then
‖u‖∞ ≤ ξ−1 max
j=1,...,2n
 2n∑
p=1
|y j,p|+ |y j,p+1|
 , (13)
where Y =
[ y1,1 ... y1,2n
...
. . .
...
y2n,1 ... y2n,2n
]
∈ R2n×2n.
Additionally, a feasible input u in (8) admits a quotient
non-degenerate steady state z∗ ∈M, if and only if,[
(Y Rot(γ∗)1n)2k−1
(Y Rot(γ∗)1n)2k
]
6= λ r(γ∗k ), λ ∈ R, (14)
for all k = 1, . . . ,n.
Proof. The necessary condition (13), can be directly deduced
from
‖u‖∞ = ξ−1‖Rot(γ∗)>Y Rot(γ∗) 1n‖∞.
By grouping every two consecutive elements in a row of
the matrix Y into one vector and using that |sin(·)| < 1 and
|cos(·)|< 1, we arrive at (13).
Note that any vector q∈R2n, with qh = λeiγ∗h , λ ∈R, where
eiγ
∗
h = [cos(γ∗h ) sin(γ
∗
h )]
>, for some h = 1 . . .n, induces at least
one zero in the resulting vector
Rot>(γ∗)q =
[
? 0 ? . . . ?
]>
, (15)
where ? denotes possibly non-zero entries. Quotient degener-
acy occurs, if and only if, ∇2U(γ∗) = diag(Rot>(γ∗)q) with
J>YRot(γ∗)1n = q. This means that YRot(γ∗)1n = Jq. Since
J qh = λ r(γ∗h ), this is equivalent to,[
(YRot(γ∗)1n)2h−1
(YRot(γ∗)1n)2h
]
= λ r(γ∗h ),
for some h = 1 . . .n, from which (14) is derived.
Remark 2 (Role of topology and quotient degeneracy). From
(8), the graph topology and network parameters enter the
picture through the admittance-like matrix Y = (ZR +(ZC +
BZ−1` B
>)−1)−1. In particular, via the incidence matrix B, the
solvability of the steady state equation (8), varies from one
topology to another and from one network/converter parame-
ter set to another (including line resistance and inductance
R` > 0, and L` > 0, load conductance G > 0 etc.). The
literature on networked systems asserts at different occasions
that topology and the interplay between converter and the
network has a determinant role into network (frequency)
synchronization [9]–[11], [21].
For quotient degenerate steady state angle (obtained by
negating (14)), the input to the k-th converter denoted by uk
does not depend on the steady state angles anymore, even
though it satisfies (8). In fact, any input (to the k-th converter)
of the form uk = ξ−1λ ,λ ∈ R satisfies the steady state map
(8).
Another possible interpretation of quotient non-degeneracy,
is that on the quotient space (see later the equivalence relation
(20)), the stable steady state angle and the corresponding
unstable angle (see Corollary III.5) collide and become one
steady state with a simple zero eigenvalue. Even though the
models adopted in [35], [36] are different from the models of
synchronous machines matching DC/AC converter dynamics
(3), these give the physical intuition that degeneracy can be
associated with a saddle-node bifurcation [37] mostly char-
acterized by voltage collapse for certain load configurations.
This is represented in our setup by the load conductance G> 0,
which is a parameter in the admittance-like matrix Y in (14).
Next, we define the sets,
WS =
{
γ∗ ∈Tn|∇2U(γ∗)> 0} , (16)
WU =
{
γ∗ ∈Tn|∃k ∈N : (∇2U(γ∗))k,k < 0} , (17)
Corollary III.5. Consider the setsWS andWU given in (16),
(17). Then,
1) Each steady state angle γ∗s,i ∈ WS (modulo 2pi), is
associated with an asymptotically stable subspace
span{v(z∗s,i)}, for all δ z ∈ Tz∗s,iX , i = 1, . . . ,ns.
2) Each steady state angle γ∗u,i ∈ WU (modulo 2pi), is
associated with an unstable subspace span{v(z∗u,i)}, for
all δ z ∈ Tz∗u,iX , i = 1, . . . ,nu.
Proof. The proof of the first claim follows directly from
Corollary III.3. To prove the second claim, note that if γ∗
solves (8), then γ∗+pi ek for some k ∈N, also solves (8), and
we calculate,
∇2U(γ∗+pi ek) = diag((Rot>(γ∗+pi ek)J>YRot(γ∗)1n)
=−(diag((Rot>(γ∗)J>YRot(γ∗)1n))k,k < 0.
where ek is a vector of all zeros except for one at k-th entry.
This shows that the Jacobian in (9) has at least one eigenvalue
with a positive real part. It follows that span{v(z∗)} is unstable.
As a consequence of Corollary III.5, the set WS contains
all ns minimizers of the function Z(γ), defined as
Z(γ) =U(γ)− γ>u, (18)
whereas the set WU contains all nu saddles or maximizers
of Z(γ). Note that, if γ∗u,i ∈WU is a maximizer or saddle of
Z(γ), the corresponding steady state z∗u,i =
[
γ∗i,u 0 x∗u,i
]> is
always a saddle. This can be read from the matrix A11 in (9)
set in controllability normal-form (up to dividing by the gain
η > 0), where each steady state z∗u,i ∈M, admits at least one
eigenvalue with real part in the open-left half-plane.
It is clear that, from the knowledge of the current at
steady state i∗ ∈R2n (which can be derived for example from
knowledge of power flow solution [38]), we can determine
the steady state angles γ∗ ∈Tn, as Rot(γ∗)1n = 2µv∗dcY i
∗, from
which the input u can be calculated using (8).
By putting it all together, the feasible input u ∈ Rn can be
deduced from the following nonlinear optimization problem.
min
u∈Rn
Z(γ) (19)
subject to γ = γ∗, (13), (14)
where Z(γ) is given in (18).
In the sequel, we denote by U the set of all feasible inputs
resulting from solving (19), such that (8) admits quotient non-
degenerate steady states.
E. Isolated equilibria on the quotient
The symmetry (5) induces the quotient manifold, de-
fined by the following equivalence relation for z1 =[
γ>1 v˜
>
dc,1 x
>
1
]>
, z2 =
[
γ>2 v˜
>
dc,2 x
>
2
]>
, given by,
z1 ∼ z2 iff ∃θ ∈ S1,γ1− γ2 = θ1n, x1 = R(θ)x2, (20)
and defined by the set (6) and the steady state set (7).
The equivalence between two AC signals x1 and x2 follows
from re-defining the dq-frame. Hence, (3) represents a quotient
system on X/∼, in the sense of [13, Sec. VIII-B] and [39, Sec.
B]: For every initial condition lying in the equivalence class
z′0 ∈ [z0] described by (20), the solution z(t,z′0) to (3) remains
in the same equivalence class, i.e., satisfies z(t,z′0) ∈ [z(·,z0)],
for all t > 0.
We denote the equivalence relationship z∼ z′ in (20) by ∼.
In the sequel, we consider the power system model (3)
defined on the quotient space X/∼.
Proposition III.6 (Isolated steady states on X/∼). Consider
the power system model in (3) with a feasible input u∈U , and
the corresponding quotient system on X/∼. Then, the steady
states of (3) on X/∼ are isolated.
Proof. Note that the equivalence relation in (20) induces
the following equivalence class for the linearized system (9)
(characterized by the one-dimensional zero eigenspace). For
each z∗ ∈M, we have
[δ z] = {δ z ∈ RN |δ z−δ z′ ∈ span{v(z∗)},δ z,δ z′ ∈ Tz∗M}.
(21)
We consider the equivalence class (21) denoted by ∼′. We
show that the steady states defined in the quotient space
Tz∗X/ ∼′ are hyperbolic by investigating their corresponding
Jacobian on Tz∗X/∼′ and showing that it has no eigenvalues
on the imaginary axis. Then, the steady states of (3) on X/∼
are isolated.
For this, we introduce the quotient (i.e., continuous, surjec-
tive and open) map q defined by q : Tz∗X → Tz∗X/∼′, so that,
q(δ z) = δ zq associated with the linear system on the quotient
space, whose dynamics are described by δ z˙q = Jqδ zq, for all
δ z ∈ Tz∗X and δ zq ∈ Tz∗X/∼′. The Jacobian Aq is given by,
Aq · [δ z] = Aq(δ z+ span{v(z∗)}) := [A(z∗)δ z]
= A(z∗)δ z+ span{v(z∗)},
where Aq · [0] = [0] and the last equality follows by linearity
of the system in (9). Note that Aq [vi] = λi [vi], with vi being
the right eigenvector of A(γ∗) corresponding to an eigen-
value Re(λi) > 0 or Re(λi) < 0, for all i = 1, . . . ,N− 1. Let
T = (v1, . . .vn), where vn ∈ span{v(z∗)}, be the transformation
matrix of A(γ∗) into its Jordan Normal form, and given
by T−1A(γ∗)T , up to reordering of the Jordan blocks. As
a result, the matrix in Jordan normal form T−1q AqTq, with
Tq = ([v1], [v2], . . . , [vn−1]), is obtained by eliminating one row
and one column vector of T−1A(γ∗)T , corresponding to the
zero subspace span{v(z∗)}. This shows that T−1q AqTq has all
its eigenvalues in the open-left or open-right half-plane, and
the resulting steady state on Tz∗X/∼′ is hyperbolic. Thus, the
steady states on X/∼ are isolated.
Remark 3. In accordance with Proposition III.6 and in link
to Morse theory, it is noteworthy that on the quotient space
X/∼, non-degenerate critical points, (i.e., all steady states on
M on satisfying condition (14)) are isolated. See Corollary
2.3 in [24].
IV. LOCAL SYNCHRONIZATION IN MULTI-CONVERTER
POWER SYSTEM
In the sequel, we assume that a feasible input u∈U is given
(by solving (19)) and investigate local stability properties of
the steady state manifold [z∗], based on considerations in the
quotient space resulting from identifying all equilibria in the
same equivalence class defined in (20). For this, we establish
a differential Lyapunov framework for contraction analysis as
in [13].
A. Preliminaries
For a feasible input u∈U , we consider in the remainder the
following variational power system on X ⊂RN , (and implicitly
on X/∼),
z˙ = f (z,u), (22)
δ z˙ = A(z)δ z,
where A(z) = ∂ f (z)/∂ z denotes the partial derivatives of (3)
representing the Jacobian and δ z lies on TzX , the tangent space
of X at z.
Definition IV.1 (Finsler-Lyapunov function [13]). A differen-
tiable function V : TX ×R≥0 → R≥0, is a Finsler-Lyapunov
function if it satisfies
c1F(x,δx, t)p ≤V (x,δx, t)≤ c2F(x,δx, t)p, (23)
for some c1,c2 > 0 and with p ∈ N, where F(x,δx, t) is a
Finsler structure (see [13]), uniformly in z and t.
By the key property (23), there exists a well-defined distance
on X via integration defined below,
Definition IV.2 (Finsler distance [13]). Consider a candidate
Finsler-Lyapunov function V on the manifold X and the
associated Finsler structure F . For any subset X ∈ X , and
any two points z1,z2 ∈ X , let Γ(z1,z2) be the collection of
piecewise C1 curves, γ : I → X , connecting z1 and z2 with
γ(0)= z1 and γ(1)= z2. The Finsler distance d :X ×X →R≥0
induced by the structure F is defined by
d(z1,z2) := inf
Γ(z1,z2)
∫
γ
F
(
γ(s),
∂γ
∂ s
, t
)
ds (24)
The pseudo-distance induced by F =√V on X is a distance
on the quotient manifold X/∼.
Definition IV.3 ((Local) attractivity [11], [40]). The dynamical
system (3) is called (locally) attractive with respect to a set
K, if for every pair ε > 0 and δ > 0, there exists T = T (ε,δ ),
such that for all z0 ∈ D, with K ⊆D, we have
d(z0,K)≤ δ =⇒ d(z(t,z0),K)< ε, ∀t ≥ T (25)
If D = X , then the system is called globally attractive with
respect to K.
A dynamical system as in Definition IV.3 is also called
(locally) asymptotically contracting towards K (in the sense
of [13]), if (25) holds and limt→∞ d(z(t,z0),K) = 0.
Definition IV.4 (Stability with respect to a set [11], [40]). The
dynamical system (3) is called stable with respect to a set K,
if for all ε > 0, there exists δ > 0, so that,
d(z0,K)≤ δ =⇒ d(z(t,z0),K)< ε, ∀t ≥ 0 (26)
(Local) incremental asymptotic stability with respect to a
set K is defined by combining stability with respect to a set
K and (local) asymptotic contraction.
In the sequel, we aim to establish (local) asymptotic stability
in quotient space, which is equivalent to (local) attractivity
of [z∗]. Via integration (see Definition IV.2), we prove local
attractivity of the set [z∗] by adopting a differential framework
as in [13].
B. Local contraction analysis
Since (local) asymptotic contraction of (22) on X is equiva-
lent to (local) incremental asymptotic stability on the quotient
X/ ∼ [13], in the next section, we show (local) incremental
asymptotic stability of the quotient system (22).
By Proposition III.6, there exists a neighborhood D, so
that [z∗s,i] ⊂ D for all i = 1, . . . ,ns. To analyze the behavior
of the linearized trajectories on the tangent bundle TD of the
variational system (22), we define a parameterized Lyapunov
function V : TD→ R, measuring the squared distance from a
tangent vector δ z ∈ TzD, to the span{v(z∗s,i)}, based on ideas
from [1], [22] and given by,
V (δ z)=δ z>
(
P− Pv(z
∗
s,i)v(z
∗
s,i)
>P
(v(z∗s,i)>Pv(z∗s,i)
)
︸ ︷︷ ︸
Π
δ z, P =
[
P1 0
0 P2
]
, (27)
where P is a symmetric, positive definite matrix with block
diagonals P1 > 0 and P2 > 0. The Lyapunov function in (27)
represents the squared distance of the tangent vector δ z ∈RN
to the linear space span{v(z∗)}, in the weighted inner product
defined by 〈·, ·〉P =(·)>P(·), P> 0 and the weighted Euclidean
norm || · ||P =
√〈·, ·〉P. Thus, √V is a pseudo-distance on X .
Remark 4. For clarity of presentation, we note that, for all
δ z ∈ Tz∗M according to [13], the function (27) corresponds
to a horizontal Finsler-Lyapunov function, by observing that,
V (δ z) =V (δ zh+ span{v(z∗)}) =V (δ zh),
where δ zh ∈ H = span{v(z∗)})⊥ is the horizontal and V =
span{v(z∗)} is the vertical component of δ z.
For all δ z /∈ Tz∗M, the Lyapunov function (27) is
not a horizontal Finsler-Lyapunov function anymore, since
span{v(z∗)} /∈ ker(A(z)) described by (22). Nonetheless, the
Lyapunov function (27) is still a measure of the squared Finsler
distance (23) from a tangent vector δ z ∈ TzD to span{v(z∗)}.
Theorem IV.5 (Local attractivity). Consider the nonlinear
power system (3), under Condition III.2, with a feasible input
u ∈ U , defined on a neighborhood D, containing [z∗]. Then,
(3) is locally asymptotically contracting with respect to [z∗].
The region of contraction is defined by Cε , given by,
Cε = {(z,δ z) ∈ D|V (δ z)≤ ε} , (28)
where ε is positive and sufficiently small.
Proof. To prove the claim, we consider the variational system
(22) under Condition III.2.
We note that, by Condition III.2, γ∗ = γ∗s,i ∈WS for some i,
hence span{v(z∗)} ⊂ Cε is asymptotically stable (by Corollary
III.5), which establishes that the set Cε is forward invariant.
We take the derivative of the Lyapunov function (27) and
add and substract A(γ∗) as defined in (9). Next, we obtain,
V˙ (δ z) = δ z>Π
(
∂ f (z)
∂ z
)
δ z+δ z>
(
∂ f (z)
∂ z
)>
Π δ z,
=δ z>
(
PA(γ∗)+A(γ∗)>P
)
δ z+
δ z>
(
ΠG(z)+G(z)>Π
)
δ z,
=−δ z>Q(P)δ z+δ z>
(
ΠG(z)+G(z)>Π
)
δ z
where G(z) = ∂ f (z)∂ z −A(γ∗) is given by,
G(z) =
[
G11 G12
G21 0
]
= K−1

0 0 0 0 0
−Ŵ (z) 0 −Λ̂> 0 0
Ξ̂(z) Λ̂ 0 0 0
0 0 0 0 0
0 0 0 0 0
 ,
and we define the matrices,
Ŵ (z) =
1
2
µ diag
(
(JRot(γ))>i
)
−∇2U(γ∗),
Λ̂(z) =
1
2
µ
(
Rot(γ)
)−Λ(γ∗), µ ∈ [0,1]
Ξ̂(z) =
1
2
µ
(
diag(vdc)JRot(γ)
)−Ξ(γ∗),
where ∇2U(γ∗),Ξ(γ∗),Λ(γ∗) are matrices given by (9). On
the set Cε ⊆D given by (28), we have that,
d(z, [z∗])≤ inf
Γ(z,[z∗])
∫
γ
√
ε ds< ε ′,ε ′ > 0.
which follows from the definition of Finsler distance in
(23). This implies in particular that, ||z− z∗|| < ε ′, since
z∗ ∈ [z∗], hence there exists sufficiently small εˆ > 0, so
that, δ z>
(
ΠG(z)+G(z)>Π
)
δ z≤ εˆ . Thus, we have that V˙ ≤
−δ z>Q(P)δ z+ εˆ .
The matrix Q(P) := PA(γ∗)+A(γ∗)>P has the partitioning
in (27). The matrix Q1 is positive definite and Q2 is semi-
positive definite (with respect to Jx∗) and are free design
matrices. By choice of the matrices Q1 and Q2 as Q1 = q1I,
and Q2 = q2
(Jx∗)(Jx∗)>
(Jx∗)>(Jx∗) and from εˆ→ 0, we have that V˙ (δ z) =
0⇔ δ z = span{v(z∗)}, and deduce that the quotient system is
incrementally asymptotically stable on Cε/∼ by [13, Theorem
1], and via integration (3) asymptotically contracts towards [z∗]
on Cε .
V. DISCUSSIONS AND INTERPRETATIONS
A. Distance to steady state manifold
Following our stability approach depicted in Figure 2, the
linearized system in (22) describes how infinitesimal displace-
ments, represented by linearized trajectories on the tangent
space at z(t) ∈ D, characterize the behavior of nonlinear
trajectories. In particular, the convergence of linearized trajec-
tories δ z(t) on the tangent bundle to span{v(z∗)} corresponds
to the convergence of nonlinear trajectories z(t) to [z∗] via
integration, as follows:
d(z(t), [z∗]) = inf
Γ(z(t),[z∗])
∫
γ
d (z∗+δ z, z∗+ span(z∗))ds
= inf
Γ(z(t),[z∗])
∫
γ
√
V (δ z)ds,
where Γ(z(t), [z∗]) is a collection of piecewise differentiable
curves γ : [0,1]→ Cε , γ(t) ∈ Γ(z(t), [z∗]), γ(0) = z(t), γ(1) =
[z∗].
δ z
z∗+ span{v(z∗)}
[z∗] = z∗+
∫ θ
0
v(z∗)ds
θ ∈ S1
d(δ z,span{v(z∗)})
Fig. 2: Convergence of a trajectory to (3) initialized on Cε ⊆D
in (28) into the synchronous equilibrium manifold [z∗] under
Condition III.2. The distance of the linearized trajectories δ z
on the tangent space to the subspace span{v(z∗)} shrinks
and corresponds to the contraction of the nonlinear solution
towards the stable steady state set [z∗]. The lines on the surface
represent the stable direction span{v(z∗)} and integrating over
θ ∈ S1 yields the steady state set [z∗] given in (7).
B. Stability condition and contraction region
Condition III.2 can be evaluated in a fully decentralized
fashion, and together with the region of contraction Cε in
(28) guarantee the stability of the interconnections of the
multi-converter power system [41]. Condition III.2 amounts to
positive reactive power Q∗k =
1
2 v
∗
dcr(γ
∗
k )
>J>i∗k , which is always
satisfied (by convention).
The intuition behind achieving local synchronization, is by
exploiting the diagonal Jacobian structures of the linearized
systems (9) and (22) in the chosen differential framework,
while bounding the nonlinearity. Indeed, we measure the
distance to the desired set, for all system trajectories initialized
on a region of the space described by (28), where nonlinear
terms representing the bilinear coupling in (3) are bounded (on
the set Cε ). The distance to steady state invariant subspace is
chosen to be sufficiently small. In fact (3) can be regarded
as the interconnection between two stable subsystems (under
Condition (12)), with bounded nonlinearity. See also Section
3.B in [22].
Note that for the particular choice δ z =
[
δγ> 0 0
]>,
then (28) describes converters with small angle distance to the
consensus subspace 1n. In fact, small angle deviations have
been suggested to prove local exponential stability for multi-
machines with reduced-order models as in [42, Theorem 4.1]
and frequency boundedness has been suggested in [43, Lemma
4.1].
We remark that the choice of the remaining control pa-
rameters η > 0, µ ∈ [0,1] is not restricted and can thus be
exploited to achieve other control objectives, for example
voltage amplitude regulation.
Our results can also conceptually be applied to prove local
synchronization in a multi-machine setup, where n−identical
synchronous machines are interconnected via m−identical
transmission lines, using structural matching [7].
C. Link to classical stability theories
a) Symmetric vector field: Power system models of high-
or reduced-order have a symmetry or rotational invariance.
This has been highlighted at different occasions in power
system literature [6]. Our model is no exception and the vector
field in (3) is invariant under translation and rotation actions
described in (5). The solutions to (3) are thus also invariant
under the same actions. Under Condition III.2, the trajectories
initialized on Cε in (28) are contracting, and any solution to
(3) converges towards [z∗s,i] for some i, see [39, Theorem 4].
It is common to project into the orthogonal complement
of the consensus subspace, using the angle transformation
ξ =B>θ , which can be interpreted as a quotient map (see [10])
or also ground a node [12] in low-order power system models.
Due to non-direct dependency of (3) on angle differences as in
typical Swing equation models [3], [21], and the dependence
of the subspace span{v(z∗)} on the steady state z∗ under
consideration, (as opposed to the fixed direction given by[
1>n 0>
]> for Swing equations or Droop-like control), and
the steady state manifold [z∗] is its angle integral curve,
the conventional quotient map cannot be adopted. Due to
the nonlinearity of the dynamics in (3) and the non-explicit
dependence on network Laplacian as in [12], grounding a
node does not necessarily lead to tractable formulations of
our problem.
b) Weak and partial contraction: Our stability analysis
is strongly linked to concepts in weak and partial contraction
theory [15], [17], [18], [39] allowing to extend the application
of contraction analysis, to include convergence to behaviors,
e.g., convergence to a steady state set. This can be interpreted
as the contraction of the linearized trajectories (restricted to
Tz∗M) in all directions up to that of the linear subspace
span{v(z∗)}, see [15, Example 4.2].
It is noteworthy that, the symmetric part of the Jacobian
projected into the orthogonal complement of span{v(z∗)}),
given by −
(
Π
(
∂ f (z)
∂ z
)
+
(
∂ f (z)
∂ z
)>
Π
)
is positive definite
with respect to span{v(z∗)}. The smallest non-zero eigenvalue
represents for example, a matrix measure (in induced norm)
on RN−1 and thus linearized trajectories of (22) asymptotically
contract towards span{v(z∗)} in the sense of [39, Theorem 3].
VI. SIMULATIONS
We consider three identical DC/AC converter model in
closed-loop with the matching control depicted in Figure 3 and
connected via three identical RL lines, as in (3). The network
setup and parameter values can be found in Table I.
We solve for the feasible DC input as described by (19)
and find i∗dc,1 = i
∗
dc,2 = 4.05. We numerically estimate ε to
Fig. 3: Simulation setup composed of identical three-phase
converters C1,C2 and C3 in closed-loop with the matching
control and interconnected via identical RL line.
Ci, i = {1,2,3} RL Lines
i∗dc 4.05 –
v∗dc 1000 –
Cdc 10−3 –
Gdc 10−5 –
KˆP 0.099 –
η 0.0003142 –
µ 0.33 –
L 5 ·10−4 –
C 10−5 –
G 0.1 –
R 0.2 –
Rnet – 0.2
Lnet – 5 ·10−5
TABLE I: Parameter values of three DC/AC converters and
the RL line (in p.u).
find the region of contraction Cε defined in (28) and we take
δ z =
[
δγ> 0> 0>
]>.
Figure 4 depicts a projection onto the (γ1,γ2,γ3)− space of
an estimate of the region of contraction Cε of the converters
angles (in rad). The convergence of angle solutions to the
subspace 13 is guaranteed for ε = 3.1, resulting from varying
the initial angles, while keeping the remaining initial states
fixed. This shows the angle trajectories converging to the
steady state manifold as predicted by our theory. Hereby,
the states and in particular DC voltages and AC currents are
initialized at or close to their steady state values, as shown in
Figure 5.
VII. CONCLUSIONS
We investigated the characteristics of a high-order steady
state manifold of power system model, by exploiting the
symmetry of the vector field and defining an equivalence
relation that allows us to conduct a stability analysis in the
quotient space. We identified all quotient non-degenerate,
stable and unstable steady states and provided a necessary
condition for input feasibility. Additionally, we studied local
convergence towards a steady state set by opting for a differen-
tial framework, where Finsler distance is adopted as a measure
of the convergence of nonlinear trajectories towards the steady
Fig. 4: A plot of the projection of the region of contraction
Cε onto the angles space (γ1 − γ∗1 ,γ2 − γ∗2 ,γ3 − γ∗3 ) of the
three DC/AC converter angles and convergence of the sample
angle trajectories of (3) to the subspace 13, for ε = 3.1 and
resulting from varying the initial angles, while keeping the
remaining initial states fixed. A sample of angles deviations
initialized within the green area and denoted by different
stars converge towards the stable set, while angle trajectories
initialized outside the estimated region are divergent. All the
angles are represented in rad.
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
900
1,000
1,100
Time[s]
vdc,1[V ]
vdc,2[V ]
vdc,3[V ]
Fig. 5: DC voltage synchronization of the three converters with
angles initialized at (−6,−2,−13.15) (in rad) and belonging
to the projected region of contraction shown in Figure 4.
state set. Moreover, we provided a theoretical estimate of
the contraction region and validated this via simulations of
three DC/AC converter setup. Future directions include finding
better estimates of the region of contraction using advanced
numerical methods with extensive simulations of high-order
power system models.
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