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It is she\-,ln that there exists no regular graph with excess __ = 1 and girth 2r + la 5. 
Let r be a regular graph with valency k and girth 2r + 1 (odd). Let H be the 
number of the vertices. Then it is clear that 
n 3 no := l+ k + k(k - I)+ k(k - 1)2+ - - l + k(k - l)? 
Weset 4:=n- no and call e the excess of r. If e == U, then r is a Moor,e graph arid 
the classification has been completed except for the single case r = 2 and k := 57 
(see [9,1,7,2] or [2, p. 1591). In this paper we treat the next case, e = 1. 
. There exists no regular graph with excess e = 1 and girth 2r + 12 5 I 
We remark that if e = 1 and r = 1, then r is a cc&tail. party graph (namely, 
r= K2.2,. . , -). The nonexistence of graphs with e =- 1 and r = 2 has been proved 
by Brown [B]. So in what follows wz alwas assume that the valency k > 2 and 
r > 2, because there exists no regular graph with k = 2,, e = 1 and girth 2r + 1. 
The basic strategy of the proof oi the theorem is as follows. Let A be the 
adjacency matrix of the graph .K Then an eigenvalue of A is one of k, hi 
(i = 1,2,. . . , r) and pi (i = 1,2, . . . , r). where the Ai (resp. &&i) are the zeros Of the 
polynomial IF,(x) - 1 (lesp. F,(x)-+ l), -where F,(xj (see (2.3) below) is a certain 
at A:,< .a - CA, a 
ore graphs, we are 
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in A (Le!mma 3). Roughly speaking, the mult.iplicities WI(Ai) and an (pi) 
unimodal property; but all we prove is that, in general, (0~: 
nr (AZ), ~1 (Mr . . . , m(A,-,) arid (O<)m(A,)< m(A,), m(A,), . . . , m(A,_,) (Lemma 
_> ). This implies that A, + A, must be a rational integer. But we can show on the 
other hand that -l<A,+A,<O (L emma 2), which is a contradiction. 
It seems difficult to apply the present method for the case e 2 2. 
discussion of how the present method is applied for other situatio 
at the end of the present paper. The reader is referred to [5,5] for some general 
discussion of the excess e of regular graphs. 
Let A be the adjacency matrix of K J denotes the II by n matrix whose entries 
are all 1, and Ai denotes the i-distance adjacency matrix of I’, in particular 
A = A,. It is clear that J = C,rZh Ai, and it is known that Fr(A) = C;:+, Ai, where 
FJx)= 1, F,(X)=x+I and F,(x)=xF,-l(x)-(k--l)Fi_,(x) for 2sisr (cf. [3]). 
Therefore- we get 
.!=F,(A)+A,+,. (2.1) 
Since r is regular, J is a polynomial in A and so is A,+, by (2.1). This implies 
A, A,+, and J are simultaneously diagonalizable. J has the eigenvalues 
n, 0, 0, . . . , 0. A has an eigenvalue YC with multiplicity 1 and F,(k) = no 
permutation matrix of order 2 and iias trace 0, hence A,+r has the eige 
- I, both with multiplicity tn. Frorr I (2.1), we get 
n 
2 
= 
ce we obtain 
F,(h) 
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o (i) n is even ; consequlen:Iy k is even, because 
n=2+k+k(k--l)+k(k-l)‘+ l .* +k(k-I)‘-“=k(mod2). 
(ii) Let 8 (# k) be an eigenvalue of A. Theu 
with E =:tl. 
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We set S-Y-=/c--J a 
1591). 
2s cm <p. Then we have (see [l, 71 or [2. page 
(- L!$ 
F-,(8)-=- I 1 sin q sin(r + 1 )tp -; sin rcg 1 . m) 
From (2.2), 
1 
sin(r+l)~-;sinrcp+(-l)r+L-%incp=O. 
sr 
(2.4, 
Let us set 
iv A 
cp:=---- r+l r+l 
for i=l,2 ,..., r. 
(Note that <p or A determines the other in the following.) Then the equation (2.4) 
can be rewritten as W = 0, where 
W=sin A 
1 
-;sin(cp+A)+:sin cp, (2.5) 
Iwhere q := (- l)r+i - E. 
. (i) The equation (2.2) has r distincr roots O1 < 8,~ l * l < Or. If we set 
ei = -2s cos vi, then 
(ii) If i # r + 1 -- i, then 
--I <ei+er+l_i<O. 
(iii) Set 
ST - 1 i.sr -_i A t:=-- and gi z=--- 
S r-1+1 r+l r+l’ 
of (2.4) becomes 
(2.7) 
(2.8: 
(2.9) 
Since the former k&a!% the sign (- l)i and the latter has the si ;n (- l)‘-‘, we have 
the desired assertion by the intermediate value theorem. (F or i = 1, go back to 
(2.2) instead of (2 4).) 
(ii) Since 
F,(x)--E z=xr+xr-‘+ . . . , 
we have 
&+&,+ “. +6,=-l. 
5y (i) we have 
(2.11) 
and 
Oii-l+@r+l_i <O (if i#r+l-i) (2.12) 
ei<O {if i=r-t-l-i). (2.13) 
Hence we have {ii). 
(iii) We will use the intermediate value theorem again. Let p = <pi and A = Ai. 
Then, since 
1 = 4 +* (from (2.8)), 
s IFr 
W is equal to 
-! siiq A I -fsin(7r-q---A) sin A +- tTl sin(7r-cp) . 
S 
Since sin x is convex upward (for 05~ x G ?T) and t 2 1 and since 
. 
rA T-(p_~~rr-L~___ 
t-+1 r+l 
i7r >,n--- 
r+l 
r 
( 
(i-l)rr iv 
rtl r ) 
= 0 
by the first assertion (i), W (i.e., (2.15)) is greater than 
t - sin A -sin 
s 
which is equal to 0 if A = (ar - cp)/(t + I); i.e., if . 
‘” rY1 ( -- (r+l;;t+l) / ) ( I 1 ‘-(r+l)(t+l) * ) 
On the other hand, W is equal to 
1 
--sin qp+%in cp<O 
S S’ 
(2.14) 
(2.15) 
(2.16) 
: i.e., if q = h/(r-t ore e assert ii) 
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Let 6 be a root of F,(x)- E and m(0) the multiplicity of 8 in A. Then we have 
m(6) = 
trace (A) 
H(e) 9 
where H(x) = (x -- k)(Frcx) .- l)(F,(x) -t- 1)/(x - 0). 
We claim that 
trace A9 for q =O,l,. . . ,2r, 
where 
k-l 
(2.18) 
(2.19) 
(2.20) 
of size r + 1 and (Bq)OO is the (0, O)-entry (i.c , left-top entry) of Bq. The assertion 
of (2.19) is true because the number of close YI paths of length q that start from a 
fixed vertex (Y is independent of the point clr and the excess provided that q s 2r. 
Since H(x) is of degree 2r9 we get by (2.18.11 and (2.19) that 
(2.21) 
Since (x - k)F,(x) is the minimal polynomial of B (cf. 1-2, p. 142]), we get 
H(B) = &G,(B), where 
G,(x) = G,(x, 6) :=x s-k (F,(x) - E). - 8 
Since F,(8) = I, we get H(8) = 2&(8 - k)F;(@, where F;(x) = dF,(x)/dx. Hence 
we have 
Set 
(2.22) 
Gi(x) = Gi(x, 0) :=- (2.23) 
\ 
. 
. 
1 
-1 - . . 
. 
. 
(2.24) 
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of size i + 1 and gi (0) : = (Gi (Bi ))00 for i = 0, 1, . . . , r. Then we have 
m(a) = 
w W 
2(8 - k)F:sO) - 
From the three-term recurrence relations for F(X) we get 
Gi(x)=(.u_k)Fi_,(x)+6Gi_1(x)-(k_1)Gi_z(X) 
for 2 s i s r. By putting ;rr’ = Bi-1 in the above relation, we get 
gi(0)=egi_l(e)--(k_l)gi-,(8) for 2sisr, 
because (X - k)Fi ..1(~) is the minimal polynomial of Bi_l and 
(G.(Ri)),,,,=(Gi(Bi-l))l,o and (Gi-,(Bi-,)),,,=(Gi--,(Bi-~))oo. 
(2.25 1 
(2.26) 
(2.27) 
The last two equalities can be shown easily by induction on the (degrees OF 
polynomials. Therefore we get: 
8 3, Let 8 be a roof of )I’,(x) - E. Then the multiplicity m(6) of 8 in A is given 
m(8) = wrw 
2(6 -- k)F;@) ’ 
where go(x) - 0, g*(x) = - k and 
gi(x)=xQi-I(X)-(k-l)gi_2(X) for ‘L<i<r. 
Next we prove: 
. We have 
#here 
4s2-g2 
a(e)= k2_82 (2.3 I) 
(2.28) 
(2.29) 
(2.30) 
and 
b(o)=vu u+ 
( ) 
(2.32) 
with 
+2 
p:=2$m 
and u:= J/G= J/G.. (2.33) 
. Set =-2scosg (A= k- 1) and 40 = inf(r+ I)-Al(r+ 1) as 
we have 
. 
= (- l)‘k(_ S)r-l 
sin f-2 
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and 
(2.35) 
(see [ 1,7] or [2, p. 1571). So we get 
(~+~)cosA-=-~cos(Q+A)+~ sin A 
1 
-; sin(Q+ A) . 
sm Q 
(2.36) 
Since sin A - (l/s)sin(cp + A) = - (qls’)sin Q by (2.5), we get 
F*‘(e) 
r (2.37) 
Therefore Iwe have 
sin Q sirl(Q f A) 
. (2.38) 
COSA-~C~~ n \ 
S' '1 
tt is clear that 
’ cos sind 
1 
\ 
A -;sin(qtd) 
@y (2.5) we have (sin A -( 1 ‘s)sin(cp + A))* = (l/s*‘)sin* Q. By (2.5) and the inter- 
mediate value theorem, we have 0~ A < Min&, n -Q} and so 
cos A - (l/S)COS(Q -t A) > 0. 
Therefore 
il 
cosd-- 1cos(~+d)=y,/b%OSQ+L-Lsin2Q 
S S s* s2' 
Jk+e 
=- u. 
S 
By (2.5) we have 
sipI 
t 
1 
l-;cosq +sinq 
> ( 
1 
-;c0sd+-$j=O; 
i.e., 
2r, . 
Sin2d+-sp-!mQ 
1 
~-;COSQ 
(2.39) 
(2.40) 
4 1 - --- 
s2 s2r 
2Q=oe 
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The solution of the above equation for sin A is 
sin A = 
sin cp 
1 
1 2 
1 sill* up 
-;coscp+~--~- 
s 
cos “+sz- 
-$ (s -cos g)} 
sin g 
( 
11 2s2+8 
=J= u--- ) 2s’ JET?% ’ 
(2.42' 
because sin A > 0, and so the square root has positive s&r. Since sin(q + A) = 
s sin A -I- (qS/s’jsin q~ by (2.5), we have 
s sin q -- sin(q+A)-JI;TB UfSr 
( ) 
1,. 
The solution of (2.40) for cos A is 
cos A = 
q(4s2- 02) 
u+ 4sr&EY I ? 
so we get 
By putting (2.39), (2.43) and (2.45) into (2.38), we get 
Since 
m(ej --- 
( u+-12 Sr 
nk 4s2 sizt*q _- - - 
4 k?_-02 
P)j+)=l--$, 
we get the desired result. 
%z fix E = 1 in what follows. 
es ! 5. Let e,ce,< l - c Or be the roots of 
d&j< m(e,j, f4e,j,. . . , M%--~) 
(2.43) 
(2.44) 
(2.45) 
(2.36) 
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except for the fo~~owi?lg cases: 
(3, Jz,, (3, A,, (3, A), (3,4’5,, (3, A> 
(4, J-i), (4, J% (4, J1?), 
(5, J%, (5, A,, 
(6, Jz,, (6, a,, 
(7, J% 
(SXi, 
(9, Jz>, 
(10, J-2). 
(3.3) 
To prove this lemma we prepare two lemmas. We use the notation introduced 
in Lemma 4. 
8 6. If t=(s’-l)/(s’ ‘+l)>l, then for i=2,3,._.,r-1 we F,aue thal 
a(Oi)/a(e,) and a(@)/a(8,) are greater than a(r, s), where 
a(r, s):= I + 
27rtr 1 s4-2s2+ 1 .-. 
(t+l)(r+l)-1 47T * 
(3.4) 
r tan z s4-2~~~0s 
r ;Ti+’ 
roof. Let p and q be arbitrary numbers such that 0 < p <q c $R Then we have 
42s ~0s 4) = 1 + (S2- l)~(cos 2p - cos 2q) -- 
a(2s cos p) (1 -cos 2p){(s2- 1)2+2s2(1-cos2q)}~ 
(3.5) 
Since cos 2p - cos 2q = (Iq - 2p)sin 2y ftx- sorre y witb p < ‘y < q (by the mean 
value theorem) and sin -e 
cos 2p - cos 2q = 2(q - p)sin 2y 
1 - cos 2p l-cos2p 
,2(q - p)sin 2p 
1 -cos 2p 
we get that 
2(q - P) =-- 
tan p ’ 
a(2s cos q) _,]+2(q-P) (s’- 1)2 --.- 
a(2s cos p) tan p sj-2s”cos2q+l - 
Now let us set q = <pz an 
(3.6) 
(3.7) 
(3.8) 
1% E. Bannai, T. Ito 
(by Lemma 2). Therefore 
t7r 
q-p’(t+l)(r+l)-l - 
Thus 
a(e,) = a(23 cos q) 
a(@) a(2s cos p) 
2tn 1 
‘l+(t+l)(r+l)-l’---’ 
S4-2S2i- 1 
tar? s4-2s2 cos- 4=+1 
r r+l 
(3.9) 
(3.10) 
because p (1 (T/T) and q < (2rr)/(r + 1) by Lemma 2. Since it is easy to see that 
for 2 =Z i c r - 1 by using Lemma 2 and by considerin the shape of the graph of 
y = a(x), we get the assertion of Lemma 6. 
->p(r, s):=s’g 
6(ei) - 1 r(s2- l)+s2-s 
Wj) s’+l r(s2-11)-i-s2+s’ 
. Since - 2s < 8 <:2s by Lemma 2, we get 
-l<p<l, 
By (2.33) we have 
1 
1--<u u-J$3 <l-k--. 
r ) 
1 
S’ if Sr 
and also we have 
7s*+e s -S.&Y-<- 
s-i-l 2(k+0) s-l’ 
Therefore 
b(O)<r ( -$)‘--$~)=(‘+f) I. + 
(3.12) 
(3.13 II 
(3.14) 
(3.15) 
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(3.17) 
Hence b(Oi)/b(Oi) > p(r, S) for all i and i. 
. By csmbining Lemmas 6 and 7, we get that m(0i)/m(@,) and 
e greater than cv(r, s)p(r, s) if 5 > 1. Now t, CY(T, s) and p(r, s) are 
monotonically increasing as r or s increases. This is obvious for t and ,@(r, s). As 
for cu(r, s), each of the last three factors of (3.4) increases a!: r or s increases, 
hence so does a(r, s). Now, WIZ can see that 
~1 and &,s)@(r,s)>l, if (3.18) 
( r, s) = ( 11, J2), (7, v$, (5, di), (4, JJ,, or (3, J?). 
This imp1 iss that 
In(@) 
--->1 and 
in(@i) 
rrrie,) 
--->l for2QQ--1 
MU 
(3.19) 
except for the 16 cases listed in (3.3). (The use of Lemma i(i) eliminates some of 
the values in tne list of (3.3). But we do not use it here so that the present method 
can apply to other cases. See Remark 1 at the end of the present paper.) 
Let ea c e,c - l l <Or be the roots of 
t one of the 16 exceptions listed in (3.3) in Lemma 5, then 
e1 + or must be a rational integer, because ei and ej cannot be algebraically 
conjugate over the rational number field if nt(@) # m(ej). On the other hand, 
Lemma 2iii) impli s that -1<8,+8,<0. Th is is a contradiction. If (r, s) is one of 
the exceptions lis cl in (3.3) in Lemma 5, we can show through case-by-case 
calculations that 
and 
nz(Ol)Cm(Bi) for 2siGr--1 (3.20) 
8, is not an integer, (3.21) 
which is again a contradiction. 
Thus the proof of the theorem has been completed. 
(1) The same rn& od presented here also proves he fallowing result. 
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Here the term antipod means that any two distinct vertices y and z whose 
distance from a fixed vertex x is r + 1 have distance r + 1. 
(2) The method prt:sented here has been subsequently applied to study the 
regular graphs with even girth and small excess [4]. 
(3) Let r be a regular graph with valency k and diameter r. Let IZ be the 
number of vertices and n,, = 1 + k + k( k - 1) + l l l + k( k - l)‘-i. Then clearly n s 
n,. The number y10 - t2 is called the defect of J’. By modifying the method 
presletiLI=d here, we can prove the following. 
There exists no regular graph with valency k and diameter r (2 2) and 
with defect I (except for an ordinary 4-gon with k = 2 and r = 2). 
(The special case r = 2 was proved earlier by Erdiis, Fajtlowicz and Hoffman, 
The authors would like to thank Professor Norman L. Biggs for his useful 
suggestions and advice, and for making the preprint of [3] available for us before 
publication. 
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