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Let G,, . . . , G, be graphs and let H he a connected graph. Let H,, be a graph on n points 
which is homeomorphic to H. It is proved that if n is large enough, the Ramsey number 
r(G,, . . . , G,, H,,) has the form (X- l)(n - 1) + T. Here X and 7’ are two Ramse:y-type functons 
involving G,, . . . , G, only. The properties of these functions are studied, leading to explicit 
evaluations in a number of cases. 
I. The npin thxwenm 
If G1,. . . , GC are graphs, define the Raivnsey number r(G1, . . . , G,) to be the 
smallest integer p such that if the edges of tlhe complete graph K,, are colored in c 
colors, it must happen that a copy of Gi is contained in the subgraph of color i for 
some i. These Ramsey numbers have been much studied lately (see [ 1,23 for 
surveys), usually for c - 2. However, some multicolor results are known. Among 
the most interesting of these are the ones iin [33; there one graph is a very long 
path or cycle, and the others are complete graphs, odd cycles, and bipartite graphs 
in various combinations. In many cases the Ramsey number can be simply written 
down. 
The purpose of the present paper is to give a generalization of the results of [3], 
and to clarify somewhat the underlying situation. This will be done in two steps. 
In the first section, we will prove a multicolor result which is very general, but 
which is expressed in terms of two other Ramsey-type functions ‘;I: and rl. In the 
next two sections, we will develop some of the theory of these functions, seeing 
that they can always be evaluated in principle, and frequently in practice. In the 
final section we will write down some specific multicolor Ramsey results that 
follow from what has gone before. 
In order to state our results, we will need some notation. Any undefined 
notation follows Harary [4]. As usual, x( Gj denotes the chromatic number of a 
graph 6. Define t(G) to be the minimum number of points in any color class of 
any point-coloring of G with x(G) colors. (From. this point on, the word ‘coloring’ 
will always mean ‘edge-coloring’.) It is convenient now to state a two-color 
version of our main theorem; this theorem has already been proved as eore 
in a companion paper [5]. 
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1.1. Let G be any graph with x(G) = x, t(G) := t, and let H Ize any 
graph. Lkt H, denode c graph on n points which is horneomorphic to H. 
is large enough, 
I 
e must now make some more definitions. If F, G1,. l . , G, are graphs, define 
F-4 (G,, . . . , G,) to mean that if F; is (edge-) colored in c colors, it must happen 
that a copy of Gi lis contained in color i for some i. We now define 
r,KG, . . . , G,) = min{x(F): F+ (G,,, . . . , G,)}, 
= min{t(F): F+ (G,, . . - , GJ and x(F) = r,G, l . . 9 GJF. 
Zn other words, r,(G,, . . . , GC) is the least value of J( among all graphs which 
. . . , G,) and rt(G1,. . . , G,) isI the least value 0% t among all arrowing 
aphs which also have minimal x. 
The significance of rx and r, for more conventional generalized Ramse.y 
numbers i-2 clarifie’d by t3e following general lower bound. 
rem 1.2, Lea G1, . . . , Gc be graphs, and let X and T be the valuer: of 
r,lGt, l l l , Gz 1 and WI, . . . , GJ respectively. Then if H is a connected graph 
r(G,, . . . ., G,,H)a(X-l)(at--l)+T. 
, Der;ote the righthand ride of the above by r, and color a Kr+ as follows. 
Color a (X - l)K,,,__, U I&_, with color c + 1. Clearly this yields no If, since no 
compc nent has n poitlts. The remaining edges induce a graph F with x(F) = X 
and ‘:r;? = T- 1. By the definitions of X and T, Ff, (G,, . . . , G,), so F can be 
caLxed in c colors as desired. Thus, r(G,, . . . , G,, El) 2 r, which was to be proved. 
Now we prove our main theorem which asserts that the bound of Theorem 1.2 
is often t harp. 
rem 1. Let G1,. _ . , G, be graphs und 2et X = rx(G1, . . . , G,), T = 
r&G,, . . , GJ Let H be a graph, and let H, be a connected graph on K points 
~dh_+z is homeomx7;ihk to H. Then if n is large enott gh, 
rCG,, . . -, G,,I&)=(X-I)(n--1)+-T. 
. . . , G,, I&) by r. That r 2 (AI’- l)(n - 1) + T is just Theorem 
prove the opposite inequality, let G be a graph such that. G -+ 
). l . 9 GA x(G) = X, and t(G) = 7: Color a K(x_.l)(n_-IJ+T with c + 1 colors. Ely 
large enough, r(G,. N,) = (X- l)(n - 1) + T, so that either we 
in color c f 1, of we have a G colored in the first c colors. But 
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G --) (G,, . . . , G,), SO that we must have either H,, or some Gi colored in its 
appropriate color, This completes the proof. 
We see that Theorem 1 really is a generalization of Theorem 1.1, since rX and r, 
applied to a single graph G have the trivial one-color values x(G) and t(G). In 
order to make use of Theorem 1 we need to study the properties of rX and r,, 
which we do in the next two sections, ignoring Theorem 1 for the mloment. 
2. Propeties of ;b;, 
We now prove a series of theorems which make a start on the development of a 
theory of rX and r,. These theorems are all fairly simple, but taken tqz:et)ler they 
are rather powerful, as will be seen. The functions rX and r, seem to ‘k)e asier to 
dear with than r, that for ordinary (generalized) Ramsey numbers. Nevertheless, it 
seems unlikely that they can be treated completely. 
The basic theorem about rX has already been proved in [6], for two cotors; but 
the extension to more colors is trivial. To state it we need two more definitions. 
First, WE: extend the definition of r: If 5!&, . . . , 9Jc are sets of graphs, r(41,, . . . ,9$) 
is defined as before, except now it is enough that some member of %i is contained 
in color i for some i. Also, if G is a graph, define horn(G) to be the set of all 
homomorphic images of G, that is all graphs formed from G by identifying sets of 
independent points of G. 
Theorem 2,l [6]. If GL , . . . , Gc are graphs, then 
r,(G,, a l * , G,) = r(hom(G,), . . . , hom(G,)). 
Thus, since horn(&) = (Kk), rX and r are the same for complete graphs. A 
trivial corollary of Theorem 2.1 often simplifies the task of calculating rX. First 
define horn*(G) to be the set of all members of horn(G) which are not subgraphs 
of other members. 
CoroUary 2.2. If G1, . . . , G, are graphs, then 
7JG*, . . . , G,) = r(hom*(Gt), . . . , hom*(GJ). 
The ne:{t corollary follows from Corollary 2.2 and the fact that horn*(B) = (&} 
if B is bipartite. 
2.3. If G,, . . . , Gc are graphs, and l3 1, . . . , B, are bipartite graphs, then 
r,(Gr, . . . , G,, B1,. . . , I$) = r,(G,, . . . , G,). 
Thus r,(B1,. . . ) B,)= 2, and in fact r,(G,, .&, . . . , J = x(G)* Shce it is 
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known that determining the chromatic number of an arbitrary graph is NP- 
complete, we see that certain problems concerning rX, and hence r, are NT’- 
complete in a rather trivial w&y. (Of course, this was already true of some cases of 
Theorem 1 A.) On the other hand, Theorem 2.1 shows that rJ: can always be 
eff ectivelj calculated (in principle). 
Wot only is horn”(B) = II&} for any bipartite B, but more generally, if G has 
cli’que number k and chromatic number k, horn*(G) = {&}. Also if G is a 
unicyclic gaph containing art odd cycle C,, horn*(G) is the set of all odd cycles of 
lengths 6 k. These examples illustrate tthe fact that “; is often easier to deal with 
than r. They can also be regarded as illustrating the following general result. 
rem 2.4. If Gi c GI and Gi E hom( G;), i = 1, . . . , C, then 
/ 
I 
. . . , G,) = r,(G;, . . . , G;). 
i 
r,(G*, 
i 
I%@. Obviously, r,(G,, . . . , G,) s ir,(G’,, . . . , Gi). On the other hand, 
hom(Gi)c hom(G$ SO 
1 
1 
I 
r,lG 1, . l . , Gc) = r(halm( G,), . . . , hom(G,)) 
a r(hom( G;), . . . , hom(G;)) 
= #;I,, . . . , G:), 
/ 
which completes the proof. 
When one of the graphs is a large enough odd cycle, the following reductions 
are useful. 
eorem 2.5. Let G , , . . . , Gc be graphs and set k = rx ( G1, . . . , G,). Then if 
2d+132k-1, 
r,(G,, . . . , Gc, t:&+J = 2k - 1. 
%. Denote the left-hand side by r = r(hom(G1), . . . , hom(G,), hom(CM+l)). 
To Iprove that r> 2k -2, take two copies of Kk+ each colored in c CO~OI:S 
i 
’ 
without a member of hom(Gi) in color i for any i, and join them by edges colored 
only with color c + 1. To prove r s 2 k - 1, consids Y a K&-1 colored in c + 1 colors. 
If color c f 1 induces a non-bipartite graph, it induces an odd cycle, and hence a ‘( 
member of hom((C&,, ). But if color c + 1 induces a bipartite graph, there must ’ : 
be a I& in the other colors, which yields a G, in color i for some i. This completes 
the proof. 
c 2.6. Ifcalcn&G, ,..., G,aregraph~,setk=r,(G~ .,..., G,);ifc=O, ” 
set k := 2. Assume that ic& > 2’-‘(k - l), i = 1, . . . , 1. Then 
2d,+19 l ’ l 9 Ca,+i) = 2’(k - 1) + 1. 
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oo!E. This is a simple induction on I, using Theorem 2.5; note that if c = 0, I=:: 1, 
we h’ave that the trivial l-color :Ramsey number of Czn,+l is 3. 
We mention one final simple theorem, a slight generalization of a theorem of 
I31 . 
Theorem 2.7[6]. 1. x(G,) = x(G,) = 3, then 
if G1 and Gz are homomorphic to C,, 
otherwise. 
In Section 4 we will derive various more spec:ific results from the theorems of 
this section. Mowever we will illustrate these theorems by the following example: 
rx(Ks.5.10, G8-t IL c11, j&,7) = r,(K,, K3, C,1) 
=2r(Ks, Kz;)-l= 11. 
3. Properties of r, 
As we will see, r, is sometimes harder to deal with 
Befolre we can come to our results ccncerning r,, it will 
few more definitions. 
than rx, sometimles easier. 
be necessary to set forth a 
When there is danger of confusion about the number of parts in a complete 
k-partite graph, we add the subscript k: M( ml, . . . , mk) = Kk (ml, . . . , mk). If we 
wish to consider the parts of such a graph, we name them tzxplicitly: 
K&L . . . , &). If this graph is the same as before, then I\<1 = m. Often, we reed 
to consider the points of V, = (I_+, . . . , u,}; in this case we will write 
K,Ci, . . . , vk-1, (u,, . . . , u,)). A coloring of such a graph is called canonical if 
f9r any i,jCk - 1, all edges joining Vi to Vi are the same color, and if for any 
St and any jsk - 1, all edges joining vi to L$ are the same color. The 
significance of canonical colorings comes from the following lemma, ta.ken from 
PI . 
amma 3.1 L-31. LRt k, p, and t be positive integer,s. Then if m is suficiently large, 
any colored Kk( VI, . . . , V&, (v,, . . . , v,)) with 1 \<I = m, i = 1, . . . , k -- 1, contains 
a canonically -colored IiG,(W,, . . . , Wk_f, (v,, . . . , I$) with lM<l =p, ii = 
1 , l . II , k-l. 
This lemma is fundamental to the study of r,. We will prove a general upper 
bound for r,, but we first need yet another definition. 
Let G be a graph, let G1 be a member of horn(G), and let u be a point of G,. 
Then de,fine r( G1, v ; 6) to be t mber of points of G apped into v 
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by an): homomorphism of G to G,. Also, define 
and 
7(G1; G) = Inax r(G,, u; G) 
ugt3, 
T(G) = max r(G,; G). 
Ci,chom*‘:G) 
Theorem 3.2. Let G,, * . . , Gc bd graphs with rx( G1, . . . , G,) = k and maXi T(G,i) = 
7. Then 
r,(G,, . . . , G, )dck--‘(T- l)+ 1. 
rook Denote the right hand side by t and consider a c-colored K&n, . . . , m, t). 
y Lernrn~~ 3.1, if m is large enough, this graph contains a &( VI, . . . , Vk+ 
(1; 1s. l l , t’; )) which is canonically colored, where 1 Vi1 3 maxi p(Gj). The colorings 
of the lines emanating from a vi can follow at most ckM1 patterns, and therefore at 
leas: 7 points c;‘i have the same pattern. From this it is clear that we have a Gi in 
color i, completing the proof. 
This bound is generally quite crude, but it is sharp in the important special case 
r -5 1. 
Corokry 3.3. If G1, . . . , Gc are graphs with T(Gi)= 1, i= 1,. . .,c, then 
P&S,, . . . , G,, = 1. 
Thus r, =: 1 when applied to any list of complete graphs, even though rX is 
unknown except for a handful of cases. Other important classes of graphs G for 
which T(G) = 1 are M(nr,, . . . , mk-19 l), wheels, and unicyclic graphs whose cycle 
is iodd. Our next two results in this section concern the effect of bipartite graphs 
on the argument list; in fat:, this effect can be completely determined. 
3.4. Let G be a graph satisfying x(G) = k, t(G) = t, and let B be a 
connected bipartite graph satisfying r(B) = t’. Then 
r,(G, W = k, r,(G, B) =- (k - l)(t’- i)-- t. 
That r,(G, IS) = k is just Corollary 2.3, so we focus on r;(G, B). We will 
first cbnstruct a two-colored &(m, . . . , m, (k - 1 ,(t’ - 1) + (t - 1)) with arbitrarily 
arge m without 3 G in color 1 or a B irt color 2. We begin with a 
&(t?r, . . . ,m.f--l)=&(Vl,..., vk), aI1 in color 1. Wow adjoin (k - l)(f’- 1) 
points to the last part and join t’- I of them to VI in color 2, another t’- 1 of 
and so on, finally stopping with V k__ 3. This accounts for all the new 
ivt; :!I remaining lines color 1, The graph FI in color 1 has x(F,) = k, 
, so it does not contain G. On the other hand, the graph I;, in color 2 
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does not contain B since its connected components Ci 5;atfsfy S(Ci ) = t’- 1. Thus 
r(G, B)a(k-- l)(t’- l)+t. 
To prove the opposite inequality, consider a two-colored &( VI, . . e , V,) with 
Iv+m, i=l,. 
a ‘K,(W,, . . . , 
..,k-1, (V&=(k-l)(t’-l)+t=!,say.ByLemma3.1,wehave 
Wk-17 (w,, . l l 9 w[)) which is canonically colored, with I Wil a 
ma@(G), p(B)), i = 1,. . . , k - 1. But in view of the choice of 1, either we have t’ 
of the Uj joined to the same Wi entirely in color 2, in which case we have a Z3 in 
that color, or we have t of the Uj joined to all the Wi in color 1, in which case we 
have a G in that color. This completes the proof. 
i Tltneorem 3.5. LIf?t G,, . . . , Gc be gruphs with r,(G,, . . . , G,) = k, r,(G,, . . . , GJ = 
t. Let B1,. . . , B, be connected bipartite graphs with t(Bi) = ti, i == 1, . . . , s, and 
i set z_ 1 (ti - 1) =‘ t’. Then 
! 
I q&G,. . . , G,, B1,. . . , B,) = k, 
I ML. . . , G,, &, . . . , B,) =(k - l)t’+ t. 
i Proof. This follows easily by induction on s once we prove it for s = 1, since this 
D 
E 
not only starts the induction but provides the induction step as weE1. Again, the 
1 
first equality is easy, so consider the second, denoting the left hand side b>J r. First, 
I 
consider any graph F with x(F) = k, t(F) = (k - l)t’+ t - 1. By th?: proof of 
I 
Theorem 2.4, it has a two-coloring in colors a and b (say) with the graph Fa in 
color a satisfying x(F,) = k, t(F,,) = t - 1 and the graph Fb in color b satisfying 
B(f Fb. Bus by the definitions of k and t, we can recolor F, in colors 1, . . . , c with 
no Gi in color i, i=l,. . . ,c. Thus r>(k-l)t’+t. 
To prove the opposite inequality, let F be a graph satisfying x(F) = k, t(F) = t, 
F-+ (G,, . . . , G=). By Theorem 3.4, r,(F, 23,) = k, r,(F, B,) = (k - l)t’+ t, and the 
theorem follows immediately. 
Note that this result gives r,(&, . . . , B,) = t’+ 1; this was proved as Theorem 
2.28 of [?I. 
We observed in Section 2 that r, can always be effectively calculated. We will 
state a somewhat technical theorem that makes it clear that the same is true for I;. 
It should come as no surprise by now that this will require some more definitions. 
If G is a graph and V is a. set of points, define hom(G; V) as the szt of all 
graphs homomorphic to G with the following additional properties: 
(1) If any points of V are images of points of G, they are all independent, and 
(2) No point of V is the image of two points of G. 
Note that because of (l), any member of hom(G; V) contains points outside V 
(unless G has no edges), and that all points of a member could be o 
now possible to state our t 
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3.6. Let rx(G1, . . . , G,) = lc, and let Fk( V) denote J&(1, . . . !, 1, V). Then 
I,@,, . . . , G:,) is the leas! integer L: such that if Fk( V), 1 VI = u, is colored in c colors, 
it must happen that a member of hom(Gi, V) is cwtained in1 cobr i for some i. 
Let p be max, p(Gij and let V =(u~, . . . , u,}. By Lemma 3.1, if m is laqe 
enough, any c-colored K,(V,, . . . , Vk_+ V), where \Vil z kit, i = 1,. . . , k-l, 
comtr ins a canonically-colored Kk ( W,, . . . , W,__ 1, (u,, . . . , 8,)) with 1 Wi I = p. 
‘There is nn obvious mapping between such a canonically colored &(p, . . . , p, u) 
and a c-coloring of ,F’ ( v). Clearly such a Kk (p. . . . , p, u) contains Gi in color i if 
the corresponding Fk( V) contains a member of hsm(Gi ; V) in color i. On the 
hand, if t :Is small enough that Fk( V) can be colored without any member of 
Gi ; V) in any color i, all of &(m, ” . . , nz, u) can be canonica.lly colored 
without any Gi in color i, no matter how large m is. This completes the proof. 
It is clear that in this theorem, hom(Gi; V) can be replaced by hom*(Gi; V), 
where this has its obvious meaning. Although Theorem 3.6 is rather unwieldy, our 
final theorem demonstrates that it can be used in practice. 
3.7. lf x *s, then r#&,,,, K1,y,,) = [$(Ss - 3)]. 
Of course, I, (KS.x,xr &J = 6. It is clear that hom*(&,,; V) consists of 
any using at most one point of V, and hom*(Kg,,,, ; V) consists of any K3 using 
110 point of V and Eny K1,l,S, where the s points are all in V. 
Consider now a two-colored &( 1, . . . , 1, V), where I VI = [~SS - 3)]; we will 
show hhat we must have a member of hom*(KS,X,X; V) in color ‘I or a member of 
hom’EfK1,y,Y; V) in color 2. 
IA W be the five points of this graph not in V, and the ten Judges panned by 
them. If we have a triangle in color 2, or if we have within W a triangle in color 1 
we are done, so we assume this is not the case. As is well known, the only 
permissible coloring of W has a C, in both colors. It is easy to see that any poikllt 
of V, together with W, spans at least two triangles in color 1, so that if IV( = u, we 
have at least 2 such triangles. But W contains only five edge.s in color 2, so i_f 
2~ > %S - I), s of the triangles have the same base, yielding a K1,l,, in color 1. 
Hen=, r,K,,, &.,, j s &SS - 3)l. 
TO prove the: opposite inequality, *first color W su that the graph in c&or 1 is a 
C59 say W0 ’ l l H’4.- Suppose V ={vi,. . . , a)5s_$). 9CYin Vi t0 ‘yW2iy W2i+l, W2i+2 in 
lor I, taking indices modulo 5, giving the other edges color 2. It is not hard to 
see that we have no Kl,lz in color 1, 2nd o,E course we have no K3 in color 2. This 
c etes the proof. 
rem 2.4 exists for rL, with hom(Gi) being 
7,g and all copies of K5,5,5 
and all copies of K3 are 
‘_. , ,, _,_ I ,I 
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We will now write down a few theorems, all of them particular cases of 
Theorem 1. All are straightforward applications of the theory of r, and r, 
developed in the two pr:: b ious sections. It would be very tedious to try to be at ;a11 
complete, SO the results given will be a selection of what could be easily s’et down. 
In all these theorems, it is to be implicitly undersbood that H and Z-&, are as in 
Theorem 1. 
A Let G be a graph with x(G) = k, t(G) = t, and ler Biy i = 1, . . . , c, be 
bipartite graphs with t(Bi) = t+ Then if n is large enough, 
G, BI, . . .v B,, -“r,) = (k - l)( n - l)-k(k--1) 2 (k--l)+t. 
i=l 
of. Use Theorem 3.4. 
We also have the following special case; it corresponds to Corollary 3 of 131, 
except there H,, had to be a path or cycle. 
4.2. IfBi,i=l,..., c, are connected bipartite graphs with t(Bi) = t,, then if 
n is large enough, 
r(B1,. . . 7 B,, El,) = n + 2 (ti - l).. 
izz 1 
‘XIRCHBIWD 4.3. Set r(K,, . . . , K,) = r, except set r = 2 if c = 0. Then if di 2 
2’-‘(r-m l), i = 1, . . . , E, and n is large enough, 
r(&, . . . , Kc, C2d,+l, l . . , GM,+ L, K) = W - l)(n -- 0 + 1. 
Proof. Use Corollaries 2.6 and 3.3. 
The next theorem corresponds to the main theorem of [3], called Theorem 1, 
except for the restriction of W, there. 
. Let the conditions of Theorem 4.3 hold, and in addition let Bi, i = 
connected bipartite graphs with t( Bi) = ti* Then, if n is larglz enough, 
rK, . . . , Ko Ca,+l,. . . , GI,+~, &, . . . 7 Bs9 K) 
= 2l(r -- l)(n - 1) + 2’(r - 1) (ti - I.)+ 1. 
i= 1 
. Use Theorem 4.3. 
Of course, the classical amsey numbers are only 
core only i 
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S. lf x > s, then if n is large enough, 
r(K,,x.x, K 1.s.y’ I-I,) = 5(rt - l)+[#s -3)]. 
(aof. Use T’heorems 2.7 and 3.7. 
It would be easy to go on. For instance, if we include c connected bipartite 
graphs, the Ramsey number in the last theorem would be 
5(n - 1)+5 i (h .- 1)+[$(5S-3)1- 
i=l 
It would be pointless to continue proliferating theorems, however. Cn the 
other hand, it is hoped that the study of cY and r; here ir\ay encourage others to 
pursue it farther, both because of its intrinsic interest and its application to 
Theorem 1. Indeed, in [3] the value of r,(C,,,+*, l l - 9 &,+I) = 
dhom*U&, +A l . . , hom*Gd,+l )) is determined for all cases in which I s 4. Since 
even r(C,, C,, C,.,, ) is only known in rather special situations, this again suggests 
that rx and r, are often easier to deal with than r. 
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