There exist quantum algorithms that are more efficient than their classical counterparts; such algorithms were invented by Shor in 1994 and then Grover in 1996. A lack of invention since Grover's algorithm has been commonly attributed to the non-intuitive nature of quantum algorithms to the classically trained person. Thus, the idea of using computers to automatically generate quantum algorithms based on an evolutionary model emerged. A limitation of this approach is that quantum computers do not yet exist and quantum simulation on a classical machine has an exponential order overhead. Nevertheless, early research into evolving quantum algorithms has shown promise. This paper provides an introduction into quantum and evolutionary algorithms for the computer scientist not familiar with these fields. The exciting field of using evolutionary algorithms to evolve quantum algorithms is then reviewed.
Introduction and overview
Quantum algorithms and evolutionary algorithms (EAs) are two increasingly popular research fields. Although still relatively new areas of research, there is a large number of publications in both areas. The idea of using EAs to produce quantum algorithms, known as evolving quantum algorithms, has not been pursued to the same extent as research in the two fields independently. This new field of evolving quantum algorithms is in an interesting development stage with the potential to dramatically change the area of quantum computing. This is a review paper in the field of evolving quantum algorithms using genetic programming. The objectives of this paper are to
• provide a detailed introduction to the field of quantum computing, • introduce the concept of EAs, specifically genetic programming, and • discuss the application of genetic programming to quantum algorithms, including a comprehensive summary of work in this new field.
These objectives will be addressed in order; this paper is directed at readers with general knowledge of computer science, but not necessarily of quantum computing or EAs.
Introduction to quantum computing
Since Feynman's famous speech delivered in December 1959 in which he mentioned the possibility that ''sub-microscopic'' computers could be built [31] , the world has seen great advances in computing power and computer miniaturization, especially in the last two decades. 1 Nonetheless, there are limits to computer miniaturisation with current microchip technology [87] and we still, as yet, have not realised Feynman's sub-microscopic prediction. The desire for ''sub-microscopic'' computers is fueled by the appeal of the ability to significantly increase the efficiency of storing, copying, transmitting and processing information using a computer that will not occupy significant physical space.
Two of the most popular approaches that have been proposed for submicroscopic computing are quantum computing and DNA computing, which have been widely discussed theoretically and are the subject of a large number of theoretical and empirical studies. DNA or molecular computing, not to be confused with evolutionary or genetic algorithms (GAs), essentially involves using DNA molecules instead of microchips. This allows the information-processing capabilities of organic molecules to replace digital switching primitives and achieve this sub-microscopic size [87] . As this section of this paper only introduces quantum computing, more information on DNA computing is contained in the excellent book by Pȃun et al. [86] or the shorter article by Groß [43] .
Brief history of quantum computing
Quantum computing is derived from a link between quantum mechanics, computer science and classical information theory [64] . Essentially quantum computing can be viewed as developing algorithms that will run on quantum computers, which are based on quantum mechanics. In the 1920s, the theory of quantum mechanics was proposed. The well-known major contributors were Born et al. [64] . However, it wasn't until 1980 that the area of quantum computing truly began, when Benioff [10] presented his quantum Turing machine (QTM). It proved that quantum systems could coherently perform computation to solve problems.
Two years later in 1982, Feynman [30] observed that quantum computing could not always be simulated efficiently on a classical computer, which lead to speculation that quantum computing could be more efficient than classical computing in some cases. In 1985, Deutsch [24] further developed Benioff's QTM and suggested that quantum computers might be able to solve problems that had no efficient solution on a classical or probabilistic Turing machine. He also presented an example oracle problem, 2 now known as Deutsch's problem, that was thought to be solved more efficiently on a quantum computer than by any possible classical algorithm. 3 However, Calude [18] has recently presented a formulation of the problem using an encoding in complex numbers allowing a classical deterministic computation to solve the oracle problem as efficiently as the quantum computation. However, the method proposed by Calude is not scalable to solve the latter developed generalisation Deutsch-Jozsa's problem [26] . Four years after presenting his 1985 paper Deutsch [25] developed another, more popular, model for quantum computing known as the quantum circuit model. Nevertheless, neither Deutsch's or Deutsch-Jozsa's problem proved to be practically useful, so the field continued to develop slowly.
Peter Shor [94] shocked the computing world in 1994 when he presented two efficient quantum algorithms, for factoring integers and the 'discrete-log' problem, for which there was, and still is, no efficient classical counterpart. Researchers had been searching for an efficient factoring algorithm for over 20 years, and most people were confident that this algorithm did not exist as the most efficient classical algorithm discovered is the number field sieve [68] that requires exponential time. In contrast, Shor's factoring algorithm requires only polynomial time. Shor's algorithm was inspired by Simon's quadratic-time quantum algorithm [97] that solves an oracle problem, which requires exponential time on a classical computer. 4 Nevertheless, all the focus was on Shor's factoring algorithm, because of its extremely important applications in cryptography. All classical cryptography techniques, such as RSA, would be easily breakable with a quantum computer running Shor's algorithm. Therefore, it was this algorithm that spurred much interest and research in quantum computing.
Even with this increase in research as a consequence of Shor's breakthrough, the only breakthrough since then has been Grover's search algorithm [44] developed in 1996. Grover's algorithm searches an n-element unstructured list in Oð ffiffi ffi n p Þ; compared to the classical O(n). Thus, Grover's algorithm only provides a quadratic speed-up, but it is a major breakthrough due to its wide-spread application in search problems. Since 1996, while quantum algorithms have been successfully developed to solve specific minor problems (including variants of Shor's and Grover's algorithms), no further major breakthroughs on important general problems have been made. Possible reasons for the slow discovery of quantum algorithms are presented in Sect. 2.4.3.
Preliminaries
Depending on the reader's knowledge of linear algebra, computer science and quantum computing, some of the topics introduced in this section may already be familiar to the reader. Therefore, as these topics can be read independently, it is possible to just refer to those topics of personal interest.
Dirac notation
Quantum states can be described as vectors, which are by convention expressed in the notation invented by Paul Dirac in 1958 [29] . The basic two elements of the Dirac notation are called bras and kets. Standard column vectors in a Hilbert Space 5 are represented by kets, such as jti for a column vector t: The matching bra is a row vector, denoted ht; j which represents the conjugate transpose, or dual, of t. The conjugate transpose of t is defined as the transpose of the vector, in which each element is the complex conjugate of the corresponding element in t. These single vector representations can then be combined to represent such operations as the inner and outer product of vectors; for example, the inner and outer product of t and w are written as htjwi and jtihwj; respectively.
Tensors and tensor products
In essence, a tensor is a geometrical identity that is the generalization of ndimensional vectors with their associated linear operators. Tensors can also be represented as multi-dimensional arrays. However, from a quantum computing standpoint, the tensor product is the most important operation that can be performed on tensors: the tensor product of t and w is denoted t w:
The tensor product is the most general bilinear operation: it is a generalization of the matrix product operation, whereby all values contained in an operand are multiplied independently with all values in the other operand. Thus, the result of t w has the following properties:
The actual operation of the operator is more clearly described by the following:
A specific example of this is shown below. Note that the resultant • Rank is 4, calculated as the sum of the input ranks 2 ? 2; and the • Dimension is 16, calculated as the product of the input dimensions 4 9 4. A complete treatment of the mathematics of tensor products is unnecessary here considering the scope of this paper; for a more complete treatment of tensor products refer to Hungerford's book [52] . The application of tensor products in quantum computing is discussed in Sects. 2.2.4 and 2.2.5
Quantum bit
A quantum bit, commonly referred to as a qubit, is the basic unit of information in quantum computing: it is analogous to the bit in classical computation. Similar to a classical bit, a qubit has two computational basis states, sometimes referred to as eigenstates, usually represented as j0i and j1i; that correspond to a bit's 0 and 1 states respectively. However, unlike a classical bit, a qubit can be in a superposition of these two basis states. Due to this superpositional nature of a qubit it can be thought of as a 2-dimensional vector (in complex vector space) of length one with the above two basis states as orthonormal vectors:
Thus, a qubit in a superposition of basis states can be described as being a unit vector that lies between the two basis states. A qubit in an arbitrary state is therefore expressed as a linear combination of basis states:
where a, b are complex numbers and jaj 2 þ jbj 2 ¼ 1.
Nevertheless, just like a classical bit, a quantum bit can be read to get its value, which can only be one of the basis states. However, the outcome is not deterministic as in classical computing, but rather probabilistic. Given the above expression for a qubit, the probability of the qubit being measured in each basis state is determined by the values of a and b, which are referred to as amplitudes or probability amplitudes. The actual probability of the qubit being measured in a basis state is the square of the corresponding amplitude; for example, the probability of the qubit being measured as a j0i is jaj 2 . Hence, the need for the condition jaj 2 þ jbj 2 ¼ 1:
As the two amplitudes of a qubit in a basis state are 1 and 0 (order irrelevant) it will have 100% probability of being measured in the state it is in and 0% probability of being measured in the alternative basis state; that is, a qubit in a basis state is measured deterministically. On the other hand, measurement of a qubit in a superposition of basis states changes the qubit into the basis state in which it is measured. The ramifications of this are that subsequent measurements of a qubit initially in superposition are deterministic and will yield the same outcome with 100% probability. Therefore, a qubit in a basis state can be thought of as a classical resource; in contrast, a qubit in a superposition of basis states can be thought of as a purely quantum resource [117] .
Multiple qubits
Individual bits in classical computation combine through Cartesian product, but quantum bits combine through tensor product [90] . Taking the simplest case of multiple qubits, two qubits, we can find the possible basis states as the tensor product of the two individual sets of basis states:
j0i; j1i f g j0i; j1i f g ¼ j0i j0i; j0i j1i; j1i j0i; j1i j1i f g or more concisely : j00i; j01i; j10i; j11i f g
The final concise version represents an extension of Dirac notation whereby jq 0 q 1 . . .q n i represents the basis for qubits q 0 . . .q n : Thus, with k written as a binary number, a two-qubit quantum system can be described as:
where d k are complex numbers and P 3 k¼0 jd k j 2 ¼ 1: Thus, an n-qubit quantum system can be written as P 2 n À1 k¼0 d k jki; where P 2 n À1 k¼0 jd k j 2 ¼ 1 and jd k j 2 is the probability of the system being measured in the basis state jki: It is possible to measure a sub-set of the qubits in a multi-qubit system. It is also possible to determine such information as whether two qubits are equal without learning their value; however, these more complex measurements are equivalent to a transformation of the quantum system followed by a standard measurement to determine the basis state of each qubit [90] , and consequently it is common practise to also refer to standard measurements.
Entangled states
A suprising and non-intuitive aspect of quantum computing is that there are quantum states that cannot be described in terms of their individual component qubits. These states are known as entangled states, and the individual qubits within entangled states are known as entangled qubits. The reason for the use of the term 'entangled' should become obvious in the next paragraph.
We established in the previous section that single qubits combine using the tensor product operator. Therefore, two qubits combine as follows:
However, there are entangled states that can not be described by the above formula. The canonical examples are the Bell states:
In order to write the Bell state jw 00 i in terms of the above basic two-qubit equation a 1 b 2 must equal 0. This subsequently implies that either a 1 a 2 ¼ 0 or b 1 b 2 ¼ 0; however, it is clear that neither of these terms are zero. Thus, jw 00 i is an entangled state (the other Bell states are shown to be entangled with similar reasoning). An example of how a non-entangled state can be expressed in terms of its component qubits is the state
Another way of viewing entangled states is that measurement of one qubit has an effect on the other qubits. Take the Bell state jw 00 i as an example again, if the first qubit is measured as j0i then we know that the second qubit will also be measured as j0i. In contrast, measurement of the qubits in the non-entangled state jt 1 i will always yield j1i for the first and a fifty-fifty chance of either basis state for the second, regardless of the measurement of the measurement order. Some famous research explaining this observation includes that of Einstein, Podolsky and Rosen: an accurate and concise summary of this work is given by Rieffel and Polak [90] . It is clear that there is no classical counterpart of entangled states. However in quantum computing, it is important to realise that entangled states are treated no differently from any other quantum states. Nevertheless, they are extremely important and some very interesting applications of entangled state have been found such as dense coding, quantum teleportation (see Sect. 2.7.1) and secure quantum key distribution, which are discussed by Rieffel and Polak [90] . A detailed analysis of entangled states, their importance and a C?? implementation of a simulation, is provided by Hardy and Steeb [47] .
Quantum computers
Quantum computers largely remain abstract machines despite the large amount of money and time that has been invested into building them. Quantum computers with a few qubits have been developed; however, a scalable general-purpose quantum computer is yet to be built.
The prestigious label the largest quantum computer thus far continues to be a contentious issue. The debate revolves around the requirement of an observation of x-qubits in entangled states to make the claim of possessing a x-qubit quantum computer. In 2001, the largest quantum computer developed at the time was claimed to consist of seven qubits, built by a group of scientists at IBM's Almaden Research Center and Stanford University [118] . It was constructed using Nuclear Magnetic Resonance (NMR) and tested by factorising the number 15 using Shor's factoring algorithm; however, no entanglement was observed. In February 2007, the Canadian company D-Wave publicly demonstrated 'Orion', which they claim is a 16-qubit quantum computer. An improved and claimed 28-qubit version was demonstrated later that year at the 2007 supercomputing conference (SC07). However, details of Orion's inner workings are unknown as no academic papers have been published about Orion 6 ; in particular, no direct evidence of two or more entangled qubits has been produced. Thus, there is academic speculation about whether Orion is truly a quantum computer.
The most number of observed entangled qubits is eight. This was achieved by researchers at Austria's Innsbruck University [46] , who successfully conducted a repeatable experiment that entangled eight calcium ions using ion trap technology. Independently, at the same time and with similar technology, researchers at the US National Institute of Science and Technology (NIST) successfully entangled six beryllium ions in a repeatable experiment [63] . The NIST experiment produced socalled 'Schrödinger Cat' entangled states, which are more sensitive and difficult to control compared with the Innsbruck University research [46] ; thus, arguably both experiments [46, 63] are equally valuable contributions towards a scalable quantum computer. More recently in 2007 with the help of an Innsbruck project [46] member, researchers in China entangled six photons [70] . That surpasses the previous record of five entangled photons achieved by the same research group in 2004. These projects [46, 63, 70] are, at present, the most advanced research in multiple-qubit entanglement with the goal of a scalable quantum computer (with the power of entanglement).
There have been many other approaches to building a quantum computer, including quantum dots and cavity quantum electrodynamics. There is also new research that uses diamond nuclei with the hope that they will be easier to control and make scalable. So far, two and three diamond nuclei as qubits have been successfully entangled [82] . However, all the techniques trialled have had scaling problems, and therefore, it is commonly argued whether or not quantum computers of a significant scale (greater than 100 qubits) will ever be practically realised.
Pellizzari [84] presents a general overview of the requirement for building a quantum computer, including its challenges, various approaches and future outlook; however, this article was published in 1998 and consequently does not include the new NMR approach. Hardy and Steeb [48] provide a concise summary of NMR, and Nielsen and Chuang [83] provide a more detailed look at all of the above mentioned approaches (except diamond nuclei).
There are certain characteristics that an operational quantum computer must have regardless of the approach adopted for its construction. Different publications outline various characteristics that are somewhat similar [48, 69, 83] . These characteristics have been combined and summarised below:
Qubit Representation There must be a representation of a qubit (dynamic twostate object) such as the up and down spins of a proton. State Preparation The system must reliably start in a known initial state. It is sufficient and common to start with all qubits in the same state (conventionally j0i); thus, this requirement has not been a major issue.
State Transformation There must be a mechanism to efficiently transform a quantum system into other states following the rules of quantum mechanics. The most common way this has been implemented is by the use of quantum gates, which will be discussed in Sect. 2.6.1.
Measurement There must be an efficient and reliable way to measure qubits in the system. System Isolation The system must be isolated from the environment to prevent the superposition of states from decaying quickly in the common environment, which is a phenomenon known as decoherence or quantum noise. This is a problem as there may not be sufficient time to apply the algorithms if the states decay too quickly. This issue of decoherence is a major hurdle for the actualization of a quantum computer [61, 90, 96] . Zurek [127] provides a comprehensive and simple discussion of decoherence.
It is almost inevitable that complete isolation will not occur and there will be some decoherence. As a partial solution, research is being undertaken on quantum error-correcting codes (QECCs). Since the first 9-qubit QECC was presented by Shor in 1995 [95] research and development in this area has been making noticeable progress; the most recent work presents the most time-efficient QECC (although not the most space-efficient) [34] . Despite progress being made in developing quantum error-correcting code, this method will always come at a cost of extra qubits, which consequently increases the number of qubits needed to implement any given algorithm. This is the reason QECC is solution for only a small amount of decoherence. Nielsen and Chuang [83] present a comprehensive section on the area of quantum error-correction, which has been summarised by Landry [61] . Furthermore, Hardy and Steeb [48] discuss the latest algorithms for developing quantum error-correcting code.
Whether a scalable quantum computer will ever be built obviously has huge impacts for the field of quantum computing, as well as classical computing. Nevertheless, quantum computing is currently a popular research field and this paper simply views a quantum computer as an abstract machine. Furthermore, while this paper does not discuss quantum mechanics directly, most of the basic postulates of quantum mechanics will be discussed within Sect. 2 of this paper. For a structured coverage of the exact postulates of quantum mechanics refer to Nielsen and Chuang's book [83] .
Power of quantum computing
After more than 50 years of using the classical physics paradigm (which the classical Turing machine embodies) to build a theory of (standard) computation, quantum physics provides a different paradigm that is arguably more powerful than standard computation [6] . The possibility of harnessing the power of quantum parallelism (discussed in the following section) and the identification of entangled states that are without a classical counterpart (discussed in Sect. 2.2.5) were the first indications that quantum computing could allow faster information processing than classical computing. Furthermore in 1985, Deutsch [24] proposed that his quantum Turing machine could not only simulate quantum systems better than classical methods, but it may also be able to solve classical problems significantly faster than classical, and possibly probabilistic, Turing machines. This essentially suggested a violation in the strong Church-Turing thesis that any algorithmic process can be simulated on a classical Turing machine (CTM) in at worst a polynomial slowdown.
Quantum parallelism
Quantum parallelism is the term used to describe the potential parallel computing power of quantum computing. It is intuitive that an increase in time efficiency can be gained by using parallel processors. Furthermore, in classical computation, an exponential time efficiency increase requires an exponential increase in the number of processors or physical space. However, as qubits can represent a superposition of two different states, in quantum computation a linear increase in physical space generates an exponential increase in parallelism, and consequently a potential exponential increase in time efficiency. This is what is known as quantum parallelism [26] . As shown in Sect. 2.2.3, a qubit can be represented as a twodimensional vector. In classical physics, n two-dimensional vector objects form a 2 n -dimension vector space. However due to quantum parallelism this is not the case in quantum computing in which n qubits form a 2 n -dimension vector space. This exponential growth implies a possible exponential increase in the information processing speed of quantum computers over classical computers. The concept of how quantum parallelism is applied to create parallel computation is conveniently thought of as shown below in a two-qubit example:
All Inputs One Transformation ¼ All Outputs
A set of input qubits in a superposition of basis states essentially has all the possible inputs encoded in them. Therefore, a single transformation can be applied to generate a set of output qubits in a superposition of basis states, which represents all possible outputs. Thus, all output states have been computed and assigned a probability of measurement on a quantum computer in the same time it takes to compute the output for a single input state on a classical computer.
Although all outputs can be produced using only one transformation, we know from Sects. 2.2.3 and 2.2.4 that only one output can be extracted upon measurement. Furthermore, the particular output that will be extracted is unknown as measurement is probabilistic. Thus, a quantum algorithm must manipulate quantum parallelism so that the desired result is extracted when measured. This is a difficult and nonintuitive task that no classical programming technique can solve. The two bestknown approaches are to [90] :
• Measure properties common to all the outputs. This approach is used in Shor's factoring algorithm whereby the period of the outputs is measured. • Increase the amplitudes of the basis states of interest to increase the probability that they will be measured. This technique is used in Grover's search algorithm.
In addition, there are other restrictions on quantum computing that are discussed in the next section.
Unitary restriction
With the exception of measurement, all transformations in a quantum system must be unitary. This is specified in Schrödinger's equation, which governs the dynamics of a quantum system which is not being measured. To be precise, Schrödinger's equation enforces that quantum systems must change state in a way that preserves orthogonality, 7 and the only transformations that maintain orthogonality in a complex vector space, such as quantum systems, are unitary transformations. The transformation matrix M is a unitary matrix if M M * = I, where M * is the conjugate transpose of M. A unitary transformation can be thought of as a rotation in complex vector space [90] : this makes sense as vector rotations will maintain the angles between all vectors and preserve orthogonality.
An important consequence of quantum transformations being unitary is that they must be reversible, as unitary matrices are invertible. For computing to be reversible, the current state must uniquely determine the previous state, for all computational states [11] . Importantly, Bennett [11] showed that all classical computation can be transformed into reversible computation without an exponential expenditure in time or space. Another important consequence of unitary transformations is that their linearity implies that quantum states can not be cloned, which is known as the no-cloning theorem. An easily understandable version of the original proof of this theorem by Wootters and Zurek [123] is given by Rieffel and Polak [90] . It is important however to note that this theorem only applies to qubits in an unknown state: qubits in a basis state or a known state of superposition 8 can be cloned, but qubits in an unknown state can not be cloned as the information about their amplitudes will be lost.
The potential
There is a well-established view that quantum computing will only yield an exponential speedup in problems whose structure avoids the need to process exponentially many cases [17] . That is, a brute force approach to NP-complete problems will not succeed with the aid of quantum parallelism; Fortnow and Rogers [35] also firmly question whether quantum computing is more powerful than classical computing, but they still maintain it is a potentially powerful model of computation. However, whether quantum computation can efficiently solve NPcomplete problems in polynomial time remains an open question [90] . With the discovery of a few quantum algorithms there is no doubt that certain problems can be solved more efficiently on a quantum computer than on a classical computer. The number and diversity of problems that can be solved more efficiently on a quantum computer is still unknown and the subject of much current research.
In reality, it is not extremely difficult to develop a working quantum algorithm. However, quantum algorithms are only of interest if they are more efficient than their classical counterparts. This is one of the main reasons that more quantum algorithms have not been discovered. It is simple enough to simulate a classical algorithm on a quantum computer; however, producing a quantum algorithm that is superior to its classical counterpart requires the use of truly quantum effects, 9 which is extremely complex. Pessimists speculate that the lack of discovery of quantum algorithms is due to a lack of application of quantum computing. However, it seems more likely the reasons are the non-intuitive nature of creating quantum algorithms to the classically trained world and the fact that only superior quantum algorithms are of interest. The potential of quantum computation is however extremely high as there may even be an exponential speed gap between a quantum and classical computer [40] , as appears to be the case for Shor's factoring algorithm 10 [94] . However, the presence of an exponential speed gap has not yet been conclusively proven; the proof of these speed gaps is discussed more in the following section by referring to classical and quantum complexity classes.
Complexity of quantum algorithms
Quantum computing is a unique type of probabilistic computing, which has caused the creation of new complexity classes [90] . The most interesting quantum complexity class is bounded-error quantum polynomial time (BQP), which is the quantum equivalent of the classical bounded-error probabilistic polynomial time (BPP) complexity class. BPP contains all languages for which there is a probabilistic Turing machine such that it gives the right answer with bounded probability, which means greater than or equal to 2/3 of the time. Note that the probability 2/3 is simply a norm as it can be replaced with any number between 1/2 and 1 without altering the complexity class: if the probability is set higher than 1 2 any previously BPP algorithm can simply be rerun to amplify the probability [96] . Using this definition of BPP and substituting 'quantum Turing machine' for 'probabilistic Turing machine' we obtain the definition of the complexity class BQP.
In 1993 Bernstein and Vazirani [13] proved that BPP BQP PSPACE. This proof is an important result for quantum complexity theory, but the open question of extreme importance in quantum computing is whether BQP is strictly larger than BPP. It is important to note that proving BPP & BQP implies that BPP & PSPACE, which is not currently known. Thus, proving that quantum computers are more powerful than classical computers would also represent a breakthrough in classical computing complexity theory. However, it also indicates that proving BPP & BQP is probably extremely difficult. Simon's quadratic-time quantum algorithm [97] to solve a problem with known classical complexity of exponential-time suggests that BQP is strictly larger than BPP, but it is not a rigorous proof as it only shows BPP & BQP for oracle problems [96] . Grover's search algorithm [44] also puts forward a case that BQP is strictly larger than BPP; however, it is not a proof. That is, it has been shown in specific cases that quantum algorithms can achieve effects that classical algorithms can not, but proving BPP & BQP and that quantum computation can perform exponentially faster than classical computation remain open questions.
Further details on quantum complexity classes are outside the scope of this paper, but more information on the BQP complexity class is presented by Fortnow and Rogers [35] , and [12, 120] detail quantum computing complexity in time and space respectively.
Models of quantum computation
The first quantum computation model was the QTM introduced by Benioff [10] and Deutsch [24] , which can efficiently simulate every CTM with a polynomialbounded overhead [40] . The QTM is also the commonly used basis for defining universality. In essence, the QTM has three deterministic CTM tapes where the two extra tapes are needed to make the computation reversible (the set of tape states also changes to reflect the nature of quantum computing). The QTM is described in more detail by Gramß [40] .
There are also many other mathematically equivalent models of quantum computation, just as there are many different models of classical computation. Moreover, there are other potential models of quantum computation that have not been explored [96] . A quantum state machine [45] has been proposed that is an extension of classical finite state machines in which amplitudes are added to transitions to represent quantum parallelism; a universal quantum cellular automata model [115] is another quantum computing model. Recently, a universal quantum lambda calculus [117] has also been suggested that is based upon the classical lambda calculus. Essentially, a reversible lamdba calculus is established with the use of minor reduction steps, and the quantum parallelism is captured as subexpressions representing superposition that can not be reduced/observed (nocloning theorem).
This section of this paper focuses on the quantum circuit model, due to its popularity and simplicity. The quantum circuit model, also known as the quantum gate array, was introduced by Deutsch in 1989 [25] . The circuit model is mathematically equivalent to the QTM [126] , and is the most popular model of quantum computation. The reason for the popularity difference is that the QTM suffers from the same complexities as the CTM; it does not satisfy a simple algebra and it can be cumbersome to use as it requires 'word at a time' thinking while keeping track of control variables such as tape states [117] . In contrast, quantum circuits are easier to understand as they are graphical diagrams, which can also be manipulated algebraically. Furthermore, other models such as the quantum lambda calculus are too new to be widely popular. The quantum circuit model will be explained in more detail in the following sub-section.
Quantum circuit model and quantum gates
Similar to classical circuits, the quantum circuit model consists of wires, and gates that act upon wires. In the quantum circuit model, each wire represents a qubit 11 and each individual gate has the same number of input qubits as it has output qubits (due to the reversibility of quantum computing). Thus, an advantage of this model is the familiarity to classically trained people, but caution must be applied as intuitive classical deductions are often incorrect as qubits may be in entangled states. Thus, it is important to note that due to entanglement individual wires can not be thought to have individual values, as is the case in classical circuits. Additionally as the number of qubits (wires) is required to be constant, an important restriction of this model is that a quantum circuit can only compute a function with a specific length domain. Therefore, for functions with arbitrary length inputs a family of quantum circuits is required; that is, a quantum circuit for each input length is required.
The complexity of a quantum circuit depends on the total number of gates and qubits (wires). However, as gates are commonly restricted to act upon one, two or three qubits, 12 the number of gates in a quantum circuit is both a reasonable and the usual measure of complexity. This restriction does not affect the universality of quantum circuits; for example, the set of all one-qubit gates and the controlled-NOT (CNOT) gate (explained later in this section) are universal for quantum computing [6] . Further note that the interesting three-qubit Toffoli gate, that is complete for classical computation, combined with the single-qubit Hadamard gate (explained later in this section) are universal for quantum computation [93] . This finding has 11 By convention a qubit begins in a basis state, usually assumed to be j0i. 12 There is some inconsistency in the literature about the maximum number of qubits that a gate should act upon; for example, Shor [96] states the maximum should be two qubits while Spector et al. [102] state that the maximum is a few qubits. conceptual significance as it demonstrates that it is possible to make a set of gates that are universal for quantum computing by adding one single-qubit gate to a set that is complete for classical computation. Furthermore, it points out that quantum computers that can implement the classically-universal Toffoli gate can implement all possible classical algorithms. In addition, it has more recently been shown that a large number of two-bit quantum gates are universal [5] . An excellent review of quantum gates and the respective universality issue is contained in [6] .
Quantum gates are in fact unitary transformation matrices (see Sect. 2.4.2), and a matrix that acts upon n-qubits will be a 2 n Â 2 n square matrix due to quantum parallelism. Quantum parallelism (see Sect. 2.4.1) is the reason that a linear increase in the number of qubits causes an exponential increase in the size of a quantum system. To familiarise the reader with both the gates and the quantum circuit model, 13 some important elementary gates are detailed below using the quantum circuit model.
Three important single-qubit gates are the identity (I), negation (X), and Hadamard (H) transformations, which are detailed below 14 :
It is important to notice that the Hadamard gate creates an equal superposition of states, and when applied to n-qubits it creates a superposition of all 2 n states (this is the reason for its prevalence in quantum algorithms). The transformation that applies H to n-qubits is called the Walsh-Hadamard (WH) transformation, defined as 13 Variations in the quantum circuit notation of different gates exist, but they are only minor and should be understood by a reader who has read this paper. 14 Due to the unitary restriction and linearity, transformations are fully specified by their effect on the basis states [90] .
The workings of these gates can be easily verified with linear algebra; for example, the negation transformation on j0i:
These single-qubit transformations are represented in the quantum circuit model by an appropriately labeled box as shown below:
The CNOT is an extremely important two-qubit gate. Its importance comes from the fact that the results of a CNOT transformation can not be expressed as the tensor product of two qubits; thus, a CNOT gate can be used to create entangled states. The workings of the CNOT gate are relatively simple: it applies the negation (X) transformation to the target qubit (represented by a cross) if the control qubit (represented by an open circle) is j1i. The mapping and quantum circuit notation for the CNOT gate are as shown.
The related 3-qubit Toffoli gate is essentially a controlled-controlled-NOT gate, where the negation (X) transformation is only applied to the target qubit if the two control qubits are j1i; it is represented in the circuit model as follows.
Example problems and algorithms
The algorithms that will be presented in this section are quantum teleportation, and an overview of Grover's algorithm. These algorithms have been chosen for their ease of understanding and their ability to convey important quantum algorithm concepts. Pittenger's book [85] contains excellent, succinct treatments of the following quantum algorithms: Deutsch-Joza's, Simon's, Grover's, Shor's and the Quantum Fourier Transformation.
This section will also include definitions of Deutsch's and the scaling majority-on problems. Quantum algorithms to solve these problems have been evolved by Spector et al. using genetic programming (see Sect. 4.3.3).
Quantum teleportation algorithm
Quantum teleportation, 15 uses two classical bits to transfer one quantum bit of information (jq1i) from A(lice) to B(ob) without ever being anywhere in between. 16 This does not violate the no-cloning theorem as the unknown qubit is teleported not copied; that is, after the quantum teleportation the qubit no longer exists with Alice. The quantum circuit model for teleportation is as shown below in Fig. 1 .
The first step creates Bell's first entangled state jwi ¼ j00iþj11i ffiffi 2 p (discussed in Sect. 2.2.5) by putting the first qubit into equal superposition using the Hadamard gate and then modifying the second according to the value of the first using the CNOT gate. Now, given that jq1i is unknown, it can be represented as aj0i þ bj1i, and the quantum state after the first two transformations is
Alice and Bob are each given one of these two entangled particles and a second CNOT is now applied to make the quantum state 15 This explanation of the quantum teleportation algorithm is based on the explanation given by Landry [61] . 16 Quantum teleportation of one qubit has been realised experimentally [16] .
Thus, the information about jq1i is now contained in the entangled pair, and the final Hadamard transformation is performed to yield
Alice then measures the two qubits she has and sends the result encoded in two classical bits {00,01,10,11} to Bob. Using the previous equation, Bob knows the state of his qubit in terms of jq1i. Therefore, he can apply a simple one-qubit gate (if needed) to convert his qubit to jq1i as defined below (using the previous equation):
For example, in the case of j01i, after transformation Bob's qubit equals
Thus, an unknown qubit in a superposition of states can be transported from A to B with only two classical bits of information.
Grover's algorithm
Grover's algorithm searches an unstructured n-element list in Oð ffiffi ffi n p Þ time compared to its classical counterpart which is O(n). The first step in Grover's algorithm is to apply a Hadamard gate to n-qubits initially in state j0i: this is done by using the Walsh-Hadamard transformation described in Sect. 2.6.1. The Grover operator (or Grover iteration) is then applied multiple times (Oð ffiffi ffi n p Þ) to these n-qubits as well as extra qubits that are required as workspace (referred to as the oracle workspace). Essentially, the Grover operator increases the amplitude of the basis states that are being searched for and decreases the amplitudes of the other states. This is done by rotating the current state vector (of the n-qubits) towards the superposition of all solutions to the search problem (jbi) as shown in Fig. 2 .
The Grover operator consists of:
1. Applying the oracle search function (using the oracle workspace) to the nqubits; 2. Applying Hadamard transformations to all n-qubits; 3. Performing a conditional phase shift; 4. Applying Hadamard transformations to all n-qubits.
The initial oracle application reflects the current state of the n-qubits about jai to move it from its initial state 1 to state 2, as shown in Fig. 2 . The remaining three operations (Hadamard, conditional phase shift, Hadamard) then reflect the state 2 vector about state 1. Overall, this achieves a rotation of h towards jbi (state 3). Repeating the Grover operator Oð ffiffi ffi n p Þ times rotates the state vector very close to jbi, the superposition of all solutions. Hence, when the state is measured with reference to the computational basis it reveals a solution to the search problem with extremely high probability. 17 This is the essence of Grover's algorithm; an excellent detailed analysis of Grover's algorithm and its recent variations is given in chapter 6 of Nielsen and Chuang's book [83] .
Deutch's and scaling majority-on problems
Deutsch's problem is determining whether a given oracle, or black box, function is uniform or balanced, given that the oracle must be either one of these. The uniform Chuang's book [83] . The three numbers in boxes indicate the initial (1), intermediate (2) , and final (3) state vectors when the Grover operator is applied. jbi is the superposition of all solutions to the search problem, and jai is a state orthogonal to jbi. All vectors in this diagram are unit vectors, but jai and jbi are shown to be longer to improve clarity property requires an oracle to always return 0 or always return 1; the balanced property requires an oracle to return an equal number of 0s and 1s over all possible inputs. The scalable majority-on problem is an extension of Deutsch's problem where the oracle is an arbitrary boolean function and the problem is to determine whether the majority of the outputs are 1. Quantum algorithms to solve these problems have been evolved by Spector et al. using genetic programming (see Sect. 4.3.3).
Further reading
This section presents major summary references in the field of quantum computing, most of which have been previously referenced in this paper. These summary references complement the specific references given previously.
There are currently a large, and rapidly increasing, number of publications on quantum computing, and consequently there is a lot of duplication and work of varying standards. For issues on quantum computing, Nielsen and Chuang's book [83] appears to be the most comprehensive and well-structured publication, which is considered to be the most significant reference. A detailed, but shorter (76-pages), review is also provided by Galindo and Martín-Delgado [37] . A very good introductory reference is provided by Landry [61] , who summarised the major areas in Nielsen and Chuang's book. Another excellent and recommended review reference is Rieffel and Polak's work [90] , which contains a more comprehensive and detailed review of quantum computing than Landry's paper [61] . Furthermore, in contrast to [61, 90] , Gramß [40] provides a summary of quantum computing from a QTM perspective, rather than the quantum circuit model. However, many (although not all) of the topics included in [40, 61, 90] have been covered in this paper.
There are two excellent quantum computing books that also contain detailed information on how to actually simulate quantum algorithms on a classical computer: Williams and Clearwater's book [121] comes with Mathematica 18 notebooks that simulate well-known quantum algorithms such as Shor's factoring algorithm, and Hardy and Steeb's book [48] contains Java and C?? code for some simple quantum simulations such as generating entangled qubits.
The majority of the articles referenced in this quantum computing section are freely available at the Los Alamos preprint server: http://xxx.lanl.gov/archive/quant-ph. This site also provides an excellent place to search for old and new articles within the field of quantum computing.
Introduction to evolutionary algorithms
Optimisation problems can be characterised by two sets of parameters: feedback parameters to optimise according to a target solution, and free parameters to modify in order to approach the desired solution [15] . The optimisation algorithm alters the free parameters while controlling the quality of the solution by the feedback parameters; different optimisation techniques perform this search in different ways. When traditional optimisation techniques are used to search vast, complex and unknown spaces there are extremely complex constraints and multimodal problems 19 [48] . Thus, traditional optimisation techniques are not well-suited for these types of problems, so alternative approaches have been researched. EAs are one of the alternative methods that have gained significant popularity as generalpurpose optimisation and search tools [48] . EAs are probabilistic search algorithms that are heavily based upon Darwinian evolution, as a proxy for the process of species evolution in nature. The central concept of Darwinian evolution is that individuals in a population have heritable characteristics that influence their probability of producing offspring, that is, future generations. EAs have extended this theory slightly to state that characteristics of 'better' individuals will increase their likelihood to produce offspring, which is a variation on Darwin's 'survival of the fittest' principle [22] . The idea behind this is an attempt to converge to the 'best' individual, which essentially is the paradigm of search and optimisation.
EAs were initially used as optimisation tools for engineering problems, and were developed independently by several computer science researchers in the 1950s and 1960s [38] . Since then, the number of applications for EAs has become diverse and has grown at a fast rate [15] ; for example, there are EA applications in financial forecasting, marketing, predicting protein structure, validating theories about biological evolution and in developing computer programs. In contrast to the application aspect of EAs and despite much theoretical research, EA theory developed slower than that of neural networks, another biologically motivated form of computation [9] . A possible contributor to this is the relative difficulty of theoretically analysing an EA compared with modifying one for use in a different field. Nevertheless, various types of EAs have been developed and the types presented in the following subsection now form the backbone of the EA field [81] . Regardless of what type of EA is used the basic elements are almost identical [4] ; these common elements are [64] :
• Populations of individuals representing solutions to the problem at-hand, which allows parallel searching; • Ways to manipulate solutions, which can be either -Mutation (inspired by the biological process of the same name) operators, which implement innovative change or -Recombination/Crossover (inspired by the biological process of gamete production and sexual reproduction) operators, which implement conservation of characteristics through rearrangement;
• A measure for determining the quality of a solution, usually referred to as a fitness function; 19 Multimodal problems are problems that arise in cases with a large number of locally optimum solutions.
• A method of selection that uses the fitness function to select individuals for the next generation.
Types of EAs
EAs and GAs are terms that are sometimes incorrectly used interchangeably. EA is an umbrella term that includes all algorithms that incorporate the idea of Darwinian evolution, and GAs are just one type of EA. The different types of EAs are shown in Fig. 3 . GAs, invented by Holland in the 1960s [50] , are the most prominent EAs [48] , with the other major types of EAs being Evolutionary Programming (EP) and Evolution Strategies (ES). Essentially, EP and ES operate on and change the phenotype (observable properties) of individuals, while GAs operate on the genotype (genetic construction) of individuals [33] . To further explain the concept of phenotype, a change in phenotype can be viewed as a change in the behavior, physiology or morphology without altering the genetics. In addition, a further difference between ES and GAs is that ES places an emphasis on mutation [15] , whereas GAs place a higher weighting on recombination. However, having stated the differences between these types of EA, it is important to note that these distinctions are not strict, as overlap does occur 20 [15] . For a more thorough review of EP and ES, which also includes a discussion on GAs, please refer to Bäck's book [1] . In 1985 Cramer [21] used GAs to evolve computer programs and in doing so published the first paper on a new type of EAs, known as genetic programming (GP). It should be noted that 5 years earlier Smith, in his PhD thesis [98] , proposed a very similar approach. Amazingly, independent of both Cramer and Smith, an undergraduate student Jürgen Schmidhuber produced the second paper on GP [27] , albeit a technical report. Nevertheless, it was not until 1992 when Koza made the first large-scale presentation of GP through his book [57] that GP became wellknown. However, rapid development in GP did not occur until the twenty-first century, in part due to the initial slow development of GP theory. Furthermore, Bornholdt [15] suggests that the reason GP arrived late into the EA field may have been due to the need for greater computing power. GP can be thought of as a GA whereby the search space solely includes computer programs. GP techniques have been valuable in evolving structures other than computer programs, but the fact that individuals in a GP model are computer programs is the most defining feature of GP [100] . Nevertheless, GP has extended the idea of genotype manipulation from GAs to include variable length chromosomes; that is, the representation of individuals in a population can be of varying size.
GA and GP algorithm structure
The overall structure of GAs and GP algorithms (GPAs) is shown in Fig. 4 . Initially, a way to represent individuals must be determined. Traditionally, as supported by Holland [50] , individuals (or solutions) were encoded as binary strings; modern GAs (and consequently GPAs) use tailored encoding to suit the problem being solved [80] . Then a starting population is generated. This is usually done randomly so that it results in a diverse population, akin to the diversity found in naturally occurring populations. The number of individuals in the initial population is another parameter that must be set according to the specific problem at hand.
After an initial population is created the evolutionary loop begins. The evolutionary loop consists of the following repeating sequence:
1. Evaluate the fitness of each individual in the population. The fitness, or quality, of each individual (x) is measured by a predetermined fitness function (f(x)) with a real number codomain, that is, it returns a real number. 2. Select individuals based on fitness levels to be parents of the next generation, as in Darwinian Selection. 21 The three main selection methods used in GAs and GPAs are a. Fitness-Proportional selection, where individuals are selected using a roulette wheel concept in which each individual (i) has a sector of size proportional to its fitness (f i ) so its probability of selection is f i P
. This method is intuitive, but it has disadvantages including the requirements of non-negative fitness values and a fitness function to be maximised (other disadvantages are discussed in Sect. 5.2 of [36] ). These two requirements can be met by adjusting the fitness function; for example, assuming that a lower fitness function corresponds to a superior fitness, this means each individual has a probability of being selected equal to
Ranking selection, where all individuals are first ranked according to their fitness. A fitness-proportional type selection is then applied based on the rankings, such that higher rankings have greater selection probabilities. Thus, the size of the fitness differences between individuals is deliberately ignored. c. Tournament selection, which involves randomly choosing a number (a predefined parameter) of individuals, known as the tournament size, to compete in a tournament. The winner or winners of the tournament (usually only one) are most commonly decided by simply choosing the fittest, but it is also possible to use a fitness-proportional type selection. Tournament winners are selected and tournaments are run until there are enough selected individuals.
Unlike fitness-proportional selection, ranking and the most common type of tournament selection both handle negative fitness values and a fitness function to be minimised. Furthermore, in many cases ranking and tournament selection are equivalent [53] . However, a further advantage of tournament selection is its efficiency and potential for parallel computing so long as the tournament size is significantly less than the population size [36] . This is not possible with fitnessproportional or ranking selection as they both require the fitness of the whole population to be known. Nevertheless, tournament selection can suffer from poor sampling accuracy and other disadvantages [51] . Much more detailed analysis of selection methods is possible; for more information see pages 166-204 of the book edited by Back, Fogel and Michalewicz [2] including its specific articles on fitnessproportional [41] , ranking [14] and tournament [42] selection.
Generate the next population through genetic modification. The mutation
operator is applied to a single individual which results in a random change to its representation (genome) at one or more positions; it is applied with a certain low probability, set as a parameter. The crossover operator is applied to two individuals (parents) and produces a new individual (child) for the next generation, which is a combination of the representations (genomes) of the original individuals. The crossover operator is also applied with a probability set as a parameter, but this probability is usually much higher that the mutation probability. Thus, cross-over can obviously be performed in many ways and depends on the representations of the individuals. Two possible approaches are
• One-point crossover that uses the beginning of the representation from one parent and the end from the other parent, and • Two-point crossover that reuses one parent's representation with a middle section exchanged for a section of the other parent.
One common classification of different crossover operators is to sort them into fixed and variable length operators that produce children with respectively the same (fixed) or possibly different (variable) length representations as their parents. It is also important to consider the percentage probabilities to apply to mutation and crossover, which is a complex issue that differs in each situation. Nevertheless, Luke and Spector [75] provide useful empirical data comparing mutation and crossover that remarkably shows little difference.
This loop terminates when sufficiently optimised individuals 22 have been evolved or other predetermined termination criteria are met, such as the maximum number of generations have been evolved.
Further reading
There is an abundance of material about EAs available. Chapter 5 of Freitas' book [36] provides a good, clear introduction into EAs with an emphasis on GAs and GP over ES and EP. In particular, Freitas provides excellent, yet simple, written and pictorial explanations of cross-over and mutation operators. For a more detailed treatment of EAs the book entitled 'Evolutionary Computation 1' [2] , and then its more advanced sequel 'Evolutionary Computation 2' [3] , are highly recommended.
For futher information on GAs, Bornholdt [15] presents a succinct review, and Hardy and Steeb [48] provide a good review of the implementation of GAs, which includes many Java and C?? code examples. In addition, a very comprehensive analysis of GAs from a mathematical standpoint is given by Vose [119] . More detail on GP in general is covered in Koza's books [57,-60 ].
Evolving quantum algorithms
Genetic programming is defined as developing algorithms based on Darwinian evolution to automatically generate computer programs. Thus, as quantum computing is a formal computational model, GP can be used to evolve quantum computing programs (represented as quantum algorithms); this field will be hereafter referred to as 'Evolving Quantum Algorithms'. The field of evolving quantum algorithms has taken longer to develop than other applications of GP. In 2001, Rubinstein [91] remarked that there has been relatively little work done in the field. Since then there has been a significant increase in published authors, but it appears that a, as yet elusive, major breakthrough will be required to generate largescale interest and rapid development.
As was stated in Sect. 2.4.3, it seems that the major reasons for a lack of discovery of quantum algorithms are that they are difficult and non-intuitive to generate, and that only faster than classical quantum algorithms are of interest. Therefore, it would seem appropriate that we look to computers to search for quantum algorithms. However, as the search space of quantum algorithms is vast, complex and reasonably uncharted, using traditional search techniques is problematic (see Sect. 3). Hence the motivation to use GP to evolve quantum algorithms, with the hope that GP's power to search vast, complex and unknown spaces can discover new and superior to existing quantum algorithms.
Simulation limitations
In order to evolve quantum algorithms the fitness of different individuals (quantum algorithms) must be assessed; the fitness of a solution is assessed by running the algorithm. However, as quantum computers have not yet been built (Sect. 2.3), quantum algorithms must be simulated on a classical machine. However, due to quantum parallelism simulating quantum algorithms on a classical computer comes at a potentially exponential simulation cost [65, 91, 102] . Therefore, as inefficiencies in simulation will only multiply rapidly during the evolutionary process, an efficient quantum computer simulator is a necessity in this field [64] . Spector [100] introduces a tested quantum computer simulator termed QGAME, which is based upon the quantum circuit model detailed in Sect. 2.6.1; Sabry [92] outlines an interesting quantum simulation model in the functional language Haskell, and there are also many quantum computer simulators that vary in quality available on the Internet. An example code fragment of the quantum simulator used by Spector et al. [102] explains a possible representation of gates in the programming language LISP, which is demonstrated below: (HADAMARD 0);; apply Hadamard transformation to qubit 0 (CNOT 1 2);; apply CNOT gate with control (qubit 1) and target (qubit 2) In addition, recall that Hardy and Steeb [47] provide some C?? and Java code for simulating different quantum effects. Nevertheless, due to the simulating inefficiency only small quantum algorithms can be simulated and evolved. In this sense small quantum algorithms means that the following must be restricted in size: number of qubits, number of gates (commonly referred to as the length of a quantum circuit), and the number of iterations of the algorithm (with varying input) needed to determine the fitness of the algorithm. Hence, discovering small, yet scalable, quantum algorithms is the ultimate result from evolving quantum algorithms.
Program structures
Within GP, the individuals (computer programs) must have a defined structure so that genetic operators can be applied to them. In most applications of GP, the computer programs consist of basic building blocks, referred to as primitives or genes, such as constants, operators, problem-specific functions and inputs [64] . When evolving quantum algorithms the main components of the quantum algorithm are quantum gates. These primitives can then combine to form complete computer programs in different structures; the types of program structures that have been applied in the field of evolving quantum algorithms are tree, linear, and the hybrid linear-tree. The choice of an appropriate program structure appears to be a key ingredient to the success of the GP evolution [64] .
The original GP program structure, as outlined by Koza [57, 58] , was based on the standard tree structure. Quantum gates and their arguments are represented as parent nodes and their children respectively. Children nodes can be quantum gates themselves, 23 and leaf nodes can be constants, zero-argument functions, qubit indices or other program inputs. This structure can be easily translated into a functional programming language where the functions are the parent nodes and the function's arguments are its children. The program can also be executed with a postorder traversal (left-subtree, right sub-tree, root), which means no further memory is required as function arguments are always locally accessible. It is also important to note that it is trivial to convert a tree-structured quantum program into the quantum circuit model, where the order of gates in the circuit model will be defined by the post-order traversal. 24 Although Koza's tree structure provides elegant adaptations to different program sizes and shapes [62] and allows for easy expression in any functional programming language, there is no guarantee it is the most appropriate representation for all problems [104] . An alternative to the tree structure, is a linear structure that unsurprisingly consists of a linear sequence of instructions. Spector et al. [104] outline reasons that suggest tree-based program structures offer no advantages over linear program structures, but have additional complexity. They state that quantum algorithms are linear, so a linear program structure appears to be more appropriate than a tree structure. Operators or functions in the linear based model usually get their arguments from external memory.
The linear-tree structure, as proposed and named by Kantschik and Banzhaf [54] , is a combination of linear and tree structures, where there is a linear structure and branching function at each node of the tree structure. During execution of the tree structure, the linear structure at each node visited is executed. The tree structure execution begins by visiting the root node and executes only one path to a leaf node: the next node visited is determined by the branching function at the current node. In quantum computing, partial measurements of the entire quantum state are 23 The return value of a quantum gate node is a valid index of a qubit it acted upon. For example, the CNOT gate is usually defined to return the index of the control qubit. 24 There is also a trivial mapping of a quantum circuit to a tree-structured program, based on establishing a sequence of gates, that is further described in Leier's thesis [64] . appropriate branching functions [64] ; therefore, the next node depends on the result of the partial measurement. An example branching function is if the measurement of qubit n yields j0i or j1i, then the left or right subtree will be visited next respectively.
It should also be noted that there is a graph, and consequently a linear-graph [55] , GP program structure that has been applied to areas other than quantum algorithms. There are many types of graph structures: the well-known PADO graph structure is presented by Teller and Veloso [113] . Possible reasons for this structure not being used include its increased complexity, lack of obvious improvement in representing quantum effects and the possibility that researchers have not thought about using it yet.
Previous studies
A discussion of works in the field of evolving quantum algorithms follow. They are divided by author and discussed in roughly chronological order. This section then ends with a discussion of other works and additional reading.
Williams and Gray
Williams and Gray's pioneering work [122] suggests the use of GP to evolve quantum algorithms. However, the goal of their study was to search more efficiently for alternative quantum circuits to a known quantum algorithm than conducting an exhaustive search. The difference from subsequent studies is that, in this case the overall unitary gate that represents the quantum algorithm was already known. This is still useful as it could be used to search for (hopefully faster) alternative quantum algorithms that solve the same problem [91] . In this case, the fitness function would include a penalty for circuits that were similar to the known quantum algorithm.
Using a population size of 100, the GP algorithm implemented in this study successfully found a quantum teleportation algorithm (see Sect. 2.7.1 for details on quantum teleportation), where the send portion was as efficient, and the receive portion more efficient, than the known algorithm; the GP algorithm used:
• A linear program structure;
• An approximate universal-gate set consisting of the CNOT gate and two other one-qubit gates; • A three-tuple representation: {quantum gate, [parameters 25 ], 26 set of qubits acted upon}; • A fitness function based on the evolved circuit's similarity to the known solution; • A ranking selection scheme;
• Mutation and Crossover operators that act on quantum gate(s).
Yabuki and Iba
Yabuki and Iba [124] developed a GA model 27 that was specifically tailored to evolve the quantum teleportation algorithm as did Williams and Gray [122] . Using a larger population size of 5,000, the GA algorithm implemented in this study successfully found a quantum teleportation algorithm (see Sect. 2.7.1 for details on quantum teleportation) that has at least three fewer gates than any non-evolved quantum teleportation algorithm; the GA algorithm used:
• The same gate set as Williams and Gray [122] (chosen as the problem was the same); • A unique fixed-length string representation that was specifically tailored to the production of two entangled particles, which is essential in quantum teleportation; • A problem specific fitness function based on the error of the evolved algorithm's output; • A fitness-proportional selection scheme;
• Mutation and fixed-length crossover operators.
Yabuki and Iba, like Williams and Gray, have approached evolving quantum algorithms from an optimisation, rather than a search, standpoint. They have focused on using a tailored evolutionary algorithm to find a more efficient quantum algorithm for a given existing quantum algorithm. Furthermore, along with Williams and Gray's [122] results, it has been shown that there is potential in this area, particularly for the quantum teleportation algorithm.
Spector et al
Spector has recently published the first book [101] about using GP to automatically evolve quantum algorithms, which makes reference to all of his previous work with a more detailed introduction into the field. Spector et al. [7, 8, [102] [103] [104] have conducted extensive research on evolving quantum algorithms and provided the main foundation for the field. Three different GP models were outlined and applied to various problems in [104] . The common elements of all three models are the:
• Standardised fitness function (detailed in [102] ) that takes into account three components:
1. Hits: total number of fitness cases minus the number of fitness cases for which the quantum circuit yields the correct answer with greater than 0.52 probability. . This formula deliberately ignores any circuits with errors less than 0.48, so that the focus is on producing correct quantum algorithms, not on improving the probability of correctness of already correct quantum algorithms 28 3. Efficiency: number of quantum gates/100,000, which makes sure that this component will always be less than 1.
Correctness:
Spector et al. recommend that these components be combined from most to least important such that quantum circuits are only compared on Correctness if their Hits are the same, and similarly only compared on Efficiency if the Hits and Correctness are the same.
• Tournament selection method with a tournament size of five individuals. The first GP model defined in [104] uses a standard tree program structure, and is in fact a summary of the results presented in Spector et al.'s initial paper [102] . This GP model was applied to two oracle problems, namely Deutsch's problem and the scaling majority-on problem (defined in Sect. 2.7.3). Using a population size of 10,000, this tree structure GP algorithm was used to evolve a better-thanclassical quantum algorithm for Deutsch's problem, but did not evolve a quantum algorithm to solve the majority-on problem better than any classical algorithm. Along with the common elements shown above, this tree structure GP algorithm also used:
• A set of gate building functions as well as iteration structures and arithmetic operators; • Functions in prefix notation, analogous to functional languages such as LISP in which the quantum algorithms were simulated; • Mutation operators, and two types of crossover operators: a variable length operator design for the tree structure and a reproduction operator to produce a child exactly the same as a parent.
The other two GP models use two types of linear program structures. As stated in Sect. 4.2, a linear structure stores arguments in external memory. The first type of linear structure, called the stack-based linear GP, uses a global stack for temporary data storage. This GP model successfully evolved a quantum algorithm to solve the four-item database search problem faster than any classical algorithm; moreover, the evolved quantum algorithm is as efficient as, and almost identical to, Grover's search algorithm. Besides the program structure, the differences between this GP model and the tree structure model discussed above are that the:
• Various crossover operators are designed to operate on linear, rather than tree, structures; they are also fixed-length operators; • Iteration structures are stack-based, rather than tree-based;
• Gate building functions do not return values on to the stack;
• Arithmetic functions take their arguments from, and return their result to, the stack; • A no-op operator is part of the function set.
The primary role of including iteration structures is to produce scalable quantum algorithms, however, some non-scalable quantum algorithms are of interest [104] . The second type of linear GP model is tailored to evolving these non-scalable quantum algorithms as there is no iteration structure. Furthermore, Spector et al. [104] suggest that there is no major reason for quantum gates to share parameter values, which consequently means there is no reason for data storage. Thus, in contrast to the stack-based linear structure, the second type of linear structure implemented, called the stack-less linear GP, only contains the gate building functions and has no external memory for temporary data storage. This GP structure was used to evolve a quantum algorithm to solve the And-Or Query problem faster than any previously known classical or quantum algorithm. The And-Or Query problem is to determine whether the boolean function (f(0)_f (1))^(f(2)_ f(3)) is true or false for a two-bit boolean function f.
Spector et al. [8, 103] then presented a modification of their stack-less linear structure GP. The changes to the GP model include:
• Using a steady-state GP. All previous GP models applied to quantum algorithms have been generational GP models; the difference is simply that steady-state GP models do not have clearly defined generations. The remainder of the evolutionary process can be considered to be very similar; Expected-Queries component that considers the number of oracle calls (defined in [103] ), which is a tailored modification for evolving quantum algorithms to solve oracle problems; 3. Max-Error component, which is the maximum probability of getting a wrong answer in any fitness case, and is similar to the Correctness component used in [104] ; 4. Num-Gates component, which is equivalent to the Efficiency component used in [104] .
• Including single-qubit measurement gates so that partial measurements can be made, which are key to several known quantum algorithms such as Shor's factoring algorithm; • The added ability to distribute the evolutionary process across multiple workstations to decrease execution time. This modified GP model was again applied to the And-Or Query problem, with better results than the initial stack-less linear structure model. Additionally, the modified model was applied to the simpler Or Query problem to determine f ð0Þ _ f ð1Þ, which resulted in a quantum algorithm faster than its classical counterpart [7, 8] . It is interesting to note that partial measurement, through the use of single-qubit measurement gates, featured in the evolved quantum algorithms for both the Or and And-Or problems. From these improving results, Spector et al. deduced that they were successfully improving their GP model to evolve quantum algorithms, and that the stack-less linear structure is probably the best structure that has been developed for evolving quantum algorithms.
Using the software developed for the research just described, Spector and Bernstein [105] have discovered new communication capabilities of quantum algorithms using the GP. Despite a conjecture to the contrary, they evolved an algorithm that communicates one classical bit of information per use of a specific quantum gate. Equally important however was that the evolved gate was subsequently simplified and generalised 'by hand'. This highlights the potential for GP, without necessarily evolving optimal algorithms, to act as a catalyst for new ideas and original ways of thinking in the field.
Overall, the successful research by Spector et al. summarised above has definitely shown that there potential in evolving quantum algorithms. Spector has also written an interesting short paper [100] that extends the idea of evolving quantum algorithms using GP to evolving arbitrary computational processes.
Rubinstein
Using a population size of 5000, Rubinstein [91] used his generational GP algorithm to successfully discover the most efficient known quantum algorithms to produce two to five maximally entangled qubits, 29 that is, qubits of the form 1 ffiffi 2 p j0; . . .; 0iþ ð j1; . . .; 1iÞ.
The GP algorithm used:
• A linear program structure (with no external storage);
• An unspecified set of quantum gates that include CNOT, Hadamard and importantly an 'Observe' gate that can measure one or many qubits, which is known to be a vital technique in several known quantum algorithms, such as Shor's factoring algorithm; • A modification of the three-tuple representation, where the quantum gate and its parameters and qubit operands are encoded into a bit string, which is the standard representation for an individual in GPs; • A fitness function based solely on the error of the evolved quantum system. The fitness was calculated using the following formula, where i is an input case of k total cases, j is a basis state in a quantum system of n qubits, and o and d are the observed and desired amplitudes respectively.
The error obtained from this function is then divided by the highest error of any individual evolved to obtain a standardised fitness that lies in the range between 0 (optimal) and 1;
• A fitness-proportional selection scheme;
• Mutation operators (with low probability), and crossover operators that act upon all parts of the bit string representation, that is, gates, parameters and qubits. Gate cross-over is variable-length, but parameter and qubit crossover are fixedlength, as most quantum gates act upon a fixed number of qubits with a fixed number of parameters.
From the quantum algorithms produced for the maximum entanglement problem with two to five qubits, deductions were made about an arbitrary sized maximum entanglement production circuit. Thus, this study shows that there is potential for GP to produce small, yet scalable, quantum circuits that can be converted into large scale quantum circuits.
Lukac and Perkowski et al
Lucak and Perkowski [71] present a general GA for evolving quantum circuits. Their algorithm used:
• An encoding system where quantum circuits are represented as an array of strings of quantum gates. Each element of the array represented a specific point in time (after the previous element and before the next element) in the quantum algorithm when gates could act upon qubits. The string of ordered gates at each element corresponded to the order of qubits, such that the the first gate acted upon the first qubit and so on. This system had no extra parameters to identify which qubits a gate acted upon, thus it was only possible with the introduction of a no operation gate. Their encoding system also deliberately allowed for parallel evalution of individuals to potentially decrease fitness evaluation time; • A large gate set comprising various one, two and three qubit gates, including a one-qubit 'wire' gate that performs 'no operation'. The reason for the diverse gate set is Lukac and Perkowski's focus on evolving arbitrary quantum algorithms; • A fitness function considering the correctness of the quantum algorithm. This fitness function is similar to those in previous papers [91, 122] , but in this case a fitness level of 1 corresponds to maximum (not minimum) fitness; • Roulette wheel and stocastic universal sampling selection schemes. Stocastic universal sampling is less biased towards selecting 'fit' individuals, thus a more random selection scheme (which is detailed more in [39] ); • Mutation and crossover operators;
• Population sizes of 50 and 100 individuals. The population was deliberately kept small to avoid long fitness evaluation times.
Lucak and Perkowski used their algorithm to evolve various quantum circuits, averaging each experiment over 20 runs. First, they evolved single gate circuits (whereby the target gate was included in the gate set for the experiment) to test their algorithms convergence. All gates were successfully evolved, but for larger number of input-qubits (gate size) longer evolution time was required. Interestingly, mutation with a probability greater than 0.4 was found to decrease both the real-time and the number of generations required to successfully evolve the target gate. Their second experiment was to evolve three quantum circuits consisting of more than one gate: namely, the quantum teleportation algorithm previous evolved by Williams and Gray [122] and three and four maximally entangled qubits as previously evolved by Rubinstein [91] . In all three cases, the desired quantum circuit was evolved in similar or less time than previously published. It was also noted that while the number of generations required to evolve quantum circuits increases exponentially as the number of qubits increase, the real-time required for evolution increases at a much slower rate. Higher probability of mutation was again found to decrease the number of generations and the real-time required for successful evolution.
While not discovering any new or further optimised quantum algorithms, Lucak and Perkowski have established benchmarks for the evolution of various small quantum algorithms, ranging from 1 to 4 qubits. Furthermore, for the three composite quantum algorithms ([1 qubit) evolved, their GA has performed equally or more efficiently (in terms of time of evolution) than previous studies. Lukac et al. [73] have furthered their research by investigating implementing their GA on a quantum computer. The specific encoding used in this GA lends itself to be computed in parallel, thus it should be more efficiently implementable given quantum technologies. Between Lukac, Perkowski and others [56, 72, 74] there has also been promising research conducted into using GAs to evolve efficient implementations of basic quantum (and reversible) gates.
Leier and Banzhaf
Leier, in his PhD thesis under the supervision of Banzhaf [64] , presented two GP models for evolving quantum algorithms, one linear and one linear-tree structure. Both models are very similar to the successful stack-less linear structure GP model developed by Spector et al. [7, 8, 103] . The major difference is the four component fitness function of Leier's model, in which the components are combined through different weightings, rather than sequentially in order of importance. The actual components are also slightly different, but have all been previously been mentioned by Spector et al.; they are: misses, max-error, correctness and num-gates. Further differences in the linear-tree model, caused by its structural difference, are that branching functions are partial measurements and the crossover operators that act on the linear and tree substructures are included. However, partial measurements were previously introduced by Spector et al. [7, 8, 103] who used single-qubit measurement gates as discussed in Sect. 4.3.3. 30 Nonetheless, the inherent inclusion of partial measurements and the added flexibility of the linear-tree structure was the motivation for creating a GP model that was not strictly linear [64] .
Both GP models were applied to the Deutsch-Jozsa (D-J) and 1-SAT problems. 31 The Deutsch-Jozsa problem is essentially a scalable version of Deutsch's problem; 1-SAT also has a known better-than-classical quantum algorithm solution (Hogg's algorithm [49] ). The linear-tree GP was able to find a quantum algorithm essentially the same as the known algorithms for both the 1-SAT and D-J problem, although some evolutionary runs did not produce a solution to the D-J problem. The interesting finding from this study was that intermediate partial measurements had no noticeable positive effect; similarly, the added flexibility of the linear-tree structure did not add a benefit over the strict linear structure which also evolved solutions to both problems. However, it is probable that these findings can not be generalised past these small problems that have relatively simple quantum solutions. Nevertheless, this study showed that linear-tree structure GP models can be used to evolve quantum circuits.
Leier also made some other interesting observations; the most important of these are listed below.
• Using the linear structured GP model, Leier showed that there was an increase in the efficiency of the evolutionary process when using a pre-evolved, rather than a random, initial population for both the D-J and 1-SAT problem. This preevolution involved feeding evolved individuals from a smaller problem instance into the initial population. • According to Leier's research crossover is not as important as commonly thought. This finding conflicts with the traditional GP approach, where crossover is performed with much greater probability than mutation with the idea of multiplying and distributing better solutions over the population. • Even though Leier made a point of emphasising that his GP models were not designed to produce scalable quantum algorithms, scalability was achieved: the algorithms evolved using Leier's models, which apply to n-qubits, can be easily manually scaled to apply to (n ? 1)-qubits. However, this is in fact not surprising as the known quantum algorithms for both application problems are scalable.
A study into the search space of quantum algorithms from an EA perspective is presented by Leier and Banzhaf [66] . Using the D-J problem as a case study, they conclude that the evolutionary search for larger quantum algorithms will be very difficult due to the complexity of the search space. They also remark that the selection of the gate set and genetic operators is very important as they can hinder efficient search. Overall, much is still unknown about the search space when evolving quantum algorithms.
Leier and Banzhaf [67] also conducted research on the important decision of what selection method to use when evolving quantum algorithms. They used the same test problems as for their previous research, the D-J and 1-SAT problems, and found that adding an element of randomness to the selection strategy improved the results. This is an interesting finding, but more research needs to be conducted to determine whether it is applicable in general.
Stadelhofer et al
Stadelhofer, like Leier, has also written a recent PhD thesis on evolving quantum algorithms [107] . It is noticeable that Stadelhofer approaches the field with greater thought to physical implementation of the evolved quantum algorithms, most probably as a result of his physics (rather than computer science) background. Two papers [108, 109] co-authored with Stadelhofer's thesis supervisors, Banzaf and Suter, have been published on his major findings that are presented in Chapter 5 of his thesis [107] . New quantum algorithms to solve two different oracle problems, namely the parity [108, 109] and a specific case of the hidden subgroup problem [109] , have been evolved.
Solving the parity problem involves determining whether a binary string contains an odd or even number of 1s. When the problem is formulated as an oracle problem, a classical algorithm needs to call the oracle for every bit in the string, but it had been previously shown by other researchers that quantum algorithms needed only half that many oracle calls [109] . Stadelhofer et al. evolved such a quantum algorithm that was additionally scalable and more efficient than previously known quantum algorithms in terms of the number of gates and measurements required.
Stadelhofer et al. explain their specific case of the hidden subgroup problem, 32 but it is enough here to think of it as determining to which group (from a choice of two) an oracle belongs. Stadelhofer et al. evolve a quantum algorithm to solve this problem that requires fewer oracle calls than both the classical solution and prior known quantum algorithms.
Using both a population size and maximum number of generations of 500, the GP algorithm implemented to achieve the above results used:
• A linear structure without external storage; • A universal gate set comprising Hadamard, CNOT, two rotation gates and a problem-specific oracle call gate; • A representation similar to a method call, where the gate is the method name and the qubits acted upon and any gate parameters are the arguments. Thus, a gate and its parameters are treated as one unit; • A fitness function combining the following from most to least important:
1. Clash representing the number of times it is not possible to determine an answer; 2. Worst-error then Avg-error denoting respectively the worst and average probability of an incorrect answer; 3. Oracles then Length denoting the number of oracle gates and total number of gates respectively.
• A tournament selection scheme with a tournament size of 16;
• Four mutation operators applied with a high total probability of 0.9 and one crossover operator applied with a low probability of 0.05. This is contrary to standard GP practice, but it is logical as both Leier [64] and Lucak and Perkowski [71] found mutation to be more important than expected in evolving quantum algorithms.
This GP algorithm satisfied Stadelhofer's aim [107] to ''demonstrate that GP provides a beneficial tool in designing new 'better than classical' QA[quantum algorithm]s''.
Massey, Clark and Stepney
Massey, Clark and Stepney have evolved quantum algorithms to solve a variety of problems. They first presented research in this field in 2004 [76] , and since then have presented follow-up research [77] that was later revised and published as a journal article [78] . 33 As was the case with Spector et al., Massey et al. have developed a software suite (QPACE) that is specifically designed to evolve quantum algorithms for a wide variety of problems. The QPACE software suite thus far comprises versions I through IV. The original version I is obsolete, and each subsequent version is an enhanced development of the previous version. All versions are written in C?? with access to Wall's GP library. 34 The QPACE GP implemented in this research uses:
• A tree structure;
• A gate set 35 comprising numerous one-qubit gates and their two-qubit controlled equivalents. Note that QPACE III and IV also have access to two extra one-qubit gates, a Swap gate that swaps two qubits and a Toffoli gate; • A representation that differs for each version of the software discussed below;
• one of two fitness functions that are either -based on the difference between the output and desired qubit amplitudes, similar to that used by Rubinstein [91] for deterministic algorithms; or -a function of hits, correctness and efficiency as used by Spector et al. for probabilistic algorithms.
• A tournament selection scheme;
• One cross-over operator that swaps sub-trees and various mutation operators. Note that Massey et al. generally apply mutation with a low probability and crossover with a relatively high probability as traditionally done with GP.
One of the one-qubit gates included in QPACE is known as the 'Zeroing' gate that initialises a qubit to j0i, as is often done (or assumed to be done) at the start of quantum algorithms. QPACE GP has also used this gate in the middle of algorithms, which is not that surprising when you consider (as Massey et al. pointed out) that it is analogous to a partial measurement (common in known quantum algorithms) that is forced into a specific basis state. The problem however is that this gate is obviously not reversible (a requirement of quantum computing as discussed in Sect. 2.4.2), but Massey et al. [76] overcome the difficulty by demonstrating that a Swap gate connected to an additional (j0i) qubit can be substituted for all 'Zeroing' gates. The cost of this is the extra qubits required. 33 These publications have resulted from research presented in Massey's PhD thesis [79] . 34 Wall's GP C?? library is available from http://lancet.mit.edu/ga. 35 Massey et al. [78] specify the exact gate set used by each software version.
As mentioned above, each version of the software uses a different representation. 36 • QPACE II can be thought of as a tree of gates.
• QPACE III can be thought of as a tree of functions and terminals. The functions generate gates and the terminals supply them with constants such as which qubit is being operated upon. • QPACE IV is the same as QPACE III with the following additions. Functions can also be arithmetic or control (such as iteration) functions, and terminals can be constants or variables (such as iteration counters).
This makes individuals within QPACE IV pseudo-code algorithms, which are designed to produce a set of quantum algorithms: one for each relevant size. That is, QPACE IV is specifically designed to produce scalable quantum algorithms.
Massey et al. [76] originally tried to evolve deterministic quantum algorithms using QPACE II with their only success being to evolve a deterministic full adder circuit (determines the sum of three binary inputs), identical to the most efficient known solution. As a result of this difficulty they switched to evolving probabilistic quantum algorithms (that give the correct answer more than 50% of the time). QPACE II evolved a probabilistic half-adder, while QPACE III evolved a probabilistic 'maximum' function [76] . Specifically, the 'maximum' function identifies the position of the largest number from a sequence of four distinct numbers (0, 1, 2 and 3) that may appear in any order. As with Spector and Bernstein [105] , the evolved algorithm was simplified and then generalised by people. Furthermore, this 'maximum' quantum algorithm is considered better than its classical equivalent [76] . Nevertheless, the most appropriate use of probabilistic circuits remains undetermined [76] .
The most important work conducted by Massey et al. is in evolving the Quantum Fourier Transformation (QFT) 37 [77, 78] ; their studies are summarised below.
1. Using a population size of 100, crossover probability of 0.5 and mutation probability of 0.01, QPACE III successfully evolved a QFT algorithm for threequbits. The fitness function used in this case was the deterministic fitness function described above with the addition of the efficiency component. However, even after the removal of redundant gates it is not as efficient as the most efficient known algorithm nor was it possible to generalise from this algorithm. 2. Given test sizes of one to three qubits, QPACE IV successfully evolved QFT algorithms for those sizes. They were competitive with previously known algorithms, but again they could not be generalised. The fitness function used was similar, but slightly modified to suit evolving algorithms with a varying number of qubits. In addition, the population size was increased to 2000 38 , and 36 Massey et al. [78] specify the exact differences between the software versions. 37 The importance of QFTs (described well in the book [85] ) is based on the fact it is the major building block of Shor's famous algorithm [94] . 38 The population size was reduced to 50 after the second generation.
the crossover and mutation probabilities were respectively increased to 0.75 and 0.075. 3. By increasing the test sizes to four qubits and adding some problem specific assistance, 39 QPACE IV evolved a QFT algorithm for any number of qubits. Furthermore, it is as efficient as the best known algorithms as it is a replica.
Consequently although the GP is more difficult to program, it has been shown that there is potential in evolving scalable quantum algorithms, as opposed to generalising from an evolved specific algorithm. Nevertheless, previously unknown quantum algorithms have yet to be evolved using this approach.
Ding et al
Ding et al. [28] recently presented a new framework for evolving quantum circuits that is designed for both quantum algorithm discovery and optimisation. This framework uses a Hybrid Quantum-Inspired Evolutionary Algorithm (HQEA), which was motivated by GP and detailed in Yang's Masters thesis [125] . Ding et al.'s approach used:
• A fixed length numerical encoding of quantum circuits, compared with encoding in symbols as done in previous works. Encoding the quantum circuits with numerical values was necessary to take advantage of the HQEA algorithm; • A gate set comprising the Hadamard, CNOT, Phase and p/8 gates. 40 Their approach is not limited to these gates, but gates in their quantum algorithms are confined to one-qubit and adjacent two-qubit gates. For example, the control qubit of the CNOT gate must be adjacent to the qubit undergoing the NOT operation; • A fitness function that considers both the cost and correctness of quantum algorithms (as also done in Reid's Masters thesis [88] ). The fitness function used, where lower fitness is better, was fitness ¼ reward Â ðactualcost À satcostÞ þ punish Â ð1 À correctnessÞ:
The satcost represents a satisfactory algorithms cost, whereby if it is set high or low then the evolution is inclined towards discovery or optimisation respectively. Algorithm cost was calculated with one-qubit gates, two-qubit gates, and the wire costing 1, 2 and 0 respectively. However, using this same framework algorithm cost could be more accurately computed in terms of the monetary costs using different quantum technologies;
• Mutation and crossover operators.
Ding et al. tested their approach on evolving 2 and 3 entangled qubits, as well as the controlled-phase gate, which confirmed that lower satcosts resulted in more 39 The fitness function included a component that penalised individuals without the 'correct' known number of Swap gates. 40 Within the scope of this paper, Phase and p/8 gates can be thought of as reflection (about a basis state) and rotation gates respectively. optimised quantum algorithms. However, more generations of evolution were required to evolve optimised algorithms. Further experiments were conducted on evolving 2 entangled qubits as research into the appropriate values for the rewardpunish factors. This revealed that a large punish:reward ratio ð ! 5 for satcost ¼ 6Þ is required to evolve correct quantum algorithms, and larger punish is required for larger satcost. In addition, Ding et al. present a faster method for matrix multiplication with tensor product, to increase the efficiency of evaluating individuals. This faster method can also be adapted to other EAs. Overall, this new approach has shown promise in evolving and optimising small quantum algorithms, but it has not yet been used to discover a previously undiscovered quantum algorithm.
Other research
Spector et al. [102] suggested that there was potential in researching how GPAs would be executed on quantum computers, and whether a significant speed-up on fitness evaluation is possible using quantum parallelism. This idea has been reviewed by Giraldi, Portugal and Thess [38] in 2004, and Udrescu et al. [114] have presented new research into implementing GA algorithms on quantum computers. Additionally in a clear and well-structured short paper, Sofge [99] provides a recent discussion of the overlap between EAs and quantum computing with a particular focus on summarising the research on running EAs on quantum computers. Another of Spector et al.'s suggestions is to evolve hybrid quantum-classical algorithms, whereby the quantum algorithm has classical pre and post data processors [102] .
The physical implementation of quantum circuits is not often considered when designing quantum circuits by hand or computed evolution. Rethinam et al. [89] looked into using GAs to evolve the implementation of quantum algorithms: a set of pulse sequences (which can be thought of as rotations) is evolved for a given quantum logic gate, implemented by NMR. The significance of this is that the shorter and more robust the pulse sequence the more efficient the implementation of a quantum gate or algorithm; furthermore, the evolved set of pulse sequences was more efficient than any previously known set. Van Meter et al. [116] are also conducting research into using GAs to help with the physical implementation of quantum algorithms, specifically regarding a complier back-end.
Further reading
All the papers cited above provide further reading in this area, but we wish to give some a specific mention. Spector et al.'s work that was published in a book [104] is recommended as the first paper to read due to its understandability, and Spector's book [101] would have to be considered the field's major reference. In addition to discussions on quantum computing and EAs, Spector's book details the software developed for Spector et al's research (discussed in Sect. 4.3.3). In particular, Spector details the 'QGAME' quantum computer simulator and the 'PUSH GP' system that evolves algorithms in a language similar to LISP. The results from using this software to evolve quantum algorithms to solve a variety of problems are then given in more detail than Sect. 4.3.3. Thus, Spector's book is an excellent introduction for new researchers, as well as a useful reference for existing researchers.
Leier's PhD thesis [64] , and the recent reviews by Stepney and Clark [110, 111] , are also recommended as excellent references on the topic of evolving quantum algorithms. They also contain varying introductions to the fields of quantum computing and evolutionary algorithms, which have both similarities and differences to those presented in this paper. A paper by Giraldi, Portugal and Thess [38] also contains, among other things, reviews of Rubinstein's [91] and Yabuki and Iba's [124] work. Overall, Leier's thesis [64] , Stepney and Clark's review [111] and Spector's book [101] come with the highest recommendation as general references on evolving quantum algorithms.
Conclusions
This section presents observations made from published research, a brief summary of evolving quantum algorithms and a look to the future of the field. Note that there is some overlap between the subsections.
Observations
The following are general observations about the GAs and GPAs used in the empirical research presented above in Sect. 4.3.
Structure and Representation As pointed out by Spector et al. linear structures appear to naturally suit quantum algorithms. This is supported by the fact that linear, and linear-variant, structures have had the most success in evolving quantum algorithms to date. These structures are generally not specifically designed to evolve scalable algorithms, but in many cases the evolved algorithms can be generalised through analysis by people.
The more complex tree structure, however, has also been shown to be useful. It has shown promise in evolving scalable quantum algorithms by evolving a set of quantum algorithms that solve for a variety of sizes. This approach might be able to find the common building blocks or structures required for various scalable (new) quantum algorithms.
The representation of individuals needs to be implementable given the GP structure. Furthermore, it needs to be possible that the desired genetic operators can (efficiently) act upon such a representation.
Gate Set A selection of various one-qubit gates is a staple. Perhaps when evolving larger quantum algorithms larger gates will be required to reduce the realtime for evolution. However, the larger gates could dominate and potentially reduce the likelihood of novelty through a new sequence of fundamental gates being evolved.
Partial measurement appears to be an important component of quantum algorithms and the evolution of them. Thus, partial measurement, or a similar process, should be made available to algorithms searching for quantum algorithms.
Fitness The best fitness functions appear to consider both the concepts of accuracy and efficiency.
Selection Method and Genetic Operators Tournament and fitness-proportional are both popular selection methods. Additionally, crossover and mutation have both been applied successfully with a wide range of probabilities. However, more research is required to aid the decision regarding the selection method and to better understand the relationship between genetic operators, their probability of application and the ability to evolve quantum algorithms.
Summary
Genetic algorithms and programming have been successfully used to analyse and optimise a range of known quantum algorithms. Previous studies have also shown that it is possible to evolve new quantum algorithms, albeit only small ones. Evolving scalable quantum algorithms has also been shown to be possible, in many cases by people making generalisations of evolved algorithms. Another possible outcome of evolving quantum algorithms is that a new useful idea, such as a meaningful sequence of gates, which will change the way future quantum algorithms are developed manually, may be discovered. However, as yet, this has not occurred. Nevertheless, manual quantum algorithm generation has had more success than evolving quantum algorithms [64] , although no further breakthroughs have been made manually since Shor's and Grover's algorithms. Thus, the role of evolutionary search is most probably to supplement, rather than replace, human ability.
The fact that quantum computers do not yet exist is a huge limitation on the research field of evolving quantum algorithms, as quantum simulation on a classical machine has an exponential order overhead. This means that only small quantum algorithms can be evolved, which are few in number and generally have little practical application. Thus, this field will have a brighter future when quantum computers exist. Perhaps this will even start to happen with the use of the most powerful classical computers of today and the near future.
For a field roughly a decade old it has shown great potential to contribute to the broad field of quantum computing. A major breakthrough has not been made, nor should it be expected at this early stage. Nonetheless, there is still much opportunity for a breakthrough to occur as there has only been a small number of quantum algorithms discovered, by any method. Furthermore, there are still many ideas that have not been tested as it is a relatively young application of GP.
The Future of Evolving Quantum Algorithms
After much work has been done on existing quantum algorithms, the field should now focus on evolving new quantum algorithms of increasing importance. This research does not provide the same guarantee of findings that researching existing algorithms does, but it provides the opportunity to make breakthroughs in quantum algorithms. For the field to successfully follow this path it seems likely to require research in a variety of areas.
• The computational environment, quantum computing, is still not completely understood; for example, the full range of available entangled states is not known [111] . Research in this area is also important, as a greater understanding of quantum computing should allow researchers to better tailor EAs to the task of evolving quantum algorithms. • Other important research is required to closely analyse how EAs operate in the field of evolving quantum algorithms. This includes a better understanding of the search space of quantum algorithms (as started by [66] ) and how specific parameter settings affect the search within that particular space. General GP research can not be relied upon as, for example, many studies have shown that a high probability of mutation (which is not the norm in GP) leads to successful evolution of quantum algorithms. • The current research has focused on using the quantum circuit model of quantum computation. However, perhaps other circuit models such as the quantum lambda calculus or quantum cellular automata (discussed in Sect. 2.6) are more suitable in an evolutionary setting. Furthermore, continued research into how evolutionary algorithms can be implemented on quantum computers will be extremely useful when (or if) quantum computers are available. A further possibility if quantum computers become available is for quantum algorithms to search for other quantum algorithms. 41 • At the current time each research group is testing their own independent ideas. This approach produces new and diverse ideas, which is especially important as it seems likely that a search for non-intuitive quantum algorithms may require non-intuitive search. However, this approach needs to be balanced with a focus on building on others' research by making alterations to it and studying the corresponding changes in results. This approach also adds value by increasing our understanding of how and why different results occur, which then raises our ability to improve the results. • It will certainly be a difficult, but potentially very rewarding, challenge for researchers to successfully progress the field of evolving quantum algorithms.
