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Abstract
We present a procedure for computing the convolution of exponential signals without the need of
solving integrals or summations. The procedure requires the resolution of a system of linear equations
involving Vandermonde matrices. We apply the method to solve ordinary differential/difference equations
with constant coefficients.
1 Notation and Definitions
Below we introduce the definitions and notation to be used along the paper:
• Z, R and C are, respectively, the set of integers, real and complex numbers;
• An analog time signal is defined as a complex valued function f : R
t
→
7→
C
f(t)
, and a discrete time signal
is a complex valued function f : Z
k
→
7→
C
f(k)
. In this paper we are mainly concerned with exponential
signals, that is, f(t) = ert, or f(k) = rk, where r ∈ C. Two basic signals will be necessary in our
development, namely, the unit step signal (σ) and the unit impulse (generalized) signal (δ), both in
analog or discrete time setting. The unit step is defined as
σ(t) =
{
0, t < 0
1, t > 0
(analog) and σ(k) =
{
0, k < 0
1, k ≥ 0 (discrete time)
In analog time context we define the unit impulse as δ = σ˙, where the derivative is supposed to be
defined in the generalized sense, since σ has a “jump” discontinuity at t = 0, and this is why we denote
δ as a “generalized” signal [1]. If f is an analog signal continuous at t = 0, the product “fσ” is given
by
(fσ)(t) = f(t)σ(t) =
{
0, t < 0
f(t), t > 0
and then, if f(0) 6= 0, the module of fσ also has a “jump” discontinuity at t = 0, in fact (fσ)(0−) = 0
while (fσ)(0+) = f(0). Additionally, using the generalized signal δ, we can obtain the derivative of fσ
as
˙(fσ) = f˙σ + fσ˙ = f˙σ + f(0)δ (1)
In discrete time context, time shifting is a fundamental operation. We denote by [f ]n the shifting of
signal f by n units in time, that is, [f ]n(k) = f(k − n). Using this notation, the discrete time impulse
δ can be written as δ = σ − [σ]1 or δ(k) = σ(k) − σ(k − 1).
• The convolution between two signals f and g, represented by f ∗ g, is the binary operation defined as
[2]:
(f ∗ g)(t) =
∫ ∞
−∞
f(τ)g(t− τ)dτ, for analog signals, or
(f ∗ g)(k) =
∞∑
j=−∞
f(j)g(k − j), for discrete time signals
(2)
1
Additionally if we have f(t) = g(t) = 0 for t < 0 and f(k) = g(k) = 0 for k < 0, we get from (2) that:
(f ∗ g)(t) =


0, t < 0∫ t
0
f(τ)g(t− τ)dτ, t > 0 and (f ∗ g)(k) =


0, k < 0
k∑
j=0
f(j)g(k − j), k ≥ 0 (3)
Convolution is commutative, associative and the unity of the operation is the signal δ, that is, f ∗ δ =
δ ∗ f = f for any signal f . Other important properties of convolution are related with derivation and
time shifting:
˙(f ∗ g) = f˙ ∗ g = f ∗ g˙
f ∗ [δ]n = [f ]n
2 Introduction
Convolution between signals is a fundamental operation in the theory of linear time invariant (LTI) systems1
and its importance comes mainly from the fact that a LTI operator H , which represents a LTI system in
analog or discrete time context, satisfies the following property involving signals convolution [3]:
H(u ∗ v) = H(u) ∗ v = u ∗H(v) (4)
for any signals u and v, analog or discrete time defined. Since u = u ∗ δ for any signal u, taking in particular
v = δ in (4), we get:
H(u) = u ∗H(δ) = H(δ) ∗ u, for any signal u. (5)
Equation (5) above implies that the signal h = H(δ) (denominated impulse response) characterizes the
operator H , or the LTI system, in the sense that the system output due to any input signal u, that is H(u),
is given by the convolution between u itself and the system impulse response h. This is pretty much similar
to the fact that a linear function, e.g. f(x) = ax, is characterized by its value at x = 1, or f(x) = f(1)x.
Maybe the most important class of LTI systems (in analog or discrete time context) are the ones modeled
by a n order ordinary differential/difference equation with constant coefficients, as shown bellow:
y(n)(t) + an−1y
(n−1)(t) + · · ·+ a2y¨(t) + a1y˙(t) + a0y(t) = u(t), analog, or
y(k + n) + an−1y(k + n− 1) + · · ·+ a2y(k + 2) + a1y(k + 1) + a0y(k) = u(k), discrete time
(6)
where y represents the system output signal and u is the system input signal. For this class of systems, it
can be shown that the impulse response h can be written as a convolution between n exponential signals
which are defined from the system model (6); more specifically [3]:
h = h1 ∗ h2 ∗ · · · ∗ hn,
{
hi(t) = e
ritσ(t) analog, or
hi(k) = r
k−1
i σ(k − 1) discrete time
(7)
where r1, r2, . . . , rn, ri ∈ C, are the roots of the characteristic equation xn+an−1xn−1+· · ·+a2x2+a1x+a0 =
0, associated to the model (6).
The result in Equation (7) above motivate us to find a procedure to compute the convolution between
exponential signals. In most text books this question is generally dealt in the domain of Laplace or Z
transforms, where time domain convolution, under certain circumstances, becomes the usual product (see
e.g. [4]). In next sections, on the other hand, we show that convolution between exponential signals can
be evaluated directly in time domain, without having to solve integrals or summations, just by solving an
algebraic system of linear equations involving Vandermonde matrices. This approach is very adequate to be
implemented computationally in software packages like Scilab [5]. We should note that, since this is a quite
old question, equivalent results scattered in literature may exists (see e.g. [6, 7] for results obtained in the
context of probability theory); but we believe that our approach to this problem is new. Additionally to find
the system impulse response (7), we also use the same technique to compute the complete solution of the
differential/difference equation (6) for a given signal u.
1In another important context, convolution can also be used to compute the probability density function of a sum of
independent random variables [8, 9].
2
3 Convolution between analog exponential signals
Consider the analog time signal h : R→ C defined by:
h(t) = ertσ(t), r ∈ C, and σ(t) =
{
0, t < 0
1, t > 0
(8)
which is well known to appear as the impulse response of (causal) linear time invariant systems (LTI)
modeled by a first order ordinary differential equation. We note that h, as defined in (8), has two simple,
and important, properties:
1. Its module has a jump discontinuity of amplitude one at t = 0, more precisely, h(0−) = 0 and h(0+) = 1;
2. Its derivative (h˙) satisfies the (first order differential) equation h˙ = rh+ δ, as can be deduced from (1).
Now lets consider the convolution between two signals of this kind, that is, let be h1(t) = e
r1tσ(t) and
h2(t) = e
r2tσ(t). Since both of them are zero for t < 0, we get from (3) that (h1 ∗ h2)(t) = 0 for t < 0 and,
for t > 0 we have:
(h1 ∗ h2)(t) =
∫ t
0
er1τer2(t−τ)dτ = er2t
∫ t
0
e(r1−r2)τdτ, (9)
and, before solving this integral, we note that the convolution h1 ∗ h2 satisfies the properties below:
1. h1 ∗ h2 is continuous at t = 0, more precisely, (h1 ∗ h2)(0−) = (h1 ∗ h2)(0+) = 0, since by (9) we have:
(h1 ∗ h2)(0+) = er20
+︸ ︷︷ ︸
=1
∫ 0+
0
e(r1−r2)τdτ︸ ︷︷ ︸
=0
= 0; (10)
and, of course, the integral above is zero because we have an integration of an exponential function
over an infinitesimal interval.
2. The derivative of (h1 ∗ h2), that is ˙(h1 ∗ h2), is such that ˙(h1 ∗ h2)(0−) = 0 and ˙(h1 ∗ h2)(0+) = 1. In
fact:
˙(h1 ∗ h2) = h1 ∗ h˙2 = h1 ∗ (r2h2 + δ) = r2(h1 ∗ h2) + h1 ∗ δ = r2(h1 ∗ h2) + h1
and then
˙(h1 ∗ h2)(0+) = r2 (h1 ∗ h2)(0+)︸ ︷︷ ︸
=0
+ h1(0
+)︸ ︷︷ ︸
=1
= 1 (11)
Now we return to analyse the integral in (9), by considering two cases:
1. r1 6= r2 (or h1 6= h2):
(h1 ∗ h2)(t) = 1
r1 − r2 e
r1tσ(t) +
1
r2 − r1 e
r2tσ(t), or (12)
(h1 ∗ h2)(t) = A1h1(t) +A2h2(t), A1 = 1
r1 − r2 and A2 =
1
r2 − r1 (13)
Remark 3.0.1. Note that in case where r1 and r2 is a complex conjugate pair, represented by α± jω,
we get from (12) that (h1 ∗ h2)(t) = (eαt/ω) sin(ωt) for t ≥ 0.
From Equation (13) we see that, in case that r1 6= r2, the convolution h1 ∗h2 can be written as a linear
combination of the signals h1 and h2, and this fact, along with conditions (10) and (11), can be used to
find the scalars A1 and A2, without the need of solving the convolution integral (9), as shown bellow:
(h1 ∗ h2)(0+) = A1h1(0+) +A2h2(0+) = A1 +A2 = 0
˙(h1 ∗ h2)(0+) = A1h˙1(0+) +A2h˙2(0+) = A1r1 +A2r2 = 1
or: [
1 1
r1 r2
] [
A1
A2
]
=
[
0
1
]
=⇒
[
A1
A2
]
=
[
1 1
r1 r2
]−1 [
0
1
]
. (14)
Solving (14) we get A1 and A2 as shown in (13).
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2. r1 = r2 = r (or h1 = h2 = h):
(h ∗ h)(t) = tertσ(t) = th(t) (15)
Now we consider a generalization of the results above for a convolution of n ≥ 2 exponential signals as
shown in (8). We start by finding a generalization for the conditions (10) and (11):
Theorem 3.1. Consider the convolution of n ≥ 2 signals {h1, h2, . . . , hn} with hj(t) = erjtσ(t) and rj ∈ C.
The i-th derivative of (h1 ∗h2 ∗ · · · ∗hn), represented by (h1 ∗h2 ∗ · · · ∗hn)(i), evaluated at t = 0+ is given by:
(h1 ∗ h2 ∗ · · · ∗ hn)(i)(0+) =
{
0, i = 0, 1, . . . , n− 2
1, i = n− 1
and we consider (h1 ∗ h2 ∗ · · · ∗ hn)(0) = h1 ∗ h2 ∗ · · · ∗ hn.
Proof. We note that (h1 ∗ h2 ∗ · · · ∗ hn)(0+) = 0 if n ≥ 2, since this involves an integration of exponentials
over an infinitesimal interval; this proves that (h1 ∗h2∗· · ·∗hn)(0)(0+) = 0. Now consider (h1 ∗h2∗· · ·∗hn)(i)
for 1 ≤ i ≤ n− 2, then:
(h1 ∗ h2 ∗ · · · ∗ hn)(i) = (h˙1 ∗ h˙2 ∗ · · · ∗ h˙i) ∗ (hi+1 ∗ · · · ∗ hn−1 ∗ hn)︸ ︷︷ ︸
at least two terms
= [(r1h1 + δ) ∗ (r2h2 + δ) ∗ · · · ∗ (rihi + δ)] ∗ (hi+1 ∗ · · · ∗ hn−1 ∗ hn)
= (f + δ) ∗ (hi+1 ∗ · · · ∗ hn−1 ∗ hn)
= f ∗ (hi+1 ∗ · · · ∗ hn−1 ∗ hn) + (hi+1 ∗ · · · ∗ hn−1 ∗ hn) (16)
Since the two terms in (16) are composed by a convolution of at least two signals, we conclude that (h1 ∗
h2 ∗ · · · ∗ hn)(i)(0+) is equals to zero. Now, considering i = n− 1, we have:
(h1 ∗ h2 ∗ · · · ∗ hn)(n−1) = (h˙1 ∗ h˙2 ∗ · · · ∗ h˙n−1) ∗ hn
= (r1h1 + δ) ∗ (r2h2 + δ) ∗ · · · ∗ (rn−1hn−1 + δ) ∗ hn
= (f + δ) ∗ hn = f ∗ hn + δ ∗ hn
= f ∗ hn + hn (17)
Then from (17), since f ∗ hn is a sum of (at least) two signals convolution, we have that (f ∗ hn)(0+) = 0
and consequently (h1 ∗ h2 ∗ · · · ∗ hn)(n−1)(0+) = hn(0+) = 1
In the following we will find a procedure for computing the convolution h1 ∗ h2 ∗ · · · ∗ hn for n ≥ 2 and
hj(t) = e
rjtσ(t) with rj ∈ C without the need of solving integrals. To begin with, we consider the case where
hi 6= hj for i 6= j, which implies ri 6= rj for i 6= j, and it is just a generalization of (14):
Theorem 3.2. The convolution between n ≥ 2 exponentials signals {h1, h2, . . . , hn}, with hj(t) = erjtσ(t),
rj ∈ C and hi 6= hj for i 6= j, is given by
h1 ∗ h2 ∗ · · · ∗ hn = A1h1 +A2h2 + · · ·+Anhn, (18)
where Aj ∈ C are scalars that can be computed by solving a linear system V A = B where V is the
n × n (nonsingular) Vandermonde matrix defined by Vij = ri−1j , A and B are the n-column vectors A =
(A1, A2, . . . , An) and B = (0, 0, . . . , 1), that is:

1 1 · · · 1
r1 r2 · · · rn
r21 r
2
2 · · · r2n
...
...
...
...
rn−11 r
n−1
2 · · · rn−1n




A1
A2
A3
...
An

 =


0
0
0
...
1

 (19)
So, vector A is the last (n-th) column of the inverse of V .
Proof. We use induction on n to prove (18), which is valid for n = 2, as shown in (13). Suppose (18) is valid
for n = k, and we prove it for n = k + 1:
h1 ∗ h2 ∗ · · · ∗ hk ∗ hk+1 = (h1 ∗ h2 ∗ · · · ∗ hk) ∗ hk+1
= (A1h1 +A2h2 + · · ·+Akhk) ∗ hk+1
= A1(h1 ∗ hk+1) +A2(h2 ∗ hk+1) + · · ·+Ak(hk ∗ hk+1)
= A1(B1h1 + C1hk+1) +A2(B2h2 + C2hk+1) + · · ·+Ak(Bkhk + Ckhk+1)
= (A1B1)h1 + (A2B2)h2 + · · ·+ (AkBk)hk + (A1C1 + · · ·+AkCk)hk+1,
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and then (18) is proved. To prove (19) we take the i-th derivative at t = 0+ on both sides of (18) to get:
(h1 ∗ h2 ∗ · · · ∗ hn)(i)(0+) = A1h(i)1 (0+) +A2h(i)2 (0+) + · · ·+Anh(i)n (0+), i = 0, 1, 2, . . . , n− 1.
Applying Theorem 3.1 to left side of equation above and using the fact that h
(i)
j (0
+) = rij we get (19).
Now we consider the more general convolution h1∗h2∗· · ·∗hn, n ≥ 2, where there is the possibility of some
hi to be repeated in the convolution, that is hi = hj for some i 6= j. We initially consider some facts about
the so-called “convolution power” (or “n-fold” convolution [8, 9]) of exponentials, that is, the convolution of
h, as defined in (8), repeated between itself n times, and we represent it by h∗n (in Equation (15) we have
a formula for h∗2).
Lemma 3.2.1. The convolution power of n exponentials h(t) = ertσ(t), denoted by h∗n, is given by
h∗n(t) = (h ∗ h ∗ · · · ∗ h)︸ ︷︷ ︸
n terms
(t) =
1
(n− 1)! t
n−1h(t), n ≥ 1
Proof. By induction on n. It is trivially true for n = 1 and suppose it is valid for n = k, then:
h∗(k+1)(t) = (h∗k ∗ h)(t) =
∫ t
0
1
(k − 1)!τ
k−1erτer(t−τ)dτ, t > 0
=
ert
(k − 1)!
∫ t
0
τk−1dτ
=
1
k(k − 1)! t
kert =
1
k!
tkh(t).
The Lemma bellow shows a generalization of Theorem 3.1 applied to the convolution power of h:
Lemma 3.2.2. Let be h(t) = ertσ(t), then i-th derivative of h∗n, for n ≥ 2, computed at t = 0+ and
represented by (h∗n)(i)(0+), is given by:
(h∗n)(i)(0+) =


0, i = 0, 1, . . . , n− 2(
i
n− 1
)
ri−n+1, i ≥ n− 1
(20)
Proof. Equation (20) follows from Lemma 3.2.1 by setting k = n− 1 in the well-known formula:
di
dti
(
tk
k!
ert
)
t=0
=


0, i = 0, 1, . . . , k − 1(
i
k
)
ri−k, i ≥ k
Now we analyse how it would be like the convolution h∗n11 ∗ h∗n22 , where h1(t) = er1tσ(t) and h2(t) =
er2tσ(t), with r1 6= r2, that is the convolution between the “n1-power” convolution of h1 with the “n2-power”
convolution of h2 when h1 6= h2.
Lemma 3.2.3. Let be h1(t) = e
r1tσ(t) and h2(t) = e
r2tσ(t), with r1 6= r2, the convolution between the
n1-power convolution of h1 and the n2-power convolution of h2, denoted by h
∗n1
1 ∗ h∗n22 , is given by:
h∗n11 ∗ h∗n22 = (h1 ∗ h1 ∗ · · · ∗ h1)︸ ︷︷ ︸
n1 terms
∗ (h2 ∗ h2 ∗ · · · ∗ h2)︸ ︷︷ ︸
n2 terms
= (A1h1 +A2h
∗2
1 + · · ·An1h∗n11 ) + (B1h2 +B2h∗22 + · · ·Bn2h∗n21 )
Proof. We prove by induction on (n1, n2). It is true for (n1, n2) = (1, 1) as shown in (13).
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1. Induction on n1: Valid for n1 = k and n2 = 1. Let it be n1 = k + 1:
h
∗(k+1)
1 ∗ h2 = h1 ∗ (h∗k1 ∗ h2) = h1 ∗ (A1h1 + A2h∗21 + · · ·Akh∗k1 +B1h2)
= A1h
∗2
1 +A2h
∗3
1 + · · ·Ak+1h∗(k+1)1 +B1(h1 ∗ h2)
= A1h
∗2
1 +A2h
∗3
1 + · · ·Ak+1h∗(k+1)1 +B1(C1h1 + C2h2)
= (B1C1)h1 +A1h
∗2
1 +A2h
∗3
1 + · · ·Ak+1h∗(k+1)1 + (B1C2)h2
2. Induction on n2: Valid for generic n1 and n2 = k. Let it be n2 = k + 1: Since h
∗n1
1 ∗ h∗(k+1)2 =
(h∗n11 ∗ h∗k2 ) ∗ h2, then:
(h∗n11 ∗ h∗k2 ) ∗ h2 = [(A1h1 + A2h∗21 + · · ·+An1h∗n11 ) + (B1h2 +B2h∗22 + · · ·+Bkh∗k2 )] ∗ h2
= A1(h1 ∗ h2) +A2(h∗21 ∗ h2) + · · ·+An1(h∗n11 ∗ h2)︸ ︷︷ ︸
Rearranged as (C1h1+C2h∗21 +···+Cn1h
∗n1
1
+Dh2)
+B1h
∗2
2 +B2h
∗3
2 + · · ·+Bkh∗(k+1)2
= (C1h1 + C2h
∗2
1 + · · ·+ Cn1h∗n11 ) + (Dh2 +B1h∗22 +B2h∗32 + · · ·+Bkh∗(k+1)2 )
We now prove the general result about the power convolution of n exponential signals as show in (8)
which is a generalization of Theorem 3.2:
Theorem 3.3. The convolution between n ≥ 2 exponentials signals {h1, h2, . . . , hn}, with hi(t) = eritσ(t),
ri ∈ C and q distinct hs, each of them repeated ns times, so that n1 + n2 + · · ·nq = n, is given by
h∗n11 ∗ h∗n22 ∗ · · · ∗ h∗nqq =
n1∑
j=1
A1jh
∗j
1 +
n2∑
j=1
A2jh
∗j
2 + · · ·+
nq∑
j=1
Aqjh
∗j
q , (21)
where Asj ∈ C are scalars that can be computed by solving a linear system V A = B where V is the n× n
nonsingular confluent (or generalized) Vandermonde matrix defined by V =
[
V1 V2 · · · Vq
]
, where each
block Vs is the n× ns matrix whose entries are defined by
(Vs)ij =


0, i < j(
i− 1
j − 1
)
ri−js , i ≥ j
A and B are the n-column vectors A = (A1, A2, . . . , Aq), each As is a ns-column vector, and B =
(01, 02, . . . , Bq), where 0s are ns-column zero vectors and Bq is the nq-column vector (0, 0, · · · , 1) that
is:
[
V1 V2 · · · Vq
]


A1
A2
A3
...
Aq

 =


01
02
03
...
Bq

 (22)
So, vector A is the last (n-th) column of the inverse of V . Alternatively, using Lemma 3.2.1, we can rewrite
(21) as
h∗n11 ∗ h∗n22 ∗ · · · ∗ h∗nqq = p1h1 + p2h2 + · · ·+ pqhq (23)
where each ps, s = 1, . . . , q, is a polynomial defined as
ps(t) =
ns∑
j=1
Asj
tj−1
(j − 1)!
Proof. We use induction on q to prove (21), which is valid for q = 2, as shown in Lemma 3.2.3. Suppose
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(21) is valid for q = k, and we prove it for q = k + 1:
h∗n11 ∗ h∗n22 ∗ · · · ∗ h∗nkk ∗ h∗nk+1k+1 = (h∗n11 ∗ h∗n22 ∗ · · · ∗ h∗nkk ) ∗ h∗nk+1k+1
=

 n1∑
j=1
A1jh
∗j
1 +
n2∑
j=1
A2jh
∗j
2 + · · ·+
nk∑
j=1
Akjh
∗j
k

 ∗ h∗nk+1k+1
=
n1∑
j=1
A1j(h
∗j
1 ∗ h∗nk+1k+1 ) +
n2∑
j=1
A2j(h
∗j
2 ∗ h∗nk+1k+1 ) + · · ·+
nk∑
j=1
Akj(h
∗j
k ∗ h∗nk+1k+1 )
=
n1∑
j=1
B1jh
∗j
1 +
n2∑
j=1
B2jh
∗j
2 + · · ·+
nk∑
j=1
Bkjh
∗j
k +
nk+1∑
j=1
B(k+1)jh
∗j
k+1
and the (21) is proved. To prove (22) we take the i-th derivative at t = 0+ on both sides of (21) to get:
(h∗n11 ∗ h∗n22 ∗ · · · ∗ h∗nqq )(i)(0+) =
n1∑
j=1
A1j(h
∗j
1 )
(i)(0+) +
n2∑
j=1
A2j(h
∗j
2 )
(i)(0+) + · · ·
+
nq∑
j=1
Aqj(h
∗j
q )
(i)(0+), i = 0, 1, 2, . . . , n− 1.
Applying Theorem 3.1 to left side of equation above and using the fact that (h∗1k )
(i)(0+) = h
(i)
k (0
+) = rik
along with Lemma 3.2.2, i.e., for j ≥ 2:
(h∗js )
(i)(0+) =


0, i = 0, 1, . . . , j − 2(
i
j − 1
)
ri−j+1s , i ≥ j − 1
we get (22).
3.1 Solution of ordinary differential equations with constant coefficients
Consider the ordinary differential equation
y(n) + an−1y
(n−1) + · · ·+ a1y˙ + a0y = u, ai ∈ R (24)
which models an n order (causal) linear time invariant (LIT) system with input signal u and output signal
y. The impulse response (h) for this system is given by the convolution [3]:
h = h1 ∗ h2 ∗ · · · ∗ hn, hi(t) = eritσ(t), ri ∈ C
and r1, r2, . . . , rn are the roots of the characteristic equation x
n + an−1x
n−1 + · · ·+ a1x+ a0 = 0 associated
to (24). Supposing that the characteristic equation has q distinct roots rs, each one repeated ns times, so
that n1+n2+ · · ·+nq = n, then we can obtain the impulse response h by using Theorem 3.3, Equation (23),
that is
h = p1h1 + p2h2 + · · ·+ pqhq, hs(t) = erst, ps(t) =
ns∑
j=1
Asj
tj−1
(j − 1)! , t > 0 (25)
where Asj , j = 1, . . . , ns and s = 1, . . . , q are calculated by solving the Vandermonde system (22).
The complete solution of (24) is generally written as
y = yh + yp (26)
where yh is the homogeneous (or zero input) solution and yp is a particular solution, i.e., it depends on input
signal u. When solving (24) for t ≥ 0, the particular solution yp can be written as
yp(t) =
∫ t
0
u(τ)h(t− τ)dτ = [(uσ) ∗ h](t), where (uσ)(t) =
{
0, t < 0
u(t), t > 0
(27)
The homogeneous solution (yh) has the same format of (25), that is
yh = p¯1h1 + p¯2h2 + · · ·+ p¯qhq, hs(t) = erst, and p¯s(t) =
ns∑
j=1
A¯sj
tj−1
(j − 1)! . (28)
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Therefore to solve (24) we need to obtain yh, which is equivalent to obtain the constants A¯sj in (28), and
then compute yp, by evaluating the convolution “(uσ) ∗ h” as showed in (27). To find yh we use the fact
that the particular solution yp is a convolution between n + 1 signals, namely, “(uσ) ∗ h1 ∗ h2 ∗ · · · ∗ hn” ,
and conclude, by using Theorem 3.1, that:
yp(0
+) = y˙p(0
+) = y¨p(0
+) = · · · = y(n−1)p (0+) = 0
and so, using these conditions in (26), we get:
y(0+) = yh(0
+), y˙(0+) = y˙h(0
+), y¨(0+) = y¨h(0
+), · · · y(n−1)(0+) = y(n−1)h (0+).
This set of conditions on yh can be used to find the constants A¯sj in (28) since the “initial values”
y(0), y˙(0), y¨(0), . . . , y(n−1)(0) are generally known when solving (24) for t ≥ 0. This implies that the con-
stants A¯sj , s = 1, . . . q and j = 1, . . . , ns, can be computed by solving a Vandermonde system like the one
showed in Theorem 3.3, that is V A¯ = B¯, where the Vandermonde matrix V is the same one used to compute
the impulse response h, A¯ is the n× 1 vector composed by the A¯sj ’s and the vector B¯, differently from the
one used to compute h, it is now defined as B¯ = (y(0), y˙(0), y¨(0), · · · , yn−1(0)).
Finally, in order to obtain the complete solution y for (24) as shown in (26), we need to compute the
particular solution “yp = (uσ) ∗ h”, that is the convolution between the input signal uσ and the impulse
response h, and to avoid solving a convolution integral we can use the result of Theorem 3.3, by writing,
if possible, the signal “uσ” as a convolution (or a finite sum) of exponential signals of type “ertσ(t)”, for
some r ∈ C. In this situation, as shown in examples in Section 5.1 bellow, we increase the order of the
Vandermonde matrix, as defined in Theorem 3.3, depending on how many “exponential modes” exists in the
input signal “uσ”.
4 Convolution between discrete time exponential signals
In the context of discrete time signals we consider the exponential signal e : Z→ C defined as
e(k) = rkσ(k), r 6= 0 ∈ C, σ(k) =
{
0, k < 0
1, k ≥ 0 (29)
And also consider the signal defined as a right shift of “e” by one unit, that is h = [e]1, or:
h(k) = rk−1σ(k − 1), (30)
which is well known to appear as the impulse response of (causal) linear time invariant systems (LTI)
modeled by a first order difference equation, since it satisfies the relationship h(k + 1) = rh(k) + δ(k). Now
lets consider the convolution between two signals of this kind, that is, let be h1(k) = r
k−1
1 σ(k − 1) and
h2(k) = r
k−1
2 σ(k − 1), with r1 6= 0 and r2 6= 0. Since both of them are time shift of exponentials as defined
in (29), we can write h1 = [e1]1 and h2 = [e2]1, where e1(k) = r
k
1σ(k) and e2 = r
k
2σ(k), and then:
h1 ∗ h2 = [e1]1 ∗ [e2]1 = (e1 ∗ [δ]1) ∗ (e2 ∗ [δ]1) = (e2 ∗ e2) ∗ ([δ]1 ∗ [δ]1) = (e1 ∗ e2) ∗ [δ]2 = [e1 ∗ e2]2
therefore, h1 ∗ h2 can be obtained by a right time shift of e1 ∗ e2 by two units. We develop e1 ∗ e2 instead,
noting that (e1 ∗ e2)(k) = 0 for k < 0, since both e1(k) and e2(k) are null for k < 0 and
(e1 ∗ e2)(k) =
k∑
j=0
rj1r
k−j
2 , for k ≥ 0 (31)
Additionally we also have that (e1 ∗ e2)(0) = r01r02 = 1. Then, before solving this summation, we note that
the convolution h1 ∗ h2 is such that (h1 ∗ h2)(k) = 0 for k ≤ 0, and, more importantly:
(h1 ∗ h2)(1) = 0 (32)
(h1 ∗ h2)(2) = 1 (33)
since h1 ∗ h2 is a right shift of e1 ∗ e2 by two units.
We now develop the summation in (31) by considering two cases:
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1. r1 6= r2 (or e1 6= e2):
(e1 ∗ e2)(k) = rk2 [1 + (r1/r2) + (r1/r2)2 + · · ·+ (r1/r2)k]
= rk2
(rk+11 /r
k+1
2 )− 1
(r1/r2)− 1
=
rk+11 − rk+12
r1 − r2
and since h1 ∗ h2 = [e1 ∗ e2]2, then (h1 ∗ h2)(k) = (e1 ∗ e2)(k − 2) or:
(h1 ∗ h2)(k) = 1
r1 − r2 r
k−1
1 σ(k − 1) +
1
r2 − r1 r
k−1
2 σ(k − 1), or (34)
(h1 ∗ h2)(k) = A1h1(k) +A2h2(k), A1 = 1
r1 − r2 and A2 =
1
r2 − r1 (35)
Remark 4.0.1. Note that in case where r1 and r2 is a complex conjugate pair, represented by α±jω =
Re±jφ, we get from (34) that (h1 ∗ h2)(k) = (Rk−1/ω) sin[(k − 1)φ], for k ≥ 1.
From Equation (35) we see that, in case that r1 6= r2, the convolution h1 ∗h2 can be written as a linear
combination of signals h1 and h2, and this fact, along with conditions (32) and (33), can be used to
find the scalars A1 and A2, without the need of solving the convolution sum (31), as shown bellow:
(h1 ∗ h2)(1) = A1h1(1) +A2h2(1) = A1 +A2 = 0
(h1 ∗ h2)(2) = A1h1(2) +A2h2(2) = A1r1 +A2r2 = 1
And then: [
1 1
r1 r2
] [
A1
A2
]
=
[
0
1
]
=⇒
[
A1
A2
]
=
[
1 1
r1 r2
]−1 [
0
1
]
. (36)
Solving (36) we get A1 and A2 as shown in (35).
2. r1 = r2 = r (or e1 = e2 = e):
(e ∗ e)(k) = rk
k∑
j=0
rj ∗ r−j = (k + 1)rk, k ≥ 0
and then, since h1 = h2 = h = [e]1, (h ∗ h)(k) = (e ∗ e)(k − 2) is given by
(h ∗ h)(k) =
{
0, k ≤ 1
(k − 1)rk−2, k ≥ 2 (37)
Now we consider a generalization of the results above for a convolution of n ≥ 2 exponential signals as
shown in (30). We start by finding a generalization for conditions (32) and (33) applied to the convolution
h1 ∗ h2 ∗ · · · ∗ hn, with hi(k) = rk−1i σ(k − 1) and n ≥ 2:
Theorem 4.1. Consider the convolution h1 ∗h2 ∗ · · · ∗hn, n ≥ 2 and each hi(k) = rk−1i σ(k− 1), ri 6= 0 ∈ C.
Then we have
(h1 ∗ h2 ∗ · · · ∗ hn)(k) =
{
0, k ≤ n− 1
1, k = n
Proof. Defining ei(k) = r
k
i σ(k), we note that hi = [ei]1 and then
(h1 ∗ h2 ∗ · · · ∗ hn) = ([e1]1 ∗ [e2]1 ∗ · · · ∗ [en]1) = [e1 ∗ e2 ∗ · · · ∗ en]n
that is, h1 ∗h2 ∗ · · · ∗hn is a time shift right of e1 ∗ e2 ∗ · · · ∗ en by n units, and since (e1 ∗ e2 ∗ · · · ∗ en)(k) = 0
for k < 0 and (e1 ∗ e2 ∗ · · · ∗ en)(0) = 1 the result is proved.
In the following we will find a formula for computing the convolution h1 ∗ h2 ∗ · · · ∗ hn for n ≥ 2 and
hj(k) = r
k−1
j σ(k − 1) with rj ∈ C. To begin with, we consider the case where hi 6= hj for i 6= j, which
implies ri 6= rj for i 6= j, and it is just a generalization of Equation (36):
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Theorem 4.2. The convolution between n ≥ 2 exponentials signals hj(k) = rk−1j σ(k − 1), j = 1, 2, . . . , n,
with rj 6= 0 ∈ C and hi 6= hj for i 6= j, is given by
h1 ∗ h2 ∗ · · · ∗ hn = A1h1 +A2h2 + · · ·+Anhn, (38)
where Aj ∈ C are scalars that can be computed by solving a linear system V A = B where V is the
n × n (nonsingular) Vandermonde matrix defined by Vij = ri−1j , A and B are the n-column vectors A =
(A1, A2, . . . , An) and B = (0, 0, . . . , 1), that is:

1 1 · · · 1
r1 r2 · · · rn
r21 r
2
2 · · · r2n
...
...
...
...
rn−11 r
n−1
2 · · · rn−1n




A1
A2
A3
...
An

 =


0
0
0
...
1

 (39)
So, vector A is the last (n-th) column of the inverse of V .
Proof. We use induction on n to prove (38), which is valid for n = 2, as shown in (35). Suppose (38) is valid
for n = k, and we prove it for n = k+1 following the same reasoning we used to prove (18) in Theorem 3.2.
To prove (39) we apply the result of Theorem 4.1 to Equation (38). Taking the value at k = i on both sides
of (38) we have:
(h1 ∗ h2 ∗ · · · ∗ hn)(i) = A1h1(i) +A2h2(i) + · · ·+Anhn(i), i = 1, 2, . . . , n.
Using Theorem 4.1 and the fact that hj(i) = r
i−1
j we get (39).
Now we consider the more general convolution h1 ∗ h2 ∗ · · · ∗ hn, n ≥ 2, where there is the possibility of
some hi to be repeated in the convolution, that is hi = hj for some i 6= j. To begin with, we consider some
facts about “n-power” convolution of discrete time exponentials, that is, the convolution of h, as defined in
(30), repeated between itself n times, that we represent it by h∗n (in Equation (37) we have a formula for
h∗2). The Lemma bellow shows a generalization of Theorem 4.1 applied to the “n-power” convolution of the
exponential signal:
Lemma 4.2.1. The power convolution of n ≥ 1 exponentials e(k) = rkσ(k), r 6= 0 ∈ C, denoted by e∗n, is
given by
e∗n(k) = (e ∗ e ∗ · · · ∗ e)︸ ︷︷ ︸
n terms
(k) =


0, k < 0(
n− 1 + k
n− 1
)
rk, k ≥ 0
or, in a more compact notation
e∗n(k) =
(
n− 1 + k
n− 1
)
rkσ(k) =
(
n− 1 + k
n− 1
)
e(k) (40)
Proof. By induction on n. It is trivially true for n = 1 and suppose it is valid for n = p then
e∗p(k) =
(
p− 1 + k
p− 1
)
rkσ(k)
Obviously e∗(p+1)(k) = 0 for k < 0 since e(k) = 0 for k < 0; for k ≥ 0 we have:
e∗(p+1)(k) = (e∗p ∗ e)(k) =
k∑
j=0
e∗p(j)e(k − j)
=
k∑
j=0
(
p− 1 + j
p− 1
)
rjr(k−j)
= rk
k∑
j=0
(
p− 1 + j
p− 1
)
= rk
(
p+ k
p
)
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In the last step of the proof above we used the following well-known fact about sum of binomial coefficients
[8]:
k∑
j=0
(
p− 1 + j
p− 1
)
=
(
p− 1
p− 1
)
+
(
p
p− 1
)
+
(
p+ 1
p− 1
)
+ · · ·+
(
p− 1 + k
p− 1
)
=
(
p+ k
p
)
Corollary 4.2.1. If we consider the n-power convolution of exponentials h(k) = rk−1σ(k − 1), that is
h = [e]1, we have:
h∗n(k) =


0, k ≤ n− 1(
k − 1
n− 1
)
rk−n, k ≥ n
(41)
equivalently
h∗n(k) =
1
rn−1
(
k − 1
n− 1
)
h(k), n ≥ 1 (42)
since it is assumed that
(
k−1
n−1
)
= 0 for k = 1, 2, . . . , n− 1.
Proof. Since h = [e]1, then
h∗n = (h ∗ h ∗ · · · ∗ h)︸ ︷︷ ︸
n terms
= [e]1 ∗ [e]1 ∗ · · · ∗ [e]1
= [e ∗ e ∗ · · · ∗ e]n
= [en]n
that is, h∗n is e∗n (right) shifted n units. Then we have by setting k := k − n in (40):
h∗n(k) =
(
k − 1
n− 1
)
rk−nσ(k − n) (43)
which is equivalent to (41). To obtain (42), we note that
(
k−1
n−1
)
= 0, for k = 1, 2, . . . n − 1, and so (43) can
be rewriten as
h∗n(k) =
(
k − 1
n− 1
)
rk−nσ(k − 1) = 1
rn−1
(
k − 1
n− 1
)
rk−1σ(k − 1) = 1
rn−1
(
k − 1
n− 1
)
h(k)
Now we analyse how it would be like the convolution h∗n11 ∗ h∗n22 , where h1(k) = rk−11 σ(k − 1) and
h2(k) = r
k−1
2 σ(k − 1), with r1 6= r2:
Lemma 4.2.2. Let be h1(t) = r
k−1
1 σ(k − 1) and h2(k) = rk−12 σ(k − 1), with r1 6= r2, the convolution
between the n1-power convolution of h1 and the n2-power convolution of h2, denoted by h
∗n1
1 ∗h∗n22 , is given
by:
h∗n11 ∗ h∗n22 = (h1 ∗ h1 ∗ · · · ∗ h1)︸ ︷︷ ︸
n1 terms
∗ (h2 ∗ h2 ∗ · · · ∗ h2)︸ ︷︷ ︸
n2 terms
= (A1h1 +A2h
∗2
1 + · · ·An1h∗n11 ) + (B1h2 +B2h∗22 + · · ·Bn2h∗n21 )
Proof. We prove by induction on (n1, n2). It is true for (n1, n2) = (1, 1) as shown in (35). The inductive
step is the same one used in the proof of Lemma 3.2.3 for the analog time case.
In the following we prove the general result about the convolution of n exponential signals as show in
(30) which is a generalization of Theorem 4.2:
Theorem 4.3. The convolution between n ≥ 2 exponentials signals hi(k) = rk−1i σ(k − 1), i = 1, 2, . . . , n,
with ri 6= 0 ∈ C, and q distinct hs, each of them repeated ns times, so that n1 + n2 + · · ·nq = n, is given by
h∗n11 ∗ h∗n22 ∗ · · · ∗ h∗nqq =
n1∑
j=1
A1jh
∗j
1 +
n2∑
j=1
A2jh
∗j
2 + · · ·+
nq∑
j=1
Aqjh
∗j
q , (44)
11
where Asj ∈ C are scalars that can be computed by solving a linear system V A = B where V is the n× n
(nonsingular) confluent (or generalized) Vandermonde matrix defined by V =
[
V1 V2 · · · Vq
]
, where
each block Vs is the n× ns matrix whose entries are defined by
(Vs)ij =


0, i < j(
i− 1
j − 1
)
ri−js , i ≥ j
A and B are the n-column vectors A = (A1, A2, . . . , Aq), each As is a ns-column vector, and B =
(01, 02, . . . , Bq), where 0s are ns-column zero vectors and Bq is the nq-column vector (0, 0, · · · , 1) that
is:
[
V1 V2 · · · Vq
]


A1
A2
A3
...
Aq

 =


01
02
03
...
Bq

 (45)
So, vector A is the last (n-th) column of the inverse of V . Alternatively, using Equation (42), we can rewrite
(44) as
h∗n11 ∗ h∗n22 ∗ · · · ∗ h∗nqq = p1h1 + p2h2 + · · ·+ pqhq (46)
where each ps, s = 1, . . . , q, is a polynomial defined as
ps(k) =
ns∑
j=1
Asj
1
rj−1s
(
k − 1
j − 1
)
, k ≥ 1
Proof. We use induction on q to prove (44), which is valid for q = 2, as shown in Lemma 4.2.2. The inductive
step follows in the same way we did in the proof of Theorem 3.3. To prove (45) we evaluate Equation (44)
at k = i to obtain:
(h∗n11 ∗ h∗n22 ∗ · · · ∗ h∗nqq )(i) =
n1∑
j=1
A1jh
∗j
1 (i) +
n2∑
j=1
A2jh
∗j
2 (i) + · · ·
+
nq∑
j=1
Aqjh
∗j
q (i), i = 1, 2, . . . , n.
Applying the result of Theorem 4.1 to the left side of this equation and using Lemma 4.2.1, Equation (41),
that is for j ≥ 1:
h∗js (i) =


0, i ≤ j − 1(
i− 1
j − 1
)
ri−js , i ≥ j
we get (45).
4.1 Solution of difference equations with constant coefficients
Consider the “n order” difference equation
y(k + n) + an−1y(k + n− 1) + · · ·+ a1y(k + 1) + a0y(k) = u(k) (47)
which models an n order discrete time (causal) linear time invariant (LIT) system with input signal u and
output signal y. The impulse response (h) for this system is given by the convolution [3]:
h = h1 ∗ h2 ∗ · · · ∗ hn, hi(k) = rk−1i σ(k − 1), ri 6= 0 ∈ C
and r1, r2, . . . , rn are the roots of the characteristic equation x
n + an−1x
n−1 + · · ·+ a1x+ a0 = 0 associated
to (47), which all are assumed to be non-zero.2 Supposing that the characteristic equation has q distinct
2Zero roots are discarded and order of the difference equation reduced by the amount of discarded roots. The final solution
is then the solution of the reduced order equation right-shifted as many units as the number of zero roots of the characteristic
equation (see examples in Section 5.2).
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non-zero roots rs, each one repeated ns times, so that n1+n2+ · · ·+nq = n, then we can obtain h by using
Theorem 4.3, Equation (46), that is
h = p1h1 + p2h2 + · · ·+ pqhp, hs(k) = rk−1s , ps(k) =
ns∑
j=1
Asj
1
rj−1s
(
k − 1
j − 1
)
, k ≥ 1 (48)
where Asj , j = 1, . . . , ns and s = 1, . . . , q are calculated by solving the Vandermonde system (45).
The solution of (47) for k ≥ 0 can be written as:
y = yh + yp (49)
where yh is the homogeneous (or zero input) solution and yp is a particular solution, i.e., it depends on the
input signal u. When solving (49) for k ≥ 0, the particular solution can be written as
yp(k) =
k∑
j=0
u(j)h(k − j) = [(uσ) ∗ h](k), where (uσ)(k) =
{
0, k < 0
u(k), k ≥ 0 (50)
The homogeneous solution has the same format of (48), that is
yh = p¯1h¯1 + p¯2h¯2 + · · ·+ p¯qh¯q, h¯s(k) = rks , and p¯s(k) =
ns−1∑
j=0
A¯sj
1
rjs
(
k
j
)
, k ≥ 0 (51)
Therefore to solve (47) we need to obtain yh, which is equivalent obtain the constants A¯sj in (51), and then
obtain yp, by evaluating the convolution “(uσ) ∗ h” as shown in (50). Since the particular solution yp is,
in fact, a convolution between n + 1 signals, namely, “(uσ) ∗ h1 ∗ h2 ∗ · · · ∗ hn” , we conclude, by using
Theorem 3.1, that:
yp(0) = yp(1) = yp(2) = · · · = yp(n− 1) = 0
and so, by (49), we have that:
y(0) = yh(0), y(1) = yh(1), y(2) = yh(2), · · · y(n− 1) = yh(n− 1)
which can be used in (51) to find the constants A¯sj , j = 1, . . . ns and s = 1, . . . q, since the “initial values”
y(0), y(1), y(2), . . . , y(n − 1) are generally known when solving (47) for k ≥ 0. In fact, constants A¯sj are
computed by solving a Vandermonde system like the one showed in Theorem 4.3, that is V A¯ = B¯, where
the Vandermonde matrix V is the same one used to compute the impulse response h, A¯ is the n× 1 vector
composed by the A¯sj ’s and the vector B¯, differently from the one used to compute h, it is defined as
B¯ = (y(0), y(1), y(2), · · · , y(n− 1)).
Finally, in order to obtain the complete solution y for (47) as shown in (49), we need to compute
the particular solution “yp = (uσ) ∗ h”, that is the convolution between the input signal uσ and the inpulse
response h, and this can be done by the result of Theorem 4.3 if we can write the signal “uσ” as a convolution
(or a sum) of exponential signals of type “rkσ(k)”, for some r 6= 0 ∈ C. In this situation, as shown in examples
bellow, we increase the order of the Vandermonde matrix, as defined in Theorem 4.3, depending on how
many “exponential modes” exists in the input signal “uσ”. In Section 5.2 we apply these results to the
resolution of some specific difference equations.
5 Examples
Bellow we apply the results discussed in previous sections to the solution to some specific differential/difference
equations.
5.1 Differential Equations
Example 5.1.1. Let be the second order initial value problem (IVP):
y¨ + 3y˙ + 2y = 1, with y(0) = −1 and y˙(0) = 2. (52)
To find the solution y, we consider the characteristic equation is x2 + 3x + 2 = 0 whose roots as r1 = −1
and r2 = −2.
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(a) Impulse response: h(t) = A1e
−t +A2e
−2t, where A1 and A2 are computed as[
1 1
−1 −2
] [
A1
A2
]
=
[
0
1
]
=⇒
[
A1
A2
]
=
[
1
−1
]
which implies h(t) = e−t − e−2t.
(b) Homogeneous solution: yh(t) = B1e
−t +B2e
−2t, where B1 and B2 are computed as:[
1 1
−1 −2
] [
B1
B2
]
=
[
y(0)
y˙(0)
]
=
[−1
2
]
=⇒
[
B1
B2
]
=
[
0
−1
]
which implies yh(t) = −e−2t.
(c) Particular solution: yp = (uσ) ∗ h, and (uσ)(t) = 1.σ(t) = e0tσ(t), then
yp = (uσ) ∗ h = h ∗ (uσ) = h1 ∗ h2 ∗ h3
where h1(t) = e
−tσ(t), h2(t) = e
−2tσ(t) and h3(t) = e
0tσ(t), or:
yp(t) = C1e
−t + C2e
−2t + C3e
0t
where C1, C2 and C3 are compute as the solution of the “augmented” Vandermonde system:
 1 1 1−1 −2 0
1 4 0



C1C2
C3

 =

00
1

 =⇒

C1C2
C3

 =

−10.5
0.5


which implies yp(t) = −e−t + 0.5e−2t + 0.5.
Finally, the solution for the IVP (52) is y = yh + yp or
y(t) = −e−t − 0.5e−2t + 0.5
Example 5.1.2. Let be the following third order IVP
...
y + 7y¨ + 20y˙ + 24y = sin 2t, y(0) = 0, y˙(0) = 1, y¨(0) = −3 (53)
The characteristic equation is x3+7x+20x+24 = 0 whose roots are r1 = −3, r2 = −2+2i and r3 = −2−2i.
(a) Impulse response: h(t) = A1e
−3t +A2e
(−2+2i)t +A3e
(−2−2i)t, and
 1 1 1−3 −2 + 2i −2− 2i
9 −8i 8i



A1A2
A3

 =

00
1

 =⇒

A1A2
A3

 =

 0.2−0.1− 0.05i
−0.1 + 0.05i


and then
h(t) = 0.2e−3t + (−0.1− 0.05i)e(−2+2i)t + (−0.1 + 0.05i)e(−2−2i)t
which (optionally) can be simplified to
h(t) = 0.2e−3t − 0.2e−2t cos 2t+ 0.1e−2t sin 2t.
(b) Homogeneous solution: yh(t) = B1e
−3t +B2e
(−2+2i)t +B3e
(−2−2i)t, and
 1 1 1−3 −2 + 2i −2− 2i
9 −8i 8i



B1B2
B3

 =

 01
−3

 =⇒

B1B2
B3

 =

 0.2−0.1− 0.3i
−0.1 + 0.3i


and then
yh(t) = 0.2e
−3t + (−0.1− 0.3i)e(−2+2i)t + (−0.1 + 0.3i)e(−2−2i)t
or
yh(t) = 0.2e
−3t − 0.2e−2t cos 2t+ 0.6e−2t sin 2t.
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(c) Particular solution: yp = (uσ) ∗ h, since u(t) = sin 2t we have two possibilites:
uσ = 2(h4 ∗ h5) or uσ = h4 + h5
2i
, where h4(t) = e
2itσ(t) and h5(t) = e
−2itσ(t)
using uσ = 2(h4 ∗ h5) we have
yp = 2(h1 ∗ h2 ∗ h3 ∗ h4 ∗ h5),
where
h1(t) = e
−3tσ(t), h2(t) = e
(−2+2i)tσ(t), h3(t) = e
(−2−2i)tσ(t), h4(t) = e
2itσ(t), h5(t) = e
−2itσ(t).
So, to compute h1 ∗ h2 ∗ h3 ∗ h4 ∗ h5, we have the following (augmented) Vandemonde system:

1 1 1 1 1
−3 −2 + 2i −2− 2i 2i −2i
9 −8i 8i −4 −4
−27 16 + 16i 16− 16i −8i 8i
81 −64 −64 16 16




C1
C2
C3
C4
C5

 =


0
0
0
0
1

 =⇒ (2)×


C1
C2
C3
C4
C5

 =


0.0307692
−0.025i
0.025i
−0.0153846+ 0.0019231i
−0.0153846− 0.0019231i


Then the particular solution is
yp(t) = 0.0307692e
−3t+ 0.05e−2t sin 2t− 0.0307692 cos2t− 0.0038462 sin2t
Finally, the solution y = yh + yp for the IVP (53) is given by:
y(t) = 0.2307692e−3t− 0.2e−2t cos 2t+ 0.65e−2t sin 2t− 0.0307692 cos2t− 0.0038462 sin2t
Example 5.1.3. Let be the following IVP
y¨ + 4y = t cos 2t, y(0) = −2, y˙(0) = 4 (54)
whose characteristic equation is x2 + 4 = 0 which implies r1 = e
2it and r2 = e
−2it.
(a) Impulse response: h(t) = A1e
2it +A2e
−2it, and[
1 1
2i −2i
] [
A1
A2
]
=
[
0
1
]
=⇒
[
A1
A2
]
=
[−0.25i
0.25i
]
Then
h(t) = −025ie2it + 0.25ie−2it = 0.5 sin 2t.
(b) Homogeneous solution: yh(t) = B1e
2it +B2e
−2it, and[
1 1
2i −2i
] [
B1
B2
]
=
[−2
4
]
=⇒
[
B1
B2
]
=
[−1− i
−1 + i
]
Then
yh(t) = (−1− i)e2it + (−1 + i)e−2it = −2 cos2t+ 2 sin 2t
(c) Particular solution: yp = (uσ) ∗ h, and u(t) = t cos 2t = t(e2it + e−2it)/2, or:
u = 0.5(u1 + u2), u1(t) = te
2it, u2(t) = te
−2it
and so, yp = 0.5(u1σ) ∗ h+ 0.5(u2σ) ∗ h. Since u1(t) = te2it and u2(t) = te−2it, we have
u1σ = h3 ∗ h3, h3(t) = e2itσ(t)
u2σ = h4 ∗ h4, h4(t) = e−2itσ(t)
Therefore
(u1σ) ∗ h = h1 ∗ h2 ∗ h3 ∗ h3, h1(t) = h3(t) = e2itσ(t), h2(t) = e−2itσ(t)
(u2σ) ∗ h = h1 ∗ h2 ∗ h4 ∗ h4, h1(t) = e2itσ(t), h2(t) = h4(t) = e−2itσ(t)
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and then
((u1σ) ∗ h)(t) = C0e−2it + p(t)e2it, p(t) = C1 + C2t+ C3t2/2
((u2σ) ∗ h)(t) = D0e2it + q(t)e−2it, q(t) = D1 +D2t+D3t2/2
where 

1 1 0 0
−2i 2i 1 0
−4 −4 4i 1
8i −8i −12 6i




C0
C1
C2
C3

 =


0
0
0
1

 =⇒


C0
C1
C2
C3

 =


−0.015625i
0.015625i
0.0625
−0.25i




1 1 0 0
2i −2i 1 0
−4 −4 −4i 1
−8i 8i −12 −6i




D0
D1
D2
D3

 =


0
0
0
1

 =⇒


D0
D1
D2
D3

 =


0.015625i
−0.015625i
0.0625
0.25i


Since yp = 0.5(u1σ) ∗ h+ 0.5(u2σ) ∗ h we have, after regrouping the terms
yp(t) = −0.03125 sin2t+ 0.0625t cos2t+ 0.125t2 sin 2t
and the solution y = yh + yp will be given by
y(t) = 1.96875 sin2t− 2 cos 2t+ 0.0625t cos2t+ 0.125t2 sin 2t
5.2 Difference Equations
Example 5.2.1. Let be the third order initial value problem (IVP):
y(k + 3)− 1.5y(k + 2) + 0.75y(k + 1)− 0.125y(k) = 1, y(0) = −1, y(1) = 2, y(2) = 0.8 (55)
To find the solution y, we consider its characteristic equation z3 − 1.5z2 + 0.75z − 0.125 = 0 whose roots as
r1 = r2 = r3 = 0.5.
(a) Impulse response (k ≥ 1): h(k) = p(k)(0.5)k−1 where p(k) = A1 + (k − 1)A2/0.5 + 0.5(k − 1)(k −
2)A3/(0.5)
2 with A1, A2 and A3 being computed as
 1 0 00.5 1 0
0.25 1 1



A1A2
A3

 =

00
1

 =⇒

A1A2
A3

 =

00
1


and then
h(k) = (k − 1)(k − 2)(0.5)k−2, k ≥ 1.
(b) Homogeneous solution (k ≥ 0): yh(k) = p(k)(0.5)k where p(k) = B0 + kB1/0.5+ 0.5k(k− 1)B2/(0.5)2
with B0, B1 and B2 being computed as:
 1 0 00.5 1 0
0.25 1 1



B0B1
B2

 =

−12
0.8

 =⇒

B0B1
B2

 =

 −12.5
−1.45


and then
yh(k) = −(0.5)k + 2.5k(0.5)k−1 − 1.45k(k − 1)(0.5)k−1, k ≥ 0.
(c) Particular solution (k ≥ 0): yp = (uσ) ∗ h, and (uσ) = (1σ) = σ then
yp = (uσ) ∗ h = h ∗ (uσ) = h1 ∗ h2 ∗ h3 ∗ σ
where h1(k) = h2(k) = h3(k) = (0.5)
k−1σ(k − 1). Since σ(0) = 1 we will first compute y¯p = h1 ∗
h2 ∗ h3 ∗ [σ]1, where [σ]1(k) = σ(k − 1), in order we have a convolution in the format as required in
Theorem 4.3; at the end we take yp(k) = y¯p(k + 1). Then:
y¯p(k) = q(k)h1(k) + C4σ(k − 1), q(k) = C1 + (k − 1)C2/(0.5) + 0.5(k − 1)(k − 2)C3/(0.5)2, k ≥ 1
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where C1, C2, C3 and C4 are compute as the solution of the “augmented” Vandermonde system:

1 0 0 1
0.5 1 0 1
0.52 1 1 1
0.53 0.75 1.5 1




C1
C2
C3
C4

 =


0
0
0
1

 =⇒


C1
C2
C3
C4

 =


−8
−4
−2
8


Then
y¯p(k) = −8(0.5)k−1 − 4(k − 1)(0.5)k−2 − (k − 1)(k − 2)(0.5)k−3 + 8, k ≥ 1
and since yp(k) = y¯p(k + 1) we have
yp(k) = −8(0.5)k − 4k(0.5)k−1 − k(k − 1)(0.5)k−2 + 8, k ≥ 0
Finally, the solution for the IVP (55) is y = yh + yp, or
y(k) = −9(0.5)k − 1.5k(0.5)k−1 − 3.45k(k − 1)(0.5)k−1 + 8, k ≥ 0
Example 5.2.2. Let be the third order IVP:
y(k + 3)− 1.4y(k + 2) + 0.9y(k + 1)− 0.2y(k) = k, y(0) = 2, y(1) = −3, y(2) = 0.5 (56)
whose characteristic polynomial is −0.2 + 0.9z2 − 1.4z2 + z3 = (z − 0.4)[(z − 0.5)2 + 0.5].
(a) Impulse response (k ≥ 1): h(k) = A1(0.4)k−1 + A2(1/
√
2)k−1ej(k−1)pi/4 + A3(1/
√
2)k−1e−j(k−1)pi/4
where A1, A2 and A3 are computed as
 1 1 10.4 0.5 + 0.5i 0.5− 0.5i
0.16 0.5i −0.5i



A1A2
A3

 =

00
1

 =⇒

A1A2
A3

 =

 3.8461538−1.9230769− 0.3846154i
−1.9230769+ 0.3846154i


and then
h(k) = 3.8461538(0.4)k−1 + (−1.9230769− 0.3846154i)(1/
√
2)k−1ej(k−1)pi/4 +
(−1.9230769+ 0.3846154i)(1/
√
2)k−1e−j(k−1)pi/4
or
h(k) = 3.8461538(0.4)k−1− 3.8461538(1/
√
2)k−1 cos[(k − 1)pi/4] +
0.7692308(1/
√
2)k−1 sin[(k − 1)pi/4], k ≥ 1
(b) Homogeneous solution (k ≥ 0): yh(k) = B0(0.4)k+B1(1/
√
2)kejkpi/4+B2(1/
√
2)ke−jkpi/4 with B0, B1
and B2 being computed as:
 1 1 10.4 0.5 + 0.5i 0.5− 0.5i
0.16 0.5i −0.5i



B0B1
B2

 =

 2−3
0.5

 =⇒

B0B1
B2

 =

 17.307692−7.6538462+ 2.2692308i
−7.6538462− 2.2692308i


and then
yh(k) = 17.307692(0.4)
k − 15.307692(1/
√
2)k cos(kpi/4)− 4.5384615(1/
√
2)k sin(kpi/4)
(c) Particular solution (k ≥ 0): yp = (uσ) ∗ h where u(k) = k, and then we need to write kσ(k) as a sum
of convolution of signals. From Remark 4.2.1 we have that (σ ∗ σ)(k) = k + 1, then we easily get
kσ(k) = (σ ∗ σ)(k) − σ(k), or (uσ) = (σ ∗ σ)− σ
then
yp = (uσ) ∗ h = h ∗ (uσ) = h1 ∗ h2 ∗ h3 ∗ σ ∗ σ︸ ︷︷ ︸
yp1
− h1 ∗ h2 ∗ h3 ∗ σ︸ ︷︷ ︸
yp2
where h1(k) = (0.4)
k−1σ(k − 1), h2(k) = (0.5 + 0.5i)k−1σ(k − 1) and h3(k) = (0.5 − 0.5i)k−1σ(k − 1)
and yp1 and yp2 can be calculated as:
17
(c.1) yp1(k) = y¯p1(k + 2), where y¯p1 = h1 ∗ h2 ∗ h3 ∗ [σ]1 ∗ [σ]1, or
y¯p1(k) = C1(0.4)
k−1 + C2(1/
√
2)k−1ej(k−1)pi/4 + C3(1/
√
2)k−1e−j(k−1)pi/4 + C4 + C5(k − 1),
with C1, C2, C3, C4 and C5 computed by solving

1 1 1 1 0
0.4 0.5 + 0.5i 0.5− 0.5i 1 1
0.16 0.5i −0.5i 1 2
0.064 −0.25 + 0.25i −0.25− 0.25i 1 3
0.0256 −0.25 −0.25 1 4




C1
C2
C3
C4
C5

 =


0
0
0
0
1

 =⇒


C1
C2
C3
C4
C5

 =


10.683761
0.7692308− 3.8461538i
0.7692308+ 3.8461538i
−12.222222
3.3333333


and so
y¯p1(k) = 10.683761(0.4)
k−1 + 1.5384615(1/
√
2)k−1 cos[(k − 1)pi/4] +
7.6923077(1/
√
2)k−1 sin[(k − 1)pi/4]− 12.222222+ 3.3333333(k− 1)
then yp1(k) = y¯p1(k + 2) is given by
yp1(k) = 10.683761(0.4)
k+1 + 1.5384615(1/
√
2)k+1 cos[(k + 1)pi/4] +
7.6923077(1/
√
2)k+1 sin[(k + 1)pi/4]− 12.222222+ 3.3333333(k+ 1)
(c.2) yp2(k) = y¯p2(k + 1), where y¯p2 = h1 ∗ h2 ∗ h3 ∗ [σ]1, or
y¯p2(k) = D1(0.4)
k−1 +D2(1/
√
2)k−1ej(k−1)pi/4 +D3(1/
√
2)k−1e−j(k−1)pi/4 +D4,
with D1, D2, D3 and D4 computed by solving

1 1 1 1
0.4 0.5 + 0.5i 0.5− 0.5i 1
0.16 0.5i −0.5i 1
0.064 −0.25 + 0.25i −0.25− 0.25i 1




D1
D2
D3
D4

 =


0
0
0
1

 =⇒


D1
D2
D3
D4

 =


−6.4102564
1.5384615+ 2.3076923i
1.5384615− 2.3076923i
3.3333333


which implies
y¯p2(k) = −6.4102564(0.4)k−1 + 3.0769231(1/
√
2)k−1 cos[(k − 1)pi/4]−
4.6153846(1/
√
2)k−1 sin[(k − 1)pi/4] + 3.3333333
and then
yp2(k) = −6.4102564(0.4)k + 3.0769231(1/
√
2)k cos[kpi/4]− 4.6153846(1/
√
2)k sin[kpi/4] + 3.3333333
Therefore yp = yp1 + yp2 is given by
yp(k) = 10.683761(0.4)
k+1 + 1.5384615(1/
√
2)k+1 cos[(k + 1)pi/4] +
7.6923077(1/
√
2)k+1 sin[(k + 1)pi/4]− 12.222222+ 3.3333333(k+ 1)− 6.4102564(0.4)k +
3.0769231(1/
√
2)k cos[kpi/4]− 4.6153846(1/
√
2)k sin[kpi/4] + 3.3333333
Finally, the solution for the IVP (55) is y = yh + yp, or
y(k) = 17.307692(0.4)k − 15.307692(1/
√
2)k cos(kpi/4)− 4.5384615(1/
√
2)k sin(kpi/4) +
10.683761(0.4)k+1 + 1.5384615(1/
√
2)k+1 cos[(k + 1)pi/4] +
7.6923077(1/
√
2)k+1 sin[(k + 1)pi/4]− 12.2222222+ 3.3333333(k+ 1)−
6.4102564(0.4)k + 3.0769231(1/
√
2)k cos[kpi/4]− 4.6153846(1/
√
2)k sin[kpi/4] +
3.3333333
which, in turn, can be simplified to
y(k) = 15.17094(0.4)k− 7.6153843(1/
√
2)k cos(kpi/4)− 6.076923(1/
√
2)k sin(kpi/4)+3.3333333k− 5.5555556
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Example 5.2.3. Let be the third order IVP:
y(k + 3) + y(k + 1) = sin(kpi/2), y(0) = 1, y(1) = y(2) = 0 (57)
whose characteristic equation is z3 + z = z(z2 + 1) = 0, and r1 = j, r2 = −j and r3 = 0. We discard r3 = 0
and solve a second order equation and at the end shift the solution by one unity to the right.
(a) Impulse response (k ≥ 1): h(k) = A1(j)k−1 +A2(−j)k−1 where A1 and A2 are computed as[
1 1
j −j
] [
A1
A2
]
=
[
0
1
]
=⇒
[
A1
A2
]
=
[−j/2
j/2
]
which implies h(k) = −j/2(j)k−1 + j/2(−j)k−1 or h(k) = − cos(kpi/2), k ≥ 1
(b) Homogeneous solution (k ≥ 0): yh(k) = B0(j)k +B1(−j)k with B0 and B1 being computed as:[
1 1
j −j
] [
B0
B1
]
=
[
0
0
]
=⇒
[
B0
B1
]
=
[
0
0
]
and then yh(k) = 0.
(c) Particular solution (k ≥ 0): yp = (uσ) ∗ h where u(k) = sin(kpi/2) = (1/2j)(j)k − (1/2j)(−j)k. Then
yp = (1/2j) (u1 ∗ h1 ∗ h2)︸ ︷︷ ︸
yp1
−(1/2j) (u2 ∗ h1 ∗ h2)︸ ︷︷ ︸
yp2
where u1(k) = (j)
kσ(k), u2(k) = (−j)kσ(k), h1(k) = (j)k−1σ(k − 1), h2(k) = (−j)k−1σ(k − 1) and
yp1(k) = y¯p1(k + 1) and yp2(k) = y¯p2(k + 1):
(c.1) y¯p1(k) = p(k)h1 + C3h2(k), where p(k) = C1 + (k − 1)C2/j, and
 1 0 1j 1 −j
j2 2j (−j)2



C1C2
C3

 =

00
1

 =⇒

C1C2
C3

 =

 1/4−j/2
−1/4


Then y¯p1(k) = 1/4(j)
k−1 − 1/2(k − 1)(j)k−1 − 1/4(−j)k−1 and so
yp1(k) = y¯p1(k + 1) = 1/4(j)
k − 1/2k(j)k − 1/4(−j)k, k ≥ 0
(c.2) y¯p2(k) = D1h1 + q(k)h2(k), where q(k) = D2 + (k − 1)D3/(−j), and
 1 1 0j −j 1
j2 (−j)2 −2j



D1D2
D3

 =

00
1

 =⇒

D1D2
D3

 =

−1/41/4
j/2


Then y¯p2(k) = −1/4(j)k−1 + 1/4(−j)k−1 − 1/2(k − 1)(−j)k−1 and so
yp2(k) = y¯p2(k + 1) = −1/4(j)k + 1/4(−j)k − 1/2k(−j)k, k ≥ 0
Now, since yp = (1/2j)yp1 − (1/2j)yp2 , we have
yp(k) = (1/2j)[1/4(j)
k − 1/2k(j)k − 1/4(−j)k]− (1/2j)[−1/4(j)k + 1/4(−j)k − 1/2k(−j)k]
which can (optionally) be simplified to yp(k) = (1/2) sin(kpi/2)− (k/2) sin(kpi/2). Finally, to contem-
plate the zero root of the characteristic equation and the initial condition y(0) = 1, we have:
y(k) = 2δ(k) + (1/2) sin[(k − 1)pi/2]− [(k − 1)/2] sin[(k − 1)pi/2], k ≥ 0
or
y(k) = 2δ(k) + (k/2) cos(kpi/2)− cos(kpi/2), k ≥ 0
19
6 Conclusions
We showed in this paper a technique for computing the convolution of exponential signals, in analog and
discrete time context, that avoids the resolution of integrals and summations. The method is essentially
algebraic and requires the resolution of Vandermonde systems, which is a well-known and extensively dis-
cussed problem in literature (see e.g. [10, 11] and references therein). While the question of computing
convolution of exponentials have been discussed previously in literature ([6, 7]), the proposed approach is
apparently different from the previous ones, and additionally is quite simple and suitable to be implemented
computationally. Finally, we use the proposed approach to solve a n order differential/difference equation
with constant coefficients.
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