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We investigate an infinite dimensional analog of the theory of Lagrangian manifolds with com-
plex germs. To such a manifold we assign a canonical operator that depends on creation and an-
nihilation operators. This operator is by definition the geometrical quantization for these isotropic
manifolds with complex germs. We prove that for secondary quantized equations this quantiza-
tion is the asymptotics for the Cauchy problem. Results of Berezin are used thouroughly in the
construction of the canonical operator and in proofs of the theorems.
1
1 Introduction
Construction of asymptotic solutions for multiparticle Schro¨dinger and Liouville equations
as the number of particles tends to infinity was investigated in [15, 16]. The construction
looks like follows. Both Schro¨dinger and Liouville multiparticle equations may be presented
in a unified form through the creation and annihilation operators:
i
∂Φˆ
∂t
=
(
Tmnψˆ
+
mψˆ
−
n +
ǫ
2
Vklrsψˆ
+
k ψˆ
+
l ψˆ
−
r ψˆ
−
s
)
Φˆ (1)
Here Φˆ is a Fock space element, ψˆ±j are creation and annihilation operators in this space
[2, 12], and we sum over the repeating indices, m,n, k, l, r, s = 1,∞.
The coefficients Tmn and Vklrs are
1. for the Schro¨dinger equation
Tmn =
∫
dxf ∗m(x)(−∆/2 + U(x))fn(x),
Vklrs =
∫
dxdyf ∗k (x)f
∗
l (y)V (x, y)fr(y)fs(x),
x, y ∈ Rν , ν ∈ N,
where {f1, f2, . . .} is an orthonormal basis in L2(Rν), ∆ is the Laplace operator in Rν ,
U is an external potential, V is the potential of the interparticle interaction. Form (1)
of the multiparticle Schro¨dinger equation originates to papers [4, 5, 6, 9].
2. for the Liouville equation
Tmn = i
∫
dpdqf ∗m(p, q)
(
∂U
∂q
(q)
∂
∂p
− p ∂
∂q
)
fn(p, q),
Vklrs = i
∫
dp1dp2dq1dq2f
∗
k (p1, q1)f
∗
l (p2, q2)
·
(
∂V (q1, q2)
∂q1
∂
∂p1
+
∂V (q1, q2)
∂q2
∂
∂p2
)
fr(p1, q1)fs(p2, q2),
p, q, p1, q1, p2, q2 ∈ Rν , ν ∈ N,
where {f1, f2, . . .} is an orthonormal basis in L2(R2ν), U and V are as in the previ-
ous case an external potential and the interparticle interaction potential respectively.
Scho¨nberg [19, 20] was the first one who suggested the form (1) for the multiparticle
Liouville equation, see also [18].
The asymptotics of the solution of equation (1) was constructed as follows. After the
substitution
√
ǫψˆ±j = φˆ
±
j equation (1) becomes
iǫ
∂Φˆ
∂t
= H(φˆ+j , φˆ
−
j )Φˆ, (2)
2
for
H(φˆ+j , φˆ
−
j ) = Tmnφˆ
+
mφˆ
−
n +
1
2
Vklrsφˆ
+
k φˆ
+
l φˆ
−
r φˆ
−
s
where
[φˆ−j , φˆ
+
l ] = ǫδjl (3)
Property (3) allows to apply the quasiclassical methods to equation (2) with ǫ being the
parameter of the quasiclassical expansion.
Since the mean number of particles in the state Φˆ is equal to [2, 12]
N =
(Φˆ, ψˆ+l ψˆ
−
l Φˆ)
(Φˆ, Φˆ)
=
1
ǫ
(Φˆ, φˆ+l φˆ
−
l Φˆ)
(Φˆ, Φˆ)
, l = 1,∞
and the quantity (Φˆ, φˆ+l φˆ
−
l Φˆ)/(Φˆ, Φˆ) is of order ǫ
0 the quasiclassical methods allow to con-
struct approximate solutions of the equation (1) at ǫ→ 0, N →∞, ǫN → α = const.
To the equation (2) there corresponds a classical infinite dimesional Hamiltonian system
with the Hamiltonian H
(
Qj−iPj√
2
, Qj+iPj√
2
)
.
The results relating to statistical physics may be rigorously justified. For a part of them
such justification was given in [16].
An analogous parameter arises in quantum field theory. Considering formal asymptotic
expansions over this small parameter does not allow however to justify this asymptotics
since the quantum field theory itself does not have rigorous mathematical meaning. Some
approaches to this problem have been developed only in partial cases, see [22, 7]. And
without its solution a justification of heuristic asymptotics is of course impossible. Only the
postulated perturbation theory series makes sense in the quantum field theory up to now.
One can expect that a geometrical quantization coinciding with the ”classical” equations in
the case when all the commutators vanish should be postulated as well.
The concept of geometrical quantization has been essentially introduced in the works by
Bohr, Sommerfeld, and de Broglie, even before the works by Schro¨dinger, Heisenberg, and
Dirac. It is also a rapidly developping concept in modern mathematics [8, 10].
This paper is organized as follows. Section 2 contains definition of a canonical operator
in Fock space. We define objects of geometric quantization – Lagrangian manifolds with
complex germs, and assign elements of Fock sapace to these manifolds, justify a connection
between our and traditional definition of a canonical operator. These definitions differ be-
cause of divergences in infinite dimensional case. Traditional definition is not applicable in
this case. In section 3 we define canonical transformation of a Lagrangian manifold with
complex germ and justify germ axioms. We show that a canonical operator approximately
satisfyes corresponding secondary - quantized equations. Theorem is formulated in section
4. Section 5 contains the construction of another asymptotics with the help of complex germ
creation and annihilation operators. Many examples are cited in sections 4, 5. In section 6
we prove the theorem.
3
2 A canonical operator
We consider in the present paper finite dimensional isotropic manifolds with infinite dimen-
sional complex germ in an infinite dimensional phase space (see the definition below). We
assign a canonical operator to such a manifold. For the sake of simplicity we give a not
absolutely invariant definition of the canonical operator. This definition is however sufficient
for solving the Cauchy problem.
This canonical operator approximately satisfies the corresponding secondary quantized
equations provided that the initial conditions for these equations correspond to isotropic finite
dimensional manifolds (or, in the stationary case, there exist stable isotropic manifolds).
In specific examples such isotropic manifolds usually have dimension 1 or 0.
2.1 Objects of geometrical quantization
Define now the objects of geometrical quantization.
By Hn denote the space of complex square summable symmetric functions of n variables
i1, . . . , in ∈ N. Introduce in Hn a scalar product by the following formula
(f, g) =
∞∑
i1,...,in=1
f ∗i1...ingi1...in ; f, g ∈ Hn.
Denote by H the Fock space ⊕∞n=0Hn, and by Φˆ(k) ∈ Hk the k-th component of Φˆ ∈ H.
Consider creation and annihilation operators acting in H in the following way:
(ψˆ−j Φˆ)
(k−1)
j1...jk−1 = k
1/2Φˆ
(k)
j1...jk−1j ,
(ψˆ+j Φˆ)
(k)
j1...jk
= k−1/2
k∑
i=1
Φˆ
(k−1)
j1...ji−1ji+1...jkδjji,
j, jl ∈ N.
By Φˆ0 denote the following element of the space H: Φˆ(0)0 = 1, Φˆ(i)0 = 0, i ≥ 1. As usual
we call elements of the space H state vectors in the Fock presentation.
We will also use in the present paper the presentation of elements in H as the Berezin
generating functionals [2].
To each element Φˆ ∈ H we assign the generating functional
Φ(a∗1, a
∗
2, . . .) =
∞∑
n=0
1√
n!
∞∑
i1,...,in=1
Φˆ
(n)
i1...ina
∗
i1
. . . a∗in ,
a∗j ∈ C,
∞∑
j=1
|a∗j |2 <∞.
In this presentation the creation operators ψˆ+j are multiplications by a
∗
j , and the annihi-
lation operators ψˆ−j are derivation operators ∂/∂a
∗
j [2].
4
We will also make use of the Schro¨dinger coordinate presentation (or the Q-presentation).
In this presentation we assign to each element Φˆ ∈ H the functional
ΦQ(q1, q2, . . .) =
∞∑
n=0
1√
n!
∞∑
i1,...,in=1
Φˆ
(n)
i1...in
·
n∏
l=1
[(qil − ǫ∂/∂qil)(2ǫ)−1/2] exp(−
∞∑
i=1
q2i /2ǫ).
In this presentation the creation and annihilation operators ψˆ±j have the form ψˆ
±
j =
(qj ∓ ǫ∂/∂qj)/
√
2ǫ.
By L denote the set
L = {(P1, Q1;P2, Q2; . . .) : Pi ∈ R, Qi ∈ R,
∞∑
i=1
(P 2i +Q
2
i ) <∞}.
Let us define now finite dimensional isotropic manifolds and corresponding Lagrangian
manifolds with complex germs.
Let Λk be a k-dimensional surface in L, and τ1, τ2, . . . , τk local coordinates on Λk. For
the sake of brevity denote the sequence (P1, P2, P3, . . .) by P , the sequence (Q1, Q2, Q3, . . .)
by Q, and the sequence (τ1, τ2, . . . , τk) by τ .
Definition 1 A manifold Λk = {P = P (τ), Q = Q(τ)} is called isotropic if the following
axioms hold
m1) For any λ1, . . . , λk, λi ∈ {0, 1, 2, . . .}, i = 1, k the derivatives
∂λ1+...+λk
∂τλ11 . . . ∂τ
λk
k
Pj ,
∂λ1+...+λk
∂τλ11 . . . ∂τ
λk
k
Qj , j = 1, 2, 3, . . .
exist and the series
∞∑
j=1

( ∂λ1+...+λk
∂τλ11 . . . ∂τ
λk
k
Pj
)2
+
(
∂λ1+...+λk
∂τλ11 . . . ∂τ
λk
k
Qj
)2
converges.
m2) If
∞∑
j=1


(
k∑
m=1
∂Pj
∂τm
ξm
)2
+
(
k∑
m=1
∂Qj
∂τm
ξm
)2 = 0,
for a ξm ∈ R then ξm = 0, m = 1, k.
m3)
∞∑
j=1
(
∂Pj
∂τm
∂Qj
∂τn
− ∂Pj
∂τn
∂Qj
∂τm
)
= 0, m, n = 1, k.
Denote by Mk the universal covering space of the isotropic manifold Λk.
5
Definition 2 A complex germ is a set of planes r(τ), τ ∈Mk in the abstract space R∞×R∞.
Each plane consists of the vectors


w1(α, τ)
w2(α, τ)
...
z1(α, τ)
z2(α, τ)
...


,
wi(α, τ) =
∞∑
j=1
Bij(τ)αj , i = 1,∞,
zi(α, τ) =
∞∑
j=1
Cij(τ)αj , i = 1,∞,
where α ranges over infinite sequences α = (α1, α2, . . .)(αi ∈ C, i = 1,∞,
∞∑
i=1
|αi|2 <∞) and
the following axioms hold:
r1) Let τ
′
, τ
′′
be two points of the universal covering space Mk such that they project into
one and the same point of Λk. Then there exists an unitary operator A(τ
′
, τ
′′
) such
that
B(τ
′′
) = B(τ
′
)A(τ
′
, τ
′′
), C(τ
′′
) = C(τ
′
)A(τ
′
, τ
′′
),
r2) For a = 1, k, i = 1,∞
Bia(τ) = ∂Pi(τ)/∂τa, Cia(τ) = ∂Qi(τ)/∂τa.
r3)
BT (τ)C(τ)− CT (τ)B(τ) = 0.
(Here BT and CT are transpose matrices to B and C respectively.)
r4)
C+(τ)B(τ)− B+(τ)C(τ) = iL,
where L is the diagonal matrix with first k diagonal elements equal to zero and all
others to 1.
r5) For any λ1, . . . , λk;λi ∈ {0, 1, 2, . . .}, i = 1, k the derivatives
F (λ1,...,λk)mn =
∂λ1+...+λk
∂τλ11 . . . ∂τ
λk
k
(
Cmn(τ) + iBmn(τ)√
2
)
,
G(λ1,...,λk)mn =
∂λ1+...+λk
∂τλ11 . . . ∂τ
λk
k
(
Cmn(τ)− iBmn(τ)√
2
)
,
exist, operators G(λ1,...,λk) are bounded, and operators F (λ1,...,λk) are Hilbert-Schmidt
operators.
r6) The operator (C(τ)− iB(τ))/√2 has a bounded inverse operator.
A pair consisting of an isotropic manifold and a complex germ will be called a Lagrangian
manifold with complex germ since they form together a germ of an infinite dimensional
complex Lagrangian manifold.
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Remark 1 Let r(τ
′
), r(τ
′′
) be the planes in two points τ
′
, τ
′′
of the universal covering space
Mk that project into one and the same point of the isotropic manifold Λk. It follows then
from the axiom r1 that these two planes differ from each other only by a parametrization.
Remark 2 In the finite dimensional case axioms r2-r4 are equivalent to traditional axioms
of the complex germ [13, 14, 1].
Remark 3 For a zero dimensional isortopic manifold the axioms of the complex germ mean
that the matrix (
G F¯
F G¯
)
is the matrix of a Berezin proper canonical transformation (see [2]).
Assign the function φl(τ) = (Ql(τ) + iPl(τ))/
√
2 to each isotropic manifold Λk = {P =
P (τ), Q = Q(τ)}.
2.2 Heuristic motivation for definition of a canonical operator
Consider a heuristic method to derive state vectors, which are approximate solutions to
secondary-quantized equations (2) and corresponds to Lagrangian manifolds with complex
germs.
Equation (2) in Q-presentation has the form of infinite-dimensional Schro¨dinger equation,
iǫ
∂ΦQ
∂t
= H
(
Qˆj − iPˆj√
2
,
Qˆj + iPˆj√
2
)
ΦQ (4)
where operators Qˆj are multiplications by qj ,operators Pˆj are derivation operators −iǫ∂/∂qj .
Thus, Qˆj and Pˆj are infinite-dimensional analogs of coordinate and momentum operators,
while ǫ is the analog of Planck constant. As it was mentioned above, one can apply semi-
classical technique to equation (4) as ǫ tends to zero.
Semiclassical approximate solutions of the following type
φ(q) exp
(
i
ǫ
S(q)
)
, (5)
where the sequence (q1, q2, ...) is denoted by q, S is a real functional, are widely used in
physics ( see, for example,[12]). Functionals (5) are of order O(1) as ǫ→ 0 at all q.
In this paper we consider yet another type of asymptotic solutions to quantized equations.
These solutions are not small and have rapidly oscillating form only if the distance between
the point q and surface
{Q(τ), τ ∈ Λk} (6)
is of order O(ǫ1/2) as ǫ tends to zero,i.e., the following quantity
min
τ∈Λk
∞∑
i=1
(qi −Qi(τ))2 (7)
7
is of order O(ǫ).If quantity (7) is of order O(ǫ1−δ), δ > 0, then these solutions are exponen-
tially small.
First of all, consider the case of zero-dimensional Lagrangian manifold, i.e. point
(P1, Q1, P2, Q2, ...) ∈ L . Complex germ method leads to the asymptotics of the following
type
ΦQ(q) = F
(
q −Q√
ǫ
)
exp
(
i
ǫ
∞∑
i=1
Pi(qi −Qi)
)
(8)
Function F in formula (8) rapidly decays as its argument tends to infinity and can be
expressed through the complex germ (see subsection 2.5 for more details).
Give Fock presentation for functional (8). First, consider for the sake of simplicity case
P = Q = 0.If
F
(
q√
ǫ
)
= F0
(
q√
ǫ
)
= exp(−
∞∑
i=1
q2i /2ǫ) (9)
then functional (8) corresponds to the vacuum state vector Φˆ0 in Fock presentation. If
functional F is arbitrary, then we can extract factor (9) from functional (8) and present
corresponding state vector in the form
F1
(
Qˆ√
ǫ
)
Φˆ0 (10)
where F1 = F/F0. Operator Qˆ/√ǫ can be expressed as a function of creation and annihila-
tion operators
Qˆi√
ǫ
=
ψˆ+i + ψˆ
−
i√
2
(11)
which does not depend on ǫ. Any function of operator (11) transform vacuum vector to
ǫ-independent element of the Fock space, which corresponds to functional (8) if P = Q = 0.
Consider now the general case, which can be reduced to the considered case. Namely,
functional (8) can be presented in the form
exp
(
i
ǫ
Plql
)
exp
(
−Ql δ
δql
)
F0
(
q√
ǫ
)
(12)
where l = 1,∞. Expression (12) can be simplified by obtaining Baker-Hausdorff formula
eA1+A2 = eA1eA2e−[A1,A2]/2 (13)
for operators
A1 = iPlql/ǫ, A2 = −Qlδ/δql, l = 1,∞
From
A1 + A2 =
1√
ǫ
∞∑
l=1
(ψˆ+l φl − ψˆ−l φ∗l )
we obtain the following state vector in Fock presentation, corresponding to functional (12) :
Uφ exp(− i
2ǫ
∞∑
l=1
PlQl)Yˆ (14)
8
where
Uφ = exp(
1√
ǫ
∞∑
l=1
(ψˆ+l φl − ψˆ−l φ∗l ))
Yˆ is ǫ-independent state vector, which can be expressed through creation operators [2]:
Yˆ = Y (ψˆ+)Φˆ0
Y (ψˆ+) =
∞∑
n=0
1√
n!
Y
(n)
i1,...,inψˆ
+
i1
...ψ+in
From Baker-Hausdorff formula and the following commutation relations [2]
U−1φ ψˆ
+
l Uφ = ψˆ
+
l + φ
∗
l /
√
ǫ, U−1φ ψˆ
−
l Uφ = ψˆ
−
l + φl/
√
ǫ (15)
which can be verified by using commutation relations between creation and annihilation
operators, we obtain that vector (14) can be expressed in a form
Ψφ,Y = Y (ψˆ
+ − φ∗/√ǫ) exp
(
1
ǫ
[g +
∞∑
l=1
φl(
√
ǫψˆ+l − φ∗l )]
)
Φˆ0 (16)
where
g = φ∗l φl/2 + (φ
∗
l φ
∗
l − φlφl)/4, l = 1,∞ (17)
We shall usually use Gaussian functionals Y
Y (ψˆ+) = c exp(ψˆ+i Mijψˆ
+
j /2), i, j = 1,∞ (18)
where c is a constant, M is a Hilbert-Schmidt operator,‖M‖ < 1.
Thus, we have obtained state vector (16), corresponding to zero-dimensional isotropic
manifold. We shall assign matrix M to each complex germ in subsection 2.3. Discussion
about connection between complex germ theories in Q-presentation and in Fock space in
more details will be presented in subsection 2.5.
Consider now asymptotics in Q-presentation, which are peaked in the vicinity of the
surface (6) if k > 0. In this subsection we discuss partial case of manifold Λk, which satisfies
the conditions
Qk+1 = Qk+2 = ... = Pk+1 = Pk+2 = ... = 0 (19)
General case will be considered in subsection 2.5.
Complex germ asymptotics in a case (19) has the form
F
(
q1, ..., qk;
qk+1√
ǫ
,
qk+2√
ǫ
, ...
)
exp
(
i
ǫ
S(q1, ..., qk)
)
, (20)
where F rapidly decays at infinity, S is a real function. Isotropic manifold,corresponding to
asymptotics (20), can be parametrized by coordinates τa = Qa, a = 1, k
Qa(τ) = τa, Pa(τ) = ∂S/∂τa
9
In order to give Fock presentation of functional (20) it is convenient to reduce it to functionals
(8). Namely, consider the following superposition of expressions (19)
∫
dτ
ǫk/2
f
(
τ1, ..., τk;
q1 − τ1√
ǫ
, ...,
qk − τk√
ǫ
;
qk+1√
ǫ
,
qk+2√
ǫ
, ...
)
× exp
(
i
ǫ
[
S(τ) +
k∑
a=1
∂S
∂τa
(τ)(qa − τa)
])
(21)
and choose rapidly decaying at infinity function f in order to make functional (21) approxi-
mately equal to (20). Consider the following substitution in integral (21):
ξa = (qa − τa)/
√
ǫ, a = 1, k,
which transforms it to the following expression:
∫
dξ1...dξkf
(
q1 − ξ1
√
ǫ, ..., qk − ξk
√
ǫ; ξ1, ..., ξk;
qk+1√
ǫ
,
qk+2√
ǫ
, ...
)
× exp
(
i
ǫ
[
S(q − ξ√ǫ) +
k∑
a=1
∂S
∂qa
(q − ξ√ǫ)ξa
√
ǫ
])
(22)
If ǫ→ 0, ξ = const then the exponent in formula (22) has the form
exp
[
− i
2
ξa
∂2S(q)
∂qa∂qb
ξb +
i
ǫ
S(q)
]
Taking into account that f rapidly decays, we obtain that formulas (21) and (20) are ap-
proximately equal if
F
(
q1, ..., qk;
qk+1√
ǫ
,
qk+2√
ǫ
, ...
)
=
∫
dkξf
(
q1, ..., qk; ξ1, ..., ξk;
qk+1√
ǫ
,
qk+2√
ǫ
, ...
)
exp
[
− i
2
ξa
∂2S(q)
∂qa∂qb
ξb
]
(23)
Of course, there are many such functions f .
Functional (21) has the following form in Fock presentation
∫
dτ
ǫk/2
Y (ψˆ+ − φ∗/√ǫ) exp
(
1
ǫ
[g(τ) + iS(τ) +
∞∑
l=1
φl(τ)(
√
ǫψˆ+l − φ∗l (τ))]
)
Φˆ0 (24)
In formula (24) g(τ) has the form (17). We shall usually use functionals Y of the form
(18). Vector (24) will be multiplied by ǫk/4 for making its norm of order O(1). Notice also
that
g(τ) + iS(τ) =
∫ τ
τ (0)
φldφ
∗
l + g(τ
(0)) + iS(τ (0))
We shall define a canonical operator by formula, analogous to (24) in subsection 2.4; some
auxiliary lemmas will be proved in subsection 2.3. Connection between the expression (24)
and traditional canonical operator, corresponding to arbitrary Lagrangian manifold with
complex germ, will be discussed in subsection 2.5.
10
2.3 Some auxiliary lemmas
We are going now to prove some lemmas.
Lemma 1 Let L be an operator in l2 that maps a sequence (ξ1, ξ2, ξ3, . . .) into the sequence
(0, 0, . . . , 0, ξk+1, ξk+2, . . .), and let Y be a bounded operator in l
2 satisfying the following
properties:
1. (ξ, Y ξ) ≥ 0, ξ ∈ l2;
2. if Lξ = 0, (ξ, Y ξ) = 0, then ξ = 0.
Then there exists a positive κ, such that
(ξ, (L+ Y )ξ) ≥ κ(ξ, ξ)
for any ξ.
Proof. It follows from the assumptions of the lemma that
(ξ, (L+ Y )ξ) ≥ (Lξ, Lξ). (25)
On the other hand, the property 2 implies that for Lξ = 0
(ξ, Y ξ) ≥ σ(ξ, ξ), σ > 0.
It follows then that
(ξ, (L+ Y )ξ) = ((E − L)ξ, Y (E − L)ξ) + (Lξ, Y (E − L)ξ)
+((E − L)ξ, Y Lξ) + (Lξ, (Y L+ L)ξ)
≥ σ(ξ, ξ)− 2‖Y ‖
√
(Lξ, Lξ)(ξ, ξ)− (‖Y ‖+ σ)(Lξ, Lξ), (26)
where ‖Y ‖ = sup
‖ξ‖=1
‖Y ξ‖.
Suppose that for any δ > 0 there exists a vector ξ ∈ l2 such that (ξ, (L+ Y )ξ) < δ(ξ, ξ).
It follows then from (25) that (Lξ, Lξ) < δ(ξ, ξ), and it follows from (26) that
(ξ, (L+ Y )ξ) ≥ (σ − (‖Y ‖+ σ)δ − 2‖Y ‖
√
δ)(ξ, ξ).
This inequality for δ small enough contradicts the condition (ξ, (L + Y )ξ) < δ(ξ, ξ). The
contradiction obtained proves Lemma 1.
Denote by Wab(τ), τ ∈ Λk, a, b = 1, k the inverse matrix to the matrix
∞∑
i=1
∂φ∗i
∂τa
∂φi
∂τb
, which
is invertable by axiom m2. We set
Mij(τ) = ((C + iB)(τ)(C − iB)−1(τ))ij −
k∑
a,b=1
∂φi
∂τa
Wab(τ)
∂φj
∂τb
(27)
Lemma 2 The operator M has the following properties
1. M is a Hilbert-Schmidt operator;
2. ‖M‖ < 1;
3.
∞∑
j=1
Mij∂φ
∗
j/∂τa = 0, a = 1, k.
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Proof. Since the operators C+iB and
∑k
a,b=1
∂φi
∂τa
Wab
∂φj
∂τb
are Hilbert-Schmidt operators,
and the operator (C − iB)−1 is a bounded operator, we have that M is a Hilbert-Schmidt
operator.
Axiom r2 and definition (27) of M imply that
∞∑
j=1
Mij∂φ
∗
j/∂τa = 0, a = 1, k.
Expression (27) imply as well that
E −M+M = ((C − iB)+)−1

(C + iB)+ k∑
a,b=1
∞∑
l=1
∂φl
∂τa
·Wab∂φl
∂τb
(C + iB) + 2L
)
(C − iB)−1
Lemma 1 implies that for some ρ > 0 (ξ, (E −M+M)ξ) > ρ(ξ, ξ). It follows then that
‖M‖ < 1. Lemma 2 is proved.
2.4 Definition of a canonical operator
Consider an aggregate consisting of a number ǫ > 0, a sequence φj,
∞∑
j=1
|φj|2 < ∞, and a
Hilbert-Schmidt operator M : l2 → l2, ‖M‖ < 1. Assign the following element of H to such
an aggregate:
Φˆφ,M = exp{1
ǫ
φj(
√
ǫψˆ+j − φ∗j)
+
1
2ǫ
(ψˆ+i
√
ǫ− φ∗i )Mij(ψˆ+j
√
ǫ− φ∗j)}Φˆ0, (28)
where we mean summing over repeating indices, i, j = 1,∞.
Remark 4 Expanding the exponent in formula (28) into the power series over the variable
ǫ we obtain the l-th component of Φˆφ,M ∈ H in the following form:
(Φˆφ,M)
(l)
i1...il
=
[l/2]∑
k=0
c√
l!2kk!
ai1 . . . ail
· ∑
1≤j1 6=...6=j2k≤l
Mij1 ij2 . . .Mij2k−1 ij2k
aij1 . . . aij2k
(29)
where
am = (φm −Mmnφ∗n)/
√
ǫ, m, n = 1,∞
c = exp{−1
ǫ
φ∗jφj −
1
2ǫ
φ∗iMijφ
∗
j}, i, j = 1,∞
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Consider a Lagrangian manifold with complex germ satisfying the quantization conditions
1
2πǫ
∮
l
PidQi = nl, nl ∈ Z, i = 1,∞ (30)
l is an arbitrary closed path on the isotropic manifold Λk.
Let f be an infinitely differentiable function with compact support on the isotropic man-
ifold Λk, and let τ (0) be an arbitrary point on Λk.
Denote
g = φ∗l (τ
(0))φl(τ
(0))/2 + (φ∗l (τ
(0))φ∗l (τ
(0))− φl(τ (0))φl(τ (0)))/4, l = 1,∞,
F (τ) =
C(τ) + iB(τ)√
2
, G(τ) =
C(τ)− iB(τ)√
2
, τ ∈ Λk.
We assign the following element of H to the Lagrangian manifold with complex germ
[Λk, r], the function f , the point τ (0) ∈ Λk, and the number ǫ > 0:
Kˆǫ
[Λk,r],τ (0)
f =
∫
Λk
dσf(τ)
(2π)k/2ǫk/4
· exp(
1
ǫ
[g+
∫ τ
τ(0)
φi(τ
′
)dφ∗i (τ
′
)])
4
√
detG+(τ)G(τ)
Φˆǫφ(τ),M(τ)
i = 1,∞;
(31)
where M is defined by formula (27), dσ is the following measure on Λk
dσ =
√
det
∂φ∗i
∂τa
(τ)
∂φi
∂τb
(τ)dτ,
dτ ≡ dτ1 . . . dτk; a, b = 1, k, i = 1,∞. This measure does not depend on the choice of local
coordinates τ1, ..., τk on Λ
k.
Remark 5 Since the manifold Λk is isotropic the integral
∫ τ
τ (0) φi(τ
′
)dφ∗i (τ
′
) does not depend
locally on the path.
Remark 6 The integrand in (31) is a one-valued function due to the quantization conditions
(30).
Remark 7 It follows from the axiom r4 that
(C − iB)+(C − iB) = 2L+ (C + iB)+(C + iB) (32)
Formula (32) implies that the operator G+(τ)G(τ) − E is an operator of trace class, and
therefore Fredholm determinant for the operator G+(τ)G(τ) is defined.
Remark 8 By the axiom r6 det[G+(τ)G(τ)] > 0
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2.5 Connection with the traditional definition of a canonical op-
erator
Consider now the relation between definition (31) of a canonical operator and the traditional
definition of a canonical operator [13, 1]. Write down the vectors (28) and (31) in Q-
presentation. Consider an auxiliary presentation with the wave function depending on l
momenta and infinite number of coordinates. This presentation will allow us to involve the
case of focal points into consideration.
Let I be a finite set of positive integers, I = {i1, i2, . . . , il}. Denote by Λ the diagonal
matrix with Λjj = 1 for j 6∈ I, Λjj = −j for j ∈ I. We assign the following presentation
(I-presentation) of the vectors of H to each set I.
To each element of H we assign the functional
ΦI(q
I
1, q
I
2 , . . .) =
∫
dqi1 . . . dqil
(2πǫ)l/2
exp

− i
ǫ
∑
j∈I
qIj qj


·ΦQ(qI1, . . . , qIi1−1, qi1 , qIi1+1, . . . , qIil−1, qil, qIil+1, . . .)
The Q-presentation is a special case of the I-presentation for I = ∅.
In order to give I-presentations of the vectors (28) and (31) use the formula [2]
Φ(a∗) =
∫
Kz(a
∗)Φ(z∗)e−z
∗z
∏
dz∗dz.
Here Kz(a
∗) is the generating functional corresponding to the vector Kz = exp(
∞∑
j=1
zjψˆ
+
j )Φˆ0,
the measure in the functional integral is defined in [2], and Φˆ is an arbitrary element of H.
Introduce following notation
P Ij (τ) = −Qj(τ), j ∈ I, P Ij (τ) = Pj(τ), j 6∈ I;
QIj (τ) = Pj(τ), j ∈ I, QIj (τ) = Qj(τ), j 6∈ I;
φIj (τ) = (Q
I
j (τ) + iP
I
j (τ))/
√
2 = Λjmφm(τ), j,m = 1,∞,
zIj = Λjmzm, z
∗I
j = Λ
∗
jmz
∗
m, j,m = 1,∞.
The functional
(Kz)I(q
I
1 , q
I
2, . . .) = exp
{
1√
2ǫ
zIm
(
qIm − ǫ
∂
∂qIm
)}
exp
{
− 1
2ǫ
qImq
I
m
}
= exp

−12zImzIm +
√
2
ǫ
zImq
I
m −
1
2ǫ
qImq
I
m

 ,
m = 1,∞
corresponds to the vector Kˆz in the I-presentation.
This expression follows from the Baker-Hausdorff formula
eA1+A2 = eA1eA2e−
1
2
[A1,A2], A1 =
1√
2ǫ
zImq
I
m, A2 = −
√
ǫ
2
zIm
∂
∂qIm
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and the equality
exp
{
ai
∂
∂qIi
}
f(qI1 , q
I
2, . . .) = f(q
I
1 + a1, q
I
2 + a2, . . .).
It now follows that the functional corresponding to the vector Φˆφ,M has the following form
in I-presentation:
(Φφ,M)I(q
I
1 , q
I
2, . . .) =
∫ ∏
dz∗dz exp

−z∗Il zIl − 12zIl zIl +
√
2
ǫ
zIl q
I
l −
1
2ǫ
qIl q
I
l
+
1
2ǫ
(z∗Il
√
ǫ− φ∗Il )M Ilm(z∗Im
√
ǫ− φ∗Im )
+
1
ǫ
φIl (
√
ǫzI∗l − φI∗l )
)
, l, m = 1,∞,
where M I = ΛMΛ.
By [2] this integral equals to
(Φφ,M)I(q
I
1 , q
I
2 , . . .) = exp
{
1
ǫ
φI
l
−φ∗I
l√
2
(
qIl − φ
I
l
+φ∗I
l√
2
)
+ i
2ǫ
(
qIm − φ
I
m+φ
I∗
m√
2
)
AImn
(
qIn − φ
I
n+φ
I∗
n√
2
)
− φ∗Il φIl
2ǫ
+
φI
l
φI
l
−φI∗
l
φI∗
l
4ǫ
}
1√
det(E+MI)
l, m, n = 1,∞
AI = i(E −M I)(E +M I)−1
(33)
Remark 9 Not any element of H of form (28) may be presented in form (33). Indeed,
det(E +M I) exists only if the operator M I is an operator of trace class, and the (28) may
be defined in other cases as well. For example,
exp
{
1
4
∞∑
n=1
1
n
(ψˆ+n )
2
}
Φˆ0 ∈ H
but this vector may not be written down in the Q-presentation. It means that the definition
of a canonical operator in Fock presentation (31) is more general than the corresponding
definition in Q-presentation.
Consider now the vector (31) in the I-presentation.
By (31) and (33) we have
(Kǫ[Λk,r],τ (0)f)I(qI1 , qI2 , . . .) =
∫
Λk
dτf(τ)
√
det
∂φ∗
l
∂τa
(τ)∂φl
∂τb
(τ)
(2π)k/2ǫk/4
·exp
(
i
ǫ
∫ τ
τ (0) P
I
l (τ
′
)dQIl (τ
′
) + i
ǫ
P Il (τ)(q
I
l −QIl (τ)) + i2ǫ(qIl −QIl (τ))AIlm(τ)(qIm −QIm(τ))
)
4
√
det
[(
C(τ)−iB(τ)√
2
)+ (C(τ)−iB(τ)√
2
)]√
det(E +M I(τ))
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· exp

− i
ǫ
∑
j∈I
Pj(τ
(0))Qj(τ
(0))

 , (34)
l, m = 1,∞, a, b = 1, k
where AIlm is the matrix of the operator A
I(τ) = i(E+ΛM(τ)Λ)−1(E−ΛM(τ)Λ), andM(τ)
is determined by formula (27).
In particular, we have in the Q-representation
(Kǫ[Λk,r],τ (0)f)Q(q1, q2, . . .) =
∫
Λk
dτf(τ)
√
det
∂φ∗
l
∂τa
(τ)∂φl
∂τb
(τ)
(2π)k/2ǫk/4
·exp
(
i
ǫ
∫ τ
τ (0) Pl(τ
′
)dQl(τ
′
) + i
ǫ
Pl(τ)(ql −Ql(τ)) + i2ǫ(ql −Ql(τ))Alm(τ)(qm −Qm(τ))
)
4
√
det
[(
C(τ)−iB(τ)√
2
)+ (C(τ)−iB(τ)√
2
)]√
det(E +M(τ))
l, m = 1,∞, a, b = 1, k (35)
A(τ) = i(E +M(τ))−1(E −M(τ)).
We present now a heuristic justification of a relation between the definition of a canonical
operator in Q-presentation (35) and the traditional definition of a canonical operator [13, 1].
Cover the support of the function f on the isotropic manifold Λk by a finite number
of domains Ωα, α = 1,M such that each domain has a one-to-one projection on one of the
coordinate planes of the form
Pj = 0, j 6∈ Iα, Qj = 0, j ∈ Iα
Iα = {iα1 , iα2 , . . . , iαlα} ⊂ N.
Consider a partition of unity 1 =
M∑
α=1
eα(τ), where functions eα(τ) are infinitely differen-
tiable with a support in Ωα. Introduce a notation fα(τ) = f(τ)eα(τ).
The canonical operator in the Q-presentation has the form
(
Kǫ[Λk,r],τ (0)f
)
Q
(q1, q2, . . .) =
M∑
α=1
∫ dqαi1 . . . dqαilα
(2πǫ)lα/2
· exp

− i
ǫ
∑
j∈Iα
qIj qj


·
(
Kǫ[Λk,r],τ (0)fα
)
Iα
(
qI1 , . . . , q
I
iα1−1, qiα1 , q
I
iα1+1
, . . . , qIiα
l
−1, qiαl , q
I
iα
l
+1, . . .
)
(36)
Calculate now the integral in formula (34) that expresses (Kǫ
[Λk,r],τ (0)
fα)Iα.
Introduce following notation:
BImn = −Cmn, CImn = Bmn, m ∈ I
BImn = Bmn, C
I
mn = Cmn, m 6∈ I
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and Sab is the inverse matrix to the matrix
∂QIi
∂τa
AIij
∂QIj
∂τb
− ∂P
I
i
∂τa
∂QIi
∂τb
, a, b,= 1, k, i, j = 1,∞.
The following statement holds.
Statement 1 1.
(BI(CI)−1)mn = AImn −
(
AImr
∂QIr
∂τa
− ∂P
I
r
∂τa
)
Sab
(
∂QIj
∂τb
AIjn −
∂P In
∂τb
)
,
j,m, n, r = 1,∞, a, b = 1, k (37)
2.
det
(
∂φ∗m
∂τa
∂φm
∂τb
)
det(E +M I)
= det
[
1
2
(E − iBI(CI)−1)
]
· det
[
1
i
(
∂QIm
∂τa
AImn
∂QIn
∂τb
− ∂P
I
m
∂τa
∂QIm
∂τb
)]
(38)
m,n = 1,∞, a, b = 1, k
Proof. Property (37) follows from the following expressions for BI(CI)−1 and AI :
BI(CI)−1 = i(E +N I)−1(E −N I),
N Imn = M
I
mn +
∂φIm
∂τa
Wab
∂φIn
∂τb
, a, b = 1, k, m, n = 1,∞,
where Wab is the inverse matrix to the matrix
∂φ∗m
∂τa
∂φm
∂τb
, a, b = 1, k,m = 1,∞,
AI = i(E +M I)−1(E −M I)
and from the property Mmn∂φ
I∗
m/∂τa = 0.
The proof of formula (38) bases on the following Lemma.
Lemma 3 Let ya, za ∈ l2, a = 1, k, and let R be the operator in l2 of the form Rκ =
κ− k∑
c=1
yc(zc, κ), κ ∈ l2.
Then detR = det(δab − (ya, zb)), a, b = 1, k.
Proof. Choose an orthonormal basis {es, s = 1,∞} in l2 such that only the first k
components of the vectors ya, a = 1, k differ from zero. Then
detR = det(δij −
∞∑
c=1
(ei, y
c)(zc, ej)), i, j = 1, k.
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Since the functions det(δab−α(ya, zb)) and det(δij−α∑∞c=1(ei, yc)(zc, ej)) are polynomials
in α, and Taylor-series expansions of their logarithms as α → 0 coinside these functions
coinside as well.
This completes the proof of Lemma 3.
Lemma 3 implies that
det
(
δmn + (E +M)
−1
ms
∂φs
∂τa
Wab
∂φn
∂τb
)
=
= det
(
δab +Wac
∂φm
∂τc
(E +M)−1mn
∂φn
∂τb
)
, a, b, c = 1, k, s,m, n = 1,∞
Formula (38) now follows. The statement is proved.
Therefore we have
(Kǫ
[Λk,r],τ (0)
fα)Iα(q
Iα
1 , q
Iα
2 , . . .) =
∫
Λk
dτf(τ)eπilα/4
(2π)k/2ǫk/4
·
exp
(
i
2
Arg det C−iB√
2
)
√
det(CIα
√
2)
√
det 1
i
(
∂QIαm
∂τa
(τ)AIαmn(τ)
∂QIαn
∂τb
(τ)− ∂P Iαm
∂τa
(τ)∂Q
Iα
m
∂τb
(τ)
)
· exp
(
i
ǫ
τ∫
τ (0)
P Iαm (τ
′
)dQIαm (τ
′
) + i
ǫ
P Iαm (τ)(q
Iα
m −QIαm (τ))
+ i
2ǫ
(qIαm −QIαm (τ))AIαmn(τ)(qIαn −QIαn (τ))− iǫ
∑
j∈Iα
Pj(τ
(0))Qj(τ
(0))
)
,
m, n = 1,∞, a, b = 1, k
(39)
We choose the sign of
√
det(CIα
√
2) so that
Re
√
det(CIα
√
2)/
(
eπilα/4
√
det((C − iB)/
√
2)
)
> 0
(this real part cannot vanish since
Re det(CIα
√
2)/(ilα det((C − iB)/
√
2)) > 0).
Find the asymptotics of integral (39). Since ImAI > 0 only the domain in Rk where
(qIαm − QIαm (τ))(qIαm − QIαm (τ)) ∼ ǫ provides a non exponentially small contribution. Denote
by τ˜ (q) the point of minimum of (qIαm −QIαm (τ))(qIαm −QIαm (τ)).
Expanding the exponent in a neighborhood of the point τ˜ we obtain∫ τ
τ (0) P
Iα
m (τ
′
)dQIαm (τ
′
) + P Iαm (τ)(q
Iα
m −QIαm (τ)) + 12(qIαm −QIαm (τ))AIαmn(τ)(qIαn −QIαn (τ))
=
∫ τ˜
τ (0) P
Iα
m (τ
′
)dQIαm (τ
′
) + P Iαm (τ˜)ξm
√
ǫ+ ǫ
2
ξmA
Iα
mn(τ˜)ξn − ǫ2 ∂P
Iα
m
∂τ˜a
(τ˜ )∂Q
Iα
m
∂τ˜b
(τ˜)tatb
+ǫ
(
∂P Iαm
∂τ˜a
(τ˜ )− ∂QIαn
∂τ˜a
(τ˜ )AIαmn(τ˜ )
)
taξm +
ǫ
2
∂QIαm
∂τ˜a
(τ˜)AIαmn(τ˜)
∂QIαn
∂τ˜b
(τ˜ )tatb + . . .
m, n = 1,∞, a, b = 1, k, ta = (τa − τ˜a)/√ǫ, ξm = (qm −Qm(τ˜ ))/√ǫ
Integrating over ta, ξm we obtain the following asymptotics
(Kǫ
[Λk,r],τ (0)
fα)Iα(q
Iα
1 , q
Iα
2 , . . .) =
e
iπlα/4+
i
2
Arg det
(
C−iB√
2
(τ˜)
)
√
det(CI (τ˜)
√
2)
·f(τ˜)ǫk/4 exp
{
i
ǫ
τ˜∫
τ (0)
P Im(τ
′
)dQIm(τ
′
) + P Im(τ˜)(q
I
m −QIm(τ˜))
+1
2
(qIm −QIm(τ˜))(BI(CI)−1)mn(qn −QIn(τ˜))− iǫ
∑
j∈I
Pj(τ
(0))Qj(τ
(0))
}
m,n = 1,∞
(40)
18
Remark 10 It follows therefore that the definition of a canonical operator in the present
paper differs from the classical definition only by the factor const exp( i
2
Arg det C−iB√
2
). This
factor changes the quantization conditions and the transport equation for function f .
This heuristic will not however be used in the proof of the theorem.
3 Time evolution of a Lagrangian manifold with com-
plex germ
Consider now a canonical transformation of a Lagrangian manifold with complex germ.
Let
H(φ∗, φ) =
s∑
m=1
s∑
n=1
H
(m,n)
i1...imj1...jnφ
∗
i1 . . . φ
∗
imφj1 . . . φjm (41)
H¯
(m,n)
i1...imj1...jn = H
(n,m)
j1...jni1...im
H
(m,n)
i1...imj1...jn is symmetric separately over i1, . . . , im and over j1, . . . , jn.
Definition 3 We say that a canonical transformation DtH , t ∈ [0, T ] of a Lagrangian mani-
fold with complex germ [Λkt , rt] corresponds to the Hamiltonian H, if
1. there exists on the segment [0, T ] a solution φj(τ, t) of the Cauchy problem
iφ˙j =
∂H
∂φ∗j
(φ∗j , φ),
φj(τ, t)|t=0 = φ0j(τ) = (Q0j(τ) + iP 0j (τ))/
√
2, (42)
(P 0(τ), Q0(τ)) ∈ Λk0
such that for any λ1, . . . , λk, λi ∈ {0, 1, 2, . . .}, i = 1, k the derivatives
∂λ1+...+λk
∂τλ11 . . . ∂τ
λk
k
φj(τ, t)
exist, and the series
∞∑
j=1
| ∂λ1+...+λk
∂τ
λ1
1 ...∂τ
λk
k
φj(τ, t)|2 converges.
2. there exists on the segment [0, T ] a solution of the following Cauchy problem
iΠ˙mn(τ, t) = − ∂
2H
∂φm∂φ∗l
Πln(τ, t)− ∂
2H
∂φm∂φl
Ωln(τ, t)
iΩ˙mn(τ, t) =
∂2H
∂φ∗m∂φ
∗
l
Πln(τ, t) +
∂2H
∂φ∗m∂φl
Ωln(τ, t) (43)
Πmn(τ, 0) = δmn, Ωmn(τ, 0) = 0 m,n, l = 1,∞
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(the arguments φ∗(τ, t), φ(τ, t) at the derivatives of H are omitted) such that for any
λ1, . . . , λk, λi ∈ {0, 1, 2, . . .}, i = 1, k the derivatives
Π(λ1,...,λk)mn =
∂λ1+...+λk
∂τλ11 . . . ∂τ
λk
k
Πmn(τ, t)
Ω(λ1,...,λk)mn =
∂λ1+...+λk
∂τλ11 . . . ∂τ
λk
k
Ωmn(τ, t)
exist, the operators Π(λ1,...,λk) are bounded, and the operators Ω(λ1,...,λk) are Hilbert-
Schmidt operators.
A canonical transformation DtH of a Lagrangian manifold with complex germ is a set of
transformations mapping the manifold Λk0 in the manifold
gtHΛ
k
0 = Λ
k
t =
{
Pj =
φj(τ, t)− φ∗j(τ, t)√
2i
, Qj =
φj(τ, t) + φ
∗
j(τ, t)√
2
}
where φj(τ, t) is a solution of the system (42), and the matrices B(τ, 0), C(τ, 0) into the
matrices B(τ, t), C(τ, t) such that
(
C − iB
C + iB
)
(τ, t) =
(
Π Ω¯
Ω Π¯
)
(τ, t)
(
C − iB
C + iB
)
(τ, 0) (44)
Remark 11 The substitution
φj = (Qj + iPj)/
√
2, φ∗j = (Qj − iPj)/
√
2
makes the equations (42) Hamiltonian with the Hamiltonian function H((Qj−iPj)/
√
2, (Qj+
iPj)/
√
2).
Remark 12 The equations for the matrices B and C are equations in variations for this
Hamiltonian system (see [14, 1]).
Lemma 4 The pair consisting of the manifold Λkt and the complex germ corresponding to
the matrices B(τ, t), C(τ, t) is a Lagrangian manifold with complex germ.
Proof. First of all,check that the following matrix
(
Π Ω¯
Ω Π¯
)
(45)
is a matrix of a proper canonical transformation,i.e.
Π+Π− Ω+Ω = E, ΩTΠ = ΠTΩ,ΠΠ+ − Ω¯ΩT = E,ΩΠ+ = Π¯ΩT . (46)
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At the initial moment these properties obviously hold. Equations (43) imply that
(Π+Π− Ω+Ω)· = 0, (ΩTΠ− ΠTΩ)· = 0
(ΠΠ+ − Ω¯ΩT )· = 0, (ΩΠ+ − Π¯ΩT )· = 0.
Properties (46) hold therefore at any moment of time.
Check now the axioms of a Lagrangian manifold with complex germ. Properties (46)
imply germ axioms r3, r4 and axiom m3. Axiom m2 follows from the invertibility of the
matrix (45) Axioms m1,r5 follow immediately from the definition 3. Axiom r1 follows from
linearity of the system (43).Axiom r2 follows from the equation (42).
Berezin have shown [2] that for matrix of a proper canonical transfornation (45)
||Π−1Ω¯|| < 1 and operator Π−1 is bounded.Formula (32) implies that ||(C + iB)(0, τ)(C −
iB)−1(0, τ)|| ≤ 1,so ||Π−1Ω¯(C+ iB)(0, τ)(C−iB)−1(0, τ)|| < 1. Thus ,the following operator
(C − iB)−1(0, τ)(E +Π−1Ω¯(C + iB)(0, τ)(C − iB)−1(0, τ))−1Π−1(t, τ) = (C − iB)−1(t, τ)
is bounded,so axiom r6 is also satisfied. Lemma 4 is proved.
It is also easy to check that the quantization condition (30) holds at any moment of time
whenever it holds at the initial moment.
Remark 13 In the case of a germ in a point the preserving of the germ aximos has the
following sense: the product of two matrices of proper canonical transformations [2](
Π Ω¯
Ω Π¯
)
and
(
G F¯
F G¯
)
is a matrix of a proper canonical transformation .
4 Connection between geometrical and canonical
quantization and some examples
Suppose H(
√
ǫψˆ+,
√
ǫψˆ−) is a selfadjoint operator in H of the form
H(
√
ǫψˆ+,
√
ǫψˆ−) =
s∑
m,n=1
H
(m,n)
i1...imj1...jnǫ
m+n
2 ψˆ+i1 . . . ψˆ
+
imψˆ
−
j1
. . . ψˆ−jn. (47)
Consider the Cauchy problem for the equation
i∂Φˆ(t)
∂t
= 1
ǫ
H(
√
ǫψˆ+,
√
ǫψˆ−)Φˆ(t), Φˆ(t) ∈ H,
Φˆ|t=0 = Kˆǫ[Λk0 ,r0],τ (0)f0
(48)
Introduce a notation
Ψˆǫ(t) =
∫ dτf(τ,t)
(2π)k/2ǫk/4
√
det
∂φ∗
l
∂τa
(τ,t)
∂φl
∂τb
(τ,t)
4
√
det[G+(τ,t)G(τ,t)]
· exp

1ǫ [g +
(τ,t)∫
(τ (0),0)
(φl(τ
′
, t
′
)dφ∗l (τ
′
, t
′
)− iH(φ∗(τ ′ , t′), φ(τ ′ , t′)dt′)]

 Φˆφ(τ,t),M(τ,t)
l = 1,∞, a, b = 1, k.
(49)
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where
g = φ∗l (τ
(0), 0)φl(τ
(0), 0)/2 + (φ∗l (τ
(0), 0)φ∗l (τ
(0), 0)− φl(τ (0), 0)φl(τ (0), 0))/4,
f(τ, t) = exp
{
− i
4
t∫
0
dt
′ ( ∂2H
∂φm∂φn
FG−1
)
mn
+
(
∂2H
∂φ∗m∂φ∗n
FG−1
)
mn
}
f0(τ)
(50)
Theorem 1 Suppose H
(m,n)
i1...imj1...jn are number sets such that
‖H(√ǫψˆ+,√ǫψˆ−)Φˆφ(τ,t),M(τ,t)‖ ≤ C1, ǫ ∈ (0, ǫ0), C1 > 0.
where M(τ, t) is defined by formula (27). Let the canonical transformation DtH correspond
to the Hamiltonian H, and let the series
∞∑
n,m=1
| ∂2H
∂φm∂φn
|2 converge.
Then the solution of the Cauchy problem (48) may be presented in the form
Φˆ(t) = Ψˆǫ(t) + δˆ(1)ǫ (t)
(δˆ(1)ǫ (t), δˆ
(1)
ǫ (t))
−→
ǫ→ 00
(Φˆ(t), Φˆ(t)) = O(1) as ǫ→ 0.
A proof of this theorem will be given below as a corollary of a more general statement.
Hence it will be proved that the canonical operator really gives the asymptotics of the Cauchy
problem solution, i.e. that the geometrical quantization is compatible with the canonical one.
Consider now some examples.
Example 1 The following approximate solution of the equation (48) coinciding up to a
constant factor with the vector Φˆφ(t),M(t) corresponds to a zero dimensional isotropic manifold:
Ψˆǫ(t) = exp(g/ǫ)
·
f0 exp
(
− i
4
t∫
0
(
∂2H
∂φm∂φn
Mmn(t
′
)+ ∂
2H
∂φ∗m∂φ∗n
M∗mn(t
′
)
)
dt
′
)
4
√
det[G+(t)G(t)]
· exp
(
1
ǫ
t∫
0
(φl(t
′
)φ˙∗l (t
′
)− iH)dt′
)
Φˆφ(t),M(t)
m,n, l = 1,∞,
where we omit arguments φ∗(t
′
), φ(t
′
) at H.
The matrix M satisfies the equation
iM˙mn =
∂2H
∂φ∗m∂φ∗n
+
∂2H
∂φ∗m∂φs
Msn
+Mms
∂2H
∂φs∂φ∗n
+Mms
∂2H
∂φs∂φr
Mrn,
m, s, n, r = 1,∞
In the Fock presentation this vector coincides with the vector (29) up to a constant factor.
Note that all the components of the vector corresponding to a zero dimensional isotropic
manifold differ from zero.
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Example 2 [16, 17]
Let H be of the form
H(φ∗, φ) =
s∑
n=1
H
(n)
i1...inj1...jnφ
∗
i1
. . . φ∗inφj1 . . . φjn.
The family gtH maps a one dimensional isotropic manifold of the form
φj(τ) = φ˜
0
j exp(iτ), τ ∈ [0, 2π)
into an isotropic manifold of the form
φj(τ, t) = φ˜j(t) exp(iτ), τ ∈ [0, 2π),
where φj is a solution of the equations (42).
Introduce as usual F = (C + iB)/
√
2, G = (C − iB)/√2.
The equations in variations for F and G
iF˙mn =
∂2H
∂φ∗m∂φ∗r
Grn +
∂2H
∂φ∗m∂φr
Frn
iG˙mn = − ∂
2H
∂φm∂φ∗r
Grn − ∂
2H
∂φm∂φr
Frn, m, r, n = 1,∞
have a solution of the form
F (τ, t) = F˜ (t)eiτ , G(τ, t) = G˜(t)e−iτ .
The quantities
detG+G, det
∂φ∗l
∂τa
∂φl
∂τb
= φ˜∗l φ˜l, l = 1,∞
do not depend on τ . If f0 does not depend on τ , the function f(τ, t) does not depend on τ
as well.
In this case vector (49) has therefore the following form
Ψˆǫ(t) = exp(g/ǫ)
× f(t)
√
φ˜∗l φ˜l
4
√
det G˜+(t)G˜(t)
exp

1
ǫ
t∫
0
(φ˜l(t
′
)
˙˜
φl
∗
(t
′
)− iH)dt′


×
∫
dτ√
2πǫ1/4
e−
i
ǫ
τφ˜∗
l
φ˜l+
1
ǫ
φ˜j(t)(
√
ǫψˆ+j e
iτ−φ˜∗j (t))
· exp
(
1
2ǫ
(ψˆ+j
√
ǫeiτ − φ∗j(t))M˜jl(ψˆ+l
√
ǫeiτ − φ∗l (t))
)
Φˆ0, j, l = 1,∞
The quantization condition is of the form
φ˜∗l φ˜l = ǫN, N ∈ Z.
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It is easy to see that integrating over τ makes zero all the components of Ψˆǫ but the N-th.
This component has the following form (up to a normalizing factor):
(Ψǫ)
(N)
i1...iN
= φ˜i1 . . . φ˜iN
[N/2]∑
k=0
1
2kk!
· ∑
1≤j1 6=...6=j2k≤N
M˜ij1 ij2 . . . M˜ij2k−1 ij2k
φ˜ij1 . . . φ˜ij2k
c(t), (51)
c(t) =
f(t)
4
√
detG+(t)G(t)
exp{1
ǫ
t∫
0
(φ˜l(t
′
)
˙˜
φ
∗
l (t
′
)− iH)dt′}
M˜lj = (FG
−1)lj − φ˜lφ˜j/(φ˜∗mφ˜m), l, j,m = 1,∞
Formula (51) coincides with that obtained in [15] for the stationary case. It may be also
obtained by taking the N-th component of the state vector corresponding to a germ in a point
(see [16, 17]).
The matrix M that vanishes at the initial moment may differ from zero at other moments
of time. It now follows that an N-particle wave function may not be decomposed into a
product of one-particle wave functions (i.e. in form (51) with M = 0) as ǫ → 0, N →
∞, ǫN → const, even in the case it is decomposed into such a product at the initial moment.
For the case of classical statistical mechanics this statement has been stated and proved in
[16].
Example 3 The approach developped here may be also spread formally to the case of quan-
tum field theory, for scalar quantum electrodynamics, for example. Formulas, however, look
more simple for the theory of a real scalar field with self-action. This theory describes an
approximation of π-mesons interaction [3, 21]. The Lagrangian for the theory is of the form
L = 1
2
(∂µφ)(∂
µφ)− m
2
2
φ2 − g
4
φ4, µ = 0, 1, . . . , d− 1, (52)
where d is the space-time dimension.
The following Hamiltonian
H(pˆ(·), qˆ(·)) = ∫ dd−1x(1
2
pˆ2(x) + 1
2
(∇qˆ(x))2
+m
2
2
qˆ2(x) + g
4
qˆ4(x)),
dd−1x = dx1 . . . dxd−1
(53)
corresponds to the Lagrangian (52).
After the substitution
√
qpˆ = Pˆ ,
√
gqˆ = Qˆ the Hamiltonian (53) becomes
H(Pˆ (·), Qˆ(·)) = 1
g
∫
dx(1
2
Pˆ 2(x) + 1
2
(∇Qˆ(x))2
+m
2
2
Qˆ2(x) + 1
4
Qˆ4(x)),
[Qˆ(x), Pˆ (y)] = igδ(x− y)
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The theory may be interpreted in the terms of particals with the help of following creation
and annihilation operators:
qˆ(x) =
1
(2π)
d−1
2
∫
dl√
2
√
l2 +m2
(
ψˆ+(l)e−ilx + ψˆ−(l)eilx
)
pˆ(x) =
i
(2π)
d−1
2
∫
dl
√√
l2 +m2
2
(
ψˆ+(l)e−ilx − ψˆ−(l)eilx
)
According to the outlined scheme one may assign solutions of secondary quantized equa-
tions of the sort (49) to each Lagrangian manifold with complex germ.
For constructing such an asymptotics one must solve a Hamiltonian system and a system
of equations in variations.
The Hamiltonian system has the form
Q˙(x, t) = P (x, t)
P˙ (x, t) = ∆Q(x, t)−m2Q(x, t)−Q3(x, t)
and the equations in variations over the variables δP, δQ are
B˙(x, t, τ) = ∆C(x, t, τ)−m2C(x, t, τ)− 3C(x, t, τ)Q2(x, t, τ)
C˙(x, t, τ) = B(x, t, τ)
The outlined conception may be applied without a preliminar regularization if∫
dx(Q(x, t, τ)
√
m2 −∆Q(x, t, τ) + P (x, t, τ) 1√
m2 −∆P (x, t, τ)) <∞,
and the operator BC−1 − i√m2 −∆ is a Hilbert- Schmidt operator.
If these conditions are not satisfied, regularization must be treated more closely.
The conception of geometrical quantization may be applied as well to the scalar quantum
electrodynamics in the α-gauge with the Lagrangian
L = −1
4
(∂µAν − ∂νAµ)(∂µAν − ∂νAµ)− 1
2α
(∂µA
µ)2
+(∂µ + ieAµ)Φ
∗(∂µ − ieAµ)Φ−m2Φ∗Φ− g
4
(Φ∗Φ)2.
5 Complex germ creation and annihilation operators
The theory of complex germs allows to construct not only asymptotic solutions of type (49)
of secondary quantized equations. Other asymptotic solutions of the equation (48) may be
obtained also with the help of so called germ creation and annihilation operators.
Suppose a basis on a complex germ is chosen so that the matrix A from the axiom r1
of a complex germ is diagonal. Consider following creation and annihilation operators on a
Lagrangian manifold with complex germ:
A¯α(τ, t) = G¯mα(τ, t)
(
ψˆ+m − φ
∗
m(τ,t)√
ǫ
)
− F¯mα(τ, t)
(
ψˆ−m − φm(τ,t)√ǫ
)
,
Aα(τ, t) = Gmα(τ, t)
(
ψˆ−m − φm(τ,t)√ǫ
)
− Fmα(τ, t)
(
ψˆ+m − φ
∗
m(τ,t)√
ǫ
)
,
(54)
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F = (C + iB)/
√
2, G = (C − iB)/
√
2, α = k + 1,∞, m = 1,∞
Let να ∈ {0, 1, 2, . . .}, α = k + 1,∞,
∞∑
α=k+1
να < ∞. Let l(τ ′ , τ ′′) be a closed path on Λk,
such that it is covered by a path on Mk with the beginning in point τ
′
and the end in point
τ
′′
. Suppose that the following quantization condition holds for any such path
1
2πǫ
∮
l(τ
′
,τ
′′
)
PmdQm =
∞∑
α=k+1
γα(τ
′
, τ
′′
)να + n, n ∈ Z (55)
where γα(τ
′
, τ
′′
) are determined by the condition Aα,α(τ
′
, τ
′′
) = eiγα(τ
′
,τ
′′
).
Consider the following element of H:
ˆ˜Ψ
ǫ
(t) =
∫ dτf(τ,t)
(2π)k/2ǫk/4
√
det
∂φl
∂τa
(τ,t)
∂φ∗
l
∂τb
(τ,t)
4
√
detG+(τ,t)G(τ,t)
· exp
(
i
ǫ
S(τ, t)
)
A¯νk+1k+1 A¯νk+2k+2 . . . Φˆφ(τ,t),M(τ,t),
l = 1,∞, a, b = 1, k
(56)
where
S(τ, t) = 1
2i
φ∗l (τ
(0), 0)φl(τ
(0), 0) + 1
4i
(φ∗l (τ
(0), 0)φ∗l (τ
(0), 0)− φl(τ (0), 0)
φl(τ
(0), 0)) +
∫ (τ,t)
(τ (0),0)
(1
i
φl(τ
′
, t
′
)dφ∗l (τ
′
, t
′
)
−H(φ∗(τ ′ , t′), φ(τ ′, t′))dt′),
and f(τ, t),M(τ, t) are determined from the formulas (50) and (27) respectively. Let Φˆ(t)
be the solution of (48), satisfying the initial condition Φˆ(0) = ˆ˜Ψ
ǫ
(0).
Theorem 2 Suppose
‖H(√ǫψ+,√ǫψ−)A¯νk+1k+1 A¯νk+2k+2 . . . Φˆφ(τ,t),M(τ,t)‖ ≤ C2, ǫ ∈ (0, ǫ0), C2 > 0.
Let the canonical transformation DtH correspond to the Hamiltonian H, and the series∞∑
m,n=1
|∂2H/∂φm∂φn|2 converge. Then
Φˆ(t) = ˆ˜Ψ
ǫ
(t) + δˆǫ(t),
(δˆǫ(t), δˆǫ(t))
−→
ǫ→ 00, (Φˆ(t), Φˆ(t)) = O(1), ǫ→ 0.
Remark 14 In the case of C-Lagrangian manifold [13] ,when γα = 0, a canonical operator
can be generalized.
Let f (n)α1,...,αn(τ), where αi = k + 1,∞, n = 0,∞ be a set of infinitely differentiable func-
tions with compact support on the Lagrangian manifold with complex germ [Λk, r],where the
following series
∞∑
n=1
∞∑
α1,...,αn=k+1
|f (n)α1,...,αn(τ)|2
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converges at all τ .
The following element of H is assigned to the Lagrangian manifold with complex germ
[Λk, r], the set of functions f (n)α1,...,αn(τ), the point τ
(0) ∈ Λk, and the number ǫ > 0:
Kˆǫ
[Λk,r],τ (0)
f =
∫ dτ
(2π)k/2ǫk/4
√
det
∂φl
∂τa
(τ)
∂φ∗
l
∂τb
(τ)
4
√
detG+(τ)G(τ)
· exp
(
i
ǫ
S(τ)
) ∞∑
n=1
∞∑
α1,...,αn=k+1
1√
n!
f (n)α1,...,αn(τ)A¯α1A¯α2 . . . A¯αnΦˆφ(τ),M(τ),
l = 1,∞, a, b = 1, k
(57)
If f (0) = f and other f (n) = 0 then canonical operator (57) is equal to canonical operator
(31).
Example 4 Consider the Hamiltonian from example 2, and suppose φl(t) is a solution of
the form φl(t) = φ˜l exp(−iΩt) of equation (42).
Suppose that there exist matrices F˜ and G˜ such that
(βl + Ω)G˜ml =
∞∑
r=1
∂2H
∂φm∂φ∗r
G˜rl +
∞∑
r=1
∂2H
∂φm∂φr
F˜rl,
−(βl − Ω)F˜ml =
∞∑
r=1
∂2H
∂φ∗m∂φ∗r
G˜rl +
∞∑
r=1
∂2H
∂φ∗m∂φr
F˜rl,
βl ∈ R, G˜m1 = φ˜∗m, F˜m1 = −φ˜m
F˜ T G˜ = G˜T F˜ , G˜∗mαG˜mβ − F˜ ∗mαF˜mβ = δαβ , m, l = 1,∞, α, β = 2,∞
F˜ is a Hilbert–Schmidt operator and G˜ has a bounded inverse operator.
Consider a Lagrangian manifold with complex germ corresponding to the following func-
tion φl
φl(τ, t) = φ˜l exp(i(τ − Ωt))
with matrices F and G
Fml(τ, t) = F˜ml exp(−i(βl/Ω− 1)(τ − Ωt)),
Gml(τ, t) = G˜ml exp(−i(βl/Ω + 1)(τ − Ωt)).
The matrix A(0, 2π) is
A(0, 2π) = diag{1, exp(2πiβ2/Ω), exp(2πiβ3/Ω), . . .}.
And the quantization condition is
φ˜∗l φ˜l = ǫN + ǫ
∞∑
λ=2
βλνλ/Ω.
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Vector (56) depends on time as exp(−iEt), where
E = 1
ǫ
H(φ∗, φ) +
1
4
∞∑
m,n=1
(
∂2H
∂φm∂φn
(FG−1)mn +
∂2H
∂φ∗m∂φ∗n
(FG−1)∗mn
)
.
Hence it is an approximate solution of the stationary equation
EΦˆ = 1
ǫ
H(ψˆ+
√
ǫ, ψˆ−
√
ǫ)Φˆ (58)
Example 5 Consider now the complex germ given by the following matrices:
Fml(τ, t) = Fml exp(−iΩt + iτ) exp(iβlt)
Gml(τ, t) = Gml exp(iΩt− iτ) exp(iβlt)
The matrix A(0, 2π) is the identity matrix, and the quantization condition has the form
φ˜∗l φ˜l = ǫN.
In this example vector (56) is also an approximate solution of the equation (58) for
E = 1
ǫ
H(φ∗, φ) +
1
4
(
∂2H
∂φm∂φn
(FG−1)mn +
∂2H
∂φ∗m∂φ∗n
(FG−1)∗mn
)
+
∞∑
λ=2
βλνλ, m, n = 1,∞
This solution coinside with that given in [15].
Find now a relation between the results of examples 4 and 5. Let φ(1)m , φ(2)m be solutions
of the equations
Ω1φ(1)m = ∂H/∂φ
∗
(1)m , Ω2φ(2)m = ∂H/∂φ
∗
(2)m
such that
φ∗(1)mφ(1)m = ǫN + ǫ
∞∑
λ=1
βλνλ/Ω1, φ
∗
(2)mφ(2)m = ǫN,
φ(1)m = φ(2)m + χm, ‖χ‖ = O(ǫ), Ω2 − Ω1 = O(ǫ).
We have
H(φ∗(1), φ(1))−H(φ∗(2), φ(2)) = Ω2(φ(2)mχ∗m + φ∗(2)mχm) +O(ǫ2),
(φ(1), φ(1))− (φ(2), φ(2)) = φ(2)mχ∗m + φ∗(2)mχm +O(ǫ2), m = 1,∞
It now follows that the values of E in two examples coincide up to O(ǫ1).
Remark 15 We have shown for a specific example how different quantization conditions
may be used with simultanious change of the transport equation. Conviniency determines
the choice of quantization conditions. In the finite dimensional case a quantization condition
of the kind
1
2πǫ
∮
l(τ ′ ,τ ′′)
PmdQm =
D∑
α=k+1
γα(τ
′
, τ
′′
)(να +
1
2
) + n, n ∈ Z
is often used ([1]).
In the infinite dimensional case this condition makes no sense even for the simplest
Hamiltonian H(φ∗, φ) =
∞∑
i=1
φ∗iφi and for the isotropic manifold with complex germ as in
example 4.1.
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Example 6 Consider one more (heuristic) way to deduce a formula for E (see [11]).
Note, that if a family DtH acts on a two dimensional isotropic manifold with complex
germ in the following way
(gtφ)(τ1, τ2) = φ(τ1 + Ω1t, τ2 + Ω2t)
F (τ1, τ2, t) = F (τ1 + Ω1t, τ2 + Ω2t)
G(τ1, τ2, t) = G(τ1 + Ω1t, τ2 + Ω2t)
then multiplication of the function fτ1, τ2, 0) by exp(i(n1τ1+n2τ2)) leads to multiplication of
the vector (56) by exp(−i(n1Ω1 + n2Ω2)t), n1, n2 ∈ Z.
Consider now ”almost invariant” two dimensional isotropic manifolds close to one di-
mensional manifolds in examples 4,5:
φl(t, τ1, τ2) = e
−i(τ1−Ωt)(φl + δ(F˜lme
i(τ2+βmt) + G˜∗lme
−i(τ2+βmt))), δ → 0.
The values of E corresponding to these almost invariant manifolds are
E (µ)m = E (0)m + βmµm, µm ∈ Z. Since these values must agree with the value for a neighbor-
hood of a one dimensional manifold the last value is of the form E (0) +∑∞m=1 βmνm, νm ∈
{0, 1, 2, . . .}.
6 Proof of the theorem
Let us now prove theorem 2 on the base of the following lemma.
Introduce notation
S(τ) = 1
2i
φ∗j (τ
(0))φj(τ
(0)) + 1
4i
(φ∗j(τ
(0))φ∗j (τ
(0))− φj(τ (0))φj(τ (0)))
+1
i
∫ τ
τ (0) φj(τ
′
)dφ∗j(τ
′
), j = 1,∞
We assign to number sets Dij(τ), i, j = 1,∞ and (Y na )i1...in(τ), a = 1, 2, n =
1, s, ip = 1,∞ the following operators in H:
Ya
(
τ, ψˆ+ − φ∗(τ)√
ǫ
)
=
s∑
n=0
(Y na )i1...in(τ)(ψˆ
+
i1 −
φ∗i1 (τ)√
ǫ
) . . . (ψˆ+in −
φ∗in (τ)√
ǫ
)
× exp{1
2
(ψˆ+i − φ
∗
i (τ)√
ǫ
)Dij(τ)(ψˆ+i − φ
∗
i (τ)√
ǫ
)},
i, j, i1, . . . , in = 1,∞, a = 1, 2.
Introduce also the following notation
Φˆǫa =
∫
Λk
dτe
i
ǫ S(τ)
ǫk/4
Ya(τ, ψˆ
+ − φ∗(τ)√
ǫ
)
· exp(1
ǫ
φj(τ)(ψˆ
+
j
√
ǫ− φ∗j(τ)))Φˆ0, a = 1, 2, j = 1,∞.
The commutation relations for the operators ψ±j imply
Φˆǫa =
∫ dτ exp( i
ǫ
S(τ)− 1
2ǫ
φj(τ)φ
∗
j (τ))
ǫk/4
×e 1√ǫ (φj(τ)ψˆ+j −φ∗j (τ)ψˆ−j )Ya(τ, ψˆ+)Φˆ0, j = 1,∞, a = 1, 2
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Lemma 5 Let the matrix Dij(τ) correspond to a Hilbert–Schmidt operator D in l2, ‖D‖ < 1,
Dij(τ) and (Y na )i1...in(τ) being smooth functions of τ , functions (Y na )i1...in(τ) having compact
supports,
∞∑
i1...in
|(Y na )i1...in(τ)|2 < c, n = 1, s, a = 1, 2.
Then
(Φˆǫ1, Φˆ
ǫ
2)
−→
ǫ→0
∫
Λk
dτ
∫
Rk
dξ(Y1(τ, ψˆ
+)Φˆ0,
exp(ξb(
∂φj
∂τb
(τ)ψˆ+j −
∂φ∗j
∂τb
(τ)ψˆ−j ))Y2(τ, ψˆ
+)Φˆ0), (59)
b = 1, k, ξ ∈ Rk, j = 1,∞.
Proof. We have
(Φˆǫ1, Φˆ
ǫ
2) =
∫ dτdτ ′
ǫk/2
e
i
ǫ
(S(τ
′
)−S∗(τ))− 1
2ǫ
(φj(τ)φ
∗
j (τ)+φj (τ
′
)φ∗j (τ
′
))
×e 12ǫ (φ∗j (τ)φj (τ
′−φ∗j (τ
′
)φj(τ))(Φˆ0, Y
∗
1 (τ, ψˆ
−)
·e 1√ǫ (ψˆ+j (φj(τ
′
)−φj(τ))−ψˆ−j (φ∗j (τ
′
)−φ∗j (τ))Y2(τ
′
, ψˆ+)Φˆ0), j = 1,∞
It is easy to show that the contribution of the integrating domain (τb − τ ′b)(τb − τ ′b) >
δ1ǫ
1/2−λ, δ1 > 0, λ > 0, b = 1, k in the integral (59) is exponentially small. For (τb −
τ
′
b)(τb − τ ′b) ≤ δ1ǫ1/2−λ the integrand may be presented as
1
ǫk/2
e
√
ǫξbξcξdRbcd(τ,τ
′
)(Φˆ0, Y
∗
1 (τ, ψˆ
−)
×eξb(ψˆ+j
∂φj
∂τb
−ψˆ−j
∂φ∗
j
∂τb
)+
√
ǫ(ψˆ+j Jj(τ,τ
′
)−ψˆ−j Jj(τ,τ
′
))
×Y2(τ ′ , ψˆ+)Φˆ0), j = 1,∞, b, c, d = 1, k,
ξb = (τ
′
b − τb)/
√
ǫ, |Rbcd(τ, τ ′)| < const,
∞∑
j=1
|Jj(τ, τ ′)|2 < const .
Integrating over τ and ξ as ǫ→ 0 we obtain (59). Lemma 5 is proved.
Lemma 5 implies
Corollary 1 ‖ ˆ˜ψ
ǫ
(t)‖ = O(1) as ǫ→ 0.
Proof. It is sufficient to prove that only the integral∫
dkξ(Φˆ0, e
1
2
ψˆ−mM∗mnψˆ
−
n aˆ
νk+1
k+1 aˆ
νk+2
k+2 . . .
× exp{ξb(∂φm∂τb ψˆ+m −
∂φ∗m
∂τb
ψˆ−m)}aˆ+νk+1k+1 aˆ+νk+2k+2 . . . e
1
2
ψˆ+mMmnψˆ
+
n Φˆ0)
aˆ+α = G¯mαψˆ
+
m − F¯mαψˆ−m, aˆα = Gmαψˆ−m − Fmαψˆ+m, m, n = 1,∞, b = 1, k
(60)
differs from zero. Show first that∫
dkξ(Xˆ, exp(ξb(
∂φm
∂τb
ψˆ+m − ∂φ
∗
m
∂τb
ψˆ−m))aˆβ exp(
1
2
ψˆ+mMmnψˆ
+
n )Φˆ0) = 0,
β ∈ {k + 1, k + 2, . . .}, b = 1, k, m, n = 1,∞,
Xˆ = aˆ+α1 . . . aˆ
+
αr aˆβ1 . . . aˆβs exp(
1
2
ψˆ+mMmnψˆ
+
n )Φˆ0,
α1, . . . , αr, β1, . . . , βs ∈ {k + 1, k + 2, . . .}
(61)
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Indeed, make use of the presentation of the scalar product in the left hand side of (61)
as a functional integral (see [2]):
∫
dkξ
∫ ∏
dz∗dzX(z∗)(Gmβ∂/∂zm − Fmβzm)
× exp{ξb(∂φm
∂τb
zm − ∂φm
∂τb
∂
∂zm
)} exp(1
2
zmMmnzn)e
−z∗mzm
Integrating over ξ and using the property Mmn
∂φ∗n
∂τb
= 0 we conclude that the functional
integral is equal to zero.
Check now that integral (60) differs from zero. The commutation relations
[aˆα, aˆβ] = [aˆ
+
α , aˆ
+
β ] = [aˆα,
∂φm
∂τb
ψˆ+m −
∂φ∗m
∂τb
ψˆ−m]
[aˆ+α ,
∂φm
∂τb
ψˆ+m −
∂φ∗m
∂τb
ψˆ−m] = 0, [aˆα, aˆ
+
β ] = δα,β
make this integral equal to
(νk+1)!(νk+2)! . . .
∫
dkξ(Φˆ0, exp(
1
2
ψˆ−mM
∗
mnψˆ
−
n )
× exp(ξb∂φm
∂τb
ψˆ+m −
∂φ∗m
∂τb
ψˆ−m)) exp(
1
2
ψˆ+mMmnψˆ
+
n )Φˆ0.
It is easy to check that the last expression differs from zero. The corollary is proved.
Now we may give a proof of theorem 2. Check that
(i
∂
∂t
− 1
ǫ
H(
√
ǫψˆ+,
√
ǫψˆ−) ˆ˜Ψ
ǫ
(t)
−→
ǫ→ 00 (62)
The vector ˆ˜Ψ
ǫ
(t) may be presented as
ˆ˜Ψ
ǫ
(t) =
∫
dτχ(τ, t)
ǫk/4
exp(
i
ǫ
S(τ, t)− 1
ǫ
φ∗j(τ, t)φj(τ, t))
×e 1√ǫφj(τ,t)ψˆ+j e− 1√ǫφ∗j (τ,t)ψˆ−j (aˆ+k+1)νk+1(aˆ+k+2)νk+2 . . . Φˆ0,M(τ,t), j = 1,∞
χ(τ, t) =
f(τ, t)
(2π)k/2
√
det ∂φj
∂τa
(τ, t)
∂φ∗j
∂τb
(τ, t)
4
√
detG+(τ, t)G(τ, t)
(63)
a, b = 1, k, j = 1,∞.
Since
i ∂
∂t
(
e−
1
ǫ
φ∗jφje
1√
ǫ
φj ψˆ
+
j e
− 1√
ǫ
φ∗j ψˆ
−
j
)
= e−
1
ǫ
φ∗jφje
1√
ǫ
φ∗j ψˆ
+
j e
− 1√
ǫ
φj ψˆ
−
j
×(i ∂
∂t
− i
ǫ
φ˙∗jφj +
i√
ǫ
(φ˙jψˆ
+
j − φ˙∗j ψˆ−j ))
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where j = 1,∞, arguments t, τ at φ∗j , φj are omitted, we obtain
(i
∂
∂t
− 1
ǫ
H(
√
ǫψˆ+,
√
ǫψˆ−)) ˆ˜Ψ
ǫ
(t) =
∫
dτ
ǫk/4
× exp( i
ǫ
S(τ, t)− 1
2ǫ
φ∗j(τ, t)φj(τ, t) +
1√
ǫ
(φj(τ, t)ψˆ
+
j − φ∗j(τ, t)ψˆ−j ))
×(i ∂
∂t
+
i√
ǫ
(φ˙j(τ, t)ψˆ
+
j − φ˙∗j (τ, t)ψˆ−j )−
1
ǫ
∂S
∂t
− i
ǫ
φ˙∗j (τ, t)φj(τ, t)−
1
ǫ
H(φ∗ +
√
ǫψˆ+, φ+
√
ǫψˆ−))
× χ(τ, t)(aˆ+k+1)νk+1(aˆ+k+2)νk+2 . . . Φˆ0,M(τ,t), j = 1,∞. (64)
The conditions of the theorem imply that the norm of the vector
H(φ∗(τ, t) +
√
ǫψˆ+, φ(τ, t) +
√
ǫψˆ−)(aˆ+k+1)
νk+1(aˆ+k+2)
νk+2 . . . Φˆ0,M(τ,t)
is uniformly bounded. Since the operator H(φ∗ +
√
ǫψˆ+, φ +
√
ǫψˆ−) is a polynomial in
√
ǫ
of the form
H(φ∗ +
√
ǫψˆ+, φ+
√
ǫψˆ−) =
s∑
n=0
s∑
m=0
ǫ
m+n
2
∂m+nH
∂φ∗i1
...∂φ∗im∂φj1 ...∂φjn
ψˆ+i1 . . . ψˆ
+
imψˆ
−
j1 . . . ψˆ
−
jn, i1, . . . , im, j1, . . . , jn = 1,∞,
the norms of the vectors
∂m+nH
∂φ∗i1 . . . ∂φ
∗
im∂φj1 . . . ∂φjn
ψˆ+i1 . . . ψˆ
+
imψˆ
−
j1
. . . ψˆ−jn(aˆ
+
k+1)
νk+1(aˆ+k+2)
νk+2 . . . Φˆ0,M(τ,t)
are also uniformly bounded. By Lemma 5 the right hand side of the formula (64) may be
presented as ∫ dτ
ǫk/4
exp(
i
ǫ
S(τ, t)− 1
2ǫ
φ∗j(τ, t)φj(τ, t)
+
1√
ǫ
(φj(τ, t)ψˆ
+
j − φ∗j(τ, t)ψˆ−j ))(i
∂
∂t
− 1
2
∂2H
∂φ∗m∂φ∗n
ψˆ+mψˆ
+
n
−1
2
∂2H
∂φm∂φn
ψˆ−mψˆ
−
n −
∂2H
∂φ∗m∂φn
ψˆ+mψˆ
−
n χ(τ, t)
·(aˆ+k+1)νk+1(aˆ+k+2)νk+2 . . . Φˆ0,M(τ,t) +O(ǫ1/2)
j,m, n = 1,∞.
where we made use of the relations
∂S/∂t = −iφlφ˙∗l −H(φ∗, φ)
by the definition of S, and
iφ˙l =
∂H
∂φ∗l
, −iφ˙∗l =
∂H
∂φl
, l = 1,∞
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by equations (42).
It is easy to check that
[i
∂
∂t
− Hˆ2, aˆ+α ] = [i
∂
∂t
− Hˆ2, aˆα] = [i ∂
∂t
− Hˆ2, ∂φj
∂τa
ψˆ+j −
∂φ∗j
∂τa
ψˆ−j ] = 0, (65)
α = k + 1,∞, a = 1, k, j = 1,∞
Hˆ2 =
1
2
∂2H
∂φ∗m∂φ∗n
ψˆ+mψˆ
+
n +
1
2
∂2H
∂φm∂φn
ψˆ−mψˆ
−
n +
∂2H
∂φ∗m∂φn
ψˆ+mψˆ
−
n , m, n = 1,∞
Let us make use of Lemma 5, commutation relations (65) and the functional integral
presentation for the scalar product [2]. It is then easy to check that if for any z
(i
∂
∂t
− 1
2
∂2H
∂φ∗m∂φ∗n
zmzn − 1
2
∂2H
∂φm∂φn
∂
∂zm
∂
∂zn
− ∂
2H
∂φ∗m∂φn
zm
∂
∂zn
)
∫
dkξ exp(−1
2
ξbξc
∂φj
∂τb
∂φ∗j
∂τc
)
exp(ξb
∂φj
∂τb
zj) exp(−ξb
∂φ∗j
∂τb
∂
∂zj
)χe
1
2
zmMmnzn = 0, m, n, j = 1,∞, b, c = 1, k (66)
(where arguments t, τ at the functionsM,χ, φ∗, φ and arguments φ∗(τ, t), φ(τ, t) at the deriva-
tives of H are omitted) then the norm of the vector (i∂/∂t−H(√ǫψˆ+,√ǫψˆ−)/ǫ) ˆ˜Ψ
ǫ
(t) tends
to zero at ǫ→ 0.
Formula (66) may be checked by calculating the Gaussian integral at ξ using presentations
for χ,M, F,G.
The property (62) is therefore proved. Estimate now δˆǫ(t). Introduce notation
Hˆ =
1
ǫ
H(
√
ǫψˆ+,
√
ǫψˆ−).
κˆǫ(t) = ˆ˜Ψ
ǫ
(t)− Φˆ(t), sˆǫ(t) = (i ∂
∂t
− Hˆ) ˆ˜Ψ
ǫ
(t).
The function κˆǫ(t) is the solution of the Cauchy problem
i
∂
∂t
κˆǫ(t)− Hˆκˆǫ(t) = sˆǫ(t), κˆǫ(0) = 0
and it is
κˆǫ(t) =
t∫
0
dt
′
exp(−iHˆ(t− t′))sˆǫ(t′).
Hence
‖κˆǫ(t)‖ ≤
t∫
0
‖sˆǫ(t′)‖dt′ −→
ǫ→ 00
that implies
‖δˆǫ(t)‖ −→
ǫ→ 00
Theorem 2 is proved.
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