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Abstract
A max-plus hyperplane (briefly, a hyperplane) is the set of all points x = (x1, . . ., xn) ∈ Rnmax satisfy-
ing an equation of the form a1x1 ⊕ · · · ⊕ anxn ⊕ an+1 = b1x1 ⊕ · · · ⊕ bnxn ⊕ bn+1, that is, max(a1 +
x1, . . ., an + xn, an+1) = max(b1 + x1, . . ., bn + xn, bn+1), with ai, bi ∈ Rmax(i = 1, . . ., n + 1), where
each side contains at least one term, and where ai /= bi for at least one index i. We show that the complements
of (max-plus) semispaces at finite points z ∈ Rn are “building blocks” for the hyperplanes in Rnmax (recall
that a semispace at z is a maximal – with respect to inclusion – max-plus convex subset of Rnmax\{z}).
Namely, observing that, up to a permutation of indices, we may write the equation of any hyperplane H in
one of the following two forms:
a1x1 ⊕ · · · ⊕ apxp ⊕ ap+1xp+1 ⊕ · · · ⊕ aqxq
= a1x1 ⊕ · · · ⊕ apxp ⊕ aq+1xq+1 ⊕ · · · ⊕ amxm ⊕ an+1,
where 0  p  q  m  n and all ai(i = 1, . . ., m, n + 1) are finite, or,
a1x1 ⊕ · · · ⊕ apxp ⊕ ap+1xp+1 ⊕ · · · ⊕ aqxq ⊕ an+1
= a1x1 ⊕ · · · ⊕ apxp ⊕ aq+1xq+1 ⊕ · · · ⊕ amxm ⊕ an+1,
where 0  p  q  m  n, and all ai(i = 1, . . ., m) are finite (and an+1 is either finite or −∞), we give
a formula that expresses a nondegenerate strictly affine hyperplane (i.e., with m = n and an+1 > −∞)
as a union of complements of semispaces at a point z ∈ Rn, called the “center” of H, with the boundary
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of a union of complements of other semispaces at z. Using this formula, we obtain characterizations of
nondegenerate strictly affine hyperplanes with empty interior. We give a description of the boundary of a
nondegenerate strictly affine hyperplane with the aid of complements of semispaces at its center, and we
characterize the cases in which the boundary bd H of a nondegenerate strictly affine hyperplane H is also a
hyperplane. Next, we give the relations between nondegenerate strictly affine hyperplanes H, their centers
z, and their coefficients ai . In the converse direction we show that any union of complements of semispaces
at a point z ∈ Rn with the boundary of any union of complements of some other semispaces at that point
z, is a nondegenerate strictly affine hyperplane. We obtain a formula for the total number of strictly affine
hyperplanes. We give complete lists of all strictly affine hyperplanes for the cases n = 1 and n = 2. We
show that each linear hyperplane H in Rnmax (i.e., with an+1 = −∞) can be decomposed as the union of
four parts, where each part is easy to describe in terms of complements of semispaces, some of them in a
lower dimensional space.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
We recall that Rmax := R ∪ {−∞}, with the operations ⊕ = max,⊗ = + in Rmax, and that
Rnmax := Rmax × · · · × Rmax (n times), with the operations
x ⊕ y := (x1 ⊕ y1, . . ., xn ⊕ yn) (x = (x1, . . ., xn), y = (y1, . . ., yn) ∈ Rnmax), (1.1)
αx := (αx1, . . ., αxn) (x = (x1, . . ., xn) ∈ Rnmax, α ∈ Rmax), (1.2)
where we write, as usual, αβ instead of α ⊗ β. If x, y ∈ Rnmax, the set
[x, y] := {αx ⊕ βy ∈ Rnmax|α, β ∈ Rmax, α ⊕ β = e}
= {max(α + x, β + y) ∈ Rnmax|α, β ∈ Rmax, max(α, β) = 0}, (1.3)
where e = 0 is the neutral element of ⊗ = + in Rmax, is called the max-plus segment (or, briefly,
the segment) joining x and y. Following Zimmermann [1], a subset G of Rnmax is said to be
max-plus convex, if along with any two points it contains the whole segment joining them, i.e., if
x, y ∈ G ⇒ [x, y] ⊆ G, (1.4)
with [x, y] of (1.3). When z ∈ Rnmax, a subset S(z) of Rnmax is called a max-plus semispace (or,
briefly, a semispace) at z, if it is a maximal (with respect to set-inclusion) max-plus convex
set avoiding z, that is, a maximal max-plus convex subset of Rnmax\{z}. A subset S of Rnmax is
called a semispace, if there exists z ∈ Rnmax such that S = S(z). We recall from [2,3], that if
z ∈ Rnmax is finite (i.e., all coordinates of z are finite) then there are exactly n + 1 semispaces at
z, namely:
S0(z) := {x ∈ Rnmax|0 < max(x1 − z1, . . ., xn − zn)},
and
Sk(z) := {x ∈ Rnmax|xk < max(zk + x1 − z1, . . ., zk + xk−1 − zk−1, zk,
zk + xk+1 − zk+1, . . ., zk + xn − zn)} (k = 1, . . ., n)
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(where for k = n the terms zk + xk+1 − zk+1, . . ., zk + xn − zn are missing) and hence their
complements are the closed sets
S0(z) = {x ∈ Rnmax|0  max(x1 − z1, . . ., xn − zn)}, (1.5)
Sk(z) = {x ∈ Rnmax|xk  max(zk + x1 − z1, . . ., zk + xk−1 − zk−1, zk,
zk + xk+1 − zk+1, . . ., zk + xn − zn)} (k = 1, . . ., n). (1.6)
The pictures of all semispaces at a finite point z ∈ R2max, together with pictures of their comple-
ments and boundaries, are shown in Fig. 1.1.
We recall that, following [4], a “hyperplane” or “affine hyperplane” H in Rnmax is defined as
the set of all points x = (x1, . . ., xn) satisfying an equation of the form
a1x1 ⊕ a2x2 ⊕ · · · ⊕ anxn ⊕ an+1 = b1x1 ⊕ b2x2 ⊕ · · · ⊕ bnxn ⊕ bn+1, (1.7)
that is,
max(a1 + x1, a2 + x2, . . ., an + xn, an+1) = max(b1 + x1, b2 + x2, . . ., bn + xn, bn+1),
(1.8)
witha1, . . ., an, an+1, b1, . . ., bn, bn+1 ∈ Rmax, where each side of (1.7) contains at least one term,
and where ai /= bi for at least one index i (otherwise H = Rnmax); formula (1.7) (or, equivalently,
(1.8)) is called “the equation of the hyperplane H”. As has been observed in [4, p. 397], in
contrast to the case of the usual linear space Rn, here one needs an “affine function” on each side;
indeed, one cannot simplify the equation (1.7) by “moving one of the terms to the other side”,
since the operation ⊕ is not supposed to admit an inverse operation. Some of the “coefficients”
ai, bi(i = 1, . . ., n) and/or “free terms” an+1, bn+1 may be −∞, in which case we say that the
respective terms aixi, bixi, an+1 or bn+1 in (1.7) are missing, and that (1.7) “contains” the other
terms (i.e., those which are not missing).
Remark 1.1. A weaker concept of “hyperplane”, and separation theorems involving such “hy-
perplanes”, can be found in the book of Helbig [5, p. 23], where it is required, besides (1.7),
that int H = ∅ and an additional condition of being “nondegenerate”. Actually, such separation
theorems, without using the term “hyperplane”, have been first obtained by Zimmermann [1]. For
some other concepts of “hyperplanes” and related separation theorems see also [6].
We shall use the following terminology, to distinguish the two main classes of (affine) hyper-
planes:
Definition 1.1. We shall say that a hyperplane H described by (1.7) is
(a) strictly affine, if at least one of an+1, bn+1 is finite;
(b) linear, if an+1 = bn+1 = −∞ (i.e., if there are no free terms in the equation of H ).
In [4] the authors have observed that for n = 2 there are exactly 12 “generic lines” and have
drawn their pictures. Apparently in [4] by “generic lines” the authors mean those described by
equations of the form (1.7) with n = 2 that contain each variable x1, x2 and a free term a2 or b2.
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Let us also note that for “tropical spaces” (i.e., in which the max above is replaced by min),
the linear hyperplanes, in the sense of Definition 1.1 above, have been called in [7] tropical
linear spaces in the sense of “Suggestion 1”; for n = 2, by tropical linear space in the sense of
















Fig. 1.1. Semispaces at a finite point z for n = 2.
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In the present paper we shall show that the complements of semispaces at finite points are, in
a certain sense, “building blocks” for the hyperplanes in Rnmax. In order to gain an intuition about
our results, the reader should compare the pictures from Fig. 1.1 with those from Fig. 8.1, which
show all “nondegenerate” strictly affine hyperplanes in R2max that are “centered” at a finite point
z ∈ R2max.
In Section 2 we shall give an expression for the boundary of a union of complements of
semispaces, which will be used in the sequel.
In Section 3 we shall first show that Eq. (1.8) of a hyperplane is equivalent to an equation
in which for each index i we have either ai = bi , or at least one of ai, bi is −∞, and hence
one can rewrite it in terms of the ai’s only. Using this fact, we shall give a formula that ex-
presses a nondegenerate strictly affine hyperplane (i.e., containing all terms aixi, 1  i  n,
and with an+1 > −∞) as a union of complements of semispaces at a finite point with the
boundary of a union of complements of some other semispaces at that point, which will be
called in Section 5 the “center” of the hyperplane. This will permit us to give a classifica-
tion of those hyperplanes, namely, we shall distinguish six “types” of nondegenerate strictly
affine hyperplanes such that the free term an+1 occurs only in the right hand side of their
equation, and four “types” of nondegenerate strictly affine hyperplanes such that the free term
an+1 occurs in both sides. Using this classification, we shall obtain some characterizations of
the nondegenerate strictly affine hyperplanes H with empty interior (in the usual topology of
Rnmax).
In Section 4 we shall give a formula for the boundary of a nondegenerate strictly affine hyper-
plane, generalizing the main result of Section 2, and we shall characterize the cases in which the
boundary bd H of a nondegenerate strictly affine hyperplane H is also a hyperplane; it will turn
out that this property depends only on the “type” of H (introduced in Section 3).
In Section 5 we shall give the relations between nondegenerate strictly affine hyperplanes, their
centers, and their coefficients.
In Section 6 we shall consider the converse problem, whether a union of complements of
semispaces at a finite point with the boundary of a union of complements of some other semispaces
at that point, which we shall call an “amalgam”, is a nondegenerate strictly affine hyperplane. We
shall show that the answer is affirmative.
Next, in Section 7 we shall give some formulas for the total number of strictly affine hyperplanes
in Rnmax.
In Section 8 we shall give complete lists of all strictly affine hyperplanes for the cases n = 1
and n = 2.
Finally, in Section 9 we shall show that each linear hyperplaneH in Rnmax can be decomposed as
the union of four parts, where each part is easy to describe in terms of complements of semispaces,
some of them in a lower dimensional space. We shall illustrate this description of H on a simple
example, for n = 2.
2. The boundary of a union of complements of semispaces
In Rnmax we shall use the natural topology.
Proposition 2.1. Let z ∈ Rnmax be finite. If {d1, . . ., dl}  {0, 1, . . ., n}, then
bd(Sd1(z) ∪ · · · ∪ Sdl (z)) = ∪k∈{d1,...,dl}(∪j /∈{d1,...,dl}(Sk(z) ∩ Sj (z))). (2.1)
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In other words, the boundary of the union of a family A = {Sd1(z), . . ., Sdl (z)} of complements
of semispaces at z is given by the union of all pairwise intersections of a complement Sk(z) in
the family A with a complement Sj (z) that does not belong to the family A.
Proof. We shall consider only the case where k /= 0 and j /= 0; the other cases can be treated simi-
larly. Let us first observe that the intersection of two complements of semispaces Sk(z) ∩ Sj (z),
where k /= j , does not contain an interior point of any of the two complements. Indeed let x =
(x1, . . ., xn) ∈ Sk(z) ∩ Sj (z) be an interior point of Sk(z). Then, by (1.6), xk > zk + xj − zj .
But this is in contradiction to xj  zj + xk − zk , which is implied by x ∈ Sj (z). We show
now that the right hand side of (2.1) is included in the left hand side. Let x ∈ Sk(z) ∩ Sj (z),
where k ∈ {d1, . . ., dl} and j /∈ {d1, . . ., dl}. Then x ∈ Sd1(z) ∪ · · · ∪ Sdl (z), and, by the above
remark, x ∈ bd (Sj (z)), so any neighborhood V of x contains points x′ = (x′1, . . ., x′n) in the
interior of Sj (z). Hence the coordinates of x′ satisfy the inequalities:
x′j > zj + x′i − zi, i /= j. (2.2)
If x ∈ int (Sd1(z) ∪ · · · ∪ Sdl (z)), then x has a neighborhood V ⊂ Sd1(z) ∪ · · · ∪ Sdl (z), so
any point x′′ ∈ V belongs to one of Sk(z), k ∈ {d1, . . ., dl}, and hence it satisfies
x′′k  zk + x′′j − zj . (2.3)
Then, by (2.2) for i = k and (2.3) for x′′ = x′, we obtain the inequalities
x′j > zj + x′k − zk, (2.4)
x′k  zk + x′j − zj , (2.5)
which are contradictory. Hence x ∈ bd(Sd1(z) ∪ · · · ∪ Sdl (z)). We show now the reverse inclu-
sion. Let x ∈ bd (Sd1(z) ∪ · · · ∪ Sdl (z)). Then any ball around x contains points from Sd1(z) ∪· · · ∪ Sdl (z) and points from (Sd1(z) ∪ · · · ∪ Sdl (z)). Observe now that, by [2], Lemma 5.5,
we have
∪nk=0 Sk(z) = (∩nk=0Sk(z)) = ∅ = Rnmax, (2.6)
and hence
(Sd1(z) ∪ · · · ∪ Sdl (z)) ⊆ ∪j /∈{d1,d2,...,dl}Sj (z); (2.7)
thus, any ball around x contains points in a set of type Sk(z) ∩ Sj (z), where k ∈ {d1, . . ., dl}
and j /∈ {d1, . . ., dl}. Since the family of all intersections of this form is finite, by choosing a
sequence of balls {B(x, 1/m)}m converging to x, and corresponding elements xm ∈ B(x, 1/m) ∩
(Sk(z) ∩ Sj (z)), one can find an intersection Sk(z) ∩ Sj (z) that contains an infinity of terms
from the sequence {xm}. So there are fixed indices k, j , and a subsequence xmk ∈ B(x, 1/mk) ∩
(Sk(z) ∩ Sj (z)), convergent to x. Since Sk(z) ∩ Sj (z) is closed, it contains its limit points,
so x ∈ Sk(z) ∩ Sj (z). 
Remark 2.1. In the particular case when d1 = · · · = dl = k, Proposition 2.1 reduces to the fol-
lowing statement: If z ∈ Rnmax is finite and 0  k  n, then
bdSk(z) = ∪j /=k(Sk(z) ∩ Sj (z)). (2.8)
In this case the above proof becomes simpler, since it does not need the above convergence
argument.
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Corollary 2.1. Under the assumptions of Proposition 2.1, we have
bd(∪j /∈{d1,...,dl}Sj (z)) = bd(Sd1(z) ∪ · · · ∪ Sdl (z)). (2.9)
In particular, if d1 = · · · = dl = k, then
bd(∪j /=kSj (z)) = bdSk(z). (2.10)
Proof. This follows from Proposition 2.1 and Remark 2.1, by interchanging there the sets of
indices {d1, . . ., dl} and {1, . . ., n}\{d1, . . ., dl}. 
Corollary 2.2. Under the assumptions of Proposition 2.1, we have
bd(bd(Sd1(z) ∪ · · · ∪ Sdl (z))) = bd(Sd1(z) ∪ · · · ∪ Sdl (z)). (2.11)
Proof. It follows from (2.1) that A = bd(Sd1(z) ∪ · · · ∪ Sdl (z)) is a finite union of closed
(n − 1)-dimensional sets. This implies that A is a closed (n − 1)-dimensional set. In particular
the boundary of A is equal to A. 
To conclude this section, let us prove the following lemma on pairwise intersections of com-
plements of semispaces, which we shall use in Section 4:
Lemma 2.1. Let z ∈ Rnmax be finite. Then any intersection Sk(z) ∩ Sj (z), k, j ∈ {0, 1, . . ., n},
k /= j, contains points that are not contained in any other intersection Sk′(z) ∩ Sj ′(z), k′, j ′ ∈
{0, 1, . . ., n}, k′ /= j ′, (k′, j ′) /= (k, j).
Proof. Let us first observe that it is sufficient to consider the case where k = k′, i.e., to prove that
any intersection Sk(z) ∩ Sj (z), k, j ∈ {0, 1, . . ., n}, k /= j , contains points x that are not con-
tained in any other intersection Sk(z) ∩ Sj ′(z), j ′ ∈ {0, 1, . . ., n}\{j}; indeed, assuming that a
point x ∈ Sk(z) ∩ Sj (z) with the latter property belongs to some intersection Sk′(z) ∩ Sj ′(z),
where k′, j ′ ∈ {0, 1, . . ., n}, k /= k′, j /= j ′, we obtain
x ∈ Sk(z) ∩ Sj (z) ∩ Sk′(z) ∩ Sj ′(z) ⊆ Sk(z) ∩ Sj ′(z),
in contradiction to our assumption. We present the argument for k, j, j ′ /= 0; the case when one
of k, j, j ′ is 0 can be dealt with in a similar way. By (1.6), x ∈ Sk(z) ∩ Sj (z) means that
xk max(zk + x1 − z1, . . ., zk + xk−1 − zk−1, zk,
zk + xk+1 − zk+1, . . ., zk + xn − zn), (2.12)
xj max(zj + x1 − z1, . . ., zj + xj−1 − zj−1, zj ,
zj + xj+1 − zj+1, . . ., zj + xn − zn). (2.13)
We claim that we can choose x ∈ Sk(z) ∩ Sj (z) such that
xj > zj + xu − zu for all u ∈ {1, . . ., n}\{k, j}. (2.14)
Indeed, choose first xk  zk and xj  zj such that
xk = zk + xj − zj , (2.15)
which also implies
xj = zj + xk − zk; (2.16)
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next, for each u ∈ {1, . . ., n}\{k, j} choose xu such that
xu < zu + xj − zj , (2.17)
which, using (2.15), also implies
xu < zu + xk − zk. (2.18)
Then by xk  zk , (2.15), (2.18), xj  zj , (2.16) and (2.17), we have (2.12)–(2.14), which proves
our claim. Now, if j /= j ′, then from (1.6) for j replaced by j ′ and (2.14) we get x /∈ Sj ′(z)
(since x ∈ Sj ′(z) would imply xj ′  zj ′ + xj − zj , in contradiction to (2.14) for u = j ′), so
x /∈ Sk(z) ∩ Sj ′(z). 
3. The structure of strictly affine hyperplanes
By regrouping together in Eq. (1.7) of a hyperplane those coordinates (if any) that appear, with
finite coefficients, on both sides of the equation, and those which appear only on one of its sides,
we may write (1.7) in the form
ai1xi1 ⊕ · · · ⊕ aipxip ⊕ aip+1xip+1 ⊕ · · · ⊕ aiq xiq ⊕ an+1
= bi1xi1 ⊕ · · · ⊕ bipxip ⊕ biq+1xiq+1 ⊕ · · · ⊕ bimxim ⊕ bn+1, (3.1)
where 0  p  q  m  n, {i1, . . ., im} ⊆ {1, . . ., n}, ai1 , . . ., aiq andbi1 , . . ., bip , biq+1 , . . ., bim
are finite, and an+1, bn+1 are either finite or −∞.
Remark 3.1. Formula (3.1) should be interpreted as follows: The terms ai1xi1 , . . ., aipxip and
bi1xi1 , . . ., bipxip either do not appear (when p = 0), or appear in both sides (when p  1);
furthermore, the terms aip+1xip+1 , . . ., aiq xiq either do not appear (when p = q) or appear only in
the left hand side (when p < q), and the terms biq+1xiq+1 , . . ., bimxim either do not appear (when
q = m) or appear only in the right hand side (when q < m). In particular, if p = q = m, then the
terms aip+1xip+1 , . . ., aiq xiq and biq+1xiq+1 , . . ., bimxim do not appear, so in that case p  1.
Lemma 3.1. In formula (3.1), if aj > bj for some index j ∈ {i1, . . ., ip} ∪ {n + 1}, then we may
take bj = −∞, that is, we may omit the term bjxj , respectively bn+1. Similarly, if aj < bj for
some j ∈ {i1, . . ., ip} ∪ {n + 1}, then we may take aj = −∞, that is, we may omit the term ajxj ,
respectively an+1.
Proof. Let j ∈ {i1, . . ., ip}, say, j = i1. Choose any finite xi1 . Then ai1 + xi1 is finite, whence
max(ai1 + xi1 , . . ., aiq + xiq , an+1)  ai1 + xi1 > bi1 + xi1 ,
and hence by (3.1),
max(ai1 + xi1 , . . ., aiq + xiq , an+1)
= max(bi2 + xi2 , . . ., bip + xip , biq+1 + xiq+1 , . . ., bim + xim, bn+1).
But, this is nothing else than (3.1) with bi1 = −∞.
The proofs for aj < bj (j ∈ {i1, . . ., ip}) and for j = n + 1 are similar. 
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Corollary 3.1. We may write Eq. (3.1) of a hyperplane H in one of the following two forms:
ai1xi1 ⊕ · · · ⊕ aipxip ⊕ aip+1xip+1 ⊕ · · · ⊕ aiq xiq
= ai1xi1 ⊕ · · · ⊕ aipxip ⊕ aiq+1xiq+1 ⊕ · · · ⊕ aimxim ⊕ an+1, (3.2)
where 0  p  q  m  n, {i1, . . ., im} ⊆ {1, . . ., n}, and all aj (j = i1, . . ., im, n + 1) are
finite, or
ai1xi1 ⊕ · · · ⊕ aipxip ⊕ aip+1xip+1 ⊕ · · · ⊕ aiq xiq ⊕ an+1
= ai1xi1 ⊕ · · · ⊕ aipxip ⊕ aiq+1xiq+1 ⊕ · · · ⊕ aimxim ⊕ an+1, (3.3)
where 0  p  q  m  n, {i1, . . ., im} ⊆ {1, . . ., n}, and all aj (j = i1, . . ., im) are finite (and
an+1 is either finite or −∞).
A hyperplane H of the form (3.2) or (3.3) is strictly affine if and only if an+1 is finite.
Proof. This follows from Lemma 3.1, by observing that in (3.1) an+1, bn+1 may be finite or −∞,
and writing there bj = aj (j = 1, . . ., n + 1). 
Remark 3.2. (a) Formulas (3.2) and (3.3) should be interpreted as in Remark 3.1 above, with
bj = aj .
(b) In (3.2) and (3.3) the free term an+1 occurs either in the right hand side or in both sides of the
equation, but we have omitted the case where the free term an+1 occurs only in the left hand side,
since in that case one can interchange the left and right hand sides and then one arrives at the same
hyperplane, with the equation written in the form (3.2) (with indices ip+1, . . ., iq , iq+1, . . ., im
modified accordingly).
By relabeling the coordinates, we shall now assume, for simplicity of notation, that
ik = k (k = 1, . . ., n). (3.4)
Then, taking into account Remark 3.1, Eqs. (3.2) and (3.3) become
a1x1 ⊕ · · · ⊕ apxp ⊕ ap+1xp+1 ⊕ · · · ⊕ aqxq
= a1x1 ⊕ · · · ⊕ apxp ⊕ aq+1xq+1 ⊕ · · · ⊕ amxm ⊕ an+1, (3.5)
where 0  p  q  m  n and all ai(i = 1, . . ., m, n + 1) are finite, or,
a1x1 ⊕ · · · ⊕ apxp ⊕ ap+1xp+1 ⊕ · · · ⊕ aqxq ⊕ an+1
= a1x1 ⊕ · · · ⊕ apxp ⊕ aq+1xq+1 ⊕ · · · ⊕ amxm ⊕ an+1, (3.6)
where 0  p  q  m  n, and all ai(i = 1, . . ., m) are finite (and an+1 is either finite or −∞).
The results for this case will imply also those for the general case (3.1), replacing each k by
ik(k = 1, . . ., n).
Definition 3.1. We shall say that a strictly affine hyperplane H of the form (3.5) or (3.6) is
(I) of class I, if m = n (i.e., if all aixi, 1  i  n, occur in its equation);
(II) of class II, if m < n (i.e., if there are terms aixi , where m + 1  i  n, that are missing
from its equation).
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We shall also use the following finer subdivisions of the classes I and II:
Definition 3.2. We shall say that a strictly affine hyperplane H is
(Ia) of class Ia, if it is of class I, and of the form (3.5), with m = n (i.e., if all aixi, 1  i  n,
occur in its equation, and an+1 occurs only in the right hand side);
(Ib) of class Ib, if it is of class I, and of the form (3.6), with m = n (i.e., if all aixi, 1  i  n,
occur in its equation, and an+1 occurs in both sides).
(IIa) of class IIa, if it is of class II, and of the form (3.5), with m < n (i.e., if there are terms
aixi , where m + 1  i  n, that are missing from its equation, and an+1 occurs only in the right
hand side);
(IIb) of class IIb, if it is of class II, and of the form (3.6), with m < n (i.e., if there are terms
aixi , where m + 1  i  n, that are missing from its equation, and an+1 occurs in both sides).
We have the following main result for strictly affine hyperplanes of class Ia.
Theorem 3.1. If 0  p  q  m = n and a1, . . ., an, an+1 are finite, then the set H of all points
in Rnmax satisfying Eq. (3.5) coincides with
S1(z) ∪ · · · ∪ Sp(z) ∪ bd(Sp+1(z) ∪ · · · ∪ Sq(z)) (3.7)
and with
S1(z) ∪ · · · ∪ Sp(z) ∪ bd(Sq+1(z) ∪ · · · ∪ Sn(z) ∪ S0(z)), (3.8)
where
z = (z1, . . ., zn) = (an+1 − a1, . . ., an+1 − an). (3.9)
Proof. By our assumptions, z is finite. Furthermore, by (3.9) and (1.5), we have
S0(z) = S0(an+1 − a1, . . ., an+1 − an)
= {x ∈ Rnmax|0  max(x1 + a1 − an+1, . . ., xn + an − an+1}
= {x ∈ Rnmax|an+1 = max(x1 + a1, . . ., xn + an, an+1)}, (3.10)
and, by (3.9) and (1.6), for k = 1, . . ., n,
Sk(z) = Sk(an+1 − a1, . . ., an+1 − an)
= {x ∈ Rnmax|xk  max(x1 + a1 − ak, . . ., xk−1 + ak−1 − ak, an+1 − ak,
xk+1 + ak+1 − ak, . . ., xn + an − ak}
= {x ∈ Rnmax|xk + ak = max(x1 + a1, . . ., xk−1 + ak−1, an+1, xk + ak,
xk+1 + ak+1, . . ., xn + an)} (3.11)
(where for k = n the terms xk+1 + ak+1 − ak, . . ., xn + an − ak and xk+1 + ak+1, . . ., xn + an
are missing).
We shall consider all possible pairs of indices
(k, j) ∈ ({1, . . ., p} ∪ {p + 1, . . ., q}) × ({1, . . ., p} ∪ {q + 1, . . ., n} ∪ {n + 1}) (3.12)
such that the maximum in the left hand side of the equality (3.5) (with m = n) is attained at
ak + xk and the maximum in the right hand side of (3.5) (with m = n) is attained at aj + xj .
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Case 1. We have, for some k ∈ {1, . . ., p}, the equalities
ak + xk = max(a1 + x1, . . ., ap + xp, ap+1 + xp+1, . . ., aq + xq)
= max(a1 + x1, . . ., ap + xp, aq+1 + xq+1, . . ., an + xn, an+1),
if and only if
ak + xk = max(a1 + x1, . . ., an + xn, an+1),
that is, by (3.11), if and only if x ∈ Sk(z). Note that if p = 0, then this case does not occur.
Case 2. We have, for some k ∈ {p + 1, . . ., q} and some j ∈ {q + 1, . . ., n}, the equalities
ak + xk = max(a1 + x1, . . ., ap + xp, ap+1 + xp+1, . . ., aq + xq)
= max(a1 + x1, . . ., ap + xp, aq+1 + xq+1, . . ., an + xn, an+1) = aj + xj ,
if and only if
ak + xk = max(a1 + x1, . . ., an + xn, an+1) = aj + xj ,
that is, by (3.11), if and only if x ∈ Sk(z) ∩ Sj (z).
Case 3. We have, for some k ∈ {p + 1, . . ., q}, the equalities
ak + xk = max(a1 + x1, . . ., ap + xp, ap+1 + xp+1, . . ., aq + xq)
= max(a1 + x1, . . ., ap + xp, aq+1 + xq+1, . . ., an + xn, an+1) = an+1,
if and only if
ak + xk = max(a1 + x1, . . ., an + xn, an+1) = an+1,
that is, by (3.10) and (3.11), if and only if x ∈ Sk(z) ∩ S0(z).
The remaining pairs (k, j) of (3.12) do not influence the result (the description of H ). Indeed,
if k ∈ {1, . . ., p} and j ∈ {1, . . ., p} ∪ {q + 1, . . ., n} ∪ {n + 1}, then by case 1, these pairs (k, j)
give Sk(z) or a subset of it. If k ∈ {p + 1, . . ., q} and j ∈ {1, . . ., p}, then by case 1, these pairs
(k, j) give Sj (z) or a subset of it.
Since the above cases exhaust all situations where the maxima in the left hand side and right
hand side of the equality (3.5) (with m = n) are attained, using Proposition 2.1 we obtain that the
solution set of (3.5) is equal to
S1(z) ∪ · · · ∪ Sp(z) ∪ {∪k∈{p+1,...,q}(∪j∈{q+1,...,n}∪{0}(Sk(z) ∩ Sj (z)))}
= S1(z) ∪ · · · ∪ Sp(z) ∪ bd(Sp+1(z) ∪ · · · ∪ Sq(z)),
which proves the first assertion of the theorem. Hence by the obvious equality
∪k∈{p+1,...,q} (∪j∈{q+1,...,n}∪{0} (Sk(z) ∩ Sj (z)))
= ∪k∈{q+1,...,n}∪{0}(∪j∈{1,...,q}(Sk(z) ∩ Sj (z))),
it follows that the set H of all points in Rnmax satisfying Eq. (3.5) coincides also with
S1(z) ∪ · · · ∪ Sp(z) ∪ {∪k∈{q+1,...,n}∪{0}(∪j∈{1,...,q}(Sk(z) ∩ Sj (z)))}
= S1(z) ∪ · · · ∪ Sp(z) ∪ bd(Sq+1(z) ∪ · · · ∪ Sn(z) ∪ S0(z)). 
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Remark 3.3. Taking into account Remark 3.2, we have the following six types of strictly affine
hyperplanes of class Ia:
(a1) If 0 = p < q < n, then the term S1(z) ∪ · · · ∪ Sp(z) does not occur in (3.7) and (3.8),
so the solution set of the equation
a1x1 ⊕ · · · ⊕ aqxq = aq+1xq+1 ⊕ · · · ⊕ anxn ⊕ an+1 (3.13)
is
H = bd(S1(z) ∪ · · · ∪ Sq(z)) = bd(Sq+1(z) ∪ · · · ∪ Sn(z) ∪ S0(z)). (3.14)
(a2) If 0 = p < q = n, then the term S1(z) ∪ · · · ∪ Sp(z) does not occur in (3.7) and (3.8),
so the solution set of the equation
a1x1 ⊕ · · · ⊕ anxn = an+1 (3.15)
is
H = bd(S1(z) ∪ · · · ∪ Sn(z)) = bdS0(z). (3.16)
The situation where 0 = p = q  n, cannot occur, since then the left hand side of (3.5) makes
no sense.
(a3) If 1  p = q < n, then the term bd (Sp+1(z) ∪ · · · ∪ Sq(z)) is missing in (3.7), so the
solution set of the equation
a1x1 ⊕ · · · ⊕ apxp = a1x1 ⊕ · · · ⊕ anxn ⊕ an+1 (3.17)
is
H = S1(z) ∪ · · · ∪ Sp(z)
= S1(z) ∪ · · · ∪ Sp(z) ∪ bd(Sp+1(z) ∪ · · · ∪ Sn(z) ∪ S0(z)). (3.18)
(a4) If 1  p < q < n, then all terms occur in (3.5), (3.7) and (3.8).
(a5) If 1  p < q = n, then the term bd (Sq+1(z) ∪ · · · ∪ Sn(z)) is missing in (3.8), so the
solution set of the equation
a1x1 ⊕ · · · ⊕ anxn = a1x1 ⊕ · · · ⊕ apxp ⊕ an+1 (3.19)
is
H = S1(z) ∪ · · · ∪ Sp(z) ∪ bd(Sp+1(z) ∪ · · · ∪ Sn(z))
= S1(z) ∪ · · · ∪ Sp(z) ∪ bdS0(z). (3.20)
(a6) If 1 < p = q = n, then the term bd (Sp+1(z) ∪ · · · ∪ Sq(z)) is missing in (3.7), so the
solution set of the equation
a1x1 ⊕ · · · ⊕ anxn = a1x1 ⊕ · · · ⊕ anxn ⊕ an+1 (3.21)
is
H = S1(z) ∪ · · · ∪ Sn(z) = S1(z) ∪ · · · ∪ Sn(z) ∪ bdS0(z). (3.22)
Let us give now an application of the above division of the hyperplanes of class Ia into types.
Theorem 3.2. Let H be a hyperplane of class Ia. The following statements are equivalent:
1◦. p = 0.
2◦. H is either of type (a1) or of type (a2).
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3◦. H is minimal with respect to inclusion, in the set of all hyperplanes of class Ia.
4◦. int H = ∅.
Proof. The equivalence 1◦ ⇔ 2◦ is obvious from Remark 3.3.
2◦ ⇒ 3◦, Clearly, a hyperplane of type (a1) or (a2) does not contain properly any hyperplane
of one of the types (a3)–(a6).
3◦ ⇒ 2◦. We shall use that Sk(z) contains properly bd Sk(z) (i.e., Sk(z) bd Sk(z)), for each
k. Let us first make the following observation about a particular case of hyperplanes of type (a4):
If p + 1 = q, then (3.7) becomes S1(z) ∪ · · · ∪ Sp(z)∪ bd Sp+1(z), which is a hyperplane of
class Ia, namely, it is the solution set of the equation
a1x1 ⊕ · · · ⊕ apxp ⊕ ap+1xp+1 = a1x1 ⊕ · · · ⊕ apxp ⊕ ap+2xp+2 ⊕ · · · ⊕ anxn ⊕ an+1.
Now, if H is a hyperplane of type (a3), then by (3.18),
H = S1(z) ∪ · · · ∪ Sp(z) S1(z) ∪ · · · ∪ Sp−1(z) ∪ bdSp(z).
But, by the above observation (with p replaced by p − 1), the latter set is nothing else than the
hyperplane H ′ of class Ia that solves the equation
a1x1 ⊕ · · · ⊕ apxp = a1x1 ⊕ · · · ⊕ ap−1xp−1 ⊕ ap+1xp+1 ⊕ · · · ⊕ anxn ⊕ an+1,
and thus H is not minimal with respect to inclusion, in the set of all hyperplanes of class Ia.
If H is of type (a4), then by (3.7) and since bd (A ∪ B) ⊆ bd A∪ bd B for any sets A,B, we
have
H = S1(z) ∪ · · · ∪ Sp(z) ∪ bd(Sp+1(z) ∪ · · · ∪ Sq(z))
 S1(z) ∪ · · · ∪ Sp−1(z) ∪ bdSp(z) ∪ bd(Sp+1(z) ∪ · · · ∪ Sq(z))
⊇ S1(z) ∪ · · · ∪ Sp−1(z) ∪ bd(Sp(z) ∪ Sp+1(z) ∪ · · · ∪ Sq(z)).
But, by Remark 3.3, the last set is nothing else than the hyperplane H ′ of class Ia that solves the
equation
a1x1 ⊕ · · · ⊕ ap−1xp−1 ⊕ apxp ⊕ · · · ⊕ aqxq
= a1x1 ⊕ · · · ⊕ ap−1xp−1 ⊕ aq+1xq+1 ⊕ · · · ⊕ anxn ⊕ an+1,
and thus H is not minimal with respect to inclusion, in the set of all hyperplanes of class Ia.
If H is of type (a5), then by (3.20),
H = S1(z) ∪ · · · ∪ Sp(z) ∪ bd(Sp+1(z) ∪ · · · ∪ Sn(z))
 S1(z) ∪ · · · ∪ Sp−1(z) ∪ bdSp(z) ∪ bd(Sp+1(z) ∪ · · · ∪ Sn(z))
⊇ S1(z) ∪ · · · ∪ Sp−1(z) ∪ bd(Sp(z) ∪ Sp+1(z) ∪ · · · ∪ Sn(z)).
But, by Remark 3.3, the last set is nothing else than the hyperplane H ′ of class Ia that solves the
equation
a1x1 ⊕ · · · ⊕ ap−1xp−1 ⊕ apxp ⊕ · · · ⊕ anxn
= a1x1 ⊕ · · · ⊕ ap−1xp−1 ⊕ an+1,
and thus H is not minimal with respect to inclusion, in the set of all hyperplanes of class Ia.
In order to treat the case when H is of type (a6), let us first make the following observation
about a particular case of hyperplanes of type (a5): If p = q − 1 = n − 1, then (3.20) becomes
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S1(z) ∪ · · · ∪ Sn−1(z)∪ bd Sn(z), which is a hyperplane of class Ia, namely, it is the solution
set of the equation
a1x1 ⊕ · · · ⊕ anxn = a1x1 ⊕ · · · ⊕ an−1xn−1 ⊕ an+1. (3.23)
Now, if H is a hyperplane of type (a6), then, by (3.22),
H = S1(z) ∪ · · · ∪ Sn(z) S1(z) ∪ · · · ∪ Sn−1(z) ∪ bdSn(z),
and by the above observation, the last set is the hyperplane H ′ of class Ia that solves Eq. (3.23),
so H is not minimal with respect to inclusion, in the set of all hyperplanes of class Ia.
2◦ ⇒ 4◦. If {d1, . . ., dl} ⊆ {0, 1, . . ., n}, then
bd(Sd1(z) ∪ · · · ∪ Sdl (z)) ⊆ ∪k∈{d1,...,dl}bdSk(z). (3.24)
But, by (1.5),
bdS0(z) = {x ∈ Rnmax|0 = max(x1 − z1, . . ., xn − zn)}
⊆ ∪ni=1{x ∈ Rnmax|xi − zi = 0},
and hence, since the right hand side has empty interior (being a finite union of euclidean hy-
perplanes), we have int bd S0(z) = ∅. Similarly, using (1.6), we obtain int bd Sk(z) = ∅(k =
1, . . ., n). Consequently, by Remark 3.3 and (3.24), it follows that every H of type (a1) or (a2)
has int H = ∅.
4◦ ⇒ 1◦. If p  1, then, by (3.7), H ⊇ S1(z), where int S1(z) /= ∅, so int H /= ∅. 
Let us consider now strictly affine hyperplanes of class Ib.
Theorem 3.3. If 0  p  q  m = n and a1, . . ., an, an+1 are finite, then the set H of all points
in Rnmax satisfying Eq. (3.6) coincides with
S1(z) ∪ · · · ∪ Sp(z) ∪ S0(z) ∪ bd(Sp+1(z) ∪ · · · ∪ Sq(z)) (3.25)
and with
S1(z) ∪ · · · ∪ Sp(z) ∪ S0(z) ∪ bd(Sq+1(z) ∪ · · · ∪ Sn(z)), (3.26)
where z ∈ Rnmax is defined by (3.9).
Proof. The proof is similar to the above proof of Theorem 3.1. For example, cases 1 and 3 of that
proof are replaced now by the following:
Case 1′. Writing xn+1 = 0, we have, for some k ∈ {1, . . ., p} ∪ {n + 1}, the equalities
ak + xk = max(a1 + x1, . . ., ap + xp, ap+1 + xp+1, . . ., aq + xq, an+1)
= max(a1 + x1, . . ., ap + xp, aq+1 + xq+1, . . ., an + xn, an+1),
if and only if
ak + xk = max(x1 + a1, . . ., xn + an, an+1),
that is, by (3.11) and (3.10), if and only if x ∈ Sk(z)when k ∈ {1, . . ., p}, respectively x ∈ S0(z)
when k = n + 1. 
Remark 3.4. Taking into account Remark 3.2, we have the following four types of strictly affine
hyperplanes of class Ib:
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(b1) If 0 = p < q < n, then the term S1(z) ∪ · · · ∪ Sp(z) does not occur in (3.25) and (3.26),
so the solution set of the equation
a1x1 ⊕ · · · ⊕ aqxq ⊕ an+1 = aq+1xq+1 ⊕ · · · ⊕ anxn ⊕ an+1 (3.27)
is
H = S0(z) ∪ bd(S1(z) ∪ · · · ∪ Sq(z))
= S0(z) ∪ bd(Sq+1(z) ∪ · · · ∪ Sn(z)). (3.28)
(b2) If 0 = p < q = n, then the term S1(z) ∪ · · · ∪ Sp(z) does not occur in (3.25) and (3.26),
so the solution set of the equation
a1x1 ⊕ · · · ⊕ anxn ⊕ an+1 = an+1 (3.29)
is
H = S0(z) ∪ bd(S1(z) ∪ · · · ∪ Sn(z)) = S0(z). (3.30)
The situation where 0 = p = q  n gives (3.29), with the left hand side and right hand side
interchanged.
(b3) If 1  p = q < n, then the term bd (Sp+1(z) ∪ · · · ∪ Sq(z)) is missing in (3.25), so the
solution set of the equation
a1x1 ⊕ · · · ⊕ apxp ⊕ an+1 = a1x1 ⊕ · · · ⊕ anxn ⊕ an+1 (3.31)
is
H = S1(z) ∪ · · · ∪ Sp(z) ∪ S0(z)
= S1(z) ∪ · · · ∪ Sp(z) ∪ S0(z) ∪ bd(Sp+1(z) ∪ · · · ∪ Sn(z)). (3.32)
(b4) If 1  p < q < n, then all terms occur in (3.6), (3.25) and (3.26).
We have not mentioned the two types (b5) and (b6) corresponding to the types (a5) and (a6)
of hyperplanes of class Ia given in Remark 3.3, since they would not be new types. Indeed, they
would be the following:
(b5) If 1  p < q = n, the equation of the hyperplane is identical with that appearing in case
(b3) (with the left and right hand sides interchanged).
(b6) If 1  p = q = n, the equation of the hyperplane becomes
a1x1 ⊕ · · · ⊕ anxn ⊕ an+1 = a1x1 ⊕ · · · ⊕ anxn ⊕ an+1, (3.33)
that is, the hyperplane coincides with Rnmax.
Corollary 3.2. For every hyperplane of class Ib we have intH /= ∅.
Proof. By Remark 3.4, each hyperplane of class Ib contains S0(z). 
Finally, the following remark takes care of the cases of the hyperplanes H ⊆ Rnmax of class II:
Remark 3.5. If m < n, then, since the variables xm+1, . . ., xn do not appear in the equations (3.5)
and (3.6), the solution sets of these equations can be written as the direct product of Rn−mmax and a
hyperplane of class I in Rmmax.
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Let us pass now to hyperplanes of the general forms (3.2) and (3.3).
Definition 3.3. A strictly affine hyperplane H of the form (3.2) or (3.3) will be called
(a) nondegenerate, if all terms aixi, 1  i  n, occur in its equation.
(b) degenerate, otherwise.
Clearly, a strictly affine hyperplane of the form (3.5) or (3.6) is nondegenerate if and only if it
is of class I.
From the above we obtain the following result for nondegenerate strictly affine hyperplanes:
Theorem 3.4. Let {i1, . . ., in} = {1, . . ., n}.
(a) If 0  p  q  m = n and a1, . . ., an, an+1 are finite, then the set H of all points in Rnmax
satisfying Eq. (3.2) (with m = n) coincides with
Si1(z) ∪ · · · ∪ Sip (z) ∪ bd(Sip+1(z) ∪ · · · ∪ Siq (z)) (3.34)
and with
Si1(z) ∪ · · · ∪ Sip (z) ∪ bd(Siq+1(z) ∪ · · · ∪ Sin(z) ∪ S0(z)), (3.35)
where z ∈ Rnmax is defined by (3.9).
(b) If 0  p  q  m = n and a1, . . ., an, an+1 are finite, then the set H of all points in Rnmax
satisfying the equation (3.3) (with m = n) coincides with
Si1(z) ∪ · · · ∪ Sip (z) ∪ S0(z) ∪ bd(Sip+1(z) ∪ · · · ∪ Siq (z)) (3.36)
and with
Si1(z) ∪ · · · ∪ Sip (z) ∪ S0(z) ∪ bd(Siq+1(z) ∪ · · · ∪ Sin(z)), (3.37)
where z ∈ Rnmax is defined by (3.9).
Proof. Clearly, the results for the case of hyperplanes of the form (3.5) or (3.6) imply also those for
the general case (3.2), (3.3), replacing each k by ik(k = 1, . . ., n). Thus, applying this observation
to Theorems 3.1 and 3.3, it follows that under the assumptions of part (a) above, H of (3.7) and
(3.8) will become (3.34) and (3.35) (since if we replace each k by ik , then Sk(z) will be replaced
by Sik (z), with z of (3.9)), and H of (3.25) and (3.26) will become (3.36) and (3.37). 
Remark 3.6. (a) Since 0 /∈ {i1, . . ., in}, Theorem 3.4 shows that in case (a) we can write H in the
form (3.34), which does not contain S0(z) at all or in the form (3.35), which contains S0(z) only
in its “thin” part (i.e., in its “boundary” part), while in case (b) we can write H in the form (3.36) or
(3.37), both of which containS0(z) in their “thick” parts, that is,Si1(z) ∪ · · · ∪ Sip (z) ∪ S0(z),
but not in their “boundary” parts.
(b) Suggested by Theorem 3.4, one can consider relabelings of the coordinates, and define
“generalized types” of nondegenerate strictly affine hyperplanes. For example, if 0 = p < q < n,
then the term Si1(z) ∪ · · · ∪ Sip (z) does not occur in (3.34) and (3.35), so the solution set of
the equation
ai1xi1 ⊕ · · · ⊕ aiq xiq = aiq+1xiq+1 ⊕ ainxin ⊕ an+1 (3.38)
is
H = bd(Si1(z) ∪ · · · ∪ Siq (z)) = bd(Siq+1(z) ∪ · · · ∪ Sin(z) ∪ S0(z)), (3.39)
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and we shall say that H is of “generalized type (a1)”. The other generalized types are defined
similarly; however, note that in this way one does not obtain new “generalized types” (a2), (a6),
and (b2), since the relabelings of the coordinates in the equations of the respective usual types do
not change those equations.
Remark 3.7. If m < n, then, since the variables xim+1 , . . ., xin do not appear in Eqs. (3.2) and
(3.3), the solution sets of these equations can be written, up to a permutation of the coordinates,
as the direct product of Rn−mmax and a nondegenerate strictly affine hyperplane in Rmmax.
4. The boundary of a nondegenerate strictly affine hyperplane
In this section we shall give a description of the boundary of a nondegenerate strictly affine
hyperplane and we shall characterize the cases in which the boundary bd H of a nondegenerate
hyperplane H is a hyperplane; it will turn out that this property depends only on the type of H .
Remark 4.1. (a) From the above it follows that for a nondegenerate strictly affine hyperplane H ,
in some cases, bd H is a hyperplane as well, and the coefficients of the equation of bd H can be
obtained by deleting some of the coefficients of the equation of H . First, if H is of type (a1) or
(a2), then bd H = H (by Theorem 3.2). Furthermore, if H is of type (a3), of Eq. (3.17), then we
have (3.18), whence
bdH = bd(S1(z) ∪ · · · ∪ Sp(z)). (4.1)
But, by Remark 3.3, (4.1) is a hyperplane of type (a1), of equation
a1x1 ⊕ · · · ⊕ apxp = ap+1xp+1 ⊕ · · · ⊕ anxn ⊕ an+1,
which can be obtained by deleting from the right hand side of (3.17) all terms that were repeated
in both sides. Similarly, if H is of type (a6), of Eq. (3.21), then we have (3.22), whence
bdH = bd(S1(z) ∪ · · · ∪ Sn(z)). (4.2)
But, by Remark 3.3, (4.2) is a hyperplane of type (a2), of Eq. (3.15), which can be obtained by
deleting from the right hand side of (3.21) all terms that were repeated in both sides. Moreover, if
H is a hyperplane of type (b2), of Eq. (3.29), then we have (3.30), whence bd H = bdS0(z). But,
by Remark 3.3, bdS0(z) is nothing else than the hyperplane of type (a2), of Eq. (3.15), which can
be obtained by deleting from the left hand side of (3.29) the term an+1 that was repeated in both
sides of (3.29). Similarly, if H is a hyperplane of type (b3), of Eq. (3.31), then we have (3.32),
whence
bdH = bd(S1(z) ∪ · · · ∪ Sp(z) ∪ S0(z)), (4.3)
and hence by Theorem 6.1 below (with M1 = ∅,M2 = {0, 1, . . ., p}), bd H is a nondegenerate
strictly affine hyperplane, of equation
a1x1 ⊕ · · · ⊕ apxp ⊕ an+1 = ap+1 ⊕ · · · ⊕ anxn, (4.4)
which can be obtained by deleting from the right hand side of (3.31) the termsa1x1, . . ., apxp, an+1
that were repeated on both sides of (3.31). Choosing i1 = p + 1, . . ., iq = n, iq+1 = 1, . . ., in =
p, Eq. (4.4), with the left hand and right hand sides interchanged, becomes of the form (3.38), so
the hyperplane bd H is of generalized type (a1).
(b) For the remaining cases (a4), (a5), (b 1) and (b4) the situation is different (see Proposition
4.2 below).
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The following proposition is a generalization of Proposition 2.1:
Proposition 4.1. Let z ∈ Rnmax be finite. If {d1, . . ., dl, dl+1, . . ., dr}  {0, 1, . . ., n}, then
bd(Sd1(z) ∪ · · · ∪ Sdl (z) ∪ bd(Sdl+1(z) ∪ · · · ∪ Sdr (z)))
= [∪k∈{d1,...,dl}(∪j /∈{d1,...,dl}(Sk(z) ∩ Sj (z))]
∪ [∪k∈{dl+1,...,dr }(∪j /∈{dl+1,...,dr }(Sk(z) ∩ Sj (z))]. (4.5)
Proof. By bd (A ∪ B) ⊂ bd A∪ bd B for any sets A,B, Corollary 2.2 and Proposition 2.1 we
have
bd(Sd1(z) ∪ · · · ∪ Sdl (z) ∪ bd(Sdl+1(z) ∪ · · · ∪ Sdr (z)))
⊆ bd(Sd1(z) ∪ · · · ∪ Sdl (z)) ∪ bd bd(Sdl+1(z) ∪ · · · ∪ Sdr (z))
= bd(Sd1(z) ∪ · · · ∪ Sdl (z)) ∪ bd(Sdl+1(z) ∪ · · · ∪ Sdr (z))
= [∪k∈{d1,...,dl}(∪j /∈{d1,...,dl}(Sk(z) ∩ Sj (z))]
∪ [∪k∈{dl+1,...,dr }(∪j /∈{dl+1,...,dr }(Sk(z) ∩ Sj (z))],
which proves the inclusion ⊆ in (4.5). We show now the reverse inclusion. Denote
C = Sd1(z) ∪ · · · ∪ Sdl (z), (4.6)
D = bd(Sdl+1(z) ∪ · · · ∪ Sdr (z)). (4.7)
If one of the sets C or D is empty, the proof is similar but much simpler. We assume that both are
non-empty. We consider two cases:
Case 1. Let x ∈ Sk(z) ∩ Sj (z), where k ∈ {d1, . . ., dl}, j /∈ {d1, . . ., dl}. By Proposition 2.1
it follows that x ∈bd C, and hence for any ε > 0 the ball B(x, ε) contains points in C and C.
If in addition x ∈ D, then any B(x, ε) contains points in C ∪ D and in (C ∪ D) = C ∩ D,
so x ∈bd (C ∪ D). Otherwise x ∈ D =bd D (by Corollary 2.2), so any B(x, ε) contains points
from D. Then again any B(x, ε) contains points in C ∪ D and in (C ∪ D) = C ∩ D, so x ∈
bd (C ∪ D).
Case 2. Let x ∈ Sk(z) ∩ Sj (z), where k ∈ {dl+1, . . ., dr}, j /∈ {dl+1, . . ., dr}. By Proposition
2.1 and Corollary 2.2 it follows that x ∈ D =bd D, and hence for any ε > 0 the ball B(x, ε) con-
tains points inD and D. If x ∈ C, we finish as in Case 1. Otherwise x ∈ C. From the definition of
C it follows that there is j ∈ {d1, . . ., dl} such that x ∈ Sj . This means that x ∈ Sk(z) ∩ Sj (z),
j ∈ {d1, . . ., dl}, k /∈ {d1, . . ., dl}, so x ∈bd C (by Proposition 2.1). Then any B(x, ε) contains
points from C. Then again any B(x, ε) contains points in C ∪ D and in (C ∪ D) = C ∩ D,
so x ∈ bd(C ∪ D). 
Corollary 4.1. Let z ∈ Rnmax be finite. If {d1, . . ., dl, dl+1, . . ., dr}  {0, 1, . . ., n}, then
bd(Sd1(z) ∪ · · · ∪ Sdl (z) ∪ bd(Sdl+1(z) ∪ · · · ∪ Sdr (z)))
= bd(Sd1(z) ∪ · · · ∪ Sdl (z)) ∪ bd(Sdl+1(z) ∪ · · · ∪ Sdr (z)). (4.8)
Consequently, the boundary of any nondegenerate strictly affine hyperplane can be written as
the union of at most two hyperplanes that are boundaries of hyperplanes.
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Proof. The first statement follows by combining Propositions 4.1 and 2.1. The second statement
follows from the fact that (4.8) gives the boundary of a general nondegenerate strictly affine
hyperplane, and Remark 3.6(b). Indeed, Remark 3.6(b) implies that bd (Sd1(z) ∪ · · · ∪ Sdl (z))
and bd (Sdl+1(z) ∪ · · · ∪ Sdr (z)) are hyperplanes of generalized type (a1) or (a2), and hence
coincide with their boundaries (by Corollary 2.2). 
Remark 4.2. In general, the boundary of a nondegenerate strictly affine hyperplane H need not
be a hyperplane, as shown by the following example: In R2max the set H = S1(z)∪ bd S2(z) is
a strictly affine nondegenerate hyperplane of type (a5), of equation
a1x1 ⊕ a2x2 = a1x1 ⊕ a3 (4.9)
(see Table 8.2), but its boundary is the set bd H = bdS1(z) ∪ bdS2(z) (by Corollary 4.1, with
l = 1, r = 2, d1 = 1, d2 = 2), which is not a hyperplane in R2max; indeed, this is shown by Table
8.2, and also geometrically by Fig. 8.1. If one tries to apply the method of Remark 4.1, by
deleting the term a1x1 from the left or right hand side of (4.9), then there remain the equation
a2x2 = a1x1 ⊕ a3, respectively a1x1 ⊕ a2x2 = a3, which are nondegenerate strictly affine hyper-
planes in R2max, so they do not yield bd H . Similarly, in R2max the set H = S0(z) ∪ bdS1(z) is
a nondegenerate strictly affine hyperplane of type (b1), of equation
a1x1 ⊕ a3 = a2x2 ⊕ a3 (4.10)
(see Table 8.2), but its boundary is the set bd H = bdS0(z) ∪ bdS1(z) (by Corollary 4.1, with
l = 1, r = 2, d1 = 0, d2 = 1), which is not a hyperplane in R2max; indeed, this is shown by Table
8.2, and also geometrically by Fig. 8.1. One cannot apply the method of Remark 4.1, since the
deletion of a1x1 from the left hand side of (4.10) or of a2x2 from the right hand side of (4.10)
would yield an equation that is not of class I.
Proposition 4.2. The boundary of a hyperplane H of type (a4), (a5), (b1), or (b4) is not a hyper-
plane.
Proof. By formulas (3.7), (3.20), (3.28), and (3.25), of the definition of the types, in each one of
these cases the hyperplane H has the form
H = Sd1(z) ∪ · · · ∪ Sdl (z) ∪ bd(Sdl+1(z) ∪ · · · ∪ Sdr (z)), (4.11)
where
{d1, . . ., dl, dl+1, . . ., dr}  {0, 1, . . ., n}, {d1, . . ., dl} /= ∅, {dl+1, . . ., dr} /= ∅, (4.12)
and hence by Proposition 4.1,
bdH = [∪k∈{d1,...,dl}(∪j /∈{d1,...,dl}(Sk(z) ∩ Sj (z))]
∪ [∪k∈{dl+1,...,dr }(∪j /∈{dl+1,...,dr }(Sk(z) ∩ Sj (z))], (4.13)
with d1. . ., dl, dl+1, . . ., dr satisfying (4.12). On the other hand, assume now, a contrario, that the
set H ′ := bd H is a hyperplane. Then int H ′ = ∅, and hence by Corollary 3.2, H ′ cannot be of
class Ib), so it must be of class Ia). Hence, since int H ′ = ∅, by Theorem 3.2 H ′ is of type (a1)
or (a2), that is,
H ′ = bd(Sq1(z) ∪ · · · ∪ Sqp(z)) (4.14)
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for some {q1, . . ., qp}  {0, 1, . . ., n}. Hence by Proposition 2.1,
bdH = H ′ = ∪s∈{q1,...,qp}(∪t /∈{q1,...,qp}(Ss(z) ∩ St (z)). (4.15)
From (4.13) and (4.15) we obtain the equality
[∪k∈{d1,...,dl}(∪j /∈{d1,...,dl}(Sk(z) ∩ Sj (z))]
∪ [∪k∈{dl+1,...,dr }(∪j /∈{dl+1,...,dr }(Sk(z) ∩ Sj (z))]
= ∪s∈{q1,...,qp}(∪t /∈{q1,...,qp}(Ss(z) ∩ St (z)). (4.16)
Let us observe now that for any i ∈ {0, 1, . . ., n} the same intersections containing Si(z) must
appear on the left hand side of (4.16) and the right hand side of (4.16); indeed, if Si(z) ∩ St (z),
where i /= t , appears on the left hand side, but not on the right hand side of (4.16), then by Lemma
2.1 there exists an element x ∈ Si(z) ∩ St (z) belonging to the left hand side, but not to the right
hand side of (4.16). Now, the intersection Sd1(z) ∩ Sdl+1(z) occurs on the left hand side of (4.16)
(indeed, take j = d1 /∈ {dl+1,. . ., dr}, k = dl+1 ∈ {dl+1,. . ., dr} in the second part of the left hand
side). We shall show that Sd1(z) ∩ Sdl+1(z) does not occur on the right hand side of (4.16), which
will complete the proof of Proposition 4.2. Let i0 /∈ {d1, . . ., dl, dl+1, . . ., dr}, 0  i0  n (such
an i0 exists, by (4.12)). If i0 ∈ {q1, . . ., qp}, then by the above observation (with i = i0) we have
{(i0, t)|t ∈ {d1, . . ., dl, dl+1, . . ., dr}} = {(i0, t)|t /∈ {q1, . . ., qp}},
whence
{d1, . . ., dl, dl+1, . . ., dr} = {0, 1, . . ., n}\{q1, . . ., qp}; (4.17)
on the other hand, if i0 /∈ {q1, . . ., qp}, then by the above observation (with i = i0) we have
{(i0, t)|t ∈ {d1, . . ., dl, dl+1, . . ., dr}} = {(i0, t)|t ∈ {q1, . . ., qp}},
whence
{d1, . . ., dl, dl+1, . . ., dr} = {q1, . . ., qp}. (4.18)
Now, if (4.17) holds, then d1, dl+1 /∈ {q1, . . ., qp}, while if (4.18) holds, then d1, dl+1 ∈
{q1, . . ., qp}, and in both of these cases clearly Sd1(z) ∩ Sdl+1(z) cannot occur in the right
hand side of (4.16). 
5. Relations between nondegenerate strictly affine hyperplanes, their centers, and their
coefficients
Definition 5.1. For any nondegenerate strictly affine hyperplane H in Rnmax given by (3.2) or
(3.3), we shall call the element z ∈ Rnmax defined by (3.9), which is uniquely determined by the
(n + 1) -tuple (a1, . . ., an, an+1), that is, by the coefficients and the free term of the equation of
H , the center of the hyperplane H .
Proposition 5.1. For each z ∈ Rn there exist a finite number of nondegenerate strictly affine
hyperplanes with center z.
Proof. For each z ∈ Rn there appear only a finite number of complements of semispaces and
boundaries of unions of complements of semispaces in (3.34) and (3.36) of Theorem 3.4. 
Theorem 5.1. For any two nondegenerate strictly affine hyperplanes, say, H defined by equation
(3.2) (with m = n), and H ′ defined by equation
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a′i1xi1 ⊕ · · · ⊕ a′ipxip ⊕ a′ip+1xip+1 ⊕ · · · ⊕ a′iq xiq
= a′i1xi1 ⊕ · · · ⊕ a′ipxip ⊕ a′iq+1xiq+1 ⊕ · · · ⊕ a′inxin ⊕ a′n+1, (5.1)
with the same i1, . . ., in, p, q, and with centers z and z′ respectively, the following statements are
equivalent:
1◦. H = H ′.
2◦. z = z′.
3◦. There exists a finite constant c ∈ R such that
a′i = ai + c (i = 1, . . ., n + 1), (5.2)
where + denotes the usual addition.
A similar statement holds also for equations of the form (3.3).
Proof. It will be sufficient to consider only Eqs. (3.2) and (5.1), since for the other case the
argument is similar. We shall first prove “the easy part”, namely, that
3◦ ⇔ 2◦ ⇒ 1◦.
The implication 2◦ ⇒ 1◦ is obvious by Theorem 3.4.
3◦ ⇒ 2◦. If 3◦ holds, then by Definition 5.1 we have
z′ = (a′n+1 − a′1, . . ., a′n+1 − a′n) = ((an+1 + c) − (a1 + c), . . ., (an+1 + c) − (an + c))
= (an+1 − a1, . . ., an+1 − an) = z.
2◦ ⇒ 3◦. If 2◦ holds, then by Definition 5.1 we have
(a′n+1 − a′1, . . ., a′n+1 − a′n) = z′ = z = (an+1 − a1, . . ., an+1 − an),
whence a′n+1 − an+1 = a′1 − a1 = · · · = a′n − an := c.
Remark 5.1. (a) If (3.2) is the equation of a hyperplane H , then (5.1), with the coefficients (5.2)
(which are translations of the coefficients of (3.2) with a constant c) is also an equation of the
same hyperplane H . Indeed, for any x ∈ H of (3.2) and c ∈ R we have
max(ai1 + c + xi1 , . . ., aip + c + xip , aip+1 + c + xip+1 , . . ., aiq + c + xiq )
= c + max(ai1 + xi1 , . . ., aip + xip , aip+1 + xip+1 , . . ., aiq + xiq )
= c + max(ai1 + xi1 , . . ., aip + xip , aiq+1 + xiq+1 , . . ., ain + xin, an+1)
= max(ai1 + c + xi1 , . . ., aip + c + xip , aiq+1 + c + xiq+1 , . . ., ain + c
+ xin, an+1 + c). (5.3)
Note that this also follows from the implication 3◦ ⇒ 1◦ of Theorem 5.1. A similar remark is
also valid for Eq. (3.3) of a hyperplane H .
(b) From the implications 1◦ ⇒ 3◦ and 2◦ ⇒ 3◦ of Theorem 5.1 it follows that ifH = H ′ or z =
z′, and if there exists an index k ∈ {1, . . ., n + 1} such that ak = a′k , then ai = a′i (i = 1, . . ., n +
1); indeed, ak = a′k and (5.2) imply c = 0, whence again by (5.2), ai = a′i (i = 1, . . ., n + 1).
In other words, if there exists an index i ∈ {1, . . ., n + 1} such that ai /= a′i , then ak /= a′k(k =
1, . . ., n + 1).
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Finally, we shall prove the implication 1◦ ⇒ 2◦ of Theorem 5.1 in several steps.
Proposition 5.2. For any two nondegenerate strictly affine hyperplanes, say, H defined by Eq.
(3.2) and H ′ defined by Eq. (5.1), and with centers z, z′, respectively, H ′ is the translate of H
by z′ − z, that is, we have
H ′ = H + (z′ − z), (5.4)
and hence bdH ′ is the translate of bd H by z′ − z, that is, we have
bdH ′ = bdH + (z′ − z). (5.5)
Proof. By Definition 5.1, we have
z′ − z = (a′n+1 − a′1 − (an+1 − a1), . . ., a′n+1 − a′n − (an+1 − an))
= (a1 − a′1 + a′n+1 − an+1, . . ., an − a′n + a′n+1 − an+1). (5.6)
Let x ∈ H of (3.2). We shall show that x′ := x + (z′ − z) satisfies equation (5.1), which will
prove that
H + (z′ − z) ⊆ H ′. (5.7)
Indeed, by (5.6) and (5.3) with c = a′n+1 − an+1, we have
max(a′i1 + x′i1 , . . ., a′ip + x′ip , a′ip+1 + x′ip+1 , . . ., a′iq + x′iq )
= max(a′i1 + xi1 + ai1 − a′i1 + a′n+1 − an+1, . . .,
a′ip + xip + aip − a′ip + a′n+1 − an+1,
a′ip+1 + xip+1 + aip+1 − a′ip+1 + a′n+1 − an+1, . . .,
a′iq + xiq + aiq − a′iq + a′n+1 − an+1)
= max(ai1 + xi1 + (a′n+1 − an+1), . . ., aip + xip + (a′n+1 − an+1),
aip+1 + xip+1 + (a′n+1 − an+1), . . ., aiq + xiq + (a′n+1 − an+1))
= max(ai1 + xi1 + (a′n+1 − an+1), . . ., aip + xip + (a′n+1 − an+1),
aiq+1 + xiq+1 + (a′n+1 − an+1), . . ., ain + xin + (a′n+1 − an+1), an+1 + (a′n+1 − an+1))
= max(a′i1 + x′i1 , . . ., a′ip + x′ip , a′iq+1 + x′iq+1 , . . ., a′in + x′in , a′n+1).
Furthermore, the reverse inclusion H ′ ⊆ H + (z′ − z) is equivalent to H ′ + (z − z′) ⊆ H , whose
proof is similar to that of the inclusion (5.7). This proves (5.4).
Finally, let x ∈ bd H . Then there are sequences {xm} ⊆ H, {x′m} ⊆ H , such that xm → x and
x′m → x. Since the mapping h : Rn → Rn defined by
h(x) := x + (z′ − z) (x ∈ Rn) (5.8)
is a homeomorphism of Rn onto itself, and since h(H) = H ′ (by (5.4)), we have h(H) = H ′.
Thus, h(xm) ∈ H ′, h(x′m) ∈ H ′, and h(xm) → h(x), h(x′m) → h(x), whence h(x) ∈ bdH ′.
This proves the inclusion bdH + (z′ − z) ⊆ bdH ′. The proof of the reverse inclusion is
similar. 
Remark 5.2. (a) For z = z′, Proposition 5.2 yields again the implication 2◦ ⇒ 1◦ of Theorem
5.1. In the reverse direction, we obtain that if H is a nondegenerate hyperplane determined by
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two different equations, (3.2) and (5.1), with the same i1, . . ., in, p, q, and with centers z, z′,
respectively, then H is equal to its translation by z′ − z, that is, we have
H = H + (z′ − z), (5.9)
and hence bd H is equal to its translation by z′ − z, that is, we have
bdH = bdH + (z′ − z). (5.10)
We shall prove that (5.10) implies z′ = z, which will complete the proof of the implication 1◦ ⇒ 2◦
of Theorem 5.1.
(b) For any nondegenerate strictly affine hyperplane H , with center z, we have z ∈ bdH .
Indeed, this follows from Theorem 3.4 and Proposition 4.1, since for any z ∈ Rn we have, by
definition, z ∈ Sk(z)(k = 0, 1, . . ., n).
Now we are ready to complete the proof of Theorem 5.1, by proving the following result:
Proposition 5.3. For any two nondegenerate strictly affine hyperplanes, say, H defined by Eq.
(3.2) and H ′ defined by Eq. (5.1), and with centers z, z′, respectively, we have H = H ′ (if and)
only if z = z′.
Proof. We shall show that if H = H ′ and z /= z′, then there exists an element y ∈ bd H such
that y′ := y + (z′ − z) /∈ bd H , which will complete the proof (by Remark 5.2). Throughout the
proof we assume that the expression of the hyperplane H is (3.34). The other cases are similar.
By Remark 5.2(b) and H ′ = H , we have z′ ∈ bd H . By Proposition 4.1 with l = p, r = q, we
may assume that
z′ ∈ ∪k∈{i1,...,ip}(∪j /∈{i1,...,ip}(Sk(z) ∩ Sj (z)); (5.11)
the case where z′ ∈ ∪k∈{ip+1,...,iq }(∪j /∈{ip+1,...,iq }(Sk(z) ∩ Sj (z)), is similar. We claim that there
are k0 ∈ {i1, . . ., ip}, and j0 /∈ {i1, . . ., ip}, or k0 /∈ {i1, . . ., ip}, and j0 ∈ {i1, . . ., ip}, such that
z′ ∈ Sk0(z) and z′ /∈ Sj0(z). (5.12)
Indeed, since ∪nl=0Sl(z) = (∩nl=0Sl(z)) = Rnmax\{z}  z′ (by z′ /= z), there is an index l0 ∈{0, 1, . . ., n} such that z′ ∈ Sl0(z). We assume that l0 ∈ {i1, . . ., ip}, and observe that the case
l0 /∈ {i1, . . ., ip} can be dealt with similarly. Now, if there is j0 /∈ {i1, . . ., ip} such that z′ /∈ Sj0(z),
we are done by choosing k0 = l0 and j0 as above. Otherwise, z′ ∈ Sj (z) for all j /∈ {i1, . . ., ip}.
But then there is an index m0 ∈ {i1, . . ., ip} such that z′ /∈ Sm0(z), because otherwise z′ ∈∩nj=0Sj (z) = {z}, so z′ has to be equal to z. So we are again done by choosing k0 /∈ {i1, . . ., ip},
and j0 = m0. This proves the claim.
Now we shall show that for the pair of indices k0, j0 of (5.12) there is a point y ∈ Sk0(z) ∩
Sj0(z), so y ∈ bd H (by Proposition 4.1), such that y′ := y + (z′ − z) ∈ int (Sk0(z)), so y′ /∈
Sk(z) for all k /= k0 (by (1.5) and (1.6)), whence y′ /∈ bd H (by Proposition 4.1), which will
complete the proof. Choose y = (y1, . . ., yn) ∈ Rnmax as follows: choose first a pair yj0 , yk0 that
satisfies
yj0 = zj0 + yk0 − zk0 . (5.13)
Next, add the same positive constant to both yj0 and yk0 so that they also satisfy
yk0 > zk0 + |zk0 − z′k0 |, (5.14)
yj0 > zj0 + |zj0 − z′j0 |, (5.15)
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and then choose the other yi’s so that the inequalities
yi < yk0 − (zk0 − zi) − max
j
|zj − z′j | + (z′k0 − zk0) for all i /∈ {k0, j0} (5.16)
are satisfied. From (5.16) and the obvious inequality
max
j
|zj − z′j | − (z′k0 − zk0)  0, (5.17)
we obtain
yk0 > yi + (zk0 − zi) + max
j
|zj − z′j | − (z′k0 − zk0)
 yi + (zk0 − zi) for all i /∈ {k0, j0}. (5.18)
Concerning i = k0, from (5.14) it follows that
yk0 > zk0 , (5.19)
and, concerning i = j0, by (5.13) we have
yk0 = zk0 + yj0 − zj0 . (5.20)
Consequently, from (5.18), (5.19) and (5.20) we obtain that the following inequalities are satisfied:
yk0 max(zk0 + y1 − z1, . . ., zk0 + yk0−1 − zk0−1, zk0 ,
zk0 + yk0+1 − zk0+1, . . ., zk0 + yn − zn). (5.21)
In a similar fashion with (5.21) one has:
yj0 max(zj0 + y1 − z1, . . ., zj0 + yj0−1 − zj0−1, zj0 ,
zj0 + yj0+1 − zj0+1, . . ., zj0 + yn − zn). (5.22)
Hence from (5.21), (5.22), (1.5) and (1.6), we obtain y ∈ Sk0(z) ∩ Sj0(z).
Finally, to prove that y′ := y + (z′ − z) belongs to the interior of Sk0(z) we need to show that
all inequalities in (5.21) become strict if we replace y by y′.
By (5.12), (1.5) and (1.6) we have
z′k0 max(zk0 + z′1 − z1, . . ., zk0 + z′k0−1 − zk0−1, zk0 ,
zk0 + z′k0+1 − zk0+1, . . ., zk0 + z′n − zn) (5.23)
and
z′j0 < max(zj0 + z′1 − z1, . . ., zj0 + z′j0−1 − zj0−1, zj0 ,
zj0 + z′j0+1 − zj0+1, . . ., zj0 + z′n − zn). (5.24)
From (5.14) it follows that
y′k0 = yk0 + (z′k0 − zk0) > zk0 + |zk0 − z′k0 | + (z′k0 − zk0)  zk0 ,
and from (5.16) and (5.17) it follows that
y′i = yi + (z′i − zi)
< yk0 − (zk0 − zi) − max
i
|zi − z′i | + (z′k0 − zk0) + (z′i − zi)
 yk0 − (zk0 − zi) + (z′k0 − zk0) = y′k0 − (zk0 − zi), for i /∈ {k0, j0},
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whence
y′k0 > zk0 + y′i − zi for all i /∈ {k0, j0}.
Thus, we have proved that all inequalities in (5.21) become strict if we replace y by y′, except the
one in position j0. We study now position j0. From (5.23) it follows that
z′k0 − zk0  max(z′1 − z1, . . ., z′k0−1 − zk0−1, 0,
z′k0+1 − zk0+1, . . ., z′n − zn). (5.25)
From (5.24) it follows that at least one of the following inequalities is true:
z′j0 − zj0 < 0, (5.26)
z′j0 − zj0 < z′i − zi for some i /= j0. (5.27)
Now either one of (5.26) or (5.27), together with (5.25), imply the strict inequality
z′k0 − zk0 > z′j0 − zj0 . (5.28)
On the other hand, by (5.21) we have
yk0  zk0 + yj0 − zj0 . (5.29)
Adding (5.29) and (5.28) side by side gives the strict inequality
y′k0 := yk0 + z′k0 − zk0 > zk0 + yj0 − zj0 + z′j0 − zj0
> zk0 + yj0 + z′j0 − zj0 − zj0 = zk0 + y′j0 − zj0 ,
so the inequality in position j0 in (5.21) becomes strict if we replace y by y′. 
6. Converse results
By Theorem 3.4 above, every nondegenerate strictly affine hyperplane with the equation (3.2)
can be written in the form (3.34) (or, equivalently, (3.35)), and every nondegenerate strictly affine
hyperplane with Eq. (3.3) can be written in the form (3.36) (or, equivalently, (3.37)), with a finite
z ∈ Rn. Now we shall consider the converse direction.
Definition 6.1. Any set of the form
C(M1,M2) := ∪i∈M1Si(z) ∪ bd(∪j∈M2Sj (z)), (6.1)
where M1 and M2 are two proper subsets of {0, 1, . . .n}, at least one of them nonempty, and
z ∈ Rn, will be called an amalgam. If M1 ∩ M2 = ∅, then C(M1,M2) will be called a pure
amalgam, otherwise it will be called a mixed amalgam.
By the above observation, every nondegenerate strictly affine hyperplane H is a pure amalgam,
namely, in the case of (3.2), (3.34), we have H = C(M1,M2) of (6.1) with M1 = {i1, . . ., ip},
M2 = {ip+1, . . ., iq}, while in the case of (3.3), (3.36), we have H = C(M1,M2) of (6.1) with
M1 = {0, i1, . . ., ip} and M2 = {ip+1, . . ., iq}. In this section we shall show that, conversely, even
every amalgam, whether pure or mixed, is a nondegenerate strictly affine hyperplane. We shall
first consider the case of pure amalgams, and then we shall show that the general case can be
reduced to this one.
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Theorem 6.1. Let C(M1,M2) be a pure amalgam (6.1). Then C(M1,M2) is a nondegenerate
strictly affine hyperplane, having the equation
⊕i∈M1 aixi ⊕ (⊕j∈M2ajxj ) = ⊕i∈M1aixi ⊕ (⊕l∈M3alxl), (6.2)
with the convention
a0x0 = an+1, (6.3)
where an+1 is arbitrary and
M3 := {0, 1, . . ., n}\(M1 ∪ M2), (6.4)
al := an+1 − zl (l = 1, . . ., n). (6.5)
Moreover, in addition, we have
C(M1,M2) = C(M1,M3). (6.6)
Proof. Case 1: If 0 /∈ M1 ∪ M2, or, equivalently, if 0 ∈ M3, let
M1 = {i1, . . ., ip}, M2 = {ip+1, . . ., iq}, M3 = {0, iq+1, . . ., in}.
Then the amalgam (6.1) becomes (3.34), with z of (3.9), and Equation (6.2) becomes (3.2), and
hence by Theorem 3.4 (a), we have C(M1,M2) = H and (6.6).
Case 2a: If 0 ∈ M2, let
M1 = {i1, . . ., ip}, M2 = {0, iq+1, . . ., in}, M3 = {ip+1, . . ., iq}.
Then the amalgam (6.1) becomes (3.35), with z of (3.9), and Eq. (6.2) becomes (3.2), with
the left hand side and right hand side interchanged, and hence by Theorem 3.4(a), we have
C(M1,M2) = H and (6.6).
Case 2b: If 0 ∈ M1, let
M1 = {0, i1, . . ., ip}, M2 = {ip+1, . . ., iq}, M3 = {iq+1, . . ., in}.
Then the amalgam (6.1) becomes (3.36), with z of (3.9), and Eq. (6.2) becomes (3.3), and hence
by Theorem 3.4(b), we have C(M1,M2) = H and (6.6). 
By Theorem 6.1, every pure amalgam is a nondegenerate strictly affine hyperplane. Next, we
shall show that the case of mixed amalgams can be reduced to that of pure amalgams, and hence
every amalgam is a nondegenerate strictly affine hyperplane. To this end, we shall first prove the
following lemma:
Lemma 6.1. Let A,B be two sets in Rn endowed with the usual topology, such that
A ∩ intB = ∅. (6.7)
Then
bdA\bdB ⊆ bd(A ∪ B). (6.8)
Proof. Let x ∈ bd A\bd B. Since x ∈ bd A, for any ε > 0 we have B(x, ε) ∩ A /= ∅ and B(x, ε) ∩
A /= ∅, whereB(x, ε) denotes the ball with center x and radius ε. In particular, there is a sequence
ym ∈ A, ym → x. Since x /∈ bd B, there is a ball B(x, ε0) such that either B(x, ε0) ∩ B = ∅, or
B(x, ε0) ∩ B = ∅.
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Case 1: If B(x, ε0) ∩ B = ∅, then ym ∈ A ∩ B(x, ε0) ⊆ A ∩ B for m large enough, and
any ball B(x, ε) contains points in A ∩ B = (A ∪ B). On the other hand we know that any
ball B(x, ε) contains points in A ⊆ A ∪ B. Thus x ∈ bd (A ∪ B).
Case 2: If B(x, ε0) ∩ B = ∅, then B(x, ε0) ⊆ B, and hence x is an interior point of B. Now
using (6.7), there is B(x, ε) that does not contain any point in A, which contradicts the assumption
x ∈ bd A. Thus this case is impossible. 
Theorem 6.2. Every mixed amalgam (6.1) (i.e., with M1 ∩ M2 /= ∅) is a pure amalgam, namely,
we have
C(M1,M2) = C(M1,M2\(M1 ∩ M2)). (6.9)
Proof. It will be sufficient to show that if i0 ∈ M1 ∩ M2, then
C(M1,M2) = C(M1,M2\{i0}), (6.10)
since then (6.9) follows by induction.
Using that i0 ∈ M1 ∩ M2, bd (A ∪ B) ⊆ bd A∪ bd B for any sets A,B, and bd Si0(z) ⊂
Si0(z) (by (1.5) and (1.6)), we obtain
C(M1,M2) = C(M1, (M2\{i0}) ∪ {i0}))
⊆ C(M1,M2\{i0}) ∪ bdSi0(z) = C(M1,M2\{i0}). (6.11)
We prove now the reverse inclusion. Since for any sets D,E,F we have the obvious impli-
cation
D ⊆ E ⇒ E ∪ F = E ∪ (F\D), (6.12)
and since
bdSi0(z) ⊆ Si0(z) ⊆ ∪i∈M1Si(z),
taking D = bdSi0(z), E = ∪i∈M1Si(z) and F =bd (∪i∈M2\{i0}Si(z)) in (6.12), we obtain the
equality
C(M1,M2\{i0})
= ∪i∈M1Si(z) ∪ (bd(∪j∈M2\{i0}Sj (z))\bdSi0(z)). (6.13)
Observe now that by formulas (1.5) and (1.6), for any j /= i0 we have Sj (z)∩ int Si0(z) = ∅,
whence
∪j∈M2\{i0} Sj (z) ∩ intSi0(z) = ∅. (6.14)
Hence from (6.14) and Lemma 6.1 (with A := ∪j∈M2\{i0}Sj (z) and B := Si0(z)), we obtain
∪i∈M1 Si(z) ∪ (bd(∪j∈M2\{i0}Sj (z))\bdSi0(z)) ⊆ C(M1,M2). (6.15)
Consequently, by (6.13) and (6.15), we have the reverse inclusion to (6.11), and hence the equality
(6.10). 
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7. Counting the strictly affine hyperplanes
Here we compute the total number of strictly affine hyperplanes for a given dimension n if
the coefficients a1, a2, . . ., an, an+1 are given as well. We start by finding the total number of
nondegenerate strictly affine hyperplanes.




different nondegenerate strictly affine hyperplanes.
Proof. Recall that the nondegenerate strictly affine hyperplanes are exactly those with equation
containing all terms aixi, 1  i  n, and the term an+1. To each term we associate the symbol
+,−, or =, depending on the fact whether the term appears only on the left hand side of the
equation, or only on the right hand side, or on both sides. So the problem reduces to counting the
number of ordered sequences of length n + 1 made out of the symbols +,−, or =. Obviously
there are 3n+1 sequences of this type. We need to take out the cases consisting only of a repeated
single symbol, since if all symbols are + or − then we have terms on only one side of the equation,
and if all symbols are = then the set of points satisfying the equation is the whole Rnmax, rather
than a proper hyperplane. We also need to divide the total number by 2 because in each case we
can interchange the left and right side of the equation without changing the hyperplane. The fact
that the remaining hyperplanes are all different follows from our description of a nondegenerate
strictly affine hyperplane in terms of the complements of semispaces. 




different strictly affine hyperplanes in Rnmax.
Proof. The number of strictly affine hyperplanes for which the equation contains all terms
aixi, 1  i  n, and the term an+1 is given by (7.1).
We claim that the number of strictly affine hyperplanes for which the equation contains only





Indeed, we can choose k terms aixi in C(n, k) ways and, according to (7.1), for each such choice
the number of strictly affine hyperplanes which contain these terms aixi and the term an+1, is






















(4n − 2n). 
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8. Strictly affine hyperplanes in the cases n = 1 and n = 2
In this section we present a complete list of strictly affine hyperplanes in Rnmax for small values
of n.
If n = 1 there are three strictly affine hyperplanes, and all are nondegenerate: the first two are
of class Ia and the third one is of class Ib. The equations and the corresponding sets described in
terms of complements of semispaces are shown in Table 8.1, with z = a2 − a1.
If n = 2 there are 18 strictly affine hyperplanes. Twelve are nondegenerate strictly affine
hyperplanes and their equations and the corresponding sets described in terms of complements
of semispaces are shown in Table 8.2, where z := (a3 − a1, a3 − a2). As was observed in the
above, they were called “generic lines” in [4]. The hyperplanes nrs. 3, 5, 7 and 12 are obtained as
permutations of nrs. 2, 4, 6 and 11, respectively (replacing a1x1 by a2x2).
For n = 2, the equations of the degenerate strictly affine hyperplanes and the corresponding
sets described in terms of complements of semispaces are shown in Table 8.3, where the notation
S′k(zm) means the Sk semispace in Rmax at the point zm := a3 − am(k = 0, 1;m = 1, 2). For
example, S′0(z1) := the S0 semispace in Rmax at the point z1 := a3 − a1, that is, S′0(z1) = {x1 ∈
Rmax|x1 < z1}, so S′0(z1) = {x1 ∈ Rmax|x1  z1}, bd S10(z1) = {z1}, hence (bd S′0(z1)) ×
Rmax = {(z1, x2) ∈ R2max|x2 ∈ Rmax}; similarly, Rmax × bdS′0(z2) = {(x1, z2) ∈ R2max|x1 ∈
Rmax}. Also, S′0(z1) × Rmax = {(x1, x2) ∈ R2max|x1  z1}, etc.
The hyperplanes nrs. 1 and 5 of Table 8.3 are of class IIa and nr. 3 is of class IIb. The hyperplanes
nrs. 2, 4 and 6 are obtained as permutations of nrs. 1, 3 and 5, respectively (replacing a1x1 by
a2x2).
The pictures of all nondegenerate strictly affine hyperplanes that are centered at a finite point




1 a1x1 = a2 bd S1(z)
2 a1x1 = a1x1 ⊕ a2 S1(z)
3 a1x1 ⊕ a2 = a2 S0(z)
Table 8.2
n = 2, nondegenerate strictly affine hyperplanes
No. Equation Set
1 a1x1 ⊕ a2x2 = a3 bd (S1(z) ∪ S2(z))
2 a1x1 = a2x2 ⊕ a3 bd S1(z)
3 a2x2 = a1x1 ⊕ a3 bd S2(z)
4 a1x1 ⊕ a2x2 = a1x1 ⊕ a3 S1(z) ∪ bd S2(z)
5 a1x1 ⊕ a2x2 = a2x2 ⊕ a3 S2(z) ∪ bd S1(z)
6 a1x1 = a1x1 ⊕ a2x2 ⊕ a3 S1(z)
7 a2x2 = a1x1 ⊕ a2x2 ⊕ a3 S2(z)
8 a1x1 ⊕ a2x2 = a1x1 ⊕ a2x2 ⊕ a3 S1(z) ∪ S2(z)
9 a1x1 ⊕ a2x2 ⊕ a3 = a3 S0(z)
10 a1x1 ⊕ a3 = a2x2 ⊕ a3 S0(z) ∪ bd S1(z)
11 a1x1 ⊕ a3 = a1x1 ⊕ a2x2 ⊕ a3 S0(z) ∪ S1(z)
12 a2x2 ⊕ a3 = a1x1 ⊕ a2x2 ⊕ a3 S0(z) ∪ S2(z)
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Table 8.3
n = 2, degenerate strictly affine hyperplanes
No. Equation Set
1 a1x1 = a3 (bdS′0(z1)) × Rmax
2 a2x2 = a3 Rmax × bdS′0(z2)
3 a1x1 ⊕ a3 = a3 S′0(z1) × Rmax
4 a2x2 ⊕ a3 = a3 Rmax × S′0(z2)
5 a1x1 = a1x1 ⊕ a3 S′1(z1) × Rmax
6 a2x2 = a2x2 ⊕ a3 Rmax × S′1(z2)
9. The structure of linear hyperplanes
We discuss now the case where the equation of the hyperplane H has the form
a1x1 ⊕ a2x2 ⊕ · · · ⊕ apxp ⊕ ap+1xp+1 ⊕ · · · ⊕ aqxq
= a1x1 ⊕ a2x2 ⊕ · · · ⊕ apxp ⊕ aq+1xq+1 ⊕ · · · ⊕ anxn, (9.1)
where 0  p  q  n, so the variables xi, 1  i  p, appear in both sides, with the same coef-
ficient (or do not appear at all, when p = 0), the variables xj , p + 1  j  q, appear only in the
left hand side (or do not appear at all, when p = q), and the variables xl , q + 1  l  n, appear
only in the right hand side (or do not appear at all, when q = n); also, we may assume, without
loss of generality, that an is finite.
We shall show that H can be splitted into the union of four parts, where each part is easy to
describe in terms of hyperplanes of class I. Some of these hyperplanes belong to lower dimensional
max-plus algebras. Namely, let us write H = A1 ∪ A2 ∪ A3 ∪ A4, where
A1 = H ∩ {x ∈ Rn|xn = −an}, (9.2)
A2 = H ∩ {x ∈ Rn|xn > −an}, (9.3)
A3 = H ∩ {x ∈ Rn| − ∞ < xn < −an}, (9.4)
A4 = H ∩ {x ∈ Rnmax|xn = −∞}. (9.5)
Part 1. For x ∈ A1 Eq. (9.1) becomes
a1x1 ⊕ a2x2 ⊕ · · · ⊕ apxp ⊕ ap+1xp+1 ⊕ · · · ⊕ aqxq
= a1x1 ⊕ a2x2 ⊕ · · · ⊕ apxp ⊕ aq+1xq+1 ⊕ · · · ⊕ an−1xn−1 ⊕ 0, (9.6)
which is a nondegenerate strictly affine hyperplane in the (n − 1)-dimensional euclidean hyper-
plane {x ∈ Rn|xn = −an}, and thus we already know how to describe it in terms of complements
of semispaces.
























, xn > −an.
(9.7)
If we introduce new variables
yi = ai + xi
an + xn (i = 1, . . ., n − 1), (9.8)
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Fig. 8.1. Nondegenerate strictly affine hyperplanes at a finite point z for n = 2.
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then the first part of (9.7) becomes equivalent to
y1 ⊕ y2 ⊕ · · · ⊕ yq = y1 ⊕ y2 ⊕ · · · ⊕ yp ⊕ yq+1 ⊕ · · · ⊕ yn−1 ⊕ 1, (9.9)
which is the equation of a nondegenerate strictly affine hyperplane H ′ of class Ia in Rn−1max , and
thus, in these new coordinates, H ′ can be written in terms of complements of semispaces. If we
also denote t = an + xn, then the transformation (y1, . . ., yn−1, t) → (x1, . . ., xn) given by
(x1, . . ., xn) = (y1t − a1, . . ., yn−1t − an−1, t − an), (9.10)
takes bijectively the set H ′ × (0,+∞) onto A2. Indeed, if (y1, . . ., yn−1) ∈ H ′ and 0 < t < +∞,
then an + xn = t > 0 and ai + xi = yit (i = 1, . . ., n − 1), whence by (9.9),
a1x1 ⊕ · · · ⊕ aqxq = max(y1t, . . ., yq t) = t max(y1, . . ., yq)
= t max(y1, . . ., yp, yq+1, . . ., yn−1, 1) = max(y1t, . . ., ypt, yq+1t, . . ., yn−1t, t)
= a1x1 ⊕ · · · ⊕ apxp ⊕ aq+1xq+1 ⊕ · · · ⊕ an−1xn−1 ⊕ anxn,
so x ∈ A2. Conversely, if x ∈ A2, then we can write x in the form (9.10), by taking yi defined by
(9.8) (i = 1, . . ., n − 1), and t = an + xn; indeed, then t − an = xn and
yit − ai = ai + xi
an + xn (an + xn) − ai = xi (i = 1, . . ., n − 1).























−∞ < xn < −an.
(9.11)
If we introduce new variables
yi = ai + xi−(an + xn) (i = 1, . . ., n − 1), (9.12)
then the first part of (9.11) becomes equivalent to
y1 ⊕ y2 ⊕ · · · ⊕ yq = y1 ⊕ y2 ⊕ · · · ⊕ yp ⊕ yq+1 ⊕ · · · ⊕ yn−1 ⊕ (−1), (9.13)
which is the equation of a nondegenerate strictly affine hyperplane H ′′ of class Ia in Rn−1max , and
thus, in these new coordinates, H ′′ can be written in terms of complements of semispaces. If we
also denote t = −(an + xn), then the transformation (y1, . . ., yn−1, t) → x = (x1, . . ., xn) given
by
(x1, . . ., xn) = (y1t − a1, . . ., yn−1t − an−1,−t + an) (9.14)
takes bijectively the set H ′′ × (0,+∞) onto A3.
Part 4. The set A4 = H ∩ {x ∈ Rnmax| − ∞ = xn} is the cartesian product of a hyperplane in
Rn−1max and {−∞}.
In order to illustrate the linear case, we show in full detail the sets Ak and the corresponding
complements of semispaces, for a low dimensional example. Consider the linear hyperplane (9.1)
with n = 2, a1 = a2 = 0, i.e.,
H = {x ∈ R2max|x1 = x1 ⊕ x2} = {x ∈ R2max|x1  x2}, (9.15)
that is, the union of the closed lower half plane in R2 bounded by the first bisector x1 = x2 and
the horizontal line {x ∈ R2max|x2 = −∞}. We have the decomposition H = A1 ∪ A2 ∪ A3 ∪ A4,
where
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A1 = H ∩ {x ∈ R2|x2 = 0}, the positive x1-semiaxis, which is the semispace S0(0) in the
one-dimensional max-plus algebra with variable x1.
A2 = H ∩ {x ∈ R2|x2 > 0}, the part of H above the positive x1-semiaxis, which can be ob-
tained from the semispace S0(1) in the one-dimensional max-plus algebra with variable y, as
the image of the map
(y, t) ∈ S0(1) × (0,∞) → (x1, x2) ∈ A2, (x1, x2) = (yt, t);
A3 = H ∩ {x ∈ R2| − ∞ < x2 < 0}, the part of H in R2 below the positive x1-semiaxis,
which can be obtained from the semispace S0(−1) in the one-dimensional max-plus algebra
with variable y, as the image of the map
(y, t) ∈ S0(−1) × (0,∞) → (x1, x2) ∈ A3, (x1, x2) = (yt,−t);
A4 = {(x1,−∞) ∈ R2max|x1 ∈ R1max} = R1max × {−∞}.
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