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Resumo
Propomos modelos de estoque e controle ótimo para peixes, levando em consideração a
piracema e a época do defeso. O peixe oriundo da atividade pesqueira na região Amazônica
é comercializado de duas formas, através do peso ou por sua quantidade de peixes, assim,
propomos inicialmente um modelo de crescimento de peixe de rio com inclusão de uma função
de periodicidade, visando a época de reprodução dos peixes. Um estudo sobre o modelo logístico
de crescimento de estoque de peixes utilizando a pesca, com efeito Allee, fatores abióticos
e incorporando incertezas de parâmetro e condição inicial foi realizado, dando origem a um
limiar fuzzy de preservação. Além disso, buscando entender a forma como as espécies de
peixes interagem mediante à pesca, levando em conta as variações das condições iniciais e
certos parâmetros, elaboramos modelos de interações fuzzy, com imposição de condições para
que aconteça a estabilidade e, em alguns casos o estudo de ciclos limites. Finalizamos esse
trabalho, apresentando um modelo bioeconômico de pesca que engloba o defeso típico da região
Amazônica, com e sem controle e também usando condição inicial fuzzy.
Abstract
We propose stock models and optimal control for fish, taking into account the natural period
of reproduction of the fish and the season of the closed. The fish originated from the fishing
activity in the Amazon region, are commercialized in two ways, by weight or the quantity
of fish, thus, we propose initially a river fish growth model with inclusion of a periodicity
function, planning the time of reproduction of the fish. A study on the logistic model of fish
stock growth was performed using fishing, with Allee effect, abiotic factors and incorporating
parameter uncertainties and initial condition, giving rise to a minimum fuzzy preservation
threshold. Moreover, seeking to understand how the fish species interact through fishing, taking
into account the variations of initial conditions and certain parameters, we elaborate models of
fuzzy interactions with imposing conditions for stability to happen and in some cases the study
of limit cycles. We finish this work with a bio-economic fishing model encompassing the typical
closure of the Amazon region, with and without control and also using fuzzy initial condition.
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Introdução
Preliminares
Histórico
A colonização ao longo da calha do rio Solimões e do rio Amazonas iniciou-se por volta do
século XVII conforme (Santos & Santos, 2005). Antes mesmo dessa época, a atividade de pesca
se constituía como uma das principais fontes de alimentos dos índios (Santos & Santos, 2005).
O início da atividade pesqueira na Amazônia brasileira no entanto, costuma-se considerar a
partir do período colonial, com a criação dos pesqueiros reais, áreas de farta produção demarca-
das pelas autoridades e nas quais os índios-pescadores eram obrigados a pescar para sustentar
os militares, os religiosos e os funcionários da Fazenda Real (Veríssimo, 1985) . Apenas a título
de curiosidade, em frente à cidade de Manaus existe um município denominado Careiro, ao
lado da qual se localiza um lago ainda bastante piscoso, cujo nome é “Lago do Rei”, certamente
uma alusão a tal fato (Veríssimo, 1985).
As taxas de consumo de peixe na região Amazônica são as maiores do mundo, cerca de
17kg/pessoa/ano só de consumo de Tambaqui que é um dos principais peixes desta região
(Lopes et al., 2016).
No período pré-colonial e durante os três primeiros séculos de colonização portuguesa, a
pesca era exercida, basicamente, sobre o Peixe-boi, a Tartaruga e o Pirarucu. Entretanto, dada
a intensidade da pesca, esses animais tiveram suas populações drasticamente reduzidas, sendo
que, para as duas primeiras, foi proibida há anos (Freitas & Rivas, 2006).
Segundo (Smith, 1979) os principais aparelhos de pesca empregados pelos indígenas eram
arco e flecha, embora anzóis rudimentares e redes confeccionadas com fibras vegetais já fossem
usados por tribos que habitavam a região do Araguaia, no centro-oeste brasileiro. De acordo
com (Petrere, 1978), os principais meios de pesca das frotas pesqueiras são: Arrastadeira,
malhadeira e redinha.
Importante ruptura dos padrões tecnológicos da pesca Amazônica ocorreu entre os anos de
1950 e 1970, com a introdução de aparelhos de alta capacidade de captura, redes em fibras
de nylon, uso de motores a diesel nas embarcações, aumento na fabricação de gelo e expansão
da pesca comercial, incentivada por planos governamentais. Outro momento de extraordinária
expansão se deu em meados da década 1970, com o colapso das plantações de juta, ocasionado
pela introdução de fibras sintéticas (Pereira, 2004) .
Aparentemente, a tecnologia empregada teve um aumento muito lento mas o mesmo não se
pode dizer das taxas de demanda de mercado, as quais se têm dado de forma elevada e contínua,
sobretudo nas últimas décadas. Além de atender a um mercado interno que se expande a taxas
elevadas, a pesca amazônica também tem atendido ao mercado externo, tanto de outras regiões
do país, como do exterior (Santos & Santos, 2005).
O preço do pescado também varia bastante em função do mercado, da espécie, da estação
do ano e do tamanho do peixe, bem como de outros parâmetros.
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Quando há uma escassez das principais espécies comercializadas, tende-se a se comercializar
espécies secundárias e, com menos ofertas, as principais então tornam-se mais caras.
Sobre o potencial pesqueiro ainda não se conhece com exatidão o número de peixes que
ocorrem na Amazônia, mas as estimativas mais citadas vão de 1,5 a 6 mil espécies. Trabalhos
mais recentes e específicos fixam esse número em cerca de 3 mil, embora dezenas de espécies
novas sejam descritas a cada ano e outro tanto seja colocado. Apesar desse indeterminismo, há
um consenso de que se trata da maior diversidade de peixes de água doce do mundo (Santos &
Santos, 2005).
Variações nos níveis de água afetam a atividade de pesca e essas variações constantes são
processos quase contínuos que determinam quatro fases distintas de acordo com (Santos &
Santos, 2005):
a Enchente: fase mais duradoura, entre dezembro e abril, quando a maioria das espécies
forma cardumes e empreende migrações para desovar na boca de igarapés ou nas margens
dos rios, sendo seus ovos e larvas carregadas pela correnteza para as áreas que começam a
ser inundadas;
b Cheia: fase de duração curta, entre maio e junho. É nela que os peixes desovados e os
jovens recrutas, em fase de crescimento, se alimentam intensamente, aproveitando a farta
oferta de frutos, sementes, raízes, folhas e invertebrados e outros alimentos proporcionados
pela floresta inundada. Essa intensa atividade alimentar resulta na produção e no acúmulo
de gordura e outras substâncias de reserva, as quais serão utilizadas nas fases seguintes,
tanto para suportar as condições adversas do meio como também para elaborar os produtos
gonadais que serão utilizados na fase reprodutiva seguinte;
c Vazante: fase intermediária de duração, entre julho e setembro. Corresponde ao período em
que os peixes se agrupam para abandonar as áreas da floresta que começam a secar, iniciando
a saída pelas ligações do lago com o rio e, a partir daí, pelo canal principal, em movimento
de dispersão ascendente;
d Seca: fase curta, entre outubro e novembro. É nessa ocasião que os peixes se tornam mais
concentrados, por causa do menor volume de água. Essa época é crítica para a maioria deles,
tanto por causa da maior vulnerabilidade à predação, como pela diminuição de oxigênio nos
corpos d’água mais rasos e sob forte influência de material em decomposição.
Como a pesca é considerada como toda atividade de captura de peixes ou quaisquer outros
organismos animais e vegetais que tenham na água o seu meio normal ou mais frequente de
vida e, que seja ou não submetido a aproveitamento econômico e, como os corpos d’água e os
organismos que neles vivem são de domínio público, o exercício da pesca é garantido a todas
as pessoas devidamente registradas nas diversas categorias de pesca, dependendo de normas
hierarquicamente inferiores e que tratam de temas regionalizados ou mais específicos (Santos &
Santos, 2005).
Ainda conforme (Santos & Santos, 2005), com o intuito de evitar a extinção das espécies
devido a pesca, algumas normas regionais ou mesmo nacionais são levadas em consideração,
que agem como uma espécie de controle da pesca. Tais controles são estabelecidos normalmente
por um ou mais critérios abaixo relacionados:
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a Área: Proteção de áreas altamente sensíveis à pesca, como boca de lagos, encontro de rios, pé
de cachoeiras e de barragens. Também é aplicada em forma de rodízio, em sistemas de lagos
comunitários, com o objetivo de facilitar a reposição natural de estoques super-explorados e
de áreas sob forte impacto humano, como nas proximidades das grandes cidades;
b Apetrecho: Aplicado tanto ao tipo e à dimensão dos aparelhos de pesca, como também
ao tamanho de suas malhas e locais de uso. É uma forma de controle bastante usual na
região, sendo também o objeto mais visado e fácil de ser apreendido, em caso de punição por
infrações às leis de defeso;
c Época: Defeso é uma medida que visa proteger os organismos aquáticos durante as fases
mais críticas de seus ciclos de vida, como a época de sua reprodução ou ainda de seu maior
crescimento. Dessa forma, o período de defeso favorece a sustentabilidade do uso dos estoques
pesqueiros e evita a pesca quando os peixes estão mais vulneráveis à captura, por estarem
reunidos em cardumes. É aplicado normalmente a cada ano, por ocasião do período de
desova, em geral no período de enchente, mas com ligeiras variações entre estados e regiões,
já que as oscilações dos níveis dos rios variam temporal e espacialmente. Tem a vantagem de
ser baseada num parâmetro biológico facilmente percebido e com forte poder de persuasão
junto ao pescador e consumidor. Além disso, há o apoio governamental que faculta ao
pescador profissional receber uma certa quantia em dinheiro como medida compensadora pela
suspensão obrigatória da atividade pesqueira. A época do defeso é determinada de acordo
com cada estado do Brasil e espécie de peixe. O decreto normativo com suas respectivas
datas e órgãos responsáveis encontra-se na tabela 1;
d Quantidade: Estipulação de cotas ou licenças em conformidade com o número de pescadores
e de barcos que operam numa determinada área ou época de pesca, denominada safra. É um
tipo de controle pouco usual na Amazônia, embora tenha sido experimentado em estoques
específicos, como foi o caso da piramutaba no estuário e do tucunaré, no reservatório da
Balbina;
e Espécies-alvo: Controle misto, que leva em consideração não somente a espécie biológica
em si, mas suas características relativas a tamanho mínimo de primeira maturação, época
de desova etc. Esta tática é normalmente utilizada para espécies ameaçadas, de alto valor
comercial ou bem estudadas cientificamente. Tem a vantagem de se trabalhar com parâmetros
biológicos bem definidos, entretanto, os entraves administrativos e as pressões de demanda
acabam dificultando sua operacionalidade;
f Tamanho da frota: Similar à da limitação por cota de captura, só que, em vez de levar
em consideração as espécies-alvo, é aplicada sobre o número de unidades credenciadas na
atividade pesqueira de uma determinada região. Exceto recursos pesqueiros específicos, como
o caso da Piramutaba no estuário e de algumas experiências em reservatórios de hidrelétricas,
é uma tática pouco utilizada no restante da Amazônia.
g Acordos Comunitários: Consensos ou acertos informais entre pescadores e comunitários,
com vista ao uso comum ou gestão compartilhada de determinados lagos. Trata-se de mo-
delos alternativos relativamente novos, centrados em discussões a ações coletivas e que vêm
sendo orientadores de novas políticas públicas para o setor. Exemplos bem-sucedidos de
iniciativas desse tipo são representados pelos projetos Mamirauá (Museu Goeldi e governo
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do Amazonas), na região de Tefé; Iara (Ibama), na região de Santarém e Pyrá (Ufam), em
alguns lagos próximos a Manaus.
Alguns desafios são enfrentados na pesca na Amazônia e isso ocorre principalmente pela
própria atividade pesqueira e secundariamente pela falta de tecnologia necessária para armaze-
namento do pescado e a aquicultura. A diminuição de alguns estoques pesqueiros da região já
um fato bastante conhecido, tanto pela redução da quantidade como do tamanho de algumas
espécies. O pirarucu e o tambaqui são claros exemplos disso.
Para falarmos em sustentabilidade devemos levar em consideração os seguintes princípios
como encontramos em (Santos & Santos, 2005):
a A bacia hidrográfica Amazônica funciona como um sistema amplo, aberto e integrado, sendo
determinante para isso os fluxos de energia entre o ambiente aquático e o terrestre, especial-
mente as áreas de mata alagada e as macrófitas aquáticas. Além de fontes alimentares diretas,
essas plantas contribuem com o fornecimento de alimentos secundários, abrigo, esconderijo e
espaços vitais.
b Os níveis de produção de pescado, o comportamento dos peixes e a atividade pesqueira estão
intrinsecamente relacionados com os pulsos de inundação. Assim sendo, as leis de defeso
(veja tabela 1 )devem levar em consideração não apenas o período de desova, como vem
sendo feito historicamente, mas a vulnerabilidade dos estoques à captura no pico da seca,
quando os peixes se encontram naturalmente isolados e sem condições de defesa.
A pesca constitui-se numa fonte de alimento, comércio, renda e lazer para grande parte da
população da Amazônia, especialmente a que reside nas margens dos rios de grande e médio
porte (Santos & Santos, 2005).
Existem seis modalidades de pesca na bacia Amazônica : Pescaria de subsistência, comer-
cial multi-específica, comercial monoespecífica, em reservatórios, esportiva e pesca de peixes
ornamentais (Freitas & Rivas, 2006).
A atividade de pescaria na região norte é muito intensa, devido à numerosa espécies de
peixes. A complexidade dessa pescaria é causada pelos fatores ambientais e mercadológicos que
propiciam a oferta e demanda.
Devido toda complexidade da pesca na região Amazônica com seus fatores ambientais e
sócio-econômicos, modelos matemáticos que reflitam a pesca, levando em conta todas as suas
particularidades, complexidades e principalmente incertezas de condições iniciais de estoque
de peixes tornam-se necessários modelos que propiciem um estudo mais aprofundado, visando
inclusive o risco de extinção de algumas espécies.
Modelos bioeconômicos clássicos de pesca marinha podem ser encontrados em particular,
em (Clark, 1976) mas, modelos considerando pesca em rios e suas especificidades faltava ser
contemplado. O objetivo do presente trabalho é estudar modelos matemáticos que podem ser
usados para a realidade da pesca na região Amazônica. Aqui são propostos modelos alternativos
de crescimento de peixes em rios, modelos de interações entre espécies e, modelo bioeconômico
de pesca em rios. Em todos os modelos aqui estudados, nos preocupamos com as imprecisões
que ocorrem nos dados que podem ser colhidos ou aferidos.
Assim, neste trabalho, nos dois primeiros capítulos, abordaremos modelos clássicos para
crescimento de peixes do tipo von Bertalanffy, propondo uma generalização para esse modelo,
com equação não autônoma, visando especialmente peixes de rios como o Tambaqui.
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Abordaremos no capítulo 3, a exploração dos recursos renováveis, usando esforço de pesca
e captura.
No capítulo 4, faremos extensão de dois modelos clássicos de interações entre espécies de
peixes considerando o esforço de pesca. Estudo das soluções fuzzy nesses modelos é analisado.
Finalizaremos com o capítulo 5, propondo um modelo bioeconômico de controle ótimo fuzzy
com ênfase à pesca na Amazônia.
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Tabela 1: Fonte:http://www.ibama.gov.br/biodiversidade-aquatica/periodos-de-
defeso/defesos-continentais.
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Capítulo 1
Modelo generalizado do tipo von
Bertalanffy com periodicidade
Neste capítulo, estudamos o modelo de von Bertalanffy de crescimento de peixe, conside-
rando as dinâmicas do peso e do comprimento. Propomos um modelo generalizado que engloba
o crescimento do peixe em rio, tratando o problema da piracema e suas especificidades. Para
as simulações, usamos os dados de um dos peixes mais consumidos no Amazonas vulgarmente
de Tambaqui (Colossoma macropomum).
1.1 Modelo de von Bertalanffy clássico
Em 1938 von Bertalanffy, um biólogo da Áustria criou um modelo para analisar crescimento
de peixes a partir do peso ou seu comprimento. Este modelo é uma alternativa modificada do
modelo de crescimento logístico de Verhulst, de maneira que engloba algumas características
particulares dos peixes. O modelo de von Bertalanffy é dado abaixo:⎧⎨⎩
𝑑𝑃
𝑑𝑡
= 𝛼𝑃 2/3 − 𝛽𝑃 e
𝑃 (0) = 𝑃0.
(1.1.1)
𝑃 = 𝑃 (𝑡) é a massa do peixe em função do tempo t, 𝑃0 é a massa inicial, 𝛼 é a constante
de anabolismo (fase que consiste em arranjar compostos orgânicos a partir de compostos mais
simples, visando guardar energia), e 𝛽 é a constante de catabolismo (fase que consiste na
desintegração de complexos orgânicos para liberar energia ). O valor 2/3 vem da relação
alométrica do peso com a área corporal do peixe.
A nível de esclarecimento, a alometria é um ramo da biologia que estuda relações de escala
para atributos morfológicos (por exemplo, a relação entre o tamanho de um determinado órgão
e corpo), fisiológicos e ecológicos.
A equação 1.1.1 é de Bernoulli e sua solução é dada por :
𝑃 (𝑡) =
(︃
𝛼
𝛽
+ 𝐶𝑒
−𝛽𝑡
3
)︃3
. (1.1.2)
Quando o tempo é zero temos que o peso do peixe será um valor muito próximo de zero e
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assim a constante 𝐶 tende a: (︃−𝛼
𝛽
)︃
e
𝑃 =
(︃
𝛼
𝛽
)︃3
(1− 𝑒−𝛽𝑡3 )3. (1.1.3)
Como o esperado, quando o tempo cresce 𝑃 tende ao seu peso limite 𝑃∞ =
(︃
𝛼
𝛽
)︃3
.
1.1.1 Análise do modelo de von Bertalanffy clássico
A teoria básica sobre estabilidade de pontos de equilíbrio, pode ser encontrada em (Keshet,
1988).
Analisando os valores de equilíbrio do modelo de von Bertalanffy temos :
𝑃 = 0 ou 𝑃 =
(︃
𝛼
𝛽
)︃3
= 𝑃∞.
O ponto de inflexão é obtido quando usamos a derivada segunda, de forma que 𝜕
2𝑃
𝜕𝑡2
= 0.
Então, (︂2
3𝛼𝑃
−1/3 − 𝛽
)︂
= 0,
ou seja,
𝑃 * = 827𝑃∞.
O tempo de inflexão obtemos substituindo 𝑃 * na solução da equação diferencial 𝑑𝑃
𝑑𝑡
, o que
resulta em :
𝑡* = 3𝑙𝑛3
𝛽
.
1.1.2 Modelo para o crescimento do peixe analisando o comprimento
Considerando 𝑙(𝑡) o comprimento do peixe no instante 𝑡, a relação alométrica entre o peso
e comprimento é dada por :
𝜆
𝑃
𝑑𝑃
𝑑𝑡
= 1
𝑙
𝑑𝑙
𝑑𝑡
.
Resolvendo essa equação diferencial e usando (1.1.1) temos 𝑙(𝑡) = 𝑏(𝑃 (𝑡))𝜆, ou ainda, 𝑃 (𝑡) =
𝐾[𝑙(𝑡)]𝑟, onde: 𝑏 = e𝐶 , 𝐾 = e𝑟𝐶 e 𝑟 = 1
𝜆
. Substituindo a equação (1.3.1) na relação de alometria
obtemos :
𝑑𝑙
𝑑𝑡
= 𝑙(𝛼𝑃−1/3 − 𝛽)𝜆,
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onde 𝜆 varia de acordo com a formato do peixe. Se considerarmos a alometria isométrica
𝑃 = 𝐾𝑙3 ou ainda, 𝑙 = 𝑏𝑃 1/3, então o modelo pode ser visto como:⎧⎨⎩
𝑑𝑙
𝑑𝑡
= 𝜆(𝑏𝛼− 𝑙𝛽) e
𝑙(0) = 𝑙0.
(1.1.4)
Resolvendo esse problema de valor inicial temos, como solução:
𝑙(𝑡) = 𝑏𝛼
𝛽
−
(︃
𝑏𝛼
𝛽
− 𝑙0
)︃
𝑒−𝛽𝜆𝑡. (1.1.5)
Podemos observar que, quando 𝑙0 ∼= 0, a solução será :
𝑙(𝑡) = 𝑏𝛼
𝛽
(1− 𝑒−𝛽𝜆𝑡). (1.1.6)
E, quando 𝑡 −→∞ :
lim
𝑡→∞ 𝑙(𝑡) =
𝑏𝛼
𝛽
.
Esse comprimento é o máximo tamanho do peixe. Como 𝑙 = 𝑏𝑃 1/3 então 𝑙𝑚𝑎𝑥 = 𝑏(𝑃𝑚𝑎𝑥)1/3.
Assim, a equação de von Bertalanffy para o crescimento do peixe em comprimento é dada por
:
𝑙(𝑡) = 𝑙𝑚𝑎𝑥(1− e−𝛽𝜆𝑡). (1.1.7)
1.2 Modelo de von Bertalanffy generalizado
Uma generalização do modelo de von Bertalanffy foi proposto em (Scapim & Bassanezi,
2008) ao estudar inicialmente o crescimento em peso de vários animais, sendo dada por:⎧⎨⎩
𝑑𝑃
𝑑𝑡
= 𝛼𝑃 𝛾 − 𝛽𝑃 e
𝑃 (0) = 𝑃0.
(1.2.1)
Nesta equação, 𝑃 = 𝑃 (𝑡) é a massa do animal, 𝑃0 é a massa inicial, 𝛼 e 𝛽 são constantes
de anabolismo e catabolismo respectivamente. Temos que 𝛾 é o parâmetro de alometria que
depende da espécie estudada, e estima-se que 0 < 𝛾 < 1.
1.2.1 Solução do modelo
Podemos transformar 1.2.1 em uma equação linear fazendo 𝑍 = 𝑃 1−𝛾:⎧⎨⎩
𝑑𝑍
𝑑𝑡
= (1− 𝛾)𝑃−𝛾 𝑑𝑃
𝑑𝑡
com
𝑍(0) = 𝑃 1−𝛾0 .
(1.2.2)
Sendo 𝑑𝑃
𝑑𝑡
= 𝛼𝑃 𝛾 − 𝛽𝑃 , então :
𝑑𝑍
𝑑𝑡
= (1− 𝛾)𝑃−𝛾(𝛼𝑃 𝛾 − 𝛽𝑃 ) = (1− 𝛾)(𝛼− 𝛽𝑍). (1.2.3)
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Assim,
𝑑𝑍
𝑑𝑡
+ 𝛽(1− 𝛾𝑍) = 𝛼(1− 𝛾). (1.2.4)
A solução dessa equação linear de 1𝑎 ordem não homogênea é dada por :
𝑍(𝑡) = 𝛼
𝛽
+ 𝐶𝑒−𝛽(1−𝛾)𝑡. (1.2.5)
A equação de 𝑃 em função de 𝑡 nos dá o peso do animal :
𝑃 (𝑡) =
(︃
𝛼
𝛽
)︃ 1
1−𝛾
(︃
1 + 𝐶𝛽
𝛼
e−𝛽(1−𝛾)𝑡
)︃ 1
1−𝛾
. (1.2.6)
Sendo
𝑃∞ = lim
𝑥→∞𝑃 (𝑡) =
(︃
𝛼
𝛽
)︃ 1
1−𝛾
. (1.2.7)
Considerando 𝑃 (0) = 𝑃0, temos que 𝐶 é dado por :
𝐶 =
⎡⎣(︂ 𝑃0
𝑃∞
)︂ 1
1−𝛾 − 1
⎤⎦ 𝛼
𝛽
. (1.2.8)
Assim, a expressão geral para o crescimento em peso é :
𝑃 (𝑡) = 𝑃∞
{︃
1 +
[︃(︃(︂
𝑃0
𝑃∞
)︂1−𝛾
− 1
)︃
e−𝛽(1−𝛾)𝑡
]︃}︃ 1
1−𝛾
. (1.2.9)
1.2.2 Ponto e tempo de inflexão do modelo
A variação da curva é máxima quando 𝑑𝑃
2
𝑑2𝑡
= 0, e o ponto de inflexão 𝑃* é dado por :
𝑃* =
(︃
1
𝛾
)︃ 1
𝛾−1
𝑃∞. (1.2.10)
Podemos obter o tempo de inflexão através das equações 1.2.8 e 1.2.9:
𝑡* = −
𝑙𝑛
(︃
𝛾−1
( 𝑃0𝑃∞ )
1−𝛾−1
)︃
𝛽(1− 𝛾) . (1.2.11)
Um fato a ser considerado é que a constante de catabolismo 𝛽 varia conforme a idade do
animal, pois isso reflete a perda de energia pela velhice e devido seus hábitos, por exemplo, os
velhos possuem maior tendência de engordar.
Um modelo mais realista considera 𝛽 = 𝛽(𝑡) decrescente. Um trabalho detalhado sobre esse
parâmetro pode ser encontrado em (Scapim, 2008).
Assim, podemos definir 𝛽 em função do tempo de inflexão a partir da equação 1.2.11 :
𝛽(𝑡) =
𝑙𝑛
[︃
( 𝑃𝑃∞ )
1−𝛾−1
( 𝑃0𝑃∞ )
1−𝛾−1
]︃
𝑡(1− 𝛾) . (1.2.12)
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A constante de anabolismo é dada pela equação 1.2.7:
𝛼 = 𝛽𝑃 1−𝛾∞ . (1.2.13)
Podemos ainda obter de 1.2.10 uma expressão implícita para o cálculo do parâmetro de
alometria com 𝑃* conhecido:
𝑦 = 𝛾
1
1−𝛾 (1.2.14)
e
𝑦 =
(︂
𝑃*
𝑃∞
)︂
. (1.2.15)
1.2.3 Estimativa do parâmetro de alometria
O parâmetro de alometria tem uma dependência do ponto de inflexão. De fato, sendo
𝑃* =
(︃
1
𝛾
)︃ 1
1−𝛾
𝑃∞ =⇒ 𝛾
1
𝛾−1 = 𝑃∞
𝑃*
,
fazendo uma mudança de variável e analisando quando 𝛾 −→ 1, temos:
𝑥 = 11− 𝛾 ⇒ 𝛾 = 1−
1
𝑥
.
Logo,
lim
𝛾−→1 𝛾
1
𝛾−1 = lim
𝑥−→∞
(︂
1− 1
𝑥
)︂−𝑥
.
ou ainda,
lim
𝑧−→−∞
(︂
1 + 1
𝑧
)︂𝑧
= 𝑒.
Sendo assim, temos que
lim
𝛾−→1 𝛾
1
𝛾−1 = 𝑒
Assim, quando a razão 𝑃*
𝑃∞
>
1
𝑒
não é possível ajustar os dados usando esse modelo.
Esse modelo generalizado dá uma curva crescente como solução do processo variacional do
crescimento do peixe. Entretanto, se considerarmos que determinadas espécies de peixes de rios,
entre eles o Tambaqui, passa anualmente por um período de piracema, então o metabolismo
sofre modificações periódicas. Propomos o próximo modelo que generaliza todos os modelos do
tipo von Bertalanffy e isso se dá ao inserirmos uma função de periodicidade no modelo.
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1.3 Modelo de von Bertalanffy generalizado com inclu-
são de periodicidade no crescimento por peso
Se, levarmos em consideração que, em determinados períodos, o peixe se alimenta menos e
se movimenta mais e, portanto, seu crescimento está sujeito a flutuações sazonais, esse ganho
em peso sofre uma variação periódica.
Para estudar esse problema, buscamos inserir no modelo de von Bertalanffy generalizado
uma função de periodicidade, usando para processar os cálculos, valores de anabolismo e cata-
bolismo do peixe Tambaqui, com o respectivo peso máximo associado a essas constantes.
O Modelo geral de von Bertalanffy para o crescimento por peso que vimos na equação 1.2.9,
é dado por:
𝑃 (𝑡) = 𝑃∞
{︃
1 +
[︃(︃(︂
𝑃0
𝑃∞
)︂1−𝛾
− 1
)︃
e−𝛽(1−𝛾)𝑡
]︃}︃ 1
1−𝛾
.
O expoente 11− 𝛾 tem a ver com o formato do peixe, valores maiores que 3 refletem o corpo
mais alongado e, valores menores que 3 representam corpos mais altos ou mais largos.
Faremos uma alteração em −𝛽(1− 𝛾)𝑡 por uma função periódica no modelo de von Berta-
lanffy generalizado, obtendo assim:
−𝛽(1− 𝛾)(𝑡+ 0.15𝑠𝑖𝑛2𝜋𝑡)
, onde 0.15 é o coeficiente responsável pela amplitude da variação do peso do peixe, quanto
maior esse coeficiente, maior é a variação no peso do peixe ao longo de cada ano.
Assim, teremos a equação de von Bertalanffy generalizado com periodicidade dada por:
𝑃 (𝑡) = 𝑃∞
{︃
1 +
[︃(︃(︂
𝑃0
𝑃∞
)︂1−𝛾
− 1
)︃
e−𝛽(1−𝛾)(𝑡+0.15𝑠𝑖𝑛2𝜋𝑡)
]︃}︃ 1
1−𝛾
. (1.3.1)
Essa equação foi obtida diretamente da solução do modelo de von Bertalanffy generalizado,
fazendo uma perturbação na variação do crescimento por peso para contemplar a especificidade
dos peixes do rio.
A equação diferencial que gera a solução 1.3.1 e, estende o modelo de von Bertalanffy
generalizado é obtida abaixo gerando o modelo na forma de equação diferencial.
Chamando a equação de periodicidade por 𝜇(𝑡) = 𝑡 + 𝜃𝑠𝑖𝑛2𝜋𝑡, temos que, derivando a
solução perturbada 1.3.1, obtemos:
𝑑𝑃
𝑑𝑡
= 𝑃∞
1
1− 𝛾
{︃
1 +
[︃(︃(︂
𝑃0
𝑃∞
)︂1−𝛾
− 1
)︃
e−𝛽(1−𝛾)𝜇(𝑡)
]︃}︃ 1
1−𝛾−1
×
{︃
−𝛽(1− 𝛾) 𝑑
𝑑𝑡
(𝜇(𝑡))
[︃(︂
𝑃0
𝑃∞
)︂1−𝛾
− 1
]︃
e−𝛽(1−𝛾)𝜇(𝑡)
}︃
,
ou melhor,
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𝑑𝑃
𝑑𝑡
=
𝛽𝑃∞
{︃
1 +
[︃(︃(︂
𝑃0
𝑃∞
)︂1−𝛾
− 1
)︃
e−𝛽(1−𝛾)𝜇(𝑡)
]︃}︃ 1
1−𝛾
1 +
[︃(︂
𝑃0
𝑃∞
)︂1−𝛾
− 1
]︃
e−𝛽(1−𝛾)𝜇(𝑡)
×
{︃
− 𝑑
𝑑𝑡
(𝜇(𝑡))
[︃(︂
𝑃0
𝑃∞
)︂1−𝛾
− 1
]︃
e−𝛽(1−𝛾)𝜇(𝑡)
}︃
.
De 1.3.1 temos que:
(︂
𝑃
𝑃∞
)︂1−𝛾
=
{︃
1 +
[︃(︃(︂
𝑃0
𝑃∞
)︂1−𝛾
− 1
)︃
e−𝛽(1−𝛾)𝜇(𝑡)
]︃}︃
.
Assim,
𝑑𝑃
𝑑𝑡
= 𝛽𝑃𝑃 𝛾−1𝑃 1−𝛾∞
{︃
𝑑
𝑑𝑡
(𝜇(𝑡))
[︃(︂
𝑃
𝑃∞
)︂1−𝛾
− 1
]︃}︃
.
Portanto, a equação diferencial que nos dá o modelo para o crescimento do peixe levando
em consideração a dinâmica dos rios da região Amazônica é dada por:
𝑑𝑃
𝑑𝑡
= 𝛽 𝑑
𝑑𝑡
(𝜇(𝑡)) (𝑃 𝛾𝑃 1−𝛾∞ − 𝑃 ) (1.3.2)
Esse modelo generaliza o modelo de von Bertalanffy generalizado pois, em particular, se
𝜇(𝑡) = 𝑡 então temos o modelo de von Bertalanffy generalizado. De fato, a constante de
anabolismo é dada por 𝛼 = 𝛽𝑃 1−𝛾∞ e temos então o modelo sem a periodicidade :
𝑑𝑃
𝑑𝑡
= 𝛽𝑃 𝛾𝑃 1−𝛾∞ − 𝛽𝑃 = 𝛼𝑃 𝛾 − 𝛽𝑃.
Para ilustrar a equação 1.3.1 consideramos os parâmetros para a espécie de peixe Tambaqui,
com dados fornecidos pelo grupo de pesquisa de Engenharia de Pesca da Universidade Federal
do Amazonas, em que se obtiveram:
𝛼 = 2.8367, 𝛽 = 1.0288, 𝛾 = 0.687, 𝑃∞ = 25.6 e 𝑃0 = 0.2,
considerando os pesos dados em quilogramas.
O Tambaqui (Colossoma macropomum), é um peixe de água doce e de escamas com corpo
romboidal, nadadeira adiposa curta com raios na extremidade. A coloração geralmente é parda
na metade superior e preta na metade inferior do corpo, mas pode variar para mais clara ou mais
escura dependendo da cor da água. Os alevinos são cinza claro com manchas escuras espalhadas
na metade superior do corpo. O Tambaqui alcança cerca de 110 cm de comprimento total.
Antigamente eram capturados exemplares com até 45 quilos. Hoje, por causa da sobrepesca,
praticamente não existem indivíduos desse porte. É um peixe comum encontrado na bacia
Amazônica e do qual se aproveitam a saborosíssima carne e o óleo (Wikipédia, 2015).
É uma espécie que realiza migrações reprodutivas e de dispersão. Durante a época de cheia
entra na mata inundada, onde se alimenta de frutos ou sementes. Durante a seca, os indivíduos
jovens ficam nos lagos de várzea onde se alimentam de zooplâncton e os adultos migram para
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os rios de águas barrentas para desovar. Na época de desova não se alimentam, vivendo da
gordura que acumularam durante a época cheia (Wikipédia, 2015).
Figura 1.1: Fonte:www.revistapescaecompanhia/pousadaportaldaamazonia.com.br
A equação dada em 1.2.9 sem periodicidade para o caso do peixe Tambaqui torna-se:
𝑃 (𝑡) = 25.6(1− 0.781e−0.3221𝑡)3.2
E a equação para o caso com periodicidade representada em 1.3.1 para o Tambaqui será:
𝑃 (𝑡) = 25.6(1− 0.781e(−0.3221(𝑡+0.15𝑠𝑖𝑛(2𝜋𝑡))))3.2
Podemos ver o comportamento do crescimento em peso do Tambaqui com e sem periodici-
dade, na figura 1.2 e, a sobreposição das duas curvas podemos ver em 1.3
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Figura 1.2: Crescimento por peso do Tambaqui com e sem periodicidade.
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Figura 1.3: Sobreposição das curvas do peso do Tambaqui com e sem periodicidade.
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1.4 Conclusões
Neste capítulo, generalizamos modelos do tipo von Bertalanffy e observamos que o modelo
de crescimento do peixe sem o processo de piracema, é uma aproximação do crescimento médio
quando se utiliza a periodicidade para representar a piracema, fenômeno em que ocorre uma
variação no crescimento em peso do peixe ao longe de alguns meses do ano.
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Capítulo 2
Modelos alternativos fuzzy de
crescimento de peixes
Neste capítulo fazemos um estudo fuzzy dos modelos von Bertalanffy e do modelo que
propomos para peixes de rio no Capítulo 1. Isto se deve ao fato dos parâmetros e condições
inicias estarem repletos de incertezas. Assim, para contemplar uma faixa de soluções possíveis
dentro da variação dos parâmetros e condições inicias, usamos a lógica fuzzy.
2.1 Dinâmica Fuzzy
Para fazermos a análise fuzzy desse modelo, iremos apresentar alguns conceitos e resultados
que garantem a existência dos pontos de equilíbrio estáveis fuzzy, caso o modelo clássico o
possua.
Definição 2.1.1. Dado um conjunto clássico X, um subconjunto fuzzy A em X é caracterizado
por uma função que chamamos de função de pertinência 𝜇𝐴 : 𝑋 −→ [0, 1]. O valor 𝜇𝐴(𝑥) indica
o grau com que o elemento 𝑥 de 𝑋 está no conjunto fuzzy A.
Temos que 𝜇𝐴(𝑥) = 0 e 𝜇𝐴(𝑥) = 1 indicam respectivamente a não pertinência e a perti-
nência completa de 𝑥 ao conjunto fuzzy A.
A definição de subconjuntos fuzzy nos diz então que cada subconjunto clássico de X é um
subconjunto fuzzy de X, cuja função de pertinência é a função característica, ou seja, para todo
𝑎 ∈ 𝑋, a notação 𝜒{𝑎} indica o subconjunto fuzzy cuja função de pertinência 𝜇𝜒{𝑎}(𝑥) = 0 se
𝑥 ̸= 𝑎 e 𝜇𝜒{𝑎}(𝑥) = 1 se 𝑥 = 𝑎.
Definição 2.1.2. Seja 𝑋 = R. Dizemos que um subconjunto fuzzy A em R é um número fuzzy
quando:
1. 𝜇𝐴(𝑥0) = 1 para um único 𝑥0 ∈ 𝑋;
2. O suporte dado por {𝑥 : 𝜇𝐴(𝑥) > 0} = 𝑠𝑢𝑝𝑝𝐴 é limitado;
3. Os 𝛼-níveis de A são intervalos fechados.
Podemos usar a notação ℱ(R) para uma família de subconjuntos fuzzy de R, onde os 𝛼-níveis
são dados por:
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[𝐴]𝛼 = {𝑥 ∈ R;𝜇𝐴(𝑥) ≥ 𝛼
para todo 𝛼 ∈ [0, 1] e [𝐴]0 = 𝑠𝑢𝑝𝑝𝐴 são compactos e não vazios.
Definição 2.1.3. Sejam 𝑓 : R −→ R uma função e A um subconjunto fuzzy de R. A extensão
de Zadeh da função f é a função:
𝑓 : ℱ(R) −→ ℱ(R)
que, aplicada a A, fornece o subconjunto fuzzy 𝑓(𝐴) de R tal que sua função de pertinência
𝜇𝑓(𝐴)(𝑥) : R −→ [0, 1] é dada por :
𝜇𝑓(𝐴)(𝑤) =
⎧⎨⎩ sup{𝑢∈𝑈 :𝑤=𝑓(𝑢)}𝜇𝐴(𝑢) se{𝑢 ∈ 𝑈 : 𝑤 = 𝑓(𝑢)} ≠ ∅,0, se{𝑢 ∈ 𝑈 : 𝑤 = 𝑓(𝑢)} = ∅ (2.1.1)
O princípio de extensão de Zadeh afirma que o grau de pertinência de um valor do contrado-
mínio é definido diretamente pelo grau de pertinência de sua pré-imagem (Barros & Bassanezi,
2010). Quando um valor do contradomínio é mapeado por vários do domínio, o seu grau de
pertinência é obtido pelo supremo dos graus de pertinência dos valores de entrada.
Se a função 𝑓 : 𝑈 −→ 𝑊 é bijetora, então {𝑢 ∈ 𝑈 : 𝑤 = 𝑓(𝑢)} = 𝑓−1(𝑤). Neste caso, a
função de pertinência de ̂︀𝑓(𝐴) é dada da seguinte forma:
𝜇̂︀𝑓(𝐴) = sup{𝑢∈𝑈 :𝑤=𝑓(𝑢)}𝜇𝐴(𝑢) = sup{𝑢∈𝑈 :𝑢∈𝑓−1(𝑤)}𝜇𝐴(𝑢) = 𝜇𝐴(𝑓−1(𝑤))
Pode-se ter 𝑈 = 𝑛 e 𝑊 = 𝑚.
Essencialmente, o princípio de extensão de Zadeh é utilizado para obter a imagem de con-
juntos fuzzy através de uma função clássica.
A extensão de Zadeh ̂︀𝑓 e a função f estão relacionadas pelo seguinte teorema cuja demons-
tração pode ser encontrada em (Barros, 1997):
Teorema 2.1.4. Se 𝑓 : R −→ R é contínua, então a extensão de Zadeh ̂︀𝑓 : ℱ(R) −→ ℱ(R)
está bem definida e,
[ ̂︀𝑓(𝑢)]𝛼 = 𝑓([𝑢]𝛼)
para todo 𝛼 ∈ [0, 1].
Esse teorema diz que os 𝛼-níveis de um conjunto fuzzy via extensão de Zadeh coincidem
com as imagens dos 𝛼-níveis pela função crisp.
2.1.1 Solução do sistema de equação diferencial com condição inicial
e parâmetro fuzzy via extensão de Zadeh
Consideremos o sistema de equações autônomas{︃
𝑥′(𝑡) = 𝑓(𝑥(𝑡))
𝑥(0) = 𝑥0,
(2.1.2)
supondo que 𝑓 : R −→ R satisfaça algum critério que garanta a existência e unicidade de
solução. Neste caso, a solução 𝑥(𝑡) do sistema é unicamente determinada pela condição inicial
e o tempo 𝑡 como em (Cecconello et al., 2010). Mais precisamente, seja essa solução dada por
𝜙𝑡(𝑥0) : R+ × R −→ R
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onde 𝜙0(𝑥0) = 𝑥0 e 𝜙′𝑡(𝑥0) = 𝑓(𝜙𝑡(𝑥0)). A solução 𝜙𝑡(𝑥0) é denominada fluxo gerado pela
campo vetorial 𝑓 .
Quando a condição inicial é incerta, ou seja, 𝑥(0) = ̂︀𝑥0 ∈ ℱ(R), temos um sistema fuzzy
associado dado por, {︃
𝑥′(𝑡) = 𝑓(𝑥(𝑡))
𝑥(0) = ̂︀𝑥0. (2.1.3)
Nesse caso, a solução fuzzy depende da condição inicial fuzzy e é dada pela função obtida da
extensão de Zadeh da solução 𝜙𝑡(𝑥0) determinística, como podemos encontrar em (Cecconello
et al., 2010).
Usando o princípio de extensão de Zadeh à solução 𝜙𝑡(𝑥0) determinística temos a solução
fuzzy e, assim,
̂︀𝜙𝑡(̂︀𝑥0) : +×ℱ() −→ ℱ().
Além disso,
[ ̂︀𝜙𝑡(̂︀𝑥0)]𝛼 = 𝜙𝑡([̂︀𝑥0]𝛼), (2.1.4)
sendo 𝜙𝑡(𝑥0) contínua com relação à condição inicial 𝑥0 e (2.1.4) válida para todo 𝛼 ∈ [0, 1]
Um outro caso pode ocorrer quando a incerteza aparece também nos parâmetros e precisa-
mos aplicar a extensão de Zadeh à solução do sistema determinístico{︃
𝑥′(𝑡) = 𝑓(𝑥(𝑡), 𝑏)
𝑥(0) = 𝑥0,
(2.1.5)
com 𝑥0 ∈ R e 𝑏 ∈ R, sendo b um vetor de parâmetros para 𝑓 . Na realidade queremos que os
parâmetros de (2.1.5) apareçam apenas na condição inicial e, para isso, consideramos o sistema
aumentado de n+m equações. Ou seja, adicionando ao sistema acima as equações⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝑏′𝑛+1 = 0
.
.
.
𝑏′𝑛+𝑚 = 0,
(2.1.6)
com a condição inicial estendida 𝑥0 = (𝑥1, 𝑥2, ..., 𝑥𝑛, 𝑏1, ..., 𝑏𝑚) = (𝑥0, 𝑏) dessa forma temos um
sistema de n+m equações: ⎧⎪⎨⎪⎩
𝑥′(𝑡) = 𝑓(𝑥(𝑡))
𝑏′(𝑡) = 0
𝑥(0) = (𝑥0, 𝑏).
(2.1.7)
Assim, podemos ver que o vetor de parâmetros aparece na condição inicial, logo temos o
caso novamente onde somente a condição inicial será fuzzy. O inconveniente está apenas no
fato do sistema ter que ser aumentado e a solução será da forma
𝜉(𝑥0, 𝑏) = (𝜙𝑡(𝑥0, 𝑏), 𝑏),
com 𝜙𝑡(𝑥0, 𝑏) sendo a solução da equação (2.1.5). Abaixo, encontramos um exemplo que ilustra
no modelo logístico o uso do parâmetro fuzzy na solução. Veremos mais adiante a existência e
estabilidade da solução encontrados em (Mizukoshi, 2004) e (Cecconello, 2010).
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Exemplo 2.1.5. Dada a solução determinística da equação de Verhulst
𝑁𝑡 =
𝐾𝑁0
𝑁0 + (𝐾 −𝑁0)𝑒−𝜆𝑡
com 𝐾 sendo a capacidade de suporte, 𝑁0 a população inicial e 𝜆 a taxa de crescimento
intrínseca, os 𝛼-níveis da solução fuzzy para o caso da capacidade de suporte ser incerta são
dados por:
[𝑁𝑡(̂︁𝐾)]𝛼 = 𝑁𝑡([̂︁𝐾]𝛼) =
{︃
𝐾𝑁0
𝑁0 + (𝐾 −𝑁0)𝑒−𝜆𝑡 : 𝐾 ∈ [
̂︁𝐾]𝛼.}︃
O teorema 2.1.9 garante que a solução fuzzy converge para [̂︁𝐾]𝛼.
Se em particular tomarmos ̂︁𝐾 = (200, 230, 230, 260), vemos a projeção da solução represen-
tada na figura 2.1.
Figura 2.1: Dinâmica fuzzy com parâmetro capacidade de suporte fuzzy.
2.1.2 Estabilidade da solução fuzzy
A métrica usada no espaço dos números fuzzy é a métrica induzida pela métrica de Hausdorff
vista em (Mizukoshi, 2004) e (Barros, 1997).
A distância entre dois conjuntos 𝐴 e 𝐵 ⊂ R pela métrica de Hausdorff é dada por :
𝑑𝐻(𝐴,𝐵) = 𝑚𝑎𝑥{ sup
𝑎∈𝐴, 𝑏∈𝐵
𝑖𝑛𝑓 ‖ 𝑎− 𝑏 ‖} = 𝑚𝑎𝑥{𝑑𝑖𝑠𝑡(𝐴,𝐵), 𝑑𝑖𝑠𝑡(𝐵,𝐴)},
onde 𝑎 ∈ 𝐴 e 𝑏 ∈ 𝐵.
Dados dois subconjuntos fuzzy ?^?, ?^? ∈ ℱ(R) definimos a distância entre ?^? e ?^? pela expressão
𝑑∞(?^?, ?^?) = sup
𝛼∈[0,1]
𝑑𝐻([𝑎]𝛼, [𝑏]𝛼).
Definição 2.1.6. Dizemos que ?^?0 ∈ ℱ(R) é um ponto de equilíbrio fuzzy quando 𝜙𝑡(?^?𝑒) = ?^?𝑒
para todo 𝑡 ≥ 0.
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Definição 2.1.7. Dizemos que um ponto de equilíbrio ?^?𝑒 de (2.1.2) é estável se dado 𝜀 > 0,
∃ 𝛿 = 𝛿(𝜀), tal que
𝐷(𝑥0, ?^?𝑒) < 𝛿, 𝑥0 ∈ ℱ(R) então 𝐷(𝜙𝑡(𝑥0), ?^?𝑒) < 𝜀, ∀𝑡 ≥ 0.
e, ?^?𝑒 é assintoticamente estável se é estável e ∃ 𝑟 > 0 tal que
lim
𝑡−→∞𝐷(𝜙𝑡(𝑥0), ?^?𝑒) = 0, ∀ 𝑥0 ℱ(R) se 𝐷(𝑥0, ?^?𝑒) < 𝑟.
A relação entre pontos de equilíbrio da solução clássica e fuzzy de uma equação diferencial
autônoma é dada no teorema abaixo e sua demonstração encontra-se em (Mizukoshi, 2004).
Teorema 2.1.8. Se 𝑥* é um ponto de equilíbrio para 2.1.2 então 𝜒𝑥* é um ponto equilíbrio
para (2.1.3). Além disso:
1. 𝜒𝑥* é estável para o sistema (2.1.3) se, e somente se, 𝑥* é estável para 2.1.2;
2. 𝜒𝑥* é assintoticamente estável para (2.1.3) se, e somente se, 𝑥* é assintoticamente estável
para 2.1.2;
3. 𝜒𝑥* é instável para (2.1.3) se, e somente se,𝑥* é instável para 2.1.2.
Exemplos e uma teoria mais geral podem ser encontrados em (Cecconello, 2010), por exem-
plo, se a solução determinística apresenta soluções periódicas, o fluxo fuzzy também apresenta
um comportamento periódico e, além disso, vários exemplos de modelos matemáticos que re-
caem nesse problema de ciclos periódicos também podem se encontrados nessa referência.
Teorema 2.1.9. Se 𝑥* : 𝐴 −→ R contínua, 𝐴 ⊆ R, ?^?0 ∈ ℱ(R) com [?^?0]𝛼 ⊂ 𝐴 e ?^?𝑒 = ?^?*(?^?0).
Sob essas condições temos :
1. Se 𝜙𝑡(𝑥*(𝑥)) = 𝑥*(𝑥) para todo 𝑥 ∈ 𝐴 então 𝜙𝑡(?^?𝑒) = ?^?𝑒 para todo 𝑡 ≥ 0;
2. Se 𝜙𝑡 : R𝑛 −→ R converge uniformemente, em [?^?0]0 ⊂ 𝐴, para 𝑥* : 𝐴 −→ R quando
𝑡 −→∞, então 𝜙(𝑡)(?^?0) converge para ?^?𝑒.
Se os parâmetros também são considerados fuzzy então a extensão de Zadeh é aplicada
sobre a solução determinística 𝜉(𝑥0, 𝑏) = (𝜙𝑡(𝑥0, 𝑏), 𝑏) da equação (2.1.7) na qual 𝜙𝑡(𝑥0, 𝑏) é a
solução determinística da equação (2.1.5). Em Cecconello (2010) é mostrado que, sob as mesmas
hipóteses do teorema anterior, a extensão de Zadeh 𝜙𝑡(?^?0, ?^?) converge para ?^?𝑒 = ?^?*(?^?0, ?^?).
Teorema 2.1.10. Sejam 𝑥* : R𝑛+𝑚 −→ R𝑛 contínua, ?^?0 ∈ ℱ(R𝑛), ?^? ∈ ℱ(R𝑚) e ?^?𝑒 =
?^?*(?^?0, ?^?). Se 𝜙𝑡 : R𝑛+𝑚 −→ R𝑛 converge uniformemente em [?^?0]0× [?^?]0, para 𝑥* : R𝑛+𝑚 −→ R𝑛
quando 𝑡 −→∞, então 𝜙𝑡(?^?0, ?^?) converge para ?^?𝑒.
Veremos agora alguns resultados sobre projeções de soluções que podem ser encontrados em
(Cecconello, 2010), tais resultados mostram a teoria que usamos para problemas com parâmetro
fuzzy.
Seja
𝑑𝑥
𝑑𝑡
= 𝑓(𝑥, 𝑝0), 𝑥(0) = 𝑥0, (2.1.8)
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onde 𝑥0 ∈ 𝑈 é a condição inicial e 𝑓 : 𝑈x𝑃 ⊂ R𝑛xR𝑚 −→ R𝑛 é uma função continuamente
diferenciável e 𝑝0 ∈ 𝑃 é um vetor de parâmetros da equação (2.1.8).
Podemos associar à equação (2.1.8) autônoma o seguinte sistema:⎧⎪⎪⎨⎪⎪⎩
𝑑𝑥
𝑑𝑡
= 𝑓(𝑥, 𝑝), 𝑥(0) = 𝑥0
𝑑𝑝
𝑑𝑡
= 0, 𝑝(0) = 𝑝0
(2.1.9)
Assim, se 𝜙𝑡 : 𝑈x𝑃 −→ 𝑈 é um fluxo gerado por 2.1.8 então,
𝜓𝑡 : 𝑈x𝑃 −→ 𝑈x𝑃
(𝑥0, 𝑝0) −→ (𝜙𝑡(𝑥0, 𝑝0), 𝑝0) (2.1.10)
é o fluxo determinístico gerado por 2.1.9. Assim, a projeção da solução da equação 2.1.9 sobre
𝑈 ⊂ R𝑛 é a solução da equação 2.1.8.
Quando consideramos parâmetros de uma equação autônoma como em 2.1.8 fuzzy, aplicamos
o princípio de extensão de Zadeh sobre o fluxo gerado pela equação 2.1.9.
Proposição 2.1.11. A aplicação 𝜙𝑡 : ℱ(𝑈x𝑃 ) −→ ℱ(𝑈) dada pela extensão de Zadeh de
𝜙𝑡 : 𝑈x𝑃 −→ 𝑈 , é a projeção sobre ℱ(𝑈) do fluxo fuzzy 𝜓𝑡 : ℱ(𝑈x𝑃 ) −→ ℱ(𝑈x𝑃 ).
Mais detalhes sobre projeções em eixo coordenados podem ser encontrados em (Cecconello,
2010).
2.1.3 Método de defuzzificação
A defuzzificação é um processo que representa um conjunto fuzzy por um número real
(crisp). Existem vários métodos de defuzzificação, o processo que usaremos nesse trabalho será
o centro de área. Esse método de defuzzificação é semelhante à média aritmética para uma
distribuição de frequências de uma dada variável, com a diferença que os pesos aqui são os
valores 𝜙𝐵(𝑢𝑖), que indicam o grau de compatibilidade do valor 𝑢𝑖 com o conceito modelo pelo
conjunto fuzzy B, conforme (Barros & Bassanezi, 2010).
No caso discreto e contínuo dos domínios, temos respectivamente as representações das
defuzzificações (ver figura 2.2):
𝐺(𝐵) =
∑︀𝑛
𝑖=0 𝑢𝑖𝜙𝐵(𝑢𝑖)∑︀𝑛
𝑖=0 𝜙𝐵(𝑢𝑖)
(2.1.11)
e
𝐺(𝐵) =
∫︀
𝑅 𝑢𝜙𝐵(𝑢)𝑑𝑢∫︀
𝑅 𝜙𝐵(𝑢)𝑑𝑢
. (2.1.12)
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Figura 2.2: Defuzzificador centro de área G(B).
Agora as possíveis incertezas nos valores de parâmetro e condição inicial, usando lógica
fuzzy nos modelos de von Bertalanffy generalizado e, no modelo para crescimento de peixe em
rio com parâmetro periódico.
2.2 Solução fuzzy do crescimento em peso do modelo de
von Bertalanffy generalizado
Dado o modelo de von Bertalanffy generalizado (1.2.1), vimos que a solução determinística
é dada por :
𝑃 (𝑡) = 𝑃∞
{︃
1 +
[︃(︃(︂
𝑃0
𝑃∞
)︂1−𝛾
− 1
)︃
𝑒−𝛽(1−𝛾)𝑡
]︃}︃ 1
1−𝛾
.
Se considerarmos a condição inicial 𝑃0 fuzzy, os 𝛼-níveis da solução fuzzy são dados por:
[𝑃𝑡(𝑃0)]𝛼 = 𝑃∞
⎧⎨⎩1 +
⎡⎣⎛⎝(︃ [𝑃0]𝛼
𝑃∞
)︃1−𝛾
− 1
⎞⎠ 𝑒−𝛽(1−𝛾)𝑡
⎤⎦⎫⎬⎭
1
1−𝛾
. (2.2.1)
Se tomarmos o parâmetro de alometria 𝛾 como sendo fuzzy, os 𝛼-níveis da solução fuzzy
são dados por :
[𝑃𝑡(𝛾)]𝛼 = 𝑃∞
{︃
1 +
[︃(︃(︂
𝑃0
𝑃∞
)︂1−[𝛾]𝛼
− 1
)︃
𝑒−𝛽(1−[𝛾]
𝛼)𝑡
]︃}︃ 1
1−[𝛾]𝛼
. (2.2.2)
A expressão determinística para 𝑃∞ depende dos parâmetros 𝛼, 𝛽 e 𝛾. Assim, podemos
considerar qualquer um dos parâmetros fuzzy, que é equivalente a considerar 𝑃∞ fuzzy. Se
tomarmos por exemplo, o parâmetro de alometria 𝛾 fuzzy, os 𝛼-níveis da capacidade de suporte
são dados por:
[𝑃∞(𝛾)]𝛼 =
(︃
𝜆
𝛽
)︃ 1
1−(𝛾)]𝛼
. (2.2.3)
2.2.1 Ponto de inflexão com condição inicial fuzzy
No caso do modelo de von Bertalanffy generalizado fuzzy observamos pelas equações 2.2.1
e 2.2.2 que a condição inicial e o parâmetro 𝛾 podem ser fuzzy. Quando ocorrer o caso da
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condição inicial ser fuzzy, como o ponto de inflexão não depende da condição inicial, esse
ponto continuará constante apesar da condição inicial ser fuzzy. Isso pode ser encontrado em
(Custódio, 2013) e é dado baixo:
Proposição 2.2.1. Seja ⎧⎪⎨⎪⎩
𝑑𝑃
𝑑𝑡
= 𝛼𝑃 𝛾 − 𝛽𝑃
𝑃 (0) = ̂︀𝑃0 ∈ ℱ(R), (2.2.4)
temos que o ponto de inflexão do sistema fuzzy associado quando 𝑃0 = ̂︀𝑃0 será constante e o
tempo de inflexão dependerá da condição inicial.
Prova:
Do modelo determinístico temos que o ponto de inflexão é dado por:
𝑃* = (𝛾)
1
1−𝛾𝑃∞,
logo a condição inicial fuzzy ̂︀𝑃0 não interfere no valor de 𝑃* que será constante para todo 𝑃0,
coincidindo com o valor do modelo determinístico.
No caso da condição inicial ser um número fuzzy, tal que o supp𝑃0 = [𝑃 10 , 𝑃 20 ] temos que
os instantes em que ocorrem os valores de inflexão para cada elemento 𝑃 (𝑡, 𝑃0) de ̂︀𝑃 estão no
intervalo [̂︀𝑡1*, ̂︀𝑡2*], onde 𝑡𝑖* é o tempo de inflexão da solução, com condição inicial 𝑃 𝑖0 com 𝑖 = 1, 2.
Lembrando que o tempo de inflexão foi visto em (1.2.11) e dado por:
𝑡* = −
𝑙𝑛
(︃
𝛾−1
( 𝑃0𝑃∞ )
1−𝛾−1
.
)︃
𝛽(1− 𝛾) . (2.2.5)
2.2.2 Solução fuzzy para o caso da espécie Tambaqui
Abaixo temos dois gráficos que ilustram o modelo do crescimento em peso com condição
inicial fuzzy e parâmetro fuzzy respectivamente, para a espécie de peixe Tambaqui.
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Figura 2.3: Crescimento em peso do Tambaqui com condição inicial fuzzy 𝑃0 = (0.1 0.33 0.6).
A faixa vermelha indica o valor aproximado do ponto de inflexão.
Figura 2.4: Projeção da solução no plano (𝑃, 𝑡) do crescimento em peso do Tambaqui com
parâmetro fuzzy ̂︀𝛾 = (0.68 , 0.687, 0.694), a faixa vermelha indica o valor aproximado do ponto
de inflexão.
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2.3 Modelo de von Bertalanffy generalizado com perio-
dicidade, usando parâmetro fuzzy e condição inicial
fuzzy
Sabemos que é difícil medirmos de maneira exata certos valores de parâmetros e até mesmo
de condição inicial para aplicarmos nos modelos matemáticos. No modelo (1.3.2) que propuse-
mos no capítulo 1, temos essa dificuldade. Podemos então, usar parâmetros e condições iniciais
dentro de uma determinada faixa, fornecendo assim uma faixa de soluções, que condiz mais com
possíveis variações de parâmetros e condições iniciais. Usamos aqui o princípio de extensão de
Zadeh sobre o parâmetro responsável pela variação da amplitude da curva peso e, na condição
inicial.
Além disso, fizemos a comparação entre a curva determinística e a curva dada pelo centro de
massa, oriunda do processo de defuzzificação, a fim de verificarmos se as soluções encontram-se
próximas.
2.3.1 Parâmetro fuzzy
O coeficiente 0.15 da equação de von Bertalanffy generalizado com periodicidade (1.3.1)
faz com que a amplitude da variação do peso em cada período de piracema, seja maior ou
menor possui um grau de incerteza, que depende também de fatores abióticos. Usamos 𝜃 para
representar esse parâmetro fuzzy, que resulta na equação:
𝑃 (𝑡) = 𝑃∞
{︃
1 +
[︃(︃(︂
𝑃0
𝑃∞
)︂1−𝛾
− 1
)︃
e−𝛽(1−𝛾)(𝑡+𝜃𝑠𝑖𝑛2𝜋𝑡)
]︃}︃ 1
1−𝛾
. (2.3.1)
Para o caso particular do Tambaqui, a equação será:
𝑃 (𝑡) = 25.6(1− 0.781e(−0.3221(𝑡+𝜃𝑠𝑖𝑛(2𝜋𝑡))))3.2,
e o gráfico que representa esta equação é dado na figura 2.5.
42
0 2 4 6 8 10 12 14 16 18
0
5
10
15
20
25
30
Pe
so
 d
o 
Ta
m
ba
qu
i
Tempo em anos
Figura 2.5: Projeção da solução no plano (𝑃, 𝑡) do modelo de von Bertalanffy generalizado com
periodicidade e usando parâmetro fuzzy ̂︀𝜃 = (0.08, 0.15, 0.22).
Se quisermos uma "média da solução", podemos calcular o centro de massa da solução fuzzy,
que é que uma média ponderada. No processo de defuzzificação podemos obter o gráfico 2.6
onde, as linhas azuis são os limites inferior e superior da faixa fuzzy, a curva vermelha é a
defuzzificação centro de massa e, a curva preta é a solução determinística. Assim, a curva
vermelha é formada fixando cada t e calculando o centro de massa de cada triângulo que forma
um conjunto fuzzy, e os pesos são tomados por uma distribuição normal para cada t fixo. Se
refinarmos cada vez mais o intervalo do tempo, teremos a curva dada pelos pontos do centro
de massa cada vez mais próxima da curva dada pela solução determinística. Como o esperado
as duas curvas ficaram bem próximas.
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Figura 2.6: Curva formada pelos valores do centro de massa para cada t fixo com a fuzzificação
no parâmetro, o segundo gráfico é a curva ampliada.
Quando calculamos o centro de massa da solução fuzzy, obtemos uma média ponderada
das possíveis soluções, enquanto a solução do modelo determinístico representa a solução da
média(condições iniciais e/ou parâmetro utilizado). O gráfico da figura 2.6 mostra que as
soluções são parecidas mas distintas.
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2.3.2 Condição inicial fuzzy
No próximo gráfico 2.7 inserimos apenas a condição inicial do peso 𝑃0 fuzzy. A equação
torna-se então:
𝑃 (𝑡) = 𝑃∞
⎧⎨⎩1 +
⎡⎣⎛⎝(︃ 𝑃0
𝑃∞
)︃1−𝛾
− 1
⎞⎠ e−𝛽(1−𝛾)(𝑡+0.15𝑠𝑖𝑛2𝜋𝑡)
⎤⎦⎫⎬⎭
1
1−𝛾
. (2.3.2)
Figura 2.7: Modelo de von Bertalanffy generalizado com periodicidade e usando condição inicial
fuzzy ̂︀𝑃0 = (0.1, 0.2, 0.3).
A figura 2.8 traz o gráfico do centro de massa e da solução determinística.
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Figura 2.8: Curva formada pelos valores do centro de massa para cada t fixo, o segundo gráfico
é a curva ampliada.
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2.3.3 Condição inicial fuzzy e parâmetro fuzzy
No gráfico 2.9 inserimos a condição inicial do peso 𝑃0 fuzzy e o parâmetro 𝜃 responsável
pela variação da amplitude do peso do peixe. A equação torna-se então:
𝑃 (𝑡) = 𝑃∞
⎧⎨⎩1 +
⎡⎣⎛⎝(︃ 𝑃0
𝑃∞
)︃1−𝛾
− 1
⎞⎠ e−𝛽(1−𝛾)(𝑡+𝜃𝑠𝑖𝑛2𝜋𝑡)
⎤⎦⎫⎬⎭
1
1−𝛾
. (2.3.3)
A Projeção da solução é dada por:
Figura 2.9: Modelo de von Bertalanffy generalizado com periodicidade, usando condição inicial
fuzzy e parâmetro fuzzy respectivamente dados por ̂︀𝑃0 = (0.1, 0.2, 0.3) e ̂︀𝜃 = (0.08, 0.15, 0.22).
2.4 Conclusões:
Devido às variações dos valores dos parâmetros e da condição inicial do peso do peixe, foi
necessário realizar um estudo fuzzy do modelo de von Bertalanffy com periodicidade . Isso
possibilitou uma gama maior de soluções, ao variarmos os possíveis valores para o parâmetro
que determina a variação da amplitude do peso do peixe. Além disso, através de simulações,
conseguimos verificar que a curva dada pelo centro de massa no processo de defuzzificação fica
muito próxima da curva da solução determinística.
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Capítulo 3
Exploração de recursos renováveis
A exploração de recursos pesqueiros é associado à pesca comercial, quer seja como fonte
de alimentos ou pesca de peixes ornamentais. A forma como se dá essa exploração deve ser
estudada a fim de que não haja sobrepesca, reduzindo assim o perigo de colapso do estoque de
algumas populações.
Com o objetivo de entender melhor os fenômenos que poderiam levar à colapso do estoque
de peixes ou até mesmo à extinção do estoque de peixes, fizemos nesse capítulo um modelo de
crescimento populacional de estoque de peixes considerando um limiar mínimo de crescimento
ocasionado pelo efeito Allee bem como, o efeito da pesca e do fator abiótico sobre a população
de peixes.
Como o limiar de crescimento é difícil de determinar e, portanto, possui incertezas quanto
ao seu valor, fizemos o parâmetro que representa esse limiar fuzzy também.
3.1 Dinâmica elementar das populações
Consideremos as equações do tipo:
𝑑𝑥
𝑑𝑡
= 𝐹 (𝑥)− ℎ(𝑡), (3.1.1)
onde 𝑥(𝑡) representa o tamanho do recurso populacional no tempo 𝑡, 𝐹 (𝑥) é uma função dada
que representa a taxa de crescimento natural da população e ℎ(𝑡) a taxa de removidos que,
para o caso dos peixes, podemos considerar a pesca e outros fatores que possam diminuir a
quantidade de estoque de peixes.
Se ℎ(𝑡) excede a taxa de crescimento natural 𝐹 (𝑥), teremos
𝑑𝑥
𝑑𝑡
< 0.
Caso a população se mantenha constante, teremos ℎ(𝑡) = 𝐹 (𝑥).
A população de peixes não pode ter quantidade infinita pois, não haveria recursos naturais
para sua sobrevivência, assim sendo, considera-se uma capacidade de suporte, o que leva a
utilização de um modelo do tipo logístico para representar o crescimento populacional dos
peixes.
Podemos usar
𝐹 (𝑥) = 𝑟𝑥
(︂
1− 𝑥
𝐾
)︂
, (3.1.2)
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que é a equação logística de crescimento de Verhulst (Clark, 1976), onde 𝑟 é a taxa de cres-
cimento intrínseca. Podemos observar que a equação possui dois pontos de equilíbrio que são
𝑥 = 0 e 𝑥 = 𝐾. Além disso temos:
0 < 𝑥 < 𝐾 ⇒ 𝑑𝑥
𝑑𝑡
> 0 e
𝑥 > 𝐾 ⇒ 𝑑𝑥
𝑑𝑡
< 0.
Na realidade, 𝐾 é um ponto assintoticamente estável (globalmente), ou seja, para 𝑥 > 0
temos :
lim
𝑡→∞𝑥(𝑡) = 𝐾.
Esse comportamento pode ser observado na figura abaixo:
(a) Função logística
K
(b) Curvas típicas das soluções
Figura 3.1: Comportamento do modelo de crescimento logístico.
A solução da equação 3.1.2 é dada por :
𝑥(𝑡) = 𝐾1 + 𝑐𝑒−𝑟𝑡 , onde 𝑐 =
𝐾 − 𝑥0
𝑥0
.
3.1.1 Introduzindo uma taxa de removidos
Supondo agora que seja introduzido uma taxa de removidos ℎ(𝑡), então
𝑑𝑥
𝑑𝑡
= 𝐹 (𝑥)− ℎ(𝑡),
com 𝐹 (𝑥) = 𝑟𝑥
(︂
1− 𝑥
𝐾
)︂
.
Um caso importante é quando ℎ(𝑡) é uma constante:
𝑑𝑥
𝑑𝑡
= 𝐹 (𝑥)− ℎ.
Assim, podemos ter duas situações ilustradas nos gráficos abaixo:
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h
x
dx/dt
K/2
(a) Taxa constante h<maxF(x)
dx/dt
K/2 X
h
(b) h>maxF(x)
Figura 3.2: Taxa de removidos constante.
3.1.2 Esforço de pesca
Esforço de pesca nominal é a medida apropriada para a pesca em questão. Pode-se tentar
definir simplesmente como o número de navios exercendo atividade pesqueira por unidade de
tempo ou, de maneira mais complexa, definir, por exemplo, esforço de pesca envolvendo rede,
linha, armadilha de pesca entre outras variáveis, conforme (Clark, 1976). Podemos usar a frase
captura por unidade de esforço para descrever a hipótese que essa captura é proporcional ao
nível de estoque, ou seja,
ℎ = 𝑞𝐸𝑥,
onde 𝐸 denota esforço, e 𝑞 é constante chamada de coeficiente de capturabilidade. Trabalhos
mais detalhados sobre o esforço de pesca podem ser encontrados em (Bayley & Petrere, 1989)
e (Petrere, 1978).
Como simplificação do modelo podemos considerar 𝑞 = 1 assim,
𝑑𝑥
𝑑𝑡
= 𝐹 (𝑥)− ℎ(𝑡) = 𝑟𝑥
(︂
1− 𝑥
𝐾
)︂
− 𝐸𝑥. (3.1.3)
Se considerarmos 𝐸 constante e 𝐸 < 𝑟, podemos obter o ponto de equilíbrio de (3.1.2) dado
por :
𝑥1 = 𝐾
(︂
1− 𝐸
𝑟
)︂
.
Além disso, esse ponto de equilíbrio é sempre assintoticamente estável para valores não
muito grandes de captura de peixes. Para pequenas perturbações à direita ou à esquerda de 𝑥1
a taxa de crescimento excede a taxa de colheita e o estoque cresce. A origem é um ponto de
equilíbrio instável. O gráfico ilustrando essa situação é dado abaixo:
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dx/dt
X1 X
F(x)
E(x)
Figura 3.3: Crescimento populacional com esforço de pesca.
Se o esforço de pesca continua crescendo, o ponto de equilíbrio se move para a esquerda mas
continua estável.
KX1
x
F(x)
Ex
dx/dt
Figura 3.4: Alta taxa de colheita de pesca.
Entretanto, se a taxa de colheita continua crescendo e, essa taxa excede a taxa de cresci-
mento para todos os níveis de estoque positivo, então o ponto de equilíbrio da origem passa a
ser estável e o peixe vai para a extinção comercial, conforme mostra o gráfico 3.5.
K
x
F(x)
Exdx/dt
Figura 3.5: Colheita de pesca excede taxa de crescimento.
O ponto de equilíbrio sustentável 𝑌 = ℎ correspondente para 𝐸 é dado por :
𝑌 = 𝐸𝑥1 = 𝐾𝐸
(︂
1− 𝐸
𝑟
)︂
, (3.1.4)
desde que 𝐸 < 𝑟.
O gráfico dessa equação é a curva campo de esforço do modelo dado pela equação 3.6. Este
é o dito modelo de Schaefer, que pode ser encontrado em (Clark, 1976).
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Figura 3.6: Curva esforço de pesca.
Fixada a capturabilidade, o rendimento máximo sustentável (MSY) ocorre quando :
𝑑𝑌
𝑑𝐸
= 𝐾
(︂
1− 2𝐸
𝑟
)︂
= 0. (3.1.5)
O correspondente nível de esforço ótimo é dado por :
𝐸𝑀𝑆𝑌 =
(︂
𝑟
2
)︂
. (3.1.6)
Produzindo o rendimento máximo sustentável (MSY):
𝑀𝑆𝑌 =
(︂
𝑟𝐾
4
)︂
. (3.1.7)
3.2 Modelo logístico generalizado
Muitas alternativas para o modelo logístico de crescimento têm sido propostas. Veremos a
classe de modelos encontrada em (Clark, 1976):
𝑑𝑥
𝑑𝑡
= 𝐹 (𝑥). (3.2.1)
A curva de crescimento tem uma das formas abaixo:
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F(x)
K
(a) Pure Compensation
K
F(x)
xK* 
* 
(b) Depensation
KK0 xK
*
F(x)
(c) Critical Depensation
Figura 3.7: Curvas típicas de crescimento conforme (Clark, 1976).
Em cada caso, um ponto de equilíbrio estável aparece em 𝑥 = 𝐾 neste modelo de crescimento
generalizado. Os casos dos gráficos da Figura 3.7, são descritos da seguinte forma:
a Pure Compensation: Nessa situação do gráfico (a) vemos que o nível de estoque cresce
mais que a função de crescimento generalizada 𝐹 (𝑥), nesse caso se chamarmos 𝑟(𝑥) = 𝐹 (𝑥)
𝑥
de
taxa proporcional de crescimento e, se essa taxa for uma função decrescente de x, chamamos
esse modelo de compensação pura. Por exemplo, o modelo logístico 𝑑𝑥
𝑑𝑡
= 𝑟𝑥(𝐾 − 𝑥).
b Depensation: Por outro lado, se 𝑟(𝑥) é uma função crescente de x para certos valores de
x, um processo chamado de depensation é instalado, assim o gráfico (b) é uma depensation
para valores de x tais que esses valores sejam menores que 𝐾*. Na dinâmica populacional,
esse fenômeno é visto como um efeito em uma população em que devido a certas causas,
como por exemplo níveis de predação, ocorre uma diminuição na população de reprodutores
levando a diminuição da produção e sobrevivência dos ovos ou filhotes. Um exemplo simples
de uma curva com essa característica é dado por 𝑑𝑥
𝑑𝑡
= 𝑟𝑥2(𝐾 − 𝑥).
c Critical Depensation: Se para certos valores de x tivermos 𝐹 (𝑥) < 0 com x próximo de
zero é chamado de depensation crítica. Ou seja, existe um limiar populacional mínimo em
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𝐾0 e, soluções com condições iniciais acima de 𝐾0 aproximam-se da capacidade de suporte
e, soluções abaixo desse limiar decaem para zero. Por exemplo, 𝑑𝑥
𝑑𝑡
= 𝑟𝑥(𝐾 − 𝑥)(𝑥−𝐾0).
Neste caso, um ponto de equilíbrio instável em 𝐾0 existe, tal que:
lim
𝑡→∞𝑥(𝑡) = 0
sempre que 𝑥(0) < 𝐾0.
A depensation crítica é oriunda do chamado efeito Allee, que é um fenômeno que ocorre para
valores muito baixos de população. Então, dado um limiar mínimo de crescimento populacional,
os valores abaixo desse limiar levam a população para extinção.
A seguir, fizemos algumas simulações que retratam a situação do efeito Allee no crescimento
logístico com e sem efeito da pesca.
3.2.1 Fatores abióticos e efeito Allee no crescimento logístico e pesca
Em ecologia, denominam-se fatores abióticos todas as influências que os seres vivos possam
receber em um ecossistema, derivadas de aspectos físicos, químicos ou físico-químicos do meio
ambiente, tais como a luz e a radiação solar, a temperatura, o vento, a água, a composição do
solo, a pressão e outros.
No caso do crescimento logístico para a população de peixe, estamos considerando que os
fatores abióticos causam uma diminuição na taxa de crescimento do estoque de peixe, que são
influenciados pela temperatura, chuvas e etc. Um trabalho que avalia a sustentabilidade do
estoque de Tambaqui sob impacto de fatores abióticos como cheia e seca extremas pode ser
encontrado em (Bandeira, 2017).
O fator abiótico pode ser incorporado na mortalidade ou controle, causando uma diminuição
na taxa de crescimento do estoque. Assim, temos que esse fator influencia a depensation e, o
efeito Allee. Nos modelos que se seguem, englobamos essas possibilidades de extinção e limiares
mínimos de crescimento.
O chamado efeito Allee diz que à medida que o número de indivíduos de uma população
aumenta, ou à medida que a densidade populacional aumenta, a sobrevivência e a produção
também crescem, e há uma reprodução ou sobrevivência reduzida em baixas densidades popu-
lacionais ou populações pequenas.
3.2.2 Modelo logístico com efeito Allee, pesca e fator abiótico
Nos modelos abaixo, procuramos inserir fatores que estão ligados diretamente ao nível de
estoques populacionais relacionados com a pesca. Tais fatores podem ocasionar a extinção ou
a redução drásticas de várias populações de peixes, como vem ocorrendo na região Amazônica.
Estudamos a estabilidade e também simulamos várias situações relacionadas com esses modelos.
1. Este modelo ilustra o crescimento logístico com efeito Allee sem pesca.
𝑑𝑥
𝑑𝑡
= 𝑠𝑥
(︂
1− 𝑥
𝐾
)︂(︂
𝑥
𝐾0
− 1
)︂
, (3.2.2)
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onde 𝑠,𝐾 e 𝐾0 são constantes positivas, com 𝑠 sendo a taxa de crescimento intrínseca, 𝐾
a capacidade de suporte e 𝐾0 o limite mínimo para o crescimento populacional, ou seja,
para valores menores que 𝐾0 a população vai para a extinção.
Os pontos de equilíbrio deste modelo são: 𝑥1 = 0, 𝑥2 = 𝐾0 e 𝑥3 = 𝐾.
O Figura 3.8 diz respeito à taxa de variação do modelo e o ponto em verde é o limiar
para o crescimento.
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Figura 3.8: Gráfico da variação populacional do modelo logístico com efeito Allee.
A Figura 3.9 ilustra o crescimento populacional com condição inicial menor que o limiar
𝐾0 e a situação maior que o 𝐾0. Para valores de condição inicial maior que 𝐾0, o
crescimento populacional se estabiliza na capacidade de suporte e, menor que 𝐾0, tende
à extinção.
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Figura 3.9: Curvas do crescimento logístico com efeito Allee, valor inicial abaixo e acima do
limiar 𝐾0.
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2. Temos agora o modelo de Verhulst com efeito Allee e pesca. A equação que caracteriza
esta situação é dada por:
𝑑𝑥
𝑑𝑡
= 𝑠𝑥
(︂
1− 𝑥
𝐾
)︂(︂
𝑥
𝐾0
− 1
)︂
− 𝐸𝑥, (3.2.3)
onde a constante 𝐸 significa o esforço de pesca aplicado.
Nos teoremas que formulamos abaixo, apresentamos algumas relações entre os modelos
(3.2.2) e (3.2.3):
Teorema 3.2.1. A matriz ?˜? associada à equação diferencial (3.2.2) é obtida pela apli-
cação do operador [𝑇 ] na matriz ?˘? associada a (3.2.3), onde:
[𝑇 ] =
⎡⎢⎢⎣
1 0 0
0 1 0
0 0 𝑠
𝑠+ 𝐸
⎤⎥⎥⎦ ,
[?˜?] =
⎡⎢⎢⎢⎢⎣
− 𝑠
𝐾𝐾0
0 0
0 𝑠
𝐾
+ 𝑠
𝐾0
0
0 0 −𝑠
⎤⎥⎥⎥⎥⎦
e
[?˘?] =
⎡⎢⎢⎢⎢⎣
− 𝑠
𝐾𝐾0
0 0
0 𝑠
𝐾
+ 𝑠
𝐾0
0
0 0 −(𝑠+ 𝐸)
⎤⎥⎥⎥⎥⎦
Prova:
Seja 3.2.2 associado à matriz ?˜? e 3.2.3 associado a ?˘?. Como ambas as equações diferen-
ciais são polinômios de grau três, onde o termo de grau zero é nulo, temos uma imersão
do R4 em R3, além disso, como as dimensões são iguais temos um isomorfismo entre os
espaços formados por esses dois polinômios. Segue então, que existe uma matriz 𝑇 tal
que:
?˜? = [𝑇 ]?˘?
Procedendo às operações de inversão, obtemos a matriz [𝑇 ] dada acima.
Teorema 3.2.2. Seja a equação diferencial 3.2.2, onde os pontos de equilíbrios são dados
por 𝑥1 = 0, 𝑥2 = 𝐾0 e 𝑥3 = 𝐾, com 𝐾0 o limiar do efeito Allee e 𝐾 a capacidade de
suporte do modelo. Então, os pontos de equilíbrio não triviais, do modelo 3.2.3 dependem
dos pontos de equilíbrio 𝑥2 e 𝑥3 da equação 3.2.2 e são dados abaixo:
𝑥11 = 0, 𝑥22 =
1
2(𝐾 +𝐾0)−
1
2
√︃
−4𝐾𝐾0𝐸
𝑠
+ (𝐾 −𝐾0)2
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e 𝑥33 =
1
2(𝐾 +𝐾0) +
1
2
√︃
−4𝐾𝐾0𝐸
𝑠
+ (𝐾 −𝐾0)2
Prova: Os procedimentos para encontrar esses pontos de equilíbrios são simples e seguem
o roteiro abaixo:
• O primeiro ponto é o trivial que significa a extinção da população da equação 3.2.3;
• Igualamos a equação do sistema à zero, assim encontramos dois pontos de equilíbrio
não triviais.
Agora, o limiar será 𝑥22 assim, valores menores que este limiar levam à extinção e maiores
levam ao ponto de equilíbrio 𝑥33. Podemos observar nos gráficos abaixo que houve um
deslocamento nos pontos de equilíbrio quando temos pesca e quando não há pesca. Os
limiares Allee também sofrem deslocamento.
O gráfico da Figura 3.10 diz respeito à taxa de variação do modelo com pesca, o ponto
verde é o limiar Allee para o crescimento quando não há pesca e, o ponto asterisco preto
sobre a curva é o limiar Allee com pesca e efeito Allee.
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Figura 3.10: Gráfico da variação populacional do modelo logístico com efeito Allee e pesca.
A Figura 3.11 ilustra o crescimento populacional com condição inicial menor que o limiar
𝑥22 e a situação com condição inicial maior que 𝑥22. Para valores de condição inicial
maiores que 𝑥22, o crescimento populacional se estabiliza não na capacidade de suporte,
mas sim no ponto 𝑥33, que depende da capacidade de suporte e, se for menor que 𝑥22
tende à extinção.
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Figura 3.11: Curvas do crescimento logístico com valor inicial abaixo e acima do limiar de
crescimento e pesca.
3. Se consideramos o modelo de Verhulst com efeito Allee, pesca e fator abiótico, temos
então a equação diferencial que o caracteriza dada por:
𝑑𝑥
𝑑𝑡
= 𝑠𝑥
(︂
1− 𝑥
𝐾
)︂(︂
𝑥
𝐾0
− 1
)︂
− (𝐸 + 𝜆)𝑥, (3.2.4)
onde a constante 𝜆 significa o fator abiótico para a população de peixes. Se chamarmos
𝐸 + 𝜆 = 𝐸, teremos como pontos de equilíbrios os mesmo vistos em 3.2.2 onde o 𝐸 dado
pelo esforço de pesca será o 𝐸 com fator abiótico. Devido ao fator abiótico, o ponto de
equilíbrio do efeito Allee (ponto de equilíbrio instável) e o máximo nível de estoque (ponto
de equilíbrio estável) sofrem um deslocamento à direita. Isso significa que o valor mínimo
para que ocorra o crescimento populacional (valor Allee), será um pouco maior conforme
podemos observar nos pontos de equilíbrio.
No gráfico representado na Figura 3.12 temos a variação populacional da equação 3.2.4,
que possui o fator abiótico, essa curva é representada pela cor preta, a curva vermelha é
sem o fator abiótico, e os pontos verdes no gráfico representam os limiares de crescimento.
Observamos uma diminuição na variação quando temos o efeito abiótico e um aumento
do ponto de equilíbrio que causa o efeito Allee, ou seja, o nível populacional mínimo para
que o estoque não vá para extinção, tem que ser maior quando temos o fator abiótico
junto com a pesca.
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Figura 3.12: Curvas da variação do crescimento logístico com pesca, efeito Allee e fator abiótico.
Já no próximo gráfico, temos a curva do crescimento logístico com pesca e efeito Allee,
nas situações com fator abiótico (curva em preto) e sem fator abiótico (curva na cor
vermelha). O ponto de equilíbrio é modificado conforme o valor do fator abiótico e o
esforço de pesca, isso se deve ao fato de que a pesca e o fator abiótico interferem no total
do nível de estoque, assim o valor final do crescimento logístico nunca será a capacidade
de suporte 𝐾 e sim um valor abaixo de 𝐾. Na curva sem fator abiótico, temos um
crescimento maior, como o esperado. O valor da reta verde é o máximo valor de estoque
quando temos o fator abiótico, esse valor aumenta na ausência desse fator.
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Figura 3.13: Curvas do crescimento logístico com pesca, efeito Allee e fator abiótico.
3.3 Economia de sobrepesca
Pescaria de acesso aberto é uma exploração que é completamente descontrolada, de forma
que qualquer pessoa pode pescar (Clark, 1976). O modelo de Gordon (1954) sobre pescaria de
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acesso aberto prevê um equilíbrio em que a renda econômica é dissipada na forma de esforço
de pesca, expandindo para um nível 𝐸∞ até que a receita seja igual ao custo, ou seja, baseado
na curva receita e esforço. Em termos logísticos esse equilíbrio é determinado pelas equações:
𝑑𝑥
𝑑𝑡
= 𝑟𝑥
(︂
1− 𝑥
𝐾
)︂
− 𝐸𝑥 = 0 e (3.3.1)
𝑇𝑟 − 𝑇𝑐 = 𝑝𝐸𝑥− 𝑐𝐸 = 0, (3.3.2)
onde 𝑇𝑟 é o rendimento total sustentável de esforço 𝐸, 𝑇𝑐 custo total da pescaria que é pro-
porcional ao esforço despendido, 𝑐 custo da pesca e 𝑝 preço.
A primeira equação tem a taxa de crescimento logístico e a ação da massa da pescaria que
é proporcional tanto ao nível de estoque quanto ao nível de esforço de pesca.
A segunda equação tem uma interpretação econômica e não ecológica. A renda econômica
sustentável é a diferença dada em 3.3.2, ou seja, é o lucro. Poderíamos olhar essa segunda
equação também como sendo a taxa de variação do esforço E.
Essas equações são solucionadas para o nível de esforço 𝐸∞ e para o nível de estoque
𝑥∞ = 𝑐/𝑝.
Podemos observar que o nível de esforço 𝐸∞ é determinado por parâmetros biológicos e
econômicos, por isso usamos o termo "equilíbrio bioeconômico" de Gordon. Se os parâmetros
𝑟 e 𝐾 são conhecidos, então o nível de esforço 𝐸∞ torna-se função apenas do custo e preço.
Assim, peixe e esforço podem conviver em equilíbrio.
Se os custos da pescaria são suficientemente altos em relação ao preço do peixe, 𝑐
𝐾
> 𝑝, a
pescaria não pode ser explorada por todos, como na curva 𝑇𝑐1 da 3.14.
Assim, muitas populações de peixes não suportariam qualquer pescaria comercial, simples-
mente porque seus valores de mercado não compensariam a despesa da captura de peixes, ou
seja, a pesca não seria economicamente viável. Se houvesse uma elevação do preço ou uma
baixa no nível de custo, isto tornaria a pescaria rentável e o equilíbrio bioeconômico seria es-
tabilizado até um nível 𝐸2∞, como nos mostra a Figura 3.14. Neste estágio, o esforço ainda
está abaixo do nível do campo da máxima sustentabilidade biológica 𝐸𝑀𝑆𝑌 , e a sobrepesca não
ocorre. Se a razão 𝑐/𝑝 inicia suficientemente baixa, o equilíbrio é estabilizado para um nível tal
como 𝐸3∞ > 𝐸𝑀𝑆𝑌 e, biologicamente, a sobrepesca ocorre.
Tc1 Tc2
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Figura 3.14: Níveis de equilíbrio bioeconômico.
Na Figura 3.14 𝑇𝑐, 𝑇𝑟 são respectivamente o custo total e a renda total.
Consideremos o caso de uma pescaria de acesso aberto em equilíbrio bioeconômico para
algum esforço 𝐸∞ > 0 que produz zero de renda econômica. Se o esforço pode aos poucos
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ser reduzido, claramente os níveis positivos da renda econômica podem ser alcançados. Isto é
particularmente evidente quando 𝐸∞ excede 𝐸𝑀𝑆𝑌 , pois a redução do esforço tem um efeito
duplo, o de receita crescente e custo decrescente.
De qualquer forma, despesas em excesso devido ao esforço de pesca na pescaria de acesso
aberto, geram uma economia ineficiente.
Na realidade, o nível de equilíbrio bioeconômico de esforço é ineficiente, questões como
o nível de esforço ótimo e produção ótima são questões não simplistas. Não podemos dizer
que, para maximizar uma renda econômica sustentável, bastaria maximizar Tr-Tc pois isso
negligencia o fato da dinâmica dos processos econômicos e biológicos.
Por exemplo, consideremos uma pescaria de acesso aberto, ou seja, em que todos podem
pescar, tenha equilíbrio biológico com 𝐸 = 𝐸∞. Suponhamos que uma agência regulamentadora
de pesca é acionada para aumentar o rendimento sustentável. Para alcançar esse propósito,
será necessário reduzir o nível do esforço de pesca. É claro, entretanto, que embora a redução
do esforço acabe por levar a um aumento no rendimento, o efeito imediato seria um decréscimo
no rendimento.
Para calcular este resultado do esforço no modelo matemático, notemos que a receita será
proporcional a captura dada por:
𝑅𝑒𝑐𝑒𝑖𝑡𝑎 = 𝑌 = 𝐸𝑥.
Mesmo se o esforço muda de forma descontínua de 𝐸∞ para um nível abaixo 𝐸 < 𝐸∞, o
nível de biomassa dado por
𝑑𝑥
𝑑𝑡
= 𝐹 (𝑥)− 𝐸𝑥,
aumentaria de forma contínua. As dinâmicas resultantes envolvendo o esforço, biomassa e
rendimento são mostrados na Figura 3.15 e podem ser encontradas em (Clark, 1976).
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Figura 3.15: Efeito da redução de esforço de pesca em 𝑡 = 𝑡*.
Se futuros rendimentos devem ser aumentados, níveis de colheita atuais devem ser reduzidos.
O problema fundamental torna-se então determinar o melhor ótimo entre colheitas atuais
e futuras. Este problema, que é a própria essência da conservação de recursos, é um passo
extremamente difícil do ponto de vista político e filosófico.
3.4 Crescimento logístico com efeito Allee fuzzy e pesca
No modelo de pesca que apresentamos aqui, com limiar de crescimento e fator abiótico,
dentre outros parâmetros usados no modelo, nos deparamos com o problema de definir valores
de parâmetros que são, em geral, de difícil medição. O parâmetro do limiar de crescimento é
um desses valores difíceis de medir, isso nos leva a considerar o limiar 𝐾0 tomado em (3.2.2)
fuzzy. Fizemos também a fuzzificação desse limiar para caso em que temos pesca, representado
pela equação (3.2.3).
1. Parâmetro Allee fuzzy sem pesca: Para o caso do parâmetro 𝐾0 fuzzy, onde 𝐾0 é um
ponto de equilíbrio instável, utilizando o princípio de extensão de Zadeh, obtemos o gráfico
da Figura 3.16. Esta situação nos mostra o valor central do gráfico (faixa roxa) sendo o
𝐾0 fuzzy e os valores das condições iniciais acima e abaixo da faixa fuzzy que representam
a incerteza do 𝐾0. Tomando valores acima do limiar fuzzificado, o crescimento tende à
capacidade de suporte 𝐾 que não é fuzzy, com 𝐾 sendo um ponto de equilíbrio estável
e determinístico (linha em vermelho). Se tomarmos valores abaixo do limiar fuzzificado,
temos que o estoque de peixes tende à extinção.
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Figura 3.16: Parâmetro ̂︁𝐾0 = [22.5, 23, 23.5] fuzzy. 𝑃0 /∈ supp̂︂𝐾0 e 𝑃 10 = 20 e 𝑃 20 = 25.
2. Parâmetro 𝐾0 fuzzy e pesca: Se considerarmos agora a situação em que, além do
efeito Allee, temos a pesca contínua, o ponto de equilíbrio do efeito Allee dependerá de
𝐾0 ou seja, os pontos de equilíbrios serão expressões que dependem de 𝐾0, conforme o
teorema (3.2.2). O ponto de máximo crescimento populacional também será fuzzy, uma
vez que depende de 𝐾0. Logo, no gráfico da Figura 3.17, a reta fuzzy superior representa
o máximo valor de crescimento populacional (não é a capacidade de suporte pois, como
temos a pesca, esse crescimento não alcançará sua capacidade de suporte como na situação
do gráfico anterior). Em seguida, temos a curva que representa o crescimento do estoque
quando tomamos uma condição inicial acima do limiar fuzzy, que é representado pela
reta fuzzy em roxo e, por último, a curva que representa o crescimento do estoque quando
tomamos uma condição inicial abaixo do limiar fuzzy.
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Figura 3.17: Parâmetro ̂︁𝐾0 = [22.5, 23, 23.5] fuzzy e pesca, 𝑃0 /∈ supp̂︂𝐾0 e 𝑃 10 = 25 e 𝑃 20 = 32.
Nas Figuras 3.16 e 3.17 obtivemos os casos em que o limiar que chamamos limiar de
sustentabilidade é fuzzy, isso significa que a quantidade de estoque mínimo para que uma
população de peixes não vá para extinção é incerta e portanto, modelado pela lógica
fuzzy. A diferença entre as duas Figuras 3.16 e 3.17 é que o limiar sofre um deslocamento
quando inserimos a pesca, que pode ser observado na Figura 3.17.
3.5 Conclusões
O modelo aqui proposto serviu para estudar a dinâmica do estoque de peixes quando temos
limiar para o crescimento do estoque de peixes, pesca e fatores abióticos. O estudo do esforço de
pesca em conjunto com essa dinâmica, é essencial para entender os processos que podem levar
uma população de peixes à extinção e também nos ajuda a desenvolver modelos bioeconômicos
de pesca.
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Capítulo 4
Interação entre espécies de peixes
Várias espécies de peixes consumidas na região Amazônica interagem entre si, quer por
meio de competição ou mesmo de predação. Neste capítulo, introduzimos modelos clássicos de
competição e predação e alteramos esses modelos introduzindo o esforço de pesca. Analisamos
o problema de ciclo limite e estudamos condições de estabilidade dos modelos que propomos.
Além disso, propomos modelos alternativos fuzzy tanto dos modelos clássicos quanto dos mo-
delos que criamos.
4.1 Fundamentos teóricos
As definições e teoremas abaixo podem ser encontradas em (Diniz & Bassanezzi, 2012).
Definição 4.1.1. Considere o seguinte sistema de equações diferenciais autônomas:⎧⎨⎩
𝑑𝑥
𝑑𝑡
= 𝑓(𝑥(𝑡))
𝑥(0) = 𝑥0.
(4.1.1)
onde 𝑓 é de classe 𝐶1, 𝜙𝑡(𝑝) uma solução do sistema, com 𝑡 ∈ 𝑅+ e a condição inicial 𝑝 = 𝑥0 ∈
ℜ2. Denotaremos por órbita o conjunto 𝛾 = {𝜙𝑡(𝑝) : 𝑡 ≥ 0}.
Definição 4.1.2. Dizemos que um ponto 𝑝* é 𝜃 periódico se 𝜙𝑡0(𝑝) = 𝜙𝑡0+𝑘𝜃(𝑝) = 𝑝*, com 𝑘
inteiro positivo, 𝑡0 o primeiro instante em que a solução passa por 𝑝*. Além disso, dizemos que
uma órbita é 𝜃 periódica se, para todo 𝑝 ∈ 𝛾, 𝜙𝑡(𝑝) = 𝑝 para 𝑡 = 𝜃 e 𝜙𝑡(𝑝) ̸= 𝑝 para 𝑡 ∈ (0, 𝜃).
Definição 4.1.3. Um ponto 𝜔 de uma determinada órbita 𝛾 é um ponto tal que, existe pelo
menos uma sequência {𝑡𝑛 → ∞} com 𝜙𝑡𝑛(𝑝) → 𝜔. Definimos como 𝜔-limite o conjunto de
todos os pontos 𝜔 de uma órbita 𝛾.
O teorema abaixo classifica as órbitas quanto à sua estabilidade.
Teorema 4.1.4. Sejam 𝛾 ∈ ℜ2 uma órbita periódica para o fluxo bidimensional e 𝑥0 ∈ ℜ2 um
ponto não periódico no exterior (interior). Então:
(a) 𝛾 é estável pelo exterior (interior) se, e somente se,𝛾 = 𝜔(𝑥0), ou para todo 𝜀 > 0, existe
uma órbita periódica 𝛾𝜀 no exterior (interior) tal que dist(𝛾, 𝛾𝜀) < 𝜀;
(b) 𝛾 é assintoticamente estável pelo exterior (interior) se e, somente se, 𝛾 = 𝜔(𝑥0).
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Definição 4.1.5. Se 𝑦 ∈ ℱ(𝑈) e 𝑥0 ∈ ℱ(𝑈), dizemos que 𝑦 é um 𝜔-ponto de 𝜙𝑡(𝑥0) se existir
uma sequência {𝑡𝑛}𝑛∈ℵ com 𝑡𝑛 −→∞ quando 𝑛 −→∞ tal que:
𝑑∞(𝜙𝑡(𝑥0), 𝑦) −→ 0
o conjunto 𝜔-limite, isto é, 𝜔(𝑥0) é o conjunto de todos os 𝜔-pontos de 𝜙𝑡(𝑥0).
Definição 4.1.6. (Órbitas periódicas para fluxo fuzzy) A órbita 𝛾 da solução fuzzy 𝜙𝑡(𝑥), onde
𝑥 é um ponto periódico fuzzy, é chamada de órbita periódica fuzzy no conjunto ℱ(𝑈), sendo
𝛾 = {𝜙𝑡(𝑥) : 𝑡 ≥ 0}
Relacionando órbitas periódicas determinísticas com órbitas periódicas fuzzy temos os re-
sultados abaixo que podem ser encontrados em (Cecconello, 2010).
Teorema 4.1.7. Sejam 𝐴 ⊂ 𝑈 tal que todo 𝑥 ∈ 𝐴 é 𝜃-periódico e 𝑥 ∈ ℱ(𝑈) . Se [𝑥]𝛼 é convexo
e [𝑥]0 ⊂ 𝐴, então 𝑥 é 𝜃-periódico. Portanto, se todos os elementos de [𝑥]0 são 𝜃-periódicos então
𝑥 é um ponto periódico fuzzy com período 𝜃.
Teorema 4.1.8. Sejam 𝛾 uma órbita periódica para 𝜙𝑡 com 𝜃 > 0 e
𝛾 = {𝑥 ∈ ℱ(𝑈) : [𝑥]0 ⊂ 𝛾}
o conjunto periódico fuzzy determinado por 𝛾. Então:
(a) 𝛾 é estável para 𝜙𝑡, se e, somente se, 𝛾 é estável para 𝜙𝑡;
(b) 𝛾 é assintoticamente estável para 𝜙𝑡 se e, somente se, 𝛾 é assintoticamente estável para
𝜙𝑡.
O teorema anterior nos diz que se todos os pontos [𝑥0]0 pertencem a uma órbita periódica
determinística 𝛾 então a estabilidade de 𝛾 é igual à estabilidade da órbita 𝛾 gerada por 𝜙𝑡(𝑥0).
Teorema 4.1.9. Sejam 𝛾 uma órbita periódica determinística assintoticamente estável e 𝑥0 ∈
ℱ(𝑈). Se [𝑥0]0 ⊂ 𝐴(𝛾) então 𝜔(𝑥0) ⊂ 𝛾 é uma órbita periódica fuzzy.
Neste teorema, o termo 𝐴(𝛾) denota a região de atração da órbita 𝛾. Em resumo, se
[𝑥0]0 ⊂ 𝐴(𝛾) então 𝜙𝑡(𝑥0) converge para uma órbita periódica fuzzy assintoticamente estável.
Teorema 4.1.10. (Teorema de Poincaré-Bendixson) Dado o sistema de equação:⎧⎨⎩
𝑑𝑥
𝑑𝑡
= 𝑓(𝑥(𝑡))
𝑥(0) = 𝑥0.
(4.1.2)
Seja 𝜙𝑡(𝑝) uma solução do sistema. Se para 𝑡 ≥ 𝑡0 a trajetória é limitada e não se aproxima
de nenhum ponto singular, então esta trajetória é uma órbita periódica, ou se aproxima de uma
órbita periódica para t →∞.
Teorema 4.1.11. (Teorema de Poincaré-Bendixson no espaço métrico fuzzy ℱ(ℜ2)) Seja 𝐾 ⊂
ℜ2 um conjunto compacto e invariante e 𝑥0 ∈ 𝐾. Se 𝜙𝑡(𝑥0) não se aproxima de nenhum ponto
de equilíbrio, então existe uma região 𝐴 ⊂ 𝐾 tal que para [𝑥0]0 ⊂ 𝐴, 𝜙𝑡(𝑥0) é uma órbita
periódica fuzzy ou converge para uma. A demonstração desse teorema podemos encontrar em
(Diniz & Bassanezzi, 2012).
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4.2 Modelo de Gause de competição interespecífica
O seguinte modelo de sistema dinâmico, foi estudado por Gause em 1935, como um modelo
de competição entre duas espécies:⎧⎪⎪⎨⎪⎪⎩
𝑑𝑥
𝑑𝑡
= 𝑟𝑥
(︁
1− 𝑥
𝐾
)︁
− 𝛼𝑥𝑦
𝑑𝑦
𝑑𝑡
= 𝑠𝑦
(︁
1− 𝑦
𝐿
)︁
− 𝛽𝑥𝑦,
(4.2.1)
onde 𝑟,𝑠,𝐾,𝐿,𝛼 e 𝛽 são constantes positivas. 𝑟 e 𝑠 são as taxas de crescimento intrínsecas das
duas populações, 𝐾 e 𝐿 capacidades de suporte das populações das espécies 𝑥 e 𝑦 do ambiente
compartilhado, e 𝛼 e 𝛽 representam a força da competição entre as espécies.
Neste modelo, que pode ser encontrado em (Clark, 1976), cada população interfere na outra
usando a fonte de alimento.
Existem quatro isóclinas, dadas abaixo :
𝑥 = 0 , 𝑦 = 0,
𝑥 = 𝑠
𝛽
(︁
1− 𝑦
𝐿
)︁
e 𝑦 = 𝑟
𝛼
(︁
1− 𝑥
𝐾
)︁
.
Essas isóclinas dão origem a três pontos de equilíbrio como seguem abaixo:
𝑥 = 0 , 𝑦 = 𝐿;
𝑥 = 𝐾 , 𝑦 = 0 e
𝑥 = 𝛼𝐾𝐿𝑠−𝐾𝑟𝑠
𝛼𝛽𝐾𝐿−𝑟𝑠 , 𝑦 =
𝛽𝐾𝐿𝑟−𝐿𝑟𝑠
𝛼𝛽𝐾𝐿−𝑟𝑠 ,
onde os dois primeiros são os pontos de equilíbrio dados pelas capacidade de suporte do meio
e o último é o de coexistência.
No modelo de Gause temos três casos distintos à respeito da interação entre as duas espécies.
a. A competição é fraca e as espécies coexistem, o estado de equilíbrio é um nó estável;
b. No segundo caso que é de exclusão competitiva, somente um ponto de equilíbrio será estável,
(𝐾, 0) ou (0, 𝐿). Inevitavelmente apenas uma das espécies ganhará a competição;
c. No terceiro caso, temos um ponto de sela e dois nós de equilíbrio estáveis, em (𝐾, 0) e
(0, 𝐿). A competitividade resultante depende dos níveis populacionais iniciais; uma espécie
é finalmente levada à extinção, o que indica também uma exclusão competitiva.
As equações de Gause são estruturalmente estáveis exceto, para um certo caso especial,
onde uma pequena mudança na posição da isóclina pode transformar esse diagrama que tem
um nó estável em K em um tipo como o item (c) em que temos um ponto de sela.
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Figura 4.1: Pontos de equilíbrio do modelo de competição de Gause.
Figura 4.2: Ponto de equilíbrio instável.
4.2.1 Simulações do modelo clássico de Gause para competição in-
terespecífica
Dado o modelo de Gause, analisamos a partir das isóclinas, do sistema de equações que
representam esse modelo e, seus pontos de equilíbrio, valores para os parâmetros que repro-
duzissem as situações vistas na teoria. A análise desse parâmetros se fez necessário, para que
depois fosse possível modificar o modelo para outras situações que veremos nas próximas se-
ções. Basicamente, nessas primeiras simulações o que queremos é ilustrar a coexistência entre
as espécies e a extinção, seja dependente de valores inicias de estoque ou não.
1. Competição com coexistência: Neste caso, a competição permite a coexistência, com
um nó estável, consideramos a força de competição entre as espécies baixa para as si-
mulações, não inserimos esforço de pesca. Para tais gráficos atribuímos vários valores
iniciais para as espécies (condições inicias para os níveis populacionais das duas espécies)
e simulamos um diagrama de fases de coexistência para esses valores atribuídos. O gráfico
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está representado na Figura 4.3 e os dados encontram-se nas suas respectivas tabelas. Os
pontos azul, preto, rosa e vermelho representam os pontos de equilíbrio, os pontos em
azul vazados são as diferentes condições iniciais.
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Figura 4.3: Plano de fase do modelo de competição de Gause com coexistência entre as espécies.
K L 𝛼 𝛽 r s
1 80 90 0.0006 0.0007 0.7 0.8
Tabela 4.1: Tabela dos valores simulados na Figura 4.3.
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2. Competição de exclusão independente da condição inicial: O segundo gráfico,
representado na Figura 4.4 é de exclusão competitiva, somente um equilíbrio estável
existe,para (𝐾, 0) ou (0, 𝐿). Nesse caso, em particular, a espécie 𝑥 foi extinta. Esses
resultados independem dos níveis populacionais iniciais.
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Figura 4.4: Plano de fase do modelo de competição de Gause com a extinção da espécie x.
K L 𝛼 𝛽 r s
1 80 90 0.006 0.007 0.378 0.8
Tabela 4.2: Tabela dos valores simulados na Figura 4.4.
3. Competição de exclusão dependente da condição inicial: Existem um ponto de
sela e dois nós de equilíbrio estável em (𝐾, 0) e (0, 𝐿) observados na Figura 4.5. A com-
petitividade resultante, depende dos níveis populacionais iniciais. Fizemos combinações
entre os valores iniciais populacionais.
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Figura 4.5: Plano de fase do modelo de competição de Gause com a extinção da espécie x.
K L 𝛼 𝛽 r s
1 80 90 0.06 0.07 0.7 0.8
Tabela 4.3: Tabela dos valores simulados na Figura 4.5.
4.2.2 Estudo do modelo de Gause com esforço de pesca.
A partir do modelo clássico de Gause, faremos algumas modificações que serão incorporadas
nessas simulações, tais como situações em que ambas as populações de peixes possuam esforço
de pesca vinculadas a coexistência ou, extinção por competitividade, com esforços iguais e
diferentes. Agora, claramente os pontos de equilíbrio serão modificados devido a inserção do
esforço de pesca.
1. Modelo de Gause com aplicação de esforço de pesca nas duas espécies: O gráfico
representado na Figura 4.6 representa o modelo clássico de Gause de coexistência mas,
com acréscimo de esforço de pesca iguais nas duas equações. Abaixo temos as equações
de Gause com esforço de pesca, os pontos de equilíbrio e o diagrama de fases. Os pontos
de equilíbrio se movimentam conforme o valor do esforço de pesca. Os quadrados negros
são os valores inicias das espécies.
O modelo com acréscimo do esforço de pesca é dado por:
⎧⎪⎪⎨⎪⎪⎩
𝑑𝑥
𝑑𝑡
= 𝑟𝑥
(︁
1− 𝑥
𝐾
)︁
− 𝛼𝑥𝑦 − 𝐸𝑥
𝑑𝑦
𝑑𝑡
= 𝑠𝑦
(︁
1− 𝑦
𝐿
)︁
− 𝛽𝑥𝑦 − 𝐸𝑦.
(4.2.2)
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Os pontos de equilíbrio que encontramos nesse caso são:
𝑥 = 0 , 𝑦 = 0;
𝑥 = 0 , 𝑦 = −𝐿(𝐸 − 𝑠)
𝑠
;
𝑥 = −𝐾(𝐸 − 𝑟)
𝑟
, 𝑦 = 0 e,
𝑥 = 𝐾(𝐸𝑠− 𝑟𝑠− 𝐸𝐿𝛼+ 𝐿𝑠𝛼)−𝑟𝑠+𝐾𝐿𝛼𝛽 , 𝑦 =
𝐿(𝐸𝑟 − 𝑟𝑠−𝐾𝐸𝛽 +𝐾𝑟𝛽)
−𝑟𝑠+𝐾𝐿𝛼𝛽 .
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Figura 4.6: Plano de fase do modelo de competição de Gause com coexistência e acréscimo do
esforço de pesca nas espécies y e x.
K L 𝛼 𝛽 r s E
1 80 90 0.006 0.007 0.7 0.8 0.3
Tabela 4.4: Tabela dos valores simulados na figura 4.6
2. Efeito do esforço de pesca na extinção de uma espécie: A Figura 4.7 representa
o modelo clássico de Gause sem esforço de pesca nas equações, neste caso abordado a
população x vai para extinção. Na simulação seguinte, modificamos um pouco a situação
de tal forma que, com o esforço de pesca sendo inserido é que irá para extinção, revertendo
assim a situação da população x aqui vista. O esforço de colheita excedeu o nível crítico.
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Figura 4.7: Plano de fase do modelo de competição de Gause extinção de x sem esforço de
pesca.
K L 𝛼 𝛽 r s
1 90 90 0.02 0.009 0.7 0.8
Tabela 4.5: Tabela dos valores simulados na figura 4.7.
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3. Extinção revertida: Na situação anterior a população x vai para extinção independen-
temente das condições iniciais assumidas. Esta próxima situação mostra que 4.7 pode ser
revertida ao aplicarmos um esforço de pesca grande na população y, que agora irá para
extinção. Podemos verificar isso no gráfico 4.8. O sistema de equações que representa
apenas a população 𝑦 sendo pescada é dado abaixo bem como os pontos de equilíbrio
para essa situação:
⎧⎪⎪⎨⎪⎪⎩
𝑑𝑥
𝑑𝑡
= 𝑟𝑥
(︁
1− 𝑥
𝐾
)︁
− 𝛼𝑥𝑦
𝑑𝑦
𝑑𝑡
= 𝑠𝑦
(︁
1− 𝑦
𝐿
)︁
− 𝛽𝑥𝑦 − 𝐸𝑦.
(4.2.3)
Os pontos de equilíbrio do sistema 4.2.3 são:
𝑥 = 0 , 𝑦 = 0;
𝑥 = 𝐾 , 𝑦 = 0;
𝑥 = 0 , 𝑦 = 𝐿(𝑠− 𝐸)
𝑠
e,
𝑥 = 𝐾(−𝑟𝑠− 𝐸𝐿𝛼+ 𝐿𝑠𝛼)−𝑟𝑠+𝐾𝐿𝛼𝛽 , 𝑦 =
𝑟𝐿(𝑠− 𝐸 −𝐾𝛽)
𝑟𝑠𝐾𝐿𝛼𝛽
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Figura 4.8: Plano de fase do modelo de competição de Gause com acréscimo do esforço de pesca
em y.
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K L 𝛼 𝛽 r s E
1 90 90 0.02 0.008 0.7 0.8 0.6
Tabela 4.6: Tabela dos valores simulados na figura 4.8.
4.3 Modelo de competição fuzzy interespecífica associ-
ado ao modelo de Gause
Abaixo, faremos algumas alterações no modelo clássico de Gause usando condições iniciais
e parâmetros fuzzy. Consideraremos também situações em que ambas as populações de peixes
possuam esforço de pesca nas suas equações.
4.3.1 Simulações com coexistência entre as espécies
1. Competição com condição inicial fuzzy: O Figura 4.9 ilustra o modelo de competição
sem esforço de pesca nas duas populações, com coexistência entre as espécies e usando
condições iniciais fuzzy diferentes nas duas equações de Gause. Usamos conjuntos fuzzy
triangulares nos gráficos. .
(a) Projeção da solução do cresci-
mento populacional 1 na primeira co-
ordenada, com condição inicial fuzzy
(b) Projeção da solução do crescimento
populacional 2 na segunda coordenada,
com condição inicial fuzzy
Figura 4.9: Projeção das soluções com condições iniciais fuzzy diferentes para as populações 1
e 2, dadas por ̂︀𝑥10 = [35, 40, 45] e ̂︀𝑥20 = [20, 25, 30] respectivamente.
K L 𝛼 𝛽 r s
1 80 90 0.0006 0.0007 0.7 0.8
Tabela 4.7: Tabela dos valores simulados na Figura 4.9.
No próximo gráfico, colocamos no mesmo eixo coordenado os dois gráficos apresentados
na Figura 4.9, apenas para compararmos os dois níveis populacionais.
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Figura 4.10: Crescimento populacional sem esforço de pesca com condições iniciais fuzzy.
2. Competição com condição inicial fuzzy e esforço de pesca apenas em uma
equação No gráfico da Figura 4.11 ilustramos a competição com esforço de pesca em
uma das populações (população 1) e usando condições iniciais fuzzy diferentes nas duas
equações. A população que recebeu o controle apresentou um decrescimento com relação
ao gráfico da Figura 4.9 (a) mas alcançou a estabilidade ao longo do tempo.
(a) Projeção da solução do cresci-
mento populacional 1 na primeira co-
ordenada
(b) Projeção da solução do crescimento
populacional 2 na segunda coordenada
Figura 4.11: Projeção das soluções com condições iniciais fuzzy diferentes para as populações
1 e 2, dadas por ̂︀𝑥10 = [35, 40, 45] e ̂︀𝑥20 = [20, 25, 30] respectivamente, e esforço de pesca na
população 1 apenas, onde se vê o valor assintótico menor que no caso sem pesca.
K L 𝛼 𝛽 r s E
1 80 90 0.0006 0.0007 0.7 0.8 0.1
Tabela 4.8: Tabela dos valores simulados na Figura 4.11
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3. Competição com condição inicial fuzzy e esforço de pesca nas equações: No grá-
fico representado na Figura 4.12 ilustramos a competição com esforço de pesca diferentes
nas duas populações e condições iniciais fuzzy diferentes. As populações se estabilizam
após um determinado período de tempo. O esforço maior foi aplicado na população 1,
por isso um decaimento maior no nível de estoque nessa população. Comparando com os
gráficos sem esforço de pesca vistos na Figura 4.9, observamos a diminuição do estoque
de peixe de ambas populações devido à pesca.
(a) Projeção da solução do cresci-
mento populacional 1 na primeira co-
ordenada
(b) Projeção da solução do crescimento
populacional 2 na segunda coordenada.
Figura 4.12: Projeção das soluções com condição inicial fuzzy diferentes para a população 1 e
2, dadas por ̂︀𝑥10 = [35, 40, 45] e ̂︀𝑥20 = [20, 25, 30] respectivamente, e esforço de pesca nas duas
populações.
K L 𝛼 𝛽 r s E1 E2
1 80 90 0.0006 0.0007 0.7 0.8 0.15 0.09
Tabela 4.9: Tabela dos valores simulados na figura 4.12.
4. Esforço de pesca fuzzy: N a Figura 4.13 ilustramos a competição com esforço de
pesca fuzzy e sem condições iniciais fuzzy. Ambas as populações se estabilizam depois de
um determinado tempo. As projeções das soluções ficam abaixo de suas capacidades de
suporte, que são 𝐾 = 80 e 𝐿 = 90 respectivamente, devido ao esforço de pesca fuzzy. A
incerteza também aumentou quando o parâmetro tornou-se fuzzy.
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(a) Projeção da solução do cresci-
mento populacional 1 na primeira co-
ordenada
(b) Projeção da solução do crescimento
populacional 2 na segunda coordenada
Figura 4.13: Projeção das soluções com parâmetro esforço de pesca fuzzy ̂︀𝐸 = [0.11, 0.12, 0.13]
e, condição inicial da população 1 igual a 𝑥10 = 55 e da população 2 igual a 𝑥20 = 60.
K L 𝛼 𝛽 r s
1 80 90 0.0006 0.0007 0.7 0.8
Tabela 4.10: Tabela dos valores simulados na figura 4.13
4.3.2 Simulações com extinção de uma das espécies
Modelos de competição em que uma das populações é extinta.
1. Extinção de uma das espécies: No gráfico da Figura 4.14 temos um modelo de com-
petição sem esforço de pesca nas duas populações, com condições iniciais fuzzy e sob
condições em que uma das populações chega à extinção.
(a) Projeção da solução na primeira coorde-
nada com extinção da espécie 1
(b) Projeção da solução na segunda
coordenada da espécie 2
Figura 4.14: Projeção das soluções com condição inicial fuzzy diferentes para a população 1 e
2, dadas por ̂︀𝑥10 = [12, 12.5, 15] e ̂︀𝑥20 = [12, 13.5, 15] respectivamente, e sem esforço de pesca
nas duas populações.
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K L 𝛼 𝛽 r s
1 90 90 0.02 0.009 0.7 0.8
Tabela 4.11: Tabela dos valores simulados na Figura 4.14.
2. No gráfico abaixo 4.15, temos um modelo de competição que ilustra o caso em que uma
das populações vai para extinção mas, quando inserimos o esforço de pesca na população
mais competitiva, conseguimos inverter essa situação, conforme temos no gráfico 4.16. As
condições iniciais são fuzzy.
(a) Projeção da solução da espécie 1 na pri-
meira coordenada.
(b) Projeção da solução na segunda
coordenada com a espécie 2 indo para
extinção.
Figura 4.15: Projeção das soluções com condição inicial fuzzy diferentes para a população 1 e
2, dadas por ̂︀𝑥10 = [20, 25, 30] e ̂︀𝑥20 = [35, 40, 45] respectivamente, e sem esforço de pesca nas
duas populações.
(a) Projeção da solução da espécie 1 na primeira coor-
denada.
(b) Projeção da solução na segunda coordenada
com a espécie 2 indo para extinção.
Figura 4.16: Extinção da população 1 revertida com esforço de pesca acima de um limite crítico.
As condições iniciais continuam as mesmas.
79
K L 𝛼 𝛽 r s E
1 90 90 0.02 0.009 0.7 0.8 0.6
Tabela 4.12: Tabela dos valores simulados nas Figuras 4.15 e 4.16.
4.3.3 Simulações com extinção de uma das espécies para o caso de
ponto de sela
Fizemos uma simulação com parâmetros que nos propiciam a situação do ponto de sela.
1. Ponto de sela: Na situação do gráfico da Figura 4.17, temos um ponto de sela com con-
dições iniciais fuzzy. Como o modelo depende da condição inicial para alguma população
ir à extinção, temos então a situação abaixo. A população que recebeu o esforço de pesca
teve uma queda mas depois se recuperou e, voltou a crescer. É importante salientar que,
nesse caso, a população sobrevivente vai para sua capacidade de suporte.
(a) Projeção da solução da espécie 1 na primeira coor-
denada.
(b) Projeção da solução na segunda coordenada
com a espécie 2 indo para extinção.
Figura 4.17: Extinção da população 2, temos um ponto de sela e dependendo da condição inicial
essa situação é invertida. As condições iniciais são fuzzy e ̂︀𝑥10 = [20, 25.5, 31] e ̂︀𝑥20 = [35, 40, 45].
K L 𝛼 𝛽 r s E
1 80 90 0.06 0.07 0.7 0.8 0.33
Tabela 4.13: Tabela dos valores simulados na Figura 4.17.
Várias espécies de peixes de rio da região Amazônica competem entre si por alimentos.
Algumas dessas espécies são predadores de outras. Nos preocupamos em fazer um modelo
baseado no modelo clássico de Holling-Tanner acrescentando a pesca. Inserimos condições para
que a estabilidade ocorra e estudamos o ciclo limite.
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4.4 Modelo clássico presa-predador de Holling-Tanner
Este modelo (Tanner, 1975) apresenta algumas características que o torna um pouco mais
aplicável que o modelo de Lotka-Volterra (Lotka, 1957). Além de apresentar uma capacidade
de suporte para a presa, apresenta também uma capacidade de suporte para o predador que é
proporcional a população de presas em cada instante.
As equações diferenciais que norteiam esse modelo são dadas por:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑑𝑥
𝑑𝑡
= 𝑟𝑥
(︂
1− 𝑥
𝐾
)︂
− 𝑚𝑥𝑦
𝑥+ 𝑑,
𝑑𝑦
𝑑𝑡
= 𝛼𝑦
(︃
1− 𝛽𝑦
𝑥
)︃
,
𝑥(0) > 0, 𝑦(0) > 0,
𝑑𝑥
𝑑𝑡
= 0 para (𝑥, 𝑦) = (0, 0) e
𝑑𝑦
𝑑𝑡
= 0 para 𝑥 = 0,
(4.4.1)
onde 𝛼, 𝛽, 𝑑,𝑚,𝐾 e 𝑟 são constantes positivas e reais.
As características deste sistema são:
a Na ausência do predador, a dinâmica populacional das presas segue o modelo logístico com
capacidade de suporte K e taxa de crescimento 𝑟;
b A constante 𝑚 é o número máximo de presas que podem ser capturados por unidade de
tempo;
c O parâmetro 𝑑 está ligado à capacidade da presa de evitar a predação. Isso é evidenciado
pois se mantivermos os parâmetros fixos, ao aumentarmos o valor de 𝑑 teremos uma menor
influencia do predador sobre a população das presas;
d A população de predadores cresce logisticamente com razão intrínseca 𝛼 e capacidade de
suporte proporcional a população de presas. Quanto maior a razão 𝑦(𝑡)/𝑥(𝑡), menor é o
número de presas disponíveis para cada predador e, consequentemente, o crescimento da
população de predadores diminui. O parâmetro 𝛽 é a quantidade de presas necessárias para
alimentar um predador quando a população está no estado de equilíbrio não nulo.
Esse modelo é estruturalmente instável visto que o comportamento da solução depende dos
valores dos parâmetros como veremos a seguir.
Para uma melhor manipulação das equações diferenciais que descrevem o modelo temos,
renomeando:
𝑔(𝑥) = 𝑟
(︂
1− 𝑥
𝐾
)︂
e 𝑝(𝑥) = 𝑚𝑥
𝑥+ 𝑑,
e podemos obter as isóclinas do sistema:
𝑑𝑥
𝑑𝑡
= 𝑥𝑔(𝑥)− 𝑝(𝑥)𝑦 = 0 =⇒ 𝑦 = 𝑥𝑔(𝑥)
𝑝(𝑥) = ℎ(𝑥) com (4.4.2)
𝑑𝑦
𝑑𝑡
= 𝛼𝑦
(︃
1− 𝛽𝑦
𝑥
)︃
= 0 =⇒ 𝑦 = 𝑥
𝛽
, (4.4.3)
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onde a equação 4.4.2 é a isóclina do predador e 4.4.3 a da presa.
Os pontos de equilíbrio são (0, 0), (𝐾, 0) e a raiz positiva da
𝑥2 +
(︃
𝑑−𝐾 + 𝐾𝑚
𝛽𝑟
)︃
𝑥−𝐾𝑑 = 0. (4.4.4)
Considerando essa raiz como (𝑥*, 𝑦*) com 𝑦* = 𝑥*/𝛽, tem-se:
𝑥* =
−𝐾𝑚− 𝛽𝑑𝑟 + 𝛽𝐾𝑟 +
√︁
4𝛽2𝑑𝐾𝑟2 + (−𝐾𝑚− 𝛽𝑑𝑟 + 𝛽𝐾𝑟)2
2𝛽𝑟 .
Fazendo a linearização, verificamos que o ponto (0.0) é um nó instável e (𝐾, 0) é um ponto
de sela, pois seus autovalores são reais,um deles é negativo e o outro positivo, ou seja, −𝑟 e 𝛼.
Quanto ao ponto de equilíbrio (𝑥*, 𝑦*), os autovalores associados serão obtidos pela equação
característica determinada por:
𝜆2 + (𝛼− 𝑝(𝑥*)ℎ′(𝑥*))𝜆+ 𝛼𝑝(𝑥*)
(︃
1
𝛽
− ℎ′(𝑥*)
)︃
= 0.
Sendo 𝛾 = 𝛼−𝑝(𝑥*)ℎ′(𝑥) e 𝜃 = 𝑑𝑒𝑡𝐽 = 𝛼𝑝(𝑥*)
(︃
1
𝛽
− ℎ′(𝑥*)
)︃
, então a equação característica
é da forma 𝜆2 − 𝛾𝜆+ 𝜃.
Temos que este ponto de equilíbrio será assintoticamente localmente estável se 𝛾 < 0 e 𝜃 > 0
ou seja,
𝛼− 𝑝(𝑥*)ℎ′(𝑥*) > 0 e 1
𝛽
− ℎ′(𝑥*) > 0.
A segunda expressão é sempre maior que zero, e a primeira expressão também é maior que
zero para 𝑥* maior que o ponto de máximo de ℎ(𝑥) isto é, quando 𝑥* > 𝐾 − 𝑑2 . Então o
ponto (𝑥*, 𝑦*) é assintoticamente estável uma vez que nesse caso ℎ′(𝑥*) < 0. Assim a primeira
condição também é satisfeita.
Sendo 𝑥(𝑡) e 𝑦(𝑡) limitadas como pode-se verificar em (Cecconello et al., 2010), nos permite
ter a existência de ciclos limite estáveis quando as condições de estabilidade do estado de
equilíbrio (𝑥*, 𝑦*) não são satisfeitas. Isto quer dizer que as trajetórias no plano fase convergem
para uma curva fechada, cuja amplitude e posição dependem somente dos coeficientes.
4.4.1 Simulações do plano de fase do modelo de Holling-Tanner.
Sabemos que o modelo de Holling-Tanner é estruturalmente instável pois depende dos parâ-
metros aplicados. Vimos que podemos obter um ponto localmente assintoticamente estável, um
ponto de sela que nos dá a capacidade de suporte das presas e até mesmo ciclo limite localmente
estável. As simulações seguintes ilustram essas situações.
1. Ponto de equilíbrio localmente estável: Na Figura 4.18 temos o diagrama de fases
para o caso de um ponto de equilíbrio localmente assintoticamente estável. Os parâmetros
usados encontram-se na tabela e podemos encontrá-los em (Cecconello et al., 2010).
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Figura 4.18: Plano de fase presa-predador.
K r 𝛼 𝛽 m d
100 0.2 0.02 0.25 0.04 15
Tabela 4.14: Tabela dos valores simulados na Figura 4.18.
2. Ciclo limite na solução: Na Figura 4.19 temos o diagrama de fases para o caso de
um ciclo limite assintoticamente estável. Os parâmetros usados encontram-se na tabela
abaixo.
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Figura 4.19: Plano de fase presa-predador com ciclo limite.
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K r 𝛼 𝛽 m d
100 0.2 0.02 0.12 0.03 20
Tabela 4.15: Tabela dos valores simulados na Figura 4.19.
4.5 Análise do modelo de Holling-Tanner modificado com
o acréscimo do esforço de pesca
Na área dos rios da região Amazônica, diversas espécies de peixes são predadores de espécies
menores, como por exemplo o peixe considerado o bacalhau da Amazônia que é o Pirarucu.
O Pirarucu é um peixe que habita águas rasas dos rios e lagos. Alimenta-se de peixes, apesar
de também comer caramujos, camarões de água doce, cágados, cobras, anfíbios, caranguejos,
seixos, areia, entre outros. Quando jovem, alimenta-se de plâncton que, mais tarde, são com-
plementados com peixes (Wikipédia, 2015).
A época de reprodução do Pirarucu ocorre de dezembro a maio, em águas rasas, onde os
adultos preparam um ninho no fundo arenoso. Cada fêmea deposita cerca de 180 mil ovos em
diferentes ninhos. Suas larvas eclodem ao quinto dia e nadam próximas à cabeça do pai que,
nessa época, apresenta uma cor escura. Por ser um peixe de grandes dimensões, o comprimento
quando adulto costuma variar de dois a três metros e o peso de 100 a 200 kg (Wikipédia, 2015).
Assim como ocorre com outras espécies de peixes da Amazônia, nos motivamos a acrescentar
o esforço de pesca no modelo de Holling-Tanner, no qual podemos considerar o Pirarucu como
predador dos peixes menores. Assim, propomos o modelo 4.5.1 e faremos uma análise de
estabilidade.
O modelo de Holling-Tanner com acréscimo do esforço de pesca é dado por:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑑𝑥
𝑑𝑡
= 𝑟𝑥
(︂
1− 𝑥
𝐾
)︂
− 𝑚𝑥𝑦
𝑥+ 𝑑
𝑑𝑦
𝑑𝑡
= 𝛼𝑦
(︃
1− 𝛽𝑦
𝑥
)︃
− 𝐸𝑦
𝑥(0) > 0, 𝑦(0) > 0
𝑑𝑥
𝑑𝑡
= 0 para (𝑥, 𝑦) = (0, 0)
𝑑𝑦
𝑑𝑡
= 0 para 𝑥 = 0.
(4.5.1)
O significado biológico para cada umas das constantes em questão continua valendo como
no modelo clássico.
Faremos agora a análise de estabilidade dando sempre ênfase maior na coexistência das
espécies, também analisaremos o modelo fuzzy com incerteza no esforço de pesca.
4.5.1 Análise de estabilidade do modelo: Pontos de extinção e coe-
xistência.
Para simplificação dos cálculos teremos as seguintes funções:
𝑔(𝑥) = 𝑟
(︂
1− 𝑥
𝐾
)︂
e
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𝑝(𝑥) = 𝑚𝑥
𝑥+ 𝑑.
As isóclinas do modelo 4.5.1 são facilmente encontradas, e dadas por:
𝑦 = ℎ1 =
𝑥𝑔(𝑥)
𝑝(𝑥) e (4.5.2)
𝑦 = ℎ2 =
𝛼− 𝐸
𝛼𝛽
𝑥. (4.5.3)
Os pontos de equilíbrio vinculados a essas isóclinas são:
𝑃0 = (0, 0),
𝑃1 = (𝐾, 0),
𝑃2 = (𝑥*, 𝑦*) =
(︃
𝑥*,
𝛼− 𝐸
𝛼𝛽
𝑥*
)︃
,
onde 𝑃0 é o ponto de extinção das espécies, 𝑃1 é o ponto de equilíbrio em que não temos
predador e 𝑃2 é o ponto de coexistência das espécies.
A matriz jacobiana do sistema 4.5.1 é dada por:
𝐽(𝑥, 𝑦) =
⎡⎢⎣ 𝑔(𝑥) + 𝑥𝑔′(𝑥)− 𝑦𝑝(𝑥) −𝑝(𝑥)𝛼𝛽𝑦2
𝑥2
(𝛼− 𝐸)− 2𝛼𝛽 𝑦
𝑥
.
⎤⎥⎦ (4.5.4)
Aplicando os pontos de equilíbrio na jacobiana obtemos:
1. Para o ponto de extinção das espécies 𝑃0 = (0, 0), obtemos:
𝐽(0, 0) =
[︃
𝑟 0
0 𝛼− 𝐸
]︃
. (4.5.5)
Temos duas situações:
(a) (0, 0) será ponto instável se 𝛼− 𝐸 > 0, ou seja, 𝛼 > 𝐸;
(b) (0, 0) será um ponto de sela caso 𝐸 > 𝛼
2. Para o ponto de equilíbrio 𝑃1 = (𝐾, 0) temos:
𝐽(𝐾, 0) =
[︃ −𝑟 −𝑝(𝐾)
0 𝛼− 𝐸
]︃
. (4.5.6)
Assim temos duas situações:
(a) (𝐾, 0) será ponto de sela se 𝛼− 𝐸 > 0, ou seja, 𝛼 > 𝐸;
(b) (𝐾, 0) será um ponto localmente assintoticamente estável para o caso em que 𝐸 > 𝛼.
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3. Para o ponto de equilíbrio 𝑃2 = (𝑥*, 𝑦*), que é o de coexistência, faremos uma análise mais
aprofundada, pois este é o ponto de preservação das espécies. Considerando que o ponto
𝑥* é a raiz positiva da equação obtida quando fazemos os cálculos para a coexistência,
temos:
𝑟𝑥− 𝑟𝑥
2
𝐾
− 𝑚𝑐𝑥
2
𝛽(𝑥+ 𝑑) = 0.
Ou seja,
𝑥2 + 𝑥
(︃
𝑑−𝐾 + 𝐾𝑚𝑐
𝛽𝑟
)︃
−𝐾𝑑 = 0, (4.5.7)
sendo 𝑐 = 𝛼− 𝐸
𝛼
e cuja raiz positiva é dada por:
𝑥* = −𝛼𝐾𝑚+ 𝐸𝐾𝑚− 𝛼𝛽𝑑𝑟 + 𝛼𝛽𝐾𝑟 +
√
4𝛼2𝛽2𝑑𝐾𝑟2 + 𝐶
2𝛼𝛽𝑟 , (4.5.8)
onde 𝐶 = (−𝛼𝐾𝑚+ 𝐸𝐾𝑚− 𝛼𝛽𝑑𝑟 + 𝛼𝛽𝐾𝑟)2.
Como consequência, o 𝑦* será:
𝑦* = 𝑎+ 𝑏− 𝑐
𝛼𝛽
, (4.5.9)
onde
𝑎 = −𝛼𝑑+ 𝑑𝐸 + 𝛼𝐾 − 𝐸𝐾2 −
𝛼𝐾𝑚
2𝛽𝑟 +
𝐸𝐾𝑚
𝛽𝑟
− 𝐸
2𝐾𝑚
2𝛼𝛽𝑟 ,
𝑏 =
√︁
4𝛼2𝛽2𝑑𝐾𝑟2 + (−𝛼𝐾𝑚+ 𝐸𝐾𝑚− 𝛼𝛽𝑑𝑟 + 𝛼𝛽𝐾𝑟)2
2𝛽𝑟 ,
𝑐 =
𝐸
√︁
4𝛼2𝛽2𝑑𝐾𝑟2 + (−𝛼𝐾𝑚+ 𝐸𝐾𝑚− 𝛼𝛽𝑑𝑟 + 𝛼𝛽𝐾𝑟)2
2𝛼𝛽𝑟 com
𝐽(𝑥*, 𝑦*) =
⎡⎢⎣ 𝑔(𝑥*) + 𝑥*𝑔′(𝑥*)− 𝑦*𝑝′(𝑥*) −𝑝(𝑥*)
𝛼𝛽
(︂
𝑦*
𝑥*
)︂2
(𝛼− 𝐸)− 2𝛼𝛽 𝑦
*
𝑥*
.
⎤⎥⎦ .
Ou melhor,
𝐽(𝑥*, 𝑦*) =
⎡⎢⎣ 𝑝(𝑥
*)ℎ′1(𝑥*) −𝑝(𝑥*)
𝛼2
𝛼𝛽
−𝛼
⎤⎥⎦ , (4.5.10)
onde 𝛼 = 𝛼− 𝐸.
Observamos que o traço da matriz é dado por 𝛾 = −𝛼 + 𝑝(𝑥*)ℎ′(𝑥*) e o determinante é
𝑑𝑒𝑡(𝐽) = 𝛼𝑝(𝑥*)
(︃
𝛼
𝛼𝛽
− ℎ′1(𝑥*)
)︃
.
86
Assim, a equação característica para essa situação é:
𝜆2 + (𝛼− 𝑝(𝑥*)ℎ′(𝑥*))𝜆+ 𝛼𝑝(𝑥*)
(︃
𝛼
𝛼𝛽
− ℎ′1(𝑥*)
)︃
= 0. (4.5.11)
Para que o ponto de equilíbrio seja assintoticamente estável temos que ter :
𝛼− 𝑝(𝑥*)ℎ′(𝑥*) > 0 e
𝛼𝑝(𝑥*)
(︃
𝛼
𝛼𝛽
− ℎ′1(𝑥*)
)︃
> 0.
Analisaremos agora situações para o caso em que 𝛼 > 0 ou 𝛼 < 0.
(a) Para 𝛼 > 0 , ou seja 𝛼 > 𝐸, temos que a segunda expressão é sempre válida, pois:
𝛼
𝛼𝛽
− ℎ′1(𝑥*) =
𝛼− 𝐸
𝛼𝛽
− ℎ′1(𝑥*) =
𝑌 *
𝑥*
− 𝑟
𝑚𝐾
(𝐾 − 2𝑥* − 𝑑)
= 𝑟
𝑟𝑚𝐾𝑥*
(︂
𝑦*𝐾𝑚
𝑟
− (𝐾 − 2𝑥* − 𝑑)𝑥*
)︂
= 𝑟
𝑟𝑚𝐾𝑥*
(︃
𝑐𝐾𝑚𝑥*
𝑟𝛽
− (𝐾 − 2𝑥* − 𝑑)𝑥*
)︃
= 𝑟
𝑟𝑚𝐾𝑥*
(︁
(𝐾 − 𝑥*)(𝑑+ 𝑥*)−𝐾𝑥* + 2(𝑥*)2 + 𝑑𝑥*
)︁
= 𝑟
𝑟𝑚𝐾𝑥*
(︁
𝐾𝑑+ (𝑥*)2
)︁
> 0,
sendo 𝑐 = (𝛼− 𝐸)/𝛼 e 𝐾𝑚𝑐𝑥
𝛽𝑟
= −𝑥2 − 𝑥𝑑+𝐾𝑥+𝐾𝑑 da equação 4.5.7.
Além disso, para um ponto 𝑥* maior que o ponto de máximo de ℎ1(𝑥), isto é,
ℎ′1(𝑥) =
𝑟
𝑚𝐾
(𝐾 − 2𝑥− 𝑑) = 0,
𝑥 = 𝐾 − 𝑑2 e
temos que, para o ponto 𝑥* > 𝑥 teremos ℎ′1(𝑥*) < 0 e assim 𝛼− 𝑝(𝑥*)ℎ′1(𝑥*) > 0 ou
seja, a primeira condição também é satisfeita e (𝑥*, 𝑦*) é assintoticamente localmente
estável.
(b) Se 𝛼 < 0 ⇒ 𝛼 < 𝐸, teremos 𝛼 − 𝑝(𝑥*)ℎ′1(𝑥*) > 0 quando 𝛼 > 𝑝(𝑥*)ℎ′1(𝑥*) para
𝑥* > 𝑥. Além disso, da segunda condição para que (𝑥*, 𝑦*) seja assintoticamente
estável devemos ter
𝛼𝑝(𝑥*)
(︃
𝛼
𝛼𝛽
− ℎ′1(𝑥*)
)︃
> 0⇒ 𝛼
𝛼𝛽
< ℎ′1(𝑥*).
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(c) Para o caso em que 𝛼 > 0 e 𝑥* < 𝑥 ou seja, quando o ponto de equilíbrio é menor que
o valor de máximo de ℎ1, teremos que as condições para que 𝑥* seja assintoticamente
localmente estável são:
𝛼 > 𝑝(𝑥)ℎ′1(𝑥)
e
𝛼
𝛼𝛽
> ℎ′1(𝑥).
(d) Para o caso em que 𝛼 < 0 e 𝑥* < 𝑥, teremos um ponto de equilíbrio assintoticamente
instável.
4. Para o caso de 𝛼 = 0, cairemos no ponto de equilíbrio (𝐾, 0), isto é, o predador irá à
extinção.
5. Pode ocorrer ainda a presença de ciclos limites, podemos verificar isso usando o teorema
4.1.10, porém temos que provar antes que as trajetórias que dão a solução da presa e do
predador são limitadas.
As curvas 𝑦(𝑡) e 𝑥(𝑡) soluções do sistema 4.5.1 são limitadas.
A curva 𝑦(𝑡) é limitada pela condição inicial 𝑦0 e por
𝐾(𝛼− 𝐸)
𝛼𝛽
e 𝑥(𝑡) é limitada pela
condição inicial 𝑥0 e por 𝐾. De fato, provemos primeiro que a curva 𝑦(𝑡) é limitada.
Suponhamos que não seja limitada. Então, existe um 𝑡0 tal que
𝑦(𝑡0) > máx
{︃
𝑦0,
𝐾(𝛼− 𝐸)
𝛼𝛽
}︃
.
Pela continuidade de 𝑦(𝑡), temos que a mesma assumirá um máximo no intervalo [0, 𝑡0],
ou seja, existe 𝑡1 ∈ [0, 𝑡0] tal que 𝑦(𝑡1) ≥ 𝑦(𝑡0).
Se 𝑡1 ∈ (0, 𝑡0) então 𝑦′(𝑡1) = 0, se o máximo é atingido em 𝑡0 então 𝑦′_(𝑡0) ≥ 0 de modo
que temos um absurdo pois se 𝑦(𝑡) > 𝐾(𝛼− 𝐸)
𝛼𝛽
implicará em 𝑦′(𝑡) < 0. Por outro lado,
se 𝑡1 = 0 temos 𝑦(𝑡1) = 𝑦(0) = 𝑦0 ≥ 𝑦(𝑡0) > 𝑦0. Assim, concluímos que y(t) é limitada.
De maneira análoga temos que 𝑥(𝑡) é limitada. Logo o teorema de Bendixson-Poincaré
4.1.10, garante a existência de ciclos limites para o caso em que as curvas-solução não
estejam próximos de nenhum ponto singular.
4.5.2 Simulações do plano de fase do modelo de Holling-Tanner com
esforço de pesca.
Nos gráficos que seguem, temos as simulações com esforço de pesca do modelo presa-
predador 4.5.1. Situações como o aumento gradativo do esforço de pesca até níveis em que
a população de predadores é extinta, ou seja, o ponto (𝐾, 0), são abordados e, situações com
ciclo limite também são vistas.
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Casos Resultados
𝛼 > 0 e 𝑥* > 𝑥 Assintoticamente localmente estável
𝛼 > 0 e 𝑥* < 𝑥 Assintoticamente localmente estável se 𝛼 > 𝑝(𝑥*)ℎ′1(𝑥*) e
𝛼
𝛼𝛽
> ℎ′1(𝑥*)
𝛼 < 0 e 𝑥* > 𝑥 Assintoticamente localmente estável se 𝛼 > 𝑝(𝑥*)ℎ′1(𝑥*) e
𝛼
𝛼𝛽
< ℎ′1(𝑥*)
𝛼 = 0 Não teremos coexistência e sim o ponto (𝐾, 0) com extinção da espécie predadora
𝛼 < 0 e 𝑥* < 𝑥 Teremos a instabilidade do ponto de equilíbrio
Tabela 4.16: Resumo da análise dos parâmetros para a situação de coexistência, extinção e
instabilidade
1. Extinção de predadores com esforço de pesca crescente: Na Figura 4.20, temos
vários gráficos de diagramas de fases em que é inserido o esforço de pesca na população
de predador. Os pontos em vermelho vazado são as condições iniciais, o ponto verde é
o de coexistência, os outros dois pontos são de equilíbrio, um de extinção do predador
e o outro de extinção de ambas espécies. Tomamos os parâmetros que foram usados na
coexistência representados na tabela 4.7. Inserimos valores crescentes de esforço de pesca
sem variar os outros parâmetros, ocasionando a diminuição da população de predadores
até sua completa extinção, ou seja, o esforço de pesca ocasiona um deslocamento do
ponto de equilíbrio de coexistência. Fizemos isso até 𝛼 < 𝐸, o que leva ao ponto de
equilíbrio (𝐾, 0) assintoticamente localmente estável. Oe esforços de pesca que usamos
foram: 𝐸1 = 0, 𝐸2 = 0.03 e𝐸3 = 0.2. Estamos vislumbrando o terceiro caso da tabela
4.16.
89
0 50 100 150 200 250 300 350 400 450
x
-50
0
50
100
150
200
250
300
y
0 50 100 150 200 250 300 350 400
x
0
20
40
60
80
100
120
140
160
180
200
y
0 50 100 150 200 250 300 350 400 450
x
-50
0
50
100
150
200
250
300
y
0 50 100 150 200 250 300 350 400
x
0
20
40
60
80
100
120
140
160
180
200
y
0 50 100 150 200 250 300 350 400 450
x
-50
0
50
100
150
200
250
300
y
0 50 100 150 200 250 300 350 400
x
0
20
40
60
80
100
120
140
160
180
200
y
Figura 4.20: Diagramas de fases que mostram o esforço de pesca crescente até 𝛼 < 𝐸.
K r 𝛼 𝛽 m d
350 0.5 0.04 3 0.01 25
Tabela 4.17: Tabela dos valores simulados na Figura 4.20
2. Ciclos limites: Na Figura 4.21 temos o caso do ciclo limite, simulamos a situação
em que saímos de um ciclo limite aplicando esforço de pesca e chegamos a um ponto
assintoticamente estável. Os parâmetros permanecem constante ao longo das simulações,
a variação ocorreu apenas no esforço de pesca com valores 𝐸1 = 0, 𝐸2 = 0.0007 e𝐸3 =
0.001. Os gráficos da esquerda são os planos de fase com o fluxo de setas e, o da direita
é o gráfico equivalente ampliado.
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Figura 4.21: Diagrama de fases com esforço de pesca crescente se transformando de ciclo limite
para ponto assintoticamente localmente estável.
K r 𝛼 𝛽 m d
500 0.4 0.008 3 0.8 30
Tabela 4.18: Tabela dos valores simulados na Figura 4.21.
4.6 Modelo presa-predador fuzzy associado ao modelo
de Holling-Tanner
.
Faremos agora algumas alterações no modelo clássico de Holling-Tanner e simulações usando
as incertezas através da lógica fuzzy na condição inicial e no parâmetro do esforço de pesca. As
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equações sem e com esforço de pesca, respectivamente, são relembradas abaixo:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑑𝑥
𝑑𝑡
= 𝑟𝑥
(︂
1− 𝑥
𝐾
)︂
− 𝑚𝑥𝑦
𝑥+ 𝑑
𝑑𝑦
𝑑𝑡
= 𝛼𝑦
(︃
1− 𝛽𝑦
𝑥
)︃
𝑥(0) > 0, 𝑦(0) > 0
𝑑𝑥
𝑑𝑡
= 0 para (𝑥, 𝑦) = (0, 0)
𝑑𝑦
𝑑𝑡
= 0 para 𝑥 = 0
(4.6.1)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝑑𝑥
𝑑𝑡
= 𝑟𝑥
(︂
1− 𝑥
𝐾
)︂
− 𝑚𝑥𝑦
𝑥+ 𝑑
𝑑𝑦
𝑑𝑡
= 𝛼𝑦
(︃
1− 𝛽𝑦
𝑥
)︃
− 𝐸𝑦
(4.6.2)
4.6.1 Simulação de coexistência entre as espécies.
1. Modelo 4.6.1 com condição inicial fuzzy: O gráfico representado na Figura 4.22,
nos traz o modelo presa-predador sem esforço de pesca no predador, ilustrando a situação
de coexistência entre as espécies e, usando condição inicial fuzzy na presa e no predador.
Após um tempo ambas populações se estabilizam, com a população da presa sendo maior.
(a) Projeção da solução da populacão de presa
na primeira coordenada.
(b) Projeção da solução da popula-
cão de predadores na segunda coor-
denada.
Figura 4.22: Projeção das soluções com condição inicial fuzzy para população da presa ̂︀𝑥10 =
[100, 150, 200], e do predador ̂︀𝑥20 = [70, 80, 90].
K r 𝛼 𝛽 m d
350 0.5 0.04 3 0.01 25
Tabela 4.19: Tabela dos valores simulados na Figura 4.22
2. Modelo com esforço de pesca: Ao inserirmos esforço de pesca sem a incerteza na
população de predadores obtemos o gráfico da Figura4.23, observamos que houve um
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decréscimo da população de predadores. Os dados dos parâmetros são os mesmos da
tabela 4.19.
(a) Projeção da solução da populacão de presa
na primeira coordenada.
(b) Projeção da solução da popula-
cão de predadores na segunda coor-
denada.
Figura 4.23: Projeção das soluções com condição inicial fuzzy para população da presa ̂︀𝑥10 =
[100, 150, 200],do predador ̂︀𝑥20 = [70, 80, 90] e com esforço de pesca 𝐸 = 0.025.
3. Esforço de pesca fuzzy: Ilustramos a situação em que temos incerteza no parâmetro
fuzzy esforço de pesca e a condição inicial da população de presa incerta. Nessa situação
temos ainda a coexistência entre as espécies. A estabilidade também aqui é alcançada.
A curva do predador ficou com maior incerteza devido o esforço de pesca ser fuzzy, como
se pode observar na figura 4.24.
(a) Projeção da solução da populacão de presa
na primeira coordenada.
(b) Projeção da solução da popula-
cão de predadores na segunda coor-
denada.
Figura 4.24: Projeção das soluções com a condição inicial incerta para a população de presâ︀𝑥10 = [200, 220, 240], para o predador temos o valor crisp 𝑥10 e esforço de pesca fuzzy ̂︀𝐸 =
[0.018, 0.019, 0.02].
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K r 𝛼 𝛽 m d
350 0.5 0.04 3 0.01 25
Tabela 4.20: Tabela dos valores simulados na figura 4.24.
4.6.2 Simulação do ponto de equilíbrio assintoticamente estável e
ciclos limite na solução fuzzy entre as espécies.
1. Ponto de equilíbrio assintoticamente estável: No gráfico encontrado na Figura 4.25,
temos a situação em que o fluxo determinístico converge para um ponto de equilíbrio as-
sintoticamente estável, então pelos teoremas 2.1.8 e 2.1.9 o fluxo fuzzy também convergirá.
Não temos esforço de pesca nessa simulação. A condição inicial é fuzzy. Na simulação
seguinte ocorrerá a situação em que temos órbitas periódicas fuzzy.
(a) Projeção da solução da populacão de presa na
primeira coordenada.
(b) Projeção da solução da populacão de pre-
dadores na segunda coordenada.
Figura 4.25: Gráfico presa e predador sem esforço de pesca com condição inicial fuzzy ̂︀𝑥10 =
[150, 200, 250] e, ̂︀𝑥20 = [70, 80, 90], com convergência para um ponto assintoticamente estável,
apesar da variação nos níveis populacionais das espécies.
K r 𝛼 𝛽 m d
250 0.4 0.03 3 0.6 20
Tabela 4.21: Tabela dos valores simulados na Figura 4.25.
2. Ciclo limite sem esforço de pesca: No gráfico da Figura 4.26 temos uma solução fuzzy
periódica, ou seja, um ciclo limite assintoticamente estável na solução determinística.
Consideramos uma incerteza nas condições iniciais da presa e do predador e não aplicamos
esforço de pesca.
94
(a) Projeção da solução da populacão de presa na
primeira coordenada.
(b) Projeção da solução da populacão de pre-
dadores na segunda coordenada.
Figura 4.26: Gráfico da presa e predador sem esforço de pesca, com condição inicial fuzzŷ︀𝑥10 = [150, 200, 250] e, ̂︀𝑥20 = [65, 85, 105] e solução periódica que é representado quando temos
ciclo limite assintoticamente estável.
K r 𝛼 𝛽 m d
400 0.4 0.02 3 0.8 30
Tabela 4.22: Tabela dos valores simulados na Figura 4.26.
3. Ciclo limite e esforço de pesca crescente: No gráfico da Figura 4.27, temos a presença
do ciclo limite como representamos na Figura 4.28, em que inserimos esforço de pesca do
predador de maneira crescente e conseguimos uma estabilidade assintótica, neste caso não
estamos usando esforço de pesca fuzzy, apenas as condições iniciais são fuzzy para ambas
espécies.
Os gráficos na realidade são projetados em eixos coordenados diferentes, e as curvas
obtidas são as projeções das soluções nesses eixos. Para ter uma simplificação, colocamos
as curvas da presa e do predador nos mesmos eixos. O gráfico com escala de lilás é da
presa e, com escala de cinza é do predador.
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Figura 4.27: Gráficos das populações com esforço de pesca crescente 𝐸1 = 0, 𝐸2 = 0.0009 e
𝐸2 = 0.003, transformando o ciclo limite em um ponto assintoticamente localmente estável. Os
gráficos lilás são da presa, os em escala de cinza do predador e os valores das condições inicias
são ̂︀𝑥10 = [150, 200, 250] e, ̂︀𝑥20 = [65, 85, 105] .
K r 𝛼 𝛽 m d
400 0.4 0.019 3 0.81 30
Tabela 4.23: Tabela dos valores simulados na Figura 4.27.
4. Esforço de pesca fuzzy com ciclos limites: Se inserimos esforço de pesca fuzzy
quando temos um comportamento de ciclo limite como no gráfico anterior, obtemos re-
sultados semelhantes aos da Figura 4.27. A condição inicial da presa é fuzzy e os três
gráficos mostram a estabilização do modelo quando aumentamos o esforço de pesca fuzzy.
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Figura 4.28: Gráficos das populações da presa e predador com esforço de pesca fuzzy crescente
se transformando em ponto assintoticamente localmente estável. Os valores dos conjuntos
fuzzy da condição inicial da presa fuzzy é ̂︀𝑥10 = [250, 300, 350] e, os valores fuzzy dos esforços
de pesca crescente são: ̂︀𝐸1 = [0.0005, 0.0006, 0.0007], ̂︀𝐸2 = [0.0007, 0.0008, 0.0009] e, ̂︀𝐸3 =
[0.0009, 0.00098, 0.0016].
K r 𝛼 𝛽 m d
400 0.4 0.02 3 0.8 30
Tabela 4.24: Tabela dos valores adotados na simulação na simulação da Figura 4.28.
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4.7 Conclusões
Nos modelos de interações nos preocupamos com o estudo voltado para capturas de peixes.
O comportamento como as espécies de peixes interagem é importante para entendermos
a dinâmica de crescimento quando ocorre a pesca. As condições para a estabilidade
dos modelos modificados mostram o quão complexas e sensíveis são essas interações. É
importante observarmos o quão é fundamental a atuação do esforço do pesca no modelo de
competição e de predação. A forma como o esforço de pesca age permite que os níveis de
estoque e os pontos de equilíbrio sejam modificados, situações como ciclos limites podem
ser revertidos com o auxílio do esforço de pesca e redução de espécies predadoras podem
ser obtidas com a aplicação da pesca.
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Capítulo 5
Controle ótimo de recursos pesqueiros
5.1 Teoria preliminar
Neste capítulo introduzimos uma base teórica do controle ótimo e, em especial, tratamos
de um modelo de pesca usando controle ótimo contemplando o defeso que é uma redução da
temporada de pesca, sendo uma estratégia aplicada mundialmente, em água doce e marinha,
para o manejo da pesca. No Brasil (Amazônia) ele é associado com a estação reprodutiva.
Geralmente, quando se trata de pesca, o controle ótimo leva em conta o lucro obtido, inde-
pendentemente da estabilização da população pescada. Nosso objetivo principal é encontrar
um "controle ótimo" de pesca que garanta a continuidade do estoque pesqueiro. No caso da
pesca em rios, o controle ótimo deve levar em consideração o tempo de defeso. Assim, várias
situações são analisadas aqui, incluindo diferentes tempos de defeso e até mesmo a incerteza
do estoque inicial de peixe. Grande parte da teoria básica preliminar sobre controle ótimo que
usamos pode ser encontrada em (Clark, 1976), (Elsgoltz, 1969) e (Lenhart & Workman, 2007).
5.1.1 Controle clássico.
No problema de controle para equações diferenciais ordinárias, usamos 𝑢(𝑡) e 𝑥(𝑡) para
representar o controle e o estado respectivamente. Temos que 𝑢 ∈ 𝑈 que é o conjunto de todos
os controles admissíveis. A variável de estado deve satisfazer a equação diferencial que depende
da variável de controle, isto é:
𝑑𝑥
𝑑𝑡
= 𝑔(𝑡, 𝑥(𝑡), 𝑢(𝑡)).
Um problema típico de controle é da forma:
max
𝑢
∫︁ 𝑡1
𝑡0
𝑓(𝑡, 𝑥(𝑡), 𝑢(𝑡))𝑑𝑡, (5.1.1)
sujeito à condição
𝑑𝑥
𝑑𝑡
= 𝑔(𝑡, 𝑥(𝑡)), 𝑢(𝑡)) (5.1.2)
com 𝑥(𝑡0) = 𝑥0 e 𝑥(𝑡1) livre
Tal controle 𝑢(𝑡) que minimiza o funcional é chamado controle ótimo.
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Por hipótese, 𝑓 e 𝑔 devem ser continuamente diferenciáveis nos três argumentos e, para o
problema 5.1.1, 𝑥(𝑡1) deve ser irrestrito.
A técnica principal é solucionar um "conjunto de condições necessárias" que um controle
ótimo e seu respectivo estado devem satisfazer. Essas condições são dadas pelo princípio do
máximo de Pontryagin.
5.1.2 Princípio do máximo de Pontryagin
O princípio do máximo é mais convenientemente formulado em termos do Hamiltoniano
associado ao problema de controle ótimo 5.1.1. A demonstração do princípio do máximo pode
ser encontrado no texto de Pontryagin em (L.S. Pontryagin & Mishchenko, 1962).
O Hamiltoniano é dado por:
𝐻(𝑡, 𝑥, 𝑢, 𝜆) = 𝑓(𝑡, 𝑥, 𝑢) + 𝜆𝑔(𝑡, 𝑥, 𝑢) (5.1.3)
Aqui, 𝜆(𝑡) é a variável adjunta, que age como o multiplicador de Lagrange. Se 𝑢*(𝑡) é um
controle ótimo e, 𝑥*(𝑡) é o estado associado, o princípio do máximo afirma que existe uma
variável adjunta 𝜆(𝑡), tal que as seguintes equações são satisfeitas, para todo 0 ≤ 𝑡 ≤ 𝑇 :
𝜆′(𝑡) = −𝜕𝐻
𝜕𝑥
(𝑡, 𝑥*(𝑡), 𝑢*(𝑡), 𝜆(𝑡)) e (5.1.4)
𝐻(𝑡, 𝑥*(𝑡), 𝑢*(𝑡), 𝜆(𝑡)) = max𝐻(𝑡, 𝑥(𝑡), 𝑢(𝑡)), (5.1.5)
com 𝑢 ∈ 𝑈 e 𝜆(𝑡1) = 0 ( condição de transversalidade). Da condição de otimalidade temos:
𝜕𝐻
𝜕𝑢
= 0 para 𝑢*.
Com relação a determinarmos se o problema é de minimização ou maximização, basta
olharmos 𝜕
2𝐻
𝜕𝑢2
, se tivermos essa derivada parcial positiva teremos um problema de mínimo,
caso contrário será de máximo.
Em geral, em um problema de controle ótimo, temos três funções desconhecidas para de-
terminar: 𝑥(𝑡), 𝑢(𝑡) e 𝜆(𝑡). Para essas três funções, temos três equações que são a de estado
5.1.2, a equação adjunta (5.1.4), que funciona como multiplicador de Lagrange e a equação do
princípio do máximo (5.1.5).
No problema de controle ótimo, inicialmente temos duas varáveis a serem determinadas
que são estado e controle e posteriormente, a adjunta que funciona como um multiplicador de
Lagrange.
O roteiro que será usado para implementar o algoritmo, mostra como podemos aplicar a
teoria para solucionar problema de controle ótimo simples:
1. Montamos o Hamiltoniano do problema;
2. Escrevemos a equação diferencial adjunta, condição de transversalidade da fronteira e a
condição de otimalidade;
3. Tentamos eliminar o controle 𝑢* usando a equação da condição de otimalidade, ou seja,
solucionar 𝑢* em termos de 𝑥* e 𝜆;
4. Solucionamos as duas equações diferenciais para 𝑥* e 𝜆 com duas condições de fronteira;
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5. Depois de encontrado o estado ótimo e a adjunta, solucionamos o controle ótimo.
Se o Hamiltoniano for linear na variável de controle u, pode ser difícil de resolver 𝑢* da
equação de otimização, veremos essa situação mais adiante. Assim, a ideia é resolvermos o
sistema de equações diferenciais para o estado ideal e a adjunta e, em seguida, obtemos o
controle ótimo. Algumas situações simples podem ser resolvidas analiticamente e, em outras
situações, numericamente. Chamamos de sistema de otimização, as equações da adjunta, a
equação de estado, as condições de contorno dadas.
Pode acontecer das condições necessárias serem satisfeitas, mas o problema de controle
ótimo não ter solução. É possível também que as condições necessárias produzam conjuntos de
soluções múltiplas onde apenas alguns são controles ideais.
5.1.3 Resultado para existência e condição de suficiência das solu-
ções.
Se além das condições necessárias quisermos também condições suficientes para resolver um
problema de controle ótimo precisamos em primeiro lugar, saber quais condições podem garantir
a existência de um funcional objetivo de valor finito no controle e estado ótimos. Trazemos
alguns resultados simples para a existência de Fleming e Rishel, Kamien e Schwartz, e Mackie
Strauss, que podem ser encontrados em (Fleming & Rishel, 1975), (Kamien & Schwartz, 1991)
e (Macki & Strauss, 1982). Outros resultados podem ser vistos em (Cesari, 1983). O resultado
seguinte diz respeito à condição suficiente.
Teorema 5.1.1. Considere
𝐽{𝑢} =
∫︁ 𝑡1
𝑡0
𝑓(𝑡, 𝑥(𝑡), 𝑢(𝑡)𝑑𝑡, (5.1.6)
sujeito a
𝑑𝑥
𝑑𝑡
= 𝑔(𝑡, 𝑥(𝑡)), 𝑢(𝑡) e 𝑥(𝑡0) = 𝑥0.
Por hipótese, 𝑓 e 𝑔 são ambas continuamente diferenciáveis nos três argumentos e côncava
em 𝑥 e 𝑢. Suponha que 𝑢* seja um controle associado ao estado 𝑥* e, 𝜆 uma função diferenciável
por partes, tal que 𝑢*, 𝑥* e, 𝜆, juntas, satisfaçam em 𝑡0 ≤ 𝑡 ≤ 𝑡1 as condições:
𝑓𝑢 + 𝜆𝑔𝑢 = 0;
𝜆′ = −(𝑓𝑥 + 𝜆𝑔𝑥);
𝜆(𝑡1) = 0;
𝜆(𝑡) ≥ 0.
Então para todos os controles u, temos:
𝐽(𝑢*) ≥ 𝐽(𝑢)
A existência resulta da garantia de um controle com funcional objetivo finito. Tal resultado
requer algumas restrições sobre o funcional objetivo e sobre as restrições. Esse resultado de
existência pode ser encontrado em (Fleming & Rishel, 1975).
101
Teorema 5.1.2. Considere que o conjunto de controles para o problema 5.1.6 seja funções
integráveis de Lebesgue (em vez de funções contínuas por partes). Suponha que 𝑓(𝑡, 𝑥, 𝑢) é
convexa em 𝑢 e que existem constantes 𝐶4 e 𝛽, 𝐶1, 𝐶2, 𝐶3 > 0 tais que
𝑔(𝑡, 𝑥, 𝑢) = 𝛼(𝑡, 𝑥) + 𝛽(𝑡, 𝑥)𝑢,
| 𝑔(𝑡, 𝑥, 𝑢) |≤ 𝐶1(1+ | 𝑥 | + | 𝑢 |),
| 𝑔(𝑡, 𝑥1, 𝑢)− 𝑔(𝑡, 𝑥, 𝑢) |≤ 𝐶2 | 𝑥1 − 𝑥 | (1+ | 𝑢 |) e
𝑓(𝑡, 𝑥, 𝑢) ≥ 𝐶3 | 𝑢 |𝛽 −𝐶4
para todo 𝑡 com 𝑡0 ≤ 𝑡 ≤ 𝑡1,𝑥, 𝑥1,𝑢 em R. Então existe um controle ótimo 𝑢* maximizando
𝐽{𝑢} com 𝐽{𝑢*} finito.
5.1.4 Controles limitados
Na maioria das vezes, o controle usado para resolver um problema de controle ótimo de uma
situação realística precisa ser limitado. Emmuitos casos, não faz sentido controle negativo e nem
muito menos, deixar seu valor superior sem limitação. Por exemplo, suponha que tenhamos uma
praga em uma lavoura e queiramos aplicar inseticida que será nosso controle, é óbvio que 𝑢(𝑡) ≥
0. Nesse mesmo problema também não faz sentido aplicarmos inseticida de maneira ilimitada.
Em muitos casos, esses limites não precisam ser impostos, o controle surge naturalmente mesmo
sem a limitação, como podemos ver em (Lenhart & Workman, 2007) mas isso não é verdade
sempre, como é o caso de um exemplo interessante que pode ser visto também em (Lenhart &
Workman, 2007) sobre a maximização de um modelo não linear de pesca que trazemos abaixo:
Exemplo 5.1.3. Desejamos maximizar o lucro líquido da colheita de peixe
max
𝑢
∫︁ 𝑇
𝑡0
(𝑝1𝑢(𝑡)𝑥(𝑡))− 𝑝2𝑢2(𝑡)𝑥2(𝑡)− 𝑐𝑢(𝑡)𝑑𝑡, (5.1.7)
sujeito à condição
𝑑𝑥
𝑑𝑡
= 𝐾𝑥(𝑡)(𝑀 − 𝑥(𝑡))− 𝑢(𝑡)𝑥(𝑡) (5.1.8)
com 𝑥(𝑡0) = 𝑥0 e 𝑥(𝑇 ) livre,
onde 𝑥(𝑡) é a concentração populacional de peixe, 𝑢(𝑡) é o nível de colheita, 𝑝1, 𝑝2 e 𝑐 são os
termos representando a receita da venda do peixe. Aqui o retorno é reduzido quando há uma
grande quantidade de peixe para vender e custo de pesca. 𝑀 e 𝐾 são capacidade de suporte e
taxa de crescimento da população de peixe, respectivamente.
Ao calcularmos as condições necessárias via Hamiltoniano, obtemos:
𝐻 = 𝑝1𝑢𝑥− 𝑝2(𝑢𝑥)2 − 𝑐𝑢+ 𝜆[𝐾𝑥(𝑀 − 𝑥)− 𝑢𝑥] com
𝜆′ = −𝜕𝐻
𝜕𝑥
= −[𝑝1𝑢− 2𝑝2𝑢2𝑥+ 𝜆(𝐾(𝑀 − 𝑥)− 2𝐾𝑥− 𝑢)] e 𝜆(𝑇 ) = 0 e
𝑢* = −𝜆𝑥
* + 𝑝1𝑥* − 𝑐
2𝑝2(𝑥*)2
.
O gráfico abaixo mostra o controle ótimo negativo para 𝑀 = 1 e 𝑀 = 10. Os valores das
outras constantes foram mantidas. Para certos valores plausíveis das constantes, o controle
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ótimo pode ser negativo durante o intervalo de tempo. Assim, uma restrição limitando a
variável inferiormente é necessária.
Figura 5.1: Dois controles ótimos ambos negativos para diferentes valores de M.
5.1.5 Condições necessárias para solucionar problemas com controle
limitados.
Para solucionar problemas com controle limitado, são desenvolvidas condições necessárias
alternativas. A forma de resolver numericamente será visto no tópico de simulações.
Considere o problema:
max
𝑢
∫︁ 𝑡1
𝑡0
𝑓(𝑡, 𝑥(𝑡), 𝑢(𝑡)𝑑𝑡+ 𝜑(𝑥(𝑡1)), (5.1.9)
sujeito à condição
𝑑𝑥
𝑑𝑡
= 𝑔(𝑡, 𝑥(𝑡)), 𝑢(𝑡)
𝑥(𝑡0) = 𝑥0 e 𝑎 ≤ 𝑢(𝑡) ≤ 𝑏
onde 𝑎 e 𝑏 são fixados, reais e constantes, com 𝑎 < 𝑏. As novas condições necessárias para 𝑥* e
𝜆 permanecem inalteradas são dadas por:
𝑑𝑥
𝑑𝑡
= 𝜕𝐻
𝜕𝜆
,
𝑑𝜆
𝑑𝑡
= −𝜕𝐻
𝜕𝑥
com
𝑥(𝑡0) = 𝑥0 e 𝜆(𝑡1) = 𝜑′(𝑥(𝑡1)).
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A função 𝜑(𝑥(𝑡1)) é para o caso em que queiramos não só maximizar o funcional, mas
também maximizar o valor de função em um determinado ponto no tempo, especificamente o
fim do intervalo de tempo.
O Hamiltoniano do problema com controle limitado será dado por:
𝐻(𝑡, 𝑥, 𝑢, 𝜆) = 𝑓(𝑡, 𝑥, 𝑢) + 𝜆(𝑡)𝑔(𝑡, 𝑥, 𝑢).
Segue de alguns cálculos, que podem ser encontrados em (Lenhart & Workman, 2007), que
as condições para o controle serão:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑢* = 𝑎 se 𝜕𝐻
𝜕𝑢
< 0,
𝑎 ≤ 𝑢* ≤ 𝑏 se 𝜕𝐻
𝜕𝑢
= 0 e
𝑢* = 𝑏 se 𝜕𝐻
𝜕𝑢
> 0.
5.1.6 Dependência linear da variável de controle
Quando no Hamiltoniano temos a variável de controle 𝑢 linear, ao aplicarmos as condições
necessárias, notamos que 𝜕𝐻
𝜕𝑢
não contém informação sobre o controle 𝑢, dessa forma não
podemos determinar 𝑢*, ou seja, devemos tentar maximizar o hamiltoniano H com respeito a
𝑢 usando 𝜕𝐻
𝜕𝑢
mas, quando fazemos 𝜕𝐻
𝜕𝑢
= 0, não encontramos uma caracterização para 𝑢*.
Para solucionar esse problema definamos 𝜓 = 𝜕𝐻
𝜕𝑢
= 0 e, assim, a caracterização para 𝑢*
será: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝑢* = 𝑎 se 𝜓 < 0,
Caminho singular se 𝜓 = 0 e
𝑢* = 𝑏 se 𝜓 > 0.
Se, ao analisarmos o problema de controle ótimo, 𝜓 = 0 não fizer sentido, então teremos
apenas uma aproximação por bang-bang, onde o controle será máximo ou mínimo dentro do
intervalo dado. O caminho singular é justamente quando temos 𝜓 = 0 e, nessa equação, obtemos
𝑥* que será substituído na equação de estado, nos fornecendo assim o controle 𝑢* dentro do
intervalo dado.
5.1.7 Controle de pesca marinha: Gestão de pescaria ideal
A teoria de bioeconomia mais detalhada pode ser encontrada em (Clark, 1976). Pode
acontecer que uma pescaria de acesso aberto alcance o equilíbrio bioeconômico com grave
sobrepesca ecológica. Supondo que se crie uma agência reguladora de pesca para resolver esse
problema, claramente o nível de esforço de pesca deve ser reduzido de alguma forma. Reduzir
o esforço é invariavelmente o objetivo dessas agências.
Na maioria dos casos, o objetivo de alcançar a máxima receita sustentável (MSY) por tais
métodos, como limitação da duração da temporada de pesca, definir limitações de capturas
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totais e regulamento do tipo de pesca a ser empregada são restrições que geralmente aumentam
os custos da pescaria. Por exemplo, estações fechadas decrescem a eficiência pois pescadores e
equipamentos devem permanecer ociosos (Clark, 1976).
É claro que o aumento da pesca pode reduzir de forma eficaz o esforço e aumentar o ren-
dimento sustentável. A curva custo pode ser ajustada para tocar a curva de receita no ponto
MSY, que então torna-se o ponto de equilíbrio bioeconômico (ver o ponto B na figura 5.2). Os
economistas criticam esse método regulador dizendo que isso causa uma ineficiência econômica
(Clark, 1976).
A
E
Receita
x
B
Custo regulado
Custo desregulado
Figura 5.2: Pescaria regulada pelo crescimento dos custos da pesca.
Vamos considerar de agora em diante que métodos de controle podem ser encontrados que
não aumentem o custo da pesca, ou seja, que esses custos são fixos.
Abordando o problema de gestão de pesca ideal„ é conveniente adotar um único proprietário
que pode ser imaginado como uma agência privada ou uma agência do governo que detém
direitos completos para a exploração da população de peixes.
5.1.8 Função Produção
Adotaremos a taxa de crescimento natural, dada uma população de peixe por 𝐹 (𝑥) e a taxa
de colheita por ℎ(𝑥). Assim temos a equação:
𝑑𝑥
𝑑𝑡
= 𝐹 (𝑥)− ℎ(𝑡) 𝑡 ≥ 0. (5.1.10)
A taxa de colheita ℎ(𝑡) é assumida determinada por duas quantidades: o tamanho atual
do estoque (x(t)) e o esforço (E(t)), ou seja, ℎ = 𝑄(𝐸, 𝑥), onde 𝑄(𝐸, 𝑥) se refere a "fato-
res de produção" para determinados recursos da indústria. Por suposições econométricas, é
frequentemente conveniente a hipótese que 𝑄(𝐸, 𝑥) seja da forma
𝑄(𝐸, 𝑥) = 𝑎𝐸𝛼𝑥𝛽 (5.1.11)
onde, 𝑎, 𝛼 e 𝛽 são constantes positivas.
Essa equação será restringida para 𝛼 = 1 e 𝑎𝑥𝛽 para uma função arbitrária não decrescente
𝐺(𝑥), logo,
ℎ = 𝑄(𝐸, 𝑥) = 𝐺(𝑥)𝐸
As razões dessa escolha são primeiramente matemáticas, linearidade em 𝐸 levará a um
modelo de otimização linear, que é mais fácil de lidar do que um modelo não linear, e não traz
prejuízo à teoria se 𝑥𝛽 for uma função arbitrária não decrescente 𝐺(𝑥), que muitas vezes pode
ser mais realista. A hipótese que 𝐺(𝑥) é não decrescente é claramente desejável pois implica
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que a taxa de colheita correspondente ao esforço 𝐸 pode não decrescer se o nível de população
cresce.
5.1.9 Interpretação econômica dos elementos do Hamiltoniano
𝜆(𝑡) representa o valor do capital de estoque (ativo) 𝑥 no tempo t. Por exemplo, se o nível
de estoque é reduzido por uma unidade (por colheita) este valor pode ser reduzido por 𝜆(𝑡).
Considerando o Hamiltoniano dado por:
𝐻 = (𝑥, 𝑡, 𝑢, 𝜆) = 𝑔(𝑥, 𝑡, 𝑢) + 𝜆𝑓(𝑥.𝑡.𝑢) (5.1.12)
Os termos do lado direito de 5.1.12 podem ser chamados de fluxos de valor, 𝑔(𝑥, 𝑡, 𝑢) é o
valor do acumulado dos "dividendos" para o funcional objetivo
𝐽{𝑢} =
∫︁ 𝑡1
𝑡0
𝑔(𝑡, 𝑥, 𝑢) (5.1.13)
e 𝑓(𝑥, 𝑡, 𝑢) é o fluxo de investimento em capital
𝑑𝑥
𝑑𝑡
= 𝑓(𝑥, 𝑡, 𝑢)
Para a expressão deste fluxo de investimento em termos de valores devemos multiplicar pela
sombra de preço do capital 𝜆(𝑡).
O nome "sombra de valor" dado a 𝜆(𝑡) deve-se ao fato que os valores dos ativos não é o
valor da venda direta e, sim do valor imputado da futura produtividade.
Consequentemente o Hamiltoniano 𝐻(𝑥, 𝑡, 𝑢, 𝜆) representa a taxa total de crescimento do
total ativo (dividendos acumulados + capital ativo).
O princípio do máximo então afirma que um controle ótimo 𝑢(𝑡) deve maximizar a taxa de
crescimento dos ativos .
Dada a equação adjunta,
𝑑𝜆
𝑑𝑡
= −𝜕𝑔
𝜕𝑥
− 𝜆(𝑡)𝜕𝑓
𝜕𝑥
𝑑𝜆
𝑑𝑡
pode ser entendido como a taxa de depreciação do capital e a equação adjunta afirma que ao
longo do caminho ótimo 𝑥*, esta taxa de depreciação deve ser igual a soma dos fluxos marginais
dos dividendos acumulados e de capital ativo.
5.2 O funcional objetivo
Assumiremos que o preço 𝑝 da fonte de peixes oriundos da colheita é fixo. Além disso,
assuma que o custo por unidade de esforço é constante. Então a renda econômica produzida
por uma entrada de esforço de pesca 𝐸Δ𝑡 é dada por:
𝑅Δ𝑡 = 𝑅(𝑥,𝐸) = [𝑝ℎ− 𝑐𝐸]Δ𝑡 = [𝑝ℎ− 𝑐𝐸]Δ𝑡 = [𝑝𝐺(𝑥)− 𝑐]𝐸Δ𝑡 = [𝑝− 𝑐(𝑥)]ℎΔ𝑡,
onde 𝑐(𝑥) = 𝑐
𝐺(𝑥) .
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Desde que a unidade de colheita (ℎΔ𝑡 = 1) teremos que
𝑐𝐸Δ𝑡 = 𝑐
𝐺(𝑥)ℎΔ𝑡 = 𝑐(𝑥)ℎΔ𝑡 = 𝑐(𝑥)
.
Veja que 𝑐(𝑥) é igual à unidade de custo da colheita, quando o nível populacional é 𝑥. Já
que 𝐺(𝑥) é não decrescente, a unidade de custo de colheita é uma função não crescente de x.
Suponhamos agora que o objetivo do único proprietário é a maximização da receita líquida
total com desconto oriundo da exploração de recursos. Se 𝛿 > 0 é uma constante denotando a
taxa de desconto, isto pode ser expresso como
𝑃𝑉 =
∫︁ ∞
0
𝑒−𝛿𝑡𝑅(𝑥,𝐸)𝑑𝑡 =
∫︁ ∞
0
𝑒−𝛿𝑡{𝑝− 𝑐[𝑥(𝑡)]}ℎ(𝑡)𝑑𝑡, (5.2.1)
onde PV é o valor presente. As variáveis 𝑥(𝑡) e ℎ(𝑡) devem também satisfazer as restrições:
𝑥(𝑡) ≥ 0 e (5.2.2)
ℎ(𝑡) ≥ 0. (5.2.3)
Ou seja, maximizar 5.2.1 sujeito às condições de restrições é um problema da teoria de
controle ótimo.
5.2.1 Equilíbrio ótimo e aproximação
Assumindo ainda 𝑥* como única solução de 5.2.1 e dada uma população inicial 𝑥(0), a
política de colheita pode então ser descrita como segue: utilize a taxa de colheita ℎ* que aciona
o nível populacional 𝑥 = 𝑥(𝑡) em direção a 𝑥* tão rapidamente quanto possível. Se ℎ𝑚𝑎𝑥 denota
a taxa máxima de colheita viável, então temos :
ℎ*(𝑡) =
⎧⎪⎨⎪⎩
ℎ𝑚𝑎𝑥 enquanto 𝑥 > 𝑥*,
𝐹 (𝑥*) enquanto 𝑥 = 𝑥* e
0, enquanto 𝑥 < 𝑥*.
(5.2.4)
O correspondente nível populacional ótimo 𝑥(𝑡) é mostrado na figura 5.3. Se 𝑥(0) = 𝐴,
então a taxa máxima de colheita reduz de 𝑥 para 𝑥* .
Se 𝑥(0) = 𝐵, a pescaria é fechada (ℎ = 0) até 𝑥 crescer para 𝑥 = 𝑥*.
Estoque
t
h=0
A
hmax
B
x*
Figura 5.3: Nível populacional ótimo.
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5.3 Funcional objetivo para pesca em rio.
Para maximizar a receita líquida (lucro) da pesca em um determinado intervalo de tempo
para o caso do rio, levaremos em consideração que a população de peixe (estoque) tem cres-
cimento logístico, a colheita depende do nível do estoque e o controle 𝑢 é o esforço de pesca.
Assim, desejamos:
max
𝑢
∫︁ 𝑇
0
e−𝑟𝑡(𝑝𝑥(𝑡)− 𝑐)𝑢𝑑𝑡 (5.3.1)
sujeito a
𝑑𝑥
𝑑𝑡
= 𝑠𝑥
(︂
1− 𝑥
𝐾
)︂
− 𝑢𝑥 e (5.3.2)
𝑥(0) = 𝑥0 > 0 e 0 ≤ 𝑢 ≤𝑀,
onde 𝑝 é o preço por unidade de estoque, 𝑐 o custo da pesca, 𝐾 a capacidade de suporte do
meio, 𝑟 taxa de desconto devido à exploração de recursos, 𝑠 é a taxa de crescimento intrínseca
dos peixes. Maximizar esse funcional receita líquida significa encontrar o controle 𝑢*, com o
correspondente estado 𝑥*, que maximiza esse funcional. No caso da pesca no rio levaremos em
consideração a época do defeso e resolveremos numericamente.
Por ora analisaremos o estudo das condições de otimalidade do problema. O Hamiltoniano
do problema é dada por :
𝐻 = 𝑒−𝑟𝑡(𝑝𝑥− 𝑐)𝑢+ 𝜆
(︂
𝑠𝑥
(︂
1− 𝑥
𝐾
)︂
− 𝑢𝑥
)︂
.
Assim, as condições de otimalidade são dadas por:
𝜓 = 𝜕𝐻
𝜕𝑢
= 𝑒−𝑟𝑡(𝑝𝑥− 𝑐)− 𝜆𝑥 e (5.3.3)
𝜆′ = 𝜕𝐻
𝜕𝑥
= −𝑒−𝑟𝑡𝑝𝑢+ 𝜆(𝑢− 𝑠) + 2𝜆𝑠
𝐾
𝑥. (5.3.4)
Para o caso singular, devemos ter 𝜓 = 0, logo:
𝜆 = 𝑒−𝑟𝑡𝑝− 𝑐
𝑥
𝑒−𝑟𝑡.
Calculando a derivada de 𝜆 e substituindo 𝑑𝑥
𝑑𝑡
nesta expressão temos:
𝜆′(𝑡) = −𝑟𝑒−𝑟𝑡
(︂
−𝑟𝑝+ 𝑐𝑠
𝑥
− 𝑐𝑠
𝐾
− 𝑢𝑐
𝑥
+ 𝑟𝑐
𝑥
)︂
. (5.3.5)
Ao substituirmos 𝜆 na equação adjunta 5.3.4 temos:
𝜆′(𝑡) = 𝑒−𝑟𝑡
(︂
−𝑝𝑢+
(︂
𝑝− 𝑐
𝑥
)︂
(𝑢− 𝑠) + 2𝑠
𝐾
(︂
𝑝− 𝑐
𝑥
)︂
𝑥
)︂
. (5.3.6)
E, igualando 5.3.5 e 5.3.6, obtemos:
𝑥2 − 𝑐1𝑥− 𝑐2 = 0, (5.3.7)
108
onde 𝑐1 =
−𝑟𝑝𝐾 + 𝑠𝑐+ 𝑠𝑝𝐾
2𝑠𝑝 e 𝑐2 =
𝑟𝑐𝐾
2𝑠𝑝 .
Assim,
𝑥* =
(︃
𝑐2 +
(︂
𝑐1
2
)︂2)︃1/2
+ 𝑐12 , (5.3.8)
e portanto,
𝑢* = 𝑠− 𝑠𝑥
*
𝐾
. (5.3.9)
Esses seriam os valores ótimos da máxima receita sustentável (MSY), caso 𝑢 = 𝑢* com
correspondente estado 𝑥 = 𝑥*. Mas esses valores são os ideais e não foi considerado aqui o
defeso. Neste funcional que será analisado e solucionado numericamente, consideraremos que
durante 120 dias, teremos o defeso; implementamos também para os casos mais específicos
como do tambaqui, em que o defeso é por volta de 150 dias conforme as regras normativas
encontrada na figura 1 na introdução desse trabalho. O esperado é que haja um crescimento do
estoque de peixe nesse período em que a pesca é proibida e, no período que o nível de estoque
estiver liberado, esperamos que a colheita seja novamente aplicada.
5.4 Simulações: Resultados numéricos da pesca em rio.
5.4.1 Considerações gerais sobre o processo numérico
Do modelo de pesca que vimos na seção anterior, faremos as simulações que envolverão
o defeso. Aqui, consideramos situações com e sem defeso, com e sem controle no defeso. Em
outras palavras, teremos que durante um período do ano utilizaremos a teoria de controle ótimo
para a exploração de recursos através da pesca resolvendo o funcional 5.3.1 sujeito à equação
diferencial 5.3.2. Na época do defeso, que será considerada em diferentes períodos de meses,
utilizaremos apenas o crescimento logístico sem a pesca, ou seja, apenas a equação diferencial
5.3.2 sem o controle. Outras simulações com pequenas variações serão feitas, ilustrando as
várias situações da pesca no rio.
No algoritmo que implementamos, utilizamos como base o método de varredura Forward-
Backward que podemos encontrar em (Lenhart & Workman, 2007). O algoritmo segue o pro-
cesso da teoria, em que temos as condições para um controle ótimo e, para as aproximações
é usado um método de Runge-Kutta. De maneira geral, consideremos o problema de controle
ótimo:
max
𝑢
∫︁ 𝑡1
𝑡0
𝑓(𝑡, 𝑥(𝑡), 𝑢(𝑡))𝑑𝑡 (5.4.1)
sujeito a
𝑑𝑥
𝑑𝑡
= 𝑔(𝑡, 𝑥(𝑡), 𝑢(𝑡)) com
𝑥(0) = 𝑎 0 ≤ 𝑢 ≤𝑀.
Desejamos gerar uma aproximação para o controle ótimo 𝑢*. Discretizamos o intervalo
[𝑡0, 𝑡1] em vários pedaços com pontos específicos de interesse, 𝑡0 = 𝑏1, 𝑏2, ..., 𝑏𝑁 , 𝑏𝑛+1 igualmente
espaçados. A aproximação poderá ser um vetor −→𝑢 = (𝑢1, ..., 𝑢𝑁+1) onde, 𝑢𝑖 ≈ 𝑢(𝑏𝑖).
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Assim, dadas as condições:
𝑓𝑢 + 𝜆𝑔𝑢 = 0;
𝜆′ = −(𝑓𝑥 + 𝜆𝑔𝑥);
𝜆(𝑡1) = 0;
𝜆(𝑡) ≥ 0.
Podemos manipular a primeira equação para encontrar 𝑢* em função de 𝑡, 𝑥 e 𝜆.
As linhas gerais do algoritmo são dadas a seguir.
Aqui −→𝑥 = (𝑥1, ..., 𝑥𝑁+1) e −→𝜆 = (𝜆1, ..., 𝜆𝑁+1) são os vetores de aproximação para o estado
e a adjunta. O algoritmo é dado por:
• Passo 1: Dar um chute inicial para 𝑢 sobre o intervalo;
• Passo 2: Usando a condição inicial 𝑥1 = 𝑥(𝑡0) = 𝑎 e os valores para −→𝑢 , solucionar −→𝑥 ,
avançando no tempo de acordo com a equação diferencial no sistema;
• Passo 3: Usando a condição de transversalidade 𝜆𝑁+1 = 𝜆(𝑡1) = 0 e os valores para −→𝑢 , e−→𝑥 , solucionar −→𝜆 ;
• Passo 4: Atualizar −→𝑢 pela entrada dos novos −→𝑥 e −→𝜆 ;
• Passo 5: Checar a convergência. Se os valores das variáveis nesta iteração e na última
são muito próximos, sair com os valores atuais como solução. Caso contrário retornar ao
passo 2.
Quase sempre usamos −→𝑢 = 0 salvo alguns casos. Ocasionalmente, o chute inicial pode
requerer ajuste se o algoritmo tem problema de convergência. Frequentemente, no passo 4, é
necessário usar combinação convexa entre os valores dados por uma caracterização atualizada.
Isto ajuda a acelerar a convergência.
A rotina de Runge-Kutta de ordem 4 é usada nesse algoritmo assim: dado um passo ℎ e a
equação diferencial ordinária 𝑑𝑥
𝑑𝑡
a aproximação de 𝑥(𝑡+ ℎ) dado 𝑥(𝑡) é:
𝑥(𝑡+ ℎ) ≈ 𝑥(𝑡) + ℎ6 (𝐾1 + 2𝐾2 + 2𝐾3 +𝐾4) (5.4.2)
onde,
𝐾1 = 𝑓(𝑡, 𝑥(𝑡))
𝐾2 = 𝑓
(︃
𝑡+ ℎ2 , 𝑥(𝑡) +
ℎ
2𝐾1
)︃
𝐾2 = 𝑓
(︃
𝑡+ ℎ2 , 𝑥(𝑡) +
ℎ
2𝐾2
)︃
𝐾4 = 𝑓 (𝑡+ ℎ, 𝑥(𝑡) + ℎ𝐾3)
O erro deste método do Runge-Kutta é da ordem 𝑂(4) e sobre estabilidade do método pode-
se encontrar em várias literaturas como em (Butcher, 1996). Quanto ao teste de convergência,
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existem vários, algumas vezes basta exigir que ‖𝑢−𝑜𝑙𝑑𝑢‖ = ∑︀𝑁+1𝑖=1 |𝑢𝑖−𝑜𝑙𝑑𝑢𝑖| seja suficientemente
pequeno. Aqui, ‖.‖ refere-se a norma ℓ1 para vetores, isto é, a soma dos valores absolutos dos
termos e, os termos 𝑜𝑙𝑑𝑥, 𝑜𝑙𝑑𝜆 e 𝑜𝑙𝑑𝑢 refere-se aos elementos da iteração anterior. Ambos
vetores tem comprimento 𝑁 + 1. No presente contexto será usado um teste de convergência
ligeiramente mais rigoroso, isto é, que o erro relativo seja bem pequenos, ou ainda:
‖𝑢− 𝑜𝑙𝑑𝑢‖
‖𝑢‖ ≤ 𝛿,
onde 𝛿 é a margem de tolerância, podemos ainda ajustar como:
‖𝑢‖𝛿−‖𝑢− 𝑜𝑙𝑑𝑢‖ ≥ 0,
que equivale a
𝛿
𝑁+1∑︁
𝑖=1
|𝑢𝑖|−
𝑁+1∑︁
𝑖=1
|𝑢𝑖 − 𝑜𝑙𝑑𝑢𝑖|≥ 0. (5.4.3)
Nas simulações feitas aqui, fizemos adaptações na discretização e acrescentamos o problema
do defeso inerente à pesca no rio.
5.4.2 Resultados numéricos
1. Pesca com controle linear sem defeso: Nesta simulação, temos o modelo de pesca
linear com limitação, sem defeso (sem proibição de pesca) ao longo de 200 dias. Podemos
observar que depois de um determinado tempo conseguimos manter o nível de estoque
da máxima receita sustentável 𝑥* (MSY). Os parâmetros aqui usados são simulados. O
controle ótimo mantém o 𝑥 bem próximo de 𝑥* como esperado. Os gráficos são de estado
e controle, respectivamente.
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Figura 5.4: Pesca com controle linear sem defeso.
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K r 𝑠 𝑝 c 𝑥0 M
150 0.4 0.2 2.8 20 130 0.5
Tabela 5.1: Tabela dos valores simulados na Figura
Os valores na tabela 5.1 referem-se aos dados utilizados para a simulação dos gráficos
encontrados na Figura 5.4.
2. Pesca com controle linear e defeso de 4 meses: No gráfico da Figura 5.5 temos a
simulação de uma pesca no rio onde durante 120 dias temos o defeso devido à piracema.
Nesse período cessa, nessa simulação, totalmente a pesca, não temos colheita e assim
ocorre o crescimento do estoque. Após esse período, a pesca é novamente liberada. Esta-
mos levando em consideração um período de 4 anos. Conforme o tempo passa, os picos
se tornam assintoticamente estável e, nessa época temos apenas o crescimento logístico.
Figura 5.5: Pesca usando controle linear com defeso de 4 meses.
K r 𝑠 𝑝 c 𝑥0 M
250 0.3 0.2 2.8 36 100 0.2
Tabela 5.2: Tabela dos valores simulados na Figura 5.5.
3. Pesca com controle linear e defeso de 5 meses: Com o objetivo de observarmos
como se comporta o controle ótimo e o estoque de peixe caso tenhamos 5 meses de defeso,
simulamos a solução aproximada e obtivemos o gráfico da Figura . Esse tempo maior de
defeso ocorre, em particular, para espécies de peixe como o Tambaqui, cuja norma atual
regulamentada exige 5 meses de defeso como pode ser visto na introdução desse trabalho,
na tabela das datas do defeso 1. O comportamento, neste caso, é semelhante ao do defeso
112
de 4 meses, com a diferença que o pico de de estoque se estabiliza em um valor maior ou
seja, o estoque aumenta conforme se aumenta mais o período de defeso.
Figura 5.6: Pesca sando controle linear com defeso de 5 meses.
Os dados do gráfico da Figura são os mesmos da tabela 5.2.
4. Pesca com controle linear e defeso de 4 meses com controle iguais: Nesta
simulação, tentamos deixá-la mais próxima do real, ou seja, mesmo na época do defeso
e, apesar das políticas de pesca na região Amazônica, temos uma redução substancial
da pesca na época da piracema mas isso não significa que a colheita cesse totalmente.
Sendo assim, introduzimos um pouco de pesca mesmo na época do defeso, isso tornou o
crescimento logístico um pouco menor devido a essa colheita feita de forma reduzida. O
esforço de pesca aqui inserido foi igual para os 3 anos considerados.
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Figura 5.7: Pesca com controle linear limitado inclusive no defeso.
Também aqui, os dados do gráfico da Figura são os mesmos da tabela 5.2.
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5. Pesca com controle linear e defeso de 4 meses com controle crescente: Este
resultado nos traz a situação em que, mesmo na época do defeso, temos pesca mas,
com esforços de pesca diferentes, de forma crescente ao longo dos 3 anos, no período da
piracema. Observamos um decaimento nos níveis de estoque de peixes, devido ao controle.
Figura 5.8: Pesca com controle linear limite crescente no defeso.
K r 𝑠 𝑝 c 𝑥0 M
150 0.4 0.2 2.8 36 95 0.2
Tabela 5.3: Tabela dos valores simulados na Figura 5.8.
Os controles usados na época especificamente do defeso foram: 𝑢𝑑𝑒𝑓𝑒𝑠𝑜 = 0.05 no primeiro
ano, 𝑢𝑑𝑒𝑓𝑒𝑠𝑜 = 0.07 no segundo ano e, 𝑢𝑑𝑒𝑓𝑒𝑠𝑜 = 0.09 no terceiro ano. Com a pesca na
piracema, o crescimento do estoque de peixes diminui visivelmente.
6. Pesca com redução de tempo de defeso: 20,40,70,100,105,110,120 e 150 dias:
Nos próximos gráficos temos uma sequência com diferentes defesos crescentes. Observa-
mos que quando o tempo de defeso é muito pequeno temos uma quantidade de peixes
capturados menor, conforme aumentamos o tempo de defeso, aumentamos a quantidade
de peixes capturados, mas isso até o defeso de 100 dias, após esse defeso o número de
capturados volta a cair. O controle ótimo para o defeso visando lucro na pescaria neste
exemplo, é um defeso de 100 dias. A Figura 5.9 diz respeito aos níveis de estoque dos
defesos de 20,40,70,100,105,110,120 e 150 dias, e a Figura 5.10 diz respeito ao controle
ótimo alcançado em 100 dias.
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Figura 5.9: Gráficos do estoque com defesos de 20,40,70,100,105,110,120 e 150 dias de defeso.
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Figura 5.10: Defeso ótimo em 105 dias.
Os dados utilizados para esta simulação dos gráficos da Figura 5.9 são os mesmos da
tabela 5.3 e os dados utilizados para o gráfico da Figura 5.10 são dados na tabela 5.4.
20 dias 40 dias 70 dias 100 dias 105 dias 110 dias 120 dias 150 dias
5.7𝑥103 6.4𝑥103 7.24𝑥103 7.35𝑥103 7.33𝑥103 7.30𝑥103 7.20𝑥103 6.79𝑥103
Tabela 5.4: Tabela dos valores dos defesos e seus níveis de peixes capturados
7. Pesca com defeso ao longo de seis anos: Os dois gráficos abaixo nos permitem
visualizar, ao longo de seis anos, o comportamento dos picos de crescimento na época do
defeso sem controle. O gráfico da Figura 5.11 nos traz o modelo de pesca ao longo dos seis
anos com valores chegando próximo de uma estabilização dos picos de crescimento a partir
do quarto ano. O gráfico da Figura 5.12 mostra a curva ajuste dos picos praticamente
estabilizada. Tal curva é obtida numericamente usando a ferramenta cftool do programa
Matlab.
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A curva do nível de estoque dada pelo primeiro gráfico possui um defeso de 120 dias e
capacidade de suporte de 250 unidades. A curva da Figura 5.12, mostra uma parada de
decrescimento em torno do valor de estoque de 97 unidades de medida.
Figura 5.11: Pesca com controle linear exceto no defeso.
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Figura 5.12: Curva dada pelos picos de crescimento no defeso.
Os dados utilizados para esta simulação são os mesmos da tabela 5.3.
5.5 Controle ótimo da pesca com condição inicial fuzzy
Nestas últimas simulações, consideramos o problema de controle ótimo com a pesca como
controle e condição inicial de peixes fuzzy devido à grande dificuldade de medirmos o estoque
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de peixes. Em cada instante podemos observar que, no primeiro ano, essa variação de condição
inicial é quase totalmente reduzida, isso se deve ao fato de que ao solucionarmos o problema
de controle ótimo, a tendência da solução é manter o nível de estoque próximo ao caminho
singular. Temos defeso nas simulações abaixo de 4 meses e de 5 meses.
1. Controle ótimo de pesca com condição inicial fuzzy e defeso de 4 meses: Nesta
simulação, consideramos a condição inicial de estoque de peixe incerta e usamos um defeso
de 4 meses.
Figura 5.13: Curva com condição inicial fuzzy ̂︀𝑥0 = [50, 100, 150] e defeso de 120 dias.
Os dados utilizados para esta simulação do gráfico da Figura 5.13, são os mesmos da
tabela 5.3 com exceção de 𝐾 = 200 e 𝑟 = 0.3.
2. Controle ótimo de pesca com condição inicial fuzzy e defeso de 5 meses:
Considerando-se o defeso de 5 meses devido as regras do defeso do Tambaqui, obtemos o
gráfico 5.14, conforme aumentamos o tempo de defeso, observamos um aumento no nível
de estoque.
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Figura 5.14: Curva com condição inicial fuzzy ̂︀𝑥0 = [50, 100, 150] e defeso de 150 dias.
Os dados utilizados para esta simulação do gráfico 5.14, são os mesmos da tabela 5.3.
5.6 Conclusões
O modelo bioeconômico para pesca em rio mostrou o quão importante é se respeitar os
limites de exploração das espécies de peixes dos rios. Atualmente, políticas mais severas de
defeso estão sendo estudadas para região norte. Isso tudo se deve ao fato de que várias espécies
de peixes estão se tornando cada vez mais escassas, e indivíduos de determinadas espécies cada
vez menores estão sendo pescadas. A impossibilidade em se fiscalizar uma região com rios
gigantescos como na região Amazônica dificulta a preservação de várias espécies de peixes.
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Conclusão
Este trabalho abordou várias situações sobre o comportamento dos níveis de estoque de
peixes mediante a consideração da pesca efetuada e sua inserção no modelo. Os contextos pelos
quais passamos englobam principalmente a pesca em rios, contemplando a região Amazônica.
Para isso, utilizamos ferramentas como o controle, cálculo variacional, otimização de funcionais
e lógica fuzzy.
Primeiro nos preocupamos em como obter, a partir de um modelo de crescimento de peixes
por peso, um modelo que descrevesse o crescimento para peixes em rios, ou seja, que levasse
em consideração a piracema. Então, no capítulo 1, generalizamos um modelo de crescimento
de peixes inserindo uma função de periodicidade, a fim de obtermos a variação no peso do
peixe. Verificamos que a curva que descreve o modelo de crescimento do peixe por peso sem
periodicidade, é praticamente uma média da curva com a função de periodicidade. Essas curvas
foram obtidas usando os valores de parâmetros do peixe Tambaqui.
As variações que podem ocorrer quando medimos valores para usarmos como parâmetros
nos modelos são frequentes, por exemplo, ao medirmos o peso inicial dos peixes menores, eles
não possuem sempre os mesmos valores, existe uma variação nessas medidas. Introduzindo
alguns conceitos básicos de lógica fuzzy no capítulo 2 fizemos um estudo de algumas incertezas
que podem ocorrer nas condições iniciais e parâmetros fuzzy. As soluções com as incertezas do
modelo alternativo fuzzy proposto no capítulo 2, são obtidas via extensão de Zadeh das soluções
determinísticas. Além disso, nos preocupamos em verificar se as curvas determinísticas estão
realmente próximas das curvas obtidas quando defuzzificamos a solução fuzzy e obtivemos como
resultados curvas muito próximas uma das outras.
Na etapa seguinte da tese, estudamos conceitos relacionados à pesca como esforço de pesca e
curvas de receita e custo de pesca. Analisamos o modelo logístico modificando-o, ao inserirmos
esforço de pesca, efeito Allee com limiar de preservação e fatores naturais que influenciassem
nos níveis de estoque de peixes, o que chamamos de fator abiótico. No estudo do crescimento
logístico modificado que fizemos no capítulo 3, pudemos verificar situações em que o estoque
de peixes tendiam à extinção, a partir de um valor mínimo de estoque. Como definir um limiar
para a extinção é difícil, estudamos situações em que as incertezas ligadas a esse limiar são
consideradas, obtendo assim uma faixa de valores mínimos.
No capítulo 4, estudamos modelos de interações entre espécies de peixes, do tipo presa-
predador e competição. Inserimos esforço de pesca nesses modelos, para entendermos como
as interações e a pesca modificam os níveis de estoque de peixes. Algumas condições para
conseguirmos a estabilidade dos sistemas foram impostas, além do estudo de ciclos limites
assintoticamente estáveis. Modelos fuzzy de interações também foram feitos.
Para finalizarmos, utilizando a teoria de cálculo variacional, controle ótimo, conceito de va-
lor presente e descontos da economia , propomos um modelo bioeconômico de pesca, o qual leva
em consideração o defeso, ou seja, um período sem pesca que contém o período da piracema. O
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modelo proposto sempre levará em consideração o máximo lucro, sem que o estoque de peixe
fique em níveis muito baixos. Variações do modelo foram propostas, ou melhor, situações de
riscos em que reduzimos o defeso, no modelo proposto, nos levou a níveis baixos de estoque e
simulando situações em que mesmo na época do defeso temos o controle na forma de pesca e,
os níveis de estoque tiveram uma redução, como o esperado na prática. Para tornar o modelo
o mais realístico possível, inserimos um termo que representa os fatores abióticos, situações em
que os fatores abióticos são considerados para redução de níveis de estoque de peixes, podem
se encontrados para a espécie Tambaqui em (Bandeira, 2017). Propomos ainda um modelo de
controle ótimo de pesca, com condições iniciais incertas, em que as simulações numéricas nos
levam, logo no primeiro ano, a valores de níveis de estoque (estado) que o controle de pesca
considera ideais. Todos os resultados foram obtidos numericamente e os principais programas
relativos ao capítulo 5 encontram-se no apêndice.
Trabalhos Futuros:
• Estudar no capítulo 3, um modelo alternativo em que a população abaixo de um certo
limiar não chega à extinção e sim a valores baixos de população;
• Estudar no capítulo 4 o efeito Allee e fatores abióticos nos modelos de interações;
• No capítulo 5 fazer o parâmetro incerto para o esforço de pesca aplicado no modelo
bioeconômico e um modelo não linear no controle;
• Fazer um modelo bioeconômico usando nível de estoque considerando o peso;
• Fazer um modelo bioeconômico considerando duas equações de estado que seria o caso
quando temos interação entre espécies de peixes.
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Apêndice A
Programas do capítulo 5
Os programas que desenvolvemos no capítulo 5 tiveram como base o programa de controle
ótimo linear encontrado em (Lenhart & Workman, 2007), o qual alteramos para obtermos o
programa ideal para nossa situação. Veremos os programas referentes ao controle ótimo com
e sem condição inicial fuzzy. Apesar das várias simulações diferentes no capítulo 5, todas elas
são variações dos programas que montamos abaixo.
A.1 Programa de controle ótimo com pesca ao longo de
4 anos, defeso de 120 dias.
%function y = Pesca1(x0,k,r,T)
clc % Modelo de controle ótimo de pesca com controle linear e limitado
com defeso em 5 meses durante 4 anos
clear all
x0=100; % Condição inicial
r=0.3;
T=365;
test = -1;
delta = 0.0001;
N =365;
t = linspace(0,4*T,4*N +20+1);
h = T/10000; % Tamanho de passo
h2 = h/2;
s=0.2; % Taxa de crescimento intrinseca
K=250; % Capacidade de suporte
p=2.8; % Preço
c=36; % Custo
M=0.2; % Controle máximo
x = zeros(1,4*N+20+1);
lambda = zeros(1,4*N+20+1);
u = zeros(1,4*N+20+1);
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x(1) = x0;
c2=2*s*p;
c1=-r*K*p+s*c+K*p*s;
c3=(r*c*K)/c2;
c4=c1/c2;
TO=20;
TF=140;
while(test < 0)
oldu = u;
oldx = x;
oldlambda = lambda;
for i = 1:4*N+20 % Runge para x, cálculo do x
if 1<=i && i<=TO;
k1 = s*x(i)-((s*(x(i))^2)/K)-u(i)*x(i);
k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k1);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k2);
k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2)-u(i+1)*(x(i)+h*k3);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
% Cálculo da adjunta - Runge -Kutta
j = N+ 2 - i;
k1 = lambda(j)*(u(j)-s)+ s*(2/K)*lambda(j)*x(j)- u(j)*(exp(-r*t(j)))*p;
k2 = (lambda(j)-h2*k1)*(-s+(u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k1)*(x(j)+
x(j-1))- (u(j)+u(j-1))*exp(-r*(t(j)-h2))*p ;
k3 = (lambda(j)-h2*k2)*(-s+ (u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k2)*(x(j)+
x(j-1))- (u(j)+u(j-1))*exp(-r*(t(j)-h2))*p;
k4= (lambda(j)-h*k3)*(-s+(u(j-1))) + s*(2/K)*(lambda(j)-h*k3)*(x(j-1))-
(u(j-1))*exp(-r*(t(j)-h))*p;
lambda(j-1) = lambda(j) - (h/6)*(k1 + 2*k2 + 2*k3 + k4);
temp(i) = (exp(-r*t(i)))*(p*x(i)-c)-(lambda(i)*x(i)); % expressão que representa
%a função switching
if(temp(i) < 0)
u1(i) = 0; % Bang Bang limite inferior
else
u1(i) = M;
end
u(i) = 0.5*(u1(i) + oldu(i));
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temp1(i) = delta*sum(abs(u(i))) - sum(abs(oldu(i) - u(i)));
temp2(i) = delta*sum(abs(x(i))) - sum(abs(oldx(i) - x(i)));
temp3(i) = delta*sum(abs(lambda(i))) - sum(abs(oldlambda(i) - lambda(i)));
test(i) = min(temp1(i), min(temp2(i), temp3(i)));
elseif TO<i && i<TF
%for i=TO:TF-2 % Piracema com o defeso
k1 = s*x(i)-((s*(x(i))^2)/K);
k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2);
k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
temp(i)= 0;
temp1(i) = delta*sum(abs(u(i))) - sum(abs(oldu(i) - u(i)));
temp2(i) = delta*sum(abs(x(i))) - sum(abs(oldx(i) - x(i)));
temp3(i) = delta*sum(abs(lambda(i))) - sum(abs(oldlambda(i) - lambda(i)));
test(i) = min(temp1(i), min(temp2(i), temp3(i)));
elseif TF<=i && i<=N
%for i=TF:N
k1 = s*x(i)-((s*(x(i))^2)/K)-u(i)*x(i);
k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k1);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k2);
k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2)-u(i+1)*(x(i)+h*k3);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
% Cálculo da adjunta - Runge -Kutta
j = N+ 2 - i;
k1 = lambda(j)*(u(j)-s)+ s*(2/K)*lambda(j)*x(j)- u(j)*(exp(-r*t(j)))*p;
k2 = (lambda(j)-h2*k1)*(-s+(u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k1)*(x(j)+
x(j-1))- (u(j)+u(j-1))*exp(-r*(t(j)-h2))*p ;
k3 = (lambda(j)-h2*k2)*(-s+ (u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k2)*(x(j)+
x(j-1))- (u(j)+u(j-1))*exp(-r*(t(j)-h2))*p;
k4= (lambda(j)-h*k3)*(-s+(u(j-1))) + s*(2/K)*(lambda(j)-h*k3)*(x(j-1))-
(u(j-1))*exp(-r*(t(j)-h))*p;
lambda(j-1) = lambda(j) - (h/6)*(k1 + 2*k2 + 2*k3 + k4);
temp(i) = (exp(-r*t(i)))*(p*x(i)-c)-(lambda(i)*x(i));% expressão que representa
a função switching
if(temp(i) < 0)
u1(i) = 0; % Bang Bang limite inferior
else
u1(i) = M;
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end
u(i) = 0.5*(u1(i) + oldu(i));
temp1(i) = delta*sum(abs(u(i))) - sum(abs(oldu(i) - u(i)));
temp2(i) = delta*sum(abs(x(i))) - sum(abs(oldx(i) - x(i)));
temp3(i) = delta*sum(abs(lambda(i))) - sum(abs(oldlambda(i) - lambda(i)));
test(i) = min(temp1(i), min(temp2(i), temp3(i)));
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
elseif N<i && i<=N+20
k1 = s*x(i)-((s*(x(i))^2)/K)-u(i)*x(i);
k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k1);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k2);
k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2)-u(i+1)*(x(i)+h*k3);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
j = 2*N+ 2 - i;
k1 = lambda(j)*(u(j)-s)+ s*(2/K)*lambda(j)*x(j)- u(j)*(exp(-r*t(j)))*p;
k2 = (lambda(j)-h2*k1)*(-s+(u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k1)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p ;
k3 = (lambda(j)-h2*k2)*(-s+ (u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k2)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p;
k4= (lambda(j)-h*k3)*(-s+(u(j-1))) + s*(2/K)*(lambda(j)-h*k3)*(x(j-1))-
(u(j-1))*exp(-r*(t(j)-h))*p;
lambda(j-1) = lambda(j) - (h/6)*(k1 + 2*k2 + 2*k3 + k4);
temp(i) = (exp(-r*t(i)))*(p*x(i)-c)-(lambda(i)*x(i));%expressão que representa
a função switching
if(temp(i) < 0)
u1(i) = 0; % Bang Bang limite inferior
else
u1(i) = M;
end
u(i) = 0.5*(u1(i) + oldu(i));
temp1(i) = delta*sum(abs(u(i))) - sum(abs(oldu(i) - u(i)));
temp2(i) = delta*sum(abs(x(i))) - sum(abs(oldx(i) - x(i)));
temp3(i) = delta*sum(abs(lambda(i))) - sum(abs(oldlambda(i) - lambda(i)));
test(i) = min(temp1(i), min(temp2(i), temp3(i)));
elseif N+20<i && i<=N+140
k1 = s*x(i)-((s*(x(i))^2)/K);
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k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2);
k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
temp(i)= 0;
temp1(i) = delta*sum(abs(u(i))) - sum(abs(oldu(i) - u(i)));
temp2(i) = delta*sum(abs(x(i))) - sum(abs(oldx(i) - x(i)));
temp3(i) = delta*sum(abs(lambda(i))) - sum(abs(oldlambda(i) - lambda(i)));
test(i) = min(temp1(i), min(temp2(i), temp3(i)));
elseif N+140<i && i<=2*N
k1 = s*x(i)-((s*(x(i))^2)/K)-u(i)*x(i);
k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k1);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k2);
k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2)-u(i+1)*(x(i)+h*k3);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
% Cálculo da adjunta - Runge -Kutta
j = 2*N+ 2 - i;
k1 = lambda(j)*(u(j)-s)+ s*(2/K)*lambda(j)*x(j)- u(j)*(exp(-r*t(j)))*p;
k2 = (lambda(j)-h2*k1)*(-s+(u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k1)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p ;
k3 = (lambda(j)-h2*k2)*(-s+ (u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k2)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p;
k4= (lambda(j)-h*k3)*(-s+(u(j-1))) + s*(2/K)*(lambda(j)-h*k3)*(x(j-1))-
(u(j-1))*exp(-r*(t(j)-h))*p;
lambda(j-1) = lambda(j) - (h/6)*(k1 + 2*k2 + 2*k3 + k4);
% end
temp(i) = (exp(-r*t(i)))*(p*x(i)-c)-(lambda(i)*x(i)); %expressão que representa
a função switching
if(temp(i) < 0)
u1(i) = 0; % Bang Bang limite inferior
% elseif(temp(i) >0.00001)
else
u1(i) = M;
% else
% u1(i) = s*(1-(1/K)*(((c3+(c4*0.5)^2)^(.5)+c4*.5))); % controle ao
longo do caminho singular
end
u(i) = 0.5*(u1(i) + oldu(i));
temp1(i) = delta*sum(abs(u(i))) - sum(abs(oldu(i) - u(i)));
temp2(i) = delta*sum(abs(x(i))) - sum(abs(oldx(i) - x(i)));
temp3(i) = delta*sum(abs(lambda(i))) - sum(abs(oldlambda(i) - lambda(i)));
test(i) = min(temp1(i), min(temp2(i), temp3(i)));
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 2N Até 3N
elseif 2*N<i && i<=2*N+20
k1 = s*x(i)-((s*(x(i))^2)/K)-u(i)*x(i);
k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k1);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k2);
k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2)-u(i+1)*(x(i)+h*k3);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
j = (2*N+20)+ 2 - i;
k1 = lambda(j)*(u(j)-s)+ s*(2/K)*lambda(j)*x(j)- u(j)*(exp(-r*t(j)))*p;
k2 = (lambda(j)-h2*k1)*(-s+(u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k1)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p ;
k3 = (lambda(j)-h2*k2)*(-s+ (u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k2)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p;
k4= (lambda(j)-h*k3)*(-s+(u(j-1))) + s*(2/K)*(lambda(j)-h*k3)*(x(j-1))-
(u(j-1))*exp(-r*(t(j)-h))*p;
lambda(j-1) = lambda(j) - (h/6)*(k1 + 2*k2 + 2*k3 + k4);
temp(i) = (exp(-r*t(i)))*(p*x(i)-c)-(lambda(i)*x(i)); %expressão que representa
a função switching
if(temp(i) < 0)
u1(i) = 0; % Bang Bang limite inferior
% elseif(temp(i) >0.00001)
else
u1(i) = M;
end
u(i) = 0.5*(u1(i) + oldu(i));
temp1(i) = delta*sum(abs(u(i))) - sum(abs(oldu(i) - u(i)));
temp2(i) = delta*sum(abs(x(i))) - sum(abs(oldx(i) - x(i)));
temp3(i) = delta*sum(abs(lambda(i))) - sum(abs(oldlambda(i) - lambda(i)));
test(i) = min(temp1(i), min(temp2(i), temp3(i)));
elseif 2*N+20<i && i<=2*N+140
k1 = s*x(i)-((s*(x(i))^2)/K);
k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2);
k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
temp(i)= 0;
temp1(i) = delta*sum(abs(u(i))) - sum(abs(oldu(i) - u(i)));
temp2(i) = delta*sum(abs(x(i))) - sum(abs(oldx(i) - x(i)));
temp3(i) = delta*sum(abs(lambda(i))) - sum(abs(oldlambda(i) - lambda(i)));
test(i) = min(temp1(i), min(temp2(i), temp3(i)));
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elseif 2*N+140<i && i<=3*N
k1 = s*x(i)-((s*(x(i))^2)/K)-u(i)*x(i);
k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k1);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k2);
k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2)-u(i+1)*(x(i)+h*k3);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
% Cálculo da adjunta - Runge -Kutta
j = 3*N+ 2 - i;
k1 = lambda(j)*(u(j)-s)+ s*(2/K)*lambda(j)*x(j)- u(j)*(exp(-r*t(j)))*p;
k2 = (lambda(j)-h2*k1)*(-s+(u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k1)*(x(j)+
x(j-1))- (u(j)+u(j-1))*exp(-r*(t(j)-h2))*p ;
k3 = (lambda(j)-h2*k2)*(-s+ (u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k2)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p;
k4= (lambda(j)-h*k3)*(-s+(u(j-1))) + s*(2/K)*(lambda(j)-h*k3)*(x(j-1))-
(u(j-1))*exp(-r*(t(j)-h))*p;
lambda(j-1) = lambda(j) - (h/6)*(k1 + 2*k2 + 2*k3 + k4);
% end
temp(i) = (exp(-r*t(i)))*(p*x(i)-c)-(lambda(i)*x(i)); %expressão que representa
a função switching
if(temp(i) < 0)
u1(i) = 0; % Bang Bang limite inferior
% elseif(temp(i) >0.00001)
else
u1(i) = M;
end
u(i) = 0.5*(u1(i) + oldu(i));
temp1(i) = delta*sum(abs(u(i))) - sum(abs(oldu(i) - u(i)));
temp2(i) = delta*sum(abs(x(i))) - sum(abs(oldx(i) - x(i)));
temp3(i) = delta*sum(abs(lambda(i))) - sum(abs(oldlambda(i) - lambda(i)));
test(i) = min(temp1(i), min(temp2(i), temp3(i)));
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 4 ano
elseif 3*N<i && i<=3*N+20
k1 = s*x(i)-((s*(x(i))^2)/K)-u(i)*x(i);
k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k1);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k2);
k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2)-u(i+1)*(x(i)+h*k3);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
j = (3*N+20)+ 2 - i;
k1 = lambda(j)*(u(j)-s)+ s*(2/K)*lambda(j)*x(j)- u(j)*(exp(-r*t(j)))*p;
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k2 = (lambda(j)-h2*k1)*(-s+(u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k1)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p ;
k3 = (lambda(j)-h2*k2)*(-s+ (u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k2)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p;
k4= (lambda(j)-h*k3)*(-s+(u(j-1))) + s*(2/K)*(lambda(j)-h*k3)*(x(j-1))-
(u(j-1))*exp(-r*(t(j)-h))*p;
lambda(j-1) = lambda(j) - (h/6)*(k1 + 2*k2 + 2*k3 + k4);
temp(i) = (exp(-r*t(i)))*(p*x(i)-c)-(lambda(i)*x(i)); %expressão que representa
a função switching
if(temp(i) < 0)
u1(i) = 0; % Bang Bang limite inferior
% elseif(temp(i) >0.00001)
else
u1(i) = M;
end
u(i) = 0.5*(u1(i) + oldu(i));
temp1(i) = delta*sum(abs(u(i))) - sum(abs(oldu(i) - u(i)));
temp2(i) = delta*sum(abs(x(i))) - sum(abs(oldx(i) - x(i)));
temp3(i) = delta*sum(abs(lambda(i))) - sum(abs(oldlambda(i) - lambda(i)));
test(i) = min(temp1(i), min(temp2(i), temp3(i)));
elseif 3*N+20<i && i<=3*N+140
k1 = s*x(i)-((s*(x(i))^2)/K);
k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2);
k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
temp(i)= 0;
temp1(i) = delta*sum(abs(u(i))) - sum(abs(oldu(i) - u(i)));
temp2(i) = delta*sum(abs(x(i))) - sum(abs(oldx(i) - x(i)));
temp3(i) = delta*sum(abs(lambda(i))) - sum(abs(oldlambda(i) - lambda(i)));
test(i) = min(temp1(i), min(temp2(i), temp3(i)));
else 3*N+140<i && i<=4*N +20
k1 = s*x(i)-((s*(x(i))^2)/K)-u(i)*x(i);
k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k1);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k2);
k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2)-u(i+1)*(x(i)+h*k3);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
% Cálculo da adjunta - Runge -Kutta
j = 4*N+ 20+ 2 - i;
k1 = lambda(j)*(u(j)-s)+ s*(2/K)*lambda(j)*x(j)- u(j)*(exp(-r*t(j)))*p;
k2 = (lambda(j)-h2*k1)*(-s+(u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k1)*(x(j)+
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x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p ;
k3 = (lambda(j)-h2*k2)*(-s+ (u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k2)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p;
k4= (lambda(j)-h*k3)*(-s+(u(j-1))) + s*(2/K)*(lambda(j)-h*k3)*(x(j-1))-
(u(j-1))*exp(-r*(t(j)-h))*p;
lambda(j-1) = lambda(j) - (h/6)*(k1 + 2*k2 + 2*k3 + k4);
% end
temp(i) = (exp(-r*t(i)))*(p*x(i)-c)-(lambda(i)*x(i)); %expressão que representa
a função switching
if(temp(i) < 0)
u1(i) = 0; % Bang Bang limite inferior
else
u1(i) = M;
end
u(i) = 0.5*(u1(i) + oldu(i));
temp1(i) = delta*sum(abs(u(i))) - sum(abs(oldu(i) - u(i)));
temp2(i) = delta*sum(abs(x(i))) - sum(abs(oldx(i) - x(i)));
temp3(i) = delta*sum(abs(lambda(i))) - sum(abs(oldlambda(i) - lambda(i)));
test(i) = min(temp1(i), min(temp2(i), temp3(i)));
end
end
end
y(1,:) = t;
y(2,:) =x;
y(3,:) = u;
x_otimo=((c3+((c4)/2)^2)^0.5)+(c4)/2;
u_otimo=s*(1-(s*x_otimo/K));
subplot(2,1,1),plot(t,x,’r’,t,x_otimo,’b’,’linewidth’,1.5); xlabel(’Tempo’);
ylabel(’Estado’);title({’Grafico do nível de estoque com defeso de 4 meses’},
’FontSize’,14);
subplot(2,1,2), plot (t,u,’k’,t,u_otimo,’b’,’linewidth’,1.5);xlabel(’Tempo’);
ylabel(’Controle’);title({’Grafico do controle linear exceto no defeso’},
’FontSize’,14);
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A.2 Programa de controle ótimo com pesca ao longo de
3 anos, defeso de 120 dias condição inicial fuzzy.
O programa que montamos abaixo, é composto de um programa principal e 4 programas
auxiliares, com pesca, defeso e condição inicial fuzzy para a quantidade de estoque.
A.2.1 Programa Auxiliar 1
% Programa Periférico 1 da função controle ótimo pesca_funct_1.m que compreende
até os 140 dias (piracema 120 dias e pesca 20 dias)
function [y x_otimo u_otimo]=estado_controle_1(x0,p,TF)
clc
T=140;% T são os 120 dias sem pesca devido o defeso
TO=20;% T0 são os 20 primeiros dias com pesca
% Parâmetros do modelo de pesca
s=0.2;
K=180;
c=36;
M=0.2;
r=0.3;
%Valores para o teste de convergência e e tamanho de passo do Runge_Kutta
h = T/2000; % runge_kutta
h2 = h/2; %runge_kutta
test = -1; %convergência
delta = 0.0001;%convergência
% Vetores para discretização/Runge_Kutta
t = linspace(0,T,T+1);
x = zeros(1,T+1); % vetor do estado
lambda = zeros(1,T+1); % vetor da adjunta
u = zeros(1,T+1); % vetor do controle
u1 = zeros(1,T+1); % Decisão do controle
x(1)=x0; % Condição inicial do t=0
% Runge_Kutta
while(test < 0)
oldu = u;
oldx = x;
oldlambda = lambda;
for i = 1:TO % Runge para x, cálculo do x
k1 = s*x(i)-((s*(x(i))^2)/K)-(u(i)*x(i));
k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k1);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k2);
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k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2)-u(i+1)*(x(i)+h*k3);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
end
% Cálculo da adjunta - Runge -Kutta
for i=1:TO
j = TO+ 2 - i;
k1= lambda(j)*(u(j)-s)+ s*(2/K)*lambda(j)*x(j)- u(j)*(exp(-r*t(j)))*p;
k2 = (lambda(j)-h2*k1)*(-s+(u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k1)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p ;
k3 = (lambda(j)-h2*k2)*(-s+ (u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k2)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p;
k4= (lambda(j)-h*k3)*(-s+(u(j-1))) + s*(2/K)*(lambda(j)-h*k3)*(x(j-1))-
(u(j-1))*exp(-r*(t(j)-h))*p;
lambda(j-1) = lambda(j) - (h/6)*(k1 + 2*k2 + 2*k3 + k4);
end
% Constantes para calcular x^* da MSY
c2=2*s*p;
c1=-r*K*p+s*c+K*p*s;
c3=(r*c*K)/c2;
c4=c1/c2;
% Teste de decisão de qual controle usar
for i=1:TO+1
temp(i) = (exp(-r*t(i)))*(p*x(i)-c)-(lambda(i)*x(i)); %expressão que representa
a função switching
if(temp(i) < 0)
u1(i) = 0; % Bang Bang limite inferior
elseif(temp(i) >0.00001)
u1(i) = M;
else
u1(i) = s*(1-(1/K)*(((c3+(c4*0.5)^2)^(.5)+c4*.5))); %controle ao longo do
caminho singular
end
end
% Teste de convergência
u= 0.5*(u1 + oldu);
temp1 = delta*sum(abs(u)) - sum(abs(oldu - u));
temp2 = delta*sum(abs(x)) - sum(abs(oldx- x));
temp3 = delta*sum(abs(lambda)) - sum(abs(oldlambda - lambda));
test = min(temp1, min(temp2, temp3));
%%%%%%%%%%%%%%%%%%%%%%%%%%%% Final dos primeiros 20 dias do primeiro ano
%%%%%%%%%%%%% Início dos 20 dias até 140 do primeiro ano sem pesca (controle
ou colheita) Runge-Kutta
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for i=TO:TF-2 % Piracema com o defeso
k1 = s*x(i)-((s*(x(i))^2)/K);
k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2);
k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
end
% Teste de convergência
temp= 0;
temp1 = delta*sum(abs(u)) - sum(abs(oldu - u));
temp2 = delta*sum(abs(x)) - sum(abs(oldx - x));
temp3 = delta*sum(abs(lambda)) - sum(abs(oldlambda - lambda));
test = min(temp1, min(temp2, temp3));
end
% Cálculo do x_MSY e u_ótimo
x_otimo=((c3+((c4)/2)^2)^0.5)+(c4)/2;
u_otimo=s*(1-(s*x_otimo/K));
y(1,:)=t;
y(3,:) =x; % Saída do estado
y(2,:) = u;% saída do controle
y(4,:)=lambda;% saída da adjunta
y(5,:)=test; % Valores do teste de convergência
y=[y(1,:);y(2,:);y(3,:);y(4,:);y(5,:)];
A.2.2 Programa Auxiliar 2
function␣[y_2␣x_otimo_2␣u_otimo_2]=estado_controle_2(x0_2,p,T2)
%␣Função␣que␣compreende␣o␣período␣de␣140␣dias␣do␣primeiro␣ano␣até␣365␣dias
%␣do␣primeiro␣ano
clc
%␣Parâmetros␣do␣modelo␣de␣pesca
s=0.2;␣%␣Taxa␣de␣crescimento␣intríseca
r=0.4;␣%␣Taxa␣de␣desconto␣devido␣a␣exploração␣de␣recursos
K=180;␣%␣Capacidade␣de␣suporte
c=36;␣%␣Custo␣total␣da␣colheita
M=0.7;␣%␣Valor␣máximo␣de␣controle
TO_2=139;␣%␣Tempo␣inicial␣do␣final␣do␣defeso
%␣Valores␣para␣o␣teste␣de␣convergência␣␣e␣tamanho␣de␣passo␣do␣Runge_Kutta
delta␣=␣0.0001;
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t␣=␣139:1:365;␣%␣Tempo␣discretizado␣do␣final␣do␣defeso␣do␣primeiro␣ano␣até
o␣final␣do␣primeiro␣ano␣(140-365)
h␣=␣(T2)/1000;
h2␣=␣h/2;
test␣=␣-1;
%␣Vetores␣usados␣no␣Runge_Kutta
x␣=␣zeros(1,(T2+1)-139);
lambda␣=␣zeros(1,(T2+1)-139);
u␣=␣zeros(1,(T2+1)-139);
u1␣=␣zeros(1,(T2+1)-139);
x(1)=x0_2;␣%␣condição␣do␣Runge_Kutta␣ao␣final␣do␣defeso␣em␣t=140␣dias␣(140-365)
while(test␣<␣0)
for␣i␣=␣1:T2-TO_2␣␣%␣Runge␣para␣x,␣cálculo␣do␣x
k1␣=␣s*x(i)-((s*(x(i))^2)/K)-(u(i)*x(i));
k2␣=␣s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k1);
k3␣=␣s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k2);
k4␣=␣s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2)-u(i+1)*(x(i)+h*k3);
x(i+1)␣=␣x(i)␣+␣(h/6)*(k1␣+␣2*k2␣+␣2*k3␣+␣k4);
end
%␣Cálculo␣da␣adjunta␣-␣Runge␣-Kutta
for␣i=1:T2-TO_2
j␣=␣(T2-TO_2)+␣2␣-␣i;
k1=␣lambda(j)*(u(j)-s)+␣s*(2/K)*lambda(j)*x(j)-␣u(j)*(exp(-r*t(j)))*p;
k2␣=␣(lambda(j)-h2*k1)*(-s+(u(j)+u(j-1)))␣+␣s*(2/K)*(lambda(j)-h2*k1)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p␣;
k3␣=␣(lambda(j)-h2*k2)*(-s+␣(u(j)+u(j-1)))␣+␣s*(2/K)*(lambda(j)-h2*k2)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p;
k4=␣(lambda(j)-h*k3)*(-s+(u(j-1)))␣+␣s*(2/K)*(lambda(j)-h*k3)*(x(j-1))-
(u(j-1))*exp(-r*(t(j)-h))*p;
lambda(j-1)␣=␣lambda(j)␣-␣(h/6)*(k1␣+␣2*k2␣+␣2*k3␣+␣k4);
end
%␣Valor␣ótimo␣do␣x
c2=2*s*p;
c1=-r*K*p+s*c+K*p*s;
c3=(r*c*K)/c2;
c4=c1/c2;
%␣Controle␣com␣caminho␣singular␣e␣bang-bang
for␣i=1:(T2-TO_2)+1
temp(i)␣=␣(exp(-r*t(i)))*(p*x(i)-c)-(lambda(i)*x(i));%expressão␣que␣representa
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a␣função␣switching
if(temp(i)␣<␣0)
u1(i)␣=␣0;␣%␣Bang␣Bang␣limite␣inferior
elseif(temp(i)␣>0.00001)
u1(i)␣=␣M;
else
u1(i)␣=␣s*(1-(1/K)*(((c3+(c4*0.5)^2)^(.5)+c4*.5)));␣%␣controle␣ao␣longo␣do
caminho␣singular
end
oldu␣=␣u;
oldx␣=␣x;
oldlambda␣=␣lambda;
%␣Controle␣com␣as␣interações
u(i)=␣0.5*(u1(i)␣+␣oldu(i));
temp1(i)␣=␣delta*sum(abs(u(i)))␣-␣sum(abs(oldu(i)␣-␣u(i)));
temp2(i)␣=␣delta*sum(abs(x(i)))␣-␣sum(abs(oldx(i)-␣x(i)));
temp3(i)␣=␣delta*sum(abs(lambda(i)))␣-␣sum(abs(oldlambda(i)␣-␣lambda(i)));
test(i)␣=␣min(temp1(i),␣min(temp2(i),␣temp3(i)));
end
end
%␣Armazenamento␣dos␣valores
x_otimo_2=((c3+((c4)/2)^2)^0.5)+(c4)/2;
u_otimo_2=s*(1-(s*x_otimo_2/K));
y_2(1,:)=t;
y_2(3,:)␣=x;
y_2(2,:)␣=␣u;
y_2(4,:)=lambda;
y_2=[y_2(1,:);y_2(2,:);y_2(3,:);y_2(4,:)];␣%␣Matriz␣com␣todas␣as␣informações
de␣tempo,␣estado,␣controle␣e␣adjunta
%%%%%%%%%%%%%%%%%%%%%␣Final␣do␣primeiro␣ano␣%%%%%%%%%%%%%%%%
A.2.3 Programa Auxiliar 3
function [y x_otimo u_otimo]=estado_controle_1_2(x0,u_x0,p,TF)
% Função que trabalha os 140 primeiros dias do segundo ano
clc
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% Parâmetros do modelo
s=0.2;
K=180;
c=36;
r=0.4;
M=0.7;
TO=20;
T=140;
% Valores para o teste de convergência e e tamanho de passo do Runge_Kutta
delta = 0.0001;
t=365:1:385;
h = T/2000;
h2 = h/2;
test = -1;
% Vetores para discretização/Runge_Kutta
x = zeros(1,T+1);
lambda = zeros(1,T+1);
u = zeros(1,T+1);
u(21)=u_x0; % Controle inicial oriundo do final do primeiro ano
u1 = zeros(1,T+1);
x(1)=x0; % Condição inicial oriunda do final dos 365 dias
% Runge_Kutta
while(test < 0)
oldu = u;
oldx = x;
oldlambda = lambda;
for i = 1:TO % Runge para x, cálculo do x
k1 = s*x(i)-((s*(x(i))^2)/K)-(u(i)*x(i));
k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k1);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k2);
k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2)-u(i+1)*(x(i)+h*k3);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
end
% Cálculo da adjunta - Runge -Kutta
for i=1:TO
j = TO+ 2 - i;
k1= lambda(j)*(u(j)-s)+ s*(2/K)*lambda(j)*x(j)- u(j)*(exp(-r*t(j)))*p;
k2 = (lambda(j)-h2*k1)*(-s+(u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k1)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p ;
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k3 = (lambda(j)-h2*k2)*(-s+ (u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k2)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p;
k4= (lambda(j)-h*k3)*(-s+(u(j-1))) + s*(2/K)*(lambda(j)-h*k3)*(x(j-1))-
(u(j-1))*exp(-r*(t(j)-h))*p;
lambda(j-1) = lambda(j) - (h/6)*(k1 + 2*k2 + 2*k3 + k4);
end
% x_otimo
c2=2*s*p;
c1=-r*K*p+s*c+K*p*s;
c3=(r*c*K)/c2;
c4=c1/c2;
% Controle a ser usado
for i=1:TO+1
temp(i) = (exp(-r*t(i)))*(p*x(i)-c)-(lambda(i)*x(i));%expressão que representa
a função switching
if(temp(i) < 0)
u1(i) = 0; % Bang Bang limite inferior
elseif(temp(i) >0.00001)
u1(i) = M;
else
u1(i) = s*(1-(1/K)*(((c3+(c4*0.5)^2)^(.5)+c4*.5))); %controle ao longo do
caminho singular
end
end
% Teste de convergência
u= 0.5*(u1 + oldu);
temp1 = delta*sum(abs(u)) - sum(abs(oldu - u));
temp2 = delta*sum(abs(x)) - sum(abs(oldx- x));
temp3 = delta*sum(abs(lambda)) - sum(abs(oldlambda - lambda));
test = min(temp1, min(temp2, temp3));
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
for i=TO:TF-2 % Defeso de 120 dias
k1 = s*x(i)-((s*(x(i))^2)/K);
k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2);
k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
end
% Teste de convergência
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temp= 0;
temp1 = delta*sum(abs(u)) - sum(abs(oldu - u));
temp2 = delta*sum(abs(x)) - sum(abs(oldx - x));
temp3 = delta*sum(abs(lambda)) - sum(abs(oldlambda - lambda));
test = min(temp1, min(temp2, temp3));
end
x_otimo=((c3+((c4)/2)^2)^0.5)+(c4)/2;
u_otimo=s*(1-(s*x_otimo/K));
y(2,:) =x;
y(1,:) = u;
y(3,:)=lambda;
y=[y(1,:);y(2,:);y(3,:)];
A.2.4 Programa Auxiliar 4
% Função que representa os 140 primeiros dias do terceiro ano
function [y x_otimo u_otimo]=estado_controle_1_3(x0,u_x0,p,TF)
clc
% Parâmetros do modelo
r=0.4;
s=0.2;
K=180;
c=36;
M=0.7;
TO=20;
T=140;
% Valores para o teste de convergência e e tamanho de passo do Runge_Kutta
delta = 0.0001;
t=732:1:752;
h = T/2000;
h2 = h/2;
test = -1;
% Vetores para discretização/Runge_Kutta
x = zeros(1,T+1);
lambda = zeros(1,T+1);
u = zeros(1,T+1);
u(21)=u_x0;
u1 = zeros(1,T+1);
x(1)=x0; % Condição inicial
% Runge_Kutta
while(test < 0)
oldu = u;
oldx = x;
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oldlambda = lambda;
for i = 1:TO % Runge para x, cálculo do x
k1 = s*x(i)-((s*(x(i))^2)/K)-(u(i)*x(i));
k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k1);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2)-0.5*(u(i)+u(i+1))*(x(i)+h2*k2);
k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2)-u(i+1)*(x(i)+h*k3);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
end
% Cálculo da adjunta - Runge -Kutta
for i=1:TO
j = TO+ 2 - i;
k1= lambda(j)*(u(j)-s)+ s*(2/K)*lambda(j)*x(j)- u(j)*(exp(-r*t(j)))*p;
k2 = (lambda(j)-h2*k1)*(-s+(u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k1)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p ;
k3 = (lambda(j)-h2*k2)*(-s+ (u(j)+u(j-1))) + s*(2/K)*(lambda(j)-h2*k2)*(x(j)+
x(j-1))-(u(j)+u(j-1))*exp(-r*(t(j)-h2))*p;
k4= (lambda(j)-h*k3)*(-s+(u(j-1))) + s*(2/K)*(lambda(j)-h*k3)*(x(j-1))-
(u(j-1))*exp(-r*(t(j)-h))*p;
lambda(j-1) = lambda(j) - (h/6)*(k1 + 2*k2 + 2*k3 + k4);
end
c2=2*s*p;
c1=-r*K*p+s*c+K*p*s;
c3=(r*c*K)/c2;
c4=c1/c2;
for i=1:TO+1
% Controle a ser usado
temp(i) = (exp(-r*t(i)))*(p*x(i)-c)-(lambda(i)*x(i));%expressão que representa
a função switching
if(temp(i) < 0)
u1(i) = 0; % Bang Bang limite inferior
elseif(temp(i) >0.00001)
u1(i) = M;
else
u1(i) = s*(1-(1/K)*(((c3+(c4*0.5)^2)^(.5)+c4*.5))); %controle ao longo do
caminho singular
end
end
% Teste de convergência
u= 0.5*(u1 + oldu);
temp1 = delta*sum(abs(u)) - sum(abs(oldu - u));
temp2 = delta*sum(abs(x)) - sum(abs(oldx- x));
temp3 = delta*sum(abs(lambda)) - sum(abs(oldlambda - lambda));
140
test = min(temp1, min(temp2, temp3));
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Defeso de 120 dias
for i=TO:TF-2
k1 = s*x(i)-((s*(x(i))^2)/K);
k2 = s*(x(i)+h2*k1)-((s/K)*(x(i)+h2*k1)^2);
k3 = s*(x(i)+h2*k2)-((s/K)*(x(i)+h2*k2)^2);
k4 = s*(x(i)+h*k3)-((s/K)*(x(i)+h*k3)^2);
x(i+1) = x(i) + (h/6)*(k1 + 2*k2 + 2*k3 + k4);
end
% Teste de convergência
temp= 0;
temp1 = delta*sum(abs(u)) - sum(abs(oldu - u));
temp2 = delta*sum(abs(x)) - sum(abs(oldx - x));
temp3 = delta*sum(abs(lambda)) - sum(abs(oldlambda - lambda));
test = min(temp1, min(temp2, temp3));
end
x_otimo=((c3+((c4)/2)^2)^0.5)+(c4)/2;
u_otimo=s*(1-(s*x_otimo/K));
%Saídas :
y(2,:) =x;
y(1,:) = u;
y(3,:)=lambda;
y=[y(1,:);y(2,:);y(3,:)];
A.2.5 Programa Principal fuzzy
% Programa principal (Programa com condição inicial fuzzy que junta os 3 anos)
clc
clear all
format short
% Parâmetro do modelo
s=0.2;
K=180;
c=36;
r=0.4;
p=3; % Preço por unidade
x0=100; % Condição inicial para t=0
TF=140; % Parâmetro de tempo quando acaba o defeso para ano
T2=365; % Ano em dias
tempo=0:1:3*T2+2; % Tempo total do programa principal
141
% Fuzzificação:
nniv=60;% Número de solução fuzzificada (120 faixas)
niv = linspace(0.1,0.95,nniv); % vetor de niveis
x0_fuz= [x0-50 x0 x0 x0+50]; % Conjunto fuzzy da condição inicial
% suporte do número trapezoidal que representa a condição inicial
pasxa = (x0_fuz(2)-x0_fuz(1))/(nniv-1); % Passo para alpha-nível do lado esq.
pasxb = (x0_fuz(4)-x0_fuz(3))/(nniv-1); % Passo para alpha-nível do lado dir.
a=zeros(1,nniv+1);% Guarda as faixas ou seja o parâmetro fuzzy de cada faixa
b=zeros(1,nniv+1);%Guarda as faixas ou seja o parâmetro fuzzy de cada faixa
x0_f_uz_x=zeros(nniv,1);% Solução de cada faixa
x0_f_uz_y=zeros(nniv,1); %Solução de cada faixa
a(1)=x0_fuz(1);% Condição inicial de cada faixa
b(1)= x0_fuz(4);% Condição inicial de cada faixa
% Fuzziificação da condição inicial
for n = 1:nniv
a(n+1) = x0_fuz(1)+n*pasxa; % Início do suporte
b(n+1)= x0_fuz(4)-n*pasxb; % Final do suporte
x0_f_uz_x(n,1) = a(n); % Solução analítica
x0_f_uz_y(n,1)= b(n); % Solução analítica
cor(n,:) = [1 1 1]-niv(n); %Escala de cor do alpha-nível
end
% Vetor total da fuzzificação e da cor
cor_total=[cor;cor];
x0_f_uz_total=[x0_f_uz_y;x0_f_uz_x]; % Vetor com todas as condições iniciais
faixa superior e inferior
[cp fp]=size(x0_f_uz_total); % cp o tamanho do vetor das condições inicias
fuzzy
% Cálculos fuzzificado da condição iniciais para 3 anos
%%%%%%%%%%%%%% Começa o primeiro ano %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
for k=1:cp % Cálcula fuzzificação para o tempo 0-140 do primeiro ano
[y(:,:,k) x_otimo(k) u_otimo(k)]=estado_controle_1(x0_f_uz_total(k),p,TF);
%Matriz nos fornece tempo,controle, estado, lambda, test, vetor de
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ótimo e controle ótimo
end
x0_f_uz_total_2=y(3,139,:);% Condição inicial do tempo t=140
for k=1:cp % Cálcula fuzzificação para o tempo 140-365 do primeiro ano
[y_2(:,:,k) x_otimo_2(k) u_otimo_2(k)]=estado_controle_2(x0_f_uz_total_2(:,:,k),
p,T2);
%Matriz nos fornece tempo,controle, estado, lambda, vetor de ótimo e controle
ótimo
end
% Juntando todas as soluções do primeiro ano em um só vetor
for k=1:cp
y_total(k,:)=[y(3,1:139,k) y_2(3,:,k)]; % Solução do estado em um único vetor
u_total(k,:)=[y(2,1:139,k) y_2(2,:,k)]; % Solução do controle em um único vetor
end
% Vetores do final do primeiro ano que as condições iniciais para o segundo
ano: Estado e Controle
Y_total_x0_segundo_ano=y_total(:,end);
U_total_xo_segundo_ano=u_total(1,end);
%%%%%%%%%%%%%%%%%Começa o segundo ano %%%%%%%%%%%%%%%%%%%%%%%%%%%%
for k=1:cp % Começa o mesmo ciclo anterior para o tempo 365+140
[y_3(:,:,k) x_otimo_3(k) u_otimo_3(k)]=
estado_controle_1_2(Y_total_x0_segundo_ano(k),U_total_xo_segundo_ano,p,TF);
%Matriz nos fornece controle, estado, lambda, vetor de ótimo e controle ótimo
end
x0_f_uz_total_2_ano=y_3(2,139,:); % Condição inicial da segunda parte do segundo
ano
for k=1:cp % Solução da segunda parte do segundo ano
[y_2_3(:,:,k) x_otimo_2_3(k) u_otimo_2_3(k)]=
estado_controle_2(x0_f_uz_total_2_ano(:,:,k),p,T2);
end
for k=1:cp % Vetor que liga os dois anos de solução: estado e controle
y_total_segundo_ano(k,:)=[y(3,1:139,k) y_2(3,:,k) y_3(2,1:139,k) y_2_3(3,:,k)];
u_total_segundo_ano(k,:)=[y(2,1:139,k) y_2(2,:,k) y_3(1,1:139,k) y_2_3(2,:,k)];
end
% Condição inicial para o terceiro ano
Y_total_x0_tercer_ano=y_total_segundo_ano(:,end);
U_total_xo_tercer_ano=u_total_segundo_ano(1,end);
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%%%%%%%%%%%%%%%%%Começa o terceiro ano %%%%%%%%%%%%%
for k=1:cp
[y_4(:,:,k) x_otimo_4(k) u_otimo_4(k)]=
estado_controle_1_3(Y_total_x0_tercer_ano(k),U_total_xo_tercer_ano,p,TF);
%Matriz nos fornece tempo,controle, estado,vetor de ótimo e controle ótimo
end
x0_f_uz_total_3_ano=y_4(2,139,:); % Condição inicial fuzzy do terceiro ano
for k=1:cp % Solução da segunda parte do terceiro ano
[y_2_4(:,:,k) x_otimo_2_3(k) u_otimo_2_3(k)]=
estado_controle_2(x0_f_uz_total_3_ano(:,:,k),p,T2);
end
for k=1:cp % Vetor que liga os três anos de solução: Estado e Controle
y_total_tercer_ano(k,:)=[y(3,1:139,k) y_2(3,:,k) y_3(2,1:139,k)
y_2_3(3,:,k) y_4(2,1:139,k) y_2_4(3,:,k)];
u_total_tercer_ano(k,:)=[y(2,1:139,k) y_2(2,:,k) y_3(1,1:139,k)
y_2_3(2,:,k) y_4(1,1:139,k) y_2_4(2,:,k)];
end
%%%%%%%%%%%%%%%%%%%%%%%%%% Fim do terceiro ano %%%%%%%%%%%%%%%%%%%%%%%
c2=2*s*p;
c1=-r*K*p+s*c+K*p*s;
c3=(r*c*K)/c2;
c4=c1/c2;
x_otimooo=((c3+((c4)/2)^2)^0.5)+(c4)/2; % Valor ótimo
x_otimoo=(((c3+((c4)/2)^2)^0.5)+(c4)/2)*ones(1,1098); % Para plotarmos
u_otimoo=(s*(1-(s*x_otimooo/K)))*ones(1,1098); %Para plotarmos
%%%%%%%%%%%%%%%%%%%%%%%% Plotando as soluções %%%%%%%%%%%%%%%%%%%%%%%
figure (1)
for i=1:cp
hold on
plot(tempo’,x_otimoo’,tempo’,y_total_tercer_ano(i,:),’color’,cor_total(i,:));
xlabel(’Tempo em dias’);ylabel(’Estoque’);
text(148,157, ’Estado’);text(1115,22, ’x_{MSY}’);
end
for i=1:cp
figure (2)
hold on
% Gráfico duplo
subplot(2,1,1),
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plot(tempo’,x_otimoo’,tempo’,y_total_tercer_ano(i,:),’color’,cor_total(i,:));
xlabel(’Tempo em dias’);ylabel(’Estoque’);
% text(148,157, ’Estado’);
text(1115,22, ’x_{MSY}’);
title(’Grafico do nível de estoque MSY com controle linear exceto no defeso’);
hold on
subplot(2,1,2), plot (tempo’,u_otimoo’,tempo’,u_total_tercer_ano(i,:),’color’,
cor_total(i,:));
xlabel(’Tempo em dias’);ylabel(’Controle’);
title(’Grafico com controle linear exceto no defeso’);
end
