This note considers a nonlinear regression model containing a 0-1 dichotomous regressor when it is subject to arbitrary measurement errors in the sample. The key identification assumption requires that the third conditional moment of the regression error is zero. This note suggests that the effect of the latent dichotomous variable may be bounded away from zero using the observed moments.
Introduction
Measurement errors in survey samples have been discussed in many theoretical and empirical studies (see, e.g., Bound et al. (2001) and Chen et al. (2007) for a survey). When a variable of interest is misreported, the misreported values are considered as a proxy of the latent true values. The identification of the latent model is usually achieved by imposing restrictions on measurement errors in the proxy (e.g., Chen et al. (2008) and Lewbel (2007) ). For example, the measurement error is assumed to be independent of the true values (e.g., Schennach (2004 Schennach ( , 2007 ), or to have zero mean or zero mode (e.g., Hu (2008) and Hu and Schennach (2008) ). This note considers the case where measurement errors in the proxy of the latent variable may be arbitrary. In the extreme case, the proxy may be a white noise or a constant. In other words, the latent variable of interest is totally missing in the sense that neither the latent variable itself nor its informative proxies are observed in the sample. The key identification question in such a situation then becomes whether certain restrictions on the latent model may lead to the identification of the latent model.
We focus on a nonlinear regression model containing a misreported 0-1 dichotomous regressor and other accurately-measured regressors. The parameter of interest is the effect of the latent dichotomous variable on the dependent variable. Since the measurement error in the misreported dichotomous regressor may be arbitrary, the useful sample information only contains the joint distribution of the dependent variable and other regressors. We also impose all the assumptions on the regression model in order to handle arbitrary measurement errors. The key identification assumption is that the third conditional moment of the regression error is zero. Such an assumption is reasonable when the regression error has a symmetric distribution. Our main results suggest that the effect of the latent dichotomous variable may be bounded away from zero using the observed moments of the dependent variable conditional on other observed regressors. Such bounds may be useful to test the significance of the effect of the latent variable on the dependent variable given an incomplete sample. Bounds on the conditional mean of the latent dichotomous regressor are also provided.
This note is organized as follows: Section 2 provides the description of the model, data structure, and the main results; Section 3 discusses some properties of the bounds; Section 4 concludes the note; the proof is in the Appendix.
Main results

Consider a nonlinear regression model
where Y is the dependent variable, X ⁎ is a latent 0-1 dichotomous regressor and W contains other regressors. In a random sample, we observe the joint distribution of Y, W, and X, where X is a proxy of X ⁎ . Since we allow it to be arbitrary, the measurement error in the proxy X may be correlated with Y, W, and X ⁎ . In the extreme case, X may just be a constant or a white noise. Therefore, our identification results have to Contents lists available at ScienceDirect Economics Letters j o u r n a l h o m e p a g e : w w w. e l s ev i e r. c o m / l o c a t e / e c o l e t be based on the sample information from the joint distribution of Y and W. In other words, we only need a sample of (Y,W).
Our assumptions are imposed on the latent model in Eq.
(1) as follows:
Assumption 1 is a standard normalization condition of a nonlinear regression model. Assumption 2 requires that the variance of the regression error is the same for different values of X ⁎ conditional on other regressors W. This condition is a generalization of the homoscadasticity assumption in the classic regression model. For different values of W, the variance of the regression error may still be different. Assumption 3 is the key assumption in this paper. It is implied by a stronger condition E(η 3 |X ⁎ , W) = 0. Its popular sufficient condition is that the distribution of the regression error η conditional on the regressors X ⁎ and W is symmetric. On the one hand, such a symmetric regression error is a generalization of the normal regression error in the classic regression model. On the other hand, empirical evidences may support such a symmetry assumption. For example, the wage distribution is shown to be close to a log normal distribution. Therefore, the regression error would have a symmetric distribution when the log wage is the dependent variable. The unknown parameters of interest include the effect m Δ (w) of the latent dichotomous variable X ⁎ and its mean p(w) defined as follows:
The observables used in the identification contain the first three conditional moments of the dependent variable:
In addition, we define
We show in the Appendix that the observables and the unknowns are associated as follows:
Notice that
Eq. (2) is derived from the fact that the variance of the regression error is nonnegative. The intuition of Eq. (3) is that the observed skewness of Y conditional on W is related to that of the latent dichotomous variable X ⁎ and the effect of interest m Δ (w). Since the regression error has a zero third moment and the distribution of a dichotomous variable only has one parameter, i.e., its mean, a nonzero observed skewness υ Y|W 3 (w) may provide informative bounds on the effect of interest m Δ (w). We summarize the main results as follows:
Theorem 1. Suppose that Assumptions 1-3 hold. We have 1. if υ Y|W (w) ≠ 0, then p(w) and m Δ (w) are bounded as follows:
where
182. These bounds are sharp. Moreover,
Proof. See the Appendix. □ First of all, the condition υ Y|W (w) = 0 is directly testable from the data. Second, When υ Y|W (w) ≠ 0, this theorem suggests that the effect of the latent variable m Δ (w) may be bounded away from zero. That means we may be able to test whether the variable X ⁎ has a significant effect on the dependent variable Y even if X ⁎ or its proxies are not observed. Third, the sign of the effect may be determined if we know whether the probability of X ⁎ = 1 is larger than a half or not. For example, suppose X ⁎ = 1 stands for the union participation. If we know from another source that less than half of the population of interest are union members for a given value w. Then the sign of the effect m Δ (w) is the same as υ Y|W (w). In fact, the probability of X ⁎ = 1 is bounded away from a half, which may make it relatively easy to determine the sign of
For example, suppose that we know τ(w)=2 from the data. Then Theorem 1 implies that the probability of X ⁎ = 1 is in (0, 0.212)∪(0.788, 1). That means we only need to determine whether the percentage of union membership is lower than 21.2% or higher than 78.8%. Finally, if we believe that the probability of X ⁎ = 1 is not equal to zero, a half, or one, then υ Y|W (w) = 0 implies that the latent regressor X ⁎ has no impact on the dependent variable for a given value w. We summarize the discussion above in the following corollary: Corollary 1. Suppose that assumptions in Theorem 1 hold and that p w ð Þa 0;
Moreover, Theorem 1 also implies that the sign of the effect m Δ (w) is also useful to determine the range of the probability of X ⁎ = 1. For example, if X ⁎ is the education level in a wage equation, it is reasonable to assume the effect of education is positive. Then, the sign of the observed υ Y|W (w) may determine whether the probability of X ⁎ = 1 is larger than a half or not. The results in this case are as follows:
Corollary 2. Suppose that assumptions in Theorem 1 hold and that m(1, w) > m(0, w). Then,
The results in Theorem 1 imply that the structure of the model is important in terms of finding the correct bounds. For example, we consider a wage regression model as follows:
where G is the wage and X ⁎ is a 0-1 indicator for the college level education. For simplicity, we assume that η is independent of X ⁎ . Suppose that the regression error η satisfies the assumptions in Theorem 1. The bounds on a and b then follow. Now suppose that we use the wage itself instead of the log wage in the regression model as follows:
where a V= e a Ee η ;
Notice that bounds on a′ and b′ may still imply bounds on b if η′ satisfies the assumptions in Theorem 1. We then consider Assumptions 1-3 with η replaced by η′. Assumption 1 is satisfied by the definition of η′ and the independence between η and X ⁎ . However, Assumption 2 holds only if b = 0. Moreover, Assumption 3 is unlikely to hold with η′ if it holds with η. Following the proof of Theorem 1, one can show that the only inequality still holds is
which does not provide any informative bounds on p or b′. Therefore, the results in Theorem 1 don't hold with Eq. (5) if Eq. (4) satisfies the assumptions and provides informative bounds. This example implies that the structure of the model is important in order to obtain the correct and informative bounds. Another issue that we want to discuss here is the inference for the partially identified parameters p and m Δ . There are many studies on this topic in the last decade (for example, Chernozhukov et al. (2007) and Beresteanu and Molinari (2008) ). Given the length restriction on this note, we will only refer to Chernozhukov et al. (2007) on this issue instead of providing a lengthy discussion. We show that the bounds developed in our note fall into the category discussed in their paper. Therefore, the inference for the identified set follows from their results.
For simplicity, we consider a regression model without constant and covariates as follows:
As shown in the proof of Theorem 1, the partially identified set is characterized by
The corresponding moment-inequality restrictions take the form
The identified set is then Θ I = {θ a Θ: E[m i (θ)] ≤ 0}. As shown in Chernozhukov et al. (2007) , the set Θ I can be characterized as the set of minimizers of the criterion
where ||x|| + = ||max(x,0)|| and W(θ) is a continuous and diagonal matrix with strictly positive diagonal elements for each θaΘ. Therefore, inference on Θ I may be achieved from the empirical analog of Q as follows:
where E n m i θ ð Þ ½ = 1 n X n t = 1 m t θ ð Þ and W n (θ) is a consistent estimate of W(θ). The consistent estimate of Θ I they proposed takes the form of a contour set of level c, i.e., C n (c) = {θaΘ: a n Q n (θ) ≤ c}, where a n is a normalizing sequence. The set C n (c) may also be a confidence region for Θ I in the sense that lim n→∞ P(Θ I p C n (c)) = α for a specified confidence level α.
Furthermore, the bounds may degenerate when υ Y|W (and therefore τ) is arbitrarily close to 0 so that the bounds on p, i.e.,
becomes less informative. One can imagine that when υ Y|W (and therefore τ) is very close to zero the confidence region will be very likely to contain 1 2 , which makes the confidence region uninformative. Theoretically, we may let υ Y|W converge to zero as the sample size goes to infinity. In that case, the confidence sets on p converge to the uninformative (0,1) and those on m Δ (w) converge to (0, +∞). With a real data set, the estimate of υ Y|W (w) is unlikely to be exactly equal to 0. We may obtain informative bounds if we can reject the null hypothesis that υ Y|W = 0. But when we can't reject the null, the confidence region may not be very informative or useful but it does not degenerate as long as the estimate of υ Y|W is not zero.
Conclusion
This note considers a nonlinear regression model containing a 0-1 dichotomous variable when it is misreported with arbitrary measurement errors. Informative bounds are provided on the effect of the latent true regressor on the dependent variable. We impose all the assumptions on the latent model instead of the measurement error distribution. In other words, our results provide useful bounds even if the misreported values of the latent regressor are a white noise or a constant. The results imply that certain information on the latent model may be useful for the identification of the parameter of interest even if the measurement error is extremely severe. It would be interesting to extend such results to a more general measurement error model. 
Furthermore, the bounds generated in this procedure are sharp because there exists a possible value of unobservable, i.e., E(η 2 | W = w), to support any p and m Δ in the feasible region, including the bounds themselves, given the observables σ Y|W and υ Y|W . In other words, the sharpness of the bounds on p and m Δ can be shown by finding possible values of the unobservable which lead to given values of p and m Δ in the feasible region. Next, we show the bounds on p are sharp. Suppose that for a given σ Y|W and υ Y|W we pick a p̃such that Theorem 1(1) holds, i.e., The derivation of the bounds guarantees that the right hand side is nonnegative.
The sharpness of the bounds on m Δ can be shown in a similar way. Suppose that for a given σ Y|W and υ Y|W we pick an mΔ such that Theorem 1(1) holds, i.e., The value of p is then a root of
We may pick any one of the three roots, which must satisfy the bounds on p. The value of E(η 2 |W = w) is equal to
Again, the derivation of the bounds guarantees that the right hand side is nonnegative. Therefore, the bounds on p and m Δ are sharp. The detailed algebraic derivation in the discussion above is straightforward but tedious, and therefore, is omitted. A similar and detailed proof can be found in Hu (2006) . □
