We give a sharp extension of Stein-Weiss inequality on product spaces, by studying so-called the strong fractional integral operator, whose kernel has singularity appeared on every coordinate subspace.
Introduction
Let 0 < α < N. A fractional integral operator I α is defined by Study of its regularity dates back to early 1900's. A result first established by Hardy and Littlewood [1] , in the one dimensional space, has been extended to higher dimensions by Stein and Weiss [3] and now bears the name of Stein-Weiss inequality.
Theorem A: Stein and Weiss, 1958
Let ω(x) = |x| −γ , σ(x) = |x| δ for γ, δ ∈ R. We have
for f ≥ 0 and 1 < p ≤ q < ∞, if
The implied constant depends only on p, q, γ, δ, α, N.
In the special case of γ = δ = 0, the theorem above first proved by Hardy and Littlewood [1] in the one dimensional space, was later extended to higher dimensions by Sobolev [2] . Today, this is known as Hardy-Littlewood-Sobolev inequality.
Regularity theory of fractional integrals has been extensively studied over the past decades. For example, see Muckenhoupt and Wheeden [5] , C. Fefferman and Muckenhoupt [13] , Coifman and C. Fefferman [14] , Sawyer [10] - [11] , Pérez [15] , and Sawyer and Wheeden [6] . It is well known that (1. 2) implies
for every cube Q ⊂ R N .
The condition in (1. 5) testing over all cubes in R N is called Muckenhoupt characteristic, first investigated by Muckenhoupt and Wheeden [5] for which ω q , σ In this paper, we give a sharp extension of Theorem A to an n-parameters product space R N = R N 1 × R N 2 × · · · × R N n , by studying so-called the strong fractional integral operator.
Let
0 < α i < N i , i = 1, 2, . . . , n and α = α 1 + α 2 + · · · + α n . (1. 6)
A strong fractional integral operator I α is defined by
whose kernel has singularity appeared on each of the coordinate subspaces.
The regularity theory of such product operators, commuting with a multi-parameters family of dilations, has seen little in progress since the 1980's after a number of pioneering works accomplished by Robert Fefferman and Stein [16] - [18] . The area remains largely open for fractional integrals. Study on the subject arises again in recent years, not only for potential applications to certain non-elliptic differential operators, but also its own right of interest in harmonic analysis. For more general results regarding fractional integrals on product spaces, please see the work by Tanaka and Yabuta [9] and by Sawyer and Wang [8] .
We acknowledge that the main result about to be introduced is first conjectured by the author during his Ph.D. It is later proved in the collaboration by Sawyer and Wang [7] for n = 2 where n is the number of parameters. Unfortunately, the delicate method used in [7] relies on the solvability of a linear system, and cannot be generalized when n > 2.
In order to prove our theorem, we introduce a new framework, where the product space is decomposed into an infinitely many dyadic cones. The consisting partial sum operator defined on each cone is essentially an one-parameter fractional integral operator, and satisfies the desired regularity. Moreover, its norm decays exponentially under certain conditions, as the eccentricity of the cone getting large. We believe that this new framework has potential to obtain further results in the direction.
Since we are dealing with convolution operators with positive kernels, it is suffice to consider f ≥ 0 throughout the rest of the paper.
Statement of Main Result
Theorem A*: Let ω(x) = |x| −γ , σ(x) = |x| δ and γ, δ ∈ R. For 1 < p ≤ q < ∞, the following conditions are equivalent:
1. Let Q i ⊂ R N i , i = 1, 2, . . . n to be a cube and Q Q 1 × Q 2 × · · · × Q n . ω, σ satisfy the n-parameters Muckenhoupt characteristic
for every rectangle Q ⊂ R N .
γ, δ satisfy the constraints
γ < N q , δ < N p − 1 p , γ + δ ≥ 0 (2. 2) and α N = 1 p − 1 q + γ + δ N .(2.
3)
For γ ≥ 0, δ ≤ 0,
where the implied constant depends only on p, q, γ, δ, α, n, N.
Sketch of Proof:
We develop the new framework in Section 3 of which the consisting partial sum operators defined on dyadic cones satisfy the desired regularity. The norm inequality in (2. 7) can be obtained if the summation of their operator norms is finite.
In Section 4, we prove that the Muckenhoupt characteristic in (2. 1) implies the constraints given in (2. 2)-(2. 6).
In Section 5, by using these constraints, we prove that in the case of strict subbalanced indices:
decays exponentially, as Q varying on the eccentricities. The assertion of r > 1 in (2. 9) is analogue to Fefferman-Phong's condition [12] , initially introduced for 1 < p = q < ∞.
In Section 6, we handle the case of fully balanced indices:
which happens when γ + δ = 0.
We prove the theorem in Section 7, by decomposing I α where the resulting estimates can be reduced to either of the two cases in (2. 8) and (2. 10).
Cone Decomposition and Eccentricity Summability
Let t i , i = 1, 2, . . . , n to be nonnegative integers. The partial sum operator ∆ t I α is defined by
where
Observe that Γ t (x) is a dyadic cone centered on x ∈ R N with its eccentricity depending on t.
In particular, we write
Define the n-parameters dilation
Let Q t to be a dilated variant of Q, such that
For given t, consider Q ⊂ R N such that
Let 1 < p ≤ q < ∞ and r ≥ 1. For each t fixed, we define
where the supremum is taking over all Q ⊂ R N satisfying (3. 6).
Suppose that Q is a cube in R N where
From (3. 5)-(3. 8), for each t fixed, we have
We recall the weighted norm inequality for one-parameter fractional integrals proved by Sawyer and Wheeden [6] . More precisely, Theorem 1 in [6] implies
Moreover, by carrying out the proof of the applied theorem above given in Section 2 of [6] , we find that the implied constant in (3. 10) equals the supremum in (3. 11) multiplied by a constant depending only on p, q, r, α, N.
Let r > 1 and t to be fixed in (3. 9), the one-parameter Muckenhoupt characteristic there testing over all cubes Q satisfying (3. 8) implies
Recall that the partial sum operator ∆ t I α is defined on the dyadic cone Γ t (x) in (3. 1)-(3. 2). By changing dilations x −→ tx, y −→ ty, we have
The implied constants in (3. 12)-(3. 13) depend only on p, q, r, α, N.
Observe that for each t fixed, ∆ t I α is essentially an one-parameter fractional integral operator, and satisfies the desired regularity. By applying Minkowski inequality, we can obtain the norm inequality in (2. 7) provided that 
Characteristic Estimates for Power Functions
For the sake of self-contained, we first show that the Muckenhoupt characteristic in (2. 1) is an necessity for the norm inequality to hold in (2. 7). The regarding estimates shall be familiar in the area of fractional integrals in weighted norms.
Let χ Q to be the characteristic function of
The norm inequality in (2. 7) together with (4. 1) imply 
in order to satisfy the inequality in (4. 2), except that ω and σ have disjoint supports which is excluded in our considerations. By taking into account that ω(x) = |x| −γ , σ(x) = |x| δ for γ, δ ∈ R, our main objective is to show that
implies the constraints given in (2. 2)-(2. 6). For this purpose, it is suffice to assume Q centered on the origin.
Let λ > 0 and Q λ to be a dilated variant of Q, such that Let S to be a proper subset of {1, 2, . . . , n} and ε > 0. Define the truncated cube on
Notice that for every ε > 0, the integrals in (4. 6) are finite. We thus have
whenever there is some i ∈ S c such that
On the other hand, suppose
By shrinking Q i to the origin in the subspace R N i for every i ∈ S c in (4. 2) and applying Lebesgue Differentiation theorem, we have
Observe that |x S | −γ , |x S | δ satisfy the Muckenhoupt characteristic in (4. 4) on R N S .
Case One:
where the implied constants depend on p, q, γ, δ, n and N i . Direct computations show that
From (4. 9)-(4. 10), for λ −→ 0, in order to satisfy the inequality in (4. 4), we need
On the other hand, suppose that there exists j i such that
where the implied constants depend on p, q, γ, δ, n and N i .
Recall the estimate in (4. 7) and take S = {i}. We have (4. 12) converging to zero as λ −→ 0. The last line of (4. 12) together with (4. 11) imply
The formula in (2. 3) implies that (4. 13) is equivalent to (2. 4).
where the implied constants depend on p, q, γ, δn and N i . Direct computations show that
(4. 15) From (4. 14)-(4. 15), for λ −→ 0, in order to satisfy the inequality in (4. 4), we need
Recall the estimate in (4. 7) and take S = {i}. We have (4. 17) converging to zero as λ −→ 0.
The last line of (4. 17) together with (4. 16) imply
The formula in (2. 3) implies that (4. 18) is equivalent to (2. 5).
Case Three: Consider γ > 0, δ > 0. Recall from (4. 5). The estimate there together with the formula in (2. 3) imply that the characteristic in (4. 4) is invariant under one-parameter changing dilations.
Recall the subsets U and V defined respectively in (2. 6).
19) where the implied constants depend on p, q, γ, δ, n and N U i∈U N i .
In order to satisfy the inequality in (4. 4), as λ −→ 0, we essentially need i∈U α i − N i p ≤ δ. In the case of U = {1, 2, . . . , n}, since γ satisfies the first strict inequality in (2. 2), by using the formula in (2. 3) we have
Suppose U is a proper subset of {1, 2, . . . , n} and there exists at least one i ∈ U c such that
By using the estimate in (4. 7) with S = U, we have (4. 19) converging to zero as λ −→ 0.
The last line of (4. 19) implies
Suppose that U is a proper subset of {1, 2, . . . , n} whereas α i − N i
This further implies
(4. 24) where the implied constants depend on p, q, γ, δ, n and N V i∈V N i .
In order to satisfy the inequality in (4. 4), as λ −→ 0, we essentially need i∈V α i − q−1 q N i ≤ γ. In the case of V = {1, 2, . . . , n}, since δ satisfies the second strict inequality in (2. 2), by using the formula in (2. 3) we have
Suppose that V is a proper subset of {1, 2, . . . , n} and there exists at least one i ∈ V c such that
By applying the estimate in (4. 7) with S = V, we have (4. 24) converging to zero as λ −→ 0.
The last line of (4. 24) implies
Suppose that V is a proper subset of {1, 2, . . . , n} whereas α i − N i
(4. 28)
Remark 4.1 As a preliminary to be used in the next section, we recall that the formula in (2. 3) implies that (4. 13) is equivalent to (2. 4) and (4. 18) is equivalent to (2. 5):
(4. 29)
(4. 30)
Decaying Estimate on the Variant of Eccentricity
Recall the r-bump Muckenhoupt characteristic defined in (2. 9) for r ≥ 1. We aim to show that it decays exponentially as Q varying on the eccentricities, whenever ω(x) = |x| −γ , σ(x) = |x| δ , for γ, δ ∈ R except on some permissible endpoints, in the case of strict subbalanced indices:
Notice that r ≥ 1, by Hölder inequality, ω, σ satisfy the Muckenhoupt characteristic in (2. 1) consequently. From the previous section, γ, δ satisfy the necessary constraints in (2. 2)-(2. 6).
Lemma 5.1 Let γ, δ satisfying (2. 2)-(2. 6). Moreover, they belong to the ranges
for some r > 1 and every Q ⊂ R N .
Moreover, set |Q ı | 
Suppose that (5. 1) is satisfied. There exists an ε > 0 such that
for some r > 1 and every Q ⊂ R N satisfying (5. 6) .
The values of ε, r and the implied constant in (5. 7) depend only on p, q, γ, δ, α, n, N.
Proof: By carrying out the same estimate in (4. 5) and using the formula in (2. 3), we find that the r-bump characteristic in (5. 7) is invariant under one-parameter changing dilations. It is then suffice to consider
⊂ R N i to be centered on the origin and After permutation on indices i = 1, 2, . . . , n, we can assume
Let γ, δ belonging to the ranges in (5. 2). Consider Q to be centered on z ∈ R N where |z| ≤ 3.
For r sufficiently close to 1, we have
The implied constants in (5. 10) depend only on p, q, γ, δ, α, n, N. From direct computations, the last line of (5. 10) can be rewritten as
From Remark 4.1, γ ≥ 0, δ ≤ 0 satisfy the two equivalent strict inequalities in (4. 29). Consequently, for r sufficiently close to 1, we have
Moreover, define 0 ≤ ϑ ≤ 1 implicitly by λ m = λ ϑ n . Together with (5. 1), we have
The estimates in (5. 12)-(5. 13) imply that (5. 11) is bounded by a constant multiple of λ ε n for some ε > 0.
Let γ, δ belonging to the ranges in (5. 3). Consider Q to be centered on z ∈ R N where |z| ≤ 3. For r sufficiently close to 1, we have
The implied constants in (5. 14) depend only on p, q, γ, δ, α, n, N.
From direct computations, the last line of (5. 14) can be rewritten as
From Remark 4.1, γ ≤ 0, δ ≥ 0 satisfy the two equivalent strict inequalities in (4. 30). Consequently, for r sufficiently close to 1, we have
The estimates in (5. 16)-(5. 17) imply that (5. 15) is bounded by a constant multiple of λ ε n for some ε > 0.
Consider now Q to be centered on z ∈ R N where |z| > 3. Since Q has a diameter equal to 1, we have |x| ≈ |z|,
Because of (5. 1), we have (5. 19) bounded by a constant multiple of λ ε n for some ε > 0.
Let γ, δ belonging to the ranges in (5. 4). For r sufficiently close to 1, we have
The implied constants in (5. 20) depend only on p, q, γ, δ, α, n, N.
The last line of (5. 20) can be rewritten as
(5. 22) Recall the subset U defined in (2. 6) where α i − N i /p < 0 for every i U.
Notice that λ m ≤ λ l when l ≤ m. For r sufficiently close to 1, we have 
(5. 24) Recall that δ > 0 satisfies the first strict inequality in (2. 6). Define implicitly 0 ≤ ϑ 1 ≤ ϑ 2 ≤ 1 by letting λ l = λ ϑ 1 n and λ m = λ ϑ 2 n . From (5. 1) and (1. 6), we also have
The estimate in (5. 25) implies that (5. 24) is bounded by a constant multiple of (λ n ) ε for some
On the other hand, suppose m ≤ l. The last line of (5. 20) can be rewritten as Notice that λ l ≤ λ m when m ≤ l. For r sufficiently close to 1, we have 
(5. 28) Recall that γ > 0 satisfies the second strict inequality in (2. 6). Define implicitly 0 ≤ ϑ 1 ≤ ϑ 2 ≤ 1 by letting λ m = λ ϑ 1 n and λ l = λ ϑ 2 n . From (5. 1) and (1. 6), we also have
The estimate in (5. 29) implies that (5. 28) is bounded by a constant multiple of (λ n ) ε for some
Lastly, without assuming (5. 1), it may happened that α n − N n
In this situiation, the left hand side of (5. 13) and (5. 17) vanish at ϑ = 0 and the same of (5. 25) and (5. 29) vanish at ϑ 1 = ϑ 2 = 0. Moreover, the right hand side of (5. 19) can be equal to 1. Consequently, the best conclusion would be (5. 5). Otherwise, suppose that (5. 1) is satisfied. Recall from (5. 9) where λ 1 ≥ λ 2 ≥ · · · ≥ λ n . The estimates above imply the r-bump Muckenhoupt characteristic in (5. 7) bounded by a constant multiple of
for ε = ε(p, q, r, γ, δ, α, N) > 0 and r = r(p, q, γ, δ, α, N) > 1.
An One-Weight Inequality on Product Spaces
Consider ω(x) = |x| −γ , σ(x) = |x| δ for γ + δ = 0. The formula in (2. 3) together with (4. 3) imply 
Observe that (6. 1)-(6. 2) are sufficient conditions of Muckenhoupt -Wheeden Theorem [5] ,
The implied constant depends only on p, q, N i and ω. We therefore have
Proof of Theorem
We first partition the set {1, 2, . . . n} = I ∪ J such that
We write x = x I , x J ∈ R N I × R N J for which R N I i∈I R N i and R N J i∈J R N i . Let Q i to be centered on the origin of R N i for every i ∈ I and Q J i∈J Q j ⊂ i∈J R N j = R N J . Denote the cardinality of I and J respectively by |I| and |J|.
Let ω(x) = |x| −γ , σ(x) = |x| δ for γ, δ ∈ R satisfying the Muckenhoupt characteristic in (2. 1). By shrinking Q i to the origin of R N i for every i ∈ I and applying Lebesgue Differentiation Theorem, we have
for every Q J ⊂ R N J .
where γ > 0, δ > 0 belong to the ranges in (5. 4) . We have f * i∈J |x i
The implied constant depends only on p, q, γ, δ, α, |J|, N J .
Proof: The Muckenhoupt characteristic in (7. 2) implies that γ, δ satisfy the constraints in (2. 2)-(2. 6), with α, n, N replaced by α J = i∈J α i , |J|, N J respectively. In the case of |J| = 1, Theorem A by Stein and Weiss [3] shows that (2. 2)-(2. 3) are already the sufficient conditions to imply the norm inequality. Suppose |J| ≥ 2. From Lemma 5.1, ω(x J ), σ(x J ) satisfy the decaying estimate in (5. 6)-(5. 7) on R N J where (5. 1) is satisfied. This further implies the summability in (3. 14) .
by Minkowski integral inequality
For the other two cases: γ ≥ 0, δ ≤ 0 and γ ≤ 0, δ ≥ 0, since I α is a self-dual operator, we have
By taking into account that ω(x) = |x| −γ , σ(x) = |x| δ where γ, δ satisfy the constraints in (2. 4) and (2. 5), with respect to γ ≥ 0, δ ≤ 0 and γ ≤ 0, δ ≥ 0, it is suffice to estimate one of these two cases.
Consider γ ≥ 0, δ ≤ 0. Let χ to be the characteristic function. The partial operator I α χ |x I |≤|x J | can be treated as same as in (7. 3), by first replacing ω(x) by ω(x J ) since ω(x) ≤ ω(x J ) for γ ≥ 0. The resulting estimate follows
In order to estimate I α χ |x I |>|x J | , we recall that γ ≥ 0, δ ≤ 0 satisfy the constraints in (2. 2)-(2. 4). Namely, we have We have f * i∈J |x i
Proof:
The two powers γ + δ, 0 satisfy (2. 3) with α, N replaced by α J = i∈J α i , N J respectively and clearly satisfy (2. 4) for every i ∈ J. These are simply consequences of (7. 6). Moreover, by putting together the two constraints in (7. 6), we find
hence that γ + δ, 0 satisfy (2. 2) with N replaced by N J .
In the case of |J| = 1, we can apply Theorem A by Stein and Weiss [3] of which (2. 2)-(2. 3) impllies the norm inequality. Suppose |J| ≥ 2. From the above, γ + δ, 0 satisfy (2. 2)-(2. 4) with α, N replaced by α J = i∈J α i , N J respectively. Lemma 5.1 implies that ρ(x J ), η(x J ) satisfy the decaying estimate in (5. 6)-(5. 7) on R N J where (5. 1) is satisfied. This further implies the summability in (3. 14). (σ(x I ) ≈ σ(x) for |x I | > |x J |) (7. 10) Notice that the implied constants in (7. 3), (7. 5) and (7. 10) depend only on p, q, γ, δ, α, n, N.
In the end, we remove the endpoints in the ranges given in (5. 2)-(5. 4) by interpolation. Suppose that γ, δ satisfy at least one of these equalities
(7. 11)
Let ε > 0 such that
By choosing ε sufficiently close to 0, we can have all constraints given in (2. 2)-(2. 6) remain to be satisfied by p i , q i , γ, δ, α, n, N for i = 1, 2. Moreover, the 3 pairs of powers γ, δ; γ + δ, 0 and −δ, δ belong to the ranges given in (5. 2)-(5. 4) respectively, with p, q replaced by p i , q i , i = 1, 2. Consequently, the norm inequality holds in (2. 7) simultaneously for 1 < p i ≤ q i < ∞, i = 1, 2. By applying Stein interpolation theorem of changing measures, stated as Theorem 2 in [4] , we obtain our desired result.
