Abstract. This paper describes how the even Goldbach conjecture was confirmed to be true for all even numbers not larger than 4 · 10 18 . Using a result of Ramaré and Saouter, it follows that the odd Goldbach conjecture is true up to 8.37 · 10 26 . The empirical data collected during this extensive verification effort, namely, counts and first occurrences of so-called minimal Goldbach partitions with a given smallest prime and of gaps between consecutive primes with a given even gap, are used to test several conjectured formulas related to prime numbers. In particular, the counts of minimal Goldbach partitions and of prime gaps are in excellent accord with the predictions made using the prime k-tuple conjecture of Hardy and Littlewood (with an error that appears to be O( √ t log log t), where t is the true value of the quantity being estimated). Prime gap moments also show excellent agreement with a generalization of a conjecture made in 1982 by Heath-Brown.
The Goldbach conjecture [13] is a famous mathematical problem whose proof, or disproof, has so far resisted the passage of time [20, Problem C1] . (According to [1] , Waring and, possibly, Descartes also formulated similar conjectures.) It states, in its modern even form, that every even number larger than four is the sum of two odd prime numbers, i.e., that n = p + q. Here, and in what follows, n will always be an even integer larger than four, and p and q will always be odd prime numbers. The additive decomposition n = p + q is called a Goldbach partition of n. The one with the smallest p will be called the minimal Goldbach partition of n; the corresponding p will be denoted by p(n) and the corresponding q by q(n).
It is known that up to a given number x at most O(x 0.879 ) even integers do not have a Goldbach partition [30] , and that every large enough even number is the sum of a prime and the product of at most two primes [24] . Furthermore, according to [48] , every odd number greater that one is the sum of at most five primes. As described in Table 1 , over a time span of more than a century the even Goldbach conjecture was confirmed to be true up to ever-increasing upper limits. Section 1 describes the methods that were used by the first author, with computational help from the second and third authors, and others, to set the limit of verification of the Goldbach conjecture at 4 · 10 18 . Section 2 presents a small subset of the empirical data that was gathered during the verification, namely, counts and first occurrences of primes in minimal Goldbach partitions, and counts and first occurrences of prime gaps, and compares it with the predictions made by 2012 Oliveira e Silva, Herzog, and Pardi (this paper)
conjectured asymptotic formulas. It is also established there that the odd Goldbach conjecture, which states that every odd number larger than 5 is the sum of three primes, is true up to 8.37 · 10 26 . Section 2.4 acknowledges those that contributed computational resources to this extensive verification effort.
Methods
To verify the even Goldbach conjecture for a given n two primes p and q must be found, possibly with q equal to p, such that n = p + q. Although any p for which n − p is prime will do [11, 12, 44] , we opted to compute for each n the minimal Goldbach partition p(n) + q(n). The main reason for this choice is that the number of occurrences of a given smallest prime in a minimal Goldbach partition, as well as the smallest n for which it occurs, has some theoretical interest [19] .
In order to compute the minimal Goldbach partitions for all even numbers belonging to a given interval it is necessary to have a list of the primes belonging to a possibly slightly larger interval; these primes will be the candidates for q(n). Subsection 1.1 describes the modified segmented Eratosthenes sieve used to generate these primes. This modification, devised in 2001 when the computations reported in this paper were started, exhibits excellent data-cache behavior. Near 10 18 our production code takes an average of about 10 clock cycles to determine if an odd number is prime or not. Subsection 1.2 describes how the minimal Goldbach partition can be computed in a very efficient way for each even number belonging to a given interval. Irrespective of the order of magnitude of n, our production code takes an average of about 9 clock cycles to compute and collect statistics about each minimal Goldbach partition. Subsection 1.3 describes how the computations were distributed among many computers. It also describes the measures that were taken in order to attempt to ensure that the computations were performed correctly. They were essential to locate occasional bad results due to random low probability hardware failures. Although very rare, such hardware failures are almost unavoidable in a computation that used a mixture of reliable and unreliable (low-cost personal computers) computing resources, and which took about 770 one-core CPU years to finish.
1.1. Cache-efficient segmented Eratosthenes sieve. Although several algorithms with better asymptotic computational complexity exist [2, 14, 17] , the segmented Eratosthenes sieve [3, 5, 45 ] -with our own modifications -appears to be the fastest way to generate all primes in a relatively large interval with an upper limit near 10 18 . This is so because the simplicity of the algorithm and its regular data requirements can be used to reduce the frequency of branch mispredictions and accesses to out-of-cache data, thus speeding up considerably the program on contemporary state-of-the-art general purpose processors. This is apparently not so easy to do with the other algorithms.
We begin with a description of the standard segmented Eratosthenes sieve and with an explanation of its shortcomings; p k is the k-th prime number, i.e., p 1 = 2, p 2 = 3, and so on, x is the largest integer not larger than x, x mod y = x − y This algorithm requires that a list of the odd primes up to √ B, plus the first prime larger than √ B, to be available. Such a list can be computed easily with a simple modification of the same algorithm. It is possible to avoid storing the o j variables; they can be recomputed every time a new (a, b) interval is being dealt with. Doing so, however, slows down the algorithm because divisions on contemporary processors are slow.
Under normal conditions only the inner (steps 6 and 7) and middle loops (steps 5 to 7) of Algorithm 1.1 are significant parts of the computation [3] . The number of times the middle loop is performed is
(the approximation is valid when A is much larger that B − A, as is usually the case in practice). The number of times the inner loop is performed is, approximately • -Intel 2.83GHz Q9550 Core2 Quad (6MB L2 cache) 8GB of dual channel 1100MHz DDR2 memory
• -AMD 2.20GHz Athlon64 (512kB L2 cache) 2GB of dual channel 333MHz DDR memory Figure 1 . Time needed to generate all primes in an interval of 2 30 integers centered at x using a simple implementation of Algorithm 1.1 [34, second program version] , for two processors (only one core used on the Intel processor). The older single-core Athlon64 processor has a much smaller L2 cache, and slower main memory, which for large x makes the algorithm rather slow. For both processors, when x increases the optimal value of Δ also increases (not shown). The initialization time of the algorithm (steps 3 and 4 for the first interval), about a minute for the largest x on the slower processor, was not taken into consideration.
(the last approximation is a simple application of Mertens' second theorem [22] ). The execution time of Algorithm 1.1 can then be reasonably well approximated by α middle N middle +α inner N inner , where α middle and α inner are constants that depend on the actual implementation of the algorithm and, of course, on the processor where it is run. The second term corresponds to the useful work made by the algorithm. The first corresponds to overheads and so should be made as small as possible. In the standard segmented Eratosthenes sieve this is achieved by making K small or, what is the same, by making Δ large [3] . Doing this, however, increases the amount of memory accessed in an essentially random way in the inner loop. If this amount of memory exceeds the amount that can be stored in the processor's data caches α inner will be large and so the algorithm will be slow.
A small value of Δ, on the other hand, gives rise to a large value of K. In this case the algorithm spends a larger fraction of its time just updating the o j variables. This is so because the middle loop is run more times and because the fraction of primes that have an odd multiple in the interval (a, b) decreases as b increases. For example, for B = 10 18 and Δ = 2 19 , only 0.553% (2 81049 in 508 47533) of the odd primes used to mark composites have an odd multiple belonging to the interval (B − 2Δ, B). The best value for Δ will then be a trade-off between the need to make Δ small (to keep all frequently used variables in the data cache), and the need to make it large (to reduce the computational overheads). The end result is a program which slows down considerably when b increases beyond an implementation dependent limit, as illustrated in Figure 1 .
There is a simple way to eliminate this problem. The main idea is to leave to later intervals all primes that do not have an odd multiple in the current interval. On contemporary processors, the test at the beginning of step 6 generates many time-consuming branch mispredictions when p j approaches Δ; in a practical implementation this can be ameliorated by dealing with the primes between, say, Δ/8 and Δ (the "middle primes") in a way similar to how the "large" primes are handled. There is no such problem in step 10.
If there is enough space in the data caches to hold the m i variables, the information where each list insertion point resides in memory, and one cache line for each active list, then the speed of the algorithm does not change much as b is increased, as illustrated in Figure 2 .
An auxiliary sieve, updated using, for example, Algorithm 1.1, can be used to compute in an efficient way the sequence of the primes p used by Algorithm 1.2. The speed of both algorithms can be slightly improved by changing the way the variables m i are initialized. For example, it is possible to set i to 7 in step 2 of both algorithms if the m i variables are initialized with a precomputed pattern Figure 2 . Time needed to generate all primes in an interval of 2 30 integers centered at x using a simple implementation of Algorithm 1.2 [34, second program version] (see also [25] ), for the two processors described in Figure 1 (only one core used on the Intel processor). The initialization time, about half a minute for the largest x on the slower processor, was not taken into consideration. For x = 10 19 this algorithm is about 8.4 times faster than Algorithm 1.1 on the Athlon64 and about 4.4 times faster on the Core2 Quad. Note that the improvement is larger on the processor with the smaller L2 cache.
determined by the first 5 odd primes (this pattern has a period of 3×5×7×11×13). Of course, each m i variable should be associated with a single memory bit.
In a practical implementation of Algorithm 1.2 the memory used by each list should grow as the need for it arises, i.e., it should be a linked list. Furthermore, at most 2 + √ B Δ linked lists can be non-empty at any given time. A circular buffer with a suitable size (a power of two is particularly useful) should then be used to store pointers to the insertion points of the linked lists. In order to use the data caches in an efficient way and to take advantage of the automatic memory prefetch mechanism of contemporary processors each linked list should be subdivided in relatively large chunks (each with, say, 4096 bytes of memory). The starting address of each chunk should be a multiple of the processor's data cache line size. Due to the large chunk size of each linked list component, the memory overhead needed to manage the linked lists is very small. Hence, the memory used by Algorithm 1.2 is only slightly larger than that used by Algorithm 1.1.
The single-threaded 32-bit prime generation code used in our empirical verification of the Goldbach conjecture is capable of generating primes up to (30 × 2 26 ) 2 ≈ 4.05 · 10
18 . It uses a modulo 30 wheel [37, 38] variant of Algorithm 1.2, i.e., only the numbers which are not multiples of 2, 3 and 5 are represented in the sieve. This complicates the algorithm but makes it almost twice as fast; near 10 18 the average number of clock cycles required to determine if an odd integer is prime or not dropped from 14.8 to 8.7, and from 22.1 to 10.5, respectively, for the Core2 Quad and for the Athlon64 processors described in Figure 1 . Assembly language was also extensively used. It was found empirically that the average value of i when this algorithm terminates (successfully) is approximately 0.557 log n (cf. Table 2 ). This, and the clock cycles lost due to a branch misprediction that is usually present when the algorithm terminates makes it too slow to be used in the computation of the minimal Goldbach partition of all even integers belonging to a large interval. That can be done efficiently using a segmented version (not presented) of the following algorithm. 
In other words, for each prime q belonging to the interval (C − 3, D − 3) one updates the array u in the positions corresponding to the even integers 3 + q, 5 + q, . . ., p I + q with the values 2, 3, . . ., I. In the end, the number stored in each array position will be either zero, if no Goldbach partition was generated for the even number corresponding to that position, or the index of the smaller prime of the last Goldbach partition that was generated for that even integer (it will be the minimal Goldbach partition if the primes q are processed in increasing order). In the former case the minimal Goldbach partition has to be computed using Algorithm 1.3.
It turns out that the choice I = α log D + β , with α and β parameters that depend on the processor model, approximately minimizes the execution time of the algorithm. This is illustrated in Table 3 , which presents best I values and the corresponding average number of clock cycles per even integer used by our most efficient implementation (in assembly) of a segmented version of Algorithm 1.4 for the two processors described in Figure 1 . Remarkably, the average number of clock cycles remains practically constant. This is so because for the best I the amount or work done in steps 2 and 3 of Algorithm 1.4 is approximately given by (D − C)(α + β/ log D), i.e., it does not change much with D when D − C is held constant, and because for the best I the relative frequency that Algorithm 1.3 is invoked in step 4 of Algorithm 1.4 is approximately inversely proportional to log D.
In order to make Algorithm 1.4 as fast as possible, the loop of step 3 should be unrolled. In our final implementation when the computation starts, self-modifying assembly code is used to trim this unrolled loop to the appropriate value of I. Furthermore, each loop iteration is performed by a single move immediate instruction, using the base register plus constant offset addressing mode (depending on the processor, up to two such instructions can usually be executed in each clock cycle). If I is large enough, then in step 4 u i will be non-zero with a relative frequency close to one. The test "u i is not zero" will then not be mispredicted often by the processor, and the slower Algorithm 1.3 will be invoked rarely.
Computational details and error detection and correction measures.
Our code was developed in 2001 for Intel/AMD (x86 instruction set) single-core 32-bit processors. Although later a 64-bit instruction set for AMD/Intel processors appeared, given the initial large investment in both the optimization (assembly language, software pipelining) and in the verification of the correctness of the code (the output of each assembly language routine was compared to the output of a slower C language routine that used a simpler fool-proof algorithm), it was deemed prudent to not produce a 64-bit version of the code. Given the programming techniques used, it was estimated that a 64-bit version would be a few percent faster that a 32-bit version.
The entire computation was split into disjoint intervals of 10 12 integers; the k-th interval, 0 ≤ k < 4 · 10 6 , covers the even integers that satisfy the conditions max(4, 10 12 k) < n ≤ 10 12 (k+1). Testing each interval required between eight hours (in the year 2001) and about forty minutes (in the year 2012). Processors with more than one core can test in parallel, with a very mild degradation in performance, a number of intervals equal to the number of cores they have. On Intel processors with hyper-threading capabilities, testing two intervals on the same processor core takes between 50% (core i7) and 80% (core i3) more time than testing a single interval on that core (a gain between 2/1.5 and 2/1.8).
A master-worker paradigm was used to automatically manage the computations: a central master, used to distribute the intervals among a pool of workers and to collect the data of processed intervals, and many workers that did the actual testing work. Each worker had a unique ID and was capable of processing several intervals without contacting the master. Intervals not processed within a prespecified time limit were redistributed to other workers. Windows and GNU/Linux versions of the worker code were produced (to ensure correctness, the low-level functions were exactly the same in the two cases). A worker was also capable of working without a master; that capability was used on high-performance computing environments. In those cases, the distribution of the intervals and collection of results was done using semi-automatic tools specially developed for that purpose.
The data computed and recorded for each interval of 10 12 integers includes:
• two worker IDs (intervals can be double checked by workers with different IDs), and the respective number of seconds that were used to process them, • counts of the number of primes in each of the 32 primitive residue classes modulo 120, • counts and the first occurrence of minimal Goldbach partitions with a given smallest prime, • counts and the first occurrence of gaps between prime numbers, and • a 32-bit cyclic redundancy check sum.
(Due to an unfortunate oversight, a high-precision approximation to the sum of the inverses of the twin primes was not collected.) The entire data was stored in 4000 files, each holding information about 1000 intervals, using a total of about 27GB of storage space.
The processed data of an interval received from a worker was screened by the master to detect obvious errors: the sum of the counts of minimal Goldbach partitions had to match the number of even numbers belonging to the interval, and the sum of the counts of prime gaps had to match the sum of the primes in the residue classes modulo 120. These two tests never failed. The following offline screening test was then performed for each interval of 10 12 integers: the computed number of primes belonging to the interval was compared to an independent count obtained using the first author's implementation of a combinatorial method to compute π(x) [8, 27, 35] (this extra data was generated using about 20 one-core CPU years). It turned out that this test was very good at detecting bad results. This happened on a few occasions in the early stages of the computation (and very, very rarely later on), when personal computers, in particular, their memory subsystems, were less reliable than those that can be bought in 2012 (when the computations reported in this paper were finished). Once a bad result was detected the entire interval was recomputed, the computer that produced it was black-listed, and all intervals previously processed by that computer were double-checked. This procedure did not uncover more bad results. Some time after the verification limit of 10 18 was reached, the number of primes in the residue classes modulo 4 reported in [9] was compared to those counted in our verification efforts. To our dismay, a discrepancy of one was found in two of the residue classes between 3 · 10 17 and 4 · 10 17 . Fortunately, Mark Deléglise's program was publicly available. Using it, a bisection strategy allowed us to locate quickly the interval with the bad result. This was dealt with as described at the end of the previous paragraph. To reduce considerably the probability of a (very rare) error of this kind to remain undetected, a final screening test was performed, this time for each interval of 10 15 integers: the counts of the primes in the residue classes modulo 120 were compared to the counts obtained using Deléglise's program (this extra data was generated using about 10 one-core CPU years). No further discrepancies were detected.
As a final precaution, the entire interval up to 3 · 10 17 was double-checked, and the intervals containing one of the first 100 occurrences of a smallest prime in a minimal Goldbach partition or of a prime gap, as well as about 4% of the remaining intervals were also double-checked. No further discrepancies were detected. As expected, no errors were ever found on computations done on high-performance computing environments (they account for about 25% of all our data). We are therefore highly confident that all of our counts and first occurrences are correct. We feel that further double-checks are best left for a future still larger verification effort.
Results
In this section we present some results extracted from the data collected by our confirmation of the truth of the even Goldbach conjecture up to 4 · 10 18 . In subsection 2.1 we present record values of first and late first occurrences of a prime in a minimal Goldbach partition, test the conjecture [19] that p(n) = O(log 2 n log log n), and compare the number of occurrences of a given prime in the minimal Goldbach partitions up to 4 · 10 18 with predictions made using the inclusion-exclusion principle applied to the prime k-tuples conjecture [21] . In subsection 2.2 we do the same, but for prime gaps (testing this time the conjecture [7, 18, 43] 
In subsection 2.3 we compare prime gap moment data with corresponding predictions made by a conjecture of Heath-Brown [23] . Finally, in subsection 2.4 it is shown that our new verification limit of the even Goldbach conjecture can be used to prove without extra computation that the odd Goldbach conjecture is true up to 8.37 · 10 26 . 2.1. Minimal Goldbach partitions. As in [19] , let S(p) be the smallest even integer n for which p(n) = p and let L(p, x) be the number of even integers not larger than x for which p(n) = p. Table 3 of [4] , Table 3 of [19] , Table 1 of [46] , and Table 1 of [40] . [19] it was conjectured that p(n) = O(log 2 n log log n). In an email exchange in April 2012, Andrew Granville, using probabilistic arguments, suggested to the first author two more precise (incompatible) conjectures, both of the form p(n) ≤ C + o(1) log 2 n log log n: one
≈ 1.51478 and another, using a more refined argument, with
70098, where C 2 ≈ 0.66016 is the twin primes constant and where γ ≈ 0.57722 is Euler's constant. To test these conjectures, Figure 3 presents a plot of the values of
that we were able to compute. For our data Q 1 (p) clearly stays below 1.7 and only two points lie above 1.514: Q 1 (3) ≈ 1.60231 and Q 1 (6469) ≈ 1.52627. As explained in subsubsection 2.1.3, our empirical L(p, x) data suggests that the slowly increasing trend that can be observed in Figure 3 will not persist for ever. Given that these conjectures allow a finite number of solutions of Q 1 (p) > C + , and taking into consideration the logarithmic scale associated to this problem, it seems likely that much more data (up to 10 100 or even more) will be needed to empirically determine C directly with some accuracy, and hence determine which of the two conjectures is more plausible. 
, and dots (·) correspond respectively to data obtained from Table 4 , from Table 5 , and to values of S(p) that did not make it to either of the two tables. 
and where ν p (h) is the number of distinct residue classes modulo p occupied by the elements of h. Using this so-called prime k-tuple conjecture to approximate π(x; s) in (2.1) yields
where
The C p,k constants can be computed using a simple adaptation of the method used in [6] to compute other constants of the same kind. The first author computed them all for p < 250 using about 16 one-core CPU months. As an example of the general behavior of these constants, Table 6 presents the non-zero values of C 241,k . It turns out that for relatively small values of x the lower limit of integration of 2 suggested by Hardy and Littlewood for (2.2) is a very bad choice for (2.4) when accurate estimates are desired. For example, using c = 2 we getL(241, 10
24 , which is very far from its true value of zero, while using c = 0 we get L(241, 10 4 ) ≈ −1.23592, which is a much more reasonable estimate. Using c = p we getL(241, 10 4 ) ≈ 0.00084, which is again a very reasonable estimate. 2 The same behavior was observed of all other values of p and of x that were tried. Therefore, for simplicity of computation, in all of our comparisons between L(p, x) andL(p, x) a lower limit of integration of c = 0 was used. Furthermore, as illustrated in Table 7 for x = 4 · 10 18 and p = 241, most of the non-zero C p,k constants are important (for x large enough all will be important).
Inspired by formula 5 of [7] , which results from the application of the law of the iterated logarithm [15] to a random counting function that attempts to mimic the large scale behavior of π(x), it was decided to test the possibility that the large deviation behavior ofL(p, x) − L(p, x) follows a similar law. Considering that it is reasonable to expect that prime number patterns follow, asymptotically, a Poisson distribution [16, 26] , which implies that variances should be equal to means, one may expect that
at most a finite number of times. However, the law of the iterated logarithm assumes that 2 It is necessary to avoid a lower limit of integration near 1, becauseL(p, x) blows up in that case (the principal values of the integrals present in (2.4) are used when c < 1 and x > 1). It is remarkable that, for c = 0, L (p, p) < 6 for p < 250. (We have no explanation for this behavior; it implies an almost perfect cancellation of the large terms in the finite alternating series (2.4).) Thus, both c = 0 and c = p are reasonable lower integration limits (c = 2 in not), at least for p < 250. The partial sums of (2.4) appear to converge faster when c = 0 than when c = p. The choice c = 0 has the added advantages of being more natural and being constant. the random variables are independent, which is not the case here, so the above bound may not be correct. Nonetheless, one may hope that it captures the correct order of magnitude of the error term. To test this, Figure 4 presents a plot of some values of
for p < 250 and for selected values of x between 10 10 and 4·10 18 (twenty per decade, approximately equispaced on a logarithmic scale). From this figure it appears that Q 2 (p, x) may indeed be bounded (if not its growth rate should be very, very small). It also appears that the factor of two inside the square root may be slightly too large. These empirical observations suggest that, asymptotically, one should have
x log x , and so one should also have L(p, x) ∼ x log x ). data points as soon as L(p, x) < 100), and then by using another best least-squares fit to approximate 1/m 1 (x) by m 2 log x + b 2 (this last fit was extremely good). To study the deviations of the decay of L(p, x) from a true exponential decay, the upper part of Figure 5 presents a plot of some values of
Rate of decay of L(p, x). It appears that, on a logarithmic scale, L(p, x) does not deviate much from π(x) exp −(π(p) −
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The factor e 0. 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 0.8 Figure 6 . Plot of Q 5 (p) for S(p) ≤ 4 · 10 18 and for p > 1000. Disks (•), circles (•), and dots (·) correspond respectively to data obtained from Table 4 , from Table 5 , and to values of S(p) that did not make it to either of the two tables.
of [19] provides an heuristic explanation for this last empirical observation. We were unable to explain the residual pattern observed in the lower part of Figure 5 .
It is reasonable to expect that the first occurrence of a minimal Goldbach partition with p(n) = p has an order of magnitude similar to that of the solution of L(p, x) = 1 (this is indeed the case for p < 250). From our observed approximate exponential decay of L(p, x) it then follows that it is likely that S(p) has an order of magnitude similar to that of the solution of 
log S(p) log log S(p) − 4.19 log S(p) .
Our empirical data (cf. Figure 6 ) supports the validity of this approximation. Note that this figure does not exhibit the slightly increasing trend observed in Figure 3 2 . As stated before, much more data is needed to settle this issue by empirical means. 
Prime gaps (and counts of twin primes).
Let g k = p k+1 − p k be the gap between the consecutive primes p k and p k+1 , and, for g restricted to be either 1 or a positive even integer, let P (g) be the smallest prime p k such that g k = g, if one exists, of infinity otherwise. The Polignac conjecture [36] asserts that P (g) is always finite. Also, let N (g, x) be the number of solutions, with p k+1 ≤ x, of the equation g k = g. (The choice of counting limit, either p k ≤ x or p k+1 ≤ x, is a matter of implementation; we chose the latter because it does not require the computation of the smallest prime larger than x.) Table 8 presents the record-breaking values of g k , i.e., values of g k larger than those for all smaller values of k (called maximal prime gaps), and Table 9 presents the record-breaking values of P (g), that were found up to 4 · 10 18 . To save some space, we do not present other first occurrences of prime gaps. For p k < 5 · 10 16 , the previous published record of computation of prime gaps, they can be found in [31, 32, 50] , were references to even earlier computations can be found (the rest can be found either on the first author's web pages or on Thomas Nicely's web pages). The entries for g k = 1172, g k = 1186, g k = 1356 and g k = 1370 were first discovered by Donald Knuth, and the entry for g k = 1048 was first discovered by Bertil Nyman, in unrelated computations. 968  19 12499 02449 92669  80  5 42603  482  105 16027 87181  980  19 40368 49017 55939  88  5 44279  488  127 53631 52099  986  34 84747 41189 74633  92  9 27869  506  133 93477 50707  1006  37 34319 22965 58573  94  11 00977  508  184 10864 84491  1018  37 96724 08364 35909  102  14 44309  510  220 90169 10131  1040  46 24684 83928 75127  108  22 38823  518  229 64970 58133  1048  88 08967 23316 29091  116  58 45193  520  233 61672 62449  1052  89 21924 28734 19107  124  67 52623  536  537 12842 17763  1066  98 43614 75403 71287  134  69 58667  568  601 03305 72331  1094  139 03365 64467 25643  140  76 21259  576  881 77920 98461  1114  198 88751 28069 88729  142  103 43761  580  938 30813 40541  1124  203 15341 65230 88323  144  119 81443  590  2076 12522 61751  1144  236 55290 66620 07587  150  136 26257  608  2076 73305 30329  1150  293 46416 14651 35373  156  179 83717  624  2492 30339 18059  1172  400 24093 47413 22419  158  492 69581  626  3360 54804 00197  1186  404 44469 23233 76357  166  837 51121  628  3414 00476 13391  1192  703 39072 49524 90921  186  1476 84137  632  4567 86858 80759  1202  819 61534 49961 14321  194  1667 26367  646  5102 71604 68351  1208 1331 71124 79690 25019  200  3780 43979  654  5491 60860 07427  1264 1798 55672 01943 08703  224  4098 66323  656  6586 29660 31241  1290 2980 70756 30312 38363  226  5196 53371  676  7861 08331 15261  1306 3278 01806 91024 80227  228  8958 58039  680  8238 54353 Figure 7 . Plot of Q 6 (g) for P (g) ≤ 4 · 10 18 and for g > 4. Disks (•), circles (•), and dots (·) correspond respectively to data obtained from Table 8 , from Table 9 , and to values of P (g) that did not make it to either of the two tables.
Conjectures concerning prime gap upper bounds.
Cramér [7] conjectured that the equation g > c log 2 P (g) has only a finite number of solutions for c > 1, and an infinite number of solutions for c < 1, i.e., he conjectured that the largest gap between consecutive primes smaller than x should be approximately log 2 x. Granville [18] conjectured that it should be 2e −γ log 2 x. Shanks, on the other hand, conjectured in [43] that g ∼ log 2 P (g) should hold for all first occurrences, and not only for a subsequence of them. To test these conjectures, Figure 7 presents a plot of almost all the values of Q 6 (g) = g log 2 P (g) that we were able to compute (the points corresponding to Q 6 (1) ≈ 2.08137, to Q 6 (2) ≈ 1.65707 and to Q 6 (4) ≈ 1.05637 were omitted to reduce significantly the vertical range of the plot). Figure 7 shows that Q 6 (g) stays below 1 for g > 4 and for P (g) < 4 · 10 18 (thus, also below 2e −γ ≈ 1.12292), and that Q 6 (g) is slowly increasing. As explained later in subsubsection 2.2.3 the increase of Q 6 (g) will likely not persist for ever. Given the absence of a clear limiting value (or accumulation point) in Figure 7 , our direct evidence, based solely on the first occurrence of prime gaps, is clearly insufficient to settle any of the three conjectures. As in subsubsection 2.1.1, much more data is needed before some tentative conclusions can be drawn. N (g, x) using the prime k-tuple conjecture. From the inclusionexclusion principle it follows that (for g positive and even)
Estimate of
where the sum is over all subsets s of { 0, −2, −4, . . . , −g } which contain 0 and −g. Using the prime k-tuple conjecture to approximate π(x; s) yields where A g,k = |s|=k G(s) and where G(s) is given by (2.3). The A g,k constants can be computed using the method described in [6] (our A g,k constants are equal to Brent's (−1) k A r,k−1 constants, where g = 2r). The second author computed them all for g ≤ 212 using about 40 one-core CPU years (the first author double-checked the results for g ≤ 190). As an example of the general behavior of these constants, Table 10 presents the non-zero values of A 210,k .
Just like in subsubsection 2.1.2, it turns out that the lower limit of integration of 2 is also a very bad choice for (2.6); both c = 0 and c = g give very good approximations to N (g, x) (remarkably, N (g, g) < 6 for g ≤ 212). In all of our comparisons between N (g, x) andN (g, x) a lower limit of integration of c = 0 was used. Truncated versions of (2.6) behaved just like the truncated versions of (2.4) did: good approximations require all or, for small x, almost all terms.
As before, it seems reasonable to apply the law of the iterated logarithm to attempt to bound N (g, x) − N (g, x) by 2N (g, x) log log N (g, x) . To test the accuracy of this error bound estimate, Figure 8 plots some values of N (g, x) .
Like Q 2 (p, x), it appears that Q 7 (g, x) may indeed be bounded. In this case the factor of two inside the square root appears to be about right. Given that
, and so our empirical where now the constant implied by the O notation depends on g. It may very well be that a similar result, with appropriate modifications, holds for the prime k-tuple conjecture itself. Numerical experiments up to 10 17 appear to confirm that this is so. N (g, x) . It appears that, on a logarithmic scale, N (g, x) does not deviate much from A g,2 x 0 dt log 2 t exp −g/(0.960 log x − 3.58) (see, for example, Figure 1 of [33] or Figure 2 of [49] ). This empirical result was obtained using a method similar to that used in subsubsection 2.1.3 to quantify the decay rate of L(p, x). According to [33, 49] the exponent should be, asymptotically, −g/ log x, which agrees reasonably well with our empirical results. The more prominent deviations from a true exponential behavior are, in this case, due to the multiplicative factors A g,2 = 2C 2 p|g p−1 p−2 that are associated with the main term ofN (g, x) . To study the residual deviation of the exponential decay of N (g, x), Figure 9 The factor e 0.0266g removes most of the exponential decay of N (g, 4 · 10 18 ). The scale factor 5 · 10 −16 ≈ log 2 4 · 10 18 /4 · 10 18 places Q 8 (p) close to 1. Similar behavior was observed for other values of x (with different exponents and scale factors). We were unable to explain the residual pattern observed in Figure 9 .
Rate of decay of
Just like what was done in subsubsection 2.1.3 to estimate the order of magnitude of S(p), the order of magnitude of P (g) (or the order of magnitude of the largest g for a given x) can be estimated by solving 2x log 2 x exp − g 0.960 log x − 3.58 = 1.
The left-hand side of this equation gives a rough estimate of the value of N (g, x), obtained by ignoring the (relatively small) deviations of the decay of N (g, x) from Figure 10 . Plot of Q 9 (g), for g ≥ 100 and P (g) < 4 · 10 18 . Disks (•), circles (•), and dots (·) correspond respectively to data obtained from Table 8, from Table 9 , and to values of P (g) that did not make it to either of the two tables. a true exponential decay and by replacing A g,2 by its average value of 2. We get Q 9 (g) ≈ 1, where Q 9 (g) = g (0.960 log P (g) − 3.58)(log P (g) − 2 log log P (g) + log 2) .
Our empirical data (cf. Figure 10 ) supports the validity of this approximation. The absence of the term −3.58 log P (g) in the denominator of Q 6 (g) appears to be responsible for most of the increasing trend observed in Figure 7 . Remarkably, Q 9 (g) ≈ 1 gives g ∼ 0.96 log 2 P (g), which is close to Shanks' conjecture. It may be that typical first occurrences behave as Shanks' conjecture predicts, and that maximal prime gap occurrences (the • points of Figures 7 and 10 ) behave as Granville predicts. As in subsubsection 2.1.3, much more data is needed to settle this issue (by empirical means). Table 12 . Normalized prime gap moments, and corresponding best least-squares fit data. 2.2.4. Counts of twin-primes. As usual, let π 2 (x) be the number of twin-primes up to x, i.e., let it be the number of solutions, with p k ≤ x, of g k = 2. When x is an even integer, π 2 (x) differs from N (2, x) only when x lies in the middle of a twin-prime pair. Contrary to what happens to the π(x) function, the only known way to compute π 2 (x) is to enumerate all twin-primes up to x. [23] conjectured that D 2 (x) ∼ 2x log x. As suggested by the first author (based solely on empirical evidence), and corroborated by Heath-Brown in an email exchange in April 2011, the following more general conjecture is plausible:
(the generalization to non-integral k is obvious). The upper part of Table 12 presents some empirical data supporting this conjecture. As suggested by HeathBrown, it turns out that our empirical data is very well approximated bŷ
where N is the order of the approximation. The lower part of Table 12 presents the d kn coefficients, to five significant figures, obtained by performing second order (N = 2) best least-squares fits to the normalized data. Twenty approximately equispaced (on a logarithmic scale) data points per decade, for 10 10 ≤ x ≤ 4 · 10 18 , were used to perform these fits. The last row presents the normalized worst observed absolute error for all of these data points, obtained using full-precision coefficients. Using a higher-order approximation, or using data starting at a higher value of x, produced even better fits, with d k0 coefficients even closer to one (it appears that we do not have enough data to estimate reliably the remaining coefficients). 2.4. Verification limit of the odd Goldbach conjecture. The odd Goldbach conjecture states that every odd number larger than 5 is the sum of three prime numbers. It is known to be true for all odd numbers larger than e 3100 [29] , and for all odd numbers larger than 5 and smaller than 1.13256 · 10 22 [39] . It is also known to be true if the truth of the Riemann hypothesis is assumed [10] . Without further computational effort, this last limit can be extended to 8.37 · 10 26 using our new verification limit of the even Goldbach conjecture and the prime gaps bounds of [39] , as stated in the following theorem. Proof. Let N 0 = 4 · 10 18 and let Δ = 2092 67308. From our prime gaps results up to N 0 (cf. subsection 2.2) and, in succession, from Theorems 3 and 2 of [39] , it can be inferred that, up to N 0 Δ, the gap between consecutive primes cannot be larger than N 0 . The theorem follows by observing that using the odd primes up to N 0 Δ to extend the minimal Goldbach partitions of 4, 6, . . ., N 0 , and also of N 0 + 2 = 211 + (N 0 − 209) and N 0 + 4 = 313 + (N 0 − 309), will necessarily create at least one way of expressing each odd number larger than 5 and smaller than N 0 Δ as a sum of three primes (actually, any sufficiently dense subsequence starting with the prime 3 will do [41] ).
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