We confirm a conjecture about the construction of basis elements for the multiple zeta values (MZVs) at weight 27 and weight 28. Both show as expected one element that is twofold extended. This is done with some lengthy computer algebra calculations using TFORM to determine explicit bases for the MZVs at these weights.
Introduction
Multiple Zeta Values (MZVs) have been around since Euler [1] defined them. Recently interest in them was renewed by Zagier [2] who formulated a number of conjectures about them. If one is to formulate a proof about irrationality of the MZVs it is of importance to know for each weight what constitutes a basis into which all elements with that weight can be expressed such that all coefficients are rational numbers. To derive such a basis, it is believed that there are two algebras that provide equations, and that there are no more equations than those 1 . Solving the resulting sets of equations will determine a basis. In a recent publication [3] these equations were solved to rather high values of the weight and depth and the number of basis elements was found in agreement with values conjectured by Broadhurst and Kreimer [4] . In their conjecture Broadhurst and Kreimer made predictions about the distribution in weight and minimal depth of the basis elements and in addition considered the problem of pushdown [5] in which a basis element that over the MZVs can only be expressed with a given minimal depth can be expressed into Euler (alternating) sums of a lesser depth. They also gave a conjecture for the number of basis elements for which this occurs, but they considered only pushdowns over two units in depth.
In ref.
[3] a particular structure of potential basis elements was discovered. The conjectured number of basis elements when expressed for the Euler sums is equal to the number of Lyndon [6] words of 'depth' D indices which add up to the weight and each having an odd integer value greater than one. In the MZV basis the elements that are pushed down in the Euler basis can be derived from a subset of the above set L W of Lyndon words of weight W by subtracting one from the first two indices and adding two indices one at the end of the list as in
For all values of the width and the depth that were accessible to computer evaluation such a basis could be constructed and the corresponding pushdown relations could be determined. This was done to weight 21. For larger values of the weight we could verify that such 'one fold extended' bases could be constructed to weight 26 and partially (for limited depth) up to weight 30, but the pushdown relations were 'out of range'. Yet there were already vague indications that this would not be enough and that for greater values of weight and depth so-called double extensions or worse might be needed. Here a nfold extension is defined as that we take an element from the set L W , lower the first 2n indices by one and add 2n indices with the value one at the end. A revised conjecture of the Broadhurst Kreimer generating functionals was constructed, resulting in table 18 in ref. [3] . This table predicts that the first such twofold extended basis elements are to occur for W = 27, D = 9 and W = 28, D = 8. Unfortunately these runs were at the time exceeding our resources. The conjecture was formulated that these extensions and the pushdowns are coinciding and hence that for these values also double pushdowns should occur. To verify this explicitly by brute force is however at least six orders of magnitude beyond the current computer resources.
In the current publication we have made the FORM/TFORM [7, 8] programs more efficient, both at the level of internal workings of FORM and the level of external FORM code. This has allowed us to run both cases and confirm the need for twofold extensions according to the conjecture.
Improvements and running
When we consider the original program as outlined in ref. [3] , the first inefficiency we notice is that we use the stuffle relations to reduce all MZVs to those that are Lyndon words and then use the shuffle relations for the further reduction. As most of the computer time is in the substitution of eliminated elements in the master expression, we could save much time, if after using all the stuffle relations we store the result in a giant table (provided the computer has enough memory for this) and continue with only those MZVs of which the index field forms a Lyndon word. This should save roughly a factor D (depth) in the number of MZVs in which we have to make these substitutions, although it goes at the cost of extra table lookups. At the same time it saves much disk space. It creates the need though to split the program in separate runs for each depth because originally we ran all depths in one program with the stuffle and shuffle relations run sequentially for each depth. This means that we should collect the results of the lower depths in terms of tables as well. In all it makes the structure of the program slightly more complicated, but it turned out to be worth it.
A second significant improvement is at the level of TFORM itself. The master expression is organized such that it has brackets and outside each bracket is the MZV, while inside is what it is currently equal to. When we send these terms inside the bracket to different workers and make substitutions on them, it means that cancellations between these terms take place only when the terms from the various workers are combined, i.e. very late in the sorting. We measured for the run at W = 28 that the combined sort files of the workers took more than 300 Gbytes while the output file took only just over 100 Gbytes. This also made it enter a new level of complexity in which the sorting needed an extra stage for which another 300+ Gbytes were needed. In total the program needed almost 800 Gbytes of disk space. By giving TFORM a mode in which it distributes complete brackets over the workers the cancellations took all place inside each worker rather than when the results of the workers were combined. The result is that fewer compare operations are needed and that the combined sort files of the workers take hardly more space than the full output. Also the extra sorting stage was no longer needed. This meant that use of space for the above case would have shrunk to slightly over 200 Gbytes. Together with the first improvement we managed to limit disk space to less than 42 Gbytes. Because this is an improvement in TFORM, all future programs benefit from it automatically.
A third improvement found its origin in the observation that the stuffle relations at a given depth mix only MZVs that have the same indices, albeit in a different order. This means that we can work though those 'families' one by one without having the complete master expression under consideration. Each time a family has been completed, the results can be placed in the tables. Although the part with the stuffle relations uses only a fraction of the CPU time, it was still possible to save more than a day running time by using this method. The added complexity was only moderate.
Another improvement which we did not use in the end is to consider the stuffle operations and use them to transform each MZV 'closer' to a linear combination of Lyndon words. This must be programmed very carefully. In the end we managed to get a version which was faster than the above way of treating the stuffle relations, but because the profit was not very big and the program was more complicated, we did not use it in the final runs.
The first run we made was with the original program that was also used in ref. [3] . This was before all the above improvements were made. At the computer in Karlsruhe 2 this run took 69 days. Then, when we had made the first two improvements we reran the program and the run for D = 8 took 28 days (the combined runs for the lower depths took 40+ hours). As one can see, we did not gain a factor 8 as hoped for when improvement one was made. The extra table substitutions seem to be part of the problem. In addition the substitutions in the Lyndon words seem to be more complex. This is confirmed by the fact that in the first run, the largest size of the master expression was more than 100 Gbytes while in the second run it was slightly under 21 Gbytes which is not a factor 8 as one would hope for initially.
The problem with the run at W = 27, D = 9 was to hold all tables in memory. The Karlsruhe computer, with 32 Gbytes of CPU memory was not up to this task. Fortunately at DESY there was a computer with 8 processors and 96 Gbytes of memory. The completely optimized program was started there and finished 85 days later. The largest need for disk space was twice 35 Gbytes. During the run the program processed more than 3.1 × 10 13 terms. On average this is more than 500000 terms per core per second and, considering the average size of the terms (at least 68 bytes), the sort routines had to process more than 2 Petabytes of information.
We tested the results of the W = 27 run by generating all relevant shuffle relations again and directly substituting the tables generated by the previous runs. All relations collapsed to zero.
Results
Having run the W = 27 and W = 28 programs we can now construct the complete bases for these cases in a 'minimal depth' representation.
Discussion
Considering that the origin of table 18 in ref. [3] is related to pushdowns which could be tested up to weight 21, the fact that the same table describes the structure of the basis elements of the MZVs and was capable of predicting the twofold extended elements at the weights 27 and 28 is a very strong indication that both phenomena are related as was already conjectured in ref. [3] . Unfortunately, due to the current status of computer technology, it is very difficult to use our programs to obtain more results soon. Now is the time for more theoretical contributions, c.f. ref. [9] .
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