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The generation of GHZ states in quantum networks is a key element for the realization of several
quantum information tasks. Given the complexity of the implementation of such generation, it is
not easy to find an unambigous proof for an optimal protocol. Motivated by recent improvements in
NV center manipulation, we present and compare an extensive list of protocols for generating GHZ
states using realistic parameters. Furthermore, in order to establish the goodness of the various
protocols, we test them on a specific application, i.e. conference key agreement. We show that for
an high number of nodes the best protocol is one presented here for the first time.
I. INTRODUCTION
The generation and storage of GHZ states [1] in a
distributed fashion would allow the realization of sev-
eral quantum tasks in quantum networks, namely reduc-
ing communication complexity [2, 3], distributed quan-
tum computation [4–7], quantum repeaters of second and
third generation [11–14], and atomic clock synchroniza-
tion [15]. But it is in quantum cryptography that GHZ
states find their most important applications. Examples
of that are quantum secret sharing [8], anonimous state
transfer [10], and conference key agreement (CKA) [9].
From the experimental point of view, impressive improve-
ments have been done in generating bipartite entangle-
ment in a distributed fashion with NV centers [16, 17],
and trapped ions [18, 19]. It is now possible to generate
bipartite entangled states reaching very high fidelities en-
abling to successfully test nonlocality [20]. However, lit-
tle effort has been done so far for the realization of mul-
tipartite entanglement. This is because the high fideli-
ties reached for bipartite entanglement have been realized
at the cost of very low generation rates. Unfortunately,
working with several parties could only worsen this re-
sult. In a previous work [21], we have investigated how to
generate GHZ states in a quantum network through one
single measurement on ancillary qubits. There, we have
shown that there is an intrinsic bound on the achievable
success probability when one wants to generate entan-
glement in a distributed fashion in one single round. In
the case of bipartite entanglement, this bottleneck can be
overcome through the use of distillation procedures like
the extreme-photon-loss (EPL) protocol [6], that has re-
cently been experimentally realized [22]. Unfortunately,
this happens at the cost of decreasing the fidelity. Hence,
it is of primary importance to investigate different proto-
cols in order to get the best compromise between fidelity
and generation rate. This task is not easely doable since
it is not clear how to evaluate the goodness of such a
compromise. An approach to the issue is to compare the
different protocols in terms of a specific application and
to evaluate the total application rate. Since the appli-
cation rate depends both on the generation rate and the
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FIG. 1. Quantum network architectures. Each node is consti-
tuted by a NV center where one electronic spin (yellow arrow)
and up to five nuclear spins (green arrows) can be stored. In
the case of a) (b)) a linear (circular) architecture is repre-
sented. In both cases the nodes are distributed at a fixed
distance d.
goodness of the multipartite state, it constitutes an un-
ambigous parameter for selecting a successful protocol.
A recent work [23] analyzes conference key agreement
(CKA) in presence of losses and gives an expression for
the asymptotic rate in a fully device-independent sce-
nario. In this paper, we investigate how to generate GHZ
states between nearby nodes through distillation proce-
dures, error correction, and linear optics. The system
we envision is composed by N nodes, each one containing
up to five qubits, even though at most two are neces-
sary. One and two qubit logical operations can be per-
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FIG. 2. Barrett-Kok circuit. An EPR pair is generated be-
tween two distant nodes through two successful consecutive
measurements on ancillary modes. Finally, an X rotation is
applied on one qubit, passing from |Ψ+〉 to |Φ+〉. The two
red star symbol (two red triangle symbol) represents a suc-
cessful Bell measurement over ancillary modes entangled with
the |0〉-levels (|1〉-levels).
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FIG. 3. EPL circuit. An EPR pair is generated between dis-
tant nodes through a distillation procedure. Firstly, two non-
maximally entangled pairs are generated through two distinct
successful Bell measurements. Secondly, CNOT and measure-
ments are performed locally. Finally, an X rotation is applied
on one qubit.
formed locally. The nodes interact between each other
through ancillary photonic modes that are entangled with
the qubit levels. Since the implementable protocols de-
pend on the configuration the nodes are arranged in, we
consider two different architectures, or along a line, or
along a circle. Notice that in the latter configuration
each node is close enough to only two nodes, such that it
is easy for it to generate an entangled pair with each one
of them. Here, we first present and compare eight proto-
cols in terms of fidelity and generation rate in a realistic
scenario, namely NV centers. For linear architectures, we
present six protocols, regrouped in two subsets. One set
(Fig. 4) is composed by protocols that consist in apply-
ing repeatedly the Barrett-Kok (BK)[25, 26] and EPL [6]
bipartite techniques. The other set (Fig. 5) is composed
by all the protocols where, firstly, maximally entangled
pairs are realized between nearby nodes, and, secondly,
error correction is used to generate the final multipar-
tite entangled state. This approach has already been
proposed by Komar, et al. [24]. We, here, further inves-
tigate this possibility varying the way the maximally en-
tangled pairs are generated. For a circular architecture,
we present two protocols (Fig. 6), one already envisioned
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FIG. 4. Circuit diagrams for the linear protocols that are
BK/EPL expansions. Protocol 1: the BK protocol (two
green star symbols) is applied in two subsequently time steps
between neighbouring nodes. Protocol 2: N/2 − 1 success-
ful Barrett-Kok procedures are performed between N/2 EPL
pairs. Protocol 3: a distillation procedure (CNOT and local
measurement) is applied on two non-maximally multipartite
entangled states.
in [21], and a new distillation one. As a term of compar-
ison, we use the minimal required fidelity for asymptotic
CKA [23]. We, furthermore, derive the total asymptotic
rate for CKA for all the reasonable protocols. The results
show that there is a clear trend as the number of nodes
increases. Indeed, for high number of nodes, the circu-
lar protocols reveal to be dozens of orders of magnitude
faster than the linear protocols. The cause of that has
to be sought in the possibility of connecting each node
with other two nodes. As a consequence the number of
probabilistic operations necessary to generate maximally
entangled states is highly reduced. One ends up with
GHZ states low decohered and high generation rates.
II. MODELING NV CENTERS AND LOSSES
In order to evaluate the different protocols in presence
of loss and decoherence we need to contextualize them
choosing a specific system. NV centers are the perfect
candidates for such protocols. In this section, we de-
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FIG. 5. Circuit diagrams for the linear protocols that ex-
ploit bipartite entanglement and error correction. Protocol 4:
CNOTs and measurements are locally applied over (N − 1)
EPL pairs. Protocol 5: CNOTs and measurements are locally
applied over (N − 1) Barrett-Kok pairs. Protocol 6: an error
correction procedure is performed over N/2 Barrett-Kok and
(N/2− 1) EPL pairs.
scribe the error model for NV centers. In the system
that we envision, each node is constituted by an NV cen-
ter. For the sake of simplicity, we assume the number
of nodes N to always be even. For each NV center we
have at our disposal several spins, namely an electronic
spin and up to five nuclear spins [27]. Only the electronic
spin can directly be manipulated and any operation on
nuclear spins is performed through the electronic spin.
We assume that any operation on a single nuclear spin is
not affected by decoherence. When one access the elec-
tronic spin, the nuclear spins undergo dephasing due to
hyperfine interaction between the first and the second
ones [27]. The expression for a dephasing channel on a
density matrix ρ is the following
Ddeph(ρ) =
1 + λ
2
ρ+
1− λ
2
σzρσz, (1)
where λ = e−an quantifies the noise. In the expression
of λ, n is the number of attempts that have been per-
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FIG. 6. Circuit diagrams for circular protocols 1 and 2. Pro-
tocol 1: N successful measurements are performed over N
nodes in a circle. Protocol 2: a distillation procedure consist-
ing on a CNOT and a measurement in each node, is performed
over non-maximally entangled pairs.
formed on the electronic spin, while a depends both on
the attempt of accessing the other qubit in the same node
and the time required for performing the specific opera-
tions. The expression for a is a = a0 + a1tstep[28], where
a0 =
1
2000 per attempt, a1 =
1
3 per second due to the stor-
ing time, and tstep is the time required to perform the spe-
cific step of the protocol. When the decohering nuclear
spin is not stored in a NV center, where one is operating
on the electronic spin, a takes the form a = a1tstep. Each
λ factor must be averaged over the number of attempts,
i.e.
〈λ〉 =
∑∞
n=0 [Psucc(1− Psucc)ne−an]∑∞
n=0 [Psucc(1− Psucc)n]
=
Psucce
a
ea − 1 + Psucc ,
(2)
where Psucc is the probability of success per attempt of
the specific operation, and the sums of the series are per-
formed over all the attemps. In all the protocols the
terms outside the space {|0〉⊗N , |1〉⊗N}, where N is the
number of nodes, are nullified. As a consequence, the
final density matrix ρfinal takes the form
ρfinal =
1
2

1 0 · · · 0 〈λ〉tot
0 0
... 0
...
0 0
〈λ〉tot 0 · · · 0 1
 , (3)
where 〈λ〉tot =
∏
i〈λi〉 is the product between all the fac-
tors 〈λi〉 that cause decoherence during the protocol on
all the spins. The losses in the optical setup are repre-
sented through the total transmittivity η, i.e.
η = ηDpfcpout10
− αdL0 , (4)
4where ηD = 1 is the detector efficiency, pfc = 0.3 is the
frequency conversion efficiency, pout = 0.3 is the NV out-
coupling efficiency, L0 = 20 km is the attenuation length
of the fibres [29], and d is the distance between two neigh-
bouring nodes.
III. FIDELITY AND GENERATION RATE
In order to estimate the goodness of each protocol it is
useful to evaluate the fidelity of the final state for each
protocol with the GHZ state. We, furthermore, compare
the fidelities with the minimal required fidelity for CKA
with the protocol presented in [23]. In the aforemen-
tioned work, the system is affected by depolarizing noise,
i.e.
Ddepol(ρ
qubit) = (1− p)ρqubit + pTr(ρqubit)1
2
, (5)
where p is the noise that affects each spin. The expression
for the fidelity with the GHZ state (see appendix VI) is
FCKA =
1
2
(
1− p
2
)N
+
(1− p)N
2
+
1
2
(p
2
)N
, (6)
where N is the number of nodes. The maximal p for each
N in order to achieve a positive CKA rate is numerically
evaluated in [23]. The fidelity between a GHZ state and
a state in the form of Equ. (3) is
F =
1 + 〈λ〉tot
2
. (7)
the details of both 〈λ〉tot and generation rate for all the
protocols are given in appendix VII and VIII. The fideli-
ties for N = 4, N = 6 and N = 10 as a function of
the distance between the nodes are plotted in Figs. 7.
The minimal fidelity for CKA is the dashed black line.
For N = 4, all the protocols are above the threshold
for some range. However, linear protocols do perform
worse. Specifically, it seems that error correcting proto-
cols present more decoherence. Increasing the number
of nodes, linear protocols 3,4,5, and 6 become useless.
Hence, only linear and circular protocols 1s and 2s are
resistant to decoherence. The rates for only the success-
ful protocols as a function of the distance are plotted in
Figs. 8 for N = 4, N = 6 and N = 10. From the plots, it
is unclear what protocol is the most advantageous among
the several. The linear protocols 4, 5, and 6 are not us-
able when the distance between nodes is above around 30
km. However, the latest consideration does not exclude
that they are the most suitable for a short distance. In-
deed, the linear protocols 4, 5, and 6 have better rates
than the others, but have high decoherence. In the next
section, we are going to discuss how to overcome this
difficulty using the CKA asymptotic key rate.
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FIG. 7. Fidelity for N = 4, 6, and 10 for the different proto-
cols. The fidelity of the final state with the GHZ as a function
of the distance is plotted for all the protocols. The black line
represents the minimal fidelity necessary to implement the
CKA device-independently. For N = 10, linear protocol 3
and 5 have been omitted.
IV. CONFERENCE KEY AGREEMENT RATE
In this section, we calculate the CKA asymptotic key
rate starting from the expression of the fidelity and gen-
eration rate for a given protocol, and analyze it as a func-
tion of the distance between the nodes. The expression
for the CKA asymptotic key rate is [23]
R˜CKA = 1− h
(
1
2
+
1
2
√
MK2N
2N−2
− 1
)
− h(Q), (8)
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FIG. 8. Generation rate for N = 4, 6, and 10 for the different
protocols. The rate of generation RGHZ as a function of the
distance is plotted for all the protocols that have fidelity above
the thresholds.
where h(·) is the binary entropy, MKN is the MABK
value [30–32] in the N-partite case for the dephased GHZ
state, and Q is the quantum bit error rate (QBER). The
QBER is given by the probability of getting a flip error.
Hence, in the case of ρfinal the QBER is 0, i.e. Q = 0.
We have then,
h(Q = 0) = lim
Q→0
[Q log2Q− (1−Q) log2(1−Q)] = 0.
(9)
It can be numerically proven that the MKN violation for
ρfinal (Equ. (3)) is 2
N−1
2 〈λ〉tot. Thus, the CKA asymp-
totic key rate becomes
R˜CKA = 1− h
(
1
2
+
1
2
√
2〈λ〉2tot − 1
)
. (10)
The rate in Equ. (10) must be multiplied by the GHZ
generation rate RGHZ, i.e.
RCKA = R˜CKARGHZ. (11)
The results for N = 4, 6 and 10 as a function of the
distance are shown in Figs. 9. For 4 and 6 nodes, the
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FIG. 9. Application rate for N = 4, 6, and 10 for differ-
ent protocols. The CKA rate is plotted as a function of the
distance between two nodes for all the protocols that have a
sufficient high fidelity. In several cases, CKA rates suddenly
drops to 0 when the dephased GHZ state does not anymore
violate the MABK inequality.
error correcting protocols are the most effective for short
ranges (≈ 40 km and 20, respectively). For longer ranges,
the circular protocol 2 is the fastest one. Concerning the
linear protocols, albeit extremely slow, protocols 1 and 2
still perform.
6V. CONCLUSION
In this article, we have reported of a detailed study
of several protocols for GHZ generation in a quantum
network composed by NV centers. We evaluate the
effectiveness of these protocols through the calculation
of three values, the fidelity, the generation rate, and a
figure of merit that combines both fidelity and generation
rate, i.e. the asymptotic CKA rate. Indeed, the fidelity
and the generation rate are common and widespread
measures of the goodness of any protocol and are easy
to read and interpret for a great audience. However, we
found that such a complex protocol analysis was incom-
plete, since the two observables vary independently from
each other. Testing protocols over a specific application
is not new [33]. What it is new is the extensiveness of
the study, both in the variety of the protocols and the
decoherence analysis. Concerning the protocols, some
of them have been proposed in recent papers [21, 24],
some have partially been readapted from previous work
[25, 26]; finally, only circular protocol 2 is completely
new. In any case, they entirely cover the approaches
so-far envisioned. Concerning the decoherence analysis,
our study differs from all the previous ones, since we have
considered a realistic scenario, including the decoherence
due to waiting time, that reveils to be critical for the
effectiveness of the protocols. The results show that as
the number of nodes increases, the best protocol is the
one proposed for the first time, here. Our interpretation
is that, for the new protocol, the time required for the
generation of the intermediate entanglement is extremely
low, resulting in few decoherence and relatively high
generation rate. However, this is possible only for
circular architectures and not linear. Therefore, there
are doubtless cases when such a protocol can not be
implemented because of the network architecture. In
this instance, the best protocol is the linear protocol 1,
i.e. a protocol consisting of only one round. Moreover
when one focus only on linear architectures, surpris-
ingly, only protocols 1 and 2, protocols with very low
rates, are available. On the contrary, all the protocols
that extensively use distillation and error correction
result to be too noisy for CKA. This counterintuitive
result is a direct consequence of the decoherence due
to the waiting times between bipartite entanglement
generation and the following step. Concerning the
decoherence analysis, few remarks have to be done.
First, it is important to stress that the system might
encounter other decoherence processes, for example
depolarizing channels. Nevertheless, we notice that we
have compared the fidelities with a trademark fidelity
computed for depolarizing noise. In that frame, some
protocols showed to not have enough good fidelities for
some specific distances. We have found the same result
in section IV for the same distances analyzing the CKA
rate. It is, then, our understanding that the qualitative
results do not significantly change depending on the
decoherence nature. Secondly, we do aknowledge that
few sources of decoherence and imperfections have not
been taken into account. Examples are the detector
dark counts, and the unfidelities of one, two qubit logical
ports. Nevertheless, they seem to be of lower impact
on the results and, then, do not affect our conclusion
on the analysis. Further research should be in two
directions. the first is to test how well other quantum
information tasks that exploit multipartite entanglement
perform with these protocols. The second is to focus
on finding new alternative linear protocols that can
improve the applications performance. We want, then,
to conclude saying that our study represents a detailed
and realistic work on GHZ generation that reveils some
misconceptions on the main network noise sources and
proposes a new promising protocol.
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Appendix
VI. CALCULATION OF THE FIDELITY FOR
DEPOLARIZING NOISE
In [23], a depolarizing channel Ddepol(ρ
qubit) acts
on each qubit. The expression of Ddepol(ρ
qubit) is
Ddepol(ρ
qubit) = (1− p)ρqubit + pTr(ρqubit)1
2
, (12)
where ρqubit is the density matrix of a single qubit and p
is the depolarizing factor. The total state ρ˜final is, then
ρ˜final = D
⊗N (|GHZ〉〈GHZ|N ), (13)
where N is the number of nodes. We need to rewrite
ρ˜final in a more explicit way, i.e.
ρ˜final = (1− p)N |GHZ〉〈GHZ|N
+
∑
S∈{0,1}N ,S 6=~0
TrS(|GHZ〉〈GHZ|N )
⊗ 1
2WH(S)
(1− p)N−WH(S)pWH(S)
= (1− p)N |GHZ〉〈GHZ|N
+
∑
S∈{0,1}N ,S 6=~0
|0〉〈0|N−WH(S) + |1〉〈1|N−WH(S)
2
⊗ 1
2WH(S)
(1− p)N−WH(S)pWH(S),
(14)
where WH(S) is the hamming weight of the vector S.
The fidelity with the |GHZ〉 as a function of p is
F = Tr(|GHZ〉〈GHZ|N ρ˜final)
= (1− p)N +
(p
2
)N
+
1
2
∑
S∈{0,1}N ,S 6=~0,~1
1
2WH(S)
(1− p)N−WH(S)pWH(S)
= (1− p)N +
(p
2
)N
+
1
2
N−1∑
k=1
(
N
k
)
(1− p)N−k
(p
2
)N
=
1
2
(
1− p
2
)N
+
(1− p)N
2
+
1
2
(p
2
)N
.
(15)
p is numerically evaluated in [23].
VII. CALCULATION OF THE DEPHASING
FACTORS AND FIDELITIES
In this section, we first derive twelve dephasing terms
〈λi〉 intervening during the protocols in single nodes. Af-
terwards, we report the expressions of all the fidelities for
8the different protocols. In the main text, we derived the
expression for 〈λi〉, i.e.
〈λi〉 = P
i
succe
ai
eai − 1 + P isucc
. (16)
Each 〈λi〉, that depends on P isucc and ai, gives account
of the dephasing of a single nuclear spin involved in the
protocols. Concerning the expression of ai, it depends on
the two terms a0 and a1. a1 gives count of the decoher-
ence of the nuclear spin while it has to be stored, while
a0 represents the decoherence caused by each attempt of
access on the electronic spin in the same NV center. As
a consequence, a0 is not present in a
i when the decoher-
ing nuclear spin is not in a NV center whose electronic
spin is manipulated. In Table 1, we report the different
processes that occur during the protocols, the dephasing
processes connected to them, the P isucc, and the a
i. The
〈λi〉 are reported below,
〈λ1〉 = P
1
succe
a0+a1t1
ea0+a1t1 + P 1succ − 1
, (17)
〈λ2〉 =
N
2 −1∏
l=1
 P 2succea1t2
Hl
(
ea1t2 +
P 2succ
Hl
− 1
)
2 , (18)
〈λ3〉 = P
3
succe
a0+a1t1
ea0+a1t1 + 22−NP 3succ − 1
, (19)
〈λ4〉 =
N
2∏
l=1
 P 2succea0+a1t2(
HN
2
−Hl−1
)(
ea0+a1t2 +
P 2succ
HN
2
−Hl−1 − 1
)

2
,
(20)
〈λ′4〉 =
N
2 −1∏
l=1
 P 2succea1t2
Hl
(
ea1t2 +
P 2succ
Hl
− 1
)
2 , (21)
〈λ5〉 =
N
2 −2∏
l=1
 P 2succea1t2
Hl
(
ea1t2 +
P 2succ
Hl
− 1
)
2 , (22)
〈λ6〉 =
 P 2succea1t2
HN
2 −1
(
ea1t2 +
P 2succ
HN
2
−1
− 1
)

2
, (23)
〈λ7〉 =
N
2 −1∏
l=1
 P 2succea0+a1t2(
HN
2 −1 −Hl−1
)(
ea0+a1t2 +
P 2succ
HN
2
−1−Hl−1
− 1
)

2
,
(24)
〈λ′7〉 =
N
2 −2∏
l=1
 P 2succea1t2
Hl
(
ea1t2) +
P 2succ
Hl
− 1
)
2 , (25)
〈λ8〉 =
N
2 −1∏
l=1
 P 8succea0+a1t1(
HN
2 −1 −Hl−1
)(
ea0+a1t1 +
P 8succ
HN
2
−1−Hl−1
− 1
)

2
,
(26)
〈λ′8〉 =
N
2 −2∏
l=1
 P 8succea1t1
Hl
(
ea1t1 +
P 8succ
Hl
− 1
)
2 , (27)
〈λ9〉 =
N
2 −1∏
l=1
 P 8succea1t1
Hl
(
ea1t1 +
P 8succ
Hl
− 1
)
2 , (28)
〈λ10〉 =
 P 8succea1t1
HN
2 −1
(
ea1t1 +
P 8succ
HN
2
−1
− 1
)

2
, (29)
〈λ11〉 =
N
2 −1∏
l=1
 P 1succea1t1
Hl
(
ea1t1 +
P 1succ
Hl
− 1
)
2 , (30)
〈λ12〉 =
N
2∏
l=1
 P 1succea0+a1t1(
HN
2
−Hl−1
)(
ea0+a1t1 +
P 1succ
HN
2
−Hl−1 − 1
)

2
,
(31)
where Hm is the harmonic number (Hm =
∑m
n=1
1
n ).
The expression of the fidelity is given by F = 1+〈λ〉tot2 ,
with 〈λ〉tot =
∏
i〈λi〉, the product is performed over all
the dephasing processes occuring during each protocol.
9Decoherence Process P isucc tstep
1 Excitation of two electronic spins (|0〉-levels)
and Bell measurement between the 1
4
(4− η)η d
c
+ tprep
photonic modes. Decoherence on a nuclear
spin in the same NV center.
2 Collective dephasing of the EPL pairs
already generated while waiting for the η
2(4−η) 2
(
d
c
+ tprep
)
+ P 1succ(Sg + tCNOT)
generation of the remaining pairs
from 1 to N/2− 1
3 Excitation of N
2
electronic spins (|0〉-levels) (4−η)η
N
2
−1(η2−4η+8)
N
4
−1
2N−2
d
c
+ tprep
and N
2
− 1 Bell measurements between the
photonic modes. Decoherence on a nuclear
spin in the same NV center
4 Collective dephasing of the pairs previously
generated during the generation of N
2
EPL
pairs. Split into the dephasing while one is η
2(4−η) 2
(
d
c
+ tprep
)
+ P 1succ(Sg + tCNOT)
accessing the same NV where the qubits
are stored (4) and while one is accessing the
other NV centers (4’)
5 Collective dephasing of
(
N
2
− 2) EPL pairs
while they are stored waiting for the others η
2(4−η) 2
(
d
c
+ tprep
)
+ P 1succ(Sg + tCNOT)
to be generated.
6 Dephasing of two qubits while
(
N
2
− 1) η
2(4−η) 2
(
d
c
+ tprep
)
+ P 1succ(Sg + tCNOT)
EPL pairs are generated
7 Collective dephasing of (N − 2) qubits
while
(
N
2
− 1) EPL pairs are generated.
Split into the dephasing while one is η
2(4−η) 2
(
d
c
+ tprep
)
+ P 1succ(Sg + tCNOT)
accessing the same NV where the qubits
are stored (7) and while one is accessing
the other NV centers (7’)
8 Collective dephasing of (N − 2) qubits
while
(
N
2
− 1) BK pairs are generated.
Split into the dephasing while one is η
2
2
d
c
+ tprep
accessing the same NV center where the qubits
are stored (8) and while one is accessing
the other NV centers (8’)
9 Collective dephasing of
(
N
2
− 1) BK pairs η2
2
d
c
+ tprep
while they are generated.
10 Dephasing of 2 qubits while
(
N
2
− 1) BK η2
2
d
c
+ tprep
pairs are generated.
11 Dephasing of
(
N
2
− 1) non-maximally 1
4
(4− η)η d
c
+ tprep
entangled pairs while they are generated.
12 Dephasing of N
2
pairs while
(
N
2
− 1)
non-maximally entangled pairs are generated. 1
4
(4− η)η d
c
+ tprep
TABLE I. Decoherence processes. In the table we report the six processes during which nuclear dephasing occurs, as well as
the success probability of each process as a function of the transmittivity η of a single channel, and the corresponding ti.
In the case of the linear and circular protocols 1, both
fidelities are 1, i.e. F l1 = 1, and F
c
1 = 1. The fidelities F
l
i
for the linear protocols are the following
F l2 =
1
2
(
1 + 〈λ1〉N 〈λ2〉
)
. (32)
F l3 =
1
2
(
1 + 〈λ1〉2N 〈λ2〉2〈λ′4〉〈λ4〉
)
, (33)
F l4 =
1
2
(
1 + 〈λ1〉2N−2〈λ2〉〈λ5〉〈λ6〉〈λ7〉〈λ′7〉
)
, (34)
F l5 =
1
2
(1 + 〈λ8〉〈λ′8〉〈λ9〉〈λ10〉) , (35)
F l6 =
1
2
(
1 + 〈λ1〉N−2〈λ5〉〈λ6〉〈λ7〉〈λ′7〉
)
, (36)
The fidelity F c2 for the circular protocol 2 is
F c2 =
1
2
(
1 + 〈λ11〉2〈λ12〉
)
. (37)
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VIII. CALCULATION OF THE GENERATION
TIMES
In this section, we calculate the GHZ generation times
per each protocol. As a first step, we calculate the time
required for successful BK and EPL generation. Let’s fo-
cus on the BK process. The total probability of success is
P 8succ. The BK generation time tBK is given, then, by the
sum of all the times required to perform the procedure
divided by P 8succ, i.e.
tBK =
d
2c + 2tprep + tX
P 5succ
, (38)
where d is the total distance between two nodes, tprep
is the time required to initialize and excite an electronic
spin, and tX is the time necessary to implement an X
rotation. Concerning the EPL method, two probabili-
ties are involved. One is the probability of generating
a non-maximally entangled pair, i.e. P 1succ. The other
is the probability of success performing the distillation
procedure, i.e. 2(4−η)2 . The EPL generation time tEPL is
tEPL =
(
2
(
d
c + tprep
)
P 1succ
+ Sg + tCNOT
)
(4− η)2
2
, (39)
where Sg is the time necessary for swapping the electronic
spin and a nuclear spin, and tCNOT is the time required
for a CNOT gate. All the generation times are derived in
a similar manner. Linear protocol 1 consists in applying
at once (N − 1) times the BK procedure, i.e.
tl1 =
d
c + 4tprep
P 8 N−1succ
. (40)
Linear protocol 2 is equivalent to protocol 1, but N2 BK
procedures are substituted by the generation of EPR
pairs. The generation time is
tl2 =
HN
2
tEPL +
2d
c + 2tprep + tX
P
8 N2 −1
succ
, (41)
where HN
2
is the harmonic number (HN =
∑N
n=1
1
n ).
Concerning linear protocol 3, the two probabilities in-
volved are P 3succ and the probability that the final distilla-
tion procedure succeeds, i.e. 2
N−2
(4−η)2(η2−4η+8)N2 −2
. Thus,
the generation time tl2 is
tl3 =
(4− η)2 (η2 − 4η + 8)N2 −2
2N−2
(
HN
2
tEPL +
d
c
2P 3succ
+ Sg + tCNOT
)
.
(42)
The linear protocol 4 consists in the generation of (N−1)
EPL pairs in two different steps, followed by an error
correction procedure. Hence, we have tl4 be equal to
tl4 =
((
HN
2
+HN
2 −1
)
tEPL + tCNOT
)
. (43)
Linear protocols 5 and 6 are similar to linear protocol 4,
but the maximal entangled pairs are generated through
the BK procedure or a mix between BK and EPL, re-
spectively. The two generation rates are
tl5 =
((
HN
2
+HN
2 −1
)
tBK + tCNOT + 2tX
)
, (44)
and
tl6 =
(
HN
2
tBK +HN
2 −1tEPL + tCNOT + tX
)
. (45)
Concerning the circular protocols 1 and 2, they have
a similar structure of the corresponding linear protocols
and can be derived similarly. Indeed
tc1 =
2N−1
ηN
d
c
+ 2tprep, (46)
and
tc2 =
1
2
(4− η)N
(
2HN
2
(
d
c + tprep
)
P 1succ
+ Sg + tCNOT
)
.
(47)
