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Abstract
For any discrete, torsion-free subgroup Γ of Sp(n, 1) (resp. F−204 ) with no parabolic
elements, we prove that H4n−1(Γ;V ) = 0 (resp. Hi(Γ;V ) = 0 for i = 13, 14, 15) for
any Γ–module V . The main technical advance is a new bound on the p–Jacobian
of the barycenter map of Besson–Courtois–Gallot. We also apply this estimate to
obtain an inequality between the critical exponent and homological dimension of Γ,
improving on work of M. Kapovich.
1 Introduction
Homological vanishing results for lattices Γ in semisimple Lie groups G go back to Selberg,
Weil, Matsushima, S. P. Wang and others; see §7.68 of [Rag72] for a brief history up to
1972. One culmination of that enterprise is Margulis’s theorem (see [Mar91, Cor. IX.5.8])
that H1(Γ;V ) = 0 for any irreducible lattices Γ of G and any finite-dimensional Γ–module
V , provided rankR(G) > 1. Starkov [St02, Thm 2], building on work of many people,
extended this vanishing to lattices Γ in the rank 1 groups Sp(n, 1), n ≥ 2 and F−204 .
The above results are proved using either Hodge theory (or more generally harmonic
maps) or ergodic theory. Since each of these tools requires in a crucial way that the
measure of G/Γ be finite, a new idea is needed if one wishes to extend homology vanishing
to discrete subgroups Γ < G that have infinite covolume.
In this paper we find a different mechanism for homology vanishing and we apply it
to infinite covolume discrete subgroups Γ in Sp(n, 1), n ≥ 2 and F−204 . If M is the locally
symmetric manifold associated to Γ, we construct a smooth map that is homotopic to the
identity on M and contracts p–dimensional volume at every point x ∈M . The existence
of such a map provides a powerful tool for establishing the vanishing of Hp(Γ;V ) for
arbitrary coefficients V ; see Corollary 3.2 below.
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1.1 Results
To state our results, let G be a simple Lie group with rankR(G) = 1; namely, SO(n, 1),
SU(n, 1), Sp(n, 1), or F−204 . These groups are, up to isogeny, the groups of orientation-
preserving isometries of the real, complex, and quaternionic-hyperbolic spaces HnR,H
n
C,H
n
H,
and the Cayley-hyperbolic plane H2O, respectively. Throughout, we let K = R,C,H or
O and set d := dimRK, so that d = 1, 2, 4, or 8. Each K–hyperbolic space HnK is a con-
nected, contractible, negatively curved, symmetric Riemannian manifold of dimension dn
with normalized sectional curvatures between −4 and −1. To any discrete, torsion-free
subgroup Γ < G, we have the corresponding locally symmetric manifold MΓ := H
n
K/Γ.
Note that since HnK is contractible, there is an isomorphism Hi(MΓ;V )
∼= Hi(Γ;V ) for
any coefficient system V . Our main result is the following.
Theorem 1.1 (Homology vanishing theorem). Let Γ be any discrete, finitely-generated,
torsion-free subgroup of Sp(n, 1) or F−204 . Assume that Vol(H
n
K/Γ) = ∞ and that Γ has
no parabolic elements.
(a) If Γ < Sp(n, 1) and n ≥ 2 then for all Γ–modules V :
H4n−1(Γ;V ) = 0. (1)
(b) If Γ < F−204 then for all Γ–modules V :
H13(Γ;V ) = H14(Γ;V ) = H15(Γ;V ) = 0. (2)
The statement of Theorem 1.1 also holds when Γ is cocompact and V is finite-
dimensional; apply Poincare´ Duality to the above results from the first paragraph.
Theorem 1.1 has the following immediate consequence for the homological dimension
hd(Γ) of the groups Γ.
Corollary 1.2 (Homological dimension gap). If Γ < Sp(n, 1) is any discrete, finitely-
generated, torsion-free subgroup with no parabolic elements, then either hd(Γ) = 4n or
hd(Γ) ≤ 4n − 2. Moreover, the value 4n is obtained precisely when Γ is a lattice. Simi-
larly, if Γ < F−204 satisfies the same conditions, then either hd(Γ) = 16 or hd(Γ) ≤ 12.
Moreover, the value 16 is obtained precisely when Γ is a lattice.
We discuss Corollary 1.2 in [CFM-2] in the broader context of “homological dimension
spectrum” of a finitely-generated group.
Remark 1.3.
1. Carron–Pedon [CP04, Cor. 5.6] proved H4n−1(M ;Z) = 0 (reps., H15(M ;Z) = 0)
under the same assumptions as Theorem 1.1.
2. The restrictions on parabolic elements in Theorem 1.1 and Corollary 1.2 are neces-
sary. For example, in Sp(n, 1) (respectively, F−204 ) there is a discrete, torsion-free
nilpotent group Γ of parabolic isometries with Hi(Γ;Q) 6= 0 for each 0 ≤ i ≤ 4n− 1
(respectively, 0 ≤ i ≤ 15). For instance, if G = KAN is the Iwasawa decomposition
of G, then any torsion-free lattice in the simply connected, connected nilpotent Lie
group N provides such an example.
2
3. The statements of Theorem 1.1 and Corollary 1.2 are false for G = SO(n, 1) and
G = SU(n, 1). For example, for each n ≥ 2 there are closed, arithmetic, real-
hyperbolic manifolds with closed, arithmetic, totally geodesic submanifolds of every
codimension. These examples and similar examples in SU(n, 1) are well-known and
will be described in [CFM-2].
4. Li [Li92, Cor. 6.5] proved that any cocompact Γ < Sp(n, 1), n ≥ 2 has a finite index
subgroup Γ′ with H4n−2(Γ′;C) 6= 0.
The proof of Theorem 1.1 uses K–hyperbolic geometry. It builds in a crucial way on
earlier work of Besson–Courtois–Gallot [BCG99], Corlette [Cor90], Gromov [Gro82] and
M. Kapovich [Kap09]. Along the way we obtain new estimates on the barycenter map, as
well as a new inequality between the critical exponent and homological dimension of Γ.
1.2 Vanishing cycles and p–Jacobians
For simplicity, we restrict discussion here to the case Γ < Sp(n, 1) with n ≥ 2. For any
p ≥ 1, the p–dimensional volume distortion of a map F : M → M is measured pointwise
by the p–Jacobian of F at x ∈M and is given by
Jacp(F, x) := sup ‖dFx(u1) ∧ · · · ∧ dFx(up)‖, (3)
where the supremum is taken over all orthonormal p–frames {u1, . . . , up} in TxM and the
norm on Λp(TF (x)M) is the standard norm induced by the Riemannian inner product on
TF (x)M .
The main steps in proving Theorem 1.1 follow an idea of M. Kapovich (see [Kap09]):
Step 1 (Contracting self-map): Construct a self-map F : M →M , homotopic to the
identity, with the property that
|Jacp(F, x)| < 1 for all x ∈M . (4)
The construction of the map F is by far the most subtle and difficult step in the proof.
As we explain in detail below, previously known bounds on |Jacp(F, x)| are insufficient to
establishing (4).
Step 2 (Arbitrarily small (4n − 1)–mass): As described precisely in §3 below, in
any Riemannian manifold M there is a notion of mass ||c||mass of a cycle c representing
any ξ ∈ H4n−1(M ;V ). One can think of ||c||mass as measuring the (4n− 1)–dimensional
volume of c. Applying the self-map F repeatedly gives, by the crucial inequality (4):
lim
n→∞ ||F
n(c)||mass = 0
On the other hand, ξ = [Fn(c)] since F is homotopic to the identity. Hence, ξ can be
represented by cycles of arbitrarily small norm.
Step 3 (Gromov’s Principle): Gromov’s principle (Theorem 3.1 and Corollary 3.2
below) states that for Γ a discrete, finitely-generated, torsion-free subgroup of Isom+(HnK)
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with no parabolic elements, there exists a constant θK,n such that if c is any p–cycle with
||c||mass < θK,n then [c] = 0 ∈ Hp(Γ;V ). Thus ξ = 0, proving Theorem 1.1.
The strategy for Cayley-hyperbolic M is similar. The stronger vanishing comes from
a greater abundance of directions of negative curvature, allowing us to find self-maps F
with |Jacp(F, x)| < 1 for all x ∈M and p = 13, 14, 15.
1.3 The barycenter map
To find the self-map F used in the proof of Theorem 1.1, we apply the barycenter method
of Besson–Courtois–Gallot (see, e.g. [BCG95, BCG99]) to the identity map on M . We
briefly review this construction. LetM1(∂HnK) denote the spaces of (atomless) probability
measures on the visual boundary ∂HnK of H
n
K. The discrete subgroup Γ ⊂ Isom+(HnK)
determines a family of Patterson–Sullivan measures {µx}x∈HnK inM1(∂HnK). The measure
µx encodes the density of points in a Γ–orbit viewed as living in the visual sphere based
at x (see for example Bishop–Jones [BJ97] or Sullivan [Sul79]).
Attached to any measure ν ∈M1(∂HnK) is its barycenter bar(ν) ∈ HnK, which is the
center of mass for the measure measured relative to ν. The point bar(ν) is defined as the
unique point in HnK with smallest ν–average distance to ∂H
n
K where distance is measure
via horospherical level.
For any continuous map f : M → N with non-zero degree between K–hyperbolic
n–manifolds, we can lift f to f˜ : HnK → HnK and then extend f˜ to a continuous map
∂f˜ : ∂HnK −→ ∂HnK. The map ∂f˜ induces a pushforward map(
∂f˜
)
∗
: M1(∂HnK) −→M1(∂HnK).
Composing the above three maps
HnK
µ //M1(∂HnK)
(∂f˜)∗ //M1(∂HnK) bar // HnK ,
we obtain the map F˜ : HnK → HnK defined by F˜ (x) := bar
((
∂f˜
)
∗
(µx)
)
. An essen-
tial feature of both the Patterson–Sullivan and barycenter constructions is that they are
canonical. In particular, F˜ is equivariant with respect to the actions of pi1(M) and pi1(N),
and thus descends to the barycenter map F : M → N homotopic to f .
The critical exponent. An important feature of F is that Jacp(F, x) is amenable to
explicit computation. Jacp(F, x) relates to the dynamics of Γ through the critical exponent
δ(Γ). One of several equivalent definitions of the critical exponent δ(Γ) of Γ is given via
the Poincare´ series
∑
γ∈Γ e
−sd(γp,p) associated to Γ and a fixed basepoint p in HnK. The
critical exponent is defined to be
δ(Γ) := inf
s : ∑
γ∈Γ
e−sd(γp,p) <∞
 .
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The critical exponent δ(Γ) relates to basic invariants of Γ and M . For example it is equal
to the Hausdorff dimension of the conical limit set of Γ (see [BJ97, Thm 1.1]). δ(Γ) also
has an explicit relationship, via harmonic measure, to the lowest eigenvalue λ0(M) of the
Laplacian (see [Cor90, Thm 4.2]). Having introduced the critical exponent, we can now
state the main technical result of this paper.
Theorem 1.4 (The Jacobian bound). If Γ is a discrete, finitely-generated, non-
elementary, torsion-free subgroup of Isom+(HnK) with Vol(H
n
K/Γ) = ∞ and F : HnK/Γ →
HnK/Γ is the barycenter map associated to the identity map, then for any j ≤ min{dn−3, d}
and n > 2, the following holds:
|Jacdn−j(F, x)| ≤ 2
j/2(δ(Γ))dn−j
(dn− j − 2)j(dn+ d− j − 2)dn−2j . (5)
For n = 2, explicit bounds on Jacdn−j(F, x) are given in (35) in the case (d, j) is one of
(2, 1), (4, 1), (8, 1), (8, 2), or (8, 3).
Theorem 1.4 improves, for small j, known bounds for |Jacdn−j(F, x)| for barycenter
maps F . The previously known bounds are not strong enough to deduce any case of
Theorem 1.1 (see Remarks 2.4 and 4.2 below). For a quaternionic-hyperbolic n–manifold
M , Theorem 1.4 yields the estimate
|Jac4n−1(F, x)| ≤
(
δ(Γ)
4n+ 1
)4n−2(√2δ(Γ)
4n− 3
)
(6)
for all x. Corlette’s Gap Theorem [Cor90, Thm 4.4] states that δ(Γ) ≤ 4n when Γ <
Sp(n, 1) is not a lattice. Using this inequality in (6) with some calculus gives the desired
bound |Jac4n−1(F, x)| ≤ Cn < 1. The case H2O is treated similarly.
The subtlety of the upper bound Cn (see (19) for an explicit definition of Cn) given
in (6) can be seen in the following plot of C1, . . . , C34. In contrast to what often happens
with such bounds, the quality of the bound barely improves as n→∞.
Figure 1: The plot of the upper bound sequence Cn derived from (6). Note that Cn < 1
only for integers n > 1, and that Cn decreases extremely slowly as n→∞.
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As another indication of subtlety of the bound, note that if δ(Γ) were equal to 4n+ 1,
then our upper bound for |Jac4n−1(F, x)| would be greater than 1. In particular, the
explicit bounds in [Cor90] (see Theorem 4.1 below) are essential.
The subtlety of this estimate manifests itself in its proof. While the conceptual part
of the proof of Theorem 1.4 is given in §2, it requires the solution of two elementary but
quite involved optimization problems, which we black-box as Propositions 2.2 and 2.3.
While the proofs there are self-contained, due to the computational nature of some parts
we have also provided a Mathematica notebook to assist the reader ([CFM-3]) where all
explicit computations are carried out.
Layout. In §2, we carry out the main part of the proof of Theorem 1.4. In §3, we briefly
review norms on homology groups and Gromov’s philosophy. In §4, we prove Theorem
1.1. In §5, we apply Theorem 1.4 prove an inequality relating the critical exponent
and homological dimension that generalizes an inequality of Kapovich. In §6, we prove
Proposition 2.2 and Proposition 2.3.
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2 The main Jacobian estimate
The goal of this section is to give a proof of Theorem 1.4, which is the main technical
contribution of this paper.
2.1 The barycenter map
In what follows we will adhere to the notation of Besson, Courtois, and Gallot [BCG99].
For a discrete, finitely-generated, non-elementary, torsion-free subgroup Γ of G, in all
that follows, we will denote the associated K–hyperbolic n–manifold by M = HnK/Γ. For
any continuous map f : M → N , where N is a complete K–hyperbolic n–manifold and f
has non-zero degree, Besson–Courtois–Gallot [BCG95, BCG99] constructed a remarkable
map F : M → N homotopic to f , called the barycenter map. We briefly review the
construction of F in a bit more detail than given in the introduction. In what follows, we
use standard results about Patterson–Sullivan measures and refer the reader to Bishop–
Jones [BJ97] or Sullivan [Sul79] (see also [BCG95, BCG99]).
Let M1(∂HnK) denote the space of probability measures on ∂HnK. Consider the linear
functional B : M1(∂HnK)×HnK → R given by
B(ν, x) =
∫
∂HnK
Bξ(p, x)dν(ξ),
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where Bξ(p, x) is the Busemann function associated to the boundary point ξ with base
point p. For any fixed measure ν that is not the sum of two dirac measures, this integral
of convex functions is itself strictly convex. Therefore B(ν, ·) has a unique minimum on
HnK ∪ ∂HnK which is its unique critical point, denoted here by bar(ν).
As mentioned in the introduction, any continuous map f : M → N of nonzero degree
induces a map
(
∂f˜
)
∗
: M1(∂HnK)→M1(∂HnK). We set F˜ (x) = bar
((
∂f˜
)
∗
(µx)
)
, where
µx is the Patterson–Sullivan measure at x on ∂H
n
K associated to Γ. Note that F˜ is well-
defined since µx has full support and is never a pair of atoms, since Γ is non-elementary.
Changing the basepoint p ∈ HnK changes each Busemann function by a constant, and
therefore does not affect the location of the minimum of B(ν, ·) or the map F˜ . Whenever
f˜ is equivariant with respect to an isometry γ, i.e. γf˜(x) = f˜(γx), then the map F˜ is also
equivariant with respect to γ since µγx = γ∗µx and Busemann functions are equivariant.
Hence F˜ descends to give the barycenter map F : M → N of Besson–Courtois–Gallot.
2.2 Estimating the p–Jacobian
In order to better keep track of the domain and codomain, we let N be another copy of
M . We begin by letting F : M → N be the barycenter map associated to the identity
map f : M → N . This assumption on the map is not necessary for the estimates that
follow, although this case is all that is needed for our applications.
Proof of Theorem 1.4. We establish the inequality in four main steps.
Step 1 (Setup): We begin with some setup. In the definition of p–Jacobian (3), as the
space of p–dimensional subspaces of TxM is compact, there is a subspace Ux ⊂ TxM such
that Jacp(F, x) is maximized at Ux with Vx = dFx(Ux). For our estimate of |Jacp(F, x)|,
we have three maps defined by Formula 2.4 in [BCG99]:
h′x : TxM −→ TxM, hx : TF (x)N −→ TF (x)N, kx : TF (x)N −→ TF (x)N.
In our case these simplify to the following:
h′x(u) =
∫
∂HnK
vx˜,ξ 〈vx˜,ξ, u〉 dµx˜(ξ)
hx(v) =
∫
∂HnK
vF˜ (x˜),ξ
〈
vF˜ (x˜),ξ, v
〉
dµx˜(ξ)
kx(v) =
∫
∂HnK
DdF˜ (x˜)Bξ(v)dµx˜(ξ),
where x˜ is a chosen lift of x, and vx˜,ξ is the unique unit tangent vector in Sx˜H
n
K tangent
to the geodesic ray from x˜ to ξ. The second covariant derivative of Bξ can be expressed
in terms of the first covariant derivative of the gradient DdF˜ (x˜)Bξ(v) = ∇v∇F˜ (x˜)Bξ(p, ·).
We have identified the tangent spaces TxM in the base with those of the universal cover
Tx˜H
n
K. Note that hx and h
′
x are identical, except that they are interpreted to be on the
codomain and domain spaces, respectively.
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Step 2 (Estimates from Besson–Courtois–Gallot [BCG99]): For any subspace W
of V and any positive definite, symmetric, linear operator A : V → V , the linear operator
AW := ProjW ◦A|W is also symmetric and positive semidefinite. Moreover, if 〈·, ·〉A is the
bilinear form on V given by 〈v, w〉A = 〈Av,w〉 and 〈·, ·〉A,W is the restriction of 〈·, ·〉A to
W ×W , an elementary argument shows that 〈·, ·〉A,W is the bilinear form associated to
AW . Applying this restriction to the linear maps above gives symmetric linear maps
kx,V : V −→ V, hx,V : V −→ V, h′x,U : U −→ U.
Following [BCG99], we compute det(kx,V ◦ dFx) with respect to orthonormal bases on
U, V , respectively. Formula 2.6 in [BCG99] states the following inequalities:
det kx,V · |Jacp(F, x)| ≤ (δ(Γ))p(dethx,V )1/2(deth′x,U )1/2
≤ (δ(Γ))p(dethx,V )1/2 ·
(
1
pTr(h
′
x,U )
)p/2 (7)
Formula 2.7 in [BCG99] states that Tr(h′x,U ) ≤ 1. Plugging this inequality into the
inequality (7) yields
|Jacp(F, x)| ≤ (δ(Γ))
p(dethx,V )
1/2
pp/2 det kx,V
. (8)
As our aim is to bound the left-hand side of (8), we require bounds on each of the terms
on the right-hand side.
Step 3 (An estimate from linear algebra): The natural involutions on the algebra
K induce involutions on the tangent spaces and hence tangent bundles of HnK. We will refer
to these maps as the K–structure maps and will denote them by τ1, . . . , τd−1. When
K = H, for example, the three structure maps τ1, τ2, τ3 corresponding to multiplication
by i, j,k. Each τi is an isometry of the Riemannian metric at each x ∈ HnK and commutes
with the isotropy subgroup at x. It follows (see, e.g. [BCG99], top of p. 155) that
kx = Id−hx −
d−1∑
i=1
τihxτi.
Given an arbitrary subspace W of V , we have
kx,W = IdW −hx,W +
d−1∑
i=1
(−τihxτi)W . (9)
Since hx is symmetric, positive definite with eigenvalues strictly less than 1, it follows
that for each i ≥ 1, the map −τihxτi is symmetric and positive definite. In particular, so
are each of the mappings −(τihxτi)W . Even though W is not τi–invariant in general, we
can still analyze the situation using work of Fiedler [Fie71]. We refer the reader to the
remark starting on p. 29 of [Fie71] for the justification of the following lemma.
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Lemma 2.1 (Fiedler [Fie71]). If A0, . . . , Ak ∈ M(n,C) are positive semidefinite, Her-
mitian matrices such that the eigenvalues of Aj are given by 0 ≤ α1,j ≤ · · · ≤ αn,j,
then
det
 k∑
j=0
Aj
 ≥ n∏
i=1
 k∑
j=0
αi,j
 .
In order to apply Lemma 2.1 to Equation (9), we need some additional notation. Let
1 ≥ λ1 ≥ · · · ≥ λp ≥ 0 be the eigenvalues of hx,W with p = dimW , and β1 ≤ · · · ≤ βnd be
the eigenvalues of hx on all of TxN ; these are also the eigenvalues of each −τihxτi. The
Courant–Fischer Min-Max Theorem implies
λi ≤ βnd−i+1 (10)
for all 1 ≤ i ≤ d − 1. Since hx is an integral of symmetric, positive semidefinite linear
maps whose eigenvalues sum to 1, the map hx inherits these properties as well. Moreover,
since the measure is not single atom, the eigenvalues are strictly less than 1. In particular,
IdW −hx,W must be positive definite Hermitian.
We can now apply Lemma 2.1 with A0 = IdW −hx,W and Aj = (−τjhxτj)W for each
j = 1, . . . , d − 1. Note that by (9) we have kx,W =
∑d−1
j=0 Aj . Since the ith smallest
eigenvalue of A0 is 1 − λi and the ith smallest eigenvalue of each Aj is βi for j > 0, an
application of Lemma 2.1 gives the inequality
det kx,W ≥
p∏
i=1
(1− λi + (d− 1)βi). (11)
Step 4 (Reducing to two optimization problems): We now consider the problem
of minimizing the right-hand side of (11) as a function of the βi, subject to the constraint
given by the inequality (10). First, we view (11) as a product of the form
∏p
i=1(ai + bi)
with 1 ≥ ap ≥ · · · ≥ a1 ≥ 0 fixed and bi chosen from a fixed set of positive numbers.
We provide an overestimation by pairing the smallest of the ai with the smallest of the
bj . It is straightforward to verify that the minimum occurs when the smallest among the
bi is matched with the smallest among the ai and so on. In particular, the minimum of
the right-hand side of (11) occurs when we choose the smallest possible values for 1− λi,
namely λi = βnd−i+1 and match these with βi for 1 ≤ i ≤ p. As the first nd− p of the βi
will not coincide with any λj , the minimum will occur when βi = 0 for 1 ≤ i ≤ nd − p.
Writing the other βi in terms of λi, we have βi = λnd+1−i for nd − p + 1 ≤ i ≤ nd and
βi = 0 for i = 1, . . . , j. This case corresponds to case when W contains the eigenspaces of
hx corresponding to the p highest eigenvalues and τi exchanges the top nd−p eigenspaces
for W⊥, which happens to be the eigenspace for the lowest possible eigenvalue 0. In
particular, setting W = V and j = nd− p gives√
dethx,V
det kx,V
≤
√
λ1 . . . λp∏p
i=j+1(1− λi + (d− 1)λnd+1−i)
∏j
i=1(1− λi)
. (12)
The next proposition will be our main tool for bounding the right hand side of (12).
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Proposition 2.2 (First optimization). If n ≥ 2, or n > 2 if d = 1, then the maximum
of
f(x1, . . . , xp) =
x1 . . . xp∏p
i=j+1(1− xi + (d− 1)xnd+1−i)2
∏j
i=1(1− xi)2
subject to x1 + · · ·+ xp ≤ 1 is achieved at a point where
x1 = x2 = · · · = xj = σ, xj+1 = xj+1 = · · · = xp = λ
with (p− j)λ+ jσ = 1.
We have relegated the proof of Proposition 2.2 to §6.1 since it only involves elementary
methods. Note that σ and λ must be nonnegative due to the constraint functions being
a sum of nonnegative λi. Applying Proposition 2.2, the maximum for the right hand side
of (12) occurs when λ = λj+1 = · · · = λp, σ = λ1 = · · · = λj , and
(p− j)λ+ jσ = 1. (13)
It now remains to find or estimate the values of λ and σ at the maximum. Inserting
λ, σ into (12) gives √
dethx,W
det kx,W
≤ λ
(p−j)/2σj/2
(1 + (d− 2)λ)p−j(1− σ)j . (14)
We are trying to bound from above the right-hand side of this inequality. We denote this
quantity by P (λ, σ). In the case that j = 0 we have the former solution λ = 1p for the
maximum. Hence we will assume that j ≥ 1, and since we assumed j < d, we also have
d ≥ 2. Together with the assumption that n ≥ 2, we obtain
p = nd− j ≥ 2(j + 1)− j ≥ 3.
Solving for σ in terms of λ in (13) and inserting the result into the right-hand side of (14),
yields an expression with λ as the only variable. We denote the results of this endeavor
by P (λ) = P (λ, 1+(p−j)λj ).
Proposition 2.3 (Second optimization). Whenever
0 ≤ λ ≤ 1, d = 2, 4, 8, 0 < j < d, p = nd− j, and n = 2 when d = 8, (†)
the function
P (λ) =
[
jjλp−j (1− (p− j)λ)j
(j − 1 + λ(p− j))2j(1 + (d− 2)λ)2(p−j)
]1/2
(15)
is bounded by
P (λ) ≤ 2
j/2pp/2
(p− 2)j(p+ d− 2)p−j
except when
n = 2 and j = 1, or n = 2, j = 2, 3 and d = 8. (‡)
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We have bounds for the n = 2, j = 1 and d = 2, 4, 8 cases
P (λ) ≤ 1
2
, P (λ) ≤ (3)
5(
√
13)(
√
37)
(2)3(11)6
, P (λ) ≤ (2)
13(3)7
√
3(7)6(29)7(
√
17)
(5)28(11)14
,
and for the n = 2, d = 8 and j = 2, 3 cases
P (λ) ≤ (3)
6(5)13
(2)22(17)12
, P (λ) ≤ (6
√
6)(5)12(7)5
(167)10
.
As the proof of Proposition 2.3 involves only elementary mathematics, it has been
moved to §6.2. The exceptional cases of the Jacobian estimates are given in (35).
The proof of the theorem is completed by multiplying the estimates in Proposition 2.3
by (δ(Γ))
p
pp/2
.
Remark 2.4. In [BCG99, Thm 1.10 (ii)], Besson–Courtois–Gallot treat the case K = R.
For general K–hyperbolic n–manifolds, that method gives the inequality
|Jacdn−j(F, x)| ≤
(
δ(Γ)
dn− j − 1
)dn−j
. (16)
The upper bound for Jacdn−j(F, x) obtained from combining (16) with Theorem 4.1 is
insufficient for our purposes: it does not yield (4) needed to prove Theorem 1.1. We
obtain the stronger Jacobian bound of Theorem 1.4 by exploiting the directions of neg-
ative curvature −4 that exist when K 6= R. The inequality (16) only uses that sectional
curvatures are bounded above by −1.
Remark 2.5. Recently, Kim–Kim [KK15] and Lafont–Wang [LW15] gave general esti-
mates for p–Jacobians in all real ranks. Those bounds do not suffice for our applications.
3 The mass of cycles
In order to use Theorem 1.4 to prove Theorem 1.1, we need to relate volume to homology.
This topic can be found in Gromov [Gro99, Ch. 4-5].
3.1 Mass with coefficients
Throughout, we set M = HnK/Γ for a discrete, finitely-generated, torsion-free subgroup Γ
of Isom+(HnK). The homology groups Hp(M ;R) can be equipped with norms in several
ways. The norms we use are those utilized by Kapovich [Kap09, §3] and are derived from
a notion of mass used by Gromov [Gro99, 4.15] (see also [Gro82]). The co-mass of a
p–form ω is given by
||ω||co−mass = sup
v1,...,vp
|ω(v1, . . . , vp)| ,
where v1, . . . , vp ranges over all orthonormal p–frames. One defines the mass first on the
class of Lipschitz cycles c : Xp →M , where Xp is the standard Euclidean p–simplex. For
such a map c, the mass is defined to be
||c||mass := sup
{∣∣∣∣∫
c
ω
∣∣∣∣ : ω ∈ Λp(M), ||ω||co−mass ≤ 1} .
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For a Lipschitz p–chain c given by c =
∑r
j=1 βjcj define
||c||mass :=
r∑
j=1
|βj | ||cj ||mass .
Taking the infimum over all representatives then induces a norm on the homology groups:
for ξ ∈ Hp(M ;R), define the mass (or volume) of the homology class ξ by
||ξ||mass = inf {||c||mass : [c] = ξ} .
Kapovich defines these norms in [Kap09, § 3] for homology Hp(M ;V ) with coefficients
in any flat bundle BM associated to any Γ–module V . As noted in [Kap09, p. 2028], the
generalized coefficients make no contribution to these norms.
3.2 A vanishing theorem
The main homological vanishing result that we require can now be stated.
Theorem 3.1 ([Gro99], [Kap09]). If Γ is a discrete, finitely-generated, torsion-free sub-
group of Isom+(HnK) with no parabolic elements, M is the associated manifold for Γ, and
V is a Γ–module associated to a flat bundle over M , then there exists a positive constant
θK,n such that every homology class ξ ∈ Hp(M ;V ) with mass less than θK,n is trivial.
Theorem 3.1 was established by Kapovich [Kap09, Thm 7.1] for real-hyperbolic n–
manifolds. As noted in Remark 6.8 of [Kap09], it is straightforward to extend the proof
to the present setting. For our purposes, we require the following corollary.
Corollary 3.2. Let Γ be a discrete, finitely-generated, torsion-free subgroup of Isom+(HnK)
with no parabolic elements, M is the associated manifold for Γ, and F : M →M a smooth
map that is homotopic to the identity map. If |Jacp(F, x)| ≤ C < 1 for some p ≤ dn and
all x ∈M , then Hp(M ;V ) = 0 for any Γ–module V .
Corollary 3.2 is obtained directly from Theorem 3.1 by applying F a sufficient number
of times to any representative c of a class ξ ∈ Hp(M ;V ) in order to push the mass below
the threshold θK,n. In fact, we only require that nontrivial classes have positive mass.
4 Proof of Theorem 1.1
Before proving Theorem 1.1, we state Corlette’s Gap Theorem [Cor90, Thm 4.4].
Theorem 4.1 ([Cor90]). Let Γ < Isom(HnK) be a discrete subgroup.
(a) If K = H, then either δ(Γ) = 4n+ 2 or δ(Γ) ≤ 4n. The former happens if and only
if Γ is a lattice in Isom(HnH).
(b) If K = O, then either δ(Γ) = 22 or δ(Γ) ≤ 16. The former happens if and only if Γ
is a lattice in Isom(H2O).
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We can now prove Theorem 1.1.
Proof of Theorem 1.1. Let M := (HnK/Γ) be the K–hyperbolic manifold associated to Γ,
let B be the associated flat bundle for a fixed Γ–module V , and F : M →M the barycenter
map associated to the identity. Recall that we are assuming that Vol(M) = ∞ and that
Γ has no parabolic elements.
The case Γ < Isom+(HnH), n ≥ 2. Our goal is to establish that H4n−1(M ;V ) is
trivial. To begin, Theorem 1.4 gives, for n > 2, the inequality:
|Jac4n−1(F, x)| ≤
(
δ(Γ)
4n+ 1
)4n−2(√2δ(Γ)
4n− 3
)
. (17)
Since Vol(M) =∞, Theorem 4.1 gives that δ(Γ) ≤ 4n. Using this inequality in (17) gives
|Jac4n−1(F, x)| ≤
(
4n
4n+ 1
)4n−2(√2 · 4n
4n− 3
)
. (18)
Taking the limit of the right hand side of (18) as n→∞, we obtain:
lim
n→∞
(
4n
4n+ 1
)4n−2(√2 · 4n
4n− 3
)
=
√
2
e
≈ 0.52026009502 < 1.
The sequence
Cn :=
(
4n
4n+ 1
)4n−2(√2 · 4n
4n− 3
)
(19)
is strictly decreasing for all n as the derivative of logCn is negative for all n ≥ 1. At
n = 3, the sequence Cn takes the value
C3 =
(
12
13
)10(√2 · 12
9
)
≈ 0.84690105104 < 1.
It follows that |Jac4n−1(F, x)| < 1 for n ≥ 3. In the exceptional case n = 2, we have, after
an application of Theorem 4.1, the inequality
|Jac4·2−1(F, x)| = (3)
5(
√
13)(
√
37)(δ(Γ))7
(
√
7)(2)3(7)3(11)6
≤ (3)
5(
√
13)(
√
37)(8)7
(
√
7)(2)3(7)3(11)6
≈ 0.8689994123 < 1.
In particular |Jac4n−1(F, x)| < 1 for n ≥ 2. Corollary 3.2 then implies H4n−1(M ;V ) = 0.
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The case Γ < Isom+(HnO). We must prove that Hj(M ;V ) = 0 for any finitely-
generated Γ–module V and j = 13, 14, 15. Since Vol(M) =∞, Theorem 4.1 implies that
δ(Γ) ≤ 16. Using this inequality in Theorem 1.4 gives three inequalities:
|Jac8·2−1(F, x)| ≤ (2)
13(7)6(29)7(
√
17)(16)15
(
√
5)(5)35(11)14
≈ 0.03197831847 < 1
|Jac8·2−2(F, x)| ≤ (3)
6(5)13(16)14
(2)29(7)7(17)12
≈ 0.24892821847 < 1
|Jac8·2−3(F, x)| ≤ (6
√
6)(5)12(7)5(16)13√
13(13)6(167)10
≈ 0.92495456626 < 1.
Corollary 3.2 then implies that Hj(M ;V ) = 0 for j = 13, 14, 15.
Remark 4.2. For n > 2 and j = 2, our estimate for |Jac4n−2(F, x)| in combination with
Theorem 4.1 yields
|Jac4n−2(F, x)| ≤ 2(4n)
4n−2
(4n− 4)2(4n)4n−4 . (20)
The right-hand side of (20) is greater than 2 and so insufficient for proving the vanishing
of H4n−2(M ;V ). Note that Li [Li92, Cor. 6.5] proved that H4n−2(M ;C) is virtually
nontrivial for any closed quaternionic-hyperbolic n–manifold M . The best estimate we
obtain for |Jac8·2−4(F, x)| using our methods gives an upper bound larger than 1. It is
unknown if H12(M ;Q) is virtually nontrivial for a closed Cayley-hyperbolic 2–manifold.
5 Critical exponent versus homological dimension
One of the main results of Kapovich [Kap09, Thm 1.1] is the inequality
δ(Γ) ≥ hd(Γ)− 1, (21)
where Γ < Isom+(HnR) contains no parabolic elements and hd(Γ) is the homological
dimension of Γ. Our next application of Theorem 1.4 is the following inequality.
Theorem 5.1. Let Γ < Isom+(HnK) be a discrete, finitely-generated, torsion-free subgroup
with Vol(HnK/Γ) =∞ and no parabolic elements. If hd(Γ) > dn− d with n > 2, then
δ(Γ) ≥
(
hd(Γ)− 2√
2
)( dn
hd(Γ)
− 1
)
(hd(Γ)− 2 + d)
(
2− dn
hd(Γ)
)
. (22)
Proof. We assume that hd(Γ) > dn−d and set hd(Γ) = dn−j. In particular, Theorem 1.4
is applicable and we obtain
∣∣Jachd(Γ)(F, x)∣∣ ≤ 2j/2(δ(Γ))hd(Γ)(hd(Γ)− 2)j(hd(Γ)− j − 2)dn−2j . (23)
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Inserting j = dn− hd(Γ) into (23) yields
∣∣Jachd(Γ)(F, x)∣∣ ≤ √2dn−hd(Γ)(δ(Γ))hd(Γ)
(hd(Γ)− 2)dn−hd(Γ)(hd(Γ)− 2 + d)2 hd(Γ)−dn .
Corollary 3.2 then implies 1 ≤ ∣∣Jachd(Γ)(F, x)∣∣ and so
1 ≤
√
2
dn−hd(Γ)
(δ(Γ))hd(Γ)
(hd(Γ)− 2)dn−hd(Γ)(hd(Γ)− 2 + d)2 hd(Γ)−dn .
Therefore
(hd(Γ)− 2)dn−hd(Γ)(hd(Γ)− 2 + d)2 hd(Γ)−dn
√
2
dn−hd(Γ) ≤ (δ(Γ))hd(Γ),
and consequently
(
(hd(Γ)− 2)√
2
)( dn
hd(Γ)
− 1
)
(hd(Γ)− 2 + d)
(
2− dn
hd(Γ)
)
≤ δ(Γ).
Although Kapovich stated (21) only for the case K = R, his proof can be extended to
K = C,H and O. Our inequality (22) is more complicated and also requires hd(Γ) to be
sufficiently large. However, combining (22) with some elementary estimates, we see that
for any ε > 0 there exists nε ∈ N such that if n ≥ nε and Γ < Isom+(HnK) satisfies the
assumptions of Theorem 5.1, then
δ(Γ) ≥ hd(Γ)− 2 + d− ε. (24)
In particular, when d > 1 and n is sufficiently large, (22) gives a strictly better lower
bound for δ(Γ) than (21).
6 Solving the two optimizations
In this section we prove Proposition 2.2 and Proposition 2.3. The proofs are self-contained,
but due to the computational nature of some parts we have constructed a publicly avail-
able Mathematica notebook ([CFM-3]) where all explicit computations are carried out in
complete detail.
6.1 Proof of Proposition 2.2
To prove Proposition 2.2, we require a pair of lemmas.
Lemma 6.1. Any maximum point for an objective function of the form
f = f1(x1, . . . , xk)f2(xk+1, . . . , xn)
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with f1 ≥ 0 and f2 ≥ 0 and subject to the constraints
g = g1(x1, . . . , xk) + g2(xk+1, . . . , xn) ≤ 0
and xi ≥ 0 for i = 1, . . . , n occurs at a maximum point for each of the functions fi subject
to xi ≥ 0 and gj ≤ (−1)jσ, j = 1, 2 for some constant σ ∈ R.
Proof of Lemma 6.1. First we consider the problem without the constraints xi ≥ 0 for
i = 1, . . . , n. Using Lagrange multipliers, any critical point of the combined constrained
optimization occurs at a point where ∇f = λ∇g and g ≤ 0 for some value λ ∈ R of the
auxiliary variable. (Note that λ = 0 precisely when g < 0 at the critical point.) This
implies
f1∇f2 + f2∇f1 = λ(∇g1 +∇g2). (25)
By separation of variables, (25) becomes f2∇f1 = λ∇g1 and f1∇f2 = λ∇g2, where the
gradients are with respect to x1, . . . , xk and xk+1, . . . , xn respectively. Therefore setting
λ1 =
λ
f2
and λ2 =
λ
f1
, where f1 and f2 are evaluated at the critical point, we have
∇f1 = λ1∇g1 and ∇f2 = λ2∇g2. Evaluating g1 and g2 at the critical point yields
g1 = −σ and g2 ≤ σ for some value σ ∈ R. In other words, the critical point for
the combined optimization problem occurs at a pair of critical points for the separate
constrained optimization problems.
Adding in the constraints that each xi ≥ 0 amounts to eliminating some critical points
that are no longer admissible, and adding new generalized critical points that occur on
the boundary. The remaining critical points will be critical for the separated constrained
optimizations where we include the constraints that each xi ≥ 0, 1 ≤ i ≤ k and each
xi ≥ 0, k + 1 ≤ i ≤ n, respectively. To check the additional boundary conditions, if one
or more xi = 0, then we apply the same procedure to the objective function with fewer
variables, where the corresponding xi are substituted with 0. By induction, all of the
generalized critical points for the combined optimization are generalized critical points
for the two separated optimizations. Noting that the fi are nonnegative, any maximum
of the combined problem will correspond to a maximum of the pair of objective functions
under the given constraints for some choice of σ since any other values at individual
critical points, for the same σ, will only yield a smaller value of their product.
Using Lemma 6.1, we can split the optimization problem into two smaller-dimensional
optimization problems. In the next lemma, we solve the smaller-dimensional optimization
problem.
Lemma 6.2. Given 0 ≤ σ ≤ 1, suppose that one of the following statements holds:
(a) d = 1 and k ≥ 3 or σ ≤ 2√2− 2 ≈ 0.8284.
(b) d = 2 and k ≥ 4 or σ ≤ 1√
2
≈ 0.7071.
(c) d = 4 and k ≥ 4 or σ ≤ 17
(
1 + 2
√
2
) ≈ 0.5469.
(d) d = 8 and k ≥ 6 or σ ≤ 123
(
3 + 4
√
2
) ≈ 0.3764.
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Then the maximum of
f(x1, . . . , xk) =
√
x1 . . . xk∏k
i=1(1− xi + (d− 1)xk+1−i)
subject to the constraint
g(x1, . . . , xk) =
k∑
i=1
xi ≤ σ and xi ∈ [0, σ] for all i = 1, . . . , k (26)
occurs when
x1 = · · · = xk = σ
k
.
Proof of Lemma 6.2. Note that f , g and the domain [0, σ]k are all invariant under any per-
mutation of x1, . . . , xk if d = 1. If d > 1 then f is only invariant under all permutations of
the pairs xi, xk+1−i for i = 1, . . . , k2 and is also invariant under all exchanges xi ↔ xk+1−i.
Hence the set of points achieving the maximum value also possesses these symmetries as
well. In particular, if the maximum occurs at a unique point in the admissible domain,
then xi =
σ
k for all i as desired.
If any xi = 0 then f = 0 provided either σ < 1 or σ = 1 and k > 3. If σ = 1 and k = 3
and d ≥ 2 then again f = 0. In the remaining k = 3, d = 1, σ = 1 case, then f = 0 unless
two of the three xi approach 0. In that event, the maximum limit on the boundary is
f(x1, x2, 1−x1−x2)→ 1/2 occuring when any two of the xi approach 0 at the same rate.
However, this value is less than the value f(1/3, 1/3, 1/3) =
√
27
64 , and so no maximum
ever occurs at a boundary point of the domain.
It remains to show that a maximum occurs at a unique point in the open admissible
domain of (0, σ)k. We treat the d = 1 case first.
Case 1 (d = 1): Since log is increasing, maximizing f is equivalent to maximizing
log(f2). Setting
H(x) =
x
(1− x)2
and using Lagrange multipliers, we must find the critical point solutions of
∇ logH(xi) = 1
xi
+
2
1− xi = λ (27)
for λ = 0, or for any λ with g = σ, xi = σi for some 0 ≤ σi ≤ σ, and
∑k
i=1 σi = σ. We
also note that the value of λ is independent of i. From (27), we obtain
λx2i + (1− λ)xi + 1 = 0
and thus there are only two such generalized critical points
c±(λ) =
λ− 1±√λ2 − 6λ+ 1
2λ
.
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These are both real and nonnegative only when λ ≥ 3 + 2√2. Also, if only one is positive
and real, then that is the value taken on by each xi which must then be
σ
k . For each i, we
have either σi = c+(λ) or σi = c−(λ). Additionally, we have
∑k
i=1 σi = σ ≤ 1. We assert
that for each i, we must have σi = c−(λ) if either k ≥ 3 or σ ≤ 2
√
2−2. If k ≥ 3, we have
2c−(λ) + c+(λ) =
3(λ− 1)−√(λ− 6)λ+ 1
2λ
. (28)
For λ ≥ 3 + 2√2, we see that (28) is not less than 3(√2− 1) ≈ 1.2426 > 1. As c+ ≥ c−,
we have that
3c+(λ) ≥ 2c+(λ) + c−(λ).
Consequently, we also have 3c+(λ) > 1. As both violate our constraint on σ, we conclude
that for k ≥ 3 all the xi = c−(λ) = σk . In the second case that σ ≤ 2
√
2− 2, we see that
c+(λ) ≥ 2
√
2− 2 for λ ≥ 3 + 2√2. In particular, if c+(λ) occurs for any i, then σ would
exceed this upper bound. Therefore, we conclude that xi = c−(λ) = σk .
Case 2 (d = 2, 4, 8) : For the d = 2, 4, 8 cases we first apply Lemma 6.1 successively,
to show that the maximum occurs at a maximum of
H(xi, xk+1−i) =
xixk+1−i
(1− xi + (d− 1)xk+1−i)2(1− xk+1−i + (d− 1)xi)2
subject to xi + xk+1−i ≤ σi for some 0 ≤ σi ≤ σ and each i = 1, . . . , k2 . The function
H(xi, σi−xi) has two critical points up to the symmetry xi ↔ σi−xi, namely c0(σi) = σi2
and the symmetric pair,
c±(σi) =
σi
2
±
√
σ2i (d
2 + 4d− 4)− 4σi(d− 2)− 4
2d
.
The critical points c±(σi) are real and distinct from c0(σi) only when
σi >
2
(√
2d+ d− 2)
d(d+ 4)− 4 .
We again assert that under the conditions on k and σ in each of these case, the maxima
for each i occur at the critical points c0(σi). To begin, we first observe that
H(c0(σi), c0(σi)) ≤ H(c+(σi), c−(σi))
for
σi ≥
2
(√
2d+ d− 2)
d(d+ 4)− 4 .
When d = 2 or d = 4, we also have
2
(√
2d+ d− 2)
d(d+ 4)− 4 > 1/2. (29)
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As σi ≤ σ ≤ 1, from (29) we see that there can only be at most one of the xi, xk+1−i pairs
that equal c+(σi), c−(σi), and the rest take on values c0(σi), c0(σi). Assuming this pair
occurs at i = 1, for any σ′ with σ1 < σ′ ≤ σ, a straightforward calculation shows that
H(c0(σ
′/2), c0(σ′/2))2 ≥ H(c+(σ1), c−(σ1))H(c0(σ′ − σ1), c0(σ′ − σ1))
for all values of
σ1 >
2
(√
2d+ d− 2)
d(d+ 4)− 4 .
Hence, when k ≥ 4, all the pairs take on values of the form (xi, xk+1−i) = (σi2 , σi2 ) at the
maximum.
When k ≥ 6 and d = 8, we have
2
(√
2d+ d− 2)
d(d+ 4)− 4 >
1
3
,
and so we can have at most two xi equal to the c+ critical point. We have for σ1 +σ2 ≤ σ′
that
H(c0(σ
′/3), c0(σ′/3))3 ≥ H(c+(σ1), c−(σ1))H(c+(σ2), c−(σ2))H(c0(σ′−σ1−σ2), c0(σ′−σ1−σ2))
for all values of
σ1, σ2 >
2
(√
2d+ d− 2)
d(d+ 4)− 4 .
Similarly,
H(c0(σ
′/3), c0(σ′/3))3 ≥ H(c+(σ1), c−(σ1))H(c0(σ2), c0(σ2))H(c0(σ′−σ1−σ2), c0(σ′−σ1−σ2))
for all values of
σ1 >
2
(√
2d+ d− 2)
d(d+ 4)− 4
with σ1 + σ2 ≤ σ′ ≤ σ ≤ 1. Hence we have that the only points that achieve the
constrained maximum satisfy
xi = xk+1−i = c0(σi) =
σi
2
.
Now we will show that all of the σi are the same. When k = 2 we already have x1 = x2,
so we will assume k > 2. Setting xi = xk+1−i, there are only two conjugate generalized
critical points for ∇ logH(x, x) = λ. Namely
c±(λ) =
−2(d− 2)− λ±√12(d− 2)λ+ 4(d− 2)2 + λ2
2(d− 2)λ . (30)
In particular, since (30) is independent of i, these are the only two possible values of σi/2.
In order for c+ and c− to both be potential choices they must both be positive, but that
occurs if and only if d = 8 and −36 + 24√2 < λ < −2. Under these constraints, if k is
even then 2c+ + 2c− > 1. In particular, there cannot be two distinct values of σi.
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If k is odd then there is a single central term in the product f of the form H(xk, xk)
1/2.
Note that the critical points for ∇12 logH(x, x) = λ are simply c±(2λ). For λ < 0, we
have c−(λ) > c+(λ). However, 2c+(λ) + c+(2λ) > 1 when −36 + 24
√
2 < λ < −2. Hence,
for k odd we also cannot have distinct σi, completing the lemma.
With the above lemmas in hand, we can prove Proposition 2.2.
Proof of Proposition 2.2. Using Lemma 6.1 with explicit functions f1 =
x1...xj∏j
i=1(1−xi)2
and
f2 =
xj+1...xp∏p
i=j+1(1−xi+(d−1)xnd+1−i)2
, we apply Lemma 6.2 to f1 with k = j and f2 with
k = p− j = nd− 2j separately. When d = 1, both terms combine and the result follows
from Lemma 6.2. In the case d = 2, 4 and p − j ≥ 4, or d = 8 and p − j ≥ 6, then the
result follows trivially if j = 0 or j = 1 or p− j = 0 or 1. The same holds if both p− j ≥ d
(or p− j ≥ 6 if d = 8) and j ≥ 3. The remaining three cases are when d = 2, 4 or 8 and
p− j = 2, or d = 8 and p− j = 4, or j = 2.
Write σ1 =
∑j
i=1 xi and σ2 =
∑p
i=j+1 xi. In order to apply Lemma 6.2, we must
ensure that σ2 satisfies the constraints for each of the cases d = 2, 4, 8. For any values
x, y ∈ (0, 1),
x
1− x ≥
x
1− x+ (d− 1)y .
Since each of these is monotone increasing in x, the average value of the xi for i < j is
always larger than the average of the xi for i > j, otherwise by decreasing the largest xi
for i > j by a small amount and adding it to the smallest xi for i ≤ j we would obtain an
increase in the objective function f = f1f2. Hence,
σ1 ≥
(
j
p− j
)
σ2.
Moreover since σ1 + σ2 ≤ 1, we have
σ2 ≤ 1− σ1 ≤ 1−
(
j
p− j
)
σ2
or σ2 ≤ p−jp . Recall that p− j = nd− 2j, so σ2 ≤ nd−2jnd−j . If p− j = 2, then
σ2 ≤ 2
2 + j
. (31)
For j ≥ 2, we see that (31) is less than 1√
2
and 17(1 + 2
√
2). In particular, if p− j = 2 and
d = 2 or 4, we can apply Lemma 6.2. If d = 8 and p−j = 2, then j = 8n−2 > 4n contrary
to our hypothesis that j < nd2 . Likewise, if p − j = 4 and d = 8, then j = 8n − 4 > 4n
when n ≥ 2, so again this is contrary to our hypothesis. The remaining case is j = 2 and
p − j ≥ 4. In this case, we have seen that the conditions on σ2 needed for Lemma 6.2
hold (for d = 8, we have p− j ≥ 12) and so by Lemma 6.2 the maximum for the f2 factor
occurs at
xj+1 = xj+2 = · · · = xp = σ2
p− j .
20
Writing σ2 = σ, σ1 = 1 − σ, x1 = x and x2 = 1 − σ − x, the objective function becomes
the two variable function
f(x, σ) =
x((p− 2)σ)p−2(1− x− σ)((d− 2)σ + p− 2)4−2p
(x− 1)2(σ + x)2
The critical points in x are c0 =
1−σ
2 and
c± =
1
2
(
1− σ ±
√
σ2 − 6σ + 1
)
with corresponding values:
f(c0, σ) =
4(σ − 1)2((p− 2)σ)p−2((d− 2)σ + p− 2)4−2p
(σ + 1)4
and
f(c±, σ) =
1
4
(p− 2)p−2σp−3((d− 2)σ + p− 2)4−2p.
However at the maximum of σ in the second case is at the point
σ =
(p− 3)(p− 2)
(d− 2)(p− 1) =
(nd− 5)(nd− 4)
(d− 2)(nd− 3) > 1
when p = nd− 2. In particular the maximum at the second critical point pair in the valid
domain of σ ∈ [0, 1] occurs when σ = 1, or when σ1 = 1 − σ = 0, but then x1 = x2 = 0
when σ1 = 0. The last possibility is when the maximum in x occurs at the first critical
point, but that is when x1 = x2 =
σ1
2 .
6.2 Proof of Proposition 2.3
Proof of Proposition 2.3. First we show that, apart from the exceptional case j = 1,
d = 2, and n = 2, the value of λ at the maximum occurs in the open interval
(
0, 1p−j
)
.
Indeed, we know λ ≥ 0 and (p − j)λ = 1 − jσ ≤ 1. However, at the endpoints we have
P (0) = 0 = P ( 1p−j ), while P is clearly positive in between. When j = 1, d = 2, n = 2,
P (λ) = 12
√
1− 2λ and the maximum 12 occurs at λ = 0.
To find the λ for which P (λ) is maximal, we consider the critical points of P 2(λ) which
are also those of P (λ). Since P is a positive function, the maximum of P and P 2 occurs
at the same critical points. By direct calculation we have
∂P 2(λ)
∂λ
=
(p− j)jj(1− (p− j)λ)j−1λp−j−1Q(λ)
(1 + (d− 2)λ)1+2(p−j)(j − 1 + (p− j)λ)1+2j , (32)
where Q(λ) is the cubic polynomial in λ given by
Q(λ) = p(d− 2)(p− j)λ3 + (j(d− 2− 2j(d− 1)) + p(d(j − 2) + j + 4)− p2)λ2+
(p(2− j)− j(d+ 1) + d− 2)λ+ (j − 1).
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Note that the denominator of (32) is never zero since λ > 0,
(p− j)λ = 1− jσ < 1,
and we are assuming p ≥ j ≥ 1. For the same reason, the numerator of (32) vanishes
precisely when Q(λ) does.
We note that the polynomial Q(λ) is negative as λ tends to −∞, even when d = 2.
At λ = 0, Q(0) = j − 1, which is positive provided j > 1. The first derivative at λ = 0
when j = 1 is Q′(0) = p− 3, which is positive except when n = d = 2 and j = 1. In this
exceptional case, Q(λ) = −2λ2, and therefore the maximum of P (λ) occurs when λ = 0
and σ = 1, as we already showed. In all other cases, there is a root in (−∞, 0). Since
Q
(
1
p−j
)
< 0 and Q is cubic, there is also exactly one root in (0, 1p−j ). Moreover, as Q(λ)
goes from positive to negative around this root, it corresponds to the local, and hence
global, maximum of P (λ).
We further note that every other factor in the numerator and denominator of ∂P
2(λ)
∂λ
remains positive in the interval
(
0, 1p−j
)
and so the sign of the derivative hinges only on
the sign of Q(λ). Moreover, any λ > 0 with Q(λ) < 0 will be larger than the root where
the maximum occurs. At λ = 1p we have, Q
(
1
p
)
= −2(d−1)j2
p2
. This will always be negative
whenever d > 1.
On the other hand, σ = 2p corresponds to λ =
2
p − 1p−j , and we have
Q
(
2
p
− 1
p− j
)
=
j2
(−p2(3d+ j) + 2p(5dj + d− 3j − 2)− 4j(2(d− 1)j + d− 2) + p3)
p2(p− j)2 .
(33)
Under our assumptions on d, j, and n given in (†), the above (33) is never negative, except
in the cases given in (‡). Apart from these special cases, the value of λ which achieves the
maximum of P (λ) lies in the interval (2p− 1p−j , 1p). Therefore the corresponding maximizing
value for σ = 1+(p−j)λj lies in the interval (
1
p ,
2
p).
Since P (λ, σ) is increasing in λ and σ separately, we can use the values λ = 1p and σ =
2
p
in place of the true maximizing values to obtain an over-estimate. That over-estimation
gives the first desired estimate,
P (λ) ≤ P
(
1
p
,
2
p
)
=
2j/2pp/2
(p− 2)j(p+ d− 2)p−j .
For the five special cases enumerated in (‡), we can compute the maxima directly, and
then form rational valued over-estimates as above. When n = 2 and j = 1, the root of
Q(λ) maximizing P is
λ =
2(d− 2)
3 + d(−7 + 3d) +√−7 + d(22 + d(−17 + d(2 + d))) . (34)
We can approximate (34) as follows. For d = 2 we already noted that the maximum
is P (0) = 12 . For the n = 2, d = 4, j = 1 case, this root lies in (
4
37 ,
1
9), so P (λ) <
22
P (19 ,
13
37). For the n = 2, d = 8, j = 1 case, this root lies in (
1
17 ,
12
203), so P (λ) < P (
12
203 ,
3
17).
Similarly, for the n = 2, d = 8, j = 2 case, the first positive root of Q(λ) lies in ( 120 ,
3
50),
so P (λ) < P ( 350 ,
1
5). For the n = 2, d = 8, j = 3 case, the first positive root of Q(λ) lies in
( 120 ,
7
125), so P (λ) < P (
7
125 ,
1
6). These values give all the exceptional estimates completing
the proposition.
Multiplying the exceptional estimates in Proposition 2.3 by (δ(Γ))
p
pp/2
we obtain the Ja-
cobian estimates below:
(n = 2, d = 2, j = 1) : |Jac2·2−1(F, x)| ≤ (δ(Γ))
3
6
√
3
(n = 2, d = 4, j = 1) : |Jac4·2−1(F, x)| ≤ (3)
5(
√
13)(
√
37)(δ(Γ))7
(
√
7)(2)3(7)3(11)6
(n = 2, d = 8, j = 1) : |Jac8·2−1(F, x)| ≤ (2)
13(7)6(29)7(
√
17)(δ(Γ))15
(
√
5)(5)35(11)14
(35)
(n = 2, d = 8, j = 2) : |Jac8·2−2(F, x)| ≤ (3)
6(5)13(δ(Γ))14
(2)29(7)7(17)12
(n = 2 d = 8, j = 3) : |Jac8·2−3(F, x)| ≤ (6
√
6)(5)12(7)5(δ(Γ))13√
13(13)6(167)10
.
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