We study a Markov chain called the mixer chain, swapping tiles placed on a graph.
Introduction

The Mixer Chain
We define the mixer chain on Z as the following process: Start with the graph Z (the integers).
On each vertex v ∈ Z, place a tile (or pebble) marked v. A "mixer" performs a symmetric random walk on the edges of Z. With probability 1/2 it moves to one of the adjacent edges (each with probability 1/4). With the remaining probability of 1/2, the mixer does not leave the edge it currently occupies, but instead swaps the tiles on the vertices adjacent to this edge.
We give a formal definition: Definition 1.1 (Mixer Chain). Let Σ be the set of permutations of Z, and E the edge set of Z. The state space of the mixer chain is E × Σ. The origin of the chain is the state ((0, 1), id) (where id is the identity function on Z).
Given that the chain is at the state ((v, v + 1), π), define the permutation π ′ by π ′ = π(v v+1)
(where (a b) is the transposition of elements a, b).
Ω t 3/4 = ∆(t) = O t 3/4 log 5/4 (t)
Cayley Graphs: Let G be a group and U a generating set for G, such that if x ∈ U then x −1 ∈ U (i.e. U is symmetric). Let D be a distribution on U . Then the Cayley graph C = (G, U ) is the graph with vertex set G and edge set (g, h) ∃u ∈ U h = gu . The random walk C D on C is the process with state space C, and transitions: g → gu with probability D(u), for all u ∈ U .
We remark that the mixer chain can be viewed as a random walk on a Cayley graph. First,
note that E can be viewed as the group Z, each edge corresponding to its left vertex, so we will use v to denote the edge (v, v + 1). Further, E (or Z) can be viewed as a subset of Σ, since v ∈ Z acts on Z by the permutation x → x + v. Given this, we can think of E × Σ as a group through the following action i.e. v acts on Σ by conjugation.) We leave it to the reader to check that this is a well-defined group operation.
For generating sets, we have V = {1, −1} that generates Z (or E). We know that W = (x x + 1) x ∈ Z generates Σ. 1 Let φ = (1, id) so φ −1 = (−1, id), and let ψ = (0, (0 1)).
Set U = φ, φ −1 , ψ . We claim that U generates E × Σ. To show this, it is enough to show that it generates V, W when thought of as subsets of E × Σ. This follows immediately from
Thus, the mixer chain is isomorphic to the Cayley graph
The rate of escape for a similar class of groups has been studied by Revelle [ReD03] and
Erschler [Er01] . They study a semidirect product known as the wreath product, or the lamplighter group. We use similar methods here.
Notation
Let M (t) = (S(t), Σ(t)) denote the state of the mixer chain at time t. For all integers v ∈ Z we define σ v (t) to be the place of the v th tile at time
is the distance of the v th tile from its origin, at time t. S(t) is the edge the "mixer" occupies, so S is distributed like a lazy symmetric walk on the edges of Z (with holding probability 1/2).
We will find it useful to consider the sum
which is a finite sum for any given t. In some sense, X(t) is a measure of the distance to the origin in the chain.
We also denote by N v (t) the set of edges adjacent to σ v (t). Note that this is a random set, changing with σ v (t). We also would like to measure the local time of this set, i.e. the number of times the "mixer" visits this set. Thus, we define L v (t) to be the number of times up to time t that the mixer has visited N v (t):
Here is an instructive example to clarify the notation: Assume that the state of the chain at time t = 10 is M (10) = ((5, 6), (1 2 3)). In this case S(10) = (5, 6) and Σ(10) = (1 2 3), so all tiles except for 1, 2, 3 are on their corresponding vertices, i.e. σ v (10) = v for all v = 1, 2, 3, and thus for these v, X v (10) = 0. For v = 1, 2, 3 we have σ 1 (10) = 2 σ 2 (10) = 3 σ 3 (10) = 1 X 1 (10) = 1 X 2 (10) = 1 X 3 (10) = 2 and so X(10) = 4. Also, in this case
The Rate of Escape
Distance to the Origin
The distance to the origin of the mixer chain, is defined as the distance to the starting state in the underlying graph of the chain. This is the minimal number of transitions needed to bring the chain to the starting position (the mixer at (0, 1) and all tiles at their corresponding vertices).
Since at the origin, X v (t) = 0 for all v, we get that X(t) = 0 is a necessary condition for the chain to be at the origin. Note that at each time step, the mixer can influence two tiles, and thus can decrease X(t) by at most 2. Then, to continue decreasing X(t), it must move to a new edge. So every 2 time steps, X(t) decreases at most by 2. Thus, at least X(t) steps are needed to bring the chain to the origin. Thus, X(t) is a lower bound on the distance to the origin at time t.
An upper bound can be given through the following argument: Since the mixer behaves like a symmetric random walk, with high probability it leaves the interval [ 4t log(t)] only a constant number of times. Also, we will show that the maximal X v (t) is less than 6t 1/4 log 3/4 (t).
But this implies that to bring each tile back to its original vertex, the mixer needs to move at most Ct 1/4 log 3/4 (t) for some constant C > 0. Thus, to bring all tiles back to their original positions O(t 3/4 log 5/4 (t)) steps are needed. This bound will match our lower bound up to poly-logarithmic factors.
We formalize both these bounds in Theorem 2.1.
Main Result
Theorem 2.1. Let ∆(t) be the distance to the origin of the mixer chain at time t. Then there exist constants C 1 , C 2 > 0 independent of t, such that with probability 1 − o(1),
Proof. Theorems 4.2 and 5.1 state that
Thus using Chebychev's inequality with ε = C 2 t 3/4 , we have
This gives the right hand side of the inequality, since ∆(t) ≥ X(t).
For the left hand side, let 
In Corollary 3.4 we prove that
with probability 1 − o(1). Thus, with probability 1 − o(1),
In this section we study the distributions of L v (t) and X v (t).
We show that even though L v (t) is the local time of a random set that is not fixed, it is distributed like the local time of a fixed set. This makes it easy to analyze the distribution of L v , since the distribution of local times of symmetric random walks is well understood.
For X v (t), we show that conditioned on L v (t) it behaves like the range of a random walk.
The Distribution of L v
Recall that N v is the (random) set of edges adjacent to the v th tile, and that L v (t) is the number of visits to N v up to time t.
Lemma 3.1.
Proof. Let R(t) be a symmetric random walk on the edges of Z with holding probability 1/2.
Let B v (t) be the local time of this walk on the edge (v, v + 1), i.e. the number of times the walk visits (v, v + 1) up to time t. We defineB v (t) = B v−1 (t) + B v (t), which is just the number of times the walk visits the set
We will show that L v (t) andB v (t) have the same distribution. To prove this, we define W v (1) to be the first time the mixer visits N v , and V v (1) to be the first time R(·) visits
Now we define W v (s) to be the time of the s th visit of the mixer to N v , and V v (s) to be the time of the s th visit of R(·) to {(v − 1, v), (v, v + 1)}. Let W be the first return time of the mixer to N v , given that it is now in N v . Let V be the first return time of R(·) to
} given that it is now in this set. Note that W, V do not depend on v.
We can write
where W i , V i are independent copies of W, V respectively.
We claim that W and V have the same distribution. This follows from the following analysis:
Given that the mixer is in N v , with probability 1/4 it moves to the other edge in N v , and with probability 1/2 it swaps the tiles on the vertices adjacent to the edge it is currently occupying. Thus Pr[W = 1] = 3/4. With probability 1/4 the mixer leaves N v , and performs a symmetric random walk on the half line until it returns to N v again. Thus, if we define P k to be the probability that a symmetric random walk (with holding probability 1/2) on Z starts at 1 and reaches 0 for the first time after k steps, then Pr[
1)}, with probability 1/4 it moves to the other edge of this set, and with probability 1/2 it just stays on its current edge. Thus, Pr[V = 1] = 3/4. With probability 1/4, R(·) leaves this set, and performs a symmetric random walk on the half line until it returns to {(v − 1, v), (v, v + 1)} again. So for P k defined above,
So we have shown that W and V are identically distributed, and since W v (1) = V v (1), we get that for all s, we have that W v (s) and V v (s) have the same distribution. Here we also wish to note that for v = 0,
Now, note that N v (respectively the set {(v − 1, v), (v, v + 1)}) is visited at least k times up to time t, if and only if the time of the k th visit is at most t. In other words,
Recall thatB v (t) = B v−1 (t) + B v (t), which are the local times of (v − 1, v) and (v, v + 1) in a symmetric random walk. The behavior of local times in the symmetric one dimensional walk is well understood. First note that since our walk has holding probability 1/2, it is equivalent to simple random walk (no holding probability) measured every two steps. Thus if N (t) is the local time of 0 in a simple random walk, then B 0 (t) is distributed like N (2t).
Chung and Hunt ([CH49]) prove that (for t ≥ 50)
where Φ is the distribution function of the normal distribution with mean 0 and variance 1.
Thus
concluding the proof of the lemma. ⊓ ⊔ Corollary 3.2. With L v as above, there exist constants C > 0 and 0 < p < 1, independent of t, such that
Proof. In the proof of lemma 3.1, we have seen that L v has the same distribution asB v = B v−1 + B v . These are local times of a symmetric random walk, and a classical result is the following:
for constants C ′ > 0 and 0 < p < 1 independent of t (a proof can be found in [Er01] ). Since
Recall X v (t) is the distance of the v th tile from its origin at time t, and σ v (t) is the place of the v th tile at time t.
Define inductively T 0 = 0 and
So T i is the (random) first time after T i−1 , at which the v th tile moves. Assume, without loss of generality, that at time T i−1 the mixer is left of the v th tile. Let p i be the probability that the tile moves left at time T i , and q i the probability it moves right at this time. Since at time T i the tile is sure to move, p i + q i = 1.
Assume that ω is some path the mixer takes to move the v th tile left. So the last step in ω is a swap on the left edge of N v . If instead of this last step the mixer moves right and then swaps, the tile will move right (instead of left). Let this augmented path be ω ′ . Then
This gives a correspondence between paths moving the tile left and paths moving the tile right. So we can deduce that p i = 4q i , and thus p i = 4/5, q i = 1/5.
Note that at time T i the mixer will be to the right of the tile, so the probabilities will be reversed for T i+1 (i.e. right with probability 4/5, and left with probability 1/5). Thus if we set T 
as t tends to infinity.
Proof. Fix v and t, and let L = L v (t). Let Sw = Sw v (t) be the number of swaps out of the
where r i are Bernoulli random variables, independent of each other and of L. Thus Sw given L is distributed as B(m, 1 2 ) (i.e. the distribution of the number of successes in m trials with success probability 1/2). Let R(k) be a symmetric random walk on Z with holding probability 17/25. Any symmetric random walk is also a martingale, thus by Azuma's inequality (see [AS00, p. 95]),
Recall the random times T i defined above, and note that
Using all the above we conclude that
Now let 1 ≤ γ ≤ t. Using lemma 3.1,
Taking λ = t 1/4 log t and γ = √ t log t proves the lemma. ⊓ ⊔
Corollary 3.4 (Maximal Displacement).
Pr max
Proof. In the proof of lemma 3.3, plug in
Let A t be the event that X v (t) = 0 for some v ∈ [−α, α], for α = 4t log(t). In the proof of 
proving the assertion, as λ < 4t 1/4 log 3/4 (t). ⊓ ⊔
Expectation
Expectation of X v
We have already seen above that we can think of X v as the range of a symmetric random walk after L v steps. So we expect E[X v (t)] to be on the order of L v (t). This is captured by the following theorem:
Theorem 4.1. There exist constants C 1 , C 2 independent of t, such that
Proof. As in the proof of 3.3, fix v and t, and let L = L v (t). Let Sw = Sw v (t) be the number of swaps out of the L visits to
where r i are Bernoulli random variables, independent of each other and of L.
Note that
So conditioning on L v = k, and summing over all k, we have
Now, recall the following notation from section 3.2: The random times T i , which are the times of the i th movement of the v th tile. Also, T ′ i = T 2i , the even times. Finally recall R(k), the symmetric random walk on Z (with holding probability 17/25). Recall that
Here we need another classical result on random walks, (for a proof see [Sp76] ): There exist constants c 1 , c 2 independent of k, such that
So we conclude that for C 1 , C 2 independent of t
Expectation of X
In this section we give bounds on E[X(t)]. (For the rate of escape of the mixer chain, a lower bound will suffice.)
Theorem 4.2 (Lower Bound). There exists a constant C independent of t such that
Proof. We use the following simple claim:
Proof. Assume the opposite, then 
for some constants C ′ , C ′′ > 0 and 0 < p < 1. Thus, conditioning on the event max
⊓ ⊔ For our purposes we only require a lower bound. We remark that an upper bound on the value of X(t) itself is implied by Theorem 2.1, i.e. with probability 1 − o(1), X(t) = O t 3/4 log 5/4 (t) .
In this section we bound the variance of the random variable X(t). The strategy is to express X(t) as the sum of X v (t), and calculate the covariance of all pairs X v (t), X u (t). This will be done recursively on t.
We will need the following notation:
Recall S(t) as the position of the "mixer" at time t, so S is distributed like a lazy symmetric walk on the edges of Z (with holding probability 1/2). For convenience we will denote by P t (e) = Pr[S(t) = e] for all edges e. S(t) can also be thought of as a random walk on Z + For a given tile (or integer) v, we divide Z as follows:
is the set of edges such that if the mixer swaps at one of these edges, the v th tile is brought farther away from its
will be the set of those edges that swapping on them will bring the v th tile nearer to its origin.
If σ v (t) = v, i.e. the v th tile is not at the integer v (its original position), then there is one edge adjacent to σ v (t) such that swapping at this edge the v th tile will get closer to its origin, and swapping at the other edge will bring the v th tile farther from its origin. So v − will be the set including the former, and v + the latter. (When viewing the mixer as walking on
and v + is the set of both edges adjacent to σ v (t). Now define
So if the mixer swaps, then X v (t + 1) = X v (t) + δ v,t (S(t)).
δ v captures only "local" behavior around v, and as will be seen below, we are also interested in the global behavior of the chain. Thus we will find it convenient to use
which does not depend on v. For our purposes we will only require bounds on c t (e), so observe that for a fixed e, the possible values of c t (e) are −2, −1, 0, 1, 2. This is because e is incident with only two vertices of Z, and for each of these vertices the corresponding δ function gets values of −1, 0, 1. For all other vertices, the δ functions get the value 0.
Now we provide some intuition as to why X(t) should be concentrated around its mean, though in general the X v 's are not. Note that since X v (t) is distributed like a symmetric random walk we cannot hope for its value to be concentrated around the mean. In fact, X(t)
will be concentrated because of the correlations between the different X v 's. Since the mixer spends about 1/2 the time swapping, if it does not move one tile very far, another tile should have been moved far. This intuition will be captured in the calculation by the summation over all v, u ∈ Z, bringing in c t (e) instead of δ v (e).
Theorem 5.1.
Proof. Assume that at time t, S(t) = e. Then with probability 1/2 the mixer moves, so
With probability 1/2 the mixer swaps, so
Thus, for any two v, u ∈ Z,
Thus, multiplying by P t (e) and summing over e,
Using the same calculation with only one random variable, we can also calculate
So multiplying,
This can be used to calculate the covariance
Recall that −2 ≤ c t (e) ≤ 2, so −4 ≤ c t (e)c t (w) ≤ 4 and 0 ≤ [c t (e)] 2 ≤ 4
Thus, v,u 1 2 e P t (e)δ v (e)δ u (e) = 1 2 e P t (e)[c t (e)] 2 ≤ 2 1 4 v,u e P t (e)δ v (e) w P t (w)δ u (w) = 1 4 e,w P t (e)P t (w)c t (e)c t (w) ≥ −1
Summing over all v, u in 1 we then have that var(X(t + 1)) ≤ var(X(t)) + 3 and recursively, var(X(t)) ≤ var(X(0)) + 3t
Now since σ v (0) = v for all v ∈ Z, we get E(X(0)) = var(X(0)) = 0, and so var(X(t)) ≤ 3t ⊓ ⊔ Definition 1.1 can be generalized to arbitrary graphs in the natural way (A mixer performs a random walk on the edges of the graph, and with probability 1/2 swaps tiles at the vertices of the currently occupied edge). The following natural questions arise:
1. Isoperimetric Function: The isoperimetric function of a graph G is defined as follows:
where ∂S is the set of all vertices v ∈ S such that there exists u ∈ S such that (u, v) ∈ E(G). What is the isoperimetric function of the mixer graph of an infinite graph G?
= O log log n log n by taking a set of all permutations supported on an interval of length m. For G = T d n the d-dimensional n sided torus, we conjecture that the mixing time is of order n 2+d log(n).
Return Probabilities:
The mixer chain on Z is obviously transient, but what is the probability that the chain returns to the origin at time t?
5. Our result is based on the second moment method, and we estimate the variance of X(t). We suspect that the actual value of the variance is smaller. What is this value?
