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Zusammenfassung 
Der vorliegende Artikel setzt sich mit der Syntaxtheorie der Generalisier-
ten Phrasenstruktur-Grammatiken (GPSG) auseinander , gibt eine neue for-
male Definition des aktuellen Formalismus aus [Gazdar et al. 1985) an und 
zeigt die mit diesem Formalismus verbundenen Probleme auf. Dariiber hinaus 
wird begriindet , warum der Formalismus nicht effizient implementierbar ist . 
Es wird eine konstruktive Version von GPSG vorgeschlagen , die fiir die rna-
schinelle Sprachverarbeitung (Parsing und Generierung) geeignet ist . Der Ar-
tikel kann gleichzeitig als eine Grundlage fUr Lehrveranstaltungen iiber GPSG 
dienen. 
This article describes the syntax theory of Generalized Phrase Structure 
Grammar (GPSG) , introduces a new formal definition for the formalism de-
scribed in [Gazdar et al. 1985), and reveals the problems connected with this 
formalism. Moreover it is shown why the formalism cannot efficiently be im-
plemented. A constructive version of GPSG is suggested that is suitable for 
parsing and generation . This report may also serve as a basis for lectures 
about GPSG. 
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1 Einfiihrung 
Viele Syntaxformalismen fUr natiirliche Sprachen kodieren linguistisch-theoretische 
Aussagen indirekt. Einfache Phrasenstrukturregeln beschreiben z.B. sowohl Domi-
nanzbeziehungen als auch Prazendenzbeziehungen zwischen Knoten. Damit gehen 
Aussagen tiber Wortstellung (etwa (1)) nicht direkt aus dem Formalismus hervor, 
sondern miissen durch Priifung aller Regeln verifiziert werden. 
(1) Wenn NPs und PPs als Schwestern auftreten, so stehen NPs vor PPs 
Die Theorie der Generalisierten Phrasenstruktur-Grammatiken (GPSG) wurde mit 
dem Ziel entwickelt, linguistische Aussagen iiber Eigenschaften natiirlicher Sprachen 
auf direkte Weise zu kodieren. Die Gesamtheit dieser Aussagen2 bestimmt, welche 
Ausdriicke einer nattirlichen Sprache wohlgeformt sind und welche nicht. Z.B. wird 
die genannte in Phrasenstrukturregeln enthaltene Information in GPSG von Regeln 
verschiedenen Typs reprasentiert, namlich von sogenannten ID-Regeln, die Aussagen 
iiber unmittelbare Dominanz darstellen und von sogenannten LP-Aussagen, die die 
Abfolge von Schwesterknoten beschranken. Mit einer LP-Aussage kann ein sprach-
liches Fakt wie (1) direkt ausgedrtickt werden (2). 
(2) NP ~ PP 
In GPSG gibt es noch weitere Regeltypen. Mithilfe von sogenannten Feature Cooc-
curence Restrictions (FCRs) laBt sich z.B. direkt ausdriicken, daB nur Verben ein 
Tempus haben. Feature Specification Defaults (FSDs) ermoglichen die Kodierung 
von Markiertheitskonventionen (etwa, daB eine NP im Englischen den Kasus Akku-
sativ erhalt, sofern nicht andere Festlegungen entgegenstehen). 
In wohl allen Ersetzungsregelsystemen fiir natiirliche Sprachen lassen sich syste-
matische Beziehungen zwischen Regeln auffinden. Ein bekanntes Beispiel ist die (ver-
bunabhangige) Relation zwischen dem Objekt eines Aktiv-Satzes und dem Subjekt 
eines entsprechenden Passiv-Satzes. In GPSG werden diese und andere Beziehungen 
durch Metaregeln explizit ausgedriickt . 
1 KIT steht fUr Kiinstliche Intelligenz und Textverstehen, NASEY fUr neue Analyse- und Syn-
theseverfahren in der maschinellen Ubersetzung und FAST fUr Funktor-Aryument-Strukturen im 
Transfer. 
2 Sie umfaBt sowohl "universe lIe" als auch einzelsprachspezifische A ussagen. 
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Bestimmte als universell angesehene sprachliche Regularitaten werden mit 
allgemeinen Prinzipien erfaBt, den sogenannten Merkmalinstantiierungsprinzipien 
(MIPs). Sie sehen eine generelle Behandlung u.a. von Kongruenz, Koordination und 
Long- Distance-Phanomenen vor. 
Diese linguistische Beschreibungsebene von GPSG stellt eine Metasprache mit 
eigener Syntax und Semantik dar. Ihre Machtigkeit ist auf die Beschreibung kon-
textfreier Sprachen begrenzt. Eine GPS-Grammatik kann stets auf eine kontextfreie 
Grarrunatik zuriickgefiihrt werden. 
1.1 Autbau der Arbeit 
1m ersten Teil dieser Arbeit wird GPSG aus linguistischer Sicht als Theorie der 
Syntax natiirlicher Sprachen beschrieben. Die wichtigste Grundlage der Diskussion 
bildet das Hauptwerk von GKPS. Zuerst jedoch wird die Entwicklung und der aktu-
elle Stand der linguistischen Forschung im Bereich der GPSG dargestellt. Abschnitt 2 
zieht einige Hauptziige der linguistischen Entwicklung von GPSG nach und fiihrt 
die wesentlichen Elemente des Formalismus aus linguistischer Sicht ein. Dabei wird 
die Theorie von 1982 [Gazdar/Pullum 1982] zugrunde gelegt. AnschlieBend wird die 
Weiterentwicklung in GKPS skizziert und die Unterschiede hervorgehoben. Beide 
Versionen von GPSG spielen eine maBgebliche Rolle fiir Implementationen (vgl. 
Teil II). 
Danach gibt Abschnitt 3 eine kurze, formale Definition einer GPS-Grarrunatik 
gemaB GKPS, indem die Syntax der Regeltypen angegeben und die Verwendung 
der Regeln und Prinzipien durch einen Ableitungsbegriff spezifiziert werden, wie er 
aus der Theorie formaler Sprachen bekannt ist. Dieser Abschnitt vermittelt noch 
keine linguistische Motivation fiir die Definitionen, gibt aber einen komprimierten 
Uberblick iiber die Komponenten von GPSG und einige ihrer formalen Eigenschaf-
ten. Die Definitionen werden bei den nachfolgenden Betrachtungen erganzt. 
Abschnitt 4 enthalt eine ausfiihrliche Beschreibung der meisten Komponenten 
des Formalismus von GKPS, diskutiert linguistisch fragwiirdige Vorgehensweisen 
und zeigt auf, an weIchen Stellen nach Alternativen gesucht werden muB. Dabei 
werden hauptsachlich die Komponenten der Metasprache behandelt, die im zweiten 
Teil im Rahmen des Berliner GPSG-Formalismus (vgl. Abschnitt 6) rekonstruiert 
wurden; namlich komplexe Kategorien, das ID/LP-Format, Metaregeln, FCRs und 
MIPs. Es wird wenig zu den semantischen Ansatzen im Rahmen der GPSG zu sagen 
sein, durchaus aber einiges zu problematischen Aspekten der Schnittstelle zwischen 
Syntax und Semantik. 
Die im ersten Teil formulierte Kritik ruttelt zwar an den Grundpfeilern des 
GPSG-Ansatzes, doch dies bedeutet nicht, daB die Idee der Metasprache als soIche 
untauglich ware. Es bedeutet vielmehr, daB die Anspriiche an die Erklarungsfahigkeit 
der Metasprache realistisch formuliert werden mussen, und das meint: bescheidener. 
Dementsprechend wird im zweiten Teil dieser Arbeit eine Version von GPSG vor-
gestellt, die eine geringere Anzahllinguistischer Generalisierungen ausdriickt, dafiir 
aber fiir die automatische Sprachverarbeitung geeignet ist. 
In Abschnitt 5 werden Eigenschaften der spaten GPSG diskutiert, derentwegen 
eine vollstandige und originalgetreue Implementation praktisch nicht realisierbar 
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ist. Die wesentliche Ursache liegt in der ausschlieBlich deskriptiven Sicht verborgen, 
die die wohlgeformten syntaktischen Strukturen negativ charakterisiert, narnlich als 
diejenigen, die durch die verschiedenen Komponenten des Formalismus nicht ausge-
schlossen werden. Stattdessen wird fUr eine konstruktive Sicht pHidiert, die die wohl-
geformten syntaktischen Strukturen grundsatzlich positiv charakterisiert als dieje-
nigen, die durch die verschiedenen Komponenten des Formalismus erzeugt werden. 
Auf der Grundlage dieser Sichtweise wird in Abschnitt 6 die Implementation der 
wesentlichen Komponenten des Formalismus beschrieben. Der Formalismus bildet 
das linguistische Kernstiick des Berliner GPSG-Systerns (Abschnitt 7), das als Be-
standteil eines MU-Systems konzipiert wurde. Es erlaubt Parsing und Generierung 
mit unterschiedlichen Grarnrnatiken (hier Fragmente fUr Deutsch und Englisch) so-
wie die bidirektionale Verwendung von Grarnrnatikenj d.h. grammatisches Wissen 
ist unabhangig von Verarbeitungsstrategien reprii.sentiert. 
Abschnitt 8 stellt die verwendeten Grarnrnatiken vor. Inwieweit die postulierte 
Unabhangigkeit der Grarnrnatiken vom Verarbeitungswissen im Berliner GPSG-
System verwirklicht ist, untersucht Abschnitt 9. Er diskutiert dariiber hinaus, welche 
grundsatzlichen Probleme sich bei einer bidirektionalen Verwendung von deklarativ 
reprii.sentiertem sprachlichen Wissen ergeben. 
Vor dem Hintergrund der Trennung von grarnrnatischem Wissen und Prozessen 
beschreibt Abschnitt 10 die Interaktion der Lexika mit den Grarnrnatiken. Die Lexika 
wurden als Stammformenlexika implementiert und mit einer separaten Flexions-
bzw. Lemmatisierungskomponente versehen. Urn Ubergenerierung zu vermeiden, 
erfordert dieser Ansatz eine sorgfaltige Abstirnrnung mit der Syntax. 
Der zweite Teil wird durch einen Blick auf andere GPSG-basierte computer-
linguistische Ansatze in Abschnitt 11 abgerundet. Es werden eigenstandige Wei-
terentwicklungen bestirnrnter Aspekte des Formalismus gezeigt, womit jeweils eine 
Vereinfachung unter Inkaufnahme eines gewissen Verlustes an linguistischer Aussa-
gekraft verbunden ist. Dabei wird deutlich werden, daB den Implementationen sehr 
unterschiedliche Zielsetzungen und linguistische Anspriiche zugrundeliegen. 
SchlieBlich diskutiert Abschnitt 12 einen speziellen Aspekt dieses Vergleichs, der 
einen Hauptunterschied zwischen der mittleren und der spaten GPSG reflektiertj 
narnlich die Folgen der Kompilation von GPS-Grarnrnatiken in kontextfreie Gram-
matiken und die der direkten Interpretation der Meta.sprache wahrend der Verar-
beitung. 
1.2 Theorie und Formalismus: Eine BegriffskHirung 
Vorab erscheint mir eine Klarung der Begriffe "Theorie" und "Formalismus" wichtig 
(eine generelle Diskussion und Abgrenzung findet sich in [Shieber 1988]). Unter 
der Theorie verstehe ich die linguistisch begriindete Vorgehensweise zur Erklarung 
(und Vorhersage) sprachlicher Phanomene (z.B. die Trennung von Dominanz- und 
Prazedenzbeziehungen, urn Fakten iiber die Wortstellung in natiirlichen Sprachen 
explizit zu machen). Unter dem Formalismus verstehe ich eine formale Sprache, die 
die Formulierung von theorie-konformen Grarnrnatiken erlaubt (z.B. die Definition 
des ID/LP-Formats und der Wirkungsweise von ID-Regeln und LP-Aussagen). 
Mit einem GPSG-Formalismus sollen die von der GPSG-Theorie behaupteten 
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linguistischen Sachverhalte ausgedriickt werden konnen. 1m Idealfall wiirde der For-
malismus genau die theoretischen Aussagen reflektieren und konnte somit als In-
terpretation der Theorie betrachtet werden. Eine vollstandige Ubereinstimmung 
hat man in nichttrivialen Systemen bisher nicht erreicht. Formalismen konnen i.a. 
mehr ausdrucken, als die Theorie besagt. In GPSG kann man den Formalismus 
miBbrauchen (im Hinblick auf die GPSG- Theorie), indem man z.B. Informationen, 
die durch FCRs ausgedruckt werden, in ID-Regeln kodiert. Der Formalismus ver-
bietet nicht, neue Merkmale zu definieren oder die Wertebereiche von Merkmalen 
erweitern zu dem Zweck, bestimmte Strukturbeschreibungen zu unterbinden. 
Die vollstandige Ubereinstirnrnung zwischen Formalismus und Theorie ist kein 
vorrangiges Ziel mehr, wie sich an den unterschiedlichen Ansatzen zu einer Forma-
lisierung von GPSG zeigt (ein Uberblick findet sich in [Busemann 1990, :114ff]). 
Eleganz der Beschreibung, Effizienz der Verarbeitung und Transparenz der Re-
gelsysteme gehoren zu den wichtigeren Merkmalen. Dies sind Grunde, aus de-
nen Grammatik-Formalismen auch unabhangig von einer bestirnrnten linguistischen 
Theorie bestehen, z.B. Functional Unification Grammar [Kay 1979J oder PATR-II 
[Shieber et al. 1983J . 
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Teil I 
Definition und Motivation von 
GPSG 
2 Zur Entwicklung von GPSG 
Die linguistischen Arbeiten zur GPSG begannen Ende der Siebziger Jahre und er-
wiesen sich als sehr stimulierend in einer Zeit, in der die Entwicklung moderner, uni-
fikationsbasierter Grammatikformalismen (auBer GPSG u.a. LFG [Kaplan/Bresnan 
1982] und Categorial Unification Grammar (CUG) [Uszkoreit 1986c]) rasch voran-
schritt. Noch bevor GKPS erschien, eroffnete Pollard mit seiner Dissertation [Pollard 
1984] bereits neue Perspektiven, die viele Ideen von GPSG aufgreifen und gleich-
zeitig den "Trend zum Lexikon" versUirken, der auf teilweise ahnliche Art durch 
LFG und C(U)G begrundet worden war. Die linguistische Theoriebildung schritt in 
unvermindertem Tempo weiter und fUhrte inzwischen zur Entwicklung von HPSG 
[Pollard/Sag 1987]. Gleichzeitig wurden aufgrund von GKPS Erweiterungen und 
Verbesserungen des GPSG-Formalismus vorgeschlagen, die sehr viele Ideen aus-
bauen, die in GKPS nur angedeutet sind. Zu keiner Zeit gab es also eine Art stabiler 
Plattform, die GPSG als ausgereifte Theorie mit langfristigem Bestand prasentiert, 
so wie dies sehr lange durch die grundlegende Arbeit von Kaplan und Bresnan zu 
LFG der Fall war.3 
Die Anfange der Arbeiten zu GPSG in den spaten Siebziger Jahren entstan-
den parallel zu der Entwicklung der Transformationsgrammatik (TG) in Richtung 
auf die Government-Binding-Theorie (GB), die sich durch eine Beschrankung der 
Transformationskomponente auszeichnet. GPSG vollzieht einen radikaleren Bruch 
und verzichtet ganz auf Transformationen. Die rigide Beschrankung der genera-
tiven Kapazitat von GPSG auf kontextfreie Sprachen ermoglichte den Nachweis, 
daB Transformationen fUr die Beschreibung vieler sprachlicher Phanomene nicht 
zwingend notwendig sind. Zudem hoffte man, so die bekannten, mathematischen Ei-
genschaften kontextfreier Grammatiken und der entsprechenden Parsingalgorithmen 
ausnutzen zu konnen.4 Die Arbeit an GPSG weist einen im Vergleich zu anderen 
linguistisch motivierten Theorien ungewohnlich hohen Grad der Formalisierung auf 
und stimulierte daher die Untersuchung mathematischer Eigenschaften naturlicher 
Sprachen. 
GPSG ist, anders als TG, eine monostratale Theorie. GKPS versuchen zu zeigen, 
daB eine Ebene der syntaktischen Reprasentation genugt, urn eine Reihe komple-
xer sprachlicher Phanomene zu beschreiben, die in TG-Ansatzen auf verschiedenen 
Ebenen getrennt behandelt werden muBten. 
3Die Schattenseite einer solchen Stabilitat ist ihre offensichtliche Selbstverstarkung; beim ge-
genwartigen Stand der linguistischen Theoriebildung konnte sich Ekklektizismus (wie in HPSG) 
als innovativer erweisen ais ein Verharren im Paradigma. 
4Diese Hoffnung ist grundsatzlich unberechtigt, denn kontextfreie generative Kapazitat garan-
tiert nicht die Existenz eines effizienten Verarbeitungsverfahrens (Niiheres hierzu foIgt in Ab-
schnitt 5) . 
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[Evans 1987] verweist auf eine Anzahl erster, miteinander noch inkompatibler 
Ideen, die er als "fruhe GPSG" kennzeichnet [Gazdar 1980, Gazdar 1981b, Gazdar 
1981a, Gazdar/Sag 1981, Gazdar 1982, Gazdar et al. 1982]. Eine erste Formalisie-
rung der gesamten Theorie, der "mittleren GPSG", wird in [Gazdar/Pullum 1982] 
beschrieben. Abschnitt 2.2 skizziert die wesentlichen Komponenten dieses Ansatzes. 
Die "spate GPSG" wird durch GKPS reprasentiert und von dem mittleren Ansatz 
in Abschnitt 2.3 abgegrenzt. Einen Ausblick auf die aktuellen, lexikon-zentrierten 
Entwicklungslinien gibt Abschnitt 2.4. 
2.1 Zur Beschreibung natiirlicher Sprachen mit kontext-
freien Grammatiken 
DaB natiirliche Sprachen kontextfrei beschreibbar seien, widersprach der zu An-
fang der GPSG-Entwicklung vorherrschenden Meinung, die sich auf die Behandlung 
einer Reihe sprachlicher Phanomene griindete wie z.B. Subjekt-Verb-Kongruenz, 
Konstruktionen mit respectively, englische Komparative, hollandische infinitivische 
Verbalphrasen, such that-Konstruktionen usw. Alle damals bekannten Argumente 
dieser Art wurden in [Pullum/Gazdar 1982] diskutiert und entweder formal oder 
empirisch widerlegt. Damit war der Weg frei fUr die Verwendung kontextfreier Be-
schreibungsmodelle fUr grofiere Fragmente zahlreicher natiirlicher Sprachen. 
Das Ergebnis war provozierend genug, so daB die Diskussion fortgesetzt wurde, 
und nunmehr, da sich der Staub ein wenig gelegt hat, kristallisieren sich einige wenige 
Phanomene heraus, die tatsachlich nicht kontextfrei beschreibbar zu sein scheinen. 
Nach [Gazdar/Pullum 1985] gibt es fur den Fall uberkreuzweiser Abhangigkeiten 
bei infinitivischen VPs des Ziircher Dialektes einen iiberzeugenden Beweis [Shieber 
1985]. 
Welche Folgerungen sind hieraus zu ziehen? Zunachst einmal ist GPSG offen-
sichtlich zu schwach fUr eine Syntax des Ziirich-Deutschen (und moglicherweise fUr 
die Beschreibung einer Reihe weiterer Phanomene, von denen noch prazise zu bewei-
sen ware, daB sie nicht kontextfrei beschreibbar sind). Dies bedeutet andererseits, 
daB von fast allen natiirlichen Sprachen keine syntaktischen Phanomene bekannt 
sind, die nicht mit GPSG beschrieben werden konnten. 
Die Frage steht jedoch im Raume, welche Klasse von Grammatiken denn gerade 
ausreicht, urn natiirliche Sprachen zu beschreiben. Die sogenannten schwach kon-
textsensitiven Grammatiken [Joshi 1986] erlauben die Behandlung der genannten 
iiberkreuzweisen Abhangigkeiten und zeichnen sich durch ein beschranktes Langen-
wachs tum der Ableitungen aus. Sie haben jedoch nicht die Machtigkeit kontext-
sensitiver Grammatiken. Formalismen fUr schwach kontextsensitive Grammatiken 
sind Tree Adjoining Grammars [Joshi et al. 1975, Joshi 1985] und Head Grammars 
[Pollard 1984]. 
Untersucht werden in diesem Hinblick auch Indexed Grammars [Aho 1968], die 
ebenfalls geringere Machtigkeit als kontexsensitive Grammatiken haben, aber mach-
tiger sind als schwach kontextsensitiv (vgl. [Gazdar 1985]). 
Es scheint mir, als werde der Frage, ob ein syntaktisches Phanomen in einem 
bestimmten Rahmen beschrieben werden kann, zu viel Bedeutung beigemessen und 
stattdessen die Frage vernachlassigt, wie einfach es darin modelliert werden kann. 
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Es ist ganz offensichtlich, daB die letzte Frage von viel entscheidenderer praktischer 
Bedeutung ist [Shieber 1988]. Die direkte Explizierbarkeit sprachlicher Fakten ist 
gerade ein Grund fUr die Entwicklung derMetasprache in GPSG. 
2.2 Der indirekte, metagrammatische Ansatz 
Die mittlere, metagrarnmatische GPSG definiert eine kontextfreie Grammatik, die 
wiederum-auf bekannte Weise-eine Menge von Endketten beschreibt. Diesen An-
satz mochte ich nach [Evans 1987] als indirekt bezeichnen. In der spat en GPSG wird 
keine kontextfreie Grammatik definiert, sondern es werden Kriterien fur die Zulassig-
keit von Baumen angegeben. Die Strukturbeschreibungen fur Endketten werden so-
mit direkt definiert. 
In keinem Fall wird eine kontextfreie Grarnmatik zur Beschreibung naturlicher 
Sprachen direkt verwendet, denn die linguistische Aussagekraft solcher Grarnma-
tiken ist geringer als z.B. die transformationeller Ansatze, da eine Klassifikation 
von Teilrnengen der Regeln zur Beschreibung sprachlicher Phanomene irnmer nur 
willkurlich erfolgen kann und nicht aus der Grammatik selbst hervorgeht. 
Aus diesen Grunden war die fruhe und mittlere GPSG als metagrammatische 
Theorie konzipiert , die auf einer abstrakten, metagrammatischen Ebene unter-
schiedliche Generalisierungen uber Grammatikregeln explizit beschrieb. Von der 
metagrarnmatischen Ebene wurde eine Abbildung in Phrasenstruktur-Regeln (PS-
Regeln) und damit in die Objektgrammatik definiert. Auf diese Weise stellte die 
(unverminderte) Komplexitat der Objektgrarnmatik linguistisch kein Problem mehr 
dar, denn die interessierenden theoretischen Aussagen erfolgten auf der Metaebene. 
2.2.1 Komplexe Kategorien, Extension und U nifikation 
Eine wichtige Eigenschaft von GPS-Grammatiken ist die interne Struktur ihrer Ka-
tegorien, die sie von normalen kontextfreien Grammatiken, die monadische Kate-
goriensymbole haben, unterscheiden. Andere Komponenten (Regeln) konnen auf 
Teile dieser Struktur Bezug nehmen. Die Struktur ist aus Merkmal-Wert-Paaren 
aufgebaut, wobei Merkmalwerte wiederum komplexe Strukturen sein durfen. Urn 
die Menge der Kategorien endlich zu halten, darf ein Merkmalname niemals im 
zugehorigen Merkmalwert enthalten sein. 
Kategorien konnen, mussen jedoch nicht vollstandig spezifiziert sein, d.h. zu 
jedem Merkmal der Grammatik eine Spezifikation enthalten. Die Moglichkeit, auf-
grund unterspezifizierter Kategorien Regeln zu definieren, stellt einen wesentlichen 
Vorteil komplexer Kategorien dar. Die monadischen Kategorien N, V, A und P las-
sen sich in Anlehnung an [Chomsky 1970] dekomponieren mithilfe zweier binarer 
Merkmale n und v. Auf diese Weise kann z.B. durch eine Kategorie, die nur (v : +) 
enthalt, sowohl auf V als auch auf A Bezug 'genornmen werden. Mehr noch, diese Ka-
tegorie umfaBt zusatzlich VP, AP und Sj sie ist also stark unterspezifiziert. Fur eine 
eindeutige Beschreibung einer der genannten Kategorien muBten weitere Merkmale 
spezifiziert werden. Die vorliegende Beziehung von wenig spezifizierten zu starker 
spezifizierten Kategorien wird mithilfe des Begriffs der Extension definiert: Die Ex-
tension einer Kategorie C ist eine Kategorie, die mindestens alle Spezifikationen aus 
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II (n : +) (n: -) 
(v: +) A V 
(v: -) N P 
Abbildung 1: Merkmalspezifikationen zur Beschreibung von N, V, A und P 
C enthalt. Starker spezifizierte Kategorien sind oft durch Unifikation gegeben: Die 
Unifikation entspricht (in der mittleren GPSG) der Vereinigung zweier Kategorien, 
wenn es zu diesen eine gemeinsame Extension gibt. 
2.2.2 Feature Cooccurrence Restricions und Feature Coefficient De-
faults 
In GPSG konnen Aussagen tiber die innere Struktur von Kategorien formuliert wer-
den. In Anlehnung an die Markiertheitskonventionen der Generativen Phonologie 
(Gazdar und Pullum zitieren [Chomsky/Halle 1968, Kap. 9]) werden Beschrankun-
gen der in einer Kategorie zugelassenen Kombinationen von Merkmalspezifikationen 
definiert. Die Feature Cooccurrence Restrictions (FCRs) zeichnen legale Kategorien 
aus. Nur legale Kategorien dtirfen die Knoten im Phrasenstrukturbaum etikettieren. 
Die Feature Coefficient Defaults, die in der spaten GPSG Feature Specification 
Defaults (FSDs) genannt werden, verlangen das Auftreten bestimmter Merkmal-
Wert-Paare, wenn das Merkmal nicht bereits aus anderen Grtinden spezifiziert ist. 
2.2.3 Das ID /LP-Format 
A us Beziehungen zwischen den komplexen Kategorien werden die Regeln gebil-
det. Anstelle von PS-Regeln, die sowohl Information tiber unmittelbare Dominanz 
(zwischen Mutter und Tochtern) als auch tiber lineare Prazedenz (zwischen Schwe-
stern) enthalten, ermoglicht das ID/LP-Format (Immediate Dominance/Linear Pre-
cedence) die Trennung dieser Informationen und damit deren explizite Kennzeich-
nung in der Metagrammatik. ID-Regeln spezifizieren eine Mutterkategorie (linke 
Seite) und eine Multimenge von Tochterkategorien, tiber deren Abfolge in Phra-
senstrukturbaumen sie nichts aussagen. LP-Aussagen legen Beschrankungen tiber 
die Reihenfolge von Schwester-Kategorien fest. Mithilfe einer LP-Aussage konnen 
Generalisierungen tiber die Konstituentenabfolge in unterschiedlichen ID-Regeln ex-
plizit gemacht werden, die in kontextfreien Grammatiken nicht ausgedrtickt werden 
konnen. Ein praktischer Vorteil des ID/LP-Formats liegt in der Regelersparnis bei 
Sprachen mit relativ freier Wortstellung, fUr die einfach weniger Regeln anzugeben 
sind. 
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Die Verwendung des ID/LP-Formats macht eine wichtige Annahme uber die 
Grammatiken, namlich die der Konstanz der Konstituentenordnung (Exhaustive 
Constant Partial Ordering; kurz: ECPO-Eigenschaft). Wenn eine kontextfreie Gram-
matik G zwei PS-Regeln enthalt, in denen zwei Tochter A und B auftreten, jedoch 
abhangig vom Vorkommen weiterer Tochter in unterschiedlicher Reihenfolge, so laBt 
sich zu G keine stark aquivalente ID/LP-Grammatik angeben.5 
2.2.4 Lexikalische Subkategorisierung und Metaregeln 
Davon ausgehend, daB Verben (und andere Lexeme) festlegen, welche syntaktischen 
Kategorien sie su bkategorisieren, werden ID-Regeln, die praterminale Kategorien 
einfUhren, als Satzbaumuster verwendet, indem die vom Lexem subkategorisierten 
Kategorien als Schwestern der praterminalen Kategorie auftreten. Das Satzbaumu-
ster ist durch eine Spezifikation des Merkmals subcat an der praterminalen Kategorie 
gekennzeichnet. 1m Lexikon sind Kategorien, wenn sie andere Konstituenten subka-
tegorisieren, ebenfalls fUr subcat spezifiziert. Man kann dies am besten als Zeiger 
auf die ID-Regeln verstehen, die die entsprechenden praterminale Kategorie, d.h. 
Klassen von Lexemen, einfUhren. 
Ahnlich wie in GPSG Beziehungen zwischen Kategorien ausgedruckt werden 
konnen, lassen sich auch Relationen zwischen ID- Regeln explizit machen. Beispiels-
weise konnen passivierbare transitive Verben auch in dem entsprechende Satzbau-
muster fUr Passivsatze auftretenj es besteht eine systematische strukturelle Bezie-
hung zwischen den ID-Regeln, die Aktiv- und Passivkonfigurationen bilden. Diese 
Beziehungen werden mithilfe von Metaregeln beschrieben, die Funktionen von ID-
Regeln in (Mengen von) ID-Regeln sind. Es wird sichergestellt, daB der AbschluB 
der ID-Regeln unter Metaregel-Anwendung endlich ist (vgl. Abschnitt 4.4) . 
2.2.5 X-Bar-Syntax und Head-Feature-Konvention 
Kennzeichnend fUr GPS-Grammatiken ist die Verwendung einer X-Bar-Syntax 
[Chomsky 1970, Jackendoff 1977]. Die in [Gazdar/Pullum 1982] verwendete Ver-
sion der X-Bar-Theorie geht von drei phrasalen Ebenen aus, die durch numerische 
Werte des Merkmals bar gekennzeichnet werden (0, 1, 2). 
Innerhalb einer ID-Regel ist es moglich (und gewohnlich der Fall), daB die Mutter 
und eine oder mehrere Tochter dieselben Spezifikationen fUr n und v haben. Diejenige 
unter diesen Tochtern mit dem kleinsten bar-Wert, der kleiner oder gleich dem bar-
Wert der Mutter ist, wird iiblicherweise Head genannt. 
Diese Auszeichnung vor anderen Tochtern ist niitzlich, da Mutter und Head (un-
abhangig von ihrer jeweiligen Spezifikation fUr n und v) viele weitere Eigenschaften 
teilen. In GPSG druckt sich dies in der gleichen Spezifikation weiterer Merkmale an 
Mutter und Head aus. 
Diese Kospezifikation wird auf der metagrammatischen Ebene durch das Merk-
malinstantiierungsprinzip Head Feature Convention (HFC, [Gazdar et al. 1982]) er-
reicht. Eine ID-Regel genugt der HFC, wenn ihre Mutter und ihr Head beziiglich 
einer Menge von Head-Merkmalen iibereinstimmen. 
5Siehe Abschnitt 4.3 fUr weitere Diskussion. 
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Durch HFC als universelles Prinzip wird eine weitere Generalisierung erreicht, 
die mit PS-Regeln nicht darstellbar ist. 
2.2.6 Das Control-Agreement-Prinzip 
Auf der Grundlage des Control-Agreement-Prinzips (CAP) wird angestrebt, die 
Kongruenzbeziehungen in natiirlichen Sprachen zu erkHiren. Kongruenz HiBt sich, 
iibereinzelsprachlich gesehen, nicht an bestimmten syntaktischen Kategorien oder 
Merkmalen festmachen, sondern muB unter Beriicksichtigung semantischer Eigen-
schaften beschrieben und erklart werden. Ausgehend von einem oberflachennahen 
Semantikkonzept mit Funktor-Argument-Beziehungen postulieren Gazdar und Pul-
lum 
• Funktoren konnen mit nominalen Argumenten kongruieren 
und berufen sich dabei auf Edward Keenan [Keenan 1974]. WeIche Funktoren 
tatsachlich an Kongruenzrelationen beteiligt sind, variiert von Sprache zu Sprache. 
Der GPSG-Ansatz verallgemeinert Keenans semantisch motiviertes Prinzip und 
folgt Bach und Partee [Bach/Partee 1980], indem anstelle der Explizierung der 
Funktor-Argument-Verhaltnisse der Begriff der Kontrolle verwendet wird. Eine 
Argument-Kategorie kann die Funktor-Kategorie kontrollieren, oder die Funktor-
Kategorie kann die Kontrollbeziehung zwischen zwei Argument-Kategorien vermit-
teln. Wann eine Kontrollbeziehung tatsachlich vorliegt, muB durch die Gramma-
tikschreiberin festgelegt werden. Das CAP wird als Bedingung tiber ID-Regeln defi-
niert: Eine ID-Regel geniigt dem CAP, wenn Kategorien, zwischen denen eine Kon-
trollbeziehung besteht, beziiglich einer Menge von Kontrollmerkmalen iibereinstim-
men. 
Unter der Voraussetzung, daB Kontroll- und Head-Merkmale geeignet definiert 
sind, bewirken CAP und HFC gemeinsam Kongruenz in komplexen Phrasenstruk-
turbaumen. Gazdar und Pullum betonen, daB eine soIche Beschreibung von Kon-
gruenzverhaltnissen nicht auf einzelsprachliche Regularitaten zuriickgreift: 
2.2.7 
The facts simply follow from interaction of two universal principles (the 
HFC and the CAP) with the form of the syntactic and semantic ru-
les which are motivated quite independently of the facts of agreement. 
[Gazdar/Pullum 1982, S. 32~ 
Das Foot-Feature-Prinzip 
Eine weitere Gruppe von syntaktischen Phanomenen laBt sich auf der Ebene der 
Metagrammatik in Form eines dritten universellen Instantiierungsprinzips erfassen. 
Diese Phanomene betreffen, grob gesagt, Beziehungen zwischen unbestimmt weit 
voneinander entfernt stehenden Konstituenten eines Phrasenstrukturbaumes. Dazu 
zahlen Topikalisierung6 , Frageworter mit Konstituentenstatus, "Missing-Object"-
Konstruktionen usw. 
6In dieser Arbeit wird der Begriff Topikalisierung nur in seiner technischen Lesart (d .h. Positio-
nierung einer Konstituente aus ihrer kanonischen ' Stellung heraus an den Satzanfang) verwendet, 
nicht in der pragmatischen Bedeutung. Davon unberiihrt bleibt die Tatsache, daB die pragmatisch 
motivierte Kennzeichnung eines Satzelements als "Topic" zu einer Topikalisierung fiihren kann. 
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Kennzeichnend fUr sie ist, daB sie nicht durch HFC erfaBt werden, da sie nicht 
nur Beziehungen zwischen Mutter und Head ausdrucken, sondern auch zwischen der 
Mutter und anderen T5chtern. Die Beziehung wird durch Gleichheit von Merkmal-
spezifikationen ausgedruckt. Die betroffenen Merkmale heiBen Foot-Merkmale. 
Die grundlegende Idee, die Beziehung auf prinzipielle Weise zu beschreiben, be-
steht darin, die beiden betreffenden Kategorien in den ID-Regeln auszuzeichnen, in-
dem sie eine Spezifikation eines Foot-Merkmals erhalten. 1m Phrasenstrukturbaum 
existiert ein Pfad zwischen ihnen mit unbestimmt vielen Knoten. Bezuglich der sie 
etikettierenden Kategorien ist uber die Werte des Foot-Merkmals in den jeweils zu-
grunde liegenden ID-Regeln nichts ausgesagt. Die Beziehung zwischen den beiden 
ausgezeichneten Knoten wird nun dadurch hergesteilt, daB die Foot-Merkmale an 
den Kategorien der Knoten auf dem Pfad gleiche Werte haben. Dies wird mithilfe des 
Foot-Feature-Prinzips (FFP) sichergestellt, das wie HFC und CAP uber ID-Regeln 
operiert. 
Eine ID-Regel genugt dem FFP, wenn die Mutter bezuglich einer Menge von 
Foot-Merkmalen mit den T5chtern ubereinstimmt, die Knoten auf dem Pfad etiket-
tieren k5nnen. 
Dies schlieBt den Uberblick uber die metagrammatische Ebene der mittleren 
GPSG abo 1m folgenden wird das intendierte Zusammenwirken der einzelnen Kom-
ponenten skizziert. 
2.2.8 Die Objektgrammatik 
Die Definitionen auf der metagrammatischen Ebene sollen gemeinsam eine Menge 
von PS-Regeln erzeugen. Daher durfen sie einander nicht grundsatzlich widerspre-
chen, indem sie die Erzeugung von PS-Regeln verhindern. Naturlich ist es einfach, 
etwa durch FCRs Merkmale so zu instantiieren, daB die Merkmalinstantiierungsprin-
zipien (MIPs) nicht erfiillt werden. Ein solches Vorgehen bei der Formulierung einer 
Metagrammatik widersprache aber den linguistischen Motivationen des Formalis-
mus. Der Grundgedanke, durch das Zusammenwirken der Komponenten bestimmte 
Merkmalspezifikationen in Kategorien zu erzwingen und die anderen Merkmale frei 
instantiierbar zu lassen, zieht sich durch · alle Theorien, die komplexe Kategorien 
verwenden. 
Die Frage bleibt letztlich offen, ob das Zusammenwirken der Komponenten des 
GPSG-Formalismus die Formulierung eines Regelsystems fUr ein Fragment einer 
beliebigen natiirlichen Sprache ermoglicht. GKPS verwenden viel Miihe darauf, die 
wechselseitigen Einfliisse der Komponenten formal zu beschreiben (vgl. Abschnitt 4). 
Urn das intuitive Konzept der FCDs zu verwirklichen, namlich die Instantiie-
rung von Merkmalen nur dann zu fordern, wenn diese ansonsten frei instantiierbar 
waren, beschranken Gazdar und Pullum den Anwendungsbereich der FCDs entspre-
chend. Die Merkmale, die FCDs nicht betreffen, heiBen priviiegiert. Nun wird in zwei 
Schritten die Beziehung zwischen Metagrammatik und Objektgrammatik definiert 
(vgl. Abbildung 2). Der erste Schritt beschreibt die Auswirkungen von FCRs, MIPs 
und FCDs auf ID- Regeln. Der zweite Schritt behandelt das Zusammenwirken von 
Metaregeln, ID-Regeln und LP-Aussagen. 
1. Eine instantiierte Extension einer ID-Regel ist eine ID-Regel, in der jede Ka-
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Metaregeln 
FCRs, FCDs 
FFP, CAP, HFC 
LP-Aussagen 
IO-Regeln 
Erweiterte Menge 
von ID-Regeln 
Instantiierte 
Extensionen 
PS-Regeln 
Abbildung 2: Die Organisation der mittleren GPSG 
tegorie legal ist , die der HFC, dem CAP und dem FFP geniigt und bei der in 
jeder Kategorie alle nicht privilegierten Merkmale den FCDs geniigen. 
2. Aus dem endlichen AbschluB. der ID-Regeln unter Metaregel-Anwendung re-
sultiert aufgrund des ersten Schrittes eine Menge instantiierter Extensionen. 
Fiir jede instantiierte Extension entsprechen die Mutter und diejenigen Per-
mutationen der Tochter, die allen LP-Aussagen geniigen, einer Menge von 
PS-Regeln. Die Vereinigung dieser Mengen bildet eine zur Metagrarnrnatik 
stark aquivalente Objektgrarnrnatik. 
Dieser Korrespondenz liegen eine Reihe von Annahmen iiber Eigenschaften 
natiirlicher Sprachen zugrunde. In [Gazdar/Pullum 1982] wird genannt: 
• Metaregeln konnen sich nur auf Spezifikationen beziehen, die urspriinglich in 
ID- Regeln kodiert wurden; 
• Metaregeln oder Instantiierungsprinzipien konnen sich nicht auf Ordnungsre-
lationen zwischen Tochtern beziehen; 
• Ordnungsrelat ionen konnen von Merkrnalen bestirnrnt werden, die durch an-
dere Komponenten der Metagrarnrnatik instantiiert werden; 
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• Ordnungsrelationen treten nur zwischen Schwesterkategorien auf. 
2.3 Der direkte, constraint-basierte Ansatz 
Bei dem direkten Ansatz der spaten GPSG wird zwar keine kontextfreie Grammatik 
mehr definiert, doch geht der unmittelbare Bezug zu PS-Regeln nicht verloren. Er ist 
iiber die gemaB den Komponenten des Formalismus zulassigen lokalen Baumen (d .h. 
Baume der Tiefe 1) gegeben, die aufgrund einer kontextfreien Grammatik erzeugt 
werden konnten. 
2.3.1 GPSG als constraint-basierte Theorie 
In der spaten GPSG operieren samtliche Komponenten des Formalismus iiber 10-
kalen Baumen statt iiber ID-Regeln. 1m Mittelpunkt steht daher die Frage, unter 
welchen Bedingungen ein lokaler Baum zulassig ist. GKPS beantworten diese Frage 
auf strikt deskriptive Weise, in dem sie eine Menge von Eigenschaften formulieren, 
die zulassige lokale Baume charakterisieren. Der Formalismus von GKPS enthalt 
keinerlei prozedurale Information; z.B. gibt er kein Verfahren an, wie man ausge-
hend von einer ID-Regel einen lokalen Baum so verandert (beispielsweise durch 
Instantiierung von Merkmalen in Kategorien, die seine Knoten etikettieren) , daB er 
zulassig wird. 
Es muB betont werden, daB auch die mittlere GPSG die Kriterien fUr instantiierte 
Extensionen von ID-Regeln als Menge von Bedingungen beschreibt; allerdings tragt 
der zweite Schritt bei der Definition der Objektgrammatik doch stark prozedurale 
Ziige. 
Die deskriptive Vorgehensweise folgt aus einigen methodologischen Grundan-
nahmen (vgl. [Gazdar et al. 1985, S. 2]). Ausgehend von den Voraussetzungen des 
generativen Paradigmas der Linguistik sehen GKPS in der Grammatik ein formales 
System, das genau die zu einer Sprache gehorenden Ausdriicke beschreibt und jedem 
eine Struktur und eine Interpretation zuweist. 
• U m einen Aspekt der Organisation natiirlicher Sprachen zu erkiiiren, miissen 
Beschreibungen der relevant en Phanomene vorliegen, die einen postulierten 
Sachverhalt stiitzen. 
• Der Grammatikformalismus kann und solI als formale Sprache aufgebaut sein, 
in der eine bestimmte Art von Grammatiken formulierbar ist. 
• Universelle Eigenschaften natiirlicher Sprachen sind idealerweise Konsequen-
zen aus Eigenschaften der Theorie und nicht explizit in der Theorie aus-
gedriickt. 
Die Syntax und Semantik natiirlicher Sprachen solI durch den Formalismus beschrie-
ben (und, wenn moglich, erklart) werden. Der Formalismus selbst hat als formale 
Sprache eine Syntax und eine Semantik und stellt eine Metasprache dar, die End-
ketten, Baume und Kategorien der Objektsprache beschreibt. 
(3) S --+ NP, VP 
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Dies mag das folgende Beispiel verdeutlichen: Ein Ausdruck wie (3) folgt der Syntax 
der Metasprache, die festlegt, daB links vom Pfeil eine komplexe Kategorie stehen 
darf und rechts vom Pfeil eine Folge komplexer Kategorien, die durch Kommas ge-
trennt sind (die Symbole S, NP und VP in (3) sind lediglich Abkiirzungen). Die 
Syntax der komplexen Kategorien ist ebenfalls Teil der Metasprache. Der Ausdruck 
kann gemaB der Semantik der Metasprache als ID-Regel interpretiert werden (etwa 
aufgrund einer Formalisierung der im vorigen Abschnitt skizzierten Intuition). Dann 
beschreibt er Dorninanzbeziehungen in der Syntax einer Objektsprache (z.B. Eng-
lisch). 
Die Erklarung linguistischer Universalien ist ein sehr hoch gestecktes Ziel. Selbst 
wenn man glaubt, eine Eigenschaft aller natiirlicher Sprachen gefunden zu haben 
und man diese formal reprasentiert, ist sie darnit noch nicht erklart. Man kann 
dann, im Falle eines Gegenbeispiels, die formale Reprasentation in geeigneter Weise 
verandem ohne weitere Auswirkung auf den Rest des Formalismus. Nach GKPS 
sollte eine Erklarung auf der umgekehrten Denkweise beruhen: 
The explanatory task has not even begun when a constraint or a genera-
lization is merely stated. Only when it can be shown to be a nontrivial 
consequence of the definition of the notion 'possible grammar' can it be 
regarded as explained [ .. . ] [Gazdar et al. 1985, S. 3] 
In dem Fall, da sich eine solchermaBen postulierte Behauptung aufgrund sprachlicher 
Daten als unzutreffend erweist, hatte dies schwerwiegende Konsequenzen fur den 
gesamten Formalismus. 
Ein Beispiel ist die Annahme der ECPO-Eigenschaft fUr Grammatiken natiirli-
cher Sprachenj also die Behauptung, daB die Anordnung von Schwesterkonstituenten 
nicht vom strukturellen Kontext abhangt, d.h. es gibt keine Notwendigkeit fUr eine 
ID jLP-Syntax, in der z.B. nach einem V die Abfolge VP vor NP gefordert ist, jedoch 
nach einer von V verschiedenen Konstituente eine NP vor einer VP stehen muB. Er-
wiese sich diese Behauptung als falsch, so ware das ID/LP-Format nicht adaquat zur 
Beschreibung von Dorninanz- und Prazedenzrelationen. Die Annahme hat weitrei-
chende Konsequenzen fUr die Formulierung von Grammatiken, die in Abschnitt 4.3 
erortert werden. 
Ein anderes Beispiel betrifft den Status bestimmter Merkmale. Die HFC macht 
nur Sinn im Zusammenhang mit einer X-Bar-Syntax, und infolgedessen ist das Merk-
mal bar Bestandteil jeder GPS-Grammatik. Die Prasenz anderer Merkmale wie n, v 
oder cas (Kasus) ist nicht durch die Theorie gefordert. 
Dieser prinzipielle Anspruch, U niversalien zu identifizieren, laBt sich Ieicht kriti-
sieren. Hendriks [Hendriks 1986, S. 14ff] bemerkt, daB eine Universalie, die aus einer 
Metasprache Ml als Theorem folgt, nicht dadurch "uninteressanter" wird, daB man 
sie in einer (reichhaltigeren) Metasprache M2 explizit kodieren kann. 
Gegen die Niitzlichkeit des Konzepts sprachlicher Universalien wird oft vorge-
bracht, daB es empirisch unmoglich sei, nachzuweisen, daB zu einer als sprachlichen 
Universalie deklarierten Behauptung keine Gegenbeispiele existieren. Aber gerade 
daraus folgt, quasi als Metauniversalie, daB beim gegenwartigen Stand der Iingui-
stischen Forschung Theorien notwendig tentativ sein miissen (was teilweise erklart, 
warum es so viele verschiedene Theorien gibt, iiber deren Erklarungsfahigkeit der-
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zeit kein abschlieBendes Urteil moglich ist). Angesichts des sen erscheint der Ansatz 
von GKPS, als Versuch interpretiert, methodisch vielversprechendj als endgiiltige 
A ussage iiber natiirliche Sprachen jedoch vermessen. 
Da sich GKPS in ihrem Buch nicht mit psychologischen Fragestellungen wie 
Spracherwerb und menschlicher Sprachverarbeitung beschaftigen, ergibt sich im 
Hinblick auf das Ziel einer rigorosen Formalisierung der Metasprache kein AnlaB, 
prozedurale (und damit zusatzlich zu motivierende) Elemente einzubeziehen. Die 
Metasprache wurde stattdessen als eine Menge von Axiomen formuliert, aus denen 
die Bedingungen fUr zulassige Strukturen als Theoreme resultieren. Diese Vorge-
hensweise wird gelegentlich auch als axiomatisch, deskriptiv oder constraint-basiert 
bezeichnet. Fur die vorliegende Diskussion spielen die in diesen Attributen aus-
gedriickten Unterschiede in der Perspektive keine Rolle. 
2.3.2 Zum Verhaltnis zwischen Syntax und Semantik 
1m Unterschied zur mittleren GPSG ist die Kopplung zwischen Syntax und Se-
mantik in der spaten GPSG ein eigenes Thema. GKPS prasentieren eine mono-
stratale Theorie, deren Reprasentationsebene die der syntaktischen Strukturen ist. 
Die semantische Interpretation erfolgt indirekt im Stile Montagues, indem einer 
syntaktischen Struktur ein Ausdruck in intensionaler Logik (IL) zugewiesen wird. 
Die IL-Ausdriicke sind nicht Teil der linguistischen Beschreibung, sondern konnten 
auch durch eine direkte Interpretation einer Endkette in einer Modelltheorie ersetzt 
werden. Infolgedessen ist nicht beabsichtigt, IL-Ausdriicke als semantische Filter zu 
verwenden, die iiber die Wohlgeformtheit einer syntaktischen Struktur entscheiden. 
Der Begriff der Wohlgeformtheit (hier: Zulassigkeit) ist im wesentlichen syntak-
tisch begriindet. 7 Daher werden Satzen, die unter allen Interpretationen (die ich mir 
vorstellen kann) semantisch leer sind-etwa Farblose griine Ideen schlafen wiitend-
durchaus zulassige Strukturen assoziiert. 
2.3.3 Von der mittleren zur spaten GPSG 
Die Metagrammatik der mittleren GPSG und die Metasprache der spaten GPSG 
spezifizieren beide das bereits eingefUhrte Instrumentarium (Metaregeln, ID /LP-
Format, FCR, FSD, HFC, CAP, FFP, usw.), jedoch aus verschiedenen Sichtweisen 
heraus. Man kann sich auf den Standpunkt stellen, daB der U nterschied kiinstlich sei 
(in [Hukari/Levine 1986] etwa wird weiterhin von Metagrammatik gesprochen), denn 
aus der Menge der zulassigen lokalen Baume, die die Metasprache charakterisiert, 
laBt sich (durch geeignete Umbenennungen der Knotenetiketten) eine Menge von 
PS-Regeln gewinnen, die man als Objektgrammatik auffaBt. Gegen diesen Stand-
punkt ist einzuwenden, daB dieser Schritt von GKPS nicht intendiert ist, geschweige 
denn im Formalismus vollzogen wird.8 Der Unterschied laBt sich folgendermaBen 
charakterisieren. 
7Die Verwendung semantischer Typen bei der Etablierung von Kongruenzrelationen (vgl. Ab-
schnitt 4.7) er6ffnet den Zugang zu Information iiber Funktor-Argument-Verhii.ltnisse. 
8Die einzige metagrammatische Komponente der spaten GPSG sind die Metaregeln; sie spezi-
fizieren ID-Regeln und tragen somit nicht direkt zum Begriff des zulassigen Baumes bei. 
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• Die Metagrammatik stellt ein System von aufeinander abgestimmten Kompo-
nenten dar, das eine kontextfreie Grammatik charakterisiert, indem es lingui-
stische Generalisierungen explizit ausdruckt. 
• Die Metasprache stellt eine formale Sprache mit separater Syntax und Se-
mantik zur Beschreibung linguistischer Generalisierungen dar. Ihre generative 
Kapazitat entspricht der kontextfreier Grarnmatiken. 
1m folgenden wenden wir uns den inhaltlichen U nterschieden zwischen den Kompo-
nenten der mittleren und der spaten GPSG zu. 
Metaregeln sind in ihrer Bedeutung eingeschrankt worden. Waren sie in der 
fruhen GPSG u.a. fur Generalisierungen uber Arten des Merkmaltransports ver-
wendet worden, so operieren sie nunmehr lediglich iiber lexikalischen ID-Regeln, 
d.h. iiber solchen, die Kategorien mit einer Spezifikation fUr subcat enthalten. 
ID-Regeln dienen in der spaten GPSG dazu, lokale Baume zu projizieren. Die 
Menge der lokalen Baume muB auf geeignete Weise auf die zulassigen lokalen Baume 
eingeschrankt werden. Dazu dienen FCRs, FSDs, LP-Aussagen und die MIPs. Nur 
die zulassigen lokalen Baume sind zu den zulassigen syntaktischen Strukturen kom-
binierbar. 
Die HFC und das CAP haben wesentliche Anderungen erfahren, die ihre Defi-
nitionen (und infolgedessen auch die der FSDs) dramatisch verkomplizieren. Zwei 
Hauptursachen liegen in dem Versuch, die Koordinationsphanomene in naturlichen 
Sprachen zu erklaren und in dem Anspruch, die Kontrollbeziehungen zwischen Kon-
stituenten aufgrund eines Systems semantischer Typen zu beschreiben. Die HFC 
iibernimmt zusatzlich die Aufgabe, bestirnmte Merkmale aus verschiedenen Tei-
len koordinierter Strukturen zusarnmenzufUhren. Infolgedessen kann mehr als eine 
Head-Tochter im lokalen Baum vorkornmen. Das CAP basiert auf semantischen Ty-
pen, zu deren Definition auch Merkmalspezifikationen beitragen konnen. 
Kompliziert ist die Interaktion der MIPs. Zwei Andeutungen sollen hier genugen: 
Zum einen wird, hauptsachlich zur Beschreibung bestirnmter Phanomene mit para-
sitaren Lucken, das Foot-Merkmal slash auch als Head-Merkmal definiert. Wie in 
Abschnitt 4.7 begrundet wird, ist slash zugleich auch ein mogliches Kontrollmerk-
mal. Zum andern basiert HFC-per Definition-auf der Wirkung von FFP und CAP. 
CAP wiederum benotigt Spezifikationen von Head-Merkmalen zur Bestimmung der 
semantischen Typen. Es wird eingehend zu untersuchen sein, welche Konsequen-
zen aus einer moglichen wechselseitigen logischen Abhangigkeit zwischen den MIPs 
hervorgehen (vgl. Abschnitt 5). 
Das Zusammenwirken der einzelnen Komponenten wird definiert durch den 
Kernbegriff der Zulassigkeit von Baumen, der an die Stelle des Verfahrens zur Er-
zeugung einer kontextfreien Grammatik tritt (vgl. Abbildung 3). Die genannten, mit 
jenem Verfahren verbundenen Annahmen uber Eigenschaften naturlicher Sprachen 
resultieren ebenfalls aus der Metasprache. 
2.4 GPSG und das Lexikon 
Ein chronisch defizitarer Gegenstandsbereich in allen Versionen der GPSG ist die Or-
ganisation des Lexikons. Wahrend in anderen unifikationsbasierten Grammatiktheo-
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Abbildung 3: Die Organisation der spaten GPSG 
rien (z.B. LFG und vor allem CUG) die strikte Trennung zwischen der Syntax und 
dem Lexikon aufgehoben ist und da.s Lexikon eine zentrale Rolle fiir die jeweili-
gen linguistischen Aussagen spielt, gehen in GPSG nur wenige Annahmen iiber den 
Aufbau und den Inhalt des Lexikons in die Metasprache ein: die durch da.s Lexi-
kon zugelassenen terminalen Baume besitien als Mutter eine lexikalische Kategorie 
und als einzige Tochter ein Terminalsymbol. Sie werden grundsatzlich als zuHi.ssig 
betrachtet. 
Lexikalische Kategorien enthalten eine (numerische) Spezifikation fUr subcat. 
GKPS fiihren fiir ihr Fragment des Englischen 48 verschiedene Klassen ein und 
ben6tigen ebensoviele ID-Regeln, urn die entsprechenden Heads einzufUhren. Ins-
gesamt enthalt ihr Fragment 58 ID-Regeln, d.h. zehn Regeln haben einen nicht-
lexikalischen Head. 
In vVeiterentwicklungen wie Japanese Phrase Structure Grammar (JPSG, [Gunji 
1987]) und Head-Driven Phrase Structure Grammar (HPSG, [Pollard/Sag 1987]) 
ist die Anzahl der notwen.digen ID-Regeln drastisch reduziert. Gunji kommt zur 
Beschreibung seines Fragments des Japanischen mit einer einzigen Regel aus , die 
besagt , daB eine Mutter einen Head und eine weitere Tochter dominiert. Pollard 
und Sag geben fUr die nicht invertierten Head-Komplement-Strukturen des Engli-
schen zwei Regeln an. Die erste expandiert gesattigte Konstituenten in einen nicht-
lexikalischen Head und eine weitere Tochter. Die zweite expandiert ungesattigte 
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phrasale Kategorien in einen lexikalischen Head und eine Anzahl weiterer Tachter, 
iiber die nichts ausgesagt wird. Eine dritte Regel beschreibt Inversion und eine letzte 
die Einfiihrung von Adjunkten. 
Der Begriff der Sa.ttigung ist eng mit einem von GPSG abweichenden Konzept 
der Subkategorisierung verbunden. Wahrend in GPSG Subkategorisierung nur fUr 
lexikalische Kategorien definiert ist, konnen in JPSG und in HPSG auch phrasale 
Kategorien Information iiber Subkategorisierung ausdriicken. Das Merkmal subcat 
hat als Wert eine Menge von Kategorien9 , die gemaB dem Subkategorisierungsprinzip 
bestimmt wird. Dies besagt im wesentlichen, daB der subcat-Wert der Mutter gleich 
dem des Heads ist abziiglich denjenigen Elementen, die mit weiteren Komplement-
Tochtern unifizieren. Gesa.ttigt heiBen dann Kategorien, deren subcat-Wert die leere 
Menge ist (z.B. S, NP). Ungesa.ttigt heiBen alle anderen Kategorien, die fUr subcat 
spezifiziert sind (z.B. VP mit (subcat : {NP})). 
Das Konzept der Subkategorisierung in HPSG ermaglicht eine flexible Verteilung 
von Information auf universelle Prinzipien und idiosynkratische Lexikoneintra.ge (an 
den lexikalischen Kategorien entha.lt der Wert von subcat alle Komplemente). Dies 
macht die EinfUhrung von unterschiedlichen Subkategorisierungen vermittels ID-
Regeln iiberfliissig. 
Der Trend, mehr Information im Lexikon zu kodieren und weniger in Syntax-
Regeln geht einher mit einer geeigneten Strukturierung des lexikalischen Wissens. 
Pollard und Sag schlagen eine hierarchische Ordnung von lexikalischen Typen vor, 
die geeignet ist, redundante Kodierung von Information zu vermeiden [Pollard/Sag 
1987, S. 191ff]. Die Beziehung zwischen Wortstammen und flektierten Formen solI 
mithilfe von lexikalischen Regeln10 ausgedriickt werden. 
Zur Reprasentation strukturierter Lexika bieten sich auch andere Formalismen 
mit einer Subsumptionshierarchie an wie z.B. KL-ONE-artige Systeme [Brach-
man/Schmolze 1985]. Die Semantik der Subsumption in solehen Systemen ist eng 
verwandt mit der Semantik der Extension und Unifikation in GPSG und Nachfoigern 
(vgl. zu LFG und KL-ONE [Nebel/Smolka 1989]). 
Diese linguistischen Weiterentwicklungen und die Perspektiven, die sie eroffnen, 
pragen die gegenwartige linguistische Forschung im Bereich der U nifikationsgram-
matiken und beeinflussen zunehmend auch computerlinguistische Arbeiten (vgl. die 
Diskussion der Lexikalisierung anhand graphentheoretischer Beschreibungsmittel in 
[Uszkoreit 1986b]). 
In dieser Arbeit spielt das Lexikon nur 'eine NebenroUe, was nicht zuletzt darauf 
zuriickzufUhren ist, daB ich versuche, moglichst nahe an den Vorgaben der GPSG-
Theorie zu bleiben. 
9In HPSG handelt es sich urn eine Liste, da die Ordnung der gespeicherten Kategorien wesentlich 
ist. 
lODiese sind nicht zu verwechseln mit lexikalischen ID-Regeln (die einen lexikalischen Head 
einfiihren) . 
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3 Eine formale Definition von GPSG 
Ziel dieses Abschnitts ist es, anhand einer formalen Definition von GPSG einen 
Uberblick iiber wichtige, in vielen GPSG-Formalismen verwendete Komponenten 
der Metasprache zu geben. Die linguistische Motivationen der Komponenten werden 
in den nachfolgenden Abschnitten dargestellt. 
Es wird der Formalismus von GKPS zugrunde gelegt, wobei viele Komponenten 
anders (wie ich glaube, praziser und voilstandiger) formalisiert werden. Hinsichtlich 
der MIPs kann an dieser Stelle jedoch nur ein ungefahrer Eindruck vermittelt wer-
den. Sie werden im Zusammenhang mit einer ausfiihrlichen linguistischen Motivation 
in den Abschnitten 4.6 bis 4.7 definiert. An dieser Stelle werden die MIPs zusam-
mengefaBt als Prinzipien der Kookkurrenz von Merkmalspezifikationen bei direkten 
Ableitungsschritten. 
Die Definitionen basieren auf den folgenden mathematischen Basiskonstrukten: 
Alphabet, Wort, Menge, Potenzmenge (geschrieben P(M)), Relation, Funktion und 
Permutation. Dariiber hinaus wird der Begriff der Multimenge benotigt. 
Definition 1. Eine Multimenge ist eine Menge, in der Elemente mehrfach auftreten 
konnen. Sei Meine Menge und Mmul eine Multimenge. Dann heiBt M Basis 
von Mmuh gdw. jedes Element von M mindestens einmal in Mmul vorkommt. 
Pmul(M) ist die Menge ailer Multimengen auf der Basis von M. 
Ein grundlegender Baustein fUr die Komponenten der Metasprache ist die kom-
plexe [(ategorie. Eine komplexe Kategorie ist eine Menge von MerkmalspeziJikatio-
nen. Eine Merkmalspezifikation ist ein geordnetes Paar bestehend aus einem Merk-
malnamen und einem Merkmalwert. Ein Merkmalwert kann entweder atomar sein 
oder eine komplexe Kategorie. Komplexe Kategorien sind partielle Funktionen von 
Merkmalnamen in Merkmalwerte. In dem Wert weiner kategorienwertigen Merk-
malspezifikation (m : w) und in jeder tiefer in w eingebetteten kategorienwertigen 
Merkmalspezifikation tritt eine Spezifikation (m : Wi) nicht auf. 
Damit ist die Einbettungstiefe durch die Zahl der kategorienwertigen Merkmale 
beschrankt und die Anzahl der Kategorien endlich. Dies ist eine notwendige Voraus-
setzung fUr die Kontextfreiheit von G PSG. 
Zunachst werden die Grundbestandteile einer Kategorie definiert, namlich Merk-
malnamen, atomare Merkmalwerte und atomwertige Merkmalspezifikationen. Eine 
Definition von kategorienartigen Merkmalwerten erfordert die Definition der Kate-
gorie selbst; daher wird zunachst als Hilfskonstrukt die Menge der mengenartigen 
Merkmalwerte eingefUhrt, iiber die anschlieBend bestimmte Restriktionen definiert 
werden. 
Definition 2. Sei Meine endliche Menge von Merkmalnamen und W eine endli-
che Menge von atomaren Merkmalwerten. Seien Matom und Meat Mengen von 
Merkmalnamen mit M = Matom U Meat und Matom n Meat = 0. 
Ein geordnetes Paar (m : w) mit m E Matom und w E W heiBt atomwertige 
MerkmalspeziJikation. Satom ist die Menge der atomwertigen Merkmalspezifi-
kationen. 
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Sei MW = Satom U {(m : w)lm E Meat, W E P(MW)} die Menge der mengen-
artigen Merkmalwerte. 
Die Elemente von MW sind entweder atomwertige Merkmalspezifikationen oder 
Merkmalspezifikationen, deren Werte Elemente aus MW sind. Offensichtlich ist die 
Kardinalitat von MW unendlich. 
MW wird von dem Pradikat i benutzt, das erfullt ist, wenn ein Merkmalname 
auf derselben oder einer tieferen Einbettungsebene erneut auftritt. Genau dann ver-
letzt der mengenartige Merkmalwert die Bedingungen fUr eine komplexe Kategorie. 
Daher werden komplexe Kategorien als diejenigen mengenartigen Merkmalwerte de-
finiert, fUr die i nicht zutrifft. 
Definition 3. Sei i : Meat X MW 1--+ {true, false} ein Boole'sches Pradikat mit 
i(m, w) = true +-+ [:Jw' C MW : (m : w') E w] V [:J(m' : w') E w : i(m, w')] 
Sei C C MW. C heiBt komplexe Kategorie gdw. gilt: 
• V (m : w), (m' : w') E C : m = m' :J w = w' 
• V (m : w) E C mit m E Meat: wist komplexe Kategorie, 
und -'i(m, w). 
Fur GPSG ist die Extensionsrelation zwischen zwei Kategorien zentral. Eine Kate-
gorie ist eine Extension einer anderen, wenn sie mindestens dieselben Merkmalspe-
zifikationen enthalt wie diese. 
Definition 4. Seien C j , C j komplexe Kategorien. Dann heiBt Cj Extension von C j 
(C j !; Cj) gdw. gilt: 
• V(m : w) E Cj , m E Matom : (m : w) E Cj 
• V(m : w) E Cj , m E Meat: (m : w') E Cj mit w !; w' 
Mithilfe der Extension wird nun die Unifikation definiert. Fur Teilmengen von Kate-
gorien, die einen Halbverband mit Supremum bilden, ist die Unifikation die kleinste 
obere Schranke; d.h. sie ist die "U-Operation" des Halbverbandes. 
Definition 5. Sei K eine Menge von komplexen Kategorien und C E K. Dann ist 
C eine obere Schranke von K gdw. fur aile C' E K gilt: C' !; C. 
C ist die Unifikation von K (falls K = {ClI C2 }, so schreiben wir C1 U C2) 
gdw. C obere Schranke von Kist und fUr aile oberen Schranken C' von K 
gilt: C !; C'. 
Nach Einfuhrung dieser grundlegenden Definitionen wird jetzt die Syntax der Meta-
sprache definiert. Die Semantik der Metasprache, d.h. die Verwendungsweise ihrer 
Komponenten, wird anschlieBend durch den Ableitungsbegriff definiert. 
Definition 6. Eine Generalisierte Phrasenstrukturgrammatik Gist ein geordnetes 
13-Tupel G = (M, W, T, K, X, FOOT, HEAD, CONTROL, Lex, ID, LP, 
Meta, FCR), wobei gilt: 
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• M und W sind endliche Mengen von Merkmalnamen und Merkmalwerten 
(wie oben). 
• T ist eine endliche Menge von Terminalsymbolen. 
• Kist die Menge der komplexen Kategorien zu M und W. 
• X C Kist eine Menge von Startkategorien. 
• FOOT C M, HEAD c M und CONTROL c Meat sind die fUr die MIPs 
relevant en Merkmalmengen. Sie konnen einen nichtleeren Durchschnitt 
besitzen. 
• Lex ist eine endliche Menge von geordneten Paaren aus K x T , den 
Lexikoneintriigen. Man schreibt einen Lexikoneintrag als Co ---+ t. 
• I D ist eine endliche Menge von geordneten Paaren aus ID = K x 
Pmu1(K). Ein Paar (Co, {Cll ... , Cn}mul) (geschrieben Co ---+ Cll .. · , Cn) 
heiBt unmittelbare DominanzregeI (immediate dominance rule; kurz: ID-
Regel). 
• LP ist eine asymmetrische, transitive Relation aus K x K. Ein geordnetes 
Paar (Cll C2 ) E LP (geschrieben CI ~ C2 ) heiBt lineare Priizendenz-
Aussage (linear precedence statement; kurz: LP-Aussage). 
• Meta ist eine endliche Menge von partiellen Funktionen m von ID-Regeln 
in Mengen von ID-Regeln: m : ID ....... P(ID).H Eine solche Funktion heiBt 
Metaregel. 
• FC R ist eine endliche Menge von Boole'schen Pradikaten P : K ....... 
{true, false}. FC R ist die Menge der Feature Cooccurrence Restrictions 
(kurz: FCRs). Sei m E M, w E W U K. FCRs sind wie folgt aufgebaut .12 
P ist von der Form (m) oder (m : w).Wenn PI eine FCR ist, so auch 'Pl. 
Wenn PI und P2 FCRs sind, so auch PI AP2,PI V P2,PI ::) P2 und PI = P2· 
Vor der Definition der Semantik der Metasprache betrachten wir die Anwendung 
von Metaregeln, die die Existenz von zusatzlichen ID-Regeln sicherstellen. 
Die durch die Anwendung der Metaregeln gegebene Menge von ID-Regeln muB 
endlich sein. Dies wird sichergestellt, indem jede Metaregel hochstens einmal bei der 
Erzeugung einer ID-Regel angewendet werden darf. 
U m dies formal darzustellen, benotigen wir eine Definition der Anwendung einer 
Metaregel auf eine beliebige Menge von ID-Regeln. Metaregeln sind als partielle 
Funktionen eingefUhrt. Daher setzen wir sie als totale Funktionen fort mithilfe einer 
Funktion f. 
Definition 1. Sei f : [ID ....... P(ID)] x ID ....... P(ID) eine totale Funktion von 
Metaregeln und ID-Regeln in die Potenzmenge der ID-Regeln mit 
{ 
S falls m(r) = S 
f( m, r) = {r} falls m( r) undefiniert 
llTatsiichlich werden Ursprung und Bild durch ID-Regel-Schemata dargestellt (vgl. Ab-
schnitt 4.4). 
12Genau dieselbe Syntax haben Feature Specification Default! in GKPS. 
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Das Resultat der Anwendung einer Metaregel ist die Eingabe fUr die Anwendung 
der nachsten. Die Reihenfolge der Anwendung einer Menge von Metaregeln ist also 
kritisch. Wir benutzen im folgenden Permutationen der Elemente von beliebigen 
Teilmengen der Metaregeln, um alle Reihenfolgen zu erfassen. 
Definition 8. Sei Meine Menge von Metaregeln und ml, ... ,mn EM. 
IIM ist die Menge aller Permutationen (mI,"" mi) der Elemente von jeder 
Menge in P(M). Fur die leere Menge sei 0 E lIM. 
Sei ferner Ro eine Menge von ID-Regeln. RO heiBt Basismenge. 
Fur alle (mI ' . . m n ) E lIM gilt: 
R(ml ... mn) = R(ml ... mn_l) U U f(m n , r ) 
rER(ml .. ,mn_l) 
Der AbschlufJ Reiner Basismenge von ID- Regeln unter Mist 
Die Verwendungsweise der ID-Regeln, LP-Aussagen und FCRs wird im Rahmen 
eines Ableitungsbegriffs fUr Strukturen definiert. Der Ableitungsbegriff umfaBt 
auBerdem Beschrankungen uber Kookkurrenzen von Merkmalspezifikationen in di-
rekten Ableitungsschritten, die mithilfe der MIPs kodiert sind. Die MIPs heiBen Foot 
Feature Principle (FFP), Control Agreement Principle (CAP) und Head Feature 
Convention (HFC). Die jeweils betroffenen Merkmale sind in den Mengen FOOT, 
CONTROL und HEAD zusarnrnengefaBt. 
Die nachstehenden Definitionen der MIPs sind stark vereinfacht. Dies ist an die-
ser Stelle erforderlich, um die Definitionen iiberschaubar zu halten. 1m Unterschied 
zu den in nachfolgenden Abschnitten (4.6 bis 4.7) gegebenen Definitionen werden 
hier fUr jeden direkten Ableitungsschritt eigene Teilmengen von FOOT, CONTROL 
und HEAD angenornrnen, fUr die die MIPs gelten. Es bleibt an dieser Stelle offen, 
welche Merkmale in diesen Teilmengen jeweils enthalten sind. Somit wird lediglich 
ausgesagt, daB es Merkmalspezifikationen gibt, die auf eine bestirnrnte Weise in ihren 
Werten iibereinstirnrnen. In den genannten Abschnitten werden fUr die Merkmale 
in FOOT, CONTROL und HEAD Bedingungen angegeben, unter denen die MIPs 
eine solche Ubereinstirnrnung fordern. 
Definition 9. Sei G eine GPS-Grarnrnatik wie oben definiert, sei I Dmeta der Ab-
schluB von I D unter Meta und seien P = ,C~6 und Q = ,f36-Worter iiber 
f{ U T. Q heiBt direkte Ableitung von P in G (P ~ Q), gdw. gilt: 
• Wenn f3 E T , dann gibt es Co --+ f3 E Lex mit Co ~ C~P 
• Wenn f3 = C~ .. . C~ , (C: E K), dann gelten die folgenden Beschrankun-
gen (1 ~ i,j ~ n): 
13Diese Definition beruht auf der Annahme eines Vollformenlexikons. Abschnitt 10 geht auf 
aquivalente Alternativen ein. 
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ID-Regeln. Es gibt eine ID-Regel Co --+ Cll ... , Cn E I Dmeta mit Co ~ 
C~, und es gibt eine Permutation 71" mit 7I"(C1 , ... , Cn) = (C~' ... C~) , 
so daB gilt: C:' ~ C:. 
LP-Aussagen. Fur alle Kategorien Ci, Cj E f3 mit i < j (d.h. Ci steht 
vor Cj) gilt: Es gibt keine Kategorien Ci, Cj E K mit 
Ci ~ c; 1\ Cj ~ Cj 1\ Cj ~ Ci E LP 
FCRs. Alle CJ (0 ~ i ~ n) sind legal; d.h. fUr alle CJ und alle P E FC R 
gilt: 
(m)(C:) = true +-+ 3x E W uK: {(m : x)} (;;;; C: 
(m: w)(CD = true +-+ {(m: w)} ~ C: 
-,p( CD = true +-+ p( CD = false 
Seien Pt und P2 FCRs, und sei ,,0" eine Operatorvariable mit ° E 
{V, I\,:J, =}. Dann gilt: 
FFP. Es gibt eine Menge K'C {CL . .. , C~} und eine Menge M' C 
FOOT, so daB fUr alle m E M' gilt: 
{(m: C~(m))} = U{{(m : C;(m))}IC: E K'} 
CAP. Es gibt i,j (i =? j) und eine Menge M' C CONTROL, so daB fUr 
alle m E M' gilt: 
C~(m) C C~ 
, - J 
HFC. Es gibt ein i und eine Menge M' C HEAD, so daB fUr alle m E M' 
gilt: 
C~(m) = CHm) 
Aufgrund der Definition des direkten Ableitungsschritts in einer GPS-Grammatik 
kann nun der Ableitungsbegriff formuliert werden. AbschlieBend wird die von einer 
GPS-Grarrunatik generierte Sprache definiert. 
Definition 10. Sei G eine GPS-Grammatik und seien all' .. ,an Worter uber K U 
T. Dann heiBt an Ableitung von a1 in G (at *a; an) gdw. gilt: 
... , 
Definition 11. Sei G eine GPS-Grarrunatik. Sei T+ die Menge der Worter uber T. 
Die von G erzeugte Sprache L( G) ist 
L(G) = {a I a E T+, Co -a; a, Co EX}. 
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4 Die axiomatische Version von GPSG 
In diesem Abschnitt werden die Komponenten der Metasprache von GKPS beschrie-
ben, die im Rahmen des Berliner GPSG-Formalismus rekonstruiert werden. 
Abschnitt 4.1 fUhrt Merkmale und Kategorien ein sowie die Begriffe der Ex-
tension und der Unifikation. In Abschnitt 4.2 werden Aussagen tiber Kategorien in 
Form von FCRs und FSDs definiert. AnschlieBend folgt in Abschnitt 4.3 die Defi-
nition des ID/LP-Formats und eine Diskussion der ECPO-Eigenschaft, die Zusam-
menhange zwischen ID-Regeln und LP-Aussagen aufdeckt. Sie bilden den AnstoB 
fUr ein erweitertes LP-Konzept, das [Uszkoreit 1986aJ und [Hauenschild 1988J be-
schreiben. Danach definiert Abschnitt 4.4 Metaregeln in ihrer eingeschrankten Rolle 
und kritisiert das Metaregelkonzept. Alternativen werden anhand von Vorschlagen 
von Kilbury aufgezeigt. 
Den Zusammenhang zwischen ID-Regeln und lokalen Baumen prazisiert Ab-
schnitt 4.5, in dem der zentrale Begriff des zulassigen Baumes definiert wird. Dieser 
Begriff ist zu dem des direkten Ableitungsschritts in Abschnitt 3 formal gleichwertig. 
In den Abschnitten 4.6-4.8 schlieBlich werden die MIPs zwar informell, aber 
vollstandig definiert. 
4.1 Merkmalspezifikat ionen und Kategorien 
Komplexe Kategorien sind Mengen von Merkmalspezifikationen, die einigen zusatz-
lichen Bedingungen geniigen. Merkmalspezifikationen sind geordnete Paare (m : w) 
bestehend aus einem Merkmalnamen m und einem Merkmalwert w. Der Merkmal-
name ist ein atomares Symbol; der Merkmalwert ist entweder ein atomares Symbol 
oder eine Kategorie. Das Merkmal Numerus z.B. hat den Namen plu und die Werte 
+ und _.14 Kategorien enthalten zu jedem Merkmal hochstens eine Spezifikation. 
Sie konnen daher als (partielle) Funktionen von Merkmalnamen in Merkmalwerte 
angesehen werden. Z.B. gilt ftir Pluralkategorien C : C(plu) = +. 
Die Endlichkeit der Menge der moglichen Kategorien wird wie in der mittleren 
GPSG sichergestellt (vgl. S. 10) . 
. Es gibt verschiedene Vorschlage zur Definition komplexer Kategorien. GKPS 
geben eine komplexe, induktive Definition tiber die Elemente von Meat. Die in Defi-
nition 3 auf S. 23 gegebene Version ist wesentlich einfacher; sie benutzt ein Pradikat 
T, das nach wiederholten Vorkommen eines Merkmalnamens auf den unterschiedli-
chen Einbettungstiefen "sucht". T operiert tiber mengenartigen Merkmalwerten, die 
als Hilfskonstrukt ausschlieBlich fUr die Definition komplexer Kategorien eingefUhrt 
wurden. In komplexen Kategorien ist T nicht erfUllt. Die Grundidee wird auch von 
anderen Autoren benutzt (vgl. [Gazdar et al. 1986J und [Hukari/Levine 1986, S. 
216-221]). 
In [Naumann 1988, S. 11J wird ebenfalls versucht, ohne Induktion auszukom-
men, doch die dort verwendete transitive Hiille der Element-Relation (E+) leistet 
nicht das Geforderte, namlich abwechselnd mengenwertige Merkmalspezifikationen 
14[Naumann 1988, S. 9] weist zu Recht darauf hin, daB oft (so auch in GKPS) die Begriffe 
Merkmal und Merkmalname nicht klar unterschieden werden. 
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und mengenartige Merkmalwerte zu betrachten. Die Verwendung von E+ in GKPS 
(S. 36ff) wird in [Hukari/Levine 1986] aus demselben Grunde kritisiert. 
Es folgen einige Beispiele fUr Kategorien. Die Merkmalspezifikationen orientieren 
sich an der Grammatik fUr Englisch in GKPS. 
(4) {(n: +), (v: -), (bar: 2)} 
(5) {(n : -), (v: +), (bar: 2), (subj: +)} 
(6) {(n : -), (v: +), (bar: 2), (subj: +), 
(slash: {(n: +), (v: -), (bar: 2)})} 
(4) stellt eine NP dar, (5) ein S und (6) ein S, dem eine NP "fehlt". 
An dieser Stelle sind einige Notationsvereinbarungen zu treffen, die spater noch 
erganzt werden. Ich halte mich an die in G PSG tiblichen Konventionen, verwende 
aber nicht aIle von ihnen. Eine Merkmalspezifikation (m : w) wird auch als [m:w] 
geschrieben; bei w E {+, -} verwende ich [wm]. Bestirnrnte Kategorien werden in 
Kurzform notiert (vgl. die obigen Beispiele). Beide Schreibweisen werden kombiniert, 
so daB eine Nominativ-NP durch NP[cas:nom] dargestellt wird. Wo der Merkmalwert 
eindeutig auf den Merkmalnamen schlieBen laBt, kann er ausgelassen werden; z.B. 
NP[nom]. Statt C[slash:C'] verwende ich die allgemein tibliche Notation C / C'. 
1m Unterschied zu GKPS verwende ich nicht die Notation [m], urn auszudrticken, 
daB das Merkmal m eine wie auch irnrner geartete Spezifikation besitzt. Diese Nota-
tion gibt AniaB zu Verwechslungen: Bedeutet [plu] die Spezifikation eines Merkmals 
Numerus mit Plural oder die Aussage, daB Numerus mit dem Merkmalnamen plu 
kodiert wird und spezifiziert ist? 
Die Kategorien in den obigen Beispielen sind unterspezifiziert, denn M enthalt 
mehr Merkmalnamen als n, v, bar, subj und slash. Die systematische Beziehung zu 
starker spezifizierten Kategorien wurde unter dem Begriff der Extension eingefUhrt 
(Definition 4 auf S. 23). Sie stellt eine partielle Ordnung tiber der Menge der Kate-
gorien dar. Die maximal unterspezifizierte Kategorie ist die leere Menge. Die Kate-
gorien in (4)-(6) sind allesamt Extensionen von [bar:2]. In GPSG wird ausgiebig von 
der Moglichkeit Gebrauch gemacht, mit unterspezifizierten Kategorien tiber deren 
Extensionen zu generalisieren. Mit [bar:2] beispielsweise kann man sich auf phrasale 
Kategorien beziehen. 
Die Unifikation spielt in GKPS eine nebengeordnete Rolle (sie wird lediglich 
fUr die Definition des FFP benotigt). Dies mag iiberraschen, da die Theorie der 
komplexen Kategorien offenbar besonders gute Voraussetzung fUr die Verwendung 
der Unifikation verspricht. Der Grund liegt in der strikt axiomatischen Definition 
durch GKPS, die die prozeduralen Effekte der Unifikationsoperation einfach nicht 
braucht. lch komrne noch ausfUhrlich auf diesen Punkt in Teil II zu sprechen. 
Da zu einer beliebigen Teilrnenge der Kategorien nicht imrner eine kleinste obere 
Schranke existiert, ist die Unifikation von Kategorien nur partiell definiert (vgl. 
Definition 5 auf S. 23). 
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4.2 FeRs und FSDs 
Die Kategoriendefinition erlaubt linguistisch unerwiinschte Kategorien wie z.B. 
[vform:fin, nomJ1s, die mithilfe von FCRs ausgeschlossen :werden konnen. FCRs be-
schranken die Menge der moglichen Kategorien auf die legalen, d.h. diejenigen, die in 
syntaktischen Strukturen vorkomrnen durfen. FCRs sind Pradikate uber Kategorien, 
die gewohnlich als Implikationen oder Aquivalenzen kodiert werden. Es gibt FCRs, 
die als universelle Pdidikate gelten, wie etwa (7), worin ausgedruckt wird, daB legale 
Kategorien, die fUr subcat spezifiziert sind, keine Spezifikation fur slash enthalten 
durfen. Au13erdem gibt es FCRs, die einzelsprachliche Verhaltnisse ausdriicken, wie 
etwa (8) fur das Englische. Darin wird festgestellt, daB ein Verb am Satzanfang (d.h. 
in invertierten Satzen) ebenfalls als Hilfsverb und als finites Verb ausgewiesen sein 
mull. 
(7) (subcat):) ....,(slash) 
(8) (inf: +) :) ((aux: +) A (vform : fin)) 
Die Notation der FCRs und ihre Interpretation ergibt sich aus den Definitionen 6 
(S. 23) und 9 (S. 25) .16 
(9) ((n : +) A (v: -) A (bar: 2)) = (cas: ace) 
Die FSDs verlangen das Auftreten bestirnmter Merkmal-Wert-Paare, wenn keine 
anderen Komponenten der Metasprache dem entgegenstehen. Damit kann beispiels-
weise ausgedriickt werden, daB NPs im Englischen gewohnlich im Akkusativ stehen 
(vgl. (9)). 1m Fane von Subjekts-NPs wurde eine Kasusspezifikation aus einer ID-
Regel verhindern, daB ein FSD (cas: ace) spezifizieren konnte. 
Die Syntax von FSDs ist zwar identisch mit der der FCRs, ihre Semantik ist je-
doch sehr komplex, wenn sie in der Form von Constraints dargestellt werden solI. Da 
im Berliner GPSG-System keine FSDs verwendet werden, wird auf eine Diskussion 
verzichtet. 
15Das Merkmal Verbform (denotiert durch vform) kann durch fin, in/, prp und pas spezifiziert 
werden . Sie stehen fiir finite und infinite Form, Perfekt-Partizip und Passiv-Partizip. 
16 GKPS schreiben FCRs irrefiihrenderweise als Boole'sche Ausdrlicke liber Kategorien; z.B. 
(statt (8)) ,,[+inv] :J [+aux, fin]". Die Interpretation, die GKPS angeben, ist als Folge der ir-
refiihrenden Notation fehlerhaft, wie [Hendriks 1986] zeigt . Fiir (8) iibersetzen GKPS: 
VC: [C(inv) = +] :J [(C(aux) = +) 1\ (C(vform) = fin)] 
Die Verwendung der Gleichheitsrelation ergibt Probleme bei kategorienwertigen Merkmalen. Hen-
driks fiihrt die FCR 
[fin, agr : NP] :J [agr : NP[nomll 
und ihre Interpretation nach GKPS an (zu dem kategorienwertigen Merkmal agr siehe Ab-
schnitt 4.7) : 
VC: [C(vform) = fin 1\ C(agr) = NP] :J C(agr) = NP[nom] 
Dies ist aquivalent zu der (nicht intendierten) Formel 
VC : [C(vform) 1= fin] V [C(agr) 1= NP]. 
Anstelle der Gleichheitsrelation muB die Extensionsbeziehung verwendet werden, wie in den hier 
gegebenen Interpretationsvorschriften. 
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4.3 Das ID /LP-Format 
Eine ID-Regel der Form Co - C1, C2 , C3 HiBt sechs lokale Baume zu, die sich durch 
die Reihenfolge ihrer Tochter unterscheiden. ID-Regeln sind insofern permissiv. LP-
Aussagen beschranken die Menge der lokalen Baume, die von ID-Regeln zugelassen 
werden, durch partielle Aussagen iiber die Reihenfolge der Tochter. Sie sind insofern 
restriktiv. Eine LP-Aussage der Form G1 -< G3 UiBt von den sechs lokalen Baumen 
nur drei zu. 
Man beachte, daB bei der Schreibweise von ID-Regeln-im Unterschied zu der 
von PS- Regeln-die Tochter durch Kommata getrennt werden (vgl. Definition 6 auf 
S.23). 
Die Definition der LP-Aussage (G -< G') besagt, daB in zuHissigen lokalen 
Baumen Extensionen von G vor (d.h. links von) Extensionen von G' auftreten 
miissen, wenn sie Schwestern sind. 
Die LP-Aussage (12) regelt somit die Abfolge von NP und VP[inf] in der ID-
Regel (10) sowie von A und VP[inf] in def ID-Regel (11). 
(10) VP ---+ V, NP, VP[inf] 
(11) AP - A, VP[inf] 
(12) [+n] -< VP 
Wie in Abschnitt 2.2 angedeutet, macht die Verwendung des ID/LP-Formats 
eine Annahme iiber Grammatiken natiirlicher Sprachen, die nicht fUr alle kontext-
freien Grammatiken zutrifft. GKPS behaupten namlich, daB nicht jede kontextfreie 
Grammatik in das ID /LP-Format iiberfiihrbar sei: 
There are some PSGs that are not expressible in ID/LP format. [GKPS, 
S.48] 
Die notwendige und hinreichende Bedingung fUr die Uberfiihrbarkeit bestehe in der 
Eigenschaft der Tochter in einer PS-Regel, eine partielle Ordnung einzuhalten, die 
von den Tochtern in allen anderen PS-Regeln eingehalten wird. In der Menge von 
PS-Regeln (13) ist diese Bedingung verletzt . 
(13) {A ---+ BC, D ---+ ECB } 
Da LP-Aussagen Ordnungsrelationen iiper Schwesterknoten beliebiger lokaler 
Baume etablieren, konnen sie nicht ausdriicken, daB z.B. B auf C folgen muB, wenn 
ihnen E vorangeht; daB sonst jedoch C auf B folgen muB. 
Wenn eine kontextfreie Grammatik der genannten Bedingung geniigt, dann hat 
sie die ECPO-Eigenschaft (ECPO steht fiir Exhaustive Constant Partial Ordering). 
GKPS behaupten, daB eine kontextfreie Grammatik genau dann in ID/LP-Format 
iiberfiihrt werden kann, wenn sie die ECPO-Eigenschaft besitzt [GKPS, S. 49] . 
Mit der Verwendung des ID/LP-Formats in GPSG geht somit die Behauptung 
einher, daB ECPO eine universelle Eigenschaft von Grammatiken fUr natiirliche 
Sprachen ist. Diese Behauptung ist statistisch unerwartet und daher sehr restrik-
tiv. Sie konnte sich als interessante (im Sinne von GKPS) linguistische Universalie 
erwelsen. 
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4.3.1 Zur Relevanz der ECPO-Eigenschaft 
Die Relevanz der ECPO-Eigenschaft muB genauer untersucht werden. Da wohl sel-
ten jemand in der Praxis vorhat, eine gegebene kontextfreie Grammatik in eine 
ID /LP-Grammatik zu iiberfiihren, scheint die ECPO-Eigenschaft lediglich theoreti-
sche Relevanz im Hinblick auf die generative Kapazitat der GPSG-Theorie zu haben. 
Dies ist nur auf den ersten Blick richtig. Sie hat durchaus Konsequenzen fiir die Be-
ziehung zwischen Formalismus und Grammatik. 
Wie [Shieber 1984, S. 145] zeigt, kann jede kontextfreie Sprache mit einer ID/LP-
Grammatik beschrieben werden. Damit ist die zitierte Behauptung von GKPS, es 
gebe kontextfreie Grammatiken, die nicht im ID/LP-Format ausgedriickt werden 
konnten, formal widerlegt. Shieber geht noch einen Schritt weiter und behauptet: 
In fact, a stronger theorem can be proved: every context-free grammar 
ist structurally equivalent to an ID /LP grammar, that is, it is strongly 
equivalent up to a renaming of nonterminallabels [ . .. ] [Shieber 1984, S. 
153, Fn. 7] 
Naumann gibt ein Verfahren auf der Basis von Shiebers Beweis dafiir an [Naumann 
1988, S. 30~. Dabei werden alle Vorkommen gleicher Kategorien auf den rechten Sei-
ten der PS-Regeln umbenannt I1 j z.B. wiirden B und C in der ersten Regel von (13) 
in BI bzw. CI und in der zweiten Regel in B2 bzw. C2 umbenannt werden. Danach 
lassen sich LP-Aussagen iiber die Abfolge aller Kategorien formulieren. Naumann be-
hauptet jedoch, anders als Shieber, daB mit seinem Verfahren aus einer kontextfreien 
Grammatik G eine zu G stark iiquivalente ID/LP-Grammatik G' erzeugt werde. Die-
ser Behauptung liegt folgende Definition zugrunde. 
Zwei Syntaxen GI und G2 sind stark aquivalent gdw. 
(i). L(G1 ) = L(G2 ) und 
(ii). G1 und G2 allen Satzen isomorphe Strukturen zuordnen. 
[Naumann 1988, S. 30, Fn. 22] 
Diese Definition weicht ab von der allgemein iiblichen, in der nicht nur Strukturaqui-
valenz sondern auch Isomorphie der Knotenbezeichner gefordert wird. Letzteres 
erfiillen Grammatiken ohne ECPO-Eigenschaft nicht. Die Behauptung von GKPS 
stimmt also nur, wenn man unter "Uberfiihrbarkeit in das ID/LP-Format" die Iso-
morphie der Knotenbezeichner mitversteht. 
Die Isomorphie der Knotenbezeichner ist aus linguistischen Griinden wiinschens-
wert, denn das ID /LP-Format sieht schlieBlich gerade die Trennung der unmittel-
baren Dominanzbeziehungen von den linearen Prazedenzbeziehungen vor. Bei ei-
ner Grammatik, die nicht ECPO ist, werden, wie das obige Beispiel zeigt, zusatz-
liche nonterminale Kategorien ben6tigt, mithin auch zusatzliche Dominanzbezie-
hungen und-infolgedessen-auch weitere Prazedenzbeziehungen. Die Existenz die-
ser zusatzlichen Objekte ist nicht auf linguistische, sondern ausschlieBlich auf for-
male Griinde zuriickzufiihren. Eine solche Vermischung konterkariert die Leitidee 
171n der Praxis heiBt dies im Falle komplexer Kategorien, weitere Merkmalspezifikationen ein-
zuftihren . 
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von GPSG, in der Metasprache genau die linguistisch motivierten Regelhaftigkeiten 
explizit zu machen. 
So gesehen, stellt die ECPO-Eigenschaft nur sicher, daB eine unabhangig moti-
vierte Verwendung von Kategorien (im FaIle komplexer Kategorien: von Merkmal-
spezifikationen) direkt in das ID/LP-Format iibertragen werden kann. 
4.3.2 Zum Zusammenhang zwischen ID und LP 
Andererseits legt das ID/LP-Format eine Beschreibung sprachlicher Fakten nahe, die 
die okonomischen Darstellungsmoglichkeiten ausnutzt: Bei total freier Wortstellung 
von n Konstituenten liegt es z.B. nahe, eine einzige ID-Regel anzusetzen, die die n 
Kategorien als Tochter hat (fiir n = 3 etwa S --+ A, B, C). Es gibt auch Alternativen, 
etwa eine binar verzweigende Konstituentenstruktur, doch ist die zugrundeliegende 
ID/LP-Syntax aufwendig und schlieBt zusatzliche nonterminale Symbole und LP-
Aussagen ein, urn Mehrfachanalysen zu verhindern. Fur drei Konstituenten A, B 
und C leistet u.a. folgende Syntax das Gewiinschte: 
(14) S --+ A, TI TI --+ B, C 
S --+ B,T2 T2 --+ A,C 
S --+ C, T3 T3 --+ A,B 
A ~ TI, B ~ T2, C ~ T3 
Angesichts dessen wundert es nicht, daB die meisten GPSG-Analysen des deutschen 
Mittelfelds flache Strukturen ansetzen (vgl. [Nerbonne 1982, Uszkoreit 1984, Russell 
1985, PreuB 1987]), obwohl die linguistische Diskussion iiber die Vorzuge flacher 
oder binar verzweigender Strukturen keineswegs zu eindeutigen Resultaten gefUhrt 
hat. 
4.3.3 ECPO und partielle Freiheit der Wortstellung 
Eine wichtige Konsequenz der ECPO-Eigenschaft fUr die Formulierung von ID/LP-
Syntaxen liegt darin, daB bestimmte partielle Ordnungen nur unter EinfUhrung von 
zusatzlichen nonterminalen Kategorien beschreibbar sind. Die Behauptung, daB kon-
textfreie Grammatiken fUr natiirliche Sprachen die ECPO-Eigenschaft besitzen, sagt 
voraus, daB diese Kategorien unabhangig motiviert sind. 
Geht man von einer Menge von ID-Regeln aus, die die Dominanzbeziehungen fUr 
ein Fragment einer natiirlichen Sprache beschreiben, so reflektieren die LP-Aussagen 
fiir dieses Fragment direkt die ECPO-Eigenschaft. In [Uszkoreit 1986a] werden die 
im ID/LP-Format ausdruckbaren Beziehungen unterteilt in total freie Wortstellung 
(Abwesenheit von LP-Aussagen) und vollkommen festgelegte Wortstellung (Anwe-
senheit von LP-Aussagen). In den meisten Sprachen ist die Wortstellung teilweise 
frei insofern, als eine Interaktion verschiedener Ordnungsprinzipien vorliegt, die fUr 
ein Paar von Kategorien unterschiedliche Reihenfolgen verlangen konnen. Uszkoreit 
zeigt am Beispiel der Abfolge von Satzgliedern im Mittelfeld deutscher Satze, fUr 
das er eine flache Struktur zugrunde legt (vgl. [Uszkoreit 1984]), daB die teilweise 
freie Wortstellung nicht direkt im ID /LP-Format kodierbar ist. Er schlagt daher eine 
Erweiterung der Definition von LP-Aussagen vor, die der Interaktion gerecht wird. 
Folgende Prinzipien werden identifiziert: 
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(15) (i) [agent] steht tendenziell vor [theme] 
(ii) [agent] steht tendenziell vor [goal] 
(iii) [goal] steht tendenziell vor [theme] 
(iv) [-focus] steht tendenziell vor [+focus] 
(v) [+pm] steht tendenziell vor [-pm] 
Wie [Lenerz 1977] feststellt, sind Satze gramrnatisch, wenn mindestens eines der 
Prinzipien erfullt ist. Uszkoreit schlagt komplexe LP-A ussagen vor, die aus mehreren 
Klausen im Format gewohnlicher LP-Aussagen bestehen. Ein lokaler Baum genugt 
einer komplexen LP-Aussage, wenn jedes Paar von Schwestern mindestens einer 
anwendbaren Klause genugt. Auf diese Weise gelingt es, die gefundenen sprachlichen 
Fakten direkt in der Metasprache zu kodieren. 
Wie [Hauenschild 1988] nachweist, sind die Merkmale wiederum voneinander 
abhangig. Durch die komplexe LP-Aussage auf der Basis von (15) werden der Satz 
(16) nicht zugelassen, wenn das indirekte Objekt nicht eine Extension von [+focus] 
ist (obwohl er auch dann gramrnatisch sein kann) und die Satze (17)-(18) nicht 
zuruckgewiesen, obwohl sie (von vielen deutschen Muttersprachlerinnen) zumindest 
als schlecht eingestuft werden. Offensichtlich ist die Wortstellung zweier pronomina-
ler Konstituenten strikter geregelt, wahrend sie bei Beteiligung nichtpronominaler 
NPs teilweise frei ist. 
(16) Sie gab es [theme] ihm [goal]. 
(17) ? Sie gab ihm [goal. +prn] es [theme. +prn]. 
(18) ? Sie gab dem Mann [goal, -prn] es [theme, +prn]. 
Hauenschilds Argumentation lauft darauf hinaus, daB in 'einem rein syntaktischen 
Formalismus die Bedeutung der Merkmale fUr thematische Rolle und Fokus un-
zureichend erklart werden konnen. Sie schlagt anhand eines Mehrebenen-Modells 
fur MU vor, die nicht strikten, semantisch-pragmatischen Aspekte der Wortstellung 
auf einer anderen Reprasentationsebene zu kodieren als die strikten, syntaktischen 
Aspekte. Wortstellung erhalt damit eine wohlfundierte Dimension, die quer durch die 
traditionellen Ebenen der Syntax, Semantik und Pragmatik verlauft und wohl eine 
'notwendige Voraussetzung fur eine adaquate Behandlung dieses Phanomenkomple-
xes darstellt. Eine detaillierte Ausarbeitung eines solchen Ansatzes steht aber noch 
aus. 
4.3.4 Verletzung der ECPO-Eigenschaft 
Pollard gibt Beispiele an, die die Annahme, eine Gramrnatik fUr Englisch habe die 
ECPO-Eigenschaft, infrage stellen [Pollard 1984, S. 60, 66]. Die Verben appear und 
appeal konnen in Satzen zusammen mit den gleichen Konstituenten auftreten (19)-
(22). Nach GKPS werden sie dann durch dieselbe ID-Regel (z.B. (23)) eingefUhrt. 
(19) Kim appeared to Sandy to be optimistic. 
(20) Kim appeared to be optimistic to Sandy. 
(21) Kim appealed to Sandy to be optimistic. 
(22) * Kim appealed to be optimistic to Sandy. 
33 
(23) VP -+ V, PP[to], VP 
Es gibt keine Menge von LP-Aussagen, die die Grammatikalitat von (19)-(21) und 
zugleich die Ungrammatikalitat von (22) beschreibt. Pollard behauptet, daB der 
entscheidende Punkt die grammatische Funktion der PP to Sandy sei (obliques Ob-
jekt bzw. indirektes Objekt). Auf die grammatische Funktion konnen LP-Aussagen 
jedoch keinen Bezug nehmen, wenn sie nicht in den Kategorien kodiert ist. 18 
[Sag 1986] schlagt zur Behebung des Problems im Rahmen von HPSG vor, neb en 
den gewohnlichen LP-Aussagen soiche zu haben, die die Position einer Konstitu-
ente lediglich hinsichtlich den Schwestern beschrankt, die hoher in der Obliqueness-
Hierarchie stehen. Auf diese Weise kommt ein Begriff der grammatischen Funktion 
ins Spiel, der das von Pollard benannte Problem lost. 
Andererseits ist die Verletzung der ECPO-Eigenschaft nur dann ein ernstes Pro-
blem, wenn man tatsachlich beide Verben durch dieselbe ID-Regel einfiihrt. Dazu 
ist man, technisch gesehen, nicht gezwungen. Die syntaktische Funktion von Kon-
stituenten laBt sich ohne weiteres durch Merkmalspezifikationen unterscheiden. 
Wir stehen mithin vor der Frage, welchen Stellenwert Merkmale in GPSG haben. 
Offenbar legt die Metasprache die Menge der Merkmale nicht fest . Einige Merkmale 
kommen sinnvollerweise in jeder GPS-Grammmatik vor (z.B. bar) , aber nirgends 
wird die Menge der Merkmale beschrankt . Der inflationare Gebrauch von Merkmalen 
kann also nur durch Argumente beschrankt werden, die auBerhalb der Metasprache 
von GKPS verankert sind. Hinsichtlich der Kodierung der grammatischen Funktion 
als Merkmal mag man etwa einwenden, daB dies theoretisch nicht begrundet sei und 
nur dazu diene, Beispiele wie (22) auszuschlieBen. 
Ich kann diese Frage nicht grundsatzlich beantwortenj es soli jedoch betont wer-
den, daB der Formalismus viele technische Moglichkeiten bietet, sprachliche Fakten 
zu beschreiben und daB nicht unbedingt die Anzahl der beschriebenen Satze ein MaB 
fUr die linguistische Adaquatheit einer Grammatik darstelit. 
4.4 Metaregeln 
Metaregeln sind in den verschiedenen Versionen von GPSG starken formalen Ande-
rungen unterworfen gewesen. In diesem Abschnitt wird die bisher am starksten ein-
geschrankte Fassung vorgestellt . Da Metaregeln im Berliner GPSG-System nur eine 
marginale Rolle spielen, gibt der vorliegende Abschnitt lediglich einen Uberblick und 
verweist auf die einschlagige Literatur. 
Der Effekt von Metaregeln ist die Explizierung systematischer Beziehungen zwi-
schen ID-Regeln: 
[ . . . ] they amount to nothing more than a novel type of rule collapsing 
convention for rules [ ... ] [GKPS, S. 66] 
Formal lassen sich Metaregeln als Funktionen von ID-Regeln in (Mengen von) ID-
Regeln auffassen. Eine Metaregel besteht aus zwei ID-Regel-Schemata, die Mengen 
18Die Notwendigkeit , die Funktion von Konstituenten einzubeziehen, wird auch bei der Zuwei-
sung semantischer Typen zu Kategorien offensichtlich. GKPS geben keine befriedigende Auskunft , 
wie das direkte und das indirekte Objekts in der Regel S - V, NP, NP zu unterscheiden sind. 
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von ID-Regeln denotieren. Ein ID-Regel-Schema ist ein Ausdruck der Form ao ---+ 
al," . ,an, wobei die ai bis auf eines Kategorien sind; ein ai ist eine Multimenge W 
von Kategorien. Das Format fiir Metaregeln sieht folgendermaBen aus:19 
(24) ao ---+ at, .. . ,an 
-U-
130 ---+ 131, ... ,13k 
Der Pfeil bedeutet, daB Eigenschaften einer ID-Regel, die das obere Schema matcht, 
die Existenz einer ID-Regel bewirken, die das untere Schema matcht. Am Beispiel 
der Passiv-Metaregel aus GKPS wird dies verdeutlicht: 
(25) VP ---+ W, NP 
-U-
VP[pas] ---+ W, (PP[pform:by]) 
Sie besagt, daB zu jeder ID-Regel, die eine VP in eine NP und weitere Konstituenten 
expandiert, eine andere ID-Regel existiert, in der eine VP[pas] genau die weiteren 
Konstituenten sowie, optional, eine PP dominiert, die durch die Pdiposition byeinge-
leitet wird. Dabei bleibt die Subkategorisierung unveriindert. Z.B. existiert aufgrund 
der ID-Regel (26) auch die ID-Regel (27). 
(26) VP ---+ V[6], NP 
(27) VP[pas] ---+ V[6], (PP[pform : by]) 
Jacobson zeigt, daB in GKPS eine Metaregel fiir Passiv nicht nur aus metasprachli-
chen Erwiigungen existiert, sondern daB sie unumgiinglich notwendig ist [Jacobson 
1987]. Die Aufgabe, die von Metareg~ln wahrgenommen wird, erledigen in anderen 
Theorien (wie LFG, HPSG) lexikalische Regeln, indem sie angeben, wie die Sub-
kategorisierungseigenschaften sich unterscheiden. Auf der Basis des Konzepts von 
Subkategorisierung in GKPS ist dies nicht moglich. Allein aufgrund der Spezifika-
tionen fur subcat im Lexikon besteht keine Moglichkeit, genau diejenigen Verb en 
zu identifizieren, die ein Objekt subkategorisieren und infolgedessen ggf. Passivfor-
men bilden. Dariiber hinaus ist es so nicht moglich, Passivformen regelhaft eine 
andere Subkategorisierung zuzuweisen. Die erforderliche Information ist nur in den 
ID-Regeln enthalten. Insofern wiirden Einwiinde gegen das Konzept der Metaregel 
eine grundlegende Anderung des Konzepts der Subkategorisierung erfordern.20 
1m folgenden nenne ich einige Einwiinde. Metaregeln werden von GKPS nur ein-
gesetzt, urn ID-Regeln mit lexikalischem Head in ID-Regeln mit lexikalischem Head 
abzubilden. [Jacobson 1987] krit isiert, daB die Beschrankung nicht aus der Natur der 
Metaregeln hervorgeht, sondern "von auBen" motiviert wird. 1m FaIle der Passiv-
Metaregel ist sie durch die Eigenschaft der Grammatik in GKPS gegeben, daB alle 
19GKPS machen' hierzu noch weitere Einschrankungen, die hier aber nicht von Belang sind; vgl. 
hierzu [GKPS, S. 67-72] 
20 Auf einen Vorschlag von Kilbury, der das Subkategorisierungskonzept von GKPS iibernimmt 
und die Komplemente eines Verbs mithilfe semantischer Typen rekonstruiert, gehe ich weiter unten 
em. 
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infrage kommenden ID-Regeln ein fUr su beat spezifiziertes (und damit lexikalisches) 
Head besitzen. 21 
Eine weitgehend ungekHirte Frage ist nach Jacobson die generative Kapazitat 
von Formalismen mit Metaregeln. Es ist vielfach betont worden, daB Metaregeln 
sich grundlegend von Transformationen unterscheiden. Transformationen operieren 
auf Strukturen, Metaregeln auf ID-Regelnj und eine endliche Menge von ID-Regeln 
kann nur kontextfreie Sprachen beschreiben. GKPS erwahnen eine Vermutung von 
Joshi, derzufolge die Anwendung einer Metaregel mit hochstens einer Variable auf 
PS-Regeln nur zu kontextfreien Sprachen fUhren kann. Uszkoreit zeigte jedoch, daB 
unter diesen Bedingungen eine unendliche Menge von PS-Regeln erzeugbar ist, falls 
namlich eine Metaregel auf das Resultat ihrer Anwendung anwendbar ist. Es gibt 
kontextfreie Grammatiken mit einer unendlichen Regelmenge, die eine nicht kon-
textfreie Sprache beschreiben ([Gazdar/Pullum 1982] und [Naumann 1988] geben 
ein elegant formuliertes Beispiel von Culy wider). Nach [Peters/Uszkoreit 1982]laBt 
sich durch unendliche Mengen von PS-Regeln jede rekursiv aufzahlbare Menge be-
schreiben. Welche Klasse von Sprachen bei Metaregel-Anwendung auf ID-Regeln, in 
denen ja keine Prazedenzrelationen kodiert sind, generiert wird, ist laut [Jacobson 
1987] nicht bekannt. 
Urn den Formalismus mit Sicherheit kontextfrei zu halten, fordern GKPS, daB 
der AbschluB der ID-Regeln unter Metaregel-Anwendung endlich bleibt. Dies wird 
erreicht durch die Beschrankung, daB im Verlauf der Ableitung einer ID-Regel jede 
Metaregel hochstens einmal angewendet werden darf [Thompson 1981]. Dies wird 
durch die Definitionen 7 (S. 24) und 8 (S. 25) sichergestellt. 
Diese Beschrankung ist nach Jacobson ebenfalls unnatiirlich, denn sie geht nicht 
aus den formalen Eigenschaften der Metaregeln selbst ·hervor. Jacobson pladiert 
dafUr, das Metaregelkonzept. ganz aufzugeben zugunsten einer lexikalischen Behand-
lung der Subkategorisierungsmoglichkeiten. 
4.4.1 Category-Cooccurrence Restrictions 
Einen anderen Ansatz, bei dem Metaregeln durch eine Rekonstruktion der ID-Regeln 
als Beschrankungen iiber das gemeinsame Vorkommen von Kategorien obsolet wer-
den, schlagt Kilbury im Rahmen einer neuen, metasprachlichen Komponente vor 
[Kilbury 1986, Kilbury 1988], die er in Analogie zu existierenden Komponenten 
(FCRs) einfiihrt. Wie Kilbury zeigt, gelangt man damit zu einer viel einheitlicheren 
Formulierung der Metasprache. 
Ich werde diesen Ansatz im folgenden darstellen, urn einerseits zu zeigen, wie 
Metaregeln umgangen werden konnen und andererseits ein Beispiel dafUr zu geben, 
21 Hinsichtlich der Korrektheit der Passiv-Metaregel sind einige Anmerkungen notwendig. Offen-
sichtlich werden auch Strukturen mit nicht passivierbaren (transitiven) Verben zugelassen. Kilbury 
betont in [Kilbury 1986], daB die Hauptaufgabe der Passivbildung einer Regel im Lexikon iiberlas-
sen bleibt [GKPS, S. 219], die einem Verb eine Passivform zuordnet. Wenn Un Lexikoneintrag keine 
Passivform zu einem Verb vorgesehen ist, kann die durch die Passiv-Metaregel geforderte ID-Regel 
diese Form nicht einfiihren. Soweit ich verstehe, erfaBt die Regel im Lexikon jedoch keine idiosyn-
kratischen Verbeigenschaften-sie regelt vielmehrdie unterschiedliche Semantik der Formen-und 
ist daher nicht in der Lage, Siitze wie Ein Buch wird bekommen auszuschlieBen.- [Kilbury 1986] 
und [PreuB 1989] nennen einige weitere Probleme. 
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wie die metasprachlichen Komponenten von GPSG aus linguistischen Uberlegun-
gen heraus modifiziert werden (Modifikationen aufgrund informatischer Erwagungen 
werden in Kapitel II beschrieben). 
Kilbury weist dar auf hin, daB in einer ID-Regel zwei verschiedene Arten von 
Information kombiniert sind: 
• die Mutter M dominiert unmittelbar eine Tochter D 
• eine Tochter Dl kommt als Schwester einer Tochter D2 im lokalen Baum vor 
Indem diese Information separat reprasentiert werden, lassen sich Generalisierungen 
ausdriicken, die im ID/LP-Format nicht formuliert werden konnenj z.B.: 
• Jeder lokale Baum mit Mutter M hat D als Tochter. 
• Kein lokaler Baum mit Dl als Tochter hat ebenfalls D2 als Tochter. 
Ausdriicke dieser Art nennt Kilbury Category Cooccurrence Restrictions (CCRs). 
Die in einer Menge von ID-Regeln enthaltene Information kann durch die Menge 
der Aste verbunden mit geeigneten CCRs dargestellt werden. 
(28) S --+ NP, VP 
S --+ AUX, NP, VP 
VP --+ AUX, VP 
VP --+ V, VP 
VP --+ V,NP 
VP --+ V, NP, VP 
(29) (S , NP), (S, VP), (S, AUX), (VP, V), (VP, VP) , 
(VP, AUX) , (VP, NP) 
Fiir (28) (vgl. [GKPS, S. 48 (9i)]) sind die Aste in (29) dargestellt. Kilbury gibt die 
folgenden CCRs an.22 
• Jeder lokale Baum mit S als Mutter hat sowohl NP als auch VP als Tochter. 
• Jeder lokale Baum mit AUX als Tochter hat ebenfalls VP als Tochter. 
• In jedem lokalen Baum mit VP als Mutter kommen entweder AUX oder V als 
Tochter vor. 
• In jedem lokalen Baum mit VP als Mutter, in dem AUX als Tochter vorkommt , 
kommt NP nicht als Tochter vor. 
• Jeder lokale Baum mit V als Tochter hat VP oder NP (oder beide) als Tochter. 
Die Rekonstruktion einer umfangreichen Menge von ID-Regeln fiihrt zu einer sehr 
uniibersichtlichen Situation. Die Menge der lexikalischen ID-Regeln wird jedoch auf 
eine generelle Weise erfaBt, indem man an ihren Heads ein syntaktisches Merkmal 
typ spezifiziert, dessen Wert eine Folge von Kategorien ist.23 Diese Kategorien nimmt 
22Er verwendet dazu eine formale Notation, die hier nicht eingefiihrt wird. 
23Dies ist stark vereinfacht. Zum Konzept der semantischen Typen siehe Abschnitt 4.7. 
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das Head als Komplemente. Auf diese Weise wird die Relation zwischen Subkate-
gorisierung und Komplementen aus den ID-Regeln in die lexikalischen Kategorien 
verlagert. Mithilfe des Komp/ement-Typ-Prinzips (CTP) lassen sich die Komple-
mente eines lexikalischen Heads rekonstruieren. Das CTP wird durch schematische 
CCRs definiert. Vereinfacht ausgedruckt, besagt es: 
• Jeder Head X[bar:O, typ:(bll ... , bn- 1I On}] hat in einem lokalen Baum die Mut-
ter X[typ:(on}] . 
• Wenn in einem lokalen Baum ein Head [bar:O, tYP:(bl' ... ' On-I, bn )] vorkommt, 
SO kommen auch X[typ:( OJ}] (1 :s; i < n) als T6chter vor und keine weiteren. 
Damit besteht die Reformulierung einer Menge von ID-Regeln aus den .Asten, dem 
CTP und geeigneten CCRs fUr nicht-lexikalische ID-Regeln. 
Die Beschreibung lexikalischer ID-Regeln durch das CTP kann nun ausgenutzt 
werden, urn Metaregeln zu eliminieren. Dies soli nun am Beispiel der Passiv-
Metaregel skizziert werden. Der Effekt der Passiv-Metaregel ist, wie gesagt, zu-
sammen mit einer Typanpassungsregel im Lexikon zu betrachten. Kilbury ersetzt 
beide durch eine "metalexikalische" Regel. Metalexikalische Regeln sind Ausdrucke 
der Form a =} /3, wobei a und /3 Kategorienschemata sind, die Variablen in den 
Merkmalwerten enthalten durfen. Eine metalexikalische Regel besagt: Wenn im Le-
xikon ein Eintrag a' -+ w existiert, wobei a und a' matchen (d.h. Variablen in a 
werden-analog etwa zur Prolog-U nifikation-cl urch entsprechende Konstanten in 
a' gebunden), dann existiert auch eine Eintrag /3' -+ w, wobei /3 und /3' matchen. 
Naturlich muB sichergestellt sein, daB die korrekten Wortformen vorliegenj Kilbury 
setzt dafur separate morphologische Regeln an (vgl. Abschnitt 2.4). 
Die metalexikalische Regel fUr Passiv nimmt die entsprechenden Anpassungen 
des Merkmals typ vor. 
(30) V[-pas, agr:bn, tYP:(OI, ... , On-I, On,S)] 
JJ. 
V[+pas, agr:on_t, tyP:(On" bt, ... , On-I,S)] 
und 
V[+pas, agr:bn_ll typ:(on" b1l ..• , On-llS}] 
wobei 
(i) On-I, On E {NP, S} 
(ii) wenn bn = NP, dann On' = PP[by]; sonst On' = S 
Dabei wird ein binares Merkmal pas zugrundegelegt, das Aktiv und Passiv unter-
scheidet. bn- 1 und bn sind die Kategorien des direkten Objekts bzw. des Subjekts 
der aktiven Form. Das CTP besagt nun, daB V[-pas] als Tochter einer VP mit dem 
Typ (bn,S) genau die Komplemente bj (1 :s; i :s; n - 1) besitzt, wahrend V[+pas] als 
Tochter einer VP mit dem Typ (On-llS) genau die Komplemente OJ (1 :s; i :s; n - 2) 
und (optional) On' besitzt. 
Der wesentliche Unterschied zwischen diesem Vorschlag und der Argumentation 
von Jacobson, welche mit einem HPSG-ahnlichen Ansatz vereinbar ist, besteht da-
rin, daB Kilbury Metaregeln eliminiert, ohne das Subkategorisierungskonzept von 
GKPS anzutasten. Kilbury zeigt nebenbei die Redundanz auf, die hinsichtlich der 
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Kodierung von Komplementen eines lexikalischen Heads in ID-Regeln und semanti-
schen Typen steckt. Er setzt allerdings voraus, daB die Werte von typ auf konsistente 
Weise instantiiert werden konnen-eine Annahme, die in GKPS nicht ohne wei teres 
haltbar ist (vgl. Abschnitt 4.7). 
1m Berliner GPSG-System werden Metaregeln (in der oben beschriebenen, be-
schdinkten Form) aus rein praktischen Grunden verwendet, namlich als Arbeitser-
leichterung fUr das Regelschreiben. Ich komme darauf in Teil II zuruck. 
4.5 ZuHissige Baume 
In Definition 9 wurde eine Reihe von Bedingungen formuliert , die eine direkte Ablei-
tung definieren. Dieses Konzept wurde verwendet, weil es aus der Theorie formaler 
Sprachen bekannt ist. In dies em Abschnitt wird stattdessen wie in GKPS mengen-
theoretisch vorgegangen und die Menge der lokalen Baume definiert. Infolge der 
genannten Bedingungen wird diese Menge dann eingeschriinkt auf die Menge der 
zuliissigen lokalen Biiume. In einem weiteren Schritt wird, analog zur Definition 10 
(Ableitung), die Menge der zuliissigen Biiume definiert. 
Zunachst solI der Zusammenhang zwischen ID- Regeln und lokalen Baumen ge-
nauer bestimmt werden. Eine ID-RegellaBt aIle lokalen Baume zu, deren Kategorien 
Extensionen der entsprechenden Kategorien in der ID-Regel sind. Zusatzlich mussen 
fUr jede Kategorie in diesen Baumen aIle FCRs wahr seine Dann heiBt jeder dieser 
Biiume projizieri durch die ID-Regel. 
Definition 12. Sei r = (Co, {Ct, ... , Cn}mul) eine ID-Regel, und sei ferner t = 
(C~, (C~, ... , C~)) ein etikettierter lokaler Baum. Dann heiBt eine bijektive 
Funktion ¢J: {Co, ... ,Cn}mul--+ {C~, ... ,C~}mul Projektion gdw. 
• ¢>(Co) = C~ 
• Vi, 0 ~ i ~ n : ¢J( Cj ) ist legal 
• Vi, 0 ~ i ~ n : Cj ~ ¢>( Cj ) 
Man beachte, daB die Information in lokalen Biiumen sich von der in ID-Regeln auf 
zwei Weisen unterscheidet. Einmal enthalten die Kategorien gewohnlich mehr Merk-
malspezifikationen und zum andern existiert eine Reihenfolge der Tochter (m.a.W. 
¢> erhiilt nicht die Ordnung der Indizes der Tochter aufrecht).24 
Definition 13. Sei r eine ID-Regel. Dann heiBt ein lokaler Baum t IokaI zuliissig 
durch r gdw. er die folgenden Eigenschaften aufweist: 
• Es gibt eine Projektion ¢J mit ¢>(r) = t.2S 
• Fur aIle Kategorien C E r erfiillt ¢>( C) aIle FSDs. 
24[Hendriks 1986] kritisiert, daB dies nicht aus der Definition der Projektionsfunktion folgt. Es 
wird lediglich eine Abbildung von Multimengen in Multimengen definiert, nicht aber von Multi-
mengen in Biiume. Auch wenn man eine Bijektion zwischen Elementen des Bildbereichs und lokalen 
Biiumen als gegeben voraussetzt , bleibt ein Problem: die Tochter in Biiumen sind geordnet, die 
Elemente einer Multimenge jedoch nicht. Fur eine Losung verweise ich auf [Hendriks 1986]. 
25Diese etwas freizugige Schreibweise ubernehme ich von GKPS. Gemeint ist: <p ist eine Projek-
tion von einer ID-R.egel r auf einen lokalen Baum t. 
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• <p erfiillt die MIPs (d.h. das FFP, das CAP und die HFC) . 
• <p induziert eine Folge von T6chtern, die zuHissig gemaB LP ist. 
Leider ergeben sich aus der in GKPS vorgenommenen Aufgabenverteilung eine Reihe 
von Abhangigkeiten, die diese einfache Menge von Bedingungen zu einem extrem 
komplexen und uniibersichtlichen Netz von Constraints werden lassen. Ich werde die 
formalen Definitionen in dieser Arbeit nicht alle einfiihren, sondern auf die Schwie-
rigkeiten eingehen, die sich aus den Aufgaben der MIPs ergeben. An dieser Stelle sei 
darauf hingewiesen, daB die Anwendungsbedingungen der FSDs ebenfalls relationa-
len Charakter erhalten insofern, als sie die Effekte der MIPs nachspielen miissen. 
Die Aufgabe von Defaults ist ja gerade, nicht den anderweitig geforderten Merkmal-
spezifikationen zu widersprechen vgl. [GKPS, S. 101-104]). 
1m folgenden wird der zentrale Begriff der GPSG definiert, namlich der des 
zulassigen Baums. Ein Baum heiBt terminiert gdw. jedes Blatt mit einem Terminal-
symbol etikettiert ist. GKPS gehen einfach davon aus, daB terminierte lokale Baume 
aufgrund des Lexikons existieren, zulassig sind und der Syntax zur Verfiigung stehen. 
Definition 14. Sei Reine Menge von ID-Regeln. Ein Baum t heiBt zuiiissig in R 
gdw. t terminiert ist und jeder lokale Teilbaum in t entweder terminiert ist 
oder lokal zulassig durch ein r E R. 
In die Definition der lokalen Zulassigkeit wurden die MIPs einbezogen. Die folgenden 
Abschnitte veranschaulichen die intendierte Funktionsweise und wei sen auf theore-
tische Probleme hin. 
4.6 Das Foot-Feature-Prinzip 
In den letzten Abschnitten wurden metasprachliche Komponenten beschrieben, die 
eine eigene Syntax besitzen: Merkmalspezifikationen, komplexe Kategorien, FCRs, 
ID-Regeln, LP-Aussagen und Metaregeln. In diesem und den folgenden beiden Ab-
schnitten werden die MIPs beschrieben. Als universelle Prinzipien, die die Spezifi-
kat ion bestimmter Merkmale in lokalen Baumen regeln, beschranken sie die Menge 
der zulassigen lokalen Baume. Die MIPs besitzen keine Syntax und sind daher aus-
schlieBlich durch ihre Semantik, d.h. durch ihre Wirkung auf lokale Baume bestimmt. 
In Abschnitt 3 wurden die MIPs stark vereinfacht definiert, indem lediglich je-
weils eine Menge von kospezifizierten Merkmalen in den Kategorien eines lokalen 
Baumes gefordert wurde. Nun werden diese Definitionen prazisiert und linguistisch 
motiviert. Es werden die Bedingungen beschrieben, unter denen ein Merkmal aus 
FOOT, CONTROL oder HEAD dem jeweiligen MIP geniigen muB bzw. von ihm 
ausgenommen ist. 
Dieser Abschnitt geht auf das FFP ein. Die Foot-Merkmale werden in GKPS 
in der Menge FOOT zusammengefaBt. In der Grammatik des in GKPS behandel-
ten englischen Fragments sind drei kategorienwertige Merkmale, namlich wh, re und 
slash. Die ersten beiden werden benutzt, urn bestimmte Frage-, Relativ- und Refle-
xivpronomina zu behandeln. Mit slash werden Kategorien beschrieben, die nicht an 
ihrer kanonischen Position in der syntaktischen Struktur auftreten. Auf diese Weise 
40 
~ - - - - - - - - - - , 
s 
/~ Fuller 
I NP S/NP I 
'-1----/-'" 
Kim NP VP/NP 
"Mitte" 
I /~ 
Sandy V VP[infj/NP 
I /~ 
promised V VP[bse]/NP 
I /'" to V PP/NP 
I / -~- - ----, 
work P I NP/NP 
I I Lucke 
for I e 
Abbildung 4: Topologische Bereiche bei Fiiller-Liicke-Konstruktionen 
wird in GKPS die Gruppe der Fiiller-Liicke-Konstruktionen (engl. filler-gap con-
structions) behandelt. Ein Beispiel soll die Wirkungsweise des FFP verdeutlichen. 
AnschlieBend folgt eine Definition des FFP. 
Die ID-Regeln in (32)-(37) ermoglichen Strukturbeschreibungen fiir Siitze wie 
(31). Der Lexikoneintrag (38) fiihrt die Liicke e ein, die durch die erste Tochter von 
Regel (32) "gefiillt" wird. Der Fuller .ist eine phrasale Kategorie, die in relevant en 
Merkmalspezifikationen identisch mit dem slash-Wert an der Schwester ist. Es wird 
versucht, dies durch Kontrollmechanismen sicherzustellen, iiber die in Abschnitt 4.7 
zu sprechen sein wird. 
(31) Kim Sandy promised to work for. 
(32) S ~ [bar: 2], S/[bar : 2] 
(33) S ~ [bar: 2], VP 
(34) VP ~ V, VP[inf] 
(35) VP ~ V, VP[bse] 
(36) VP ~V,PP 
(37) PP ~ P,NP 
(38) X/X~ e 
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Abbildung 4 zeigt eine Struktur, in der man topologisch drei Bereiche unter-
scheiden kann. Zwei davon werden durch die beiden Baume gebildet, die Lucke und 
Fuller einfuhren. Die sie projizierenden ID-Regeln bzw. Lexikoneintrage enthalten 
eine Spezifikation von slash; der Lexikoneintrag an der Mutter und die ID-Regel 
an einer Tochter. Der dritte Bereich liegt, topologisch gesehen, in der Mitte und 
wird durch eine unbestimmte Anzahl von ID-Regeln erzeugt, in denen slash nicht 
spezifiziert ist (vgl. (32)-(37)). 
Eine Merkmalspezifikation (m : w) in einer Kategorie 1>(C) heiBt ererbt gdw. (m : 
w) E C. Merkmalspezifikationen in 1>(C), die nicht ererbt sind, heifien instantiiert. 
Wie in Abbildung 4 ersichtlich, sind in den lokalen Baumen des mittleren Be-
reichs an den Kategorien auf dem "Pfad" zwischen Lucke und Fuller Spezifikationen 
fur slash instantiiert. Diese Spezifikationen explizieren die Korrespondenz zwischen 
Fuller und Lucke. Sowohl ihre Prasenz wie auch ihre Identitat werden durch das 
FFP erzwungen. Die ererbten slash-Werte an Fuller und Lucke werden vom FFP 
jedoch nicht beruhrt. 
Grundsatzlich kann eine Lucke mehrfach auftreten (bei parasitaren Lucken im 
Englischen oder bei Koordination). Das FFP soll auch diese Falle erfassen. Es muG 
sicherstellen, daB die Pfade vom jeweils unteren Bereich an einem Knoten im mitt-
leren Bereich zusammentreffen und daB von dort aus nur ein Pfad bis zum oberen 
Bereich fiihrt . Der Treffpunkt ist an der Mutter eines lokalen Baumes, und das FFP 
muG die Bedingungen uber das Zusammentreffen ausdrucken. 
Dies wird in der folgenden Definition angestrebt (eine formale Darstellung findet 
sich in [GKPS, S. 82]). 
Definition 15. Ein lokaler Baum genugt dem FFP, wenn der Wert jedes instantiier-
ten FOOT-Merkmals m an der Mutter und die Unifikation aller instantiierten 
Spezifikationen von m an den T6chtern identisch sind. 
Die lokalen Baume in Abbildung 4 genugen dem FFP. Bei lexikalischen Kategorien 
ist die Instantiierung von slash in GKPS durch die FCR (7) auf Seite 29, die hier als 
(39) wiederholt wird, in Verbindung mit der FCR (40) verhindert.26 
(39) (subcat):) -,(slash) 
(40) (bar: 0) = (n) A (v) A (subcat) 
Bei nicht-lexikalischen T6chtern ohne ererbte slash-Spezifikation fordert das FFP 
keine instantiierte Spezifikation, laBt aber jede zu, die mit denen der anderen T6ch-
ter unifizierbar ist (vgl. [GKPS, S. 140ff]). Dies kann u.a. bei fiachen Strukturen 
26Eine Anmerkung zum Begriff der lexikalischen K ategorie in GKPS: FeR (40) besagt, daB 
die legalen Extensionen von bzgl. subcat spezifizierter Kategorien genau diejenigen sind, die fUr n 
und v spezifiziert sind und (bar : 0) enthalten. Die Bezeichnung lexikalisch trifft somit nicht auf 
aile Mutter terminaler Biiume zu, insbesondere auf Det nicht. Das ist aber offensichtlich nicht die 
Intention von GKPS, wenn sie schreiben: 
A lexical item belongs to a minor lexical category if and only if it is specified for 
5ubcat, but not specified for bar. [GKPS, S. 35] 
Daher verwende ich lexikalisch weiterhin fUr aile Kategorien, die ein Terminalsymbol dominieren 
k6nnen. 
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zu unerwunschten Analysen fUhren, wenn die mogliche Spezifikation von FOOT-
Merkmalen nicht eingeschrankt wird (etwa durch FCRs) . ID-Regeln mit mehr als 
einer Tochter, die kein lexikalischer Head ist (41 )-( 43), konnen zulassen, daB meh-
rere Pfade aufeinander treffen. Damit wurden Satze wie (44)-(46) als grammatisch 
klassifiziert .21 
(41 ) VP ---+ V, NP , VP[inf] 
(42) VP ---+ V, NP , PP 
(43) S ---+ V [+aux], NP , VP[bse] 
(44) * Sandy Kim promises e to wash e. 
(45) * Fido Kim gives e to e. 
(46) * Who did a picture of e bother Mary? 
GKPS mochten einzelsprachliche Koreferenz-Beschrankungen (im Sinne von [Eng-
dahl 1980]) heranziehen, urn ahnliche Satze als ungrammatisch zu kennzeichnen 
[GKPS , S. 166] . 
Ein weiteres Problem ist, daB die Unifikation der FOOT -Spezifikationen un-
erwunschte Mehrfachanalysen bei mehrfach auftretenden Lucken zulaBt. Die in-
stantiierten Spezifikationen im slash-Wert konnen in vielfaltiger Weise auf die un-
terschiedlichen Vorkommen der Liicke verteilt sein. Die Intuition, daB eine Liicke 
mehrfach auftreten kann, wurde genauer verwirklicht durch die rigidere Forderung 
im FFP nach /dentitiit von instantiierten FOOT-Spezifikationen. 
Die Wirkung des FFP ist andererseits zu strikt , indem lokale Baume, die instan-
tiierte slash-Spezifikationen fUr verschiedene Liicken enthalten, aufgrund der Katego-
riendefinition ausgeschlossen sind. Es ist nicht schwer, englische Beispiele zu finden, 
fiir die es naheliegt, Konstituenten mit verschiedenen Lucken anzunehmen (fur Bei-
spiele aus skandinavischen Sprachen zitieren GKPS [Engdahl 1980]). In Abbildung 5 
liegt eine vereinfachte Analyse im Stile von GKPS vor (wobei es fur das Argument 
keine Rolle spielt, welche Konstituenten argue subkategorisiert). Die verschiedenen 
NPs werden nur zur Unterscheidung indiziert.28 
Die technische "Losung" besteht in der Annahme eines zusatzlichen kategori-
enwertigen FOOT-Merkmals. Offen bleibt, wie dessen Spezifikationen instantiiert 
werden sollen, so daB keine unakzeptablen Satze von der Grammatik analysiert wer-
den. 
4.7 Das Control-Agreernent-Prinzip 
Das CAP ist neben den FSDs die wohl umstrittenste Komponente der Metasprache, 
denn es ist nicht nur wegen seiner barocken Definition schwer durchschaubar sondern 
auch inadaquat hinsichtlich einer Reihe sprachlicher Fakten. 
Keenans semantisch motiviertes Prinzip, daB, grob vereinfachend, Argumente 
27Beispiel 46 stammt aus [PreuB 1989, S. 35] . 
28Der Beispielsatz stammt von Hukari und Levine, die ausfiihrlich verschiedene Probleme mit pa-
rasitaren Lucken diskutieren, die das Zusammenwirken von FFP und CAP betreffen [Hukari/Levine 
1986, S . 238ft']. 
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Abbildung 5: Unerlaubtes Zusammentreffen von slash-Spezifikationen 
Funktoren kontrollieren konnen, wird in GPSG rnithilfe semantischer Typen forma-
lisiert und verallgemeinert. Die Typen ermoglichen die Rekonstruktion von Funktor-
Argument-Verhaltnissen auf der syritaktischen Ebene. Die Typen bilden die Grund-
lage fUr ein Konzept von Kontrolle als Beziehung zwischen der kontrollierenden 
Kategorie ( Controller) und der kontrollierten Kategorie (Controllee). 29 Diese Ka-
tegorien konnen miteinander kongruieren. Das CAP bildet die Grundlage fUr eine 
Beschreibung, welche Kategorien tatsiichlich miteinander kongruieren. 
Zu den Phanomenen, die GKPS auf der Basis des CAP behandeln, gehoren 
die Kongruenz zwischen grammatischem Subjekt und finitem Verb sowie zwischen 
logischem Subjekt (im Sinne von [BuBmann 1983]) und Objekt in Equi- und Raising-
Konstruktionen. 3O Es ist wichtig zu beachten, daB GKPS in den Strukturen fUr (48)-
(49), in denen Ann das logische Subjekt von wash darsteilt, keine eigene syntaktische 
Reprasentation ansetzenj ebenso im Faile von (50), wo Jim als logisches Subjekt 
von wash verstanden wird. Die Verben persuade und promise haben die gleichen 
Schwestern (vgl. Abbildung 6), kombinieren aber semantisch auf verschiedene Weise 
mit ihnen. 
Dies wird durch unterschiedliche semantische Typen bewirkt. Das CAP soil in 
29Ich iibernehme die englischen Termini in Ermangelung besserer Alternativen. 
30Diese Begriffe sind im Sinne der TG zu verstehen. 
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Abbildung 6: Kontrollbeziehungen zwischen Kategorien in lokalen Baumen 
diesem Abschnitt anhand der folgenden Beispiele beschrieben werden, die die we-
sent lichen Kontrollbeziehungen enthalten. 
(47) Jim washes his car. 
( 48) Ann Jim persuades to wash herself. 
(49) Jim persuades Ann to wash herself (* himself) . 
(50) Jim promises Ann to wash himself (* herself). 
(51) Jim is easy to please. 
Ich fiihre erst die semantischen Typen ein, definiere dann Kontrolle und gebe 
schlief3lich eine Definition des CAP.31 Danach werden eine Reihe von Problemen mit 
diesem Ansatz diskutiert. 
31 Ich orientiere mich an der Definitionsweise von [J acobson 1987]' die ich fUr transparenter halte 
als die Originalversion von GKPS. 
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4.7.1 Semantische Typen 
GKPS iibernehmen das Konzept einer modelltheoretischen Semantik nach Monta-
gue. Obwohl sie die direkte Abbildung von syntaktischen Kategorien in Mengen 
moglicher Denotate fUr moglich halten, bevorzugen sie (wie auch Montague) eine 
indirekte Vorgehensweise rnithilfe einer formalen Sprache, narnlich intensionaler Lo-
gik (IL). Dabei steht das Problem der Abbildung natiirlichsprachlicher Ausdriicke 
in IL-Ausdriicke im Mittelpunkt, denn IL ist so definiert, daB die Beziehung zu 
modelltheoretischen Interpretationen bekannt ist. 
Semantische Typen sind die syntaktischen Kategorien von IL. Sie werden be-
nutzt, urn die semantische Rolle der GPSG-Kategorien darzustellen. Die prirnitiven 
Typen von IL sind "e" fUr entity und "t" fUr Wahrheitswerte. Komplexe Typen 
werden induktiv definiert: 
• Wenn a ein Typ ist, dann auch (8, a) . 
• Wenn a und b Typen sind, dann auch (a, b). 
Jeder syntaktischen Kategorie wird-im Unterschied zu Montague nicht eindeutig-
ein Typ zugewiesen. S hat z.B. den Typ (8, t) und NP (8, ((e, t), t)) (vgl. [GKPS, S. 
188ff]). Man schreibt dies mithilfe der Funktion TYP, die aus der Menge syntakti-
scher Kategorien in die Typen von IL abbildet. 
Typen bestimmen, wie Denotate komplexerer IL-Ausdriicke sich als Funktion 
aus den Denotaten ihrer Konstituenten ergeben. Infolgedessen ist z.B. TYP(V P) = 
( TYP( N P), TYP( S)), oder, abgekiirzt VP' = (NP', S'). VP' ist eine Funktion, die 
Objekte aus NP' als Argumente nimmt urid Objekte ausS' als Werte liefert. 
4.7.2 Kontrollbeziehungen in GPSG 
Semantische Typen werden fUr die Definition der Kontrollbeziehung herangezogen. 
In einer Kontrollbeziehung ist die Funktor-Kategorie Controllee und die Argument-
Kategorie Controller. Die Funktor-Kategorie heiBt, unabhangig von der Existenz 
einer Kontrollbeziehung, Zielkategorie (der Kongruenzrelation). 
Die Kontrollbeziehung wird fUr zwei verschiedene Situationen definiert. Betrach-
ten wir zuerst binare lokale Baumej sie haben eine Funktor-Kategorie C1 und eine 
Argument-Kategorie C2 (ein Beispiel ist (i) in Abbildung 6). Es gilt C~ = (C~, Cb) 
fUr eine Mutter-Kategorie Co. Dann wird C1 von C2 kontrolliert. In dem genannten 
Beispiel ist VP die Funktor-Kategorie und wird von NP kontrolliert. 
Die zweite Situation betrifft sogenannte Kontrollpriidikate. Ein Kontrollpradikat 
ist ein lexikalischer Head, der Komplemente subkategorisiert, welche durch pradi-
kative Kategorien (z.B. VPs) dargestellt werden. Diese haben den Typ (NP', C'), 
denotieren also Funktionen von NP-Denotaten. In Abbildung 6 werden die fett ge-
zeichneten lokalen Baume in (ii) und (iii) durch die ID-Regeln (41) auf Seite 43 (hier 
als (52) wiederholt) und (53) projiziert. Die VP-Tochter bzw. die AP sind pradika-
tive Kategorien (vom Typ (NP', S')). 
(52) VP ~ V, NP, VP[inf] 
(53) AP ~ A, VP INP 
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Kontrollpradikate sind Verben und Adjektive, die Hilfsverben sowie Equi- und 
Raising-Pradikate im Sinne der TG einschlieBen. Pradikative Komplemente von 
Kontrollpradikaten sind mogliche Zielkategorien, auch wenn keine Kontrollbeziehung 
vorliegt. Wir mussen also abermals zwei Situationen unterscheiden und betrachten 
zunachst die, in der die pdidikative Kategorie Controllee ist. 
In diesen Fallen vermittelt der lexikalische Head die Kontrollbeziehung zwischen 
einem NP-Controller und der pradikativen Kategorie. Solche Heads sind objektkon-
trollierte Equi- und "Raising-to-Object"-Verben (vgl. (ii) in Abbildung 6). Nach 
GKPS haben Kontrollvermittler den Typ (VP', (NP',VP')). 
Dies sind die beiden einzigen Falle, in denen eine Kontrollbeziehung definiert ist. 
Wir betrachten nun die Situation, in denen pradikative Kategorien nicht kontrolliert 
werden. Das V, das in (iii) von Abbildung 6 das Terminalsymbol promise dominiert, 
hat den Typ (NP', (VP',VP'))j es vermittelt keine Kontrollbeziehung zwischen der 
NP und der VP, und wird von keinem seiner Argumente kontrolliert.32 • Analog 
verhalt es sich mit dem A in (iii). Die pradikative Kategorie VP / NP hat den Typ 
(NP', VP'), aber keinen Controller , denn der Typ von A ist ((NP', VP'), AP'), nicht 
aber (VP', AP'), wie es zur Herstellung einer Kontrollbeziehung notwendig ware. 
4.7.3 x-Spezifikationen 
Die Verbindung der Kontrollrelation zu den semantischen Typen bringt eine Kompli-
kation mit sich, da die Typen sich abhangig von instantiierten FOOT -Spezifikationen 
andern konnen. Diese sollen aber keinen EinfluB auf die Definition von Kontrolle 
ausubenj z.B. solI in (ii) die NP auch dann die VP kontrollieren, wenn sie eine 
Lucke repriisentiert (d.h. NP / NP). Welche Merkmale sollen nun die semanti-
schen Typen bestimmen, die fUr die Definition von Kontrolle relevant sind? GKPS 
geben (kommentarlos) an, daB dies die Head-Spezifikationen seien, die nicht zu-
gleich instantiierte FOOT-Spezifikationen sind sowie zusatzlich die ererbten FOOT-
Spezifikationen. Sie verwenden eine Funktion x, die zu einer Kategorie diese Teil-
menge der Spezifikationen liefert und nennen diese Teilmenge x-Spezijikationen. 
Die ererbten FOOT -Spezifikationen werden in den semantischen Typen beruck-
sichtigt und sind relevant fUr die Kontrollbeziehung. Warum aber sind die Head-
Spezifikationen fUr die Kontrolibeziehung relevant? Und warum sind von diesen ge-
nau die instantiierten FOOT-Spezifikationen irrelevant? 
Mit dem CAP solien Kongruenzbeziehungen zwischen Terminalsymbolen erklart 
werden. Deren morphologische Eigenschaften konnen wir uns als in den lexikalischen 
Kategorien repriisentiert vorstellen. DaB diese Information an nonterminalen Kate-
gorien auftritt (z.B. Merkmale fur Numerus, Genus und Person auBer an N auch an 
NP), stellt die HFC sicher (vgl. Abschnitt 4.8), die genau fUr die Head-Merkrnale 
erfUllt sein muB. Unklar ist aber, ob wirklich aIle Head-Merkmale relevant sind. 
Auf die Arbeitsteilung zwischen CAP und HFC bei der Realisierung von Kongruenz 
werde ich gleich zuriickkommen. 
32Der gestrichelte Pfeil driickt eine andere, semantische Kontrollbeziehung aus (in Abbildung 6 
S-Kontrolle genannt); man spricht hinsichtlich der VP vom Subjekt des Matrixsatzes als dem 
"verstandenen Subjekt" 
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Mit dem AusschluB instantiierter FOOT -Spezifikationen, die zugleich Head-
Spezifikationen sind, erreichen GKPS zwar, daB das CAP in ihrer Grammatik keine 
instantiierten slash-Werte betrachtet, denn slash ist das einzige FOOT-Merkmal, das 
zugleich Head-Merkmal ist. Es bleibt aber offen, inwieweit die Eigenschaft, sowohl 
instantiierte FOOT - als auch Head-Spezifikation zu sein, im allgemeinen etwas mit 
der Zuordnung semantischer Typen zu Kategorien zu tun hat. 
4.7.4 Kontrollbeziehung und Kongruenz 
Durch die folgende Definition werden die Faile der Kontrolle in binaren Baumen von 
denen der Kontrollvermittlung unterschieden. 33 
Definition 16. In einem lokalen Baum (Co, (CI, ... , Cn )) kontrolliert eine Katego-
rie Ci eine Kategorie Cj (1 ~ i, j ~ n) gdw. entweder 
• TYP(X(Ci )) = (TYP(X(Cj ), TYP(X(Co)), oder 
• TYP(X(Ci )) VP' und die Head-Schwester hat den Typ 
(VP', (TYP(X(Cj),VP')) 
Kontrollbeziehungen geben an, welche Kategorien miteinander kongruieren konnen, 
nicht aber, welche es tatsachlich tun. Die Kongruenz wird realisiert mithilfe eines 
Kontrollmerkmals. Jede Zielkategorie enthalt ein kategorienwertiges syntaktisches 
Merkmal agr oder slash. Diese beiden Merkmale sind Elemente der Menge CON-
TROL, die eine Teilmenge der Merkmale ist (in der Grammatik von GKPS gilt 
CONTROL = {agr, slash}). Die Kontrollmerkmale sind auch Head-Merkmale. Dies 
wird nicht im Formalismus verlangt, doch ist es erforderlich, urn die gewiinschte 
Arbeitsteilung zwischen CAP und HFC zu erreichen. 
Die Aufgabe der HFC ist, wie oben bereits angedeutet, die folgende: Der 
Lexikoneintrag fiir eine Wort form (z.B. persuades) enthalt eine Extension von 
[agr:NP[per:3, -plu]]. HFC erzwingt das Vorkommen dieser Spezifikation an der 
Mutter (VP in (ii) von Abbildung 6). Aufgabe des CAP ist es, sicherzusteIlen, daB 
die Mutter, vereinfacht gesagt, mit einer Kategorie iibereinstimmt, die als Wert 
ihrer agr-Spezifikation kodiert ist. Am Beispiel sehen wir, daB persuades nur mit 
einer NP[per:3, -plu] kongruiert. Die Kongruenz bezieht sich ausschlieBlich auf die 
x-Spezifikationenj aIle anderen sind in der agr-Spezifikation nicht enthalten. 
4.7.5 Die Definition des CAP und einige Beispiele 
Bevor die Definition des CAP gegeben wird, sind die Kriterien fUr die Auswahl des 
Kontrollmerkmals zu beschreiben. GKPS definieren: 
Definition 17. Sei C eine Kategorie in einem lokalen Baum und C(bar) #- O. Das 
Kontrollmerkmal von C slash gdw. slash an C ererbt istj sonst ist .es agr. 
Definition 18. Ein lokaler Baum (Co, (CI, ... ,Cn )) geniigt dem CAP gdw. entwe-
der 
33Eine formale Definition steht in [Hukari/Levine 1986, S. 164]; die entsprechende Definition von 
GKPS enthiilt einige Fehler. 
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1. Cj eine Kategorie Cj im binaren lokalen Baum kontrolliert und der Wert 
des Kontrollmerkmals von Ci mit den x-Spezifikationen von Cj identisch 
ist; oder 
2. Ck eine Kontrollbeziehung zwischen Cj als Controller und Cj als Con-
trollee vermittelt und der Wert des Kontrollmerkmals von Cj mit den 
x-Spezifikationen von Cj identisch ist; oder 
3. eine pradikative Kategorie Ci ohne Controller existiert, und der Wert des 
Kontrollmerkmals von Ci mit dem Wert des Kontrollmerkmals von Co 
identisch ist. 
Betrachten wir noch einmal Abbildung 6. 1m linken lokalen Baum von (i) ist das 
Kontrollmerkmal des Controllees agr, da keine ererbte slash-Spezifikation vorliegt. 
Die erste Klausel des CAP verlangt, daB der Wert von agr (modulo X) mit dem 
Controller identisch ist . In Zusammenarbeit mit der HFC wird so z.B. (47) generiert. 
1m rechten lokalen Baum von (i) ist slash das Kontrollmerkmal des Controllees. 
Dieselbe Klausel des CAP stellt offenbar sicher, daB Fuller und Lucke hinsichtlich 
der x-Spezifikationen gleich sind (vgl. Abschnitt 4.6). Dies ist eine Konsequenz aus 
der obigen Definition 17. Ein Beispiel hierfiir ist (48) auf Seite 45, worauf wir noch 
zuriickkornmen. 
In (ii) liegt ein Fall derKontrolivermittiung vor. Infolgedessen mussen gemaB der 
zweiten Klausel des CAP die X-Spezifikationen der NP mit dem agr-Wert der pradi-
kativen Kategorie iibereinstimmen (man beachte, daB dies unabhangig von einer 
an der NP instantiierten slash-Spezifikation gilt; der agr-Wert ist fUr slash undefi-
niert) . Auf diese Weise wird der Bezug zwischen dem Objekt und der pradikativen 
Kategorie hergestellt , der fUr (51) wesentlich ist. 
In (iii) links liegt im fett gezeichneten lokalen Baum keine Kontrollbeziehung vor. 
Es gibt jedoch eine pradikative Kategorie (VP), so daB die dritte Klausel des CAP 
Anwendung finden kann. Durch die Kospezifikation der Kontrollmerkmale an Mutter 
und Tochter wird, sofern das CAP im-topologisch gesehen-hoheren lokalen Baum 
nach Klause11 erfUllt ist, die Beziehung zwischen dem Subjekt des Matrixsatzes und 
dem logischen Subjekt der durch die pradikative Kategorie dominierten Konstituente 
hergestellt. Dies ist notwendig, urn (50) zu akzeptieren. Auf analoge Weise erfiillt 
im rechten Baum von (iii) der fett gezeichnete lokale Baum das CAP, doch sind die 
Kontrollmerkmale hier verschieden. Ein Beispiel ist (51). 
Das intendierte Zusarnmenwirken von CAP und HFC sowie zwischen CAP und 
FFP faBt Abbildung 7 zusammen, worin eine Struktur fiir das Beispiel (48) angege-
ben wird. 
GKPS beschreiben nicht, wie aufgrund der agr-Spezifikation an der infiniten VP 
tatsachlich das Terminalsymbol herself (und nicht etwa himself) erzwungen wird. 
Unter der Annahme der in der Abbildung gezeigten Strukturen ergibt sich folgende 
Situation: Die VP[bse] ist eine pradikative Kategorie, weshalb die dritte Klausel des 
CAP gleich spezifizierte Kontrollmerkmale fordert. In dem lokalen Baum, in dem das 
transitive Verb wash eingefiihrt wird, kontrolliert die NP das V nach der Definition 
fUr binar verzweigende Baume. Das V hat als lexikalische Kategorie jedoch kein 
Kontrollmerkmal, so daB die erste Klausel des CAP nicht anwendbar ist. Die dritte 
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Abbildung 7: CAP und das Zusammenwirken der MIPs 
Klausel ist ebenfal1s nicht anwendbar, denn die NP ist keine pradikative Kategorie. 
Fur diesen lokalen Baum ist das CAP mithin auf eine triviale Weise erfiillt . 
Die Eigenschaften des Reflexivpronomens werden in dem kategorienwertigen 
FOOT-Merkmal re kodiert. Diese Spezifikation tritt nach dem FFP an der VP [bse] 
auf. GKPS erwahnen: 
Agreement principles guarantee that these reflexive or reciprocal ele-
ments agree with the agr value of the VPs that contain them (in a sig-
nificant class of cases). [GKPS, S. 122] 
Es ist nun aber nicht ersichtlich, wie die Werte von agr und re miteinander abgegli-
chen werden k6nnen.34 Daruber hinaus muE untersucht werden, wie das Vorkommen 
von re zu beschranken ist (das FFP laBt mehr oder minder beliebige Vorkornmen der 
Spezifikation zu). Es bleiben also eine Reihe von Fragen offen, und es ist festzuhalten , 
daB das CAP nicht aIle Kongruenzphanomene abdeckt. 
4.7.6 Weitere Probleme mit dem CAP 
1m folgenden wird eine Reihe von Problemen mit dem CAP diskutiert , die seine 
linguistische Adaquatheit infrage stellen. \Vie in den Beispielen aus Abbildung 6 
34 Eine re-Spezifikation konnte in der IL-Repriisentation eine geeignete Ident itat von Variablen 
fordern; ein Vorschlag in dieser Richtung enthalt [Pollard/Sag 1983]. Ein eigenstandiges Bindungs-
prinzip wird in [Pollard 1984, S. 180] angenommen. 
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S 
~~ 
AP S/NP[acc] 
I /~ 
happy NP[nom] VP/NP[acc] 
I /~ 
Kim V N P[acc]/N P[acc] 
I 
reads e 
Abbildung 8: Probleme mit der Terminierung von slash 
gezeigt wurde, ist das CAP fUr die Identitat der x-Spezifikationen an der [bar:2]-
Tochter und dem slash-Wert der S-Tochter in der Topikalisierungs- ID- Regel (vgl. 
(32) auf Seite 41) zustandig. Der semantische Typ von S / [bar:2] ist eine Funktion 
von Objekten des Typs [bar:2] in Objekte des Typs S. Infolgedessen enthalt das 
Kontrollmerkmal (slash) die X-Spezifikationen der jeweiligen Extension von [bar:2]. 
Jacobson [Jacobson 1987, S. 410ff] zeigt, daB der Gedankengang zirkular ist: der 
semantische Typ von S / [bar:2] hangt u.a. von den Spezifikationen fUr n und v 
abo CAP soll diese Werte bestimmen, doch die Anwendbarkeit von CAP hangt von 
ihnen ab! 
Abbildung 8 zeigt, daB lokale Baume, in denen die erste Tochter eine AP und 
der slash-Wert eine NP ist, durch das CAP zugelassen werden. Da die AP und die 
NP verschiedene Typen haben, existiert kein Controller im lokalen Baum.35 
Jacobson wendet sich gegen die Verwendung von slash als Kontrollmerkmal. Sie 
hebt den Zusammenhang mit der Einfuhrung von Lucken durch eine Metaregel her-
vor. Diese Metaregel (Slash Termination Metarule 1) bewirkt zusammen mit ei-
ner FCR, daB im lokalen Baum slash-Werte instantiiert werden. Jacobson pladiert 
dafur, diese Metaregel aufzugeben. Einer ihrer Vorschlage verzichtet auf den die 
Lucke einfUhrenden Lexikoneintrag (vgl. (38) auf Seite 41) und erzeugt aufgrund ei-
ner neuen Metaregel ID-Regeln mit einer ererbten slash-Spezifikation an der Mutter 
(54).36 
(54) VP/NP ~ V, VP 
Zwei weitere Probleme nennt Kilbury.37 Analog zu der Topikalisierungsregel (32) 
herrscht keine Kontrollbeziehung in bestimmten lokalen Baumen, die durch die ID-
Regel (33) projiziert werden (diese wird hier als (55) wiederholt). Eine AP als Ex-
35 Analoges gilt fUr nicht subkategorisierte PPs (vgl. [Hukari/Levine 1986 , S. 234]). 
36~fit diesem Ansatz geriit man wahrscheinlich mit CAP in Schwierigkeiten bei Subjekt-Equi-
Verben wie promise, denn die VP-Tochter kongruiert mit der dislozierten Konstituente (mit dem 
Objekt) statt mit dem Subjekt, weil nun slash das Kontrollmerkmal der Mutter ist. 
37Personliche Mitteilung , 1986. 
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tension der [bar:2]-Kategorie ist kein Controller im lokalen Baum, und infolgedessen 
verlangt das CAP nur gleiche agr-Spezifikationen von Mutter und VP. Dann konnen 
Satze wie *Happy sleeps analysiert werden. Abhilfe wurde naturlich eine weniger 
unterspezifizierte Variante von (55) schaffen. 
(55) S -+ [bar: 2], VP 
agr-Spezifikationen lexikalischer Controllees zahlen nicht als Kontrollmerkmal. Das 
hat seinen guten Grund, weil nur so die Verb-Objekt-Kongruenz unterbunden wer-
den kann (z.B. im untersten lokalen Baum von Abbildung 7)38 Bei invertierten 
Satzen fUhrt dies zu Schwierigkeiten, denn ihnen wird die folgende ID-Regel zu-
grundegelegt (vgl. (43)) . 
(56) S[+inv] -+ V[+aux], NP, VP[-aux, bse] 
Das CAP ignoriert, welche Spezifikation der Head fUr agr besitzt, und stellt keine 
Kontrollbeziehung her. Es ist nicht ersichtlich, wie Analysen fUr Satze wie *Does 
you come? unterdriickt werden konnen. 
Eine weitere Schwierigkeit ergibt sich mit der Beschrankung des Begriffs der 
Kontrolle auf solche Falle, in denen der Funktor nicht mehr als ein Argument hat 
(mit Ausnahme der Falle von Kontrollvermittlung). 
Dies kann nicht aus der Definition der Kontrolle allein gefolgert werden, geht 
aber aus dem Zusammenhang mit den Bedingungen fUr korrekte Typzuweisung her-
vor, denen syntaktische Strukturen infolge des Prinzips der Funktionalen Realisie-
rung (GKPS, Kap. 10) geniigen mussen. Beide Teile der Theorie bewirken, daB ein 
Funktor nur dann durch ein Argument kontrolliert werden kann, wenn kein weiteres 
Argument vorliegt. Andernfalls ist der Funktor von einem Typ, der nicht von der 
Definition von Kontrolle erfaBt wird. 
Diese Beschrankung bereitet besonders Schwierigkeiten, wenn flache Strukturen 
angenommen werden (wie dies aus unabhangigen Grunden in der Berliner Gram-
matik fUr das deutsche Fragment der Fa~l istj vgl. Abschnitt 8). Dann ist nicht 
klar, welches der Argumente den Funktor kontrollieren solI. 1m Fall der Subjekt-
Verb-Kongruenz im Deutschen ware das Subjekt als Controller zu kennzeichnen, 
was kaum auf der Grundlage der semantischen Typen alleine geschehen kann. Es 
gibt keinen semantischen Grund, Subjekt und Objekt durch ihren Typ zu unter-
scheidenj es sei denn, man will Subjekte als Funktoren betrachten, die iiber VPs als 
Argumenten operieren, was die Kontrollbeziehung umkehren und zahlreiche andere 
Probleme mit sich bringen wiirde. 
Der einzige Weg, der hier gangbar erscheint, verlauft parallel zu der Vorgehens-
weise von GKPS, eine Argumentreihenfolge zu definieren, mit der die korrekte In-
terpretation von direktem und indirektem Objekt ermoglicht werden 5011 (S. 214), 
doch ist dies ein einzelsprachspezifischer Losungsversuch und als genereller Ansatz 
in einem universell gedachten Prinzip untauglich. 
Die hier aufgezahlten Probleme bilden keine vollstandige Liste; weitere, funda-
mentale Einwande gegen die Formulierung des CAP in GKPS werden in [Jacobson 
1987], [Pollard 1984] und [Hukari/Levine 1986] vorgebracht. Der Tenor ist folgender: 
38Diese Beschriinkung liiBt sich nur als einzelsprachlich motiviert interpretieren, denn es gibt 
Sprachen mit Verb-Objekt-Kongruenz. 
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Das CAP ist mit einer solchen Fiille an Aufgaben beladen, daB es eine angemessene, 
universell gultige Behandlung von Kongruenzphanomenen nicht leisten kann. Die 
vielen impliziten Abhangigkeiten von der Formulierung der ID-Regeln bis hin zur 
Arbeitsteilung mit FFP und HFC sind komplex und nicht vollstandig durchschau-
bar. Die Aufgabenverteilung auf die drei verschiedenen Klauseln mutet willkiirlich 
an, und die theoretisch-linguistische Motivation fUr die dritte Klausel (Gleichsetzung 
von Kontrollmerkmalen) ist fragwurdig. 
Ich mochte diesen Abschnitt mit einem Zitat von Pollard zus ammenfas sen: 
It seems necessary to conclude that the GPSG-CAP is overly ambitious. 
The desire to subsume all agreement phenomena under a single unified 
principle is understandable, but considerably more work will have to 
be done to bring into focus a version of that principle which is both 
intuitively satisfying and linguistically motivated. [Pollard 1984, S. 134] 
Infolge der zahlreichen grundsatzlichen Schwierigkeiten wird das CAP nicht in den 
Berliner GPSG-Formalismus iibernornrnen, sondern es wird ein weniger anspruchs-
volles Kongruenzprinzip verwendet (vgl. Abschnitt 6). 
4.8 Die Head-Feature-Konvention 
Das Instantiierungsprinzip HFC tragt ebenfalls zur Definition des zulassigen loka-
len Baumes bei und schdinkt die Menge der Projektionen weiter ein. GKPS geben 
eine Folge von Definitionen zunehmender Komplexitat fUr HFC, die schlieBlich die 
Behandlung von Koordination mit einbeziehen. Dieser Abschnitt begniigt sich mit 
einer einfacheren Version und beschreibt einige recht trickreiche Konsequenzen fUr 
das Zusammenwirken der MIPs in der Absicht, die grundsatzliche Kritik am CAP 
zu verallgemeinern und auf die HFC auszudehnen. 
4.8.1 Heads und HEAD-Merkmale 
Die HFC betrifft eine Teilmenge der Merkmale, die Head-Merkmale, die durch die 
Menge HEAD definiert sind. 
Der Begriff des Heads wurde in Abschnitt 2.2 folgendermaBen eingefiihrt. Be-
trachten wir die Tochter in einer ID-Regel mit denselben Spezifikationen fUr n und 
v wie die Mutter. Head ist die Tochter mit dem kleinsten bar-Wert, der kleiner 
oder gleich dem bar-Wert der Mutter ist. Diese Definition von Head basiert auf der 
Kospezifikation von Merkmalen zwischen der Mutter und einer Tochter. Sie induziert 
(durch die HFC, die fUr Heads definiert ist) eine weitere Kospezifikation zusatzlicher 
Merkmale an Mutter und Head und ist nur deshalb nicht zirkuHi.r, weil die jeweiligen 
Merkmalmengen disjunkt sind. Diese Tatsache wiederum ist eine rein technische Be-
dingung fUr das Funktionieren des Formalismus und insofern aus linguistischer Sicht 
unbefriedigend. 
Daher wahlen GKPS eine andere Losung. Sie verwenden bei der Formulierung 
von ID-Regeln die metasprachliche Variable H fUr eine stark unterspezifizierte Ka-
tegorie, die die Funktion eines Heads in der ID-Regel hat. Es bleibt damit der HFC 
(und anderen Komponenten des Formalismus) iiberlassen, die Spezifikationen von 
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Heads zu bestimmen. Statt (41) (vgl. Seite 43) schreiben GKPS (57). 
(57) VP ---t H[17J, NP, VP[inf] 
Der Head ist fUr subcat spezifiziert und muB daher in jeder Projektion [bar:O] sowie 
Spezifikationen fUr n und v besitzen (durch .FCR (40) auf Seite 42). Welche Spezifika-
tionen dies sind, wird durch die HFC bestimmt, denn n und v sind HEAD-Merkmale. 
(58) HEAD = {n, v, bar, subcat, subj, per, plu, aux, inv, 
vform, past, adv, prd, loc, slash, agr} 
Wenn wir die Menge HEAD aus GKPS betrachten, die fUr ein Fragment des Eng-
lischen definiert ist, ist unmittelbar klar, daB die HFC in der Version des Ab-
schnitts 2.2 nicht mehr verwendet wird: Die Forderung, daB HEAD-Merkmale an 
der Mutter und einem Head gleich spezifiziert sein sollen, wiirde bereits infolge der 
Head-Definition aufgrund der Spezifikationen von bar oder subcat bei lexikalischen 
ID-Regeln unerfiillbar sein. 
4.8.2 "Freie" Merkmalspezifikationen und eine Definition der HFC 
In der Tat verwenden GKPS die HFC als ein Default-Prinzip, das nur diejenigen 
HEAD-Spezifikationen im lokalen Baum betrifft, deren Wert nicht durch ID-Regeln, 
FCRs, das FFP oder das CAP bestimmt ist.39 Merkmalspezifikationen, die nicht 
durch ID-Regeln oder FCRs in einer Kategorie verboten sind, heiBen frei an dieser 
Kategorie. Die Beschrankung auf Merkmalspezifikationen, die nicht durch FFP oder 
CAP instantiiert werden, erfolgt in der Definition der HFC selbst. 
In dieser Definition wird als Hilfskonstrukt der Begriff der Menge freier Merkmal-
spezifikationen fUr eine Kategorie C benutzt. Sei '1'r die Menge alIer Projektionen <jJ 
einer ID-Regel r . Die Menge ¢(C, '1' r) aIler freien Merkmalspezijikationen an C in r 
besteht aus den Spezifikationen, die in mindestens einem <jJ( C) aus '1' r auftreten. 
Die HFC wird nun durch die beiden folgenden komplementaren Regeln aus-
gedriickt: 
Definition 19. Sei r eine ID-Regel mit der Mutter Co und einer Head-Tocher H. 
Sei ferner <I>r die Menge alIer Projektionen von r, die das FFP und das CAP 
erfUllen. Dann erfiilIt ein durch <jJ(r) E <I>r projizierter lokaler Baum die HFC 
gdw. gilt: 
• Jede HEAD-Spezifikation von Co muB an H vorliegen, sofern Sle In 
¢(H, <I>r) ist. 
• Jede HEAD-Spezifikation von H muB an Co vorliegen, sofern Sle In 
¢(Co, <I>r) ist. 
Betrachten wir als Beispiel einen durch die ID-Regel (57) projizierten lokalen Baum. 
1m Hinblick auf die an der Mutter vorhandenen Spezifikationen ist 
¢(H, '1'(57)) = {(bar: 0), (subcat: 17), (n : +), (n : -), (v: +), (v: -)}, 
39Diese Sichtweise vertritt auch [Gunji 1987, S. 26, Fn. 11]. 
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Gleichungen fUr Neat uberlegen. Fur die Exponenten gelangt man zu der Folge c 
(vgl. (72)), woraus mit (73) die Behauptung folgt. 
(72) I n! n ! + + n! , "n 1 C = + (n- l )! + (n-2)! . • . (n-n)! = n . L..i=1 if 
(73) liffin_oo E?=1 !r = e ~ 2,718 
Fur die Grammatik von GKPS ergeben sich bei vier kategorienwertigen und 25 
atomwertigen Merkmalen N atom ~ 325 und damit N4 > 31625 > 10774.45 
Ristad behauptet, daB diese astronomische Zahl inharent fiir den GPSG-
Formalismus sei. Dies setzt allerdings voraus, daB die Anzahl von Merkmalen und 
moglichen Wert en als Teil des Formalismus begriffen werden und nicht als gramrna-
tikspezifisch. Obwohl diese Voraussetzung generell nicht gilt, ist Ristad zuzustim-
men, wenn er meint , daB die Komplexitat trotz Kontextfreiheit des zugrundeliegen-
den Formalismus unvermeidbar sei. 
Der erste Schritt , Erzeugung der legalen Kategorien, wird abgeschlossen, indem 
diejenigen Kategorien, die einer FCR widersprechen, von der weiteren Betrachtung 
ausgeschlossen werden. 
Betrachten wir den zweiten Schritt des Verfahrens. In ihm werden Projektionen 
erzeugt, was einen weiteren Aufwand von O(IEl k • (k - I)!) bedeutet, wobei lEI die 
durchschnittliche Kardinalitat der Menge der legalen Extensionen einer Kategorie 
und k die durchschnittliche Anzahl der Kategorien pro ID-Regel ist. Durch die Per-
mutation der Tochter komrnt der Faktor (k-l)! hinzu. Auf die Projektionen werden 
dann die MIPs angewendet und die unzulassigen lokalen Baume ausgefiltert. Obwohl 
die MIPs, FSDs und LP-Aussagen nicht Filter im Sinne Chomskys sind, verhalten 
sie sich unter operationalen Bedingungen in analoger Weise, indem sie verhindern , 
daB vorher erzeugte Strukturen als zulassig eingestuft werden. 
Der dritte Schritt operiert auf den Ergebnissen des zweiten. Er geht nicht un-
mittelbar aus GKPS hervor und implementiert zufallig eine Bottom-Up-Strategie, 
mit der aus der Menge der zulassigen lokalen Baume die komplexeren Strukturen 
generiert werden.46 Die Paare ermoglichen die Kombination zweier Baume, indem 
der eine in den andern "eingehangt" wird. Diese Kombination ersetzt das zugrunde-
liegende Paar und nimmt in einem weiteren Zyklus teil, in dem erneut Paare gebildet 
werden und so fort, bis keine Paarbildung mehr moglich ist. Damit nur endlich viele 
Paare erzeugt werden, wird einfach die Anzahl der Blattknoten der Kombination 
beschrankt. Die Blattknoten der schlieBlich resultierenden Baume werden mit der 
Folge der Worter des Satzes verglichen, wodurch die erzeugten Strukturen des Satzes 
identifizierbar sind. 
Das skizzierte Verfahren ist naturlich vollkommen unbrauchbar fUr reale Sprach-
verarbeitung. Man beachte, daB es zumindest in den ersten beiden Schritten notwen-
dig auf der Generiere-und-Teste-Strategie beruht, die fUr groBe Suchraume inharent 
ineffizient ist. Das Verfahren erfordert hierfiir die explizite Aufzahlung des Suchrau-
45Fiir 1625 = 25 . x · 4! besteht mit x ~ 2,708 bereits eine starke Annaherung an die Eulersche 
Zahl. 
46Die lokalen Biiume konnen als norm ale PS-R.egeln aufgefaBt werden, und damit ist fur Schritt 
3 ein polynomialer Aufwand erforderlich. Die GroBe der Grammatik ist jedoch ebenfalls zu beriick-
sichtigen (Earley gibt 0(10 12 . n3 ) an}, und die ist gleich der Anzahl der zulassigen lokalen Baume, 
mithin astronomisch. 
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mes, was praktisch nicht moglich ist. 
Jedes andere Verfahren muB sich notwendigerweise starkervom Original entfer-
nen und die metasprachlichen Komponenten in gewissem MaBe prozedural inter-
pretieren. Ein realistischer Versuch, GPSG in einem natiirlichsprachlichen System 
verfUgbar zu machen, muB beriicksichtigen, wie die Komponenten des Formalismus 
angewendet werden sollen und, vor allem, in welcher Reihenfolge. Diese unmittelbare 
Bindung an zeitliche Ablaufe erfordert eine komplementare Sichtweise von GPSG, 
die sich nicht unmittelbar aus GKPS ableiten laBt. 47 Diese Sichtweise geht von einem 
prozeduralen Standpunkt aus und fordert, daB die Gesamtheit der Komponenten von 
GPSG genau die wohlgeformten Kategorien und Baume erzeugen sollen und keine 
weiteren. Insbesondere muB das Aufspannen des gesamten Suchraumes vermieden 
werden. 
Die grundsatzliche Anderung der Sichtweise, die fUr die Sprachverarbeitung mit 
GPSG unumganglich ist, laBt sich beziiglich der Erzeugung eines zulassigen lokalen 
Baumes wie folgt zusammenfassen: 
• Anstatt fiir eine Vielzahl vollstandig spezifizierter Kategorien und Projektio-
nen zu entscheiden, ob sie legal bzw. zulassig sind, beginnt man mit einem 
einzigen Objekt, namlich einem stark unterspezifizierten lokalen Baum, der 
durch eine ID-Regel projiziert ist und reichert ihn schrittweise durch Infor-
mation an, die aus der Anwendung von FCRs und MIPs resultiert. Am Ende 
liegt ein vollstandig determinierter lokaler Baum vor, der zulassig ist aufgrund 
seiner Genese. 
Ich nenne diese Sichtweise konstruktiv, denn sie erlaubt die Konstruktion einer 
zulassigen syntaktischen Struktur. 1m Unterschied hierzu ist der axiomatische An-
satz constraint-basiertj er sieht die Reduktion des Suchraumes auf die zulassigen 
Strukturen vor. In einer konstruktiven Version von GPSG agieren FCRs und MIPs 
als Merkmaltransport-Prinzipien, die einen Informationszuwachs in den Kategorien 
im lokalen Baum bewirken. 1m Unterschied hierzu filtern FCRs und MIPs in der 
axiomatischen Version nicht-legale bzw. unzulassige Objekte aus. 
Der folgende Abschnitt prasentiert eine konstruktive Version der GPSG. Sie 
wurde im Rahmen der Berliner Projekte der EUROTRA-D-Begleitforschung mit 
dem Ziel entwickelt, wesentliche Teile des GPSG-Formalismus zu implementieren 
und damit die linguistischen Fundamente fUr Parsing und Generierung zu legen 
[Busemann/Hauenschild 1988, Hauenschild/Busemann 1988]. Der hier beschriebene 
Stand der konstruktiven Version ist nicht als endgiiltig zu betrachten (eine Wei-
terentwicklung, die eine allgemeine Behandlung der Koordination erlaubt, wird in 
[PreuB 1989] beschrieben). 
47Shiebers Ansicht, daB aus GKPS eine implizite Abfolge herleitbar sei [Shieber 1986], erweist 
sich bei genauem Hinsehen als zu optimistischj Shieber nennt selbst einige der oben diskutierten 
Hindernisse. 
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from combinatorial explosion is that there are exponentially more pos-
sible ways to progress through an unordered rule expansion than an 
ordered one. [Barton et al. 1987, S. 199] 
Dennoch ist Shiebers Verfahren im "Normalfall" effizienter. Eine prazise Defi-
nition der Normalfalle folgt nicht aus dem GPSG-Formalismus, und somit sind die 
Resultate der komplexitatstheoretischen Analyse zunachst einmal wert volle Hin-
weise fUr die Grammatikschreiberin, die darauf achten muB, daB die Verfahren nicht 
notwendig ineffizient werden. 
Die Resultate von [Barton et al. 1987] fUr GPSG werden nun kurz zusammen-
gefaBt, indem jeweils das untersuchte Problem als Frage formuliert, die Komple-
xitatsklasse der Losungen und die wesentliche Ursache fUr das Resultat angegeben 
wird. Dabei werden beliebige GPS-Grammatiken angenommenj insbesondere solche, 
die zu extrem ungiinstigen Resultaten fUhren. 
• 1st eine ID-Regel im AbschluB einer Menge von ID-Regeln unter Metaregelan-
wendung enthalten? 
Resultat: NP-schwierig, d.h. nicht in polynomialem Zeitaufwand auf einer de-
terministischen Turingmaschine berechenbar. 
Grund: Als Anwendungsfolgen sind samtliche Permutationen beliebiger Teil-
mengen der Metaregeln zu verwenden. 
• 1st eine Extension einer Kategorie legal (unter Bezug auf die Definitionen der 
Kategorie und der FCRs aus GKPS j vgl. die Abschnitte 4.1 und 4.2)? 
Resultat: PSPACE-schwierig; d.h. mit polynomialem Speicheraufwand, nicht 
aber mit polynomialem Zeitaufwand auf einer deterministischen Turingma-
schine berechenbar und vermutlich schwieriger als NP-schwierig. 
Grund: 1m wesentlichen die hohe Anzahl der Kategorien und die FCRs mit 
disjunktivem "Consequens" (d.h. FCRs der Form P :::) PI V ... V Pn), fUr die im 
ungiinstigen Fall n Falle berechnet werden miissen. 
• 1st W E L( G) fUr eine ID /LP-Grammatik G? 
Resultat: NP-vollstandig; d.h. in polynomialem Zeitaufwand auf emer 
nichtdeterministischen Turingmaschine berechenbar.43 
• 1st w E L( G) fUr eine GPS-Grammatik G? 
Resultat: EXP-POLY-schwierig; d.h. in exponentiell-polynomialem Zeitauf-
wand auf einer deterministischen Turingmaschine berechenbar. 
Grund: Nulliibergange in ID-Regeln konnen zu komplexen Strukturen fUr die 
leere Kette fUhren , und die Verwendung problematisGher HEAD-Merkmale bei 
HFC ist notwendig fiir die BeweisfUhrung. . 
Kehren wir zuriick zu der Frage, was ein Verfahren, das den Formalismus von 
GKPS implementiert, mindestens berechnen muB. Urn alle zuHissigen Baume fUr 
einen gegebenenen Satz zu finden, miiBten fUr jeden lokalen Baum die folgenden 
Schritte durchgefUhrt werden: 
43ZU demselben Resultat gelangt [Ritchie 1987], jedoch auf anderen Wegen. 
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• Generiere jede Extension fUr jede Kategorie in einer ID-Regel und teste, ob 
sie legal ist. Filtere die anderen aus. 
• Generiere aIle Projektionen und teste, ob sie dem FFP, dem CAP, der HFC und 
den FSDs genugen und keiner LP-Aussage widersprechen. Filtere die anderen 
aus. 
• Generiere alle Paare von Baumen und teste, ob einer terminiert ist und ob 
seine Mutter mit einer Tochter des anderen identisch ist. Dann fUge diese 
Kombination als Baum hinzu (sofern sie nicht mehr Blattknoten enthalt als 
der Satz Worter). Filtere aIle anderen Paare aus. 
Der erste Schritt erzeugt aIle Kategorien, die nach der Definition der Merkmale 
und ihrer jeweiligen Wertebereiche moglich sind. Die Komplexitat dieser voIlstandi-
gen Aufzahlung des Suchraumes fUhrt zu einer kombinatorischen Explosion der 
Menge der Kategorien. Dies laBt sich numerisch durch folgende Uberlegung beschrei-
ben (vgl. [Ristad 1986]). 
Die Anzahl moglicher Kategorien ist Nn (66), wobei Natom die Anzahl der mogli-
chen Kategorien mit atomwertigen Merkmalen und Neat die Anzahl der moglichen 
kategorienwertigen Merkmalspezifikationen in Abhangigkeit von der Anzahl n der 
kategorienwertigen Merkmale ist. 1m folgenden wird zunachst Natom und dann Neat 
bestimmt. 
(66) Nn = Natom . Neat(n), (n > 0) 
(67) No = Natom 
Natom hangt von der Anzahl a atomwertiger Merkmale und der Kardinalitat von 
deren Wertebereiche abo Sie ist d ~ 3, wenn man mindestens binare Merkmale und 
die Moglichkeit des Fehlens ihrer Spezifikation in einer Kategorie betrachtet. Somit 
gilt (68). 
(68) Natom ~ 3a 
Bei einem kategorienwertigen Merkmal m (69) gibt es Natom + 1 Moglichkeiten (m 
kann selbstundefiniert sein und ist es notwendigerweise in seinem Wert). Bei zwei 
kategorienwertigen Merkmalen m, m' sind drei FaIle zu unterscheiden: m kann un-
definiert sein, m hat einen Wert, in dem m' undefiniert ist, oder m hat einen Wert , 
in dem m' ebenfalls spezifiziert ist. Bei dem letzten Fall geht Natom quadratisch in 
Neat (2) ein. Da dies auch umgekehrt fUr m' gilt, resultieren neun Kombinationen44 , 
in die Natom bis zur vierten Potenz eingeht (70). Fur den allgemeinen Fall gilt (71 ). 
(69) Neat (1) = 1 + Natom 
(70) Neat (2) = (1 + Natom (1 + Natom )1)2 
(71) Neat(k) = (1 + Nk_d k, (1 ~ k ~ n) . 
Nn ist von der GroBenordnung O(N:i::n), (n > 1). Dies kann man sich anhand der 
44Ristad gibt eine etwas andere Formel an ([Ristad 1986, S. 31, Fn. 4] bzw. [Barton et al. 1987, 
S. 222, Fn. 7]), die fUr diesen Fall sechzehn Kombinationen verlangt. Da die sieben zusatzlichen 
Glieder niederwertig sind, ist dieser Unterschied nicht von Bedeutung. 
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(i) 
b) S 
/~ 
NP S/NP 
6 /\~ 
a) 
\IP 
/~ 
VP PP 
which bed V NP VP/NP 
I I /~ 
( ii) VP/NP did Dana VP PP/NP 
I /~ 
P NP/NP /~ v 
VP/NP PP I I I 
sleep In e i 
(iii) VP/NP 
/~ 
VP PP/NP 
cJ S 
/~ 
NP S/NP 
6~~~p~p 
which artic les i I / ~ i 
did Dana VPlNP PP/NP I (i v ) VP/NP 
/~ 
VP/NP PP/NP 
I"'" ~ ,I V NP/NP 
I I 
e without reading a I file 
Abbildung 10: HFC und das Zusammenwirken der MIPs 
(59) VP -+ H, PP 
(60) Which bed did Dana sleep in e? 
Die ID-Regel (59) ist nicht in der Grammatik von GKPS enthalten, aber sie ist offen-
sichtlich sinnvoll zur Beschreibung von freien Prapositionalerganzungen wie in (60) , 
(die GKPS nicht behandeln). Abbildung lOa zeigt vier Projektionen aus ~(S9) (die 
CAP und FFP erfiillen). Offenbar ist (slash: NP) frei an allen drei Kategorien. Nach 
HFC ist dann der dritte Baum unzulassig, da der Head nicht die slash-Spezifikation 
der Mutter aufweist. Gerade er aber wird fUr die Analyse von (60) benotigt (siehe 
Abbildung lOb). 
Die vorliegende Interaktion von HFC und FFP ist jedoch in anderen Fallen be-
absichtigt. Bei parasitaren Liicken kann sie ungrammatische Satze wie (63), in denen 
die parasitare Lucke nicht aus einem Head·stammt, ausschliefien, wahrend (61) und 
(62) (vgl. Abbildung 10c) akzeptiert werden (vgl. GKPS, S. 162ff). 
(61) Which articles did Dana file e without reading them? 
(62) vVhich articles did Dana file e without reading e? 
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(63) * Which articles did Dana file dossiers without reading e? 
Zwar folgen in diesem Beispiel die korrekten Fakten, doch ist die Behandlung para-
sitarer Lucken in GKPS fragwurdig, wie [PreuB 1989] nachweist. 
Grundsatzliche Einwande gegen slash als HEAD-Merkmal fiihrt Jacobson an. In 
der Definition des CAP werden die HEAD-Merkmale betrachtet, die nicht instan-
tiierte FOOT-Merkmale sind. In der Grammatik von GKPS fiihrt dies auf einen 
AusschluB von slash-Spezifikationen hinaus. Das bedeute ganz einfach, so Jacobson, 
daB slash nicht die Eigenschaften anderer HEAD-Merkmale besitzt. Jacobson be-
hauptet, daB dies eine Ursache fiir die Komplexitat der letztlichen Definition der 
HFC sei: 
Moreover, there is absolutely no independent motivation for this formu-
lation of the HFCj it is used solely to solve theory-internal problems 
which arise strictly because slash is defined as a head feature. [Jacobson 
1987, S. 414] 
Die Komplexitat der HFC im Vergleich zur mittleren GPSG beruht aber auch 
auf der Definition von Head und der Behandlung von Koordination mit HFC. Beides 
erfordert, daB HEAD eine Reihe weiterer Merkmale enthalten muB, die in der mitt-
leren GPSG keine Head-Merkmale waren. Diese problematischen Merkmale sind es, 
die HFC zu einem Default-Prinzip machen. slash ist auch im Hinblick auf Koordi-
nation HEAD-Merkmal. In (64) wird somit an beiden Heads eine slash-Spezifikation 
erzwungen. 
(64) Who did you see e and like e? 
(65) What did she go and buy e? 
In der Grammatik von GKPS sind neben slash nur die Merkmale bar, subj und sub-
cat problematisch. Es ware lohnend, Wege zu finden, ohne problematische Merkmale 
auszukommen. Voraussetzung dafiir ist wahrscheinlich, daB auf die Behandlung von 
Koordination durch HFC verzichtet wird. 
Von dieser These ausgehend, macht [PreuB 1989] den nachsten Schritt und de-
finiert ein separates /(oordinationsprinzip, das im wesentlichen die Falle symmetri-
scher Koordination behandelt, in denen die Konjunkte Head-Kategorien sind (64). 
Das Koordinationsprinzip betrifft eine Menge von "Koordinationsmerkmalen", die 
an der Mutter und den Konjunkttochtern im lokalen Baum gleich spezifiziert sein 
mussen. Phanomene asymmetrischer Koordination (65) werden durch die HFC in 
ihrer rigiden Fassung aus der mittleren GPSG erfaBt. Die Konjunkte werden durch 
unterschiedlich spezifizierte Heads beschrieben (in (65) V und VP).41 Die HFC ist 
damit kein Default-Prinzip, sondern wird in ihrer Form aus der mittleren GPSG 
benutzt. PreuB gelangt mit ihrem Vorschlag zu einer Entfiechtung der Aufgaben, 
die CAP und HFC zu ubernehmen hat ten und zu einer klareren Modularisierung 
der Metasprache. 
1m Rahmen des Berliner GPSG-Systems wurde HFC als Default-Prinzip rekon-
struiert. Allerdings werden die problematischen Merkmale in den ID-Regeln als spe-
41 Man beachte, daB die problematischen Merkmale bar und sub cat in der mittleren GPSG ebenso 
wie bei PreuB keine HEAD-Merkmale sind . 
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und im Hinblick auf die am Head vorhandenen Spezifikationen ist 
tP(VP, 'lI(57») = {(bar: 2), (n : -), (v: +)}. 
N ach der erst en Klausel der HFC werden (n : -) und (v : +) am Head verlangt. 
H ist nur fUr subcat und bar spezifiziert, doch keine dieser Spezifikationen ist frei an 
der Mutter. 
HFC wird in der spaten GPSG zusatzlich fUr die Beschreibung von Koordinati-
onsphanomenen benutzt. Zu diesem Zweck wird die Moglichkeit vorgesehen, daB in 
einer ID-Regel mehrere Heads auftreten, jedes von ihnen ein Konjunkt. HFC "sam-
melt" quasi die allen Konjunkten gemeinsame Information an der Mutter. GKPS 
erfassen dies in ihrer endgiiltigen Definition der HFC, auf die hier nicht weiter ein-
gegangen wird.40 Dariiber hinaus verlangt die Definition, daB nur solche Kategorien 
betrachtet werden, die fUr bar spezifiziert sind. Auf diese Weise wird die HFC direkt 
an die X-Bar-Syntax gebunden. 
Soweit zur Definition der HFC. Es erscheint unklar, warum nur solche Projek-
tionen betrachtet werden, die dem CAP und dem FFP geniigen. Ich halte diese For-
derung fUr ungIiicklich und irrefiihrend. Durch sie wird eine Abhangigkeit der HFC 
von den anderen MIPs postuliert, die nicht nur eine ungewollte, zeitlich gebundene 
Anwendungsreihenfolge der MIPs suggeriert ("HFC nach FFP und CAP"), sondern 
auch einfach redundant ist, denn fUr die Definition der Zulassigkeit (Abschnitt 4.5) 
wird ohnedies gefordert, daB ein Iokaler Baum allen MIPs geniigt. Baume, die den 
beiden Bedingungen in der Definition der HFC geniigen, nicht aber clem FFP oder 
dem CAP, sind mithin unzulassig, ohne daB dies aus der Definition der HFC folgen 
muB. 
4.8.3 Die simultane Wirkung der MIPs am Beispiel der Topikalisie-
rungsregel 
Es gibt ein Problem, das die Interaktion der MIPs aufschluBreich beleuchtet. Be-
trachten wir die Iokalen Baume in Abbildung 9, die durch die Topika1isierungsregel 
(32) (vgl. Seite 41) projiziert wurden. In dieser Regel ist der Head S / [bar:2]. Es 
kann nun gezeigt werden, daB nur (iii) zulassig ist (was der Intuition, die mit der 
Topikalisierungseregel verbunden ist, zuwiderlauft). Das Problem besteht darin, daB 
slash ein HEAD-Merkma.l ist. 
(i) ist zulassig gemaB FFP und CAP. Die HFC verlangt nun, daB der slash-Wert 
des Heads an der Mutter (an welcher slash frei ist) spezifiziert wird (ii). Dieser Iokale 
Baum (ii) verletzt jedoch das FFP, das verlangt, daB slash an einer Tochter instan-
tiiert ist, wenn es an der Mutter instantiiert ist (der slash-Wert an der Head-Tochter 
ist ererbt!). Urn das FFP zu erfiillen, muB der lokale Baum dieselbe Spezifikation 
auch an der anderen Tochter enthalten (iii). Nur diese Projektion erfUllt alle MIPs. 
Die folgende Diskussion verfolgt nacheinander zwei Gedanken, die sich aus die-
sem Problem ergeben. Einmal scheint es sinnvoll, die mit der Topika.lisierungsregel 
verbundene Intuition zu erfassen, indem die HFC darauf beschrankt wird, keine 
40Der Effekt ist, daB die Mutter diejenigen HEAD-Spezifikationen enthalt, die an samtlichen 
Heads auftreten, sofern sie an der Mutter frei sind und daB jeder Head diejenigen HEAD-
Spezifikationen enthalt, die an der Mutter auftreten, sofern sie am jeweiligen Head frei sind. 
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(i) S 
/~ 
NP S/NP 
(ii) S/NP 
/~ 
NP S/NP 
h FFP , 
(iii) S/NP 
/~ 
NP/NP S/NP 
Abbildung 9: Projektionen aufgrund der Topikalisierungsregel 
Merkmalspezifikationen zu fordern, die im Widerspruch zu FFP und CAP stehen, 
d.h. der lokale Baum (i) in Abbildung 9 solI zulassig sein. Zum andern solI ver-
folgt werden, was fUr und was gegen die Verwendung von slash als HEAD-Merkmal 
spricht. 
4.8.4 Zur logischen Abhangigkeit zwischen CAP und HFC 
In GKPS sind eine Reihe von Hinweisen enthalten, die auf logische Abhangigkeiten 
der MIPs untereinander schlieBen lassen; der schwierigste Fall betrifft die im vorigen 
Kapitel angedeutete Problematik zwischen CAP und HFC . 
• Die HFC scheint die Wirkung des CAP (und des FFP) vorauszusetzen, weil 
sie keine Merkmalspezifikationen fordern darf, die durch diese Prinzipien aus-
geschlossen werden 
• Das CAP setzt die Wirkung der HFC voraus, da es auf semantischen Ty-
pen beruht, die von HEAD-Merkmalen abhangen, deren Verteilung wiederum 
durch HFC geregelt ist. 
Die simultane Anwendung von CAP und HFC auf lokale Baume liefert somit im 
schlimmsten Fall die leere Menge als Menge zulassiger lokaler Baume. 
Ein moglicher Ausweg aus dies em Dilemma wurde von Shieber vorgeschlagen 
[Shieber 1986], doch er beruht auf der Annahme, daB die HEAD-Merkmale in zwei 
disjunkte Teilmengen aufgeteilt werden konnen: in diejenigen HEAD-Merkmale, die 
Voraussetzung sind fUr die 'Zuweisung semantischer Typen und insofern fUr die An-
wendbarkeit des CAP und in diejenigen HEAD-Merkmale, die unabhangig von CAP 
instantiiert werden konnen. Allerdings ist es nicht sicher, ob eine soIche Aufteilung 
moglich ist. 
Naturlich kann man das Problem immer dadurch umgehen, daB man die Katego-
rien in den ID-Regeln starker spezifiziert, als dies in GKPS vorgeschlagen ist; doch 
wurde ein soIches Vorgehen nicht im Geiste der GPSG sein, wo es darauf ankommt, 
universelle wie einzelsprachliche Generalisierungen auszudrucken. 
4.8.5 Zur Verwendung von slash als HEAD-Merkmal 
Zwei wesentliche Griinde fur die Verwendung von slash als HEAD-Merkmal sind in 
der Behandlung von parasitaren Lucken und von Koordination zu sehen. Ein Ge-
genargument basiert auf der Verwendung der folgenden ID-Regel. 
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zifiziert angenomrnen, so daB das Konzept der freien Merkmalspezifikationen nicht 
beriicksichtigt werden muBte (vgl. Abschnitt 6). 
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Teil II 
Eine konstruktive Version von 
GPSG 
5 Probleme der Algorithmisierung von GPSG 
In diesem Abschnitt wird gezeigt, daB die im ersten Teil vorgestellte axiomatische 
Formulierung von GPSG in der Praxis nicht implementierbar ist. Die Uberlegun-
gen gehen von der Frage aus, welche Berechnungen effektiv durchzufUhren waren, 
wenn die axiomatische Version von GPSG operationalisiert werden solI. Es wird ein 
Verfahren skizziert, das sich strikt an die deskriptive Art und Weise halt, wie die 
metasprachlichen Komponenten der GPSG definiert sind. Das Verfahren erweist sich 
als exponentiell-polynomial aufwendig und als ungeeignet fUr Sprachverarbeitung. 
Diese Vorgehensweise unterscheidet sich von der in den komplexitatstheoreti-
schen Studien in [Barton et al. 1987]. Dort wird statt der Komplexitat eines Verfah-
rens die Komplexitat des Problems betrachtet und somit iiber samtliche mogliche 
Algorithmen, Grammatiken und Endketten verallgemeinert, die den Aufwand im 
Einzelfall beeinfiussen konnen. Auf diese Weise entstehen "worst-case"-Analysen, 
die fUr konkrete Verfahren mit konkreten Grammatiken nicht unbedingt von Belang 
sein miissen. Sie zeigen aber auf, in welchen Komponenten des Formalismus man 
mit einer Explosion des Aufwandes rechnen muB und warum dies der Fall ist. 
Zur Illustration mag ein Beispiel geniigen. Fiir den Earley-Algorithmus ist der 
Analyseaufwand bekanntlich O(IGI 2 • n3 ), wobei IGI die Anzahl der PS-Regeln und 
n die Lange der Eingabekette ist. Die Analyse mit einer ID /LP-Grammatik kann 
das Verfahren von Earley grundsatzlich auf zwei verschiedene Weisen benutzen: Ein-
mal ist eine Kompilation in eine kontextfreie Grammatik vorstellbar, und zum an-
dern eine direkte Interpretation der ID /LP-Grammatik. Beriicksichtigt man nur das 
ID/LP-Format, so ist eine Kompilation nicht sinnvoll42 , denn die Transformation 
der komplexen Kategorien in monadische Kategoriensymbole von PS-Regeln ist, 
wie im folgenden gezeigt wird, auBerordentlich aufwendig und erfordert sehr viele 
PS-Regeln. Da die GroBe der Grammatik dann maBgeblich den Aufwand bestimmt, 
wird das Earley-Verfahren ineffizient. Ein Verfahren zur direkten Interpretation gibt 
[Shieber 1984]. Es ist so stark an den Earley-Algorithmus angelehnt, daB es den glei-
chen Zeitaufwand zu haben scheint. Da es mit weniger Regeln auskommt als eine 
stark aquivalente kontextfreie Grammatik, scheint Shiebers Verfahren giinstiger zu 
sem. 
Nun wird aber in [Barton et al. 1987] gezeigt, daB ID/LP-Parsing grundsatzlich 
nicht in polynomialem Zeitaufwand moglich ist. Shiebers Verfahren kann z.B. mit 
lexikalisch mehrdeutigen Regeln oder solchen, deren rechte Seite aus dem "leeren" 
Symbol e besteht, Probleme bekommen, da diese die Menge der Analysezustande 
u. U. drastisch aufblahen. 
Informally speaking, the reason why Shieber's parser sometimes suffers 
421n Abschnitt 12 wird diskutiert, unter welchen Urnstiindeo eioe Kompilation sinnvoll ist . 
60 
6 Der Berliner GPSG-Formalismus 
6.1 Kategorien, Extension und Unifikation 
Die Idee, eine Kategorie als ein Objekt zu betrachten, das schrittweise mehr In-
formation aufnehmen kann, wird durch die Definition der Kategorie als n-stelliger 
Term implementiert. Dabei ist n die Anzahl der Merkmale. Die Werte von Merk-
malen konnen atomar, kategorienwertig oder variabel sein. Das spezielle Atom,,-''' 
driickt aus, daB ein Merkmal undejiniert bleibt (in GKPS wird dies durch die Asser-
tion -,(f] ausgedriickt). 1m Unterschied dazu bedeutet ein variabler Wert, daB das 
betreffende Merkmal unspezijiziert ist und noch ein Atom oder eine Kategorie als 
Wert bekommen kann. 
Definition 20. Sei Meine Menge von Merkmalen, Wu {-,} eine Menge von atoma-
ren Werten und V eine Menge von Variablen. Seien M atom und Meat die Mengen 
der atom- bzw. kategorienwertigen Merkmale, wobei M = M atom U Meat und 
M atom n M eat = 0. Die tot ale Funktion D : M atom -+ W weist einem Merkmal 
seinen Wertebereich zu. Eine totale Funktion G heiBt Kategorie gdw. fiir aile 
mi E M (1 :::; i :::; card(M)) 
• C(mi) E D(mi ) oder 
• C(mi) E V oder 
• C(mi) = -, oder 
• C(mi) = G', C' ist eine Kategorie mit C'(mi) = -', und fiir aIle in G' 
eingebetteten Kategorien Gil gilt ebenfails G'( mi) = -,.48 
Urn eine gegebene Kategorie weiter zu spezifizieren, wird die Unifikation als einzige 
Basisoperation benutzt . Dies fiihrt dazu, daB jegliche Assertionen iiber Kategorien, 
die in GKPS eine wichtige Rolle spielten, aufgegeben werden. 
Neben der Notation, daB ein Merkmal undefiniert ist (die ihre Entsprechung 
durch den Merkmalwert ,, -," erhalt), bieten GKPS die Moglichkeit, die Forderung 
auszudriicken, daB ein Merkmal einen Wert haben muB (vgl. etwa (7) auf Seite 29, 
hier nochmals als (74) wiederholt) . Dies konnte hier durch ein besonderes Variablen-
symbol realisiert werden, das jeden Wert auBer ,,-," annehmen darf. Es stellte sich 
jedoch nicht als notwendig heraus, dies in dem Formalismus aufzunehmen. 
(74) (subcat) :J -,(slash) 
(75) (passive: -) :J -,(vform : pas) 
Die Forderung, daB ein Merkmal nicht durch einen bestimmten Wert spezifiziert sein 
darf (vgl. (75)), laBt sich hingegen nichtin einer Kategorie ausdriicken. Obwohl es 
sehr niitzlich ware, direkt darzustellen, daB z.B. manche Verb en keine Passivformen 
bilden, wird auf diese Moglichkeit zugunsten der Einfachheit der Kategoriendarstel-
lung verzichtet.49 Fiir die Beschrankungen hinsichtlich des Passivs gibt es andere 
48Um dies formal zu beschreiben, geniigt die Definition einer Funktion analog zu T in Definition 3 
auf S. 23. 
49Dieser Verzicht ermoglicht die direkte Implementation von Kategorien als Prolog-Terme sowie 
die Verwendung der Prolog-Unifikation. Dies hat Vor- und Nachteile; siehe hierzu Abschnitt 7. 
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\.usdrucksmoglichkeiten (vgl. Abschnitt 10). 
Wir betrachten jetzt konstruktive Formulierungen von Extension und Unifika-
tion. Die Extension muB im Unterschied zur Version von GKPS die Moglichkeit 
undefinierter und variabler Spezifikationen urnfassen. Varia bIen erhalten in einer 
Extension entweder denselben Namen, oder sie sind instantiiert. 
Definition 21. Seien Ci, Cj Kategorien. Cj heiBt Extension von Ci (Ci I; Cj), gdw. 
gilt: 
• fUr aile m E M atom : 
Falls Ci(m) E D(m) U {""'}, so Gj(m) = Ci(m) 
Falls Ci(m) E V, so Cj(m) = Ci(m) oder Cj(m) = ...., oder Gj(m) E D(m). 
• fUr aile m E Meat : 
Falls Ci(m) E K, so Ci(m) I; Cj(m). 
Falls Ci(m) E V, so Cj(m) = Ci.(m) oder Cj(m) = ...., oder Cj(m) E K. 
Falls Ci(m) = ...." so Cj(m) = ....,. 
Ferner gilt fUr alle Spezifikationen mit identischem Wert v E V auf beliebiger 
Ebene der Einbettung in Ci, daB ihre Gegenstiicke in Gj einen identischen 
Wert w besitzen. 
Die letzte Bedingung stellt sicher, daB die Kospezifikation von variablen Werten bei 
der Erzeugung einer Extension nicht verloren geht (beispielsweise gilt nicht: S[plu:X, 
rel:[plu:X]] I; S[+plu, rel:[-plu]]). 
Die Unifikation muB die Veranderung ausdriicken, die mit den Kategorien durch 
den Informationszuwachs vorgegangen ist. Ihre Definition erhalt daher eine proze-
durale Komponente, so daB Vor- und Nachzustand jeder Kategorie beschreibbar 
sind. 
Definition 22. Sei K eine Multimenge von Kategorien. Die Elemente von K uni-
jizieren (geschrieben U (K)) gd w. es eine Kategorie C gibt mit Ci I; C fUr aile 
Ci E K und fUr aile weiteren Kategorien C' mit Ci C C' fUr aile Ci E K gilt: 
C I; C'. 
Es gilt VCi E K, "1m EM: Ci(m) +-. G(m). 
Durch den Linkspfeil wird eine Wertzuweisung ausgedriickt. Dies bewirkt, daB die 
Unifikation die Kategorien-im Unterschied zu GKPS-effektiv verandert. Wenn 
fUr ein Merkmal alle Werte in den Ci variabel sind, bedeutet das die Kospezijika-
tion ailer Variablenj d.h. wann immer sie einen konstanten Wert erhalten, erhal-
ten sie denselben Wert. Die Unifikation bewirkt einen monoton wachsenden Grad 
der Spezifikation einer Kategorie. Eine atomare oder kategorienwertige Merkmal-
spezifikation kann hochstens noch spezifischer gemacht, niemals aber zuriickgenom-
men werden. Diese Veranderung der Werte ist das Entscheidende am konstruktiven 
G PSG-Formalismus. 
Ich verwende im folgenden die Notation nU(K)lm", wobei K eine Multimenge 
von Kategorien ist und m E M. Damit wird ausgedriickt, daB die Elemente von K 
beziiglich m operational unifizieren. 
66 
6.2 FCRs, ID-Regeln und LP-Aussagen 
Der rein pradikative Charakter der FCRs wird ebenfalls zugunsten einer funktionalen 
Sichtweise aufgegeben. Eine FCR hat die Form C1 =* C2 und besagt, daB jede 
Kategorie, die eine Extension von C1 ist, mit C2 unifizieren muB; erst dann ist sie 
legal. FCRs instantiieren also Merkmale und erzeugen somit legale Kategorien in 
allen Fallen, in denen die Unifikation moglich ist. 
ID-Regeln und LP-Aussagen werden unverandert in die konstruktive Version 
iibernornrnen. Komplexe LP-Aussagen, wie von [Uszkoreit 1986aj vorgeschlagen und 
in Abschnitt 4.3 diskutiert , werden nicht im Rahmen der Syntax formuliert. Da die 
GPSG-Komponente als modularer Bestandteil eines komplexeren Gesamtsystems 
konzipiert ist, kann lineare Prazedenz im Prinzip auf den verschiedenen Reprasenta-
tionsebenen dieses Systems beschrieben werden. Auf der syntaktischen Ebene kann 
somit freie Wortstellung bestehen mit Ausnahme der "harten" syntaktischen Be-
schrankungen, die die Wortstellung total festlegen (z.B. Det -< Nl). 
6.3 Die Head-Feature-Konvention 
1m folgenden wird die Rolle der MIPs in einer konstruktiven Version von GPSG 
beschrieben. Ich beginne mit dem Problem, die freien HEAD-Spezifikationen fUr die 
Kategorien im lokalen Baum zu bestirnrnen, die fUr die Wirkung der HFC in GKPS 
wesentlich sind. Die Definition der freien Merkmalspezifikationen in Abschnitt 4.8 
erfordert die Aufzahlung einer groBen Menge von Projektionen fur jede ID-Regel, 
was grundsatzlich ein Problem von derselben Komplexitat ist wie die Aufzahlung der 
Kategorien, da HEAD-Merkmale kategorienwertig sein konnen. Urn dies zu vermei-
den, wird die Wirkung der HFC prozedural rekonstruiert, indem eine modifizierte 
Version von HFC einerseits nach den anderen MIPs angewendet wird und anderer-
seits keine lokalen Baume ablehnt . 
Die Anwendung nach den anderen MIPs stellt sicher, daB alle Spezifikationen, die 
durch FCRs oder MIPs an HEAD-Merkmalen erzwungen werden, zum Zeitpunkt der 
Anwendung von HFC bereits vorliegen. Somit operiert die HFC auf lokalen Baumen, 
die dem FFP und dem CAP geniigen. Wenn ein HEAD-Merkmal an der Mutter und 
einem Head verschieden spezifiziert sind, entspricht das der Tatsache, daB es nicht 
frei an einer dieser Kategorien ist (unterschiedliche Spezifikation durch ID-Regeln 
oder durch FCRs) oder daB FFP oder CAP dies so verlangen. Daraus folgt, daB 
keine lokalen Baume abgelehnt werden diirfen. 
HFC identifiziert Heads mithilfe eines binaren Merkmal head, das jeder GPS-
Grarnrnatik eigen ist. Jede Head-Tochter, die mit der Mutter beziiglich eines HEAD-
Merkmals unifizieren kann, muB dies tun. 
Definition 23. Sei t ein lokaler Baum, der aIle FCRs erfiiIlt und allen anderen 
MIPs geniigt. Sei Co die Mutter von t, und seien Ci (1 :::; i :::; n) die Tochter 
in t mit Ci(head) = +. Der Baum t geniigt der HFC gdw. fUr aile m E HEAD 
einer der folgenden Falle zutrifft: 
• Co(m) ¢ V , und es gibt ein Ci mit Co(m) =/; Ci(m) 
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• Es gibt C"Cj mit C,(m),Cj(m) (j v, so daB gilt: G,(m) =F Gj(m). Dann 
gilt Go(m) = -, . 
• U({Co,C})". , Cn})lm 
Dies rekonstruiert die Intuition der HFC als Default-Prinzip, nicht jedoch den un-
erwiinschten Effekt der Definition in GKPS, daB HFC durchaus Spezifikationen for-
dert, die nicht im Einklang mit den anderen MIPs stehen. Die vorliegende Definition 
der HFC diirfte daher ebenso allgemein und dabei wesentlich einfacher sein, als es 
in GKPS moglich war. Dennoch ist sicherlich auch hier das letzte Wort noch nicht 
gesprochen, denn es konnte sich herausstellen, daB diese Interpretation der HFC zu 
liberal ist . Ich kornme darauf noch verschiedentlich zuriick. 
Bevor ich mit der Beschreibung der anderen MIPs fortfahre , sind einige Be-
merkungen zur Interaktion der HFC mit FCRs am Platze. Nach Anwendung der 
HFC konnen FCRs anwendbar werden, die vorher nicht anwendbar waren. Somit 
miissen FCRs nach Anwendung der HFC auf Anwendbarkeit gepriift werden. Sollte 
eine FCR aufgrund einer durch HFC instantiierten HEAD-Spezifikation anwend-
bar werden und eine Kategorie als illegal zuriickweisen, liegt eine Situation vor, die 
in der axiomatischen Version von GPSG nicht auftreten kann. Ein Beispiel: HFC 
hat (vform : pas) von der Mutter an ein (verbales) Head transportiert , das nicht 
passivfahig ist (ausgedruckt durch (passive: -)) . Die FCR (76) wird erstmalig an-
wendbar auf das Head. Da sie verlangt, daB eine Konstituente mit einer Passivspe-
zifikation auch passivierbar sein muB, weist sie das Head als illegal zuruck. 
(76) [pas] => [+passive] 
In GKPS wurden FCRs diese Kategorie von Anfang an nicht zugelassen haben, und 
HFC hatte es infolgedessen mit einer anderen Spezifikation von vform zu tun ge-
habt (die naturlich nicht frei an der Mutter ist). Situationen dieser Art werden im 
konstruktiven Formalismus nicht gesondert berucksichtigt. 
Es deutet sich ein fundament ales Problem mit dem konstruktiven Formalismus 
an: wie solI bei unvollstandiger Spezifikation von Kategorien zu einem gegebenen 
Zeitpunkt endgiiltig festgestellt werden, ob eine Kategorie legal ist? Ich werde das 
Problem in Abschnitt 6.7 diskutieren und eine Lasung vorstellen. 
6.4 Das Agreement-Prinzip 
Die Tatsache, daB das CAP vor der HFC angewendet werden muB, stellt uns vor das 
Problem, daB es lokale Baume geben kann, die nicht ausreichend spezifiziert sind, urn 
die semantischen Typen zu identifizieren, auf denen das CAP beruht. Wie bereits 
erwahnt, basieren die Typen teilweise auf HEAD-Spezifikationen. Dariiber hinaus 
besteht neben der Vielzahllinguistischer Kritikpunkte, die in Abschnitt 4.7 disku-
tiert wurden, die formale Schwierigkeit, daB die Kontrollbeziehung nicht hinreichend 
allgemein fiir Funktoren mit mehr als einem Argument definiert ist. 
Das CAP wurde daher ersetzt durch einen rein syntaktischen Mechanismus, das 
Agreement Principle (AP), das folgendermaBen definiert ist [Weisweber 1987]: Jede 
Tochter in einem lokalen Baum, die an Kongruenzbeziehungen teilnimmt, muB mit 
der Mutter hinsichtlich einer Teilmenge AGR der Merkmale unifizieren. Wenn ein 
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AGR-Merkmal undefiniert ist, wird es yom AP ignoriert. Jeder lokale Baum, der 
das AP nicht erfiillt, ist unzulassig. AGR enthalt gewohnlich Merkmale fUr Kasus, 
Genus, Numerus und Person. Eine Kategorie wird dafUr gekennzeichnet, daB sie an 
Kongruenzbeziehungen teilnimmt, indem FCRs ein binares Merkmal agr instantiie-
ren (z.B. sichern die FCRs (77)-(78) die Kongruenz von Subjekt und finitem Verb 
im Deu tschen). 
(77) [nom]::::} [+agr] 
(78) [fin] ::::} [+agr] 
Definition 24. Sei t ein lokaler Baum mit der Mutter Co und derjenigen Teilmenge 
von Tochtern Cj (1 ~ i ~ n) , fUr die gilt: Cj(agr) = +. Dann geniigt t dem 
AP gdw. fiir aIle m E AGR einer der folgenden Falle zutrifft: 
• Co(m) = -. 
• U({Co} U {CiICi(m) f:. -.})Im 
Diese Art , Kongruenzbeziehungen darzusteIlen, hat viel gemein mit der des CAP 
der mittleren GPSG. Sie kornmt ohne ein Konzept von Kontrolle aus. Es sind keine 
semantischen Typen involviert , und welche Konstituenten miteinander kongruieren, 
muB nicht separat festgestellt werden, sondern ist einfach eine Folge aus dem Zusam-
menspiel zwischen dem AP und der HFC sowie den einzelsprachlichen Definitionen 
der FCRs und den Merkmalmengen AGR und HEAD. Die genaue Aufgabenver-
teilung zwischen HFC und AP hangt in der konstruktiven Version von GPSG u.a. 
davon ab, in welcher Reihenfolge die beiden Prinzipien operieren (wenn AGR n 
HEAD f:. 0) und wann die FCRs angewendet werden.50 Die Anwendungsreihenfolge 
der MIPs und FCRs wird weiter unten diskutiert. 
Allerdings kann das AP in dieser Form nicht der Tatsache gerecht werden, daB 
eine Kategorie an bestimmten Kongruenzrelationen teilnimmt und an anderen nicht 
(z.B. kommt es in Equi-Konstruktionen vor, daB ein direktes Objekt mit einem Re-
flexivpronomen kongruiert, aber nicht mit dem finiten Verb). In Kategorien ist dies 
nicht mit einem binaren Merkmal (agr) ausdriickbar. Eine verfeinerte Version des 
AP wurde in [Busemann/Hauenschild 1988] vorgeschlagenj sie beruht auf verschie-
denen Wert en von agr, die die Kongruenzrelationen voneinander unterscheiden (z.B. 
agrl und agr2 statt +). In besagten Equi-Konstruktionen ist dann ein direktes Ob-
jekt (genau wie das Reflexivpronomen) mit (agr : agr2) spezifiziert, wahrend das 
Subjekt und das finite Verb beide (agr : agrl) enthalten. Das solchermaBen revi-
dierte AP verlangt, daB Kategorien mit derselben agr-Spezifikation hinsichtlich der 
AGR-Merkmale unifizieren miissen, wie oben beschrieben. 
Dieser Ansatz erlaubt es Kategorien, Merkmalspezifikationen zu transportieren, 
die aus verschiedenen Kongruenzrelationen stammen. Dies funktioniert nur, wenn 
die Kategorie ererbte kategorienwertige Merkmale enthalt, die selbst wiederum fiir 
50 AuBerdem spielt die Strategie eine Rolle, aufgrund derer lokale Biiume durch Kategorienuni-
fikation vor Anwendung der MIPS miteinander kombiniert werden. Es kann also in einem lokalen 
Baum Information Yorliegen, die aufgrund der Anwendung der MIPs in einem anderen lokalen 
Baum instantiiert wurde. Niiheres hierzu folgt weiter unten und in Abschnitt 9. 
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s 
~ 
NP[acc, S/NP[acc, agr2] ~ 
1 "9r2] '\ 
V[fin, S[agr1 ]/NP[acc, a~r2] 
agr1] )! ~ 
I ~I 3 \ 
habe NP[nom, J V[pSp] VP[zu-inf, "grZl 
agr1] I ~ t 
I . / ~ I 
ich gebeten NP[agrZ] J V[zu- inf] I 
I ~ I 
sle 
sich zu beeilen 
Abbildung 11: Kongruenzbeziehungen mit dem revidierten AP 
agr spezifiziert werden konnen. Diese Spezifikationen werden ebenfalls vom revi-
dierten AP betrachtet, urn in einem lokalen Baum festztistellen, welche Kategorien 
an Kongruenzrelationen teilnehmen. Die · Hypothese, die der Revision des AP zu-
grundeliegt, besagt, daB nicht mehr Kongruenzrelationen zu beriicksichtigen sind, 
als Kategorien vorliegen (einschlieBlich der eingebetteten). Betrachten wir in Abbil-
dung 11 die Mutter des lokalen Baums (3). Sie enthalt einen ererbten slash-WertSl • 
Das revidierte AP benutzt die agr-Spezifikation im slash-Wert, urn Kongruenz zwi-
schen dem direkten Objekt (NP[aGc]) und dem Reflexivpronomen herzustellen. Die 
agr-Spezifikation von S wird benutzt, urn Subjekt-Verb-Kongruenz zu etablieren. 
Das Merkmal agr kann nach wie vor durch FCRs instantiiert werden, obwohl auf 
einige charakteristische Ausnahmen zu achten ist, bei denen der Wert besser in den 
ID-Regeln spezifiziert wird. Zu ihnen gehort die VP, die nicht immer (agr : agr2) 
wie in Abbildung 11 enthalten darf, denn im FaIle von Subjekt-Equi-Verben muB 
sie mit dem Subjekt kongruieren. 
Einen noch allgemeineren Vorschlag fUr ein Kongruenzprinzip im Rahmen einer 
konstruktiven Version von GPSG enthalt ·[PreuB 1989]. Der Leitgedanke ist, einen 
Mechanismus anzugeben, der das gesamte Aufgabenspektrum des CAP abdeckt , 
ohne auf semantische Typen zuruckgreifen zu mussen. Das Kongruenzprinzip beruht 
darauf, daB in den ID- Regeln sogenannte Spezijikationsmerkmale an verschiedenen 
Kategorien (unterschiedlicher Einbettungstiefe) denselben \Vert besitzen. 1m lokalen 
Baum verlangt das Kongruenzprinzip an diesen Kategorien die Kospezifikation ei-
51 Die verwendeten Grammatiken flihren LUcken in ID-Regeln an der Mutter ein. Dies wird u.a. 
auch in [Jacobson 1987] vorgeschlagenj siehe Abschnitt 4.6. 
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ner Menge von Kongruenzmerkmalen, die dem betreffenden Spezifikationsmerkmal 
zugeordnet sind. 
(79) S ---+ [+topj, S/[+topj 
Betrachten wir den fUr CAP so problematischen Fall der Topikalisierungsregel (32), 
die im Berliner System die Form von (79) annimmt. Dem Spezifikationsmerkmal 
top sind aIle Merkmale der Grammatik zugeordnet. Infolgedessen muB in jeder Pro-
jektion von (79), die dem Kongruenzprinzip geniigt, die Tochter [+topj mit dem 
slash-Wert der anderen Tochter iibereinstimmen, und zwar unabhangig davon, wel-
chen Typs die topikalisierte Kategorie ist. 52 
6.5 Das Foot-Feature-Prinzip 
Ich schlieBe die Beschreibung der MIPs mit dem FFP ab, dessen Wirkung im GroBen 
und Ganzen von GKPS iibernommen wurde. Eine spezielle Behandlung ist not wen-
dig fiir den Merkmalwert "...,". Alle Tochter unifizieren mit der Mutter hinsichtlich 
der Teilmenge FOOT der Merkmale, vorausgesetzt, daB die Werte nicht ererbt sind. 
Tochter, die undefiniert beziiglich eines FOOT-Merkmals sind, werden vom FFP 
ignoriert, es sei denn, das FOOT-Merkmal ist an allen Tochtern oder der Mut-
ter undefiniert. In diesem Falle fordert das FFP, daB aIle Kategorien undefiniert 
beziiglich dieses FOOT-Merkmals sind. Ein lokaler Baum, der das FFP verletzt, ist 
unzuUissig. 
Definition 25. Sei t ein lokaler Baum mit der Mutter Co und einer Menge von 
Tochtern C. (1 ~ i ~ n). Dann geniigt t dem FFP gdw. fUr alle instantiierten 
Spezifikationen von FOOT-Merkmalen m einer der folgenden FaIle zutrifft: 
• (VCi : Ci(m) = ...,) = (Co(m) = ...,) 
• U({Co} U {CiICi(m) =j;...,})lm 
Das theoretische Problem der Uberlastung des Merkmals slash (vgl. Abbildung 5 auf 
S. 44) besteht auch hier. In den verwendeten Grammatikfragmenten spielt es jedoch 
keine Rolle. 
6.6 Eine Anwend ungsreihenfolge 
Nachdem die Komponenten der konstruktiven GPSG soweit beschrieben wurden, 
soli die Frage der Anwendungsreihenfolge erneut behandelt werden. Aus konstruk-
tiver Sicht solI die Anwendung einer Komponente idealerweise nicht friiher erfolgen, 
als bis alle Informationen, auf denen sie aufbaut, definitiv in den Kategorien spezi-
fiziert sind. Wenn zum Beispiel nicht sichergestellt ist, daB Kategorien nicht noch 
Extensionen von jenen in LP-Aussagen werden konnen, sollte nicht versucht werden, 
LP-Konsistenz zu iiberpriifen. 
52Dieser Vorschlag wird im Rahmen des Projekts KIT-FAST implementiert und anhand von 
GPSG-Fragmenten fUr Deutsch und Englisch iiberpriift. In der vorliegenden Arbeit wird noch die 
Implementation der ersten Version des AP beibehalten. 
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[ META 1-1 I D I ~CFCR I "[FFP I -(FCR ) ~ 
~L AP )1-lFCR: .. LLHFC:I J FCR: rLP'. 
_ _ _ ! _ ... L , .~
Abbildung 12: Anwendungsreihenfolge in einer konstruktiven Version von GPSG 
Das FFP hangt ausschlie13Iich von Spezifikationen in rD-Regeln ab und kann da-
her zuerst angewendet werden. Das AP setzt die vorherige Anwendung von FCRs 
voraus. Wie oben dargelegt wurde, operiert das AP vor der HFG. LP-Konsistenz 
kann nur bei vollstandig spezifizierten Kategorien ein sicheres Ergebnis bringen. 
Daher erfolgt der entsprechende Test ganz am SchluB. Da nach jedem Schritt neue 
Information in Kategorien auftreten kann,' die FCRs anwendbar macht , welche vor-
her nicht anwendbar waren, werden FCRs nach dem FFP, dem AP und der HFC 
angewendet. Aus Effizienzgrunden ist es sinnvoll, sie auch auf Kategorien in lokalen 
Baumen anzuwenden, die nu! die Information aufgrund der ID-Regeln enthalten, urn 
fehlerhafte Regelauswahl beim Parsing oder bei der Generierung zum friihestmogli-
chen Zeitpunkt zu entdecken. 
Abbildung 12 stellt eine Anwendungsreihenfolge dar, die durch Aspekte des loka-
len Informationszuwachses motiviert wurde. Sie ist ahnlich zu der Reihenfolge, die 
Shieber auf der Grundlage impliziter Annahmen in GKPS gefunden hat [Shieber 
1986]. 
Eine Komponente in Shiebers Abfolge fehlt jedoch in Abbildung 12, namlich . 
FSDs. Sie wurden nicht in den Formalismus aufgenomrnen. Stattdessen findet eine 
rigidere Komponente Platz, die zur Definition der ID-Regeln benutzt wird: Mit 
Aliasnamen fUr Kategorien [Evans/Gazdar 1984] werden Kurzformen wie NP[nomJ 
interpretiert als Kategorien mit einer Reihe von Spezifikationen, die der Kurzform 
nicht ohne wei teres anzusehen sind. Beispielsweise sind alle NPs fUr vform undefi-
niert. Aliasnamen ermoglichen eine ausreichende Beschrankung der freien Merkmal-
instantiierung, urn auf FSDs ganz verzichten zu konnen. Abschnitt 7 geht naher auf 
Aliasnamen ein. Dort wird auch die Rolle von Metaregeln im Berliner GPSG-System 
beschrieben. 
6.7 ZuHissige Baume 
Zum AbschluB der Darstellung der konstruktiven Version wird die Definition der 
ZuHissigkeit gegeben. 
Definition 26. Ein Baum ist zuliissig gdw. er terminiert ist und jeder lokale Teil-
baum lokal zulassig ist. Ein lokaler Baum ist lokal zuliissig gdw. er entweder aus 
dem Lexikon stammt oder durch eine ID-Regel projiziert ist, die FCRs erfiillt , 
dem FFP, dem AP und der HFC genugt und keiner LP-Aussage widerspricht. 
Diese Definition ist , obwohl analog zu der in [GKPS, S. 104], nicht unproblematisch, 
da die Art und vVeise, in der lokale Baume zu komplexeren Baumen kombiniert wer-
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t1 
t2 
FeR: [vform: pas] => [+passive] 
[ ... ] 
~ [ ... ] [vform: pas] 
/ 
[vform: X ] 
~rm:x, 
[ ... ] -passive, 
--
_-- +head] 
/ 
<§ONSTRAINT:-'(X = pas) ) 
Abbildung 13: Kontrolle der Baumgenerierung durch Constraints 
den konnen, sich von der in GKPS unterscheidet. Wie in Abschnitt 5 erwahnt wurde, 
beruht die Kombination in GKPS auf der Identitiit der Mutter des einen mit einer 
Tochter des anderen Baumes. Aus konstruktiver Sicht mussen die beiden Kategorien 
unijizieren. Durch diese Instantiierung dutch Konstruktion werden Spezifikationen 
aus einem lokalen Baum in einem anderen lokalen Baum zuganglich. Dies kann die 
vVirkungsweise der MIPs beeinflussen. Zu welchen Zeitpunkten Konstruktion erfol-
gen und MIPs angewendet werdensollen, wird in Abschnitt 9 diskutiert. 
Betrachten wir jetzt den folgenden Fall (Abbildung 13): Der Baum t2 ist zuHissig; 
er hat ein unspezifiziertes HEAD-Merkmal h, das mit der Mutter durch HFC kospe-
zijiziert ist, d.h. denselben variablen vVert hat. In solchen Situationen kann die 
Instantiierung durch Konstruktion die Zulassigkeit zunichte machen. Man sehe: Die 
Mutter von t2 unifiziert mit einer Tochter von t i . Diese Tochter enthalt eine Spezi-
fikation fUr h (oder wird schlieBlich eine erhalten durch MIPs oder FCRs), wodurch 
kospezifizierte Werte in verschiedenen Kategorien von t2 instantiiert werden. Doch 
nun ist t2 auf einmal kein zulassiger Baum mehr, weil der Zuwachs an lokaler In-
formation eine illegale Kategorie erzeugt hat. Grundsatzlich tritt dasselbe Problem 
auch bei LP-Aussagen auf, so daB eine gegebene Abfolge der Tachter von einer LP-
Aussage abgelehnt wurde, die zum Zeitpunkt der Uberprufung von LP-Konsistenz 
nicht anwendbar war. 
Da eine abermalige Uberpriifung des gesamten Baumes nach vollstandiger Spezi-
fikation alIer Kategorien keine Lasung darstelIt (was soil geschehen, wenn eine FCR 
interveniert?), wurde eine Strategie der Constraint-Propagierung fUr FCRs und LP-
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Aussagen entwickelt [Weisweber 1988]. Die Grundidee53 wird am Beispiel der FCRs 
erHiutert. 
Nehmen wir an, ein Merkmal m sei unspezifiziert an einer Kategorie C (C(m) E 
V). Eine FCR des Typs (80)54 ware auf C erst anwendbar, wenn C(m) = w 
gilt. Wenn C(m/) = w', ist es unerheblich, welchen Wert m erhalt: nach einer 
Instantiierung von mist sie entweder nicht anwendbar oder erfullt. Wenn jedoch 
C(m/) #- w', so wird ein aussagenlogisches Constraint erzeugt. Falls w' in C spezi-
fiziert ist (C(m/) ¢ V), hat es die Form von (81). Falls w' E V (was u.a. bedeutet, 
daB die FCR bei einer Anwendung m' instantiiert), so wird (82) erzeugt. Dies erfolgt 
fUr alle FCRsj die erzeugten Constraints werden konjunktiv verknupft und mit C 
assoziiert. 
(80) [m:w] :::} [m':w/] 
(81) C(m) #- w 
(82) (C(m) #- w) V (C(m') = w') 
Jede Tochter im lokalen Baum erhalt auf diese Weise eine aussagenlogische Formel 
in konjunktiver Normalform. 
Abbildung 13 zeigt ein einfaches Beispiel. Die Variable X wurde in t2 durch HFC 
an der Mutter und dem Head kospezifiziert. Wenn der Baum t2 mit tl kombiniert 
wird, erfolgt eine Auswertung der Constraints an jeder Tochter. Durch die Kombi-
nation konnen Merkmale instantiiert worden sein (wie im Beispiel durch X +- pas). 
1m Beispiel wird dadurch das Head illegal, und t2 ist nicht (mehr) zulassig. Die 
Kombination von tt und t2 muB ruckgangig gemacht werden. 
1m allgemeinen konnen als Ergebnis dieser Auswertung die folgenden FaIle ein-
treten: 
• Ein Teilausdruck in einem Constraint ist wahr und wird entfernt. Bleiben aus-
schlieBlich Gleichungen ubrig, wird die entsprechende Merkmalinstantiierung 
in C veranlaBt. Die zugrundeliegende FCR ist nun fUr C erfUllt. 
• Das Constraint ist falsch. C erfUllt Iiicht aIle FCRs und ist nicht legal. 
• Das Constraint ist nicht vollstandig auswertbar, weil fiir ein m C(m) nach der 
Kombination von t2 und tl variabel bleibtj die betreffenden Teilausdriicke des 
Constraints werden zur Mutter propagiert und im lokalen Baum tl weiterver-
arbeitet. 
Die Propagierung zum (topologisch gesehen) h6heren lokalen Baum setzt eine 
Bottom-Up-Auswertung voraus. Wie gezeigt werden wird, ist dies im Hinblick auf 
die Verarbeitungsstrategien angemessen. 
Die Anwendung der FCRs in Form von kategorienspezifischen Constraints bringt, 
quasi nebenbei, zwei weitere Vorteile mit sich. Zum einen ist zu jedem Zeitpunkt 
53Eine elegante Implementation ware mithilfe von freeze aus Prolog II [Colmerauer 1982] moglich. 
Ein weiterer Weg besteht in der Verwendung eines anderen Unifikators, etwa im Sinne der bedingten 
Unifikation, wie von [Hasida 1986] vorgeschlagen. 
540hne Beschrankung der Allgemeinheit nehme ich nur jeweils eine Merkmalspezifikation auf 
beiden Seiten an. 
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die fiir eine Kategorie relevante Teilmenge der FCRs beriicksichtigt, so daB jede 
erfiillte FCR im nachsten Anwendungszyklus nicht mehr beachtet werden muB (in-
folge der Monotonie-Eigenschaft der Unifikation ist sichergesteIlt, daB sie auch wei-
terhin erfiiIlt ist). Dies bedeutet einen beachtlichen Effizienzgewinn. Zum andern 
muS nicht mehr auf die Anwendungsreihenfolge der FCRs untereinander geachtet 
werden (wenn eine FCR aufgrund von Spezifikationen anwendbar ist, die nur von 
einer anderen FCR instantiiert werden, darf sie erst nach dieser angewendet werden, 
da sie sonst niemals zum Zuge kame). 
Bei LP-Aussagen ist eine ahnliche Losung angemessen. Falls eine LP-Aussage 
einen lokalen Baum ablehnen wiirde, wenn ein Merkmal m mit dem Wert w in-
stantiiert wird, so wird ein Constraint erzeugt, welches ausdriickt, daB m nicht den 
Wert w in dieser Kategorie erhalten darf. Diese Constraints werden propagiert und 
ausgewertet, solange die Werte von m variabel und kospezifiziert sind. 
6.8 Die wesentlichen Unterschiede zwischen dem axioma-
tischen und dem konstruktiven GPSG-Formalismus 
In diesem Abschnitt werden die wichtigsten Unterschiede zwischen der konstruktiven 
und der axiomatischen GPSG anhand einiger Schliisselbegriffe zusarnmengefaBt. 
• Kategorien konnen zusatzliche Information aufnehmen. In der axiomatischen 
Version sind sie unveranderlich. 
• Die Unifikation ist die grundlegende Operation fiir Informationszuwachs in 
Kategorien. In der axiomatischen Version ist sie eine Wohlgeformtheitsbedin-
gung. 
• Die FCRs und MIPs verursachen lokalen Informationszuwachs. In der axioma-
tischen Version wahlen sie unter Kategorien bzw. Projektionen aus. 
• Syntaktische Strukturen werden aufgrund der Unifikation von Kategorien er-
zeugt. In der axiomatischen GPSG existieren sie infolge der Identitat von Ka-
tegorien. 
Es wurde gezeigt, daB die konstruktive Version von GPSG die kombinatorische 
Explosion vermeidet, die eine originalgetreue Interpretation der Metasprache von 
GKPS bewirkt hatte. Die veranderte Sichtweise fiihrt zu einer beachtlichen Verein-
fachung der HFC, da es nicht mehr notwendig ist, die Mengen der freien HEAD-
Spezifikationen zu bestimmenj daher brauchen nicht aIle Projektionen einer ID-Regel 
betrachtet zu werden. 
Das Dilemma hinsichtlich der logischen Abhangigkeit von CAP und HFC, das bei 
jeder Implementation in einen schwer zu behebenden Reihefolgenkonflikt miindet, 
wurde ebenfalls beseitigt. Der Preis dafiir ist allerdings hoch: das AP ist nicht mehr 
semantisch basiert und kann daher nicht mehr Keenan's Prinzip gerecht werden, 
daB Kongruenzbeziehungen auf bestimmte Weise von Funktor-Argument-Strukturen 
abhangen. 
75 
7 Die Architektur des Berliner GPSG-Systems 
Die konstruktive Version von GPSG bildet die Grundlage zur syntaktischen Sprach-
verarbeitung im Berliner GPSG-System. Sie ist gleichermaBen geeignet fiir Parsing 
und Generierung, denn sprachliches Wissen kann strikt vom Verarbeitungswissen 
des Parsers bzw. des Generators getrennt werden. Dies ermoglicht die Analyse und 
Generierung mit ein- und derselben, bidirektional zu verwendenden Grammatik. 
Ferner werden einzelsprachspezifisches und generelles syntaktisches Wissen55 
strikt voneinander getrennt. Dies ermoglicht den Austausch von Grammatiken, ohne 
den Parser bzw. Generator zu beriihren. Eine soIche Moglichkeit ist besonders vor-
teilhaft, wenn das System fur MU benutzt wird (im Rahmen des Projektes KIT-
FAST werden Satze aus Informationstexten der EG von Englisch nach Deutsch und 
umgekehrt u bersetzt ). 
Als einzelsprachspezijisch werden die jeweiligen Mengen von ID-Regeln, LP-
Aussagen, FCRs und Lexikoneintdigen betrachtet. Das generelle sprachliche Wissen 
besteht in der Bedingung fUr zuHissige Baume, die durch die Metasprache der GPSG 
gegeben ist. 56 Es umfaBt die in Abschnitt 6 beschriebene Metasprache und wird pro-
zedural als Modul zur Anwendung von FCRs, MIPs und LP-Aussagen reprasentiert. 
Das Modul wird von Parser und Generator in exakt derselben Weise verwendet. 
Abbildung 14 zeigt die Komponenten des Berliner GPSG-Systems. Es besteht aus 
den sprachlichen Wissensquellen, einem Parser, einem Generator und einem Gram-
matikeditor. Der Parser ist in [Weisweber 1987] beschrieben, und hinsichtlich des 
Generators (genauer: der beiden Generatoren) wird auf [Busemann 1990] verwiesen. 
Hier soll ihre Funktion nur kurz skizziert und dann die Aufgaben des Editors darge-
stellt werden, ohne den die Implementation des Berliner GPSG-Systems linguistisch 
unbefriedigend ware. 
Der Parser erzeugt aus einer Endkette--einem natiirlichsprachlichen Satz-eine 
GPSG-Struktur. Es handelt sich urn einen bottom-up operierenden Chart-Parser, 
der voraussetzt, daB Wortformen entsprechende lexikalische GPSG-Kategorien zu-
geordnet sind. Auf der Grundlage der GPSG-Struktur wird eine Funktor-Argument-
Struktur (FAS, vgl. [HauenschildjUmbach 1988]) als satzsemantische Reprasenta-
tion der Eingabe erzeugt. 
Der Generator geht von einer FAS aus und erzeugt aus ihr-aufgrund einer 
anderen Verarbeitungsstrategie als der Parser-ebenfalls eine GPSG-Struktur. Auch 
er setzt voraus, daB den lexikalischen Kategorien Wortformen zugeordnet sind. Dann 
stellen die Blatter der GPSG-Struktur, von links nach rechts gelesen, die generierte 
Endkette dar. 
Beide Prozesse benutzen die Implementation der MIPs als Unterprogramm, beide 
greifen auf dieselbe Grammatik zu, und beide gehen von derselben Relation zwi-
schen lexikalischen Kategorien und Wortformen aus. Diese Relation wird mithilfe 
eines Stammformenlexikons und von Lemmatisierungs- bzw. Flexionsprozessen [Bu-
55Ich spreche nicht von universellem Wissen, da der Nachweis der Universalitat aufgrund der 
beiden betrachteten Sprachen Deutsch und Englisch natiirlich nicht zu fiihren ist. 
56Diese Unterscheidung verliiuft analog zu der von Programmen und Programmiersprachen. Ich 
werde den Vergleich in Abschnitt 12 we iter treiben durch die Unterscheidung zwischen interpre-
tierten und compilierten "Programmen". 
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Abbildung 14: Der Aufbau des Berliner GPSG-Systems 
semann 1988a] hergestellt, die vollkommen unabhangig von GPSG arbeiten. Die 
Kopplung zur Syntax wird in Abschnitt 10 diskutiert. Auf diese Weise wird die 
Aufiistung alIer Wortformen in einem Vollformenlexikon umgangen, die fUr stark 
fiektierende Sprachen wie das Deutsche unokonomisch ware. 
Als unabdingbare Voraussetzung fUr die Erstellung einer GPS-Grammatik ist 
eine komfortable Entwicklungsumgebung notwendig. Es gab bereits fiir die mittlere 
GPSG ein Entwicklungs- und Testsystem, ProGram [Evans/Gazdar 1984]. Fur eine 
konstruktive Variante von GKPS wurde im Rahmen des britischen Alvey-Projektes 
die portable und integrierte Entwicklungsumgebung GDE entwickelt [Briscoe et al. 
1987]. Zum Testen von Regeln werden gewohnlich Parser verwendet. 1m vorliegenden 
Fall kann das GPSG-System als Testumgebung herangezogen werden (insbesondere 
stellt der Generator eine wichtige Testfunktion dar: er ermoglicht die Prufung, ob 
eine Grammatik ubergeneriert ). 
Der Linguistisch orientierte EcfJ.tor (LED) bietet die Unterstiitzung fUr die For-
mulierung verschiedener Regeltypen [Kindermann/Quantz 1987]. LED akzeptiert 
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Eingaben in einer linguistisch geeigneten externen Notation, die dann-nach ei-
ner Korrektheits- bzw. Plausibilitatspriifung-in die interne Notation transformiert 
wird, die die Komponenten des GPSG-Systems verarbeiten. 
LED verarbeitet Definitionen von Merkmalnamen, ihrer Wertebereiche und von 
Teilmengen derMerkmale (HEAD, FOOT, AGR). Die Aufgabe, eine Darstellung 
fUr Kategorien mit fiinfundzwanzig bis dreiBig Merkmalen anzubieten, die iibersicht-
lich und linguistisch aussagekraftig ist, wiid anhand von Aliasnamen gelost, wie sie 
erstmalig in ProGram definiert wurden. Aliasnamen setzen die Definition von Kate-
gorien (d.h. N amen und Wertebereiche der Merkmale) voraus. Sie bestehen aus drei 
Teilen: 
• einem Namen (z.B. np), 
• einer Anzahl definierender Merkmalspezifikationen (z.B. (n : +), (v : -), (bar : 
2)), und 
• einer Menge instantiierbarer Merkmale (z.B. per, plu, gen, cas, usw.) . 
Ein Alias der Form np(PER,PLU,GEN,CAS,FLEX) steht fiir eine Kategorie, die an 
den definierenden Merkmalen des Alias entsprechend spezifiziert, an den instantiier-
baren Merkmalen variabel und fiir samtliche iibrigen Merkmale undefiniert ist. Die 
Grammatikschreiberin kann den instantiierbaren Merkmalen Werte zuweisen, und 
z.B. Kategorien wie np(PER,PLU,GEN,nom,FLEX) in ID-Regeln definieren. 
Bei der Definition von ID7Regeln kann die Notation H (fUr Head) als Bestand-
teil der externen Notation verwendet werden. In der internen Notation wird die 
Spezifikation (head: +) benutzt. 
Der Ubergang von der externen in die interne Grammatiknotation schlieBt eine 
Anzahl von Vorverarbeitungsschritten ein. Der wichtigste stellt die Anwendung von 
Metaregeln dar, die nicht wahrend des Parsings oder der Generierung erfolgt, son-
dern fUr die gesamte Grammatik im Vorhinein (vgl. [Thompson 1981]). Dies bringt 
betrachtliche Effizienzvorteile wahrend der Verarbeitung, der dann die erweiterte 
Menge von ID-Regeln zugrundeliegt. 
Bei der Erzeugung der internen Notation wird beriicksichtigt, daB als Basis-
Operation des GPSG-Systems die Prolog-Unifikation verwendet wird. Dies er-
wies sich aus Effizienzgriinden als zweckmafiig, nachdem eine versuchsweise Im-
plementation der PATR-Unifikation [Shieber et al. 1983] in Waterloo-Core-Prolog 
die verbrauchte CPU-Zeit erheblich erhohte und lange Antwortzeiten infolge des 
Timesharing-Betriebs auf der benutzten IBM 4381-Anlage die Folge waren. 
Die aus linguistischen Griinden wiinschenswerten direkten Moglichkeiten, Dis-
junktion und Negation von Merkmalspezifikationen in Kategorien auszudriicken, 
fehlen bei der Kodierung als Prolog-Terme. Sie sind aber theoretisch auf der Ebene 
des Editors, in der externen Notation, gegeben. Die Ubersetzung einer Negation 
(z.B. [...,pas]) in die interne Notation erfordert die Aufzahlung des Wertebereichs 
von vform ohne pas: 
cat(. . .• VFORM •... ) :-
member(VFORM. [tin.int.psp.zu]). 
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Die Integration von Editor und GPSG-System erfiillt somit beide Desiderata zu-
gleich, indem sie linguistisch angemessene Ausdrucksmoglichkeiten (im Editor) und 
effiziente Verarbeitung (im Parser bzw. Generator) bietet. 
LED ist in Prolog und Pascal auf einer IBM 4381-Anlage implementiert und nicht 
ohne weiteres portierbar. Eine Weiterentwicklung entsteht zur Zeit mit dem Editor 
fUr GPS-Grarnrnatiken (EGG), der in Arity-Prolog 5.0 auf PC AT implementiert 
wird. In seiner endgiiltigen Ausbaustufe solI EGG Metaregeln und Lexikoneintdige 
erfassen konnen und in das G PSG-System integriert sein. 
AbschlieBend folgen einige Daten zur Implementation des GPSG-Systerns . Das 
GPSG-System wurde urspriinglich in Waterloo-Core-Prolog auf einer IBM 4381-
Anlage unter dem VM/SP-Betriebssystem implementiert. Da nur die im KIT-Core-
Standard [Bittkau et al. 1987] definierten Pradikate verwendet wurden, ist der Code 
kompatibel mit verschiedenen anderen Prolog-Dialekten, fUr die dieser Standard 
implementiert ist (z.B. Symbolics-Prolog, M-Prolog, Arity-Prolog). Unterschiedliche 
Versionen des Systems sind auf IBM 4381, auf Symbolics-Lispmaschinen 3640 auf 
SUN 34057 und auf PC AT lauffahig. 
8 Die Grammatikfragmente fur Deutsch und 
Englisch 
Die in dieser Arbeit verwendeten Beispiele aus dem Berliner GPSG-System basie-
ren auf GPS-Grammatiken fiir Fragmente des Deutschen und des Englischen, wie 
sie Ende 1988 implementiert waren. In diesem Abschnitt werden die wesentlichen 
Charakteristika dieser Grammatiken beschrieben. 
Beide Grammatiken decken einen ahnlichen Sprachurnfang abo Sie urnfassen typi-
sche Wortstellungsphanomene und behandeln, teilweise in Anlehnung an [Uszkoreit 
1984], 
• subkategorisierte nominale und infinitivische Verbargumente, 
• Verberst-, -zweit- und -endstellung, 
• Topikalisierung der meisten Konstituenten, 
• die iiblichen Hilfs- und Modalverbkonstruktionen sowie 
• Nominalgruppen mit subkategorisierten Argumenten und (eingeschrankt) Re-
lativsatzen. 
Eine erste Version der deutschen Grammatik beschreibt [PreuB 1987].- Ich gehe der 
Reihe nach auf die genannten Punkte ein. 
Das Deutsche erlaubt eine starkere Variation in der Wortstellung als das Engli-
sche. Daher wurde eine flache Struktur des Mittelfeldes angesetzt (z.B. (83)), in der 
auch das Subjekt auftreten kann. In Deklarativsatzen kann jede dieser Konstituenten 
57Eine Adaption an Quintus-Prolog wurde von John Phillips an der Universitat Tiibingen im 
Juni 1988 durchgefiihrt . 
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topikalisiert werden (topikalisierte Konstituenten sind Extensionen von [+top]). Da-
her wird grundsatzlich die Topikalisierungsregel (84), verwendet.58 Daruber hinaus 
konnen infinite Verben zusammen mit einem Objekt im Vorfeld stehen. Dies er-
fordert zusatzliche VP-Analysen, die ausschlieBlich fUr die Topikalisierung benotigt 
werden (85). Der Zusammenhang zwischen (85) und (83) ist systematisch und wird 
durch eine Metaregel erfaBt. 
(83) S -+ V[6], NP[nom], NP[acc] 
(84) S -+ X[+top], S[fin, +ac] / X[+top] 
(85) VP -+ V[6], NP[acc] 
(86) S I VP -+ NP[nom] 
Die EinfUhrung der Lucken erfolgt im FaIle der VP durch die Regel (86) und bei 
anderen Konstituenten nach dem Vorschlag von [Jacobson 1987] (vgl. Abschnitt 4.4) 
durch folgende Metaregel: 
(87) S -+ W, Y 
-U-
S/Y-+W 
Es ergeben sich damit fUr (83) die zusatzlichen ID-Regeln (88) bis (90). Die Ent-
scheidung fiir den Verzicht auf leere Ketten ist durch Schwierigkeiten mit bottom-
up gesteuertem Parsing begriindet, das vor jedem Wort der Eingabekette mit einer 
beliebigen Zahl leerer Ketten rechnen muBte. Ais Preis fUr die Vermeidung dieses 
Problems mussen, wenn das Head topikalisiert wird, wie in (90), die Effekte der 
HFC in der ID- Regel nachgespielt werden.59 
(88) S / NP[nom] -+ V[6], NP[acc] 
(89) S / NP[acc] -+ V[6], NP[nom] 
(90) S / V[6] -+ NP[nom], NP[acc] 
Verberst- und Verbletztsatze werden mithilfe der "flachen" Struktur (vgl. (83)) dar-
gestellt. Die unterschiedliche Stellung des Verbs hangt von den Spezifikationen der 
HEAD-Merkmale ae (assertive clause) und me (main clause) ab (vgl. [Uszkoreit 
1984]). [+ac] erzwingt die Verwendung der Topikalisierungsregel, wahrend [+mc] 
die Prazedenz des finiten Verbs vor allen nichtlexikalischen Schwestern fordert. [-
me] bewirkt die Endstellung des Verbs (vgl. die FCRs und LP-Aussagen (91)-(96)). 
Sornit ergeben sich die folgenden Beschreibungen: 
[+ae, +me ] Deklarativsatz: Hans liest das Buch. 
[+ae, -me ] Relativsatz: . .. der das Bueh liest. 
[-ae, +me ] Frage-/Befehlssatz: Liest Hans das Buchq Lies das Buehl 
58Da die Ubereinstimmung zwischen slash-Wert und topikalisierter Konstituente nicht durch den 
Formalismus sichergestellt ist, mussen die entsprechenden Variablen in der ID-Regel kospezifiziert 
werden. 
59Dies ist moglich, weil HEAD n FOOT = 0 und HEAD::> AGR. 
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[-ae, -me] Nebensatz: ... Hans das Buch liest. 
(91) [+ac, -'rel]60 => [+mc] 
(92) [+ac] => [fin] 
(93) [+mc] => [fin] 
(94) [bar:O, X] => [-ac, -me] (X E {pas, prp, inf, zu}) 
(95) V[+mc] -< [-,subcat] 
(96) [-,subcat] -< V[-top, -me] 
1m Englischen wird die ubliche Analyse von Deklarativsatzen mithilfe der ID- Regel 
(3) verwendet, die hier noch einmal als (97) erscheint. 
(97) S ~ NP, VP 
Somit sind die lexikalischen ID-Regeln fUr Verben VP-Expansionen. Die Topikalisie-
rungsregel wird in der englischen Grammatik nur verwendet, wenn andere Konsti-
tuenten als das Subjekt im Vorfeld stehen sollen. Die EinfUhrung von Lucken erfolgt 
mit einer ahnlichen Metaregel wie (87). Die Verbstellung kann einfacher geregelt 
werden als in der deutschen Grammatik, indem man Verberstsatze durch eine ID-
Regel wie (56) (hier: (98)) beschreibt. 
(98) S[+inv] ~ V[+auxj, NP, VP[-aux, bse] 
Regeln dieses Typs gehen aus der Anwendung einer Metaregel ("Subject-Aux Inver-
sion") hervor. 
Die in den Grammatiken zugrundegelegten X-Bar-Syntaxen sind fUr N, A und 
P gleich. Die maximale Projektionsebene ist zwei (NP, AP, PP). Die Ebene [bar:1] 
ist lediglich fUr N ausgepragt und dient zur Adjunktion von APs oder (in der eng-
lischen Grammatik) Relativsatzen. Die lexikalische Ebene [bar:O] ist fUr aile vier 
Hauptkategorien vorhanden. Bezuglich V ' unterscheiden sich die X- Bar-Syntaxen. 
Die maximale Projektionsebene in der englischen Grammatik ist auch hier zwei. VP 
und S unterscheiden sich, analog zu GKPS, durch unterschiedliche Spezifikationen 
von subj: VP ist V[bar:2, -subj]' wahrend S als V[bar:2, +subj] kodiert ist. In der 
deutschen Grammatik wurde in Anlehnung an [Uszkoreit 1984] als maximale Pro-
jektion drei gewahlt (fur S); das Merkmal subj gibt es nicht. Eine VP wird einfach 
als V[bar:2] kodiert. 
Das Konzept der Subkategorisierung ist in den beiden Grammatiken unterschied-
lich. Wahrend in der englischen Grammatik das von GKPS Verwendung findet (vgl. 
Abschnitte 2.2 und 4.4), wird in der deutschen Grammatik die Subkategorisierung 
als die syntaktische Umgebung von Lexemen angesehen, die durch eine lexikalische 
ID-Regel beschrieben ist und nicht ausschlieBlich als Eigenschaft von Lexemklas-
sen. Infolgedessen subkategorisieren Verben auch ihre Subjekte. Bei Passivsatzen 
andern Verb en ihre Subkategorisierung, z.B. besitzt das transitive Verb bitten mit 
(subcat : 6) bei agenslosem Passiv die Subkategorisierung von intransitiven Verben 
60Das Merkmal rei wird fUr die Beziehung zwischen einem Relativpronomen und seinem Bezugs-
nomen benotigt (s.u.); die .vorliegende Spezifikation schlieBt also Relativsatze aus. Bei ihnen wird 
die Topikalisierungsregel verwendet, wobei Verbletztstellung gefordert ist. 
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Abbildung 15: Der Hilfsverbkomplex in der deutschen Grammatik 
((subcat : 5)). 
Hilfs- und Modalverben werden in beiden Grammatiken nach ahnlichen Prinzi-
pien kodiert, die [Uszkoreit 1984] beschreibt und die auf [Gazdar et al. 1982] zuruck-
gehen. Eine Anzahl binar verzweigender ID-Regeln fUhren das Hilfsverb (als Head) 
ein und eine entsprechend fUr vform spezifizierte Kategorie, die sonst im wesentli-
chen mit der Mutter ubereinstimmt (vgl. (99)-(102)). 
(99 ) S - V[2], S[inf] (Modalverb) 
(100) S - V[l], S[psp] (Perfekt-Hilfsverb) 
(101) S - V[3], S[pas] (Passiv-Hilfsverb) 
(102) S - V[4, fin], S[inf] (Futur-Hilfsverb) 
Fur das Deutsche gilt (und ist in der Grammatik kodiert), daB hochstens je eine 
Futur- und Passivspezifikation in der syntaktischen Struktur eines Verbkomplexes 
auftreten darf, wobei das Futur am obersten und das Passiv am tiefsten Verb stehen 
muB (Genaueres siehe Abschnitt 10) . Abbildung 15 zeigt ein Beispiel mit den obigen 
Regeln. 
Abtrennbare Verbprafixe sind nicht im deutschen Fragment eingeschlossen. Ein 
neuerer Vorschlag findet sich in [Yolk 1988]. 
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NP 
/~ 
Det(flex: 1] N 1 [fJex:1] 
I ________ ________ 
der AP[flex:1] N1 
I ~~ 
A[flex:1] N[3sg,mas] NP[gen] PP S[rel:[3sg,masj] 
! I : /~ 
neue Vorschlag / ~ 
NP[acc,3sg,mas] S[fin,-'reIlNP[ac:::,3sg,mas] 
wir erarbe iteten den 
~
Abbildung 16: Der NP-Komplex in der deutschen Grammatik 
Die Nominalgruppen-Syntax ist wenig ausgearbeitet (vgl. Abbildung 16). Es gibt 
NP-Expansionsregeln mit und ohne Det-Tochter. Eine Expansionsregel fUr N1 fiihrt 
eine AP ein. Der Abhangigkeit der Form attributiv gebrauchter Adjektive von der 
Prasenz und der Art des Determiners wird durch das Merkmal flex Rechnung getra-
gen. N1-Expansionen konnen auch lexikalische Regeln der Form (103) sein. 
(103) N1 --+ N[5], (NP[gen]), (PP[fuer]), (S[fin]) 
Nur der Head ist obligatorisch; Genitivattribut, Prapositionalattribut und Relativ-
satz sind optional. LP-Aussagen sorgen dafiir, daB die Abfolge "N-NP-PP-S" strikt 
eingehalten wird. In der Abbildung wird die Kongruenz zwischen Relativpronomen 
und Bezugsnomen dargestellt. Sie erfolgt mithilfe eines kategorienwertigen FOOT-
Merkmals rei, das die Spezifikationen fUr per, plu und gen transportiert. In den 
lexikalischen ID-Regeln wie (103) sind diese Merkmale an N und im rel- 'Wert von S 
kospezifiziert. 
Wie viele Beschreibungen des NP-Komplexes im Deutschen vermeidet dieser 
Ansatz nicht gewisse strukturelle Mehrdeutigkeiten bei Genitivattributen. Satze 
wie wenn Siingerinnen Kollegen Melodien vorsingen erhalten unzulassige Genitiv-
Analysen infolge unterschiedlicher (intransitiver, transitiver und ditransitiver) Sub-
kategorisierungen des Verbs vorsingen. [Schachtl 1988] gibt eine Losung im Rahmen 
von LFG an. 
Die Nominalgruppen-Syntax in der englischen Grammatik unterscheidet sich nur 
marginal von der der deutschen. Relativsatze werden analog zur AP durch N1 ein-
gefiihrt. Das Merkmal rei ist nicht kategorienwertig, sondern binar. Die Grammatik 
regelt nicht, ob als Relativpronomen who(m) oder which bzw. that zu verwenden 
ist. 
In beiden Grammatiken wird das binare Merkmal agr ausschlieBlich durch FCRs 
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spezifiziert. Extensionen von [+agr] sind in der deutschen Grammatik folgende Ka-
tegorien: S[--'rel, comp:nil]61, VP, V[fin]' NP[nom], Nl, N, Det[--'rel], AP, A. In der 
englischen Grammatik sind es folgende Kategorien: VP, V[fin]' NP [nom] , Nl, N, 
Det, [+rel). 
In beiden Grammatiken wurden LP-Aussagen nur zur Beschrankung der Wort-
steHung aufgrund "harter" syntaktischer Kriterien verwendet. Sie regeln also nicht 
die Wortstellung im Mittelfeld, die in beiden Grarnmatiken vollig frei gelassen ist. 
Dies ist zwar zu liberal, aber wie in Abschnitt 4.3 gezeigt wurde, ist eine linguistisch 
fundierte Behandlung des Problems nicht im Rahmen der Syntax allein moglich. 
Die Implementation von komplexen LP-Aussagen in einem Mehrebenen-Modell mit 
GPSG ist eine computerlinguistisch interessante Aufgabe, die jedoch nicht Gegen-
stand dieser Arbeit ist. 
Zum AbschluB folgen einige Angaben tiber die GroBe der Grammatiken. Die 
deutsche Grammatik umfaBt 27 Merkmale (davon 16 binar und 2 kategorienwertig), 
55 ID-Regeln (9 mit einer Tochter, 31 mit zwei, 9 mit drei und 6 mit vier Tochtern), 
davon 21 aufgrund von 3 Metaregeln erzeugt, 12 LP-Aussagen und 17 FCRs. Das 
Lexikon umfaBt etwa 250 Stammformen. 
Die englische Grammatik umfaBt 25 Merkmale (davon 16 binar und eines ka-
tegorienwertig), 76 ID-Regeln (18 mit einer Tochter, 41 mit zwei und 17 mit drei 
Tochtern), davon 40 aufgrund von 3 Metaregeln erzeugt, 7 LP-Aussagen und 13 
FCRs. Das Lexikon umfaBt etwa 150 Stammformen. 
9 Prozedurale Aspekte der Strukturbildung 
Jedes Verfahren zur maschinellen Sprachverarbeitung auf der Grundlage der kon-
struktiven Version von GPSG ruht auf zwei Saulen, die die ill den vorigen Abschnit-
ten formulierte Modularisierung von Formalismus, Grammatik und Verarbeitungs-
strategie widerspiegeln: 
• Konstruktion der syntaktischen Struktur nach MaBgabe der ID-Regeln 
• Spezifizierung der Struktur aufgrund der FCRs, MIPs und LP-Aussagen 
Da ID-Regeln in ihren Kategorien gewohnlich stark unterspezifiziert sind, kann die 
aufgebaute Struktur als Skelett betrachtet werden, zu dem das Fleisch noch hin-
zugefUgt werden muB. Dies entspricht der Aufgabe der MIPs, die die Kategorien 
weitgehend spezifizieren. Sie spezifizieren sie aber nicht immer vollstandig; typi-
scherweise wird bei Kospezifikation variabler Merkmalwerte ein endgiiltiger Wert zu 
einem spateren Zeitpunkt durch Konstruktion instantiiert. 
In diesem Abschnitt soIl die Frage aufgegriffen werden, wie die Instantiierung 
durch Konstruktion mit der Instantiierung durch FCRs und MIPs interagiert. Diese 
Frage resultiert direkt aus dem konstruktiven Ansatz, in welchem ein Parser oder ein 
Generator entscheiden muB, welche ID-Regeln fUr die Strukturbildung herangezogen 
werden sollen. Diese Entscheidung hangt ab von dem noch zu verarbeitenden Teil der 
Eingabekette bzw. der Ausgangsstruktur und von der bisher erzeugten syntaktischen 
61 Dies beschreibt solche Satze, die weder Relati,vsatze noch Komplementsatze sind. 
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Teilstruktur (die Erzeugung isolierter, zulassiger lokaler Baume bedeutet drastische 
Ubergenerierung und ist daher aus Effizienzgriinden nicht sinnvoll). 
9.1 Verarbeitungsstrategien 
Eine syntaktische Struktur wird durch sukzessive Expansions- bzw. Reduktions-
schritte erzeugt, wobei jeweils genau ein lokaler Baum eingefiihrt wird, urn den die 
Struktur wachst. Ich nenne diese Struktur Gesamtstruktur und die sie erweiternden 
Operationen strukturbildende Aktionen (SBAs). 
Expansionsschritte sind Top-Down-Operationen: Die Mutter eines neu ein-
zufiihrenden lokalen Baumes unifiziert mit einer nichtterminalen Blattkategorie aus 
der Gesamtstruktur. Reduktionsschritte sind Bottom-Up-Operationen: AIle Tochter 
eines neu einzufiihrenden lokalen Baumes unifizieren mit Wurzelkategorien aus der 
Gesamtstruktur. 
Die erzeugten Strukturen miissen durch die MIPs und LP-Aussagen weiter spe-
zifiziert werden, urn zulassig im Sinne von GPSG zu werden. Dies kann entweder 
unmittelbar nach Beendigung einer SBA geschehen, oder nachdem aIle Kategorien 
des neu eingefiihrten lokalen Graphen an SBAs beteiligt waren. Hieraus ergeben sich 
vier unterschiedliche Strategien: 
1. Struktur wird durch Expansion, also top-down, konstruiert. Die MIPs werden 
unmittelbar nach jeder SBA angewendet, also ebenfalls top-down. 
2. Struktur wird durch Reduktion, also bottom-up, konstruiert. Die MIPs werden 
unmittelbar nach jeder SBA angewendet, also ebenfalls bottom-up. 
3. Struktur wird durch Expansion, also top-down, konstruiert. Die MIPs werden 
angewendet, nachdem alle Tochter zulassige Baume dominieren, also bottom-
up. 
4. Struktur wird durch Reduktion, also bottom-up, konstruiert. Die MIPs wer-
den angewendet, nachdem die Mutter Blattkategorie eines zulassigen Baumes 
geworden ist, also top-down. 
Diese Strategien lassen sich anhand von . Abbildung 17 veranschaulichen. Abbil-
dung 17a zeigt lokale Baume, die von ID-Regeln bzw. von Lexikoneintragen pro-
jiziert werden und genau die ererbten Spezifikationen enthalten (wie bisher sind aus 
Platzgriinden nicht alle dargestellt). Die lokalen Baume konnen durch SBAs mit-
einander kombiniert werden und ergeben so die Gesamtstruktur in Abbildung 17b, 
wobei Merkmale durch Konstruktion instantiiert werden. Das Resultat der Anwen-
dung von FCRs, MIPs und LP-Aussagen auf die lokalen Baume der Gesamtstruktur 
zeigt Abbildung 17c. 
Jede SBA erzeugt einen Teil von Abbildung 17b, wahrend jede Anwendung der 
FCRs, MIPs und LP-Aussagen einen Teil von Abbildung 17c generiert. Dabei werden 
variable Merkmalspezifikationen kospezifiziert. 
Nicht alle vier Strategien sind effizient einsetzbar. Zum einen liegt das an der 
Verarbeitungsweise der Ausgangsstrukturen (bei der Generierungj vgl. [Busemann 
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a) S b) S 
---- -----
~----[+top] S[fin]/[+top] NP[3sg,+top] S(fin]/N P[3sg,+top] 
U U I /2~ NP[3sg] S Hans V(2] S[inn/N P[nam,+top} 
----2----I V[2] S(inn I I Hans U U wall V[5] 
V(2] S/NP[nom,+top] I 
I I schlaf 
wall V[5] 
U 
V[5] 
I 
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c ) 
S(3sg,fin} 
----------NP[nom,3sg,+top] 8[3sg, fin]/N P(nam,3sg, +top] 
I ~2~ 
Hans V[2,3sg,fin] 8 [inf]/N P [nam,3sg,+top] 
I I 
will V[5, inn 
I I 
I 
schlafen 
Abbildung 17: Strukturbildung und Merkmalsinstantiierung 
1990, Kap. 6]) bzw. der Endkette (beim Parsing). Zum andern liegt es am Forma-
lismus der GPSG, genauer: am AP und am FFP. Dies 5011 im folgenden erlautert 
werden. 
Das AP setzt angemessene Spezifikationen von agr an den T6chtern eines lokalen 
Baumes voraus. Bei einer top-down vorgehenden Merkmalsinstantiierung kann dies 
nicht sichergestellt werden: Baum 1 kann als Fiiller eine NP[nom] erhalten, die durch 
eine FeR mit [+agr] zu spezifizieren ist oder eine NP [ace], bei der dies nicht der 
Fall ist. Welcher Art der Fiiller ist, mufi sich erst noch herausstellen. Bei einer 
bottom-up vorgehenden Merkmalsinstanti~erung wird zuerst der slash-'Wert fUr die 
Liicke aufgesucht und an topologisch h6here lokale Baume transportiert. In Baum 1 
ist der slash-Wert (und damit die Tochter [+top]) durch Konstruktion ausreichend 
spezifiziert, damit FCRs vor der Anwendung des AP das Merkmal agr entsprechend 
instantiieren k6nnen. 
Hinsichtlich des FFP ist folgende Uberlegung wesentlich. FOOT-~Ierkmale 
k6nnen an verschiedenen T6chtern und der Mutter unifizieren. Anhand der ID-
Regeln lafit sich nicht bestimmen, an welchen T6chtern ein FOOT-Merkmal gemafi 
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FFP im Einzelfall instantiiert werden soIl. Diese Unterbestimmtheit der ID-Regeln 
fuhrt zu nichtdeterministischem VerhalteIi bei einer top-down vorgehenden Merk-
malsinstantiierung. Welche der Tochter fur ein FOOT-Merkmal zu instantiieren sind, 
muB geraten werden; fur eine fundierte Entscheidung enthiilt der lokale Baum zu we-
nig Information. 
In Abbildung 17 t rit t dieses Problem bei Baum 2 auf. S und V[2] konnten beide 
fur slash spezifiziert werden.62 Allerdings lieBe sich entgegnen, daB Modalverben 
niemals eine Lucke einfUhren und V[2] daher in der ID-Regel mit (slash : ....,) zu 
spezifizieren seien. Uberzeugendere Beispiele bestehen in Analysen fur parasitare 
Lucken (vgl. Abschnitt 4.6) oder in Strukturen mit Projektionen der ID-Regel (59) 
(vgl. Abbildung 10 auf Seite 57), die hier als (104) wiederholt wird. 
(104) VP -- VP , PP 
Bei einer Bottom-U p-Strategie der Merkmalsinstantiierung liegt genugend Informa-
tion in einem lokalen Baum vor , urn eindeutig zu entscheiden, an welchen Konstitu-
enten ein FOOT-Merkmal zu instantiieren ist, denn es steht fest, welche Tochter fUr 
ein FOOT-Merkmal den Wert "....," besitzen, weil alle von den Tochtern dominierten 
Teilbaume bereits zulassig gemaB dem FFP sind. 
Somit sind die Strategien 1 und 4 inhiirent ineffizient und werden nicht ver-
wendet. Die beiden anderen Strategien wurden im Berliner GPSG-System einge-
setzt. Strategie 2 wurde im Parser implementiert. Sie beginnt bei Kategorien, die 
durch das Lexikon (bzw. die Lemmatisierungskomponente) zugelassen werden. Je-
dem Reduktionsschritt folgt die Anwendung der MIPs und der LP-Aussagen auf 
den neu in die Gesamtstruktur eingefugten lokalen Baum. So wird Information aus 
den lexikalischen Kategorien "den Baum hinauf gereicht" und kann die Menge der 
weiteren moglichen Reduktionsschritte, die durch die Grammatik zugelassen wer-
den, beschriinken. Beispielsweise kann ein lokaler Baum, der das Futur-Hilfsverb 
aufgrund der ID-Regel (105) einfUhrt, nicht mit einer Extension von S[psp] in der 
Gesamtstruktur kombiniert werden, da die Mutter durch HFC eine Extension von 
S[fin] geworden ist. 
(105) S -- V[4, fin], S[inf] 
Strategie 3 wird im Generator benutzt. Sie beginnt mit einem lokalen Baum (mit 
Mutter S etwa), des sen Kategorien nur aufgrund einer ID-Regel spezifiziert sind. Die 
Expansionsschritte werden durch lexikalische Insertion abgeschlossen. N achdem alle 
T6chter eines lokalen Baumes entweder Terminalsymbole sind oder zulassige lokale 
Biiume dominieren, werden die FCRs und MIPs auf den lokalen Baum angewen-
det. Die LP-Aussagen operieren als generative Komponente, die aIle LP-zuliissigen 
Permutationen der Tochter (und damit eine Anzahl lokaler Baume) erzeugt. Fur 
die Konstruktion der Struktur steht bei diesem Verfahren keine Information aus der 
Anwendung der MIPs zur Verfugung. Die Expansionsschritte werden maBgeblich 
durch die Ausgangsstruktur des Generators gesteuert.63 
62Zwar sind lexikalische Kategorien Extensionen von [-.slash], doch dies ergibt sich aus dem 
Lexikon und nicht aus den ID-Regeln. 
63 Ausfuhrliche Beispiele fur den Einsatz von Strategie 3 bei der Generierung enthalt [Busemann 
19901· 
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Abbildung 18: Strukturbildung bei der Generierung 
In der beschriebenen Interaktion von Verarbeitungsstrategien, GPSG-
Formalismus und Grammatiken liegt ein Problem verborgen, das im folgenden Ab-
schnitt diskutiert wird. . 
9.2 Instantiierung durch Konstruktion und HFe 
Bei den beiden Strategien 2 und 3 erfolgt die Instantiierung durch Konstruktion 
vor der Instantiierung durch die MIPs, doch wahrend bei Strategie 2 die Tochter in 
einem lokalen Baum durch Konstruktion spezifischer werden, ist es bei Strategie 3 die 
Mutter. Insofern treffen die MIPs unterschiedliche Situationen an, wie an dem obigen 
Beispiel leicht ersichtlich ist. Abbildung 18 zeigt (a) vier ID-Regeln und (b) einen 
lokalen Baum, der von (105) (D6) projiziert ist. Diese Regel fiihrt das Futurhilfsverb 
ein, das immer finit ist. Sie verlangt aber nicht, daB in einem Verbalkomplex nur 
ein finites Verb vorkommen darf. Der Generator erzeugt mithin Strukturen wie in 
Abbildung 18c mit einem zweiten finiten Verb. Eines wird durch (105) eingefiihrt 
(lokaler Baum D6), und das andere wird durch HFC in Baum D5 instantiiert. 
Natiirlich miissen solche Strukturen ausgeschlossen werden, und erneut ist die 
Frage zu beantworten, welcher von mehreren Losungswegen einzuschlagen ist. Man 
kann die Grammatik erganzen, die Verarbeitungsstrategie andern oder den Forma-
lismus modifizieren: 
• 1st die Instantiierung durch Konstruktion von den MIPs zu ignorieren? 
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• Ist die Grammatik zu liberal; sollte sie genau ein finites Verb pro Verbalkom-
plex zulassen? 
• 1st HFC zu liberal; sollte sie einen lokalen Baum wie D6 ablehnen? 
Der erste Weg verzichtet auf den Vorteil, den die Strategien 2 und 3 gegenuber 
den Strategien 1 und 4 besitzen. Das effiziente Funktionieren von AP und FFP 
basiert ja gerade auf Instantiierung durch Konstruktion. Allein fUr HFC ist ein 
AusschluB der durch Konstruktion erzeugten Spezifikationen erwagenswert. HFC 
wiirde dann nur auf den ererbten und den durch FCRs, AP und FFP erzeugten 
HEAD-Spezifikationen operieren. Das Kontrollregime wird damit aber in hohem 
Maile kompliziert, denn HFC kann nun die Rucknahme einer SBA erzwingen (wie 
etwa bei Baum D6 im obigen Beispiel). 
Die starkere Spezifikation der Kategorien in den ID-Regeln ist irnmer ein Weg, 
Probleme mit Expansionsstellen zu lasen. Er wird in zahlreichen computerlingui-
stischen Varianten von GPSG gewahlt, ohne daB klar genug gesagt wird, daB man 
damit u. U. gegen die Theorie verst6Bt, deren oberstes Ziel es ist , m6glichst wenig 
mutwillige Festlegungen machen zu mussen, aber m6glichst viel aus allgemeinen 
Prinzipien folgen zu lassen. 1m vorliegenden Fall geniigt es, die Mutter von (105) 
ebenfalls mit [fin] zu spezifizieren (nicht aber, diese Spezifikation statt an die Head-
Tochter an die Mutter zu schreiben, weil dann namlich der Parser beliebige Formen 
des Heads akzeptieren wiirde). Dies ist die gewahlte L6sung, aber sie kann aus dem 
genannten Grund nicht vollig befriedigen. 
Der dritte Weg schlieBlich verlangt eine Revision der MIPs, und wahrscheinlich 
ist dies erfolgversprechend. Wie in Abschnitt 4.8 erwahnt wurde, zeigt [PreuB 1989] 
einen Weg auf, die strikte Definiton der HFC aus der mittleren GPSG zu benut-
zen und dennoch dieselben sprachlichen Phanomene wie GKPS abzudecken. Damit 
wiirde die fehlende Information nicht in die ID-Regeln gesteckt werden sondern aus 
den MIPs hervorgehen, ganz wie es GKPS entsprache. HFC verl6re den Charakter 
eines Defaultprinzips und ware unabhangig von vorher erfolgten Merkmalinstanti-
ierungen. Insbesondere wurde dann die verarbeitungsstrategisch bedingte Instanti-
ierung durch Konstruktion die Arbeit der MIPs nicht mehr beeinflussen, denn HFC 
k6nnte in der Vorverarbeitungsphase auf die ID-Regeln angewendet werden. Die 
Unabhangigkeit von Verarbeitungsstrategien, Formalismus und Grammatiken ware 
mithin klarer verwirklicht.64 
10 Der Lexikonzugriff bei der Generierung 
Vor dem Hintergrund der Trennung von Generierungsverfahren, generellem sprach-
lichen und einzelsprachspezifischem Wissen werden zwei Arten von Abhangigkeiten 
zwischen dies en Komponenten bei der EinfUgung lexikalischer Elemente in die syn-
taktische Struktur aufgezeigt [Busemann 1988b]. Eine Gruppe von Phanomenen, 
64Man beachte, daB dieses Problem dem Anspruch an eine von Verarbeitungsgesichtspunkten 
unabhangige Formulierung von GPS-Grammatiken entsprang. Es verschwindet sofort, wenn bei 
allen Verfahren (Parsing und Generierung) nur eine bestimmte Verarbeitungsstrategie (entweder 
2 oder 3) verwendet wiirde. 
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paradigmatische Lucken, wird kritisch bei der Verwendung eines Stammformen-
lexikons und einer separaten Flexionskomponente zur Erzeugung von Vollformen 
(Abschnitt 10.2). Eine zweites Problem stellt die Auswahl von Perfekt-Hilfsverben 
im Deutschen dar (Abschnitt 10.3). Zunachst wird jedoch begrundet, warum die 
Verwendung eines Stammformenlexikons fUr die Generierung notwendig ist. 
10.1 Generierung mit Stammformenlexika 
In GKPS wird wenig uber das Lexikon ausgesagt. Fur jede Wortform gibt es min-
des tens einen Eintrag bestehend aus phonologischer Form, syntaktischer Kategorie, 
einer eventuellen Darstellung der phonologischen Form von morphologisch irregular 
gebildeten Wortformen und einer Bedeutungsreprasentation (GKPS, S. 34). Nicht 
behandelt wird die Beziehung zwischen flektierten Wortformen und syntaktischer 
Kategorie. 
1m Berliner GPSG-System65 wird diese Beziehung durch eine nachgeschaltete 
Flexionskomponente hergestellt, die mit einem Stammformenlexikon (SFL) zusam-
menarbeitet. Das lexikalische Wissen umfaBt folgende Informationen: 
• ein Wortstamm (i.a. die Hingste Zeichenkette, die allen flektierten Formen ge-
meinsam ist), 
• eine unterspezifizierte Kategorie, die die Kategorien aller flektierten Formen 
als Extensionen hat, 
• morphologische Charakterisierungen (Umlautfahigkeit, abgelautete Formen, 
Flexionsklassen usw.) 
• Markierungen und Bedeutungsrepdisentationen, auf die hier nicht eingegangen 
wird. 
Die beiden ersten Punkte lassen sich zu Regeln des Typs Kategorie ---.. Stamm 
zusammenfassen. Diese Regeln werden von der Syntax zur Terminierung der Baume 
benotigt und wie ID-Regeln behandelt. Die morphologischen Charakterisierungen 
werden ausschlieBlich von der nachgeschalteten Flexionskomponente benutzt. Das 
Verb bitten besitzt z.B. folgende lexikalische Information: 
Regel: V[6, paux:h] ---.. bitt 
Morpholog. Char.: Grundform C: bat 
Grundform D: baete 
Passiv jPerfekt: gebeten 
Konjugation: Typ4 
Der Stamm wird fUr die Flexion der regular gebildeten Formen benutztj aIle an-
deren flektieren aufgrund der abgelauteten Grundformen C und D (vgl. [Busemann 
1988a)). Dabei bestimmt der Konjugationstyp, welche Formen mit welchem Stamm 
65Ich konzentriere die Diskussion auf die Generierung des Deutschen, ohne sie darnit grundlegend 
einzuschranken. 
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gebildet werden. Die syntaktische Kategorie beschreibt ein transitives Verb, des-
sen perfektive Formen mit haben gebildet werden. Sie ist stark unterspezifiziert und 
subsumiert Kategorien fUr aile Wortformen, die mit dem Stamm gebildet werden. 
Eine grundsatzliche Alternative zum SFL ist das Vollformenlexikon (VFL), das 
die zulassigen Lexikoneintrage aufiistet, wobei die Kategorien vollstandig spezifiziert 
sind. Wie bereits erwahnt , sprechen Okonomie-Aspekte gegen die Verwendung eines 
VFL im Deutschen. 
Ein weiterer Grund fUr die Verwendung eines SFL ergibt sich aus der folgenden 
Argumentation. Bei der Konstruktion der Struktur wahrend der Generierung miissen 
im Zuge der lexikalischen Insertion praterminale Kategorien mit den Kategorien im 
Lexikon unifizieren. Die durch diese U nifikation entstehenden Kategorien sind noch 
immer erst teilweise spezifiziert , denn die MIPs haben noch nicht ihr Werk getan. So 
stehen z.B. Person und Numerus in der Kategorie eines zu verbalisierenden Verbs 
noch nicht fest. 
Erst wenn ein Baum zuHissig ist, steht fest, daB an den praterminalen Kate-
gorien aIle Informationen angesammelt sind, die fUr die Flexion des Wortstammes 
durch die nachgeschaltete Morphologiekomponente erforderlich sind. Diese benutzt 
dann die Stammform und die morphologischen Charakterisierungen im Lexikon zur 
Erzeugung einer fiektierten Wortform. 
Ein solcher Aufbau von vollstandig spezifizierten Kategorien kann erst durch die 
Verwendung eines SFL effizient realisiert werden; aus einem VFL kann der Gene-
rator nicht eindeutig einen Eintrag auswahlen, da zum Zeitpunkt der lexikalischen 
Insertion die praterminale Kategorie gewohnlich noch zu unspezifisch ist. Solange 
der GenerierungsprozeB nicht abgeschlossen ist, konnten jederzeit Merkmalspezifi-
kationen an die praterminale Kategorie gelangen und die Auswahl eines anderen 
Eintrags des VFL erzwingen. 
Durch die Verwendung eines SFL kann das sonst notwendige Backtracking ver-
mieden werden. Dies wird in den folgenden Abschnitten gezeigt. 
10.2 Paradigmatische Lucken 
Die naheliegende Gleichung " VFL = SFL + Flexionsprozesse" ist nicht ohne weiteres 
richtig. Ein SFL erlaubt es, aIle moglichen Extensionen der lexikalischen Kategorien 
zu generieren; d.h. die Lexikonregeln in einem SFL umfassen das komplette durch 
die Definition der moglichen Kombinationen von Merkmalspezifikationen definierte 
Paradigma. Hingegen kann ein VFL die Verwendung bestimmter Kategorien aussch-
liefien, indem die entsprechenden Eintrage einfach fehlen. Damit konnen die zahl-
losen paradigmatischen Lucken, d.h. das Fehlen von bestimmten Formen einzelner 
Worter, auf einfache, aber implizite Weise erfafit werden (z.B. bildet das Futur-
Hilfsverb werden kein Imperfekt , das transitive Verb bekommen kein Passiv usw.). 
Diese restriktive Eigenschaft des VFL mull bei einem SFL nachgespielt werden. Doch 
zunachst ein Beispiel. 
In Abbildung 19 erlauben die Syntaxregeln (1)-(4) die Generierung der Baume 
SI und 82 .66 Der Merkmaltransport erzeugt die Spezifikationen des Merkmals vform 
66Zur Erinnerung: V[l] stellt ein Perfekt-Hilfsverb, V[3] das Passiv-Hilfsverb und V[5] ein in-
transitiv subkategorisiertes Verb dar. 
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Abbildung 19: Zur lexikalischen Beschrankung syntaktischer Strukturen 
I ) 
an der praterminalen Verbkategorie. Wie ersichtlich, verlangt die markierte Kate-
gorie V[1, pas] in 82, ein Passiv-Partizip des Perfekt-Hilfsverbs zu bilden, was die 
lexikalische Kategorie von sein im SFL nicht verbietet (sie ist ja unspezifiziert in 
Bezug auf vform). 
In einem VFL wiirde ein Eintrag fiir V[1, pas] einfach fehlen und der markierte 
Teilbaum im Verlauf der syntaktischen Generierung als unzulassig erkannt werden. 
Bei einem SFL hingegen ist der AusschluB von 82 auf der syntaktischen Ebene nicht 
moglich. Dann allerdings muB die Morphologiekomponente feststellen, daB V[1] kein 
Passiv-Partizip besitzt: im morphologischen Lexikoneintrag fehlt das Merkmal pas-
siv /perfekt; stattdessen gibt es ein Merkmal perfekt mit dem Partizip als vVert. Somit 
resultiert als Ergebnis der gewahlten Modularisierung der Generierung mit 82 eine 
nach dem GPSG-Formalismus zulassige Struktur ohne Endkette. Eine zusatzliche 
Aufgabe der Morphologiekomponente ist hierbei, lexikalisch unzulassige Merkmal-
kombinationen zu erkennen und die Generierung der Endkette abzubrechen. . 
Neben dieser im Berliner GPSG-System realisierten Methode kann man das 
Problem auch innerhalb der Syntaxkomponente losen, indem man ein zusatzliches 
binares Merkmal passive verwendet, dessen Wert fUr aIle Verben lexikalisch angibt, 
ob sie ein Passiv bilden. Die im Verlauf der Generierung erforderliche Relation zwi-
schen vform- und passive-Spezifikationen wird mittels der FeR (76) hergestellt, die 
hier als (106) wiederholt wird. Man erzwingt somit den AusschluB von 82, da ihr die 
Kategorie V[1, pas, -passive] widerspricht (vgl. Abbildung 13). 
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(106) [pas] => [+passive] 
Ein moglicher Nachteil bei dieser Vorgehensweise ist, daB fiir jedes analoge Phano-
men ein neues Merkmal eingefUhrt werden muB, was die Komplexitat der Kategorien 
in der Grarnrnatik erhoht. 
10.3 Die Generierung von Perfekt-HiIfsverben im Deut-
schen 
Der Generierungsalgorithmus geht davon aus, daB die Verweise auf Terminalsym-
bole in der Ausgangsstruktur nur jeweils einen Eintrag des SFL zuganglich machen. 
Diese Forderung scheint zunachst unbequem, denn bei der Generierung von Per-
fektkomplexen im Deutschen spricht vieles dafiir, dem Generator nur den Auftrag 
"Generiere Perfekt!" zu geben, ohne z.B. auf semantischer Ebene zu spezifizieren, 
mit welchem Wortstamm dies geschehen sol1.67 Dieser Auf trag wird einfach durch ei-
nen Verweis in der Ausgangsstruktur auf die Lexikoneintrage fiir Perfekt-Hilfsverben 
reprasentiert . 
Bei einem SFL liegt es dennoch auf den ersten Blick nahe, fiir sein und ha-
ben V[l ]-Eintdi.ge vorzusehen, auf die gemeinsam verwiesen wird. Die MIPs erfii11en 
die Aufgabe, den Wert des lexikalisch fiir Verb en spezifizierten Merkmals paux yom 
Hauptverb (z.B. V[5] in 8 1 (vgl. Abbildung 19) zur praterminalen Kategorie V[l] zu 
transportieren. Diese ist dann ausreichend spezifiziert fiir die eindeutige Entschei-
dung zwischen haben oder s ein , denn beim Lexikonzugriff miissen u.a. die paux-
Spezifikationen miteinander unifizieren (hierbei wird ausgenutzt, daB die perfektiven 
Formen von sein mit sein und die von haben mit haben gebildet werden; ware das 
anders , miiBte man ein zusatzliches Merkmal einfiihren). 
Da jedoch das Generierungsverfahren den V[l]-Starnrn in die syntaktische Struk-
tur einfiigt, bevor die MIPs den Transport durchfUhren konnen, ist keine fundierte 
Entscheidung moglich. Wird der "falsche" Stamm genornrnen, entsteht beim Merk-
maltransport ein Konflikt, da die paux-Spezifikationen des Vollverbs und an V[l] 
nicht iibereinstimmen. Dieser Konflikt fiihrt infolge der "liberalen" Definition der 
HFC nicht zu einer Zuriickweisung der Struktur, sondern der Transportversuch wird 
erfolglos abgebrochen und der falsche V[l]-Starnrn generiert. Der skizzierte Ansatz 
ist daher untauglich fiir die verwendete Definition der MIPs. Auch eine "strikte" Fas-
sung der HFC fiihrt nicht zu einer effizienten Losung, da sie eben das Backtracking 
erzwange, das vermieden werden sollte. 
Die Entscheidung kann stattdessen ebenfalls in die Morphologiekomponente hin-
ein verschoben werden. 1m SFL sieht man nur einen V[l]-Eintrag vor, der einen 
Pseudo-Wortstamm hat und fUr paux unspezifiziert ist. So kann in der syntakti-
schen Struktur die paux-Spezifikation des Vollverbs ungehindert an die praterminale 
Kategorie V[l] gelangen. Der Wortstamm des Perfekt-Hilfsverbs wird erst im Zuge 
der nachgeschalteten Flexion anhand von paux bestimmt. 
Die Wahl des Perfekt-Hilfsverbs verla-uft dann vollig analog zur Wahl von Supple-
67DaB z.B. Verben der Bewegung je nach lokaler oder temporaler Sehweise verschiedene Perfekt-
Hilfsverben for dern , spricht nicht dagegen; dies ist ein semantischer Unterschied und stellt ein 
Wortwahlproblem dar , das im gegebenen Zusammenhang nicht behandelt wird. 
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tivstammen, wie sie z.B. in der morphologischen Charakterisierung deutscher Verb en 
ohnehin angelegt ist. Die Verlagerung des Problems in die Morphologiekomponente 
stellt somit eine harmonische Losung dar. 
11 Weitere Implementationen von GPSG 
In diesem Abschnitt sollen eine Reihe anderer Ansatze vorgestellt werden. Es gibt 
nur relativ wenige Implementationen, die einen signifikanten Tei! von GPSG rekon-
struiert haben. Haufig werden nur einzelne Komponenten der Metasprache in ganz 
andere theoretische Zusammenhange integriert. Das ID ILP -Format beispielsweise 
wird in funktionalen syntaktischen Ausgangsstrukturen zur Generierung von Satzen 
verwendet [Emele 1987]. Solche eher eklektischen Ansatze sind nicht das Thema 
dieser Arbeit. 
Es zeigt sich, daB die Implementationen der mittleren GPSG den Formalismus 
getreuer widerspiegeln als Systeme, die auf der spaten GPSG beruhen. Die Abkehr 
von der linguistischen Vorlage scheint aus zwei voneinander unabhangigen Motiven 
heraus zu erfolgen. Zum einen liegt das an der geringen Durchschaubarkeit der Defi-
nitionen in GKPS, die es der Regelschreiberin nicht gerade einfach machen, grofiere 
Grammatiken zu formulieren. Zum andern wurden erst Mitte der Achtziger Jahre die 
Komplexitatsuntersuchungen publiziert, die nachweisen, daB weder die vollstandig 
kompilierte kontextfreie Grammatik (wegen ihrer GroBe) noch die Metasprache (we-
gen ihrer Komplexitat) effiziente Verfahren zur Sprachverarbeitung zulassen. Viele 
Implementatorinnen verfolgen daher die Maxime, "moglichst viel" in einer Vorver-
arbeitungsphase zu erledigen. 
Hierin unterscheiden sich die meisten anderen Ansatze yom Berliner System, in 
dem bis auf die Metaregel-Expansion alle implementierten Komponenten der Meta-
sprache zur Laufzeit angewendet werden. Das Berliner GPSG-System unterscheidet 
zwischen Verarbeitungswissen (Kontrollstruktur des Parsers oder Generators) und 
sprachlichem Wissenj es unterteilt letzteres abermals in generelles und einzelsprach-
spezifisches Wissen (Formalismus bzw. Grammatik). 
Die Entscheidung, welche Modularisierungen in eine Systemkonzeption eingehen 
sollen, fallt verschieden aus. SolI das ID /LP-Format direkt verarbeitet werden oder 
eine Menge von PS-Regeln erzeugt werden? Sol1en die MIPs getrennt yom Parser 
operieren oder integriert sein? Ich werde anhand der verschiedenen Ansatze darstel-
len, wie diese Fragen jeweils beantwortet werden. 
Die grundsatzliche Frage lautet: Welche GPSG-Komponenten sollen in einer Vor-
verarbeitungsphase der Grammatik operieren und welche wahrend der Analyse oder 
Generierung einer Endkette. Sie wird in Abschnitt 12 ausfiihrlich diskutiert. 
In diesem Abschnitt mochte ich eine andere Klassifikation heranziehen, die we-
nigstens einige grobe Anhaltspunkte bietet, was die jeweils zugrundeliegende Mo-
tivation fUr die Implementation war. Die meisten Implementationen umfassen den 
Grammatikformalismus, eine Grammatik und einen Bottom-Up-Parser (fUr Eng-
lisch). Haufig kommen eine Entwicklungsumgebung sowie ein Praprozessor fUr die 
Grammatik hinzu. 
Bei einer Implementation konnen unterschiedliche Verwendungsweisen des Rech-
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ners intendiert sein. Zum einen kann die Uberpriifung theoretisch-linguistischer Hy-
pothesen im Vordergrund stehen. Im diesem Fall dient der Computer primar als 
Testbett fUr Grammatiken oder den Formalismus. Der Parser wird in diesem Zu-
sammenhang als linguistisches Werkzeug zur Grammatikentwicklung oder zur De-
monstration oder gar Evaluation der Korrektheit von Formalismen gebraucht. Die 
Implementation fordert ein erhebliches MaB an Formalisierung und eine ausgewogene 
Ausarbeitung der einzelnen Teilbereiche. Beispielsweise geniigt ein Grammatikfrag-
ment wie das in GKPS (S. 245-249) nicht zur Verarbeitung von Relativsatzen infolge 
seiner mangelhaften Ausarbeitung der NP-Syntax.68 
Zum andern ermoglichen Implementationen von G PSG einen wichtigen Teil der 
notwendigen linguistischen Fundierung natiirlichsprachlicher Systeme. Es gilt, eine 
linguistische Theorie im Hinblick auf praktische Anwendungen zu interpretieren (Bo-
guraev nennt das "linguistic engineering" [Boguraev 1988, S. 126]). Ein Parser stellt 
dabei eine unter mehreren Systemkomponenten dar und erfUllt als soIche eine be-
stimmte Funktion in einem Gesamtsystem" sei es ein Datenbankzugangssystem oder 
eine linguistische Werkbank. Diese Funktion ist durch die zugrundeliegende Theorie 
linguistisch fundiert. 
Neben der Verwendungsweise des Rechners ist die Verwendung von Techniken 
zur effizienten Reprasentation und Verarbeitung ein unterscheidendes Kriterium. Die 
strikte69 Implementation der Metasprache, wie sie z.B. im Berliner System vorliegt, 
ist nicht zwingend. Bei Verwendung effizienter Softwaretechniken ist interessant, 
wie sich die Komponenten der Metasprache aus den gewahlten Reprasentationen 
rekonstruieren lassen. 
Dieses Kriterium verlauft orthogonal zu dem erstgenannten, so daB sich vier 
Gruppen ergeben, den en die Systeme zugeordnet werden konnen. 
1. Testbett; strikte Implementation der Metasprache: Beispiele sind 
[Evans 1985, Evans/Gazdar 1984, Kilbury 1987, Kilbury 1988, Naumann 1988, 
Phillips/Thompson 1985, Ramsay 1985]. Die Moglichkeiten einer Rekonstruk-
tion von GPSG im PATR-Formalismus analysiert [Shieber 1986] . Diese Arbeit 
beschrieb als erste eine implizite Anwendungsreihenfolge der metasprachlichen 
Komponenten von GPSG, die ja als simultan wirkende Constraints tiber der 
Menge der lokalen Baume definiert sind. Der Vorschlag ist zwar klar und ein-
leuchtend begriindet , wurde aber nie implementiert.70 
Ich werde auf das ProGram-System von Evans eingehen (Abschnitt 11.1) , da 
viele Konzepte daraus in das Berliner GPSG-System eingeflossen sind und 
den Formalismus von Naumann skizzieren, der Aspekte der mittleren und der 
spaten GPSG in sich vereinigt (Abschnitt 11.2). Die CCRs von Kilbury wurden 
bereits in Abschnitt 4.4 diskutiert. 
68Es handelt sich dabei oft'ensichtlich urn die Zusarnmenstellung der verwendeten Beispielregeln 
und nicht urn eine ausgewogene Grammatik. Genau dies zeigt ganz deutlich, wo eine Implementa-
tion Lucken schlieBen mu6. 
69Strikt in dem Sinne, daB die Komponenten der Metasprache die zu implementierenden Objekte 
darstellen. 
7oDa6 im Berliner GPSG-System praktisch dieselbe Anwendungsreihenfolge verwendet wird , 
durfte die unabhii.ngig voneinander erarbeiteten Argumente in beiden Ansii.tzen stutzen. 
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2. Testbett; Verwendung besonderer Techniken: Beispiele sind [Fisher 
1989, Nakazawa/Neher 1987, Nakazawa et al. 1988]. 
Die Arbeit von Fisher wird im Zusammenhang mit dem Ansatz des Alvey-
Projekts diskutiert (s.u.). In Abschnitt 11.3 stelle ich den Vorschlag von Naka-
zawa und Neher zur Reprasentation von Merkmalspezifikationen mit Bitvek-
toren vor. 
3. Gesamtsytem; strikte Implementation der Metasprache: Ein Beispiel 
hierfUr ist das natiirlichsprachliche System von Hewlett Packard [Gawron et al. 
1982], das auf der mittleren GPSG basiert. Der Berliner GPSG-Formalismus, 
der eine der Grundlagen fiir Parsing und Generierung in einem multilingualen 
MU-System darstellt, entstand aus der Testbett-Sichtweise heraus und wurde 
in ein komplexes Gesamtsystem eingebettet. 
4. Gesamtsystem; Verwendung besonderer Techniken: Beispiele hierfiir 
sind der GPSG-basierte Formalismus des britischen Alvey-Projektes [Bogu-
raev 1988, Boguraev et al. 1988, Briscoe et al. 1987, Phillips 1987, Phil-
lips/Thompson 1987] , bei dem u.a. auf flexible Regelformate und auf Laufzeit-
effizienz beim Parsing geachtet wurde, und das HPSG-basierte Datenbankzu-
gangssystem von Hewlett Packard [Nerbonne/Proudian 1987]. 
In Abschnitt 11.4 stelle iC,h das im Alvey-Projekt verwendete Konzept der 
Propagierungsregeln vor, mit dem die MIPs beschrieben werden und gehe auf 
den hierin verwandten Ansatz von Fisher ein. 
11.1 Das ProGram-System von Evans 
ProGram [Evans 1985, Evans/Gazdar 1984] ist ein interaktives Werkzeug zur Ent-
wicklung und zum Testen von GPS-Grammatiken gemaB der mittleren GPSG-
Theorie. Es ist in Prolog implementiert und an der Universitat Sussex erhaltlich. 
Zahlreiche Ideen und Konzepte der Implementation sind in die Entwicklung des 
Berliner GPSG-Systems eingeflossen (vgl. [Keller 1987]). 
Die Notwendigkeit, selbst kleinere GPS-Grammatiken rnithilfe von Computer-
werkzeugen zu entwickeln, wurde bereits in Abschnitt 7 betont . In ProGram ist ein 
Parser als zentrales diagnostisches Werkzeug integriert, urn die weitgehende Kor-
rektheit von Grammatiken zu priifen und festzustellen, ob den Eingabeketten die 
intendierten Strukturen zugeordnet werden. Da ProGram keinen Generator umfaBt , 
kann nicht ohne weiteres gepriift werden, ob eine Grammatik iibergeneriert , d.h. 
allgemein als ungrammatisch bezeichneten Eingabeketten Strukturen zuordnet. 
ProGram sieht vor, daB nach der Eingabe der verschiedenen Komponenten 
(Merkmalsyntax, ID-Regeln, Metaregeln, LP-Regeln, FCRs, FCDs, Aliases, RACs71 
und ein Lexikon) eine Normalisierungs- und eine Vorverarbeitungsphase erfolgt, in 
der die Grammatik in eine fUr den Parser geeignete Notation konvertiert wird. 
In der Normalisierungsphase wird eine erste Fehlersuche durchgefiihrt und die 
Merkmale jeder Kategorie in eine kanonische Ordnung gebracht. Nicht vorhandene 
71 RACs, Root Admissibility Conditions, beschranken Merkmalspezifikationen der Wurzel einer 
Struktur, mit denen "uninteressante" Ergebnisse des Parsers ausgeblendet werden konnen. 
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Spezifikationen werden mithilfe von Prolog-Variablen kodiert. Sornit ist die Merk-
malsunifikation in GPSG einfach durch Prolog-Unifikation implementiert. AuBerdem 
werden eine Reihe weiterer Formatanderungen bei den anderen Komponenten durch-
gefiihrt. 
In der Vorverarbeitungsphase werden die Metaregeln angewendet sowie danach 
die HFC und das CAP ausgefiihrt und ihre Effekte in die ID-Regeln kompiliert. 
Durch die Einfiihrung identischer Prolog-Variablen bei gleich zu spezifizierenden 
Merkmalen wird sichergestellt, daB diese Merkmale denselben Wert erhalten. AIle 
anderen Komponenten der Theorie und der Grammatik sind in den Parser integriert 
und werden zur Laufzeit aktiviert. 
1m Unterschied zur mittleren GPSG wird in der Vorverarbeitungsphase keine 
kontextfreie Grammatik erzeugt, sondern die GPS-Grammatik wird direkt zum Par-
sen verwendet. Dies stellt einen Schritt hin zur direkten Interpretation der GPSG 
dar. 
11.2 Der GPSG-Parser von Naumann 
In [Naumann 1988] wird die LISP-Implementation eines Chart-Parsers beschrieben, 
der zwar nicht indirekt arbeitet (d.h. vermittels einer explizit zugrundeliegenden 
kontextfreien Grammatik), jedoch auch nicht direkt, wie im Geiste von GKPS: 
Ihm liegt ein Organisationsmodell zugrunde, das zwischen dem der Sy-
nopsis [der mi t tleren GPSGj S.B.] und dem aus GKPS einzuordnen ist: 
einerseits werden wie in der Synopsis zunachst kontextfreie Regeln er-
zeugt, mit denen dann der Parser arbeitet; andererseits aber bilden die 
Instantiierungsprinzipien einen integralen Bestandteil des Parsers, d.h., 
sie wirken bei der Generierung von Strukturen als spezielle Filter [ ... ], 
die die Erzeugung von [unzuHissigen; S.B.] Strukturen ausschlieBen [ ... ]. 
[Naumann 1988, S. 66] 
Aus den Metaregeln, den ID-Regeln und den LP-Aussagen werden kontextfreie 
Regeln kompiliert. Mit diesen erfolgt das Parsing (bottom-up, Breite-zuerst), wobei 
die MIPs angewendet werden. 1m AnschluB daran instantiiert ein Post-Filter weitere 
Merkmale aufgrund von FCRs und FSDs und filtert Strukturen mit nicht legalen 
Kategorien aus. 
Die Aufgabe des Parsers besteht aus Strukturgenerierung, Merkmalinstantiie-
rung durch direkte Anwendung von FFP, CAP und HFC sowie Aktualisierung von 
Merkmalspezifikationen in bereits verarbeiteten Kategorien. Der letzte Punkt dient 
m.E. ausschlieBlich dazu, die Unifikation von Variablen korrekt nachzuspielen, denn 
Naumann verzichtet auf die Verwendung von Unifikation als Basisoperation (vgl. 
[Naumann 1988, S. 80]). 
Die MIPs sind als Vorbedingungen fUr die bottom-up erfolgende Strukturgene-
rierung definiert, d.h. eine Teilstruktur S2 wird nur dann in eine Teilstruktur S1 
eingefUgt, wenn die MIPs dies in S1 zulassen. 1m Faile der EinfUgung miissen ggf. 
diejenigen Tochterknoten in S1 gemaB den MIPs aktualisiert werden, die bereits 
Teilstrukturen dominieren und zusatzlich ggf. weitere Kategorien in diesen Teil-
strukturen. 
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Inhaltlich unterscheiden sich die MIPs ahnlich stark von GKPS wie die des Berli-
ner GPSG-Systems. Das FFP fordert im Unterschied zu GKPS, daB ererbte FOOT-
Merkmale an der Mutter auch an einer Tochter ererbt sein miissen (zur Begriindung 
vgl. [Naumann 1988, S. 91ff]). Das CAP wurde ebenfalls in ein rein syntaktisches 
Prinzip abgeandert, insofern als Controller und Controllee(s) durch entsprechende 
Merkmalspezifikationen in den ID-Regeln zu kennzeichnen sind. Die HFC orientiert 
sich an der Definition von [Gazdar/Pullum 1982]. Die MIPs werden in der Reihen-
folge FFP-CAP-HFC abgearbeitetj offenbar geschieht dies in Analogie zu einer ar-
gumentativ begrundbaren Anordnung der entsprechenden Prinzipien in GKPS (vgl. 
[Naumann 1988, S. 65, Fn. 14]). 
Die MIPs sind als integrale Bestandteile des Parsers definiert . Das Parsing erfolgt 
in zwei Durchlaufen, und es k6nnen unzuUi.ssige Strukturen entstehen, die wieder 
ausgefiltert werden mussen. 
Naumanns Grammatik deckt (im Unterschied zur englischen Grammatik des 
Berliner Systems) die Beispiele aus G KPS ab und liefert dieselben Analysen wie 
GKPS. 
11.3 Bitvektor-Reprasentationen: Nakazawa und Neher 
Ausgehend von der Annahme, daB die Anwendung der metasprachlichen Komponen-
ten zur Laufzeit die Beschrankung der zu generierenden Kategorien und Strukturen 
ermoglicht, wahrend eine Vorverarbeitung der Grammatik zu einer kombinatorischen 
Explosion der Anzahl der Kategorien und Strukturen fUhrt, schlagen N akazawa und 
Neher eine effiziente Reprasentation der Merkmalspezifikationen und Regelschemata 
mithilfe von Bitvektoren vor [Nakazawa/Neher 1987, Nakazawa et al. 1988]. Sie ist 
als Transformation aus der ublichen Schreibweise in die interne Darstellung imple-
rnentiert. 
Die wesentliche Idee ist, die Basisoperationen Extension und Unifikation durch 
Boole'sche Operationen uber Bits durchfUhren zu konnen. Bestimmte Folgen sol-
cher Operationen erlauben dann die Rekonstruktion der Komponenten der GPSG-
Metasprache. 
Auf diese Weise wird die Expansion von Regelschemata zur Laufzeit implemen-
tiert und in einem modifizierten Earley-Parser fUr die Analyse englischer und japa-
nischer Satze eingesetzt. Der zentrale Aspekt der Arbeit ist die Reprasentation mit 
Bitvektoren, nicht die Vollstandigkeit der Metasprache. So wird in diesem Ansatz 
ohne Metaregeln und ID/LP-Format gearbeitet. Ebenso wurde auf eine Implemen-
tation des CAP verzichtet. 
Die interne Reprasentation von Merkmalspezifikationen beruht auf einem Bit-
vektor, dessen Lange fUr eine gegebene Grammatik konstant ist und von der Anzahl 
der moglichen Merkmal-Wert-Paare abhangt. Fur kategorienwertige Merkmale ist 
ein einziges Bit vorgesehen, das das Vorhandensein einer kategorienwertigen Spe-
zifikation darstellt.72 Der Wert wird durch einen eigenen Vektor reprasentiert. Der 
Vektor in (107) (vgl. [Nakazawa/Neher 1987, S. 116]) ist die "Ausgangsstellung" (er 
72Die fiinfundzwanzig atomwertigen und vier kategorienwertigen Merkmale aus GKPS ergaben 
eine Vektorlange von I ~ 149. 
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stellt die in allen Merkmalen undefinierte Kategorie dar).73 
v n bar subcat past agr 
+- +- 012 123 +-
(107) 
1 1 1 1 111 111 1 1 1 
Partiell spezifizierte Kategorien werden reprasentiert durch "Abschalten" der Bits 
fUr die Spezifikationen, die nicht in der Kategorie enthalten sind. 1st fUr ein katego-
rienwertiges Merkmal m eine Spezifikation vorhanden, wird das entsprechende Bit 
abgeschaltet und der Wert von m auf ext erne Weise mit der Kategorie assoziiert. 
Sei bit(C) ein Bitvektor der Lange n fUr eine Kategorie C. Dann konnen Ex-
tension und Unifikation wie folgt definiert werden (fUr kategorienwertige Merkmale 
wird ein entsprechender Rekursionsschritt erforderlich): 
• C ~ C' gdw. Vi (1 :::; i :::; n) : biti(C') = biti(C) V biti(C') 
• C u C' gdw. Vi (1 :::; i :::; n) : biti(C') = biti(C) A biti(C') 
1m folgenden skizziere ich, wie HFC, FFP und FCRs mithilfe dieser Operatio-
nen implementiert werden. HFC erfolgt nur fur instantiierte HEAD-Spezifikationen, 
vermutlich urn die Probleme mit freien Spezifikationen zu umgehen (vgl. Ab-
schnitt 4.8).74 Mit jeder Kategorie ist ein zweiter Vektor bit!! assoziiert, der fUr HFC 
die ererbten Spezifikationen der Mutter ausschlieBt (aile instantiierbaren Spezifika-
tionen sind abgeschaltet). Die Menge HEAD wird durch einen weiteren Bitvektor, 
head-feature, dargestellt , in dem die Bits fUr mogliche HEAD-Spezifikationen abge-
schaltet sind. [Nakazawa/Neher 1987] geben folgendes Beispiel, das die Wirkung der 
HFC der mittleren GPSG reflektiert. Nehmen wir an, in der Regel (108) unifiziere 
das Head mit der HEAD-Spezifikation [+past]. GemaB HFC soil sie ebenfails an der 
Mutter auftreten. (109) zeigt die Ergebnisse einer Reihe von Operationen, die mit 
(7) zur Reprasentation von VP[+past] fUhren. In (5) sind alle irrelevanten Spezifi-
kationen ausgeschlossen, und (6) enthalt die instantiierten HEAD-Spezifikationen. 
Diese werden mit der Mutter unifiziert. 
(l08) VP -+ V NP 
73[Nakazawa et al. 1988] sehen jeweils einen zusatzlichen Wert fUr "undefiniert" vor. 
74Dies ist moglich, wenn man diejenigen HEAD-Spezifikationen, die nicht frei sind, in den Re-
geln angibt . Man verzichtet auf die Metanotation H fUr Heads; auBerdem ist subcat kein HEAD-
Merkmal. 
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v n bar subcat past agr 
+ - +- 012 123 +-
1 bit(V[+past]) 1 0 o 1 100 000 1 0 1 
2 bit(VP) 1 0 o 1 001 000 1 1 1 
(109) 3 bit2(VP) 1 1 1 1 111 000 00 0 
4 head-feature 00 00 000 111 00 0 
5 3V4 1 1 1 1 111 111 00 0 
6 5Vl 1 1 1 1 111 111 1 0 1 
7 6/\2 1 0 o 1 001 000 1 0 1 
Bei dem FFP werden auf analoge Weise die instantiierten FOOT -Spezifikationen 
an jeder Tochter berechnet. Die Unifikation U dieser Vektoren wird mit der Mutter 
unifiziert, urn die Bits fUr die an ihr zu instantiierenden FOOT-Merkmale abzuschal-
ten (es wird vereinfachend davon ausgegan.gen, dafi aIle FOOT-Merkmale kategori-
enwertig sind). Ferner wird zu jedem Merkmal aus U die den T5chtern assoziierte 
Kategorie der Mutter assoziiert. 
FCRs werden als "illegale" Bitmuster kodiert, die bei erfolgreicher Unifikation 
mit einer Kategorie zu deren AusschluB fUhren. 15 Es wird zunachst eine Termum-
formung durchgefUhrt (vgl. (111)-(112)). Dann lassen sich die illegalen Bitvektoren 
direkt aufschreiben (113). 
(110) [+past] => [+v] 
(111) ""([+past] /\ ...,[+v]) 
(112) ""([+past] /\ [-v]) V ""([+past] /\ [vD ""([+past] /\ [""vD 
(113) ...,(01 11 111 111 10 1) V ...,(00 11 111111 10 1) V ...,(11 11 111 111 10 1) 
11.4 Propagierungsregeln: Phillips und Thompson 
In diesem Abschnitt wird (vorwiegend am Beispiel des im Alvey-Projekt verfolgten 
Ansatzes) eine Rekonstruktion der MIPs anhand eines generelleren Regelformats 
skizziert. 
Einen Uberblick iiber Ziele und Forschungsstand des dreiteiligen britischen 
GroBprojekts gibt [Boguraev 1988] . Das Alvey-Projekt verfolgt das Ziel, eine Reihe 
von Werkzeugen fUr Forschung im Bereich der Verarbeitung natiirlicher Sprache zu 
75Eine ahnliche Idee erwies sich auch bei den FCR-Constraints im Berliner GPSG-System alB 
tragfcihig (vgl. Abbildung 13). 
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erstellen. Das schliefit einen effizienten Parser ein, der eine groBe Grammatik des 
Englischen analysieren kann. 
Phillips und Thompson [Phillips 1987, Phillips/Thompson 1987] stellen ebenfalls 
fest, daB der Formalismus von GKPS nicht fUr effiziente Implementation geeignet ist. 
Sie schlagen eine Abbildung der MIPs auf einen einfacheren, "low-Ievel"-Formalismus 
vor, der maschinelle Sprachverarbeitung unterstutzt. Die MIPs und FSDs werden 
von sogenannten PT'opagierungsT'egein (kurz: P-Regeln) subsummiert, die eine wohl-
definierte Syntax und Semantik besitzen. FCRs werden nicht verwendet; vereinfacht 
gesagt, konnen ihre Effekte mithilfe von P-Regeln nachgespielt werden (vgl. [Phil-
lips/Thompson 1987, S. 130m. Der Formalismus besteht dann aus vier Komponen-
ten: den ID-Regeln, den LP-Aussagen, den Metaregeln und den P-Regeln. 
P-Regeln werden auf ID-Regeln angewendet. Sie dienen dazu, Merkmale an Kate-
gorien zu instantiieren oder zu kospezifizieren, existierende Spezifikationen zu iiber-
schreiben sowie Tochter aus ID-Regeln zu entfernen oder hinzuzufUgen. Eine P-Regel 
ist eine Liste von vier bis sechs Elementen: 
1. eine Liste von Merkmalnamen (in geschweiften Klammern), die bestimmt, wel-
che Merkmale durch die P-Regel betroffen sind, 
2. eine Kategorie, die als Pattern der Mutter der ID-Regel fungiert, 
3. eine Kategorie, die als ModifikatoT' der Mutter der ID-Regel fungiert (optional) , 
4. eine der Operationen aus {+, -, :} mit folgender Bedeutung: 
,,+" Das einzige Argument ist eine Kategorie, die der ID-Regel als zusatzliche 
Tochter hin~ugefUgt wird. 
,,-" Das einzige Argument ist eine Kategorie. AIle Tochter einer ID-Regel, die 
Extensionen dieser Kategorie sind, werden aus der Regel entfernt. 
,,:" Das erste Argument ist eine Kategorie. AIle Tochter einer ID-Regel, die 
Extensionen dieser Kategorie sind, werden durch das zweite Argument, 
ebenfalls eine Kategorie, modifiziert. 
5. Weitere Elemente sind Argumente der Operation. 
Betrachten wir einige Beispiele (nach [Phillips 1987, S. 11]). Durch (114) wird ein 
FSD ausgedruckt, indem jede NP-Tochter, die nicht fUr Kasus spezifiziert ist, den 
Wert ace erhalt (Instantiierung). In (115) wird gefordert, daB in Regeln, deren Mut-
ter eine Extension von [+subj] ist, NP-Tochter nominativen Kasus erhalten COber-
schreiben). Eine Andeutung, wie HFC rekonstruiert werden kann, vermittelt (116). 
Es stellt sicher, daB Spezifikationen fUr n und v an der Mutter ebenfalls am Head 
auftreten. Das Prafix ,,@" bedeutet variable Spezifikationen (z.B. [@n, @v]). Der 
Buchstabe "F" ist eine interne Variable, an die jeweils der zu verarbeitende Merk-
malname gebunden wird. Ais Resultat der Anwendung von (116) konnen ID-Regeln 
mit kospezifizierten (variablen) Merkmalwerten entstehen. 
(114) {} X : NP[....,cas] [ace] 
(115) {} [+subj] : NP [nom] 
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(116) {n v} @F : H @F 
Einen ahnliehen Ansatz verfolgt [Fisher 1989] mit Propagierungsregeln, die Merk-
malspezifikationen entweder von der Mutter zur Toehter transportieren oder umge-
kehrt. Das Merkmaltransport-Regime legt fUr jedes Merkmal fest, in welche Rieh-
tung(en) es seinen Wert weitergeben darf. Eine Reihe zusatzlieher Bedingungen er-
lauben die Rekonstruktion iihnlicher Prinzipien wie HFC, FFP und CAP. Beispiels-
weise wird fUr HFC der Merkmaltransport dahingehend eingesehrankt, daB HEAD-
Merkmale nur von der Mutter zum Head transportiert werden durfen. Wie Fisher 
selbst betont, ist auf diese Weise eine exakte Rekonstruktion der MIPs aus GKPS 
nieht moglieh (z.B. kann die Durehsehnittsbildung von HEAD-Spezifikationen ver-
sehiedener Heads nieht modelliert werden oder die Ubereinstimmung einer Tochter 
mit dem kategorialen Merkmalwert einer Schwester aufgrund des CAP). Aber dies 
wird inkauf genommen, denn Fishers Hauptziel ist ein Parser mit polynomialem 
Zeitaufwand fUr linguistisch plausible Grammatiken. 
Betraehten wir nun am Beispiel des FFP, wie bei Phillips und Thompson die 
MIPs durch P-Regeln ausgedruckt werden. 
(117) {whre}-.F@F:-.F@F 
{slash} -.F @F : [-.F, -.subcat] @F 
Wenn die Mutter fUr wh, re oder slash nieht spezifiziert ist, erhalt sie dieselben 
Werte fUr diese Merkmale wie Toehter, die nieht fUr sie spezifiziert sind. Fur slash 
wird zusatzlich gefordert, daB nur nichtlexikalische Toehter involviert sind (dies wird 
in GKPS dureh eine FCR siehergestellt). Die Forderung, daB die Kategorien fUr die 
angefuhrten Metkmale nieht spezifiziert sein durfen, stellt sieher, daB die ererbten 
FOOT -Spezifikationen vom FFP ausgeschlossen werden. 
Das Vorhandensein einer Variablen an mehreren Toehtern impliziert nieht, daB 
aile diese Toehter den gleiehen Wert haben mussen. Die Verwendung von Variablen 
ist hier vollig anders als z.B. in ProGram oder im Berliner System. Dies laBt sieh am 
besten am Beispiel verdeutliehen. Betraehten wir das Merkmal slash. Beim Abgleich 
einer ID-Regel, auf die (117) angewendet wurde, mit einem lokalen Baum erfolgt 
keine automatisehe simultane Instantiierung der Vorkommen von @slash. Der lokale 
Baum ist aueh dann zulassig, wenn keine Toehter einen Wert fur slash besitzt. @slash 
wird dann einfaeh nieht gebunden. Wenn irgendeine Toehter im lokalen Baum einen 
instantiierten slash-Wert besitzt, dann wird @slash an ihn gebunden, und die Mutter 
muB denselben Wert besitzen. Andere Toehter haben denselben slash-Wert oder sind 
fUr slash undefiniert. 
Der Formalismus ist so aufgebaut, daB eine Kompilation der Grammatik moglieh 
wird. Zuerst werden Metaregeln auf ID-Regeln angewendet (unter Einhaltung des 
endliehen Abschlusses) und auf die resultierende Menge von ID-Regeln danaeh die 
P-Regeln. AbsehlieBend werden die LP-Aussagen benutzt, urn eine Menge von PS-
Regeln zu erzeugen. 
Eine Unterscheidung von einzelspraehliehem und generellem sprachliehen Wissen 
ist in diesem Formalismus unnatiirlieh. Ein Hinweis darauf ist das Fehlen von (einzel-
sprachliehen) FCRs, deren Effekte von P-Regeln naehgespielt werden. Andererseits 
werden die MIPs, die zum generellen spraehliehen Wissen gehoren, ebenfalls von 
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P-Regeln dargestellt (teilweise von denselben, wie etwa (117)). Sie sind damit glei-
chermaBen der Bearbeitung durch die Regelschreiberin zuganglich wie Metaregeln, 
ID-Regeln, LP-Aussagen und andere P-Regeln. 
Aufgrund des Projektziels, einen Parser zu erstellen, liegt die Verbindung von 
generellem sprachlichen Wissen und Kontrollwissen nahe. Infolgedessen ist es nicht 
verwunderlich, daB der Formalismus nicht deklarativ definiert ist (vgl. [Phillips 1987, 
S. 24]): 
• Top-Down-Verarbeitung ist aufwendiger als Bottom-Up-Verarbeitung. Dies 
hangt mit dem anhand von (117) diskutierten Abgleich zwischen ID-Regeln 
und lokalen Baumen zusammenj ein Argument das im Zusammenhang mit 
dem FFP bereits in Abschnitt 9 auftrat . 
• Die P-Regeln sind extrinsisch geordnet, d.h. es wird "von auBen" fUr eine 
kumulative Wirkung auf ID-Regeln gesorgt. 
Phillips halt es fUr wichtiger, daB der Formalismus wohldefiniert, einfach handhabbar 
und effizient sei. 
Selbst wenn diese Forderungen mit dem geschilderten Ansatz eingelost werden, 
erscheint es aufgrund der geringen Modularisierung fraglich, ob er zur Beschreibung 
anderer Sprachen als des Englischen geeignet ist und ob P-Regeln formulierbar sind, 
mit denen andere Kontrol1strukturen effizient eingesetzt werden konnen. 
12 Indirekte und direkte Interpretationen von 
GPSG 
Zu jeder Phase der GPSG-Entwicklung hat man sich Gedanken gemacht, wieviel Vor-
verarbeitung erfolgen solI. Das Dilemma stellt sich heute so dar (vgl. Abschnitt 5): 
Fur eine direkte Interpretation der GPSG gibt es keine prinzipieil effizienten AIgo-
rithmen und bei einer indirekten Interpretation entsteht eine extrem groBe Anzahl 
von Regeln, die als Faktor in die Verarbeitungszeit eingeht. 
Die meisten Ansatze (so etwa alle in dieser Arbeit beschriebenen Implementatio-
nen) stellen sich diesem Dilemma, denn es gibt einige gute Grunde fUr die Existenz 
von in der Praxis effizient arbeitenden Algorithmen. Die komplexitatstheoretischen 
Ergebnisse zeigen, wo ein Hebel angesetzt werden kann: Aile Verfahren kennen ir-
gendein Konzept von variablen Merkmalwerten, das es gestattet, Kategorien zu-
sammenzufassen und Werte in verschiedenen Kategorien zu kospezifizieren. Dies 
ermoglicht-im Falle einer direkten Interpretation-die Vermeidung der kombinato-
rische Explosion der Kategorienzahl und-im Falle einer indirekten Interpretation-
die Beschrankung der Anzahl der PS-Regeln. 
Bevor ich in Abschnitt 12.2 die unterschiedlichen Entscheidungen, die den Imple-
mentationen zugrundeliegen, zusammenfasse und diskutiere, mochte ich auf [Evans 
1987] eingehen, wo das genannte Dilemma vermieden wird. 
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12.1 Die stark direkte Interpretation von GPSG 
Evans untersucht in [Evans 1987] die Beziehung zwischen GPSG als formaler Thea-
rie der Syntax natiirlicher Sprachen und der Anwendung von GPSG zum Parsing 
natiirlichsprachlicher Endketten. Sein Interesse liegt an der wechselseitigen Beein-
flussung von den im Formalismus ausgedriickten linguistischen Generalisierungen 
und den Moglichkeiten, sie in einer Implementation auszudriicken. 
Gewohnlich sehen Computerlinguisten GPSG als eine abstrakte Beschreibung 
von zugrundeliegenden kontextfreien Grammatiken an. Nur wenig wurde auf die 
algorithmischen Eigenschaften der in GPSG ausgedriickten Generalisierungen ge-
achtet. Umgekehrt beruhen Implementationen auf einem (wenn auch implizit ) zu-
grundeliegenden, kontextfreien Formalismus und spiegeln somit wenig von GPSG 
wider. 
Evans unternimmt Schritte, urn den algorithmischen Ansatz vom kontextfreien 
Substratum zu befreien und GPSG direkt zu interpretieren als einen Formalismus, 
der natiirlichsprachliche Syntaxen beschreibt. Er unterscheidet den indirekten An-
satz (mit Verwendung einer expliziten kontextfreien Grammatik, wie in der mitt-
leren GPSG vorgeschlagen) vom direkten Ansatz, den er wiederum unterteilt in 
eine schwach direkte Interpretation, bei der eine kontextfreie Grammatik implizit 
eine Rolle spielt und eine stark direkte Interpretation ohne kontextfreies Substra-
tum. GKPS ist in diesem Sinne als schwach direkt zu bezeichnen, denn der zentrale 
Begriff des zulassigen lokalen Baums entspricht dem der PS-Regel. Wohl samtliche 
Implementationen von GPSG sind entweder indirekt oder schwach direkt konzipiert . 
Evans beschreibt anhand dreier Beispiele (ID/LP-Format, ID-Regeln und X-Bar-
Theorie, MIPs) bisher unentdeckte Moglichkeiten, von der Beschrankung auf lokale 
Baume abzugehen und die Komponenten der GPSG-Theorie algorithmisch stark 
direkt zu nutzen. Auf diese Weise wird die algorithmische Verwendung von GPSG 
auf der Ebene der Theorie selbst diskutierbar. Eine Reihe von algorithmisch moti-
vierten Anderungen am Formalismus lassen sich damit unmittelbar al,lch theoretisch 
begriinden. 
Wo man das ID/LP-Format verwendet, wird es schwach direkt interpretiert , 
denn LP-Aussagen werden nur im Kontext von ID-Regeln oder deren Projektionen 
ausgewertet. Evans schlagt ein Konzept von sisterhood vor, das es erlaubt, im Verlauf 
des Parsings beliebige benachbarte Knoten in einer Chart durch die LP-Aussagen 
zu iiberprufen. Damit wird die in GPSG angelegte, eigenstandige Bedeutung der 
LP-Aussagen in der Theorie algorithmisch (stark) direkt umgesetzt . 
Das zweite Beispiel befaBt sich mit ID-Regeln. 1m Verlauf der Entwicklung von 
GPSG wurde immer mehr Information aus PS-Regeln extrahiert und in generelle 
Prinzipien kodiert. Das, was letztlich ubrig blieb, sind die ID-Regeln. Man sollte sie 
nicht alS eigens konzipierte Komponente der Metasprache betrachten, denn ihre Be-
deutung kann nur im Zusammenhang mit dem gesamten Formalismus beschrieben 
werden. Evans versucht, den Anteil der ID-Regeln an GPSG-Strukturen durch Rol-
len zu beschreiben, die die ID-Regeln spielen. Er unterscheidet (anhand der implizi-
ten X-Bar-Theorie) verschiedene Regeltypen: Entwicklungsregeln haben ein einziges 
Head mit geringerem bar-Wert als die Mutter; mit ihnen werden Phrasen auf der Ba-
sis des Heads aufgebaut. Ergiinzungsregeln haben ein einziges Head mit demselben 
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bar-Wert wie die Mutterj sie unterbrechen die Arbeit der Entwicklungsregeln, urn 
Modifikatoren o.a. hinzuzufiigen. In Koordinationsregeln sind aIle Tochter Heads. 
Anhand soIcher Regeltypen kann sich die Verarbeitungsstrategie des Parsers orien-
tieren. Entwicklungsregeln konnen bottom-up und bidirektional verarbeitet werden, 
wobei die Regel durch die Analyse des Heads getriggert wird. Ahnlich verhalt es sich 
mit Erweiterungsregeln, die jedoch durch den Modifikator getriggert werden. 
Das dritte Beispiel behandelt die MIPs. Insbesondere die nichtlokalen Abhangig-
keiten, die durch HFC und FFP lokal (und damit schwach direkt) beschrieben wer-
den, versucht Evans unabhangig von lokalen Baumen (und damit stark direkt) zu 
rekonstruieren. Er definiert dazu reguliire Merkmale als soIche, deren Spezifikationen 
durch eine Grammatik nur an bestimmten Stellen der Struktur beeinfiuBt werden 
konnenj an allen anderen Stellen bestirnrnen die MIPs die Spezifikation. Eine Aus-
pragung fiir das FFP bildet Abbildung 4: die Grarnrnatik spezifiziert slash nur an 
Fuller und Lucke, nicht aber in der Mittej dort ist das FFP zustandig. Evans' stark 
direkte Interpretation des FFP im Parsing setzt voraus, daB slash regular ist. Die 
Verarbeitung in einem Bottom-Up-Parser konnte so aussehen: Wenn der Parser eine 
Lucke einfiihren solI, "merkt er sich" die Kategorie (in einer zweiten Agenda) und 
erzeugt erst dann entsprechende Kanten in der Chart, wenn er auf einen entspre-
chenden Fiiller trifft . Die Regularitat von slash erubrigt die "Buchfuhrung" in jedem 
lokalen Baum des mittleren Bereichs. 
Diese Vorschlage zu einer stark direkten Interpretation stellen einen erst en 
Schritt auf dem Weg zu einer neuartigen Implementation eines signifikanten Teils 
von GPSG dar, mehr nicht. Dies wird von Evans ausdriicklich betont: 
In fact, it is not my intention to put up this formalism as a complete 
entity at all. It is simply the sum total of the various disjoint proposals 
I have discussed above. It constitutes a reworking of neither the whole 
of GPSG, nor any integrated consistent fragment of it. [Evans 1987, S. 
125] 
12.2 Indirekte und schwach direkte Interpretationen von 
GPSG 
Die verschiedenen Versionen des GPSG-Formalismus unterscheiden sich u.a. im Hin-
blick auf den Stellenwert einer zugrundeliegenden kontextfreien Grarnrnatik. 1m 
allgemeinen kann man die Grarnrnatik im Eingabeformat (z.B. ID-Regeln, LP-
Aussagen, Metaregeln, FeRs, FSDs) als Quellgrammatik bezeichnen. Zur Sprachver-
arbeitung wird eine Zielgrammatik benutzt, die aus einem Vorverarbeitungsschritt 
resultiert. Die Teile der Quellgrarnrnatik, die nach der Vorverarbeitung nicht in die 
Zielgrarnrnatik hineinkompiliert sind, werden zur Laufzeit (d.h. wahrend des Par-
sings bzw. der Generierung) verwendet. Fiir die betrachteten Systeme ist die Auf-
teilung sehr unterschiedlich, wie aus der Abbildung 20 hervorgeht.16 
Metaregeln werden generell in der Vorverarbeitungsphase angewendet. 
76Man erinnere sieh, daB alle Systeme einen Parser fUr Engliseh enthalten; das von Nakazawa 
und Neher analysiert aueh Japaniseh, und das Berliner GPSG-System analysiert und generiert 
sowohl Englisch als aueh Deutsch. 
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Autorinnen siehe Quellgrammatik Vorverarbeitung 
ProGram: 11.1 KK, ID /LP, Meta, Meta, HFC, CAP 
Evans, Gazdar FCR, FCD, RAC 
NaWIlAIlll 11.2 KK, ID/LP, Meta, Meta, ID/LP 
FCR, FSD 
Nalcazawa, 11.3 KK, IdG Merkmalvektor, 
Neher, Hinrichs Kategorienvektoren 
Alvey: Phillips, 11.4 KK, ID/LP, Meta, Meta, ID /LP, 
Thompson P-Regeln P-Regeln 
Berliner GPSG- 6, 7 KK, ID/LP, Meta, Meta 
System FCR 
A bkiirzungen: KK 
Meta 
komplexe Kategorien 
Metaregeln 
ID/LP 
IdG 
Zielgrammatik zur Laufzeit 
KK, ID /LP mit FFP, ID/LP, FCD, 
Kospezi.fikation FCR, RAC 
KK, IdG mit a) FFP, CAP, HFC 
Kospezifikation b) FCR, FSD 
Bitvektoren, FFP, HFC, FCR, 
IdG FSD 
KK, -
Id Schemata 
KK, ID/LP FFP, AP, HFC, 
ID/LP, FCR 
ID-Regeln und LP-Aussagen 
kontextfreie Grammatik 
Abbildung 20: GPSG-Systeme im Uberblick 
Das FFP hingegen kann nicht ohne weiteres in den Regeln kodiert werden, denn 
es steht erst zur Laufzeit fest, welche Tochter FOOT-Spezifikationen tragen. In 
der Vorverarbeitung muBten alle Moglichkeiten in Betracht gezogen werden und 
entsprechend viele Regeln erzeugt werden. Daher wird das FFP gewohnlich zur 
Laufzeit angewendet. Nur das Alvey-System hildet eine Ausnahme infolge seiner 
speziellen Behandlung von Variablen. 
HFC kann dann in der Vorverarbeitung operieren, wenn sie im Sinne der mittle-
ren GPSG definiert ist und nicht als Default-Prinzip wirkt. 1m letzteren Fall hangt 
ihr Effekt von der Wirkung anderer Prinzipien ab, die aus unabhangigen Grunden 
zur Laufzeit angewendet werden konnen (FFP). 
Die Kompilation des ID /LP-Formats im Rahmen einer Vorverarbeitung wie bei 
Naumann und im Alvey-System legen die 'zusatzliche Annahme uber LP-Aussagen 
nahe, daB sie keine instantiierten Spezifikationen einbeziehen. Die Autoren geben 
jeweils an, daB dies keine nennenswerte Beschrankung fUr die Analyse des Englischen 
bedeute. Fur das Deutsche sieht dies jedoch anders aus. 1m Berliner GPSG-System 
etwa wird die Stellung des finiten Verbs in Abhangigkeit von der Satzart durch 
LP-Aussagen bestimmt, die auf Spezifikationen von vform und me zugreifen ((95) 
und (96)). Beide Merkmale sind nicht in allen Kategorien ererbt. Das bedeutet 
zunachst noch nicht, daB das ID/LP-Format nicht im Verlauf einer Vorverarbeitung 
aufgelost werden konne. Dies ist sehr wohl berechenbar, indem vor Anwendung der 
LP-Aussagen eine Menge zusatzlicher ID-Regeln generiert wird, in denen jeweils 
unterschiedliche Spezifikationen der betroffenen Merkmale vorkommen. Diese waren 
dann ererbt und konnten von LP-Aussagen erfaBt werden. 
Zwei Argumente sprechen gegen eine soIche Vorgehensweise. Zum einen konnten 
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dabei PS-Regeln erzeugt werden, die niemals zulassige Baume projizieren, da die 
nachtraglich eingefUhrten Spezifikationen gegen die HFC verstoBen. Zum andern 
vervielfacht sich aufgrund jeder betroffenen LP-Aussage die GroBe der Grammatik, 
so daB der Vorteil, keine LP-Aussagen zur Laufzeit behandeln zu mussen, bei weitem 
durch den N achteil einer groBen Regelmenge uberwogen wird. 
Die vorangegangenen Uberlegungen zeigen, das effizienzsteigernde Verlagerun-
gen von Operationen in eine Vorverarbeitungsphase meistens einen Preis haben, 
der in Abstrichen an der linguistischen Ausdruckskraft der Grammatik zu bezahlen 
ist. Ob diese Abstriche inkauf genommen werden konnen, hangt von der intendier-
ten Verwendung des Systems abo Die meisten der hier betrachteten Systeme sind 
erkHirtermaBen nur fUr die Analyse des Englischen ausgelegt. Mit den daraufhin 
inkauf genommenen Abstrichen werden allerdings die interessanten Eigenschaften 
von GPSG nicht ausgenutzt, die sich fUr die im Berliner GPSG-System gewahlte 
Modularisierung als entscheidend erwiesen: die Eignung des Formalismus fUr die 
Verarbeitung verschiedener Grammatiken und seine Neutralitat beziiglich der Kon-
trollstrategie (Parsing oder Generierung). 
Literatur 
[Aho 1968] Alfred V. Aho (1968) , 'IndexedGrammars', in Journal of the Association 
of Computing Machinery 15, 647-67l. 
[Bach/Partee 1980] Emmon Bach und Barbara Partee (1980), 'Anaphora and Se-
mantic Structure', in J. Kreiman und A. E. Ojeda (Hg.), Papers from the 
Parasession on Pronouns and Anaphora, Chicago Linguistics Society, 1980, 
1-28. 
[Barton et al. 1987] G. Edward Barton, Robert C. Berwick und Eric Sven Ristad 
(1987), Computational Complexity and Natural Language, Cambridge, Lon-
don: MIT Press. 
[Bittkau et al. 1987] Oliver Bittkau, Christian Haider und Jorg-Uwe Kietz (1987), 
KIT-CORE PROLOG Description (Version 1.0), Technische Universitat 
Berlin, KIT Interner Arbeitsbericht Nr. 17. 
[Boguraev 1988] Branimir Boguraev (1988), 'A Natural Language Toolkit: Recon-
ciling Theory with Practice', in [Reyle/Rohrer 1988], 95-130. 
[Boguraev et al. 1988] Bran Boguraev, John Carroll, Ted Briscoe und Claire Grover 
(1988), 'Software Support for Practical Grammar Development', in Proc. 
12. COLING-88, Budapest, 54-58. 
[Brachman/Schmolze 1985] Ronald J. Brachman und Jaime G. Schmolze (1985), 
'An Overview of the KL-ONE Knowledge Representation System', in Co-
gnitive Science 9, Nr. 2, 171-216. 
[Briscoe et al. 1987] Ted Briscoe, Claire Grover, Bran Boguraev und John Carroll 
(1987), 'A Formalism and Environment for the Development of a Large 
Grammar of English' , in Proc. 10. IJCAI-87, Mailand, 703-708. 
107 
[Busemann 1988a] Stephan Busemann (1988), 'Surface Transformations During the 
Generation of Written German Sentences', in D. D. McDonald und L. Bole 
(Hg.), Natural Language Generation Systems, Berlin, New York: Springer 
(Symbolic Computation), 898-165. 
[Busemann 1988b] Stephan Busemann (1988), 'Zum Lexikonzugriff bei der Gene-
rierung mit GPSG', in H. Trost (Hg.), Proc. 4- Osterreichische Artificial-
Intelligence- Tagung. Wiener Workshop Wissensbasierte Sprachverarbei-
tung, Berlin, New York: Springer (IFB Bd. 176), 1988, 164-170. 
[Busemann 1990] Stephan Busemann (1990), 'Generierung mit Generalisierten 
Phrasenstruktur-Grammatiken', Dissertation, Universitat des Saarlandes. 
[Busemann/Hauenschild 1988] Stephan Busemann und Christa Hauenschild (1988), 
'A Constructive View of GPSG or How to Make it Work', in Proc. 12. 
COLING-88, Budapest, 77-82. 
[BuBmann 1983] Hadumod BuBmann (1983), 'Lexikon der Sprachwissenschaft', 
Stuttgart: Kroner. 
[Chomsky 1970] Noam Chomsky (1970), 'Remarks on Nominalization', in R. A. 
Jacobs und P. S. Rosenbaum (Hg.), Readings in English Transformational 
Grammar, Waltham, MA.: Ginn, 184-221. 
[Chomsky/Halle 1968] Noam Chomsky und Morris Halle (1968), The Sound Pattern 
of English, New York: Harper & Row. 
[Colmerauer 1982] A. Colmerauer (1982), Prolog II Reference Manual and Theore-
tical Model, Groupe d'IntelligenceArtificielle, Universite de Marseille, ERA 
CNRS 363. 
[Emele 1987] Martin Emele (1987), 'FREGE-Ein objektorientierter FRont-End-
GEnerator', in K. Morik (Hg.), GWAI-87. 11th German Workshop on Ar-
tificial Intelligence, Berlin, New York: Springer (IFB Bd. 152), 1987,64-73. 
[Engdahl 1980] Elisabet Engdahl (1980), The Syntax and Semantics of Questions 
in Swedish, Ph.D. Dissertation, University of Massachusetts, Amherst, MA. 
[Evans 1985] Roger Evans (1985), 'Program-a Development Tool for GPSG Gram-
mars', in Linguistics 23, 213-243. 
[Evans 1987] Roger Evans (1987), Theoretical and Computational Interpretations 
of Generalised Phrase Structure Grammar, University of Sussex, Cognitive 
Science Research Paper CSRP 085. 
[Evans/Gazdar 1984] Roger Evans und Gerald Gazdar (1984), The Program Ma-
nual, University of Sussex, Cognitive Science Research Paper CSRP 035. 
[Fisher 1989] Anthony J. Fisher, 'Practical Parsing of Generalized Phrase Structure 
Grammars', in Computational Linguistics 15, Nr. 3, 139-148. 
108 
[Gawron et al. 1982] J. Mark Gawron, Jonathan King, John Lamping, Egon Loeb-
ner, E. Anne Paulson, Geoffrey K. Pullum, Ivan A. Sag und Thomas Wasow 
(1982), 'Processing English with a Generalized Phrase Structure Grammar', 
in Proc. Con/. of the 20th Meeting of the ACL, Toronto, 74-81. 
[Gazdar 1980] Gerald Gazdar (1980), 'A Phrase Structure Syntax for Comparative 
Clauses', in T. Hoekstra, H. v. d. Hulst, und M. Moortgat (Hg.), Lexical 
Grammar, Dordrecht: Foris, 1980, 165-179. 
[Gazdar 1981a] Gerald Gazdar (1981), 'On Syntactic Categories', in Philosophical 
Transactions (Series B) of the Royal Society, 295, 267-283. 
[Gazdar 1981b] Gerald Gazdar (1981), 'Unbounded Dependencies and Coordinate 
Structure', in Linguistic Inquiry 12, 155-184. 
[Gazdar 1982] Gerald Gazdar (1982), 'Phrase Structure Grammar', in P. Jacobson 
und G. K. Pullum (Hg.), The Nature of Syntactic Representation, Dord-
recht: Reidel, 131-186. 
[Gazdar 1985] Gerald Gazdar (1985), Applicability of Indexed Grammars to Natural 
Languages, in [ReylejRohrer 1988], 69-94. 
[Gazdar/Pullum 1982] Gerald Gazdar und Geoffrey K. Pullum (1982), Generali-
zed Phrase Structure Grammar: A Theoretical Synopsis, Indiana University 
Linguistics Club, Bloomington. 
[Gazdar/Pullum 1985] Gerald Gazdar und Geoffrey K. Pullum (1985), 'Computa-
tionally Relevant Properties of Natural Languages and Their Grammars', 
in New Generation Computing 3, Nr. 3, 273-306. 
[GazdarjSag 1981] Gerald Gazdar und Ivan Sag (1981), 'Passive and Reflexives in 
Phrase Structure Grammar', in J. Groenendijk, T. Janssen und M. Stok-
hof (Hg.), Formal Methods in the Study of Language, Mathematical Centre 
Tracts, Amsterdam, 1981, 131-152. 
[Gazdar et al. 1982] Gerald Gazdar, Geoffrey Pullum und Ivan Sag, (1982), 'Au-
xiliaries and Related Phenomena in a Restricted Theory of Grammar', in 
Language 58, 591-638. 
[Gazdar et al. 1985] Gerald Gazdar, Ewan Klein, Geoffrey Pullum und Ivan Sag, 
(1985), Generalized Phrase Structure Grammar, Oxford: Blackwell. 
[Gazdar et al. 1986] Gerald Gazdar, Geoffrey Pullum, Robert Carpenter, Ewan 
Klein, Thomas Hukari und Robert Levine, Category Structures, University 
of Sussex, Cognitive Science Research Paper CSRP 071. 
[Gunji 1987] Takao Gunji (1987), Japanese Phrase Structure Grammar. A 
Unification-Based Approach, Dordrecht: Reidel. 
109 
[Haddock et al. 1987] Nicholas Haddock, Ewan Klein und Glyn Morrill (Hg.), Wor-
king Papers in Cognitive Science, Volume I. Categorial Grammar, Unifi-
cation Grammar and Parsing, Centre for Cognitive Science, University of 
Edinburgh. 
[Hasida 1986] Koiti Hasida. (1986), 'Conditioned Unification for Natural Language 
Processing', in Proc. 11. COLING-86, Bonn, 85-87. 
[Hauenschild 1988] Christa Hauenschild (1988), 'GPSG and German Word Order', 
in [ReylejRohrer 1988], 411- 431. 
[Hauenschild/Busemann 1988] Christa Hauenschild und Stephan Busemann (1988), 
'A Constructive Version of GPSG for Machine Translation', in E. Steiner, 
P. Schmidt und C. Zelinsky-Wibbelt (Hg.), From Syntax to Semantics-
Insights From Machine Translation, London: Frances Pinter, 1988,216-238. 
[Hauenschild/Umbach 1988] Christa Hauenschild und Carla Umbach (1988) , 
'Funktor-Argument-Struktur. Die satzsemantische Reprasentations- und 
Transferebene im Projekt KIT-FAST', in J. Schutz (Hg.) , Workshop 'Se-
mantik und Transfer', IAI Working Papers Nr. 6, Saarbrucken, 16-35. 
[Hendriks 1986] Herman Hendriks (1986)~ Foundations of GPSG Syntax, Doctor-
aalscriptie Wijsbegeerte, Universitat Amsterdam. 
[HukarijLevine 1986] Thomas E. Hukari und Robert D. Levine (1986), 'Generalized 
Phrase Structure Grammar: A Review Article', in Linguistic Analysis 16, 
Nr. 3-4, 135-260. 
[Jackendoff 1977] Ray S. Jackendoff (1977), X-bar Syntax. A Study oj Phrase Struc-
ture, Cambridge, MA.: MIT Press. 
[Jacobson 1987] Pauline Jacobson (1987), 'Review of Gazdar et al. 1985', in Lingui-
stics and Philosophy 10, 389-426. 
[Joshi et al. 1975] Aravind K. Joshi, Leon S. Levy, and M. Takahashi (1975), 'Tree 
Adjunct Grammars', Journal of the Computer and System Sciences 10, 
Nr. 1, 136-163. 
[Joshi 1985] Aravind K. Joshi (1985), 'Tree Adjoining Grammars: How Much 
Context-Seniti'vity is Required to Provide Reasonable Structural Descripti-
ons?', in D. Dowty, L. Karttunen und A. Zwicky (Hg.) Natural Language 
Parsing-Psychological, Computational and Theoretical Perspectives, Cam-
bridge, MA.: Cambridge University Press, 206-250. 
[Joshi 1986] Aravind K. Joshi (1986), 'The Convergence of Mildly Contextsensitive 
Grammar Formalisms', in T. Wasow und P. Sells (Hg.), The Processing of 
Linguistic Structures, Cambridge, MA.: MIT-Press. 
110 
[Kaplan/Bresnan 1982] Ronald Kaplan und Joan Bresnan (1982), 'Lexical Func-
tional Gramrnar-A Formal System for Grammatical Representation', in 
J. Bresnan (Hg.), The Mental Representation of Grammatical Relations, 
Cambridge, MA.: MIT Press, 173-281. 
[Kay 1979] Martin Kay (1979), 'Functional Grammar', in Proc. 5th Annual Meeting 
of the Berkeley Linguistics Society, 142-158. 
[Keenan 1974] Edward A. Keenan (1974), 'The Functional Principle: Generalizing 
the Notion of subject of', in N. W. La Galy, R. A. Fox und A. Bruck (Hg.), 
Papers of the Tenth Regional Meeting of the Chicago Linguistics Society, 
1974, 298-309. 
[Keller 1987] William R. Keller (1987), An Overview of the Project NASEV Parser, 
University of Sussex, Cognitive Science Research Paper CSRP-86. 
[Kilbury 1986] James Kilbury (1986), 'Category Co-occurrence Restrictions and the 
Elimination of Metarules', in Proc. 11. COLING-86, Bonn, 50-55. 
[Kilbury 1987] James Kilbury (1987), 'A Proposal for Modifications in the Forma-
lism of GPSG', in Proc. 3rd Conf. of the European Chapter of the ACL, 
Kopenhagen, 156-159. 
[Kilbury 1988] James Kilbury (1988), 'Parsing with Category Co-occurrence Re-
strictions', in Proc. 12. COLING-88, Budapest, 324-327. 
[Kindermann/Quantz 1987] Carsten Kindermann und Joachim Quantz (1987), Ein 
Editor mit integriertem Priiprozessor fur das Berliner GPSG-System, Tech-
nische Universitat Berlin, KIT Interner Arbeitsbericht Nr. 18. 
[Lenerz 1977] Jiirgen Lenerz (1977), Zur Abfolge nominaler Satzglieder im Deut-
schen, Tiibingen: Narr. 
[Nakazawa/Neher 1987] Tsuneko Nakazawa und Laura Neher (1987), 'Rule Expan-
sion on the Fly-a GPSG Parser for Japanese/English Using a Bit Vec-
tor Representation of Features and Rule Schemas', in Studies in Lingui-
stic Sciences 17, Nr. 2, Dept. of Linguistics, University of Illinois, Urbana-
Champaign, Illinois, 115-124. 
[Nakazawa et al. 1988] Tsuneko Nakazawa, Laura Neher und Erhard W. Hinrichs · 
(1988), 'Unification with Disjunctive and Negative Values for GPSG Gram-
mars', in Proc. 8. ECAI-88, Miinchen, 467-472. 
[Naumann 1988] Sven Naumann (1988), Generalisierte Phrasenstrukturgrammatik: 
Parsingstrategien, Regelorganisation und Unifikation, Niemeyer: Tiibingen. 
[Nebel/Smolka 1989] Bernhard Nebel und Gert Smolka. (1989), Representation and 
Reasoning with Attributive Descriptions, IBM Deutschland, Institut fUr wis-
sensbasierte Systeme, Stuttgart, IWBS Report Nr. 81. 
111 
[Nerbonne 1982] John A. Nerbonne (1982), "Phantoms' and German Fronting: Pol-
tergeist constituents?', in Linguistics 24, 857-870. 
[Nerbonne/Proudian 1987] John Nerbonne und Derek Proudian (1987), The HP-NL 
System, Hewlett-Packard Laboratories, Technical Report. 
[Peters/Uszkoreit 1982] Stanley Peters und Hans Uszkoreit (1982), 'Essential Varia-
bles in Metarules', Vortrag auf der Tagung Annual Meeting of the Linguistic 
Society of America, San Diego, CA. 
[Phillips 1987] John D. Phillips (1987), A Computational Representation for Gene-
ralised Phrase-Structure Grammars, Ms. 
[Phillips/Thompson 1985] John D. Phillips und Henry S. Thompson (1985), 
'GPSGP-a Parser for Generalized Phrase Structure Grammars', in Lin-
guistics 23, Nr. 2, 245-26l. 
[Phillips/Thompson 1987] John D. Phillips und Henry S. Thompson (1987), 'A Par-
ser for Generalised Phrase Structure Grammars', in [Haddock et al. 1987], 
115-136. 
[Pollard 1984] Carl J. Pollard (1984), Generalized Phrase Structure Grammars, 
Head Grammars, and Natural Languages, Ph.D. Thesis, Stanford Univer-
sity, Stanford CA. 
[Pollard/Sag 1983] Carl Pollard und Ivan A. Sag (1983), 'Reflexives and Recipro-
cals in English: An Alternative to the Binding Theory', in M. Barlow, D. 
Flickinger und M. Wescoat (Hg.), Proc. 2nd West Coast Conference on For-
mal Linguistics, Stanford Linguistics Department, Stanford CA., 189-203. 
[Pollard/Sag 1987] Carl J. Pollard und Ivan A. Sag (1987), Information-Based Syn-
tax and Semantics. Volume I, Center for the Study of Language and Infor-
mation, CSLI Lecture Notes Nr. 13, Chicago: University of Chicago Press. 
[PreuB 1987] Susanne PreuB (1987), GPSG-Syntax fur ein Fragment des Deutschen, 
Technische Universitat Berlin, KIT Interner Arbeitsbericht Nr. 20. 
[PreuB 1989] Susanne PreuB (1989), Koordination und Kongruenz in einer Verall-
gemeinerten Phrasenstrukturgrammatik, Magisterarbeit, Technische Univer-
sitat Berlin. 
[Pullum/Gazdar 1982] Geoffrey K. Pullum und Gerald Gazdar (1982), 'Natural-
Languages and Context-Free Languages', in Linguistics and Philosophy 4, 
471-504. 
[Ramsay 1985] Allan Ramsay (1985), 'Effective Parsing with Generalised Phrase 
Structure Grammar', in Proc. 2nd Conf. of the European Chapter of the 
ACL, Genf, 57-6l. 
[Reyle/Rohrer 1988] Uwe Reyle und Christian Rohrer (Hg.), Natural Language Par-
sing and Linguistic Theory, Dordrecht: Reidel, 1988. 
112 
[Ristad 1986] Eric Sven Ristad (1986), 'Computational Complexity of Current 
GPSG Theory', in Proc. Conf. of the 24th Annual Meeting of the ACL, 
New York, 30-39. 
[Ritchie 1987] Graeme Richie (1987), 'The Computational Complexity of GPSG 
Parsing', in [Haddock et al. 1987], 137-142. 
[Russell 1985] Graham Russell (1985), 'A GPS-Grammar for German Word Order', 
in U. Klenk (Hg.) , Kontextfreie Syntaxen und verwandte Systeme. Vortrage 
eines Kolloquiums in Ventron (Vogesen) im Oktober 1984, Tiibingen: Nie-
meyer, 1985, 19-32. 
[Sag 1986] Ivan A. Sag (1986), Grammatical Hierarchy and Linear Precedence, Cen-
ter for the Study of Language and Information, Stanford CA, Report Nr. 
CSLI-86-60 . 
[Schachtl 1988] Stefanie Schachtl (1988), 'The Problem of Overgeneration in Parsing 
Processes and the Aid of Linguistic Generalizations', in H. Trost (Hg.), 
Proc. 4. Oste1'1'eichisch e A rtificial-Intelligence- Tagung. Wiener Workshop 
Wissensbasierte Sprachverarbeitung, Berlin, New York: Springer (IFB Bd. 
176), 33-42. 
[Shieber 1984] Stuart M. Shieber (1984), 'Direct Parsing of ID/LP Grammars ', in 
Linguistics and Philosophy 7, 135-154. 
[Shieber 1985] Stuart M. Shieber (1985), 'Evidence Against the Context-Freeness of 
Natural Language', in Linguistics and Philosophy 8. 
[Shieber 1986] Stuart M. Shieber (1986), 'A Simple Reconstruction of GPSG' in 
Proc. 11 . COLING-86, Bonn, 211-215. 
[Shieber 1988] Stuart M. Shieber (1988), 'Separating Linguistic Analyses Froms Lin-
guistic Theories', in [Reyle/Rohrer 1988], 33-68. 
[Shieber et al. 1983] Stuart M. Shieber, Hans Uszkoreit, Fernando C. N. Pereira, 
Jane J. Robinson und Mabry Tyson (1983), 'The Formalism and Imple-
mentation of PATR-II ', in B. J. Grosz und M. E. Stickel (Hg.), Research 
on Interactive Acquisition and Use of Knowledge. Final Report, SRI Inter-
national, 1983, 39-79. 
[Thompson 1981] Henry S. Thompson (1981), 'Handling Metarules in a Parser for 
GPSG', in M. Barlow, D. Flickinger und 1. A. Sag (Hg.), Developments 
in Generalised Phrase S tructure Grammar: Stanford Working Papers in 
Grammatical Theory, Volume 2, Indiana Linguistics Club, Bloomington, 
1981,26-37. 
[Uszkoreit 1984] Hans Uszkoreit (1984), Word Order and Constituent Structure in 
German, Ph.D. Dissertation, University of Texas, Austin. 
113 
[Uszkoreit 1986a] Hans Uszkoreit (1986), 'Constraints on Order', in Linguistics 24, 
883-906. 
[Uszkoreit 1986b] Hans Uszkoreit (1986) , 'Syntaktische und semantische Generali-
sierungen im strukturierten Lexikon', in C.-R. Rollinger und W. Horn (Hg.) , 
Pmc. GWAI-86 und 2. Osterreichische Artificial-Intelligence-Tagung, Ber-
lin, New York: Springer (IFB Bd. 124), 1986,87-100. 
[Uszkoreit 1986c] Hans Uszkoreit (1986), 'Categorial Unification Grammars ', In 
Pmc. 11. COLING-86, Bonn, 187-194. 
[Yolk 1988J Martin Yolk (1988), Parsing German with GPSG: The Pro blem of 
Separable-Prefix Verbs, University of Georgia, Athens GA , Advanced Com-
putat ional Methods Center, ACMC Research Report 01-0026. 
[Weisweber 1987] Wilhelm Weisweber (1987), Ein Dominanz-Chart-Parser fur ge-
neralisierte Phrasenstrukturgrammatiken, Technische UniversiUit Berlin, 
KIT-Report Nr. 45. 
[Weisweber 1988] Wilhelm Weisweber (1988), ' Using Constraints in a Construct ive 
Version of GPSG', in Pmc. 12. COLING-88, Budapest, 738-743 . 
114 
i 
;',';'. 
Deutsches 
Forschungszentrum 
far KOnstliche 
Intelllgenz GmbH 
DFKI Publikationen 
Die folgenden DFKI VerOffentlichungen 
oder die aktuelle Liste von erhlUtlichen 
Publikationen konnen bezogen werden von 
der oben angegebenen Adresse. 
DFKI Research Reports 
RR·90·01 
Franz Baader: Tenninological Cycles in KL-ONE-
based Knowledge Representation Languages 
33 pages 
RR-90·01 
Hans·Jargen Biirckert: A Resolution Principle for 
Clauses with Constraints 
25 pages 
RR·90·03 
Andreas Dengel. Nelson M. Mattos: Integration of 
Docwnent Representation, Processing and 
Management 
18 pages 
RR·90-04 
Bernhard Hol/under. Werner Nutt: Subswnption 
Algorithms for Concept Languages 
34 pages 
RR·90-05 
Franz Baader: A Fonnal Definition for the 
Expressive Power of Knowledge Representation 
Languages 
22 pages 
RR·90·06 
Bernhard Hol/under: Hybrid Inferences in KL-ONE-
based Knowledge Representation Systems 
21 pages 
RR-90-07 
Elisabeth Andrt. Thomas Rist: Wissensbasierte 
Infonnationsprasentation: 
Zwei Beitrage zwn Fachgesprach Graphik und KI: 
1. Ein planbasierter Ansatz zur Synthese 
illustrierter Dokumente 
2. Wissensbasierte Perspektivenwahl fUr die 
automatische Erzeugung von 3D· 
ObjektdarsteUungen 
24 pages 
DFKI 
-Bibliothek-
PF 2080 
6750 Kaiserslautem 
FRO 
DFKI Publications 
The following DFKI publications or the list 
of currently available publications can be 
ordered from the above address. 
RR·90·08 
Andreas Dengel: A Step Towards Understanding 
Paper Docwnents 
25 pages 
RR·90·09 
Susanne Biundo: Plan Generation Using a Method 
of Deductive Program Synthesis 
17 pages 
RR·90·10 
Franz Baader. Hans-JUrgen BUrckert. Bernhard 
Hollunder. Werner Nutt. JiJrg H. Siekmann: 
Concept Logics 
26 pages 
RR·90·11 
Elisabeth Andrt. Thomas Rist: Towards a Plan-
Based Synthesis of Illustrated Docwnents 
14 pages 
RR·90·11 
Harold Boley: Declarative Operations on Nets 
43 pages 
RR·90·13 
Franz Baader: Augmenting Concept Languages by 
Transitive Closure of Roles: An Alternative to 
Tenninological Cycles 
40 pages 
RR·90·14 
Franz Schmalho/er. Otto Kahn. Gabriele Schmidt: 
Integrated Knowledge Acquisition from Text, 
Previously Solved Cases, and Expert Memories 
20 pages 
RR·90·15 
Harald Trost: The Application of Two·level 
Morphology to Non-concatenative German 
Morphology 
13 pages 
RR·90·16 
Franz Baader. Werner NUlt: Adding 
Homomorphisms to Commutative/Monoidal 
Theories, or: How Algebra Can Help in Equational 
Unification 
25 pages 
RR·90·17 
Stephan Busemann 
Generalisierte Phasenstrukturgrammatiken und ihre 
Verwendung zur maschineUen Sprachverarbeitung 
114 Seiten 
RR·91·01 
Franz Baader. Hans-Jiirgen Biirckert. Bernhard 
Nebel. Werner Nutt. and Gert Smolka : 
On the Expressivity of Feature Logics with 
Negation, Functional Uncertainty, and Sort 
Equations 
20 pages 
RR·91·01 
Francesco Donini. Bernhard HoI/under. Maurizio 
Lenzenni. Alberto Marchetti Spaccamela. Daniele 
Nardi. Werner NUlt: 
The Complexity of Existential Quantification in 
Concept Languages 
22 pages 
RR·91·03 
BEal/under. Franz Baader: Qualifying Number 
Restrictions in Concept Languages 
34 pages 
RR·91·04 
Harald Trost 
X2MORF: A Morphological Component Based on 
Augmented Two-Level Morphology 
19 pages 
RR·91·0S 
Wolfgang Wahlster. Elisabeth Andr~. Winfried 
Graf. Thomas Rist: Designing Illustrated Texts: 
How Language Production is Influenced by Graphics 
Generation. 
17 pages 
RR·91-06 
Elisabeth Andr~. Thomas Rist: Synthesizing 
illustrated Documents 
A Plan-Based Approach 
11 pages 
RR·91·07 
GUnter Neumann, Wolfgang Finkler: A Head-
Driven Approach to Incremental and Parallel 
Generation of Syntactic Structures 
13 pages 
RR·91·08 
Wolfgang Wahlster. Elisabeth Andr~. Sam 
Bandyopadhyay. Win/ned Graf. Thomas Rist 
WIP: The Coordinated Generation of Multimodal 
Presentations from a Common Representation 
23 pages 
RR·91·09 
Hans-Jiirgen Biirckert. Jiirgen Mul/er. Achim 
Schupeta 
RA TMAN and its Relation to Other Multi-Agent 
Testbeds 
31 pages 
RR-91-10 
Franz Baader. Philipp Hanschke 
A Scheme for Integrating Concrete Domains into 
Concept Languages 
31 pages 
RR·91·11 
Bernhard Nebel 
Belief Revision and Default Reasoning: Syntax-
Based Approaches 
37 pages 
RR-91·13 
Gert Smolka 
Residuation and Guarded Rules for Constraint Logic 
Programming 
17 pages 
RR·91·1S 
Bernhard Nebel. Gert Smolka 
Attributive Description Formalisms ... and the Rest 
of the World 
20 pages 
RR·91-16 
Stephan Busemann 
Using Pattern-Action Rules for the Generation of 
GPSG Structures from Separate Semantic 
Representations 
18 pages 
DFKI Technical Memos 
TM·89·01 
Susan Halbach-Weber: Connectionist Models and 
Figurative Speech 
27 pages 
TM·90·01 
Som Bandyopadhyay: Towards an Understanding of 
Coherence in Multimodal Discourse 
18 pages 
TM·90·01 
Jay C. Weber: The Myth of Domain-Independent 
Persistence 
18 pages 
TM·90·03 
Franz Bootier, Bernhard HoI/under: KRIS: 
Knowledge Representation and Inference System 
-System Description-
15 pages 
TM·90·04 
Franz Bootier, Hans-JiJrgen Biirckert, Jochen 
Heinsohn, Bernhard Hol/under, Jurgen Mul/er, 
Bernhard Nebel , Werner Nutt, Hans-Jiirgen 
Projitlich: Tenninological Knowledge 
Representation: A Proposal for a Tenninological 
Logic 
7 pages 
TM·91·01 
JanaK6hler 
Approaches to the Reuse of Plan Schemata in 
Planning Fonnalisms 
52 pages 
TM·91·01 
Knut Hinkelmann 
Bidirectional Reasoning of Horn Clause Programs: 
Transfonnation and Compilation 
20 pages 
TM·91·03 
Otto Kuhn , Marc Linster, Gabriele Schmidt 
Clamping, COKAM, KADS, and OMOS: 
The Construction and Operationalization 
of a KADS Conceptual Model 
20 pages 
TM·91·04 
Harold Boley 
A sampler of Relational/Functional Definitions 
12 pages 
TM·91·0S 
Jay C. Weber, Andreas Dengel and Rainer 
B/eisinger 
Theoretical Consideration of Goal Recognition 
Aspects for Understanding Infonnation in Business 
Letters 
10 pages 
DFKI Documents 
D·89·0 1 
Michael H. Malburg, Rainer B/eisinger: 
HYPERBIS: ein betriebliches Hypennedia· 
Infonnationssystem 
43 Seiten 
D·90·01 
DFKI Wissenschaftlich-Technischer Jahresbericht 
1989 
45 pages 
D·90·01 
Georg Seul: Logisches Programmieren mit Feature 
-Typen 
107 Seiten 
D·90-03 
Ansgar Bernardi, Christoph Klauck, Ralf 
Legleilner: AbschluBbericht des Arbeitspaketes 
PROD 
36 Seiten 
D·90·04 
Ansgar Bernardi, Christoph Klauck, Ralf 
Legleitner: S1EP: Oberblick tiber eine zukiinftige 
Schnittstelle zum Produktdatenaustausch 
69 Seiten 
D-90-0S 
Ansgar Bernardi, Christoph Klauck, Ralf 
Legleitner: Fonnalismus zur Reprllsentation von 
Geo-metrie- und Technologieinformationen als Teil 
eines Wissensbasierten Produktmodells 
66 Seiten 
D·90·06 
Andreas Becker: The Window Tool Kit 
66 Seiten 
0·91·01 
Werner Stein, Michael Sintek 
RelfunIX • An Experimental Prolog 
Implementation of Relfun 
48 pages 
D·91·03 
Harold Boley, Klaus Elsbernd, Hans·GUnther Hein , 
Thomas Krause 
RFM Manual: Compiling RELFUN into the 
Relational/Functional Machine 
43 pages 
D·91·04 
DFKI Wissenschaftlich·Technischer Jahresbericht 
1990 
93 Seiten 


Generallslerte Ph rasenstru ktu r-G ra mmatl ken RR-90-17 
und Ihre Verwendung zur maschlnellen Sprachverarbeitung Research Report 
Stephan Busemann 
