PIECEWISE LINEAR FUNCTIONS WITH ALMOST ALL POINTS EVENTUALLY PERIODIC MELVYN b. nathanson
Abstract.
Let /: [0,1] -» [0,1] be continuous, and let /' denote the />th iterate of/. Li and Yorke [2] proved that if there is a point x E [0,1] such that/3(x) = x but/(jc) # x, then/is chaotic in the sense that/has periodic points of arbitrarily large period, and uncountably many points which are not even asymptotically periodic. But this chaos can be measure theoretically trivial. are any two points of 5", then lim inf \f(yx) -f(y2)\ =0 and lim sup|/"(_V|) -f(y2)\ > 0. More generally, Li and Yorke proved that if there is a point x E [0,1] such that either/3(x) < x < f(x) < f2(x) or f3(x) > x > f(x) > / (x), then/is chaotic. By a combinatorial argument, Nathanson [7] extended this result to show that if/has a point of period five or seven, then/is chaotic. Ulam, May, Oster, and others [1] , [3] -[6], [8] have studied in detail the iterations of nonlinear functions / and the dependence of the trajectories x, f(x), f (x), f (x), ... on the initial value x.
The object of this note is to show that, from the point of view of Lebesgue measure, the results on chaos can be misleading. For every p > 3 we shall construct a continuous, piecewise linear function /: [0,1] -> [0,1] such that almost every x E [0, 1] has eventual period p. Moreover,/will be chaotic. This result is best possible in the sense that the word "eventual" cannot be removed from the statement of the theorem. For if almost every point x E [0,1] has period/» under/ then the continuity of/implies thatfp(x) = x for all x, and so f = identity. However, we shall prove that if f = identity, then f2 = identity. Moreover, we shall describe a normal form for all such square roots of the identity. where A{k\ = 0 if k < 0 or n < 0.
These Statements are obviously true for n -0. Let us assume that they hold for some n -1 > 0. We want to describe the structure of Un. Since Un C i/n_,, it is enough to understand how/" acts on the intervals that make up The next result shows that all square roots of the identity are obtained by conjugating the function h(x) = 1 -x by an increasing, "half-linear" function y. This observation is due to David Kazhdan. and so x = 8~ly(x) and y(x) = 8(x) for x G [j, 1]. This proves the theorem.
