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2.3
Silverman Fisher et al. [42]
2.3.1 Silverman (Silverman [123] )
X1, X2, . . . , Xn F (x) F (x) f(x)
x1, x2, . . . , xn
11 [44]
18
fˆh(x) =
1
nh
n∑
i=1
K
(
x−Xi
h
)
(2.1)
=
1
n
n∑
i=1
Kh(x−Xi) (2.2)
Kh(x) = K(x/h)/h K(x) h 12
∫
R
K(x)dx = 1,
∫
R
xK(x)dx = 0,
∫
R
x2K(x)dx <∞ (2.3)
Silverman
f N(f)
N(f) = #{x : f ′(x) = 0, f ′′(x) < 0}, x ∈ R (2.4)
#{x : A} A x f k
Hk0 : N(f) ≤ k (2.5)
Hk1 : N(f) > k (2.6)
fˆ N(fˆ) ≤ k
hk,crit = inf{h : N(fˆ) ≤ k} (2.7)
k (kth critical bandwidth) fˆhk,crit (kth critical density estimates)
hk,crit h fˆh N(fˆh)
Silverman xi, i =
1, . . . , n x∗i , i = 1, . . . , n zi hk,crit
s =
√
var(x) x∗i y
∗
i , i = 1, . . . , n
y∗i =
1√
1 + [hk,crit/s]2
(x∗i + hk,critzi), i = 1, . . . , n (2.8)
hk,crit y
∗
i fˆ
∗
hk,crit
B fˆ∗bhk,crit , b = 1, . . . , B hk,crit p pk
pk =
∗
Pr{N(fˆ∗bhk,crit) > k} (2.9)
∗
Pr fˆk,crit k = 1, 2, . . .
pk p
12(2.1) fˆh fˆ
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2.3.2 Fisher, Mammen and Marron [42]
Fisher, Mammen and Marron [42] Silverman R p pR
pR =
∗
Pr(h∗k,crit > Rhk,crit) (2.10)
R =
 ∫ (f ′′)2∫
fˆ ′′
2
k,crit
1/5 (2.11)
Silverman R = (1 + [hk,crit/s]2)1/2
∫
(f ′′)2 g
m θm =
∫
(f (m))2 θ2 =
∫
(f ′′)2
θm = (−1)m
∫
f (2m)f
θˆm =
(−1)m
n
n∑
i=1
fˆ (2m)g (Xi) (2.12)
=
1
n2g2m+1
∑
i
∑
j
(−1)mK(2m)((Xi −Xj)/g) (2.13)
g Sheather and Jones [119]
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(mode forest)
h1 h2, h2 <
h1 Minnotte and Scott [89]
Minnotte and Scott [89] Minnotte [87]
Marchette and Wegman [81] filtered mode
tree
Minnotte, Marchette and Wegman [88]
Minnotte, Marchette and Wegman [88]
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1 24 3.3 1
3.16 3.19
1 3.3 Silverman SS FMM
5 p 0.3 p
5 3.16
208 230 208
3.17
208
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188 195 198 200 1
2 3 177
1 5 5
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3.3: 1
Silverman SS FMM Silverman SS FMM
N(f) hk,crit pk pk pk hk,crit pk pk pk
1 6.6585 0.000 0.000 0.000 3.4002 0.400 0.426 0.000
2 2.7816 0.072 0.044 0.000 2.7453 0.072 0.074 0.000
3 2.6431 0.000 0.000 0.000 2.2002 0.306 0.378 0.000
4 2.5508 0.000 0.000 0.000 2.0287 0.128 0.134 0.000
5 1.5815 0.354 0.342 0.360 1.9697 0.010 0.012 0.000
6 1.4892 0.024 0.044 0.070 1.7504 0.006 0.006 0.000
7 1.3508 0.006 0.004 0.005 1.6870 0.000 0.000 0.000
8 1.6501 0.000 0.000 0.000
9 1.3046 0.000 0.000 0.000 1.5555 0.000 0.000 0.000
10 1.2123 0.000 0.000 0.000 1.5103 0.000 0.000 0.000
11 1.1662 0.000 0.000 0.000 1.4342 0.000 0.000 0.000
12 1.1200 0.000 0.000 0.000 1.2935 0.000 0.000 0.000
13 1.0277 0.000 0.000 0.000 1.2284 0.000 0.000 0.000
14 0.9815 0.000 0.000 0.000 0.9918 0.000 0.002 0.000
15 0.8431 0.002 0.000 0.000 0.8308 0.054 0.110 0.015
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1 24
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3.3.1
n k H
B
3
H = h2I
H = h2diag(σˆ2x, σˆ
2
y) = diag(h
2σˆ2x, h
2σˆ2y) σˆ
2
x, σˆ
2
y
Σˆ H = h2Σˆ
-5
0
5
-5
0
5
0
0.02
0.04
0.06
0.08
x
y
3.23: H = 0.5Σˆ
-5
0
5
-5
0
5
0
0.02
0.04
0.06
0.08
x
y
3.24: 0.5diag(σˆ2x, σˆ
2
y)
3.23 3.24 3.4 bimodal III 1000 H = 0.5Σˆ,
0.5diag(σˆ2x, σˆ
2
y) 3.23 3.24
1/n
H = h2I
Minnotte, Marchette and Wegman [88]
n k, k < n
Minnotte, Marchette and Wegman [88] k = n1/2
3.25 3.26 3.27 3.28 3.29 3.4 Quadrimodal 1000
k = 0.5n1/2, n1/2, 3n1/2, 10n1/2, n
32
3.25: k = 0.5n1/2 3.26: k = n1/2
3.27: k = 3n1/2 3.28: k = 10n1/2
3.29: k = n
33
k = n1/2 3.29 3.25 3.26
k = n1/2
B = n1/2
3.30 3.31 3.32 3.33 0.5n1/2, 3n1/2, 10n1/2, n
k = n1/2
3.30: B = 0.5n1/2 3.31: B = 3n1/2
3.32: B = 10n1/2 3.33: B = n
3.3.2 Wand and Jones [144]
3.413 Wand and Jones [144] 6
(B,E,G, I,K,L) n = 1000
13 N(µx, µy, σ
2
x, σ
2
y, ρxy)
34
3.4: Wand and Jones [144]
B Correlated N(0, 0, 1, 1, 710)
E Bimodal I 12N(−1, 0, (23)2, (23)2, 0) + 12N(1, 0, (23)2, (23)2, 0)
G Bimodal III 12N(−1, 1, (23)2, (23)2, 35) + 12N(1,−1, (23)2, (23)2, 35)
I Trimodal I 920N(−65 , 65 , (23)2, (35)2, 310) + 920N(65 ,−65 , (23)2, (35)2,−35) + 110N(0, 0, (14)2, (14)2, 15)
K Trimodal III 37N(−1, 0, (35)2, ( 710)2, 35) + 37N(1, 2
√
3
3 , (
3
5)
2, ( 710)
2, 0) + 17N(1,−2
√
3
3 , (
3
5)
2, ( 710)
2, 0)
L Quadrimodal 18N(−1, 1, (23)2, (23)2, 25) + 38N(−1,−1, (23)2, (23)2, 25) + 18N(1,−1, (23)2, (23)2,− 710)
+18N(1, 1, (
2
3)
2, (23)
2,−12)
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Wand and Jones [144] L ( 3.44)
n = 1000 3.45 50 ( 3.46) 100 ( 3.47) 200 ( 3.48)
500 ( 3.49)
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3.3
Wand and Jones [144]
17 3.4
3.4
3.6
18
X1, X2, . . . , Xn, Xi ∈ Rd F (x) d F (x)
f(x) x1, x2, . . . , xn, xi ∈ Rd d fˆH(x)
fˆH(x) = n−1
n∑
i=1
KH(x−Xi), x ∈ Rd (3.1)
KH(x) = |H|−1/2K(H−1/2x) (3.2)
K(x) H d
∫
Rd
K(x)dx = 1,
∫
Rd
xK(x)dx = 0,
∫
Rd
xxTK(x)dx =µ2Id (3.3)
µ2(K) =
∫
Rd
x2iK(x)dx (3.4)
i H
d× d Id d
κ(x) K(x) Kp(x)
Ks(x)
Kp(x) =
d∏
i=1
κ(xi) (3.5)
Ks(x) =κ{(x′x)1/2}/
∫
Rd
κ{(x′x)1/2}dx (3.6)
17 6
18 Wand and Jones [145]
46
3H = h2Id (3.7)
H = diag(h21, . . . , h
2
d) (3.8)
H = h2F (3.9)
F
47
44.1
19
FN (t)
Woodruff [150] Sedransk and
Sedransk [116] Woodruff [150]
Sedransk and Sedransk [116]
Sedransk and Sedransk [116]
U = {1, 2, . . . , N} s r
n i Yi xi
i pii xi, i = 1, . . . , N
t, t ∈ R FN (t)
FN (t) =
1
N
N∑
i=1
I(Yi ≤ t), t ∈ R (4.1)
I(·) FN (t)
FN (t) =
1
N
[∑
i∈s
I(Yi ≤ t) +
∑
i∈r
I(Yi ≤ t)
]
(4.2)
=
1
N
[nFs(t) + (N − n)Fr(t)] (4.3)
Fs =
∑
i∈s I(Yi ≤ t)/n, Fr =
∑
i∈r I(Yi ≤ t)/(N − n) Fs
Fr(t) FN (t)
Yi xi
Yi = β0 + β1xi + ²i, i ∈ U (4.4)
β0, β1 ²i E(²i) = 0, V (²i) = σ2
(4.4) Yi xi
Yi = m(xi) + ²i, i ∈ U (4.5)
19Cochran [26] Sa¨rndal, Swensson, and Wretman [111]
48
m(x) 2 Yi
xi Yi I(Yi ≤ t) xi
E(I(Yi ≤ t)) = P (Yi ≤ t) = H(xi) (4.6)
H(x)
Chambers and
Dunstan [17] model-based FˆCD Chambers and Dunstan [17]
(4.4)
Fˆn(t)
Rao et al. [99]
Rao, Kovar, and Mantel [99] design-based Rao, Kovar, and
Mantel [99] FˆRKM (4.4) design-unbiased
model-unbiased Chambers, Dorfman, and Hall [15] FˆCD FˆRKM
Dorfman [29]
design-based
Silva and Skinner [120] post-stratified
(4.6) Kuo [76]
FˆKUO Kuo [76]
20 Yi xi (4.5)
Dorfman and Hall [31] Chambers and Dunstan [17] FˆNCD
Rao, et al. [99] FˆNRKM design-based Kuo [76] FˆDCK
Kuk [71] FˆKUK Chambers, Dorfman, and Wehrly [16] FˆCDW Wang and
Dorfman [147] FˆCD FˆRKM FˆWD
model-based model-unbiased
20Breidt and Opsomer [12]
49
xKuk [71]
21
Chambers [14] Welsh and Ronchetti [148]
Kuk and Welsh [74]
61 3
1048
1048 20 2 3 500
21Wand and Jones [145]
50
[131] [64]
[64]
4.2
4.3 4.4
4.2
FˆCD(Chambers and Dunstan [17] ) FˆRKM (Rao, Kovar, and Mantel [99] ) FˆWD(Wang and Dorfman [147] )
FˆKUO(Kuo [76] ) FˆKUK(Kuk [71] ) FˆNCD, FˆNRKM , FˆDCK(Dorfman and Hall [31] ) FˆCDW (Chambers,
Dorfman, and Wehrly [16] ) Fˆn
4.2.1
α qα α = 0.5 q0.5
relative mean error (RME) relative root mean squared error (RRMSE) qα
RME
RME(qα) =
1
BF (qα)
B∑
b=1
[Fˆ b(qα)− F (qα)] (4.7)
B Q qα Fˆ
b(qα) b
qα RRMSE
RRMSE(qα) =
1
F (qα)
√√√√ 1
B
B∑
b=1
[Fˆ b(qα)− F (qα)]2 (4.8)
average root mean squared error (AVRMSE) maximum absolute devi-
ation (MAD) mean integrated squared error (MISE)
AV RMSE(Fˆ (t)) =
√√√√ 1
QB
∑
α
B∑
b=1
[Fˆ b(qα)− F (qα)]2 (4.9)
MAD(s) = max
α
|Fˆ s(qα)− F (qα)| (4.10)
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4.2.2
2 Wang and Dorfman
[147] I 4.1 4.2 4.3 4.4
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4.2: (I)
0 5 10 15 20 25
0
2
4
6
8
10
12
14
16
18
x
y
4.3: (II)
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4.4: (II)
(I) (4.4) β0 = 1, β1 = 1, ²i ∼ N(0, 0.6), xi ∼ Lognormal(0, 1)
N = 1000
(II) Yi = 1+5 ln(xi+1)+ ²i N = 1000 ²i, xi (I)
(I) (II) 4.1
(I) (II) 1000 n 50, 100, 200
RME RRMSE MISE AVRMSE 4.2 4.3
FˆCDW
hnr = 1.06σˆxn−1/5 σˆ2x x
52
4.1:
(I) (II)
xi yi xi yi
1.56 2.56 1.73 5.18
0.96 2.07 1.10 4.78
1.87 1.95 2.07 2.66
3.49 3.82 4.28 7.09
3.94 3.34 3.59 1.02
30.97 24.79 21.52 4.19
23.91 24.35 21.05 17.30
0.03 0.00 0.04 0.67
23.89 24.35 21.01 16.63
0.95 0.89
4.2.3
4.2 (I) (4.4) α = 0.10
α = 0.90 RRMSE FˆKUK α = 0.10 α = 0.90
RRMSE FˆKUK
(II)
Fˆn FˆRKM design-based RME FˆCD model-based
AVRMSE n = 50 FˆCD FˆWD RRMSE
FˆRKM FˆCDW FˆNRKM FˆDCK FˆNCD AVRMSE model-based
n = 50 FˆCD AVRMSE Fˆn 50% FˆRKM
28% n = 50 n = 200 AVRMSE FˆCD
AVRMSE 50% FˆRKM 55% MISE FˆCD FˆRKM
(II) (4.4) 4.3 FˆNCD FˆCD Fˆn FˆWD
AVRMSE FˆCD AVRMSE FˆRKM n = 50 57% n = 100
113% n = 200 188%
MISE n = 50 n = 200 FˆCD 27%
FˆRKM 78% FˆCDW 75% FˆKUO 78% FˆDCK 82% Dorfman
and Hall [31] FˆCD O(c)
FˆRKM O(n−1/2) FˆCDW FˆKUO FˆDCK O(h2) + o((nh)−1)
FˆCD FˆRKM
O(n−1/2)
MAD 4.5 (I) MAD FˆCD FˆWD FˆNCD
MAD Fˆn FˆKUO FˆKUK FˆRKM FˆCDW FˆNRKM MAD
FˆKUO FˆDCK MAD n = 50
n = 200 FˆFUO FˆDCK FˆCDW
(II) Fˆn FˆCD FˆWD FˆNCD MAD FˆRKM FˆDCK FˆNRKM
50 200 4.3
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4.2: : (I)
n α 0.10 0.25 0.50 0.75 0.90 AVRMSE MISE
qα 0.96 1.42 2.07 3.09 4.65
50 Fˆn RME 28 -4 -9 2 -6 560 626
RRMSE 4057 2453 1366 769 451
FˆCD RME 329 -97 -116 46 -14 278 155
RRMSE 2675 1480 682 213 87
FˆRKM RME 71 37 14 9 1 403 324
RRMSE 3758 2080 973 421 220
FˆKUO RME 83 229 333 326 3 138 489 477
RRMSE 4016 2389 1216 564 276
FˆWD RME 306 -87 -110 45 -13 280 156
RRMSE 2693 1495 683 213 93
FˆKUK RME 14376 3445 -382 -856 -32 802 1287
RRMSE 15019 3713 682 1008 522
FˆCDW RME 100 78 60 33 -11 418 349
RRMSE 3777 2186 1023 419 201
FˆNCD RME -2355 -1820 -841 93 81 497 495
RRMSE 3666 2532 1350 430 172
FˆNRKM RME 35 -3 -15 2 -15 436 380
RRMSE 3872 2213 1073 456 247
FˆDCK RME 45 11 -1 -2 -18 443 392
RRMSE 3921 2247 1088 462 260
100 Fˆn RME 17 19 37 23 -9 381 291
RRMSE 2838 1631 930 547 325
FˆCD RME 331 -104 -133 38 -14 191 73
RRMSE 1771 958 476 150 61
FˆRKM RME 4 -3 10 7 -11 271 147
RRMSE 2672 1366 651 296 152
FˆKUO RME 23 199 326 290 91 336 226
RRMSE 2794 1536 832 432 183
FˆWD RME 300 -96 -126 38 -13 191 73
RRMSE 1801 968 476 150 64
FˆKUK RME 13222 3178 -348 -716 -225 699 976
RRMSE 13599 3329 529 805 317
FˆCDW RME 15 40 52 19 -20 280 156
RRMSE 2674 1411 692 286 144
FˆNCD RME -2380 -1709 -619 210 74 375 281
RRMSE 3087 2080 941 330 130
FˆNRKM RME -2 -15 16 12 -12 288 166
RRMSE 2726 1436 703 321 162
FˆDCK RME 5 0 20 11 -14 292 171
RRMSE 2737 1449 714 327 170
200 Fˆn RME 66 -6 24 20 -1 248 123
RRMSE 1887 1083 621 362 205
FˆCD RME 361 -82 -123 30 -14 137 38
RRMSE 1261 684 348 109 44
FˆRKM RME 46 -18 10 8 -6 182 66
RRMSE 1756 942 456 203 100
FˆKUO RME 53 152 271 229 66 225 101
RRMSE 1845 1026 579 313 121
FˆWD RME 332 -77 -116 30 -13 137 38
RRMSE 1277 695 348 109 46
FˆKUK RME 11921 2851 -334 -589 -142 598 714
RRMSE 12130 2937 438 636 182
FˆCDW RME 61 27 43 14 -12 186 69
RRMSE 1769 967 477 195 96
FˆNCD RME -2099 -1458 -403 223 56 278 154
RRMSE 2482 1677 617 270 91
FˆNRKM RME 56 -21 11 9 -5 188 71
RRMSE 1802 961 476 211 105
FˆDCK RME 55 -17 12 9 -6 190 72
RRMSE 1809 968 484 214 108
( )RME,RRMSE,AVRMSE,MISE ×104
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4.3: : (II)
n α 0.10 0.25 0.50 0.75 0.90 AVRMSE MISE
qα 2.19 3.08 4.78 6.56 8.76
50 Fˆn RME 4 -7 29 9 11 562 633
RRMSE 1857 1098 597 366 241
FˆCD RME -2108 -1541 233 340 126 570 650
RRMSE 2225 1658 427 364 171
FˆRKM RME -66 -72 11 9 8 362 262
RRMSE 1631 838 343 201 136
FˆKUO RME -333 -131 146 178 93 462 426
RRMSE 1703 984 486 283 158
FˆWD RME -1897 -1385 226 334 120 539 582
RRMSE 2047 1512 419 359 164
FˆKUK RME 2781 398 119 -79 -15 453 410
RRMSE 3250 814 346 227 133
FˆCDW RME -830 -461 -1 112 42 455 414
RRMSE 1795 1024 461 257 151
FˆNCD RME -2342 -1721 29 279 118 611 748
RRMSE 2487 1843 449 311 146
FˆNRKM RME -3 -34 17 -1 -1 385 297
RRMSE 1707 903 373 204 137
FˆDCK RME -11 -19 17 -3 -1 398 316
RRMSE 1711 900 396 216 146
100 Fˆn RME -52 -34 -25 -15 -7 391 305
RRMSE 1252 765 421 260 169
FˆCD RME –2107 -1622 131 343 150 543 590
RRMSE 2165 1676 313 353 168
FˆRKM RME -70 -44 -12 1 0 255 130
RRMSE 1111 597 239 139 93
FˆKUO RME -364 -138 105 156 64 324 210
RRMSE 1175 684 324 210 103
FˆWD RME –1892 -1445 126 339 139 507 514
RRMSE 1967 1505 305 349 157
FˆKUK RME 2351 263 113 -50 3 345 239
RRMSE 2610 562 263 153 71
FˆCDW RME -760 -438 -9 120 42 324 210
RRMSE 1271 759 309 187 100
FˆNCD RME –2385 -1743 120 285 88 562 632
RRMSE 2449 1802 339 300 105
FˆNRKM RME -42 -31 -8 -4 -4 257 132
RRMSE 1144 622 239 134 85
FˆDCK RME -38 -17 -11 -5 -5 264 140
RRMSE 1139 614 261 140 88
200 Fˆn RME 3 1 -1 1 -0 260 136
RRMSE 90 90 66 40 21
FˆCD RME -195 -259 24 78 28 486 472
RRMSE 199 264 51 79 30
FˆRKM RME 2 -1 -2 1 0 169 57
RRMSE 80 71 38 22 11
FˆKUO RME -30 -20 24 31 9 218 95
RRMSE 84 78 52 38 13
FˆWD RME -175 -229 23 77 26 449 403
RRMSE 180 235 50 78 27
FˆKUK RME 203 29 35 1 5 260 135
RRMSE 216 64 51 21 9
FˆCDW RME -66 -67 4 27 7 227 103
RRMSE 97 98 47 34 12
FˆNCD RME -226 -274 61 58 11 486 472
RRMSE 230 280 73 60 13
FˆNRKM RME 3 0 -1 -0 -1 163 53
RRMSE 82 71 36 20 10
FˆDCK RME 3 1 -2 -0 -0 168 56
RRMSE 80 70 39 21 10
( )RME,RRMSE,AVRMSE,MISE ×104
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FˆKUO FˆCDK (I) (II)
FˆRKM FˆCDW
4.2.4
Royall and Cumberland [106]
α = 0.50 n = 200 1000
x¯s 50 20
50 RME
4.6 4.7
(I) (II) Fˆn
FˆKUK (I) (II)
FˆNCD FˆKUK x¯s
(I) FˆCD FˆWD FˆRKM FˆNRKM FˆDCK
(II) FˆCD FˆWD FˆKUO FˆNCD
FˆRKM FˆCDW FˆNRKM FˆDCK
4.3
Wu and Sitter [153] FˆCD, FˆRKM
FˆCD, FˆRKM
4.3.1
Delete-1 FCD(t)
vjCD
vjCD =
(n− 1)
n
n∑
i=1
(F ∗CD,i − F¯CD)2 (4.11)
F ∗CD,i(t) =
n
N
1
n− 1
∑
i∈si
I(Yi ≤ t) + 1
n− 1
∑
j∈r
Gˆ(t− βˆ0 − βˆ1xj) (4.12)
βˆ0, βˆ1 s i si (4.4) F¯CD = 1n
∑n
i=1 F
∗
CD,i
vjCD, vjRKM , vjKUO design-based
4.3.2
α qα, α = 0.1, 0.5, 0.9
(RB%) instability (INST) (EC%) instability
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4.5: MAD
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4.6: RME (I)
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4.7: RME (II)
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RB%(v) =100× v¯ −MSE
MSE
(4.13)
INST (v) =
sv
MSE
(4.14)
v¯ = B−1
∑B
b=1 vb, s
2
v = B
−1∑B
b=1(vb −MSE)2,MSE =
∑B′
b=1(Fˆb(t) − F (t))2/B′ MSE
B′
4.3.3
Wu and Sitter [153] model-based design-
based
model-based N n
B
design-based N n
B
(4.4) β0 = 1, β1 = 1, ²i ∼ N(0, 0.6), xi ∼ Lognormal(2, 0.25)
N = 1000 n = 50, 100, 150 design-based
4.4
4.8 4.9 MSE
10000 1000 qα
90%
α
4.4:
(III)
xi yi
7.73 8.69
7.50 8.44
2.02 2.12
4.08 4.48
0.77 0.69
3.90 3.76
16.46 17.34
3.43 4.04
13.30 13.03
0.94
4.3.4
4.5 4.6 design-based 50
n/N = 0.05
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4.8: (III)
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4.9: (III)
vjn 10% 50% 90% vjRKM vjCD
50% vjNRKM vjDCK vCDW
90% INST 10% vjKUO
50% 90% vjn
90% 4.8 90%
10% 50% vjCD, vjRKM INST
10% vjCD, vjRKM , vjWD, vjNRKM , vjDCK , vjCDW
0.90 50% 90% vjn, vjCD, vjRKM , vjWD 0.90
100 150 100
vjn, vjRKM , vjNRKM , vjDCK design-based
design-based 90% INST vjKUO 50%
100 vjCD, vjKUO
model-based 50 INST
150 100 vjn, vjRKM
design-based INST
model-based
vjCD 50%
model-based design-based vjCD
model-based design-based model-based
vjCD 10% 90%
vjRKM , vjNRKM design-based design-based
model-based model-based
vjKUO 10% 50% 0.90
vjKUO
0.90
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4.5: (n = 50, 100)
N = 1000 design-based model-based
n α 0.1 0.5 0.9 0.1 0.5 0.9
50 vjn RB% -1.70 -1.82 2.50 0.72 0.11 -2.22
INST 0.367 0.031 0.355 0.377 0.026 0.371
EC% 86.8 90.7 89.4 86.7 89.4 86.4
vjCD RB% 11.03 -5.57 8.79 -1.58 -3.87 1.18
INST 0.429 0.196 0.547 0.333 0.222 0.506
EC% 89.2 89.8 90.4 87.6 87.9 85.9
vjRKM RB% 4.86 3.71 6.75 6.72 -0.73 2.25
INST 0.399 0.286 0.521 0.407 0.256 0.525
EC% 88.7 90.7 90.7 88.6 88.3 85.6
vjKUO RB% -15.49 11.97 -7.98 -10.92 9.06 -8.85
INST 0.316 0.211 0.462 0.335 0.200 0.500
EC% 81.8 92.5 88.2 82.4 91.1 83.2
vjWD RB% 10.79 -6.99 6.90 1.18 -5.08 2.00
INST 0.436 0.204 0.543 0.354 0.228 0.521
EC% 89.7 89.7 90.1 87.8 87.5 86.4
vjNRKM RB% 7.28 7.33 26.97 9.13 3.46 22.73
INST 0.335 0.255 0.803 0.360 0.227 0.771
EC% 89.3 92.0 91.0 89.3 90.0 88.4
vjDCK RB% 5.36 2.45 24.00 6.64 -1.17 22.79
INST 0.334 0.224 0.894 0.344 0.218 0.948
EC% 89.8 91.3 90.8 89.7 89.4 88.7
vjCDW RB% 13.81 13.26 22.32 15.75 7.90 17.71
INST 0.511 0.327 0.736 0.521 0.290 0.731
EC% 89.40 91.60 91.10 88.50 90.10 86.40
vjCDWC RB% 8.12 7.60 16.20 9.97 2.50 11.82
INST 0.474 0.294 0.686 0.483 0.266 0.684
EC% 88.5 90.7 90.7 87.7 89.5 85.4
100 vjn RB% -1.47 -1.29 1.63 0.14 0.19 0.94
INST 0.259 0.019 0.265 0.239 0.012 0.248
EC% 85.5 87.4 85.8 88.5 89.2 87.8
vjCD RB% 10.23 -6.92 11.18 1.95 1.99 -0.07
INST 0.290 0.139 0.349 0.247 0.157 0.330
EC% 91.1 88.2 90.1 88.6 88.0 87.5
vjRKM RB% 1.16 1.71 0.25 3.84 5.76 3.80
INST 0.265 0.182 0.366 0.270 0.203 0.369
EC% 88.5 87.8 89.4 90.1 89.7 88.9
vjKUO RB% -19.742 19.74 -10.30 -12.50 21.91 -10.42
INST 0.270 0.237 0.307 0.232 0.265 0.321
EC% 81.3 90.6 87.3 86.7 91.5 86.2
vjWD RB% 9.56 -12.60 1.87 4.31 -3.48 -1.28
INST 0.296 0.178 0.343 0.264 0.166 0.362
EC% 90.8 86.7 88.9 88.5 87.0 87.2
vjNRKM RB% 7.30 7.85 12.58 9.34 10.13 13.17
INST 0.244 0.181 0.417 0.248 0.200 0.402
EC% 87.7 88.4 90.6 91.0 90.7 90.6
vjDCK RB% 5.67 6.05 12.25 7.00 8.36 11.00
INST 0.239 0.166 0.474 0.235 0.184 0.462
EC% 87.9 89.1 90.6 91.1 90.0 90.6
vjCDW RB% 15.58 16.86 20.48 18.10 20.90 21.63
INST 0.370 0.260 0.579 0.373 0.298 0.529
EC% 89.60 90.20 91.00 91.00 92.00 90.40
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4.6: (n = 150)
N = 1000 design-based model-based
n α 0.1 0.5 0.9 0.1 0.5 0.9
150 vjn RB% -1.40 0.17 1.15 3.76 1.93 1.69
INST 0.204 0.008 0.205 0.211 0.021 0.203
EC% 86.9 89.9 88.8 88.2 91.5 88.7
vjCD RB% 20.75 -6.39 24.24 2.87 4.34 3.08
INST 0.311 0.106 0.353 0.205 0.135 0.251
EC% 92.7 88.2 92.5 87.7 88.1 92.5
vjRKM RB% -0.47 0.92 1.99 4.50 1.44 0.57
INST 0.208 0.143 0.279 0.230 0.151 0.291
EC% 89.1 89.2 89.0 90.6 89.6 89.2
vjKUO RB% -20.40 29.95 -4.83 -10.14 29.64 -3.67
INST 0.248 0.318 0.217 0.191 0.323 0.238
EC% 81.5 94.0 87.0 83.1 92.7 86.3
vjWD RB% 15.67 -18.31 4.07 4.38 -7.88 -4.47
INST 0.284 0.205 0.268 0.225 0.157 0.291
EC% 91.9 85.9 88.1 89.0 86.0 90.6
vjNRKM RB% 7.16 8.92 13.26 12.55 8.87 12.68
INST 0.203 0.151 0.312 0.233 0.164 0.318
EC% 91.0 90.6 90.1 89.6 90.1 91.2
vjDCK RB% 5.69 8.72 14.97 11.64 8.66 13.28
INST 0.192 0.145 0.344 0.223 0.158 0.333
EC% 90.2 91.0 89.8 90.5 90.6 91.1
vjCDW RB% 21.12 24.51 29.69 25.76 24.54 27.48
INST 0.340 0.290 0.476 0.381 0.301 0.473
EC% 92.0 92.8 92.6 92.0 91.9 93.0
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4.3.5
4.10 4.17 4.10 50 model-
based 10% vjn, vjKUO vjCD,
vjRKM , vjWD, vjNRKM , vjDCK 0.90 vjCDW
50% ( 4.11) vjn x¯s x¯s
x¯s
0.90 vjRKM , vjCD, vjNRKM vjCDW vjWD
90% ( 4.12) vjn 0.90
90% 50%
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4.13 4.15 design-based 10% model-based
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model-based design-based
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4.10: 10% (model-based, n = 50)
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4.11: 50% (model-based, n = 50)
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Conditional Empirical Coverage: 90 percentile
7 7.5 8 8.5
0.4
0.5
0.6
0.7
0.8
0.9
1
Group mean of x
naive
CD
RKM
KUO
WD
naive
NRKM
DCK
CDW
4.12: 90% (model-based, n = 50)
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4.13: 10% (design-based, n = 50)
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4.14: 50% (design-based, n = 50)
65
7 7.5 8 8.5
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
Group mean of x
E
m
p
i
r
i
c
a
l
 
C
o
v
e
r
a
g
e
Conditional Empirical Coverage: 90 percentile
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4.15: 90% (design-based, n = 50)
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4.16: 50% (model-based, n = 150)
66
7.4 7.6 7.8 8 8.2
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
Group mean of x
E
m
p
i
r
i
c
a
l
 
C
o
v
e
r
a
g
e
Conditional Empirical Coverage: 50 percentile
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4.17: 50% (design-based, n = 150)
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4.18: 10% F (x) (design-based, n = 50)
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4.19: 50% F (x) (design-based, n = 50)
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4.20: 90% F (x) (design-based, n = 50)
68
7.4 7.6 7.8 8 8.2
-0.5
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0.5
Group mean of x
7.4 7.6 7.8 8 8.2
-0.5
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0.5
Group mean of x
naive
CD
RKM
KUO
WD
naive
NRKM
DCK
CDW
4.21: 50% F (x) (design-based, n = 150)
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4.22: 50% F (x) (model-based, n = 50)
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α +1 −1
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vjRKM , vjDCK , vjCDW 0
α
50% ( 4.19) vjn 7.5 α
8.0 α 7.5
8.0 vjKUO
vjRKM vjCDW
90% ( 4.20) vjn 10% vjKUO 10%
α vjCD, vjWD α
vjRKM vjCDW 0
4.21 150 50%
100
4.22 model-based model-based vjCD vjWD
0 design-based
design-based design-based
10% 90%
4.4
AVRMSE
MISE RME RRMSE
Fˆn MISE AVRMSE
RME
FˆCD RME
FˆCD FˆNCD FˆCD
RME
FˆRKM (I) (II) (II)
n = 50 FˆDCK
FˆNRKM FˆCDW FˆNRKM FˆDCK FˆRKM
FˆNRKM FˆDCK
(II) n = 200 FˆWD
w 0.9 FˆCD FˆKUO
(4.6) FˆDCK
FˆCD
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FˆRKM FˆCDW
FˆNRKM FˆDCK FˆRKM FˆCDW
FˆKUK
22
FˆKUK
8
design-based model-based
INST design-based
model-based
model-based design-based
Fˆn vjn
vjKUO
vjRKM design-based
FˆCD model-based
vjDCK , vjNRKM design-based
90%
model-based vjCD vjCD vjWD
model-based design-based
90% 4.3
90%
vjDCK , vjNRKM
vjCD, vjRKM
(normal scale rule)hnr
22Kuk [71] , Silva and Skinner [120]
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4.5
4.5.1 Horvitz-Thompson
Fˆn(t) =
1
n
∑
i∈s
I(Yi ≤ t) (4.15)
design-based Horvitz-Thompson
Fˆpi(t) =
∑
i∈s pi
−1
i I(Yi ≤ t)∑
i∈s pi
−1
i
(4.16)
Fˆpi Fˆn(t)
4.5.2 Chambers and Dunstan [17]
Chambers and Dunstan [17] (4.4)
FˆCD(t) =
1
N
∑
i∈s
I(Yi ≤ t) +
∑
j∈r
Gˆ(t− βˆ0 − βˆ1xj)
 (4.17)
βˆ0, βˆ1 (4.4)
Gˆ(u) =
1
n
∑
i∈s
I(²ˆi ≤ u) (4.18)
G(u) = Pr(² ≤ u) ²ˆi
4.5.3 Rao, Kovar, and Mantel [99]
Rao et al. [99] (4.4)
FˆRKM (t) =
1
N
∑
i∈s
pi−1i I(Yi ≤ t) +
N∑
j=1
Gˆ(t− βˆ0 − βˆ1xj)−
∑
i∈s
pi−1i Gˆ(t− βˆ0 − βˆ1xi)
 (4.19)
=
1
N
∑
i∈s
pi−1i I(Yi ≤ t) +
N∑
j=1
Hˆ(xj)−
∑
i∈s
pi−1i Hˆ(xi)
 (4.20)
Hˆ(xi) = Gˆ(t− βˆ0 − βˆ1xi)
FˆRKM (t) =
1
N
∑
i∈s
I(Yi ≤ t) +
∑
j∈r
Hˆ(xj) +
N − n
n
∑
i∈s
[I(Yi ≤ t)− Hˆ(xi)]
 (4.21)
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4.5.4 Wang and Dorfman [147]
Wang and Dorfman [147] FˆCD FˆRKM
FˆWD(t) =
1
N
∑
i∈s
I(Yi ≤ t) + (1− w)
(
1
n
− 1
N
)∑
i∈s
[I(Yi ≤ t)− Hˆ(xi)] + 1
N
∑
j∈r
Hˆ(xj) (4.22)
= wFˆCD(t) + (1− w)FˆRKM (t) (4.23)
w t, Yi, xi [0, 1] w t MSE
23 Wang and Dorfman [147]
FˆWD FˆCD FˆRKM
4.5.5 Kuo [76]
Kuo [76] (4.6)
FˆKUO(t) =
1
N
∑
i∈s
I(Yi ≤ t) +
(
1− n
N
)∑
j∈r
∑
i∈s
wij
N − nI(Yi ≤ t) (4.24)
wij Kuo [76] 3
wij =
I(|xj − xi| < δ)∑
i∈s I(|xj − xi| < δ)
(4.25)
wij =
K((xj − xi)/h)∑
i∈sK((xj − xi)/h)
(4.26)
wij =
{
1/k, if xi, i = 1, . . . , n is one of the k nearest neighbors to xi
0, otherwise
(4.27)
δ K 24 h Kuo [76]
hnr = 1.06σˆxn−1/5 σˆx
4.5.6 Kuk [71]
Kuk [71]
FˆKUK(t) = N−1
∑
j∈U
∑
i∈s l((xj − xi)/h)L((t− yi)/h)/pii∑
i∈s l((xj − xi)/h)/pii
(4.28)
l L l Kuk [71]
l(u) = eu/(1 + eu)2 (4.29)
L(u) = eu/(1 + eu) (4.30)
23w Wang and Dorfman [147] , pp.641-644
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FˆKUK(t) = N−1
∑
j∈U
∑
i∈s l((xj − xi)/h)L((t− yi)/h)∑
i∈s l((xj − xi)/h)
(4.31)
4.5.7 Dorfman and Hall [31]
Dorfman and Hall [31] Chambers and Dunstan [17] Rao et al. [99] (4.5)
m(x) m(x)
25 Chambers
and Dunstan FˆNCD Rao et al. FˆNRKM
FˆNCD(t) = N−1
∑
i∈s
I(Yi ≤ t) +
∑
j∈r
Gˆ(t− mˆ(xj))
 (4.32)
FˆNRKM (t) = Fˆn(t) +N−1
∑
j∈r
Gˆ(t− mˆ(xj))− (n−1 −N−1)
∑
i∈s
Gˆ(t− mˆi(xi)) (4.33)
mˆ(u) =
[∑
i∈s
YiK((u− xi)/h)
][∑
i∈s
K((u− xi)/h)
]−1
(4.34)
mˆj(u) =
 ∑
i∈s,i6=j
YiK((u− xi)/h)
 ∑
i∈s,i6=j
K((u− xi)/h)
−1 (4.35)
²ˆi = Yi − mˆi(xi) (4.36)
(4.37)
Dorfman and Hall [31] Kuo [76] (4.6) design-adjusted Kuo FˆDCK
FˆDCK(t) = Fˆn(t) +N−1
∑
j∈r
Hˆ(xj)− (n−1 −N−1)
∑
i∈s
Hˆi(xi) (4.38)
Hˆ(xj) =
∑
i∈s
wijI(Yi ≤ t) (4.39)
Hˆi(xi) =
∑
k∈s,k 6=i
w′ijI(Yk ≤ t) (4.40)
w′ij =
K((xj − xi)/h)∑
k∈s,k 6=jK((xj − xk)/h)
(4.41)
wij (4.26)
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4.5.8 Chambers, Dorfman, and Wehrly [16]
Chambers, Dorfman, and Wehrly [16]
(4.4) Nonparametric Calibration
FˆCDW (t) = N−1
∑
i∈s
I(Yi ≤ t) +
∑
j∈r
Gˆ(t− βˆ0 − βˆ1xj) +
∑
j∈r
∑
i∈s
wij
[
I(Yi ≤ t)− Gˆ(t− βˆ0 − βˆ1xi)
]
(4.42)
wij (4.26) (4.42) 3 0
model-based (4.17)
(4.17)
3 0 FˆCDW
pi−1i − 1 FˆRKM FˆRKM FˆRKM
i FˆCDW
(Valliant, Dorfman and Royall [143] )
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3 p
4
FˆCD
FˆRKM , FˆCDW
FˆNRKM , FˆCDW , FˆDCK FˆCD, FˆRKM
FˆCD, FˆRKM
FˆCD, FˆRKM , FˆNRKM , FˆDCK
vjCD, vjRKM
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