Abstract-The periodogram (FFT processing) is used for routine analysis of HF radar backscatter from the ocean. In this paper we propose the application of the modified covariance method. This is a modern spectral method which estimates the coefficients of an autoregressive (AR) model. We will compare these two different techniques and evaluate their respective performances with a Monte Carlo simulation study.
I. INTRODUCTION
Research at Sheffield University is concerned with the use of HF radar as a remote sensing tool to measure the ocean wave directional spectrum. HF radar systems measure the radar backscatter from the ocean surface and wave measurements are obtained from the resultant Doppler spectrum. We are interested in the spectral analysis of the time series of backscatter at a particular position. FFT processing is used for routine analysis and imposes time and frequency resolution constraints which are not necessarily compatible with the oceanographic phenomena being measured.
Due to the random nature of the ocean surface, a certain amount of averaging of the FFT, which produces the Doppler spectrum, is necessary to obtain stable estimates. OSCR, a short-range, high-resolution HF radar system, collects data for just five minutes over a twenty-minute cycle. At present, three separate five-minute data sets have to be averaged in order to obtain measurements representing an hourly average. Since these data sets have been collected from coastal regions, they may be subject to variations on time scales of less than one hour thus leading to some uncertainty in the interpretation of the data.
The data is contained in files. Each file contains three segments of 896 samples corresponding roughly to one hour. These are used to produce the periodogram (classical spectral estimate). This periodogram has two peaks which represent first-order effects (see label A in Figure 1 ). When there is no surface current, the peaks are located at frequencies f fb , with fb = d2gk, ( k , being the radio wavenumber and g the earth's gravity). In the presence of a surface current, the peaks are at frequencies f,, f f b , where f, is a frequency shift proportional to the magnitude of the current.
Determining this shift is the principle behind measuring the surface current. The relative amplitude (in dB) of the first order peaks provides an estimate for the wind direction. The second-order contribution (see label B in Fig. 1 ) is the continuum in the spectrum surrounding the first-order peaks. The amplitude of the maximum in the second order continuum relative to the larger peak is related to the wave height. The integral of the spectrum is useful for measuring both mean wave period, T , and significant wave height, H , , [ 11. Both the first-and second-order features must be present in the power spectrum density (PSD) estimate obtained by the modern spectral methods.
Modern spectral analysis methods can provide stable spectral estimates from short data sets. By increasing the temporal resolution in wave and current measurements, these methods allow the monitoring of rapidly varying oceanographic conditions. A model for the signal generation is constructed with a number of parameters that can be estimated from the observed data. From the model and the estimated parameters, the power density spectrum can finally be computed. Moreover, the fact that fast algorithms have been developed is an important consideration for real-time operation. Taking into account the particular shape of the Doppler spectrum given by the FFT processing (periodogram), the autoregressive model and the modiJied covariance method have been selected. The FFT and modiJied covariance methods are compared with each other using a Monte Carlo simulation study. Our approach consists of synthesising a signal whose power spectrum density function has similar characteristics to the observed signal.
SPECTRAL ESTIMATION
This section describes the two spectral estimation methods (the periodogram and the modZfied covariance method). In order to test the first order effect, we use the theoretical frequency difference where frcldar is the radar frequency.
The integral surrounding the first-order peaks is used to measure two important wave parameters: the significant waveheight H, and the mean period T . We use these two parameters to assess the second order part of the spectrum. 
A. The Periodogram
The periodogram consists of partitioning the data in each of the three 896-sample segments into overlapping subsegments and averaging the sample spectra of each segment. For the OSCR system, which provides files of 2688 samples, 12 segments, each of 512 samples, have been used. Figure 1 shows the periodogram of one OSCR file. The first-order frequency difference estimate is Af = 1.058756 Hz which is close to the theoretical value Aft = 1.060256 Hz.
B. Modified Covariance Method
From the range of modem spectral methods available, the modiJied covariance method has been chosen (Marple [2] ). This method is based on a least-squared linear prediction approach (Marple [3] ). It performs combined minimisation of the forward and backward errors in the predicted time-series and also produces estimates of the parameters of an autoregressive (AR) model.
1) Autoregressive Spectral Estimation
Let { x( I), . . . , x( N ) } be N consecutive samples of the time series of ocean backscatter at one range cell. This observed sequence is assumed to be the output from a pth-order AR model driven by a white noise process, u(n) . i.e. the current output sample, x ( n ) , is assumed to be a weighted sum of p past output samples plus a noise term:
where ak is the krh AR parameter of a pth-order AR process.
Our objective is to compute the AR power spectral estimate, f i A R ( f ) , once the AR parameters have been estimated by the modifed covariance method. This is given by
T ;
where T is the sample interval, is an estimate of the driving noise variance and i?,(n) are the AR parameter estimates. 
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2) Application
The crucial aspect of the modified covariance method is its ability to use short data sets. In this case, we are using datasets consisting of 896 samples i.e. one 5-minute segment Figure 2 shows the AR PSD estimate of the cell shown in fig.  1 , with N = 896 and p = 5 0 . The first-order frequency difference is the same as in the periodogram mentioned earlier (see fig. 1 ). By superimposing these two spectral estimates, the similarity is strong despite the fact that the AR PSD estimate is smoother.
MONTE CARLO COMPAFXSON
We are carrying out a Monte Carlo simulation study to estimate the variance in the spectral estimates. In future work these variances will be used to estimate the variance in wave parameters determined from the spectrum. The study consists of synthesising a signal whose spectral density function has similar characteristics to the observed signal.
A. Description
1) Simulated Signals.
Assuming we have a given PSD function S( f) , we multiply it by a , y random variable, then take the square root and finally apply an inverse Fourier-transform. The resulting signal x ( n ) is a zero-mean, second-order stationary, Gaussian signal, having the given PSD.
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The "true" S ( f ) is a periodogram which contains both the first-and second-order effects. The simulation model generates independent data time-series of 5 12 samples. Obviously, we cannot analyse these in the same way that measured OSCR data are analysed because overlapping is not possible. Because overlapped data sets have some correlation, we do not need as many averages using our independent sets as is required with OSCR and we estimate (based on Harris [4] ) that 9 are sufficient. The modzjied covariance method is computed with one realisation of 512 samples. We hope to show that the mod@ed covariance method provides more stable spectral estimates than the periodogram for the same number of samples and provides a variance that is comparable with the averaged periodogram.
) Error Measurements
The aim of the Monte Carlo simulation is to assess the performance of the different spectral methods. Since the true PSD function is known, it is straightforward to get the bias and variance. Figure 3 shows the different steps taken to obtain these parameters which describe the quality of the spectral estimates.
By definition, the bias is the deviation of the ensemble averaged spectral estimate from the true value: (4) where S ( f ) is the spectral density, $ ( f ) the estimate and E the expectation operator.
The variance measures the spread in the error and is given by The mean square error incorporates both the bias and the variance:
These parameters are functions of frequency. By integrating respectively the bias, the variance and the mean square error over the frequency domain, the integrated bias (IB), the integrated variance (IVAR) and the integrated mean square error (IMSE) can be obtained. These integrated parameters represent the global deviation. An alternative set of integrated parameters can be obtained by first taking the logarithm of the different PSD functions. These will be referred to as IBlog, IVARIog and IMSEiog. Given that the second-order effect is of greatest interest, the "true" spectrum and the different spectral estimates are scaled to the integral under the first-order peak (Wyatt [l] ), before calculating the error measurements.
Moreover, all these integrated parameters are calculated with an integration range which is a neighbourhood of the main peak but does not include the peak itself i.e. the range used for wave parameter estimation. 
B. Results
The results of the Monte Carlo simulation study show that the mod@ed covariance method is comparable to the periodogram. Table 1 shows an example of their performance (for various values of p ) when they are applied to the periodogram in fig. 1 . As it can be seen, the periodogram is better in terms of the given integrated parameters when 9 segments are averaged. However, when a single segment is used for the periodogram, all the AR PSD estimates are better in terms of the logarithmic parameters. For example, when p = 40, the IMSE is minimised for this method. The linear error estimates provide a less convincing argument for the AR method and fhrther work is required to understand these differences. Fig. 4 shows that the mean of the A R PSD estimate (for p = 40) is less than the true spectrum mean except in the neighbourhood of the two first order and the main second-order peaks, whereas the periodogram mean is close to the true spectrum mean almost everywhere. It is the amplitude of the second-order peaks that dominates the estimates of H, and T so this result is encouraging. 
IV. DISCUSSION
The statistical performances of the modified covariance method and the periodogram are being compared via a Monte Carlo study. The use of the modified covariance as an alternative method shows promise. Further work is needed to establish validity over a wide range of oceanographic conditions. In addition, the Monte Carlo method will be used to determine the most suitable value of p . The final step in this work is to determine the variance in the wave parameter estimates. 
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