Although the third-generation formulation of the ocean wave model describes the wave generation, dissipation and nonlinear interaction processes explicitly, many empirical parameters exist in the model which have to be determined experimentally. With the advance in oceanographic remote-sensing techniques, information on oceanic parameters including significant wave height (SWH) can be obtained daily by satellite altimeters. The assimilation of these data into the wave model provides a way of improving the hindcasting results. However, for wave forecasting, no altimeter data exist during the forecasting period, by definition. To improve the forecasting accuracy of the wave model, Artificial Neural Networks (ANN) are introduced to mimic the errors introduced by the wave model. This is achieved by training the ANN using the wave model output as input, and the results after data assimilation as the targeted output. The trained ANN is then used as a post-processor of the output from the wave model. The proposed method has been applied in wave simulation in the northwestern Pacific Ocean. The statistical interpolation method is used to assimilate the altimeter data into the wave model output and a back-propagation ANN is used to mimic the relation between the wave model outputs with or without data assimilation. The results show that an apparent improvement in the accuracy of forecasting can be obtained.
INTRODUCTION
The third-generation ocean wave model is widely used currently to hindcast and forecast wind generated waves. Group 1988) , SWAN (Booij et al. 1999 ) and WAVEWATCH (Tolman 1999) , as well as Li (1992) . In these models all the wave generation, dissipation and nonlinear interaction processes are described explicitly. However, due to our limitation in the understanding of the physics of the processes and the difficulties in expressing the processes in a simple way, many empirical parameters are introduced into the model which need to be determined experimentally. The results computed by these models are, on the whole, satisfactory, but they are sensitive to some of the model parameters, particularly the wind input.
Examples of this type of model include WAM (WAMDI
Further improvement of the modeling results is possible if measured data are available. With the advance in oceanographic remote-sensing techniques, information on oceanic states including significant wave height (SWH) can be obtained daily by satellite altimeters. The assimilation of these data into the output of the wave model provides a way of improving the hindcasting results.
A great deal of work has been done on data assimilation into numerical models. They can be classified into four categories as follows (Refsgard 1997 The main difference between method (b) and method (d) is that in method (b) the data assimilation process is integrated into the model and the solution procedure has to be modified, while in method (d) the data assimilation procedure and the solution procedure for the model are detached. In the assimilation of wave data into numerical models, method (d) is commonly employed, mainly because it is easily implemented. Komen (1985) applied a simple updating technique to assimilate the wave buoy data into a coupled hybrid wave model GONO (Janssen et al. 1984) in the prediction of swell propagation. Thomas (1988) developed a scheme to update the wave spectrum using the buoy data of SWH and wind speed. Following the JONSWAP spectral shape, the wave age is maintained by rescaling the energy and peak frequency of the wind -sea part of the spectrum using the wind speed. The swell part of the spectrum is scaled according to the energy only. Esteva (1988) proposed a scheme to adjust the wave spectrum by a constant scaling using the SEASAT SWH data. Bauer et al. (1992) performed a global assimilation of SEASAT SWH data into the WAM model. Similar to Esteva (1988) , a constant scaling is used for the adjustment. The difference is that the adjustment was carried out over a larger area, instead of just at the observation point. All these schemes produce an improvement in the model prediction results to certain extents. Lionello et al. (1992) used the technique of optimal interpolation to assimilate the SEASAT and GEOSAT SWH data into the WAM model. The wave spectrum is partitioned into wind -sea and swell. The wind -sea part of the spectrum is updated using JONSWAP relationships, which is similar to Thomas (1988) . The difference with the above schemes is that the swell part of the spectrum is updated with the amplitude and frequency changes such that the swell steepness is maintained. The advantages of this approach are that the dissipation and energy transfer within the swell spectrum are unchanged and the correction decay times are increased significantly.
Although data assimilation is effective to improve the model prediction results, it may not be effective in forecasting because during the forecasting period there will be no data available. The information of the data retained in the model will decay with time and the model results will be identical to those without data assimilation after a sufficiently long period of time. Under this situation it is highly desirable if the effect of data assimilation can be mimicked and introduced into the model during the forecasting period. An artificial neural network (ANN) is a kind of method which can be used for this purpose.
ANN is a kind of computing system that mimics a simplified model of the human brain by organizing neurons into a network. It is trained to give acceptable results based on past information. This method is very flexible and has been applied in a wide range of engineering problems, particularly in complex nonlinear dynamical systems. In the areas of ocean engineering and oceanography, Li (2000) and Tsai et al. (2002) applied ANN to correlate SWH at neighbouring stations. Deo & Kumar (2000) used ANN to interpolate wave heights at unknown points.
In the present work, ANN will be used to mimic the effect of data assimilation into a third-generation wave model. For the data assimilation component, the TOPEX/ Poseidon altimeter SWH data will be used and the statistical interpolation method will be employed. The model will be applied to forecast wind waves generated in the northwestern Pacific Ocean region. The performance of the model will then be evaluated.
WAVE MODEL
In the third-generation wave model the equation used for wave predictions represents the energy conservation of a wave component of frequency f and direction u measured from a reference axis (e.g. WAMDI Group 1988; Li 1992):
where F( f, u, x, y, t) is the spectral density, c g is the group velocity, s is the angular frequency, c is the phase velocity and d is the water depth. The source functions take account of several energy input and dissipation processes: wind input S in , nonlinear transfer S nl , white-capping dissipation S ds and bottom friction S bf .
Different numerical schemes have been adopted to solve the governing equation by different models. In this work, the numerical model of Li (1992) (Bender & Glowacki 1996) and in the SEASAT studies (Bauer et al. 1996) . Reasons for the inaccuracy in the prediction may be due to the inaccurate physics included in the model and/or under-prediction of surface wind speeds.
ASSIMILATION METHOD -STATISTICAL INTERPOLATION
The univariate two-dimensional Statistical Interpolation (SI) method (Gandin 1963 ) is commonly used in assimilating data into wave models. In this method, the analysed SWH at every grid point i, H i a , is expressed as a linear combination of the predicted value from the model, 
where s p is the model prediction root mean squares (RMS) error and W ij is the weight chosen to minimize the RMS error of the analysis. By assuming that the errors in the model are uncorrelated with the errors in the measurement, the weight is given by
where P is the error correlation matrix of the model prediction and O is the error correlation matrix of the observations.
The observation errors are assumed uncorrelated and are usually set to a constant value e:
The prediction error correlation matrix is difficult to specify.
It is plausible that the correlation scales will vary spatially and temporally. The commonly used approach is to assume the matrix has an isotropic exponential form (e.g. Lionello et al. 1992; Bender & Glowacki 1996; Greenslade 2001) :
where L is the correlation length scale and jx k 2 x j j is the distance between points k and j.
Adjustment of wave spectra
The output of the wave model at each grid point is the twodimensional (2D) wave spectrum, while the data used in assimilation is SWH which is proportional to the square root of the total wave energy. There is no unique way to adjust the wave spectrum based on SWH. The approach used in the present study follows that of Greenslade (2001) .
First the wave spectrum is divided into wind -sea wave components and swell wave components. Wind-sea is the wave component propagating in direction u with phase speed c p , which satisfies the following condition:
where u p is the friction velocity and u w is the wind direction.
The rest are the swell wave components. For wind-sea, a simple scaling is used to adjust the wave components. The formula is given by where F i a is the analyzed spectrum at grid-point i, F i p is the predicted spectrum, f is the frequency, u is the direction and
The slope of the spectrum and thus the dissipation term will be altered by such scaling. For swell, the spectral slope is kept constant and the energy is scaled as follows:
where
ARTIFICIAL NEURAL NETWORKS (ANN)
A multi-layered ANN is used and shown in In total, there are (
parameters (weights a and b) to be determined. This is achieved by training the ANN such that the mean squared error in reproducing reality (observed wave data) is minimal. The mean squared error is usually expressed as
where N s is the number of samples used, D is the desired output (measured value) and C is the computed output from the ANN. Since the functional form of E is known, it is possible to use gradient-based methods to find the minimum value of E and hence determine the values of parameters a and b. After training, the network can be applied to hindcast the desired variable. In the present study, the input data are the computed SWH without the data assimilation effect and the output are the SWH with the simulated data assimilation effect.
ASSIMILATING SWH DATA INTO THE WAVE MODEL
The performance of the assimilation of altimeter data into at a different time period (7:00, 2 July 2001) are shown in Figure 6 and the same conclusion can be drawn.
The above results clearly show that data assimilation is successful in improving the wave model results. However, for wave forecasting, data will not be available by definition.
When the data assimilation process is stopped, the computed waves will gradually return to the original computed values without the implementation of the data assimilation technique. Figure 7 displays the time history of the SWH at 1338E
and 238N. The result for the case with data assimilation is 
USING ANN TO MIMIC THE EFFECT OF DATA ASSIMILATION
The effect of data assimilation on the wave model output seems to be deterministic. This is due to the fact that the wave model always under-predicts the SWH recorded by the altimeter. In the absence of SWH data, the data assimilation effect can be predicted if it is stationary. ANN One additional point is that rapid change in SWH with time is observed for the case with data assimilation, while a smoother change in the SWH with time is observed for the case using ANN. The reason is the distance between the output point and the position of the satellite changes rapidly at a certain period of time, which causes a rapid change in the functional value of P ik in Equation (5). The input to the ANN is the computed waves without data assimilation, which is a smoother function with time. Thus the output from the ANN will also be a smooth continuous function.
CONCLUSIONS
Altimeter SWH data have been assimilated into a thirdgeneration wave model by the statistical interpolation method to improve the accuracy of the model hindcasting 
