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Summary  Systems  in  which  movements  occur  on  two  signiﬁcantly  different  time  domains,
such as  organic  electronic  components  with  ﬂexible  molecules,  require  different  simulation
techniques  for  the  two  time  scales.  In  the  case  of  molecular  electronics,  charge  transporttheory;
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is complicated  by  the  several  different  mechanisms  (and  theoretical  models)  that  apply  in
different cases.  We  cannot  yet  combine  time  scales  of  molecular  and  electronic  movement  in
simulations  of  real  systems.  This  review  describes  our  progress  towards  this  goal.
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(Introduction
Simulating  conventional  silicon-based  electronic  devices  is
a  task  centred  on  describing  the  movement  of  charge  car-
riers  (holes  or  electrons)  using  well-established  quantum
mechanical  techniques  (Ortmann  and  Roche,  2013).  How-
ever,  many  of  the  formalisms  involved  (e.g.,  Marcus  theory
(Marcus,  1964)  or  Landauer  Theory  (Emberly  and  Kirczenow,
2000))  assume  a  speciﬁc  mechanism  for  charge  transport  and
are  unable  to  treat  systems  in  which  several  different  mech-
anisms  are  possible.  This  does  not  represent  a  problem  for
conventional  crystalline  semiconductors,  where  the  charge-
transport  mechanisms  are  well  deﬁned,  but  leads  to  serious
ambiguities  for  organic  or  biological  systems.  For  instance,
the  now  well-established  hopping  mechanism  for  charge-
transport  in  DNA  was  long  quite  controversial  (Jortner  et  al.,
1998;  Giese,  2000).
Simulating  less  conventional  electronic  devices  whose
active  components  consist  of  ﬂexible  organic  molecules  or
simulating  charge-transfer  in  proteins  and  other  biological
systems  introduces  a  further  degree  of  complexity.  In  these
cases,  the  molecular  scaffold  that  serves  as  the  basis  for
the  electronic  transport  properties  of  the  system  is  itself
dynamic.  Furthermore,  the  time  scale  of  the  conformational
movements  of  the  molecular  scaffold  (tens  of  picoseconds
or  longer)  (Ishikawa  et  al.,  2008)  is  far  longer  than  that  of
electro-  or  hole  migration  (femtoseconds  or  faster)  (Remacle
and  Levine,  2006).  Thus,  we  are  faced  with  a  classical
multiscale  problem  of  linking  disparate  time  scales.  The
less-than-ideal  expression  ‘‘multiphysics’’  has  been  used  to
describe  such  problems,  in  which  different  physical  models
(but  not  different  physics)  are  combined  within  one  simula-
tion  (Keyes  et  al.,  2013).  Often,  the  situation  is  complicated
further  in  organic  and  biological  systems  because  the  bind-
ing  nature  of  the  constituent  molecules  changes  are  charges
added  or  removed  (Shubina  et  al.,  2014),  so  that  classical
force  ﬁelds  are  not  appropriate.
This  all  amounts  to  a  formidable  simulation  problem
that  can  currently  only  be  solved  by  performing  extremely
computationally  expensive  direct  quantum  mechanical
molecular  dynamics  (MD)  simulations.  These  are  not  feasi-
ble  for  the  large  systems  of  interest  in  organic  electronics
and  will  not  be  for  several  decades.  This  chapter  describes
some  attempts  to  address  some  of  the  problems  and  progress
towards  a  complete  solution.  This  solution  is  still  far  away,
so  that  what  follows  has  the  character  of  a  progress  report
(Clark  et  al.,  2013).
Classical molecular dynamicsThe  accepted  technique  for  simulating  organic  and
biological  conformational  dynamics  is  molecular  dynam-
ics  (Sutmann,  2002)  based  on  classical  force  ﬁelds
(Monticelli  and  Tieleman,  2013).  Such  techniques,  which  are
q
i
l
tathematically  and  computationally  relative  simple,  can
e  used  routinely  for  systems  of  a  million  atoms  or  more,
aking  representative  models  of  organic  electronic  devices
ccessible.  The  necessary  force  ﬁelds  must  often  be  devel-
ped  explicitly  for  the  application,  especially  for  the  organic
emiconductor  moieties  and  for  inorganic/organic  inter-
aces.  It  is  most  convenient  to  use  2D-periodic  boundary
onditions,  rather  than  the  3D-variation  usually  used  for
iological  simulations.  This  limits  the  programmes  that  can
e  used.  In  order  to  make  association  and  dissociation  of
rganic  molecules  (usually  components  of  self-assembled
onolayers,  SAMs)  on  inorganic  substrates  possible,  no
ormal  bonds  are  deﬁned  between  the  two.  The  interac-
ion  between  organic  absorbate  and  inorganic  substrate
s  best  described  purely  electrostatically.  This  represents
 signiﬁcant  difference  to  most  SAM-simulations,  which
ere  used  to  investigate  thiolate  ligands  absorbed  on  gold
urfaces  and  therefore  use  classical  covalent  Au  S  bond
otentials.  However,  the  relative  speed  and  good  scaling
roperties  of  classical  MD  simulations  make  them  ideal  for
tudying  the  morphology  of  SAMs  and  SAM-based  devices
Novak  et  al.,  2010).  This  can  even  be  true  for  large-scale
omain  structures,  which  can  form  in  simulations  of  1  s  or
ess.  This  is  illustrated  in  Fig.  1, which  shows  a  snapshot
rom  a simulation  of  a  SAM  formed  by  1-benzothieno[3,2-
]benzothiophene  (BTBT)-substituted  alkyl  phosphonate,
.
Fig.  2  has  been  colour-coded  to  make  the  different
omains  clear.  The  largest  (red)  domain  exhibits  the  so-
alled  herringbone  crystalline  structure  and  extends  over
pproximately  half  of  the  simulated  area.  Smaller  alter-
ative  herringbone  domains  (purple),  ones  in  which  the
TBT-groups  form  more  or  less  parallel  stacks  (blue)  and
hose  in  which  no  ordered  structures  are  obvious  (green)
an  also  be  seen.  This  picture,  which  is  consistent  with  X-
ay  measurements,  provides  unique  detail  of  the  molecular
tructure  of  the  SAM.  The  simulations  have  also  proven  to  be
ble  to  reproduce  quite  subtle  effects  caused  by  changes  in
he  structure  of  the  SAM-forming  molecules,  even  changing
he  alkyl  chain-length  by  one  CH2-group.
imple multi-scale models
uch  classical  simulations  are  well-established  tools  in  both
ife-  and  nano-science  but  they  do  not  provide  information
bout  the  electronic  characteristics  of  the  systems.  Strictly
peaking,  it  would  be  necessary  to  simulate  both  the  nuclear
atomic)  movements  and  the  wavefunction  of  the  entire  sys-
em  simultaneously  using  so-called  direct  MD  simulations
i.e.,  ones  in  which  the  energy  and  the  forces  are  calculated
uantum  mechanically,  rather  than  with  a  force  ﬁeld).  This
s,  however,  very  expensive  ion  terms  of  computer  time  and
imited  in  the  size  of  the  systems  that  can  be  treated.  We
herefore  resort  to  a  simple  type  of  multi-scale  simulation,
60  T.  Clark
Figure  1  1-Benzothieno[3,2-b]benzothiophene
Figure  2  Top  view  of  a  snapshot  from  a  simulation  of  a  SAM
formed  by  phosphonate  1  on  an  aluminium  oxide  surface.  The
two sulfurs  and  the  intervening  carbon  atoms  have  been  colour-
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local  properties  are  based  on  Koopmans’  theorem,  whichoded  for  each  BTBT-substituent.  The  structures  of  the  different
omains  are  described  in  the  text  (graphic:  Andreas  Krause).
n  ensemble  model  in  which  the  simulation  of  the  nuclear
ovements  is  performed  classically  and  then  representa-
ive  snapshots  extracted  from  the  resulting  trajectory  for
ingle-point  quantum  mechanical  calculations  to  determine
he  electronic  properties.  This  technique  assumes  implicitly
hat  (a)  the  movements  of  the  electrons  are  instantaneous
ompared  with  those  of  the  nuclei  and  (b)  changes  such  as
lectronic  excitation  or  the  addition  of  charge  carriers  do
ot  change  the  force  ﬁeld.  Neither  of  these  assumptions
s  strictly  correct,  although  (b)  is  the  most  problematical.
onetheless,  such  ensemble  models  have  been  used  very
uccessfully  to  simulate  ﬂuorescence  resonant  energy  trans-
er  (FRET)  in  proteins  (Beierlein  et  al.,  2006),  non-linear
ptical  properties  of  dyes  in  biological  membranes  (Rusu
t  al.,  2008),  and  the  spectra  of  dyes  at  liquid—liquid  inter-
aces  (Beierlein  et  al.,  2013).
However,  the  situation  is  a  little  more  difﬁcult  than
n  the  above  examples  if  we  wish  to  simulate  electronic
s
a
w (BTBT)-substituted  alkyl  phosphonate,  1.
evices.  Whereas  the  perturbation  of  the  system  in  the
bove  three  examples  is  an  electronic  excitation,  which  will
nly  have  a  relatively  small  effect  on  the  mechanics  (inter-
nd  intramolecular  forces)  of  the  system,  adding  charge  car-
iers  such  as  electrons  or  holes  (i.e.,  reducing  or  oxidising
he  system)  is  likely  to  have  a  far  larger  effect.  This  is  cur-
ently  not  considered  in  our  simulations.  Another  difference
o  the  three  examples  given  above  is  that  electronic  excita-
ion  (or  relaxation)  is  essentially  instantaneous,  so  that  we
nly  need  consider  the  time-scale  of  the  nuclear  motions.
harge  transport  is  far  faster  than  nuclear  motions,  but  not
nstantaneous.  We  are  therefore  faced  with  two  different
ime-scales  that  we  must  either  simulate  consistently  (i.e.,
reat  the  slow  motions  as  very  long  simulations  on  the  short
ime  scale)  or  treat  separately  and  couple  in  some  way.
irst,  however,  we  must  examine  ways  to  simulate  charge
ransport.
imulating charge transport
any  ways  have  been  proposed  to  simulate  charge  transport.
hese  range  from  sophisticated  extensions  of  Marcus  theory
Stehr  et  al.,  2011)  to  Landauer  theory  (Leitherer  et  al.,
014)  and  non-equilibrium  Green’s  functions  (Anantram
t  al.,  2007).  These  techniques  have  the  disadvantage,
owever,  that  they  either  assume  a  transport  mechanism
charge-hopping  or  resonant  charge  transfer)  in  advance.
n  complex  and  ﬂexible  heterogeneous  organic  systems,
he  real  charge-transport  mechanism  is  seldom  known  in
dvance  and  is  likely  to  be  a  combination  of  different  mech-
nisms.  We  therefore  need  innovative  techniques  that  will
llow  us  to  simulate  charge  transport  without  prior  mech-
nistic  assumptions  and  will  be  robust  enough  to  use  in
veryday  applications  for  designing  organic  or  hybrid  elec-
ronic  devices.
One  way  to  achieve  these  goals  is  to  make  the  approx-
mation  that  the  device  itself  is  not  affected  by  the
harge-carriers,  so  that  we  can  use  properties  calculated
or  the  device  alone  to  simulate  the  charge  carriers.  This
eads  to  the  use  of  local  properties  such  as  the  local  aver-
ge  ionisation  energy,  IL,  (Sjoberg  et  al.,  1990) and  the  local
lectron  afﬁnity,  AL (Ehresmann  et  al.,  2003;  Clark,  2010).
hese  properties  were  originally  conceived  for  use  in,  for
nstance  computer-aided  drug  design  (Clark  et  al.,  2008;
lark,  2003) but  have  recently  proved  very  useful  for  simu-
ating  nano-electronics.  They  have  been  described  in  detail
n  an  earlier  workshop  in  this  series  (Clark  et  al.,  2008),
nd  so  will  only  be  described  brieﬂy  here.  Brieﬂy,  the  twoimply  says  that  the  ionisation  potentials  of  a  molecule  are
pproximately  equal  to  minus  the  energy  of  the  orbital  from
hich  the  electron  is  ionised.  Koopmans’  theorem  can  also
Simulating  charge  transport  in  ﬂexible  systems  61
Figure  3  Calculated  local  properties  for  the  donor-bridge-acceptor  molecule  2.  IL (top  left)  shows  a  distinct  path  for  a  positive
charge to  travel  through  the  bridge  and  the  phenyl  ring  of  the  BTBT  substituent.  AL (top  right)  shows  a  path  for  electron  transfer
from donor  to  acceptor  that  is,  however,  interrupted  by  the  C  C  single  bond  in  the  bridge.  The  molecular  geometry  and  orientation
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with caddle  (http://www.ceposinsilico.de/products/caddle.htm
be  used  for  electron  afﬁnities  (using  the  energies  of  the  vir-
tual  orbitals),  although  it  less  well  founded  in  this  case.  In
the  local  version,  the  Koopmans’  theorem  ionisation  poten-
tials  or  electronic  afﬁnities  are  weighted  by  the  electron
density  assignable  to  a  given  orbital  at  the  point  in  space
for  which  the  property  is  being  calculated:
IL(r)  =
−∑HOMO
i=1 εii(r)∑HOMO
i=1 i(r)
, AL(r)  =
−∑Norbs
i=HOMO+1ıiεii(r)
∑Norbs
i=HOMO+1ıii(r)
(1)
where  Norbs is  the  number  of  orbitals,  HOMO  the  number  of
the  highest  occupied  molecular  orbital,  εi the  eigenvalue
of  molecular  orbital  (MO)  i,  i(r)  the  electron  density  at
position  r  due  to  a  single  electron  occupying  MO  i  and  ıi
a  switching  function  (zero  or  one)  deﬁned  by  the  intensity-
ﬁltering  technique  (Clark,  2010).  IL and  AL represent  the
ability  of  a  molecule  to  donate  or  accept  an  electron,
respectively,  at  a  given  position.  Neither  is  uniquely  deﬁned
or  measurable  but  they  provide  a  local  representation  of  the
donor  and  acceptor  properties,  respectively,  of  molecules
or  aggregates.  The  two  properties  were  originally  designed
to  detect  donor—acceptor  interactions  between  molecules,
but  can  also  be  used  to  visualise  donor  and  acceptor  areas
in  molecules  and  the  paths  that  allow  charge  carriers  to
be  transferred  between  them  (Atienza  et  al.,  2006).  This  is
illustrated  in  Fig.  3  for  the  donor—bridge—acceptor  conju-
gate  2.  The  local  properties  were  calculated  using  the  AM1*
Hamiltonian  (Winget  et  al.,  2003).  Paths  between  donor
and  acceptor  groups  can  be  seen  in  both  plots.  However,
that  in  AL is  interrupted  at  the  position  of  the  C  C  single
bond  in  the  butadiene  bridge  and  of  the  trinitrophenyl-C
single  bond,  indicating  that  the  conjugation  (and  hence  the
electronic  coupling)  at  these  points  is  weak.  Note  that  the
planar  BTBT-C  linkage  does  not  interrupt  the  conjugation
s
F
t 0.001  a.u.  isodensity  surface.  Local-property  plots  were  made
essed  28th  May  2015).
ut  that  the  bond  to  the  trinitrophenyl-system,  which  is
wisted  out  of  plane  and  therefore  cannot  conjugate,  does.
uch  quantitative  observations  can,  however,  be  automated
nd  generalised  in  order  to  detect  charge-transfer  paths
n  more  complicated  systems  such  as  self-assembled  mono-
ayer  ﬁeld-effect  transistors  (SAMFETs)  (Clark  et  al.,  2013;
edaa  et  al.,  2012).  Because  the  local  properties  are  fast
o  calculate,  complete  3D-grids  in  and  around  molecules  or
ggregates  can  be  calculated  in  order  to  search  for  charge-
ransfer  paths.
The massively  parallel  semiempirical  molecular  orbital
MO)  program  EMPIRE  (Hennemann  and  Clark,  2014)  is  able
o  perform  full  (i.e.,  without  local  approximations)  self-
onsistent  ﬁeld  (SCF)  calculations  on  systems  of  tens  to
undreds  of  thousands  of  atoms.  This  means  that  the  SAM-
omponent  of  real  nano-sized  SAMFETS  can  be  calculated
nd  full  local-property  grids  derived  from  the  resulting
avefunctions.  It  is  then  a  simple  matter  to  deﬁne  starting
ositions  for  a  virtual  source  electrode  and  ending  positions
or  a  virtual  drain  and  to  use  a  simple  Monte-Carlo  search  to
nd  paths  between  the  two  virtual  electrodes.  This  approach
roves  to  give  a  good  semi-quantitative  picture  of  charge-
ransport,  for  instance  within  the  semiconductor  layer  of
 fullerene-based  SAMFET.  Three  types  of  transport  path
an  be  detected;  normal  source-drain  current,  ‘‘dead-end’’
aths  that  end  in  the  semiconductor  channel  and  thus  lead
o  charging  of  the  device,  and  ‘‘leak’’  paths  from  the  source
o  the  gate  electrode.  Fig.  4 shows  an  example  in  which  the
rst  two  types  of  path  can  be  seen  (Clark  et  al.,  2013;  Jäger
t  al.,  2013).  It  is  gratifying  that  the  paths  thus  determined
gree  well  with  those  found  using  Landauer  theory  for  the
ame  system  (Leitherer  et  al.,  2014).
An  important  feature  of  these  paths  is  also  shown  in
ig.  4. The  paths  tend  to  concentrate  in  areas  between
he  fullerenes,  rather  than  on  them,  as  had  previously  been
62  T.  Clark
Figure  4  (a)  Calculated  electron-transport  paths  through  a  fullerene-substituted  SAMFET.  The  golden-coloured  paths  represent
source-drain  conductance,  the  blue  ones  ‘‘dead-end’’  paths  that  charge  the  SAMFET  (Picture;  Dr.  Christof  Jäger).  (b)  Electron
d tions.  The  two  insets  show  areas  in  which  electron  density  collects
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Figure  5  Calculated  molecular  electrostatic  potential  (red,
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mensity calculated  in  the  same  SAMFET  under  conducting  condi
etween the  fullerenes  (Picture:  Dr.  Thilo  Bauer).
xpected.  This  is  an  important  observation  because  it  means
hat  the  almost  universal  assumption  that  the  electron-
raps  in  a  fullerene-based  device  are  situated  on  or  in  the
ullerenes  and  that  there  are  barriers  to  electron  migra-
ion  from  fullerene  to  fullerene  is  not  correct;  Interstitial
lectron  traps  between  fullerenes  are  more  stable  than
hose  localised  on  the  fullerenes  themselves.  This  is  because
dditional  electrons  can  for  one-electron  bonds  between
ullerenes  as  if  the  latter  were  gigantic  atoms.  This  could
e  demonstrated  by  higher-level  calculations  on  a  fullerene
imer  radical  anion  and  experimentally  by  cyclic  voltam-
etry  and  spectro-electrochemistry  (Shubina  et  al.,  2014).
ig.  5  shows  the  molecular  electrostatic  potential  projected
nto  the  standard  isodensity  surface  of  the  dimer  anion.  The
nterstitial  nature  of  the  extra  electron  is  shown  by  the  area
f  strong  negative  potential  between  the  fullerenes.
Thus,  the  local  properties  provide  an  excellent  visualisa-
ion  tool  and  semi-quantitative  analysis  technique  for  charge
ransport,  but  can  they  also  be  used  for  quantitative  simu-
ations?
harge-carrier simulations
ovement  of  the  charge  carriers  can  be  simulated  eas-
ly  by  making  one  important  approximation.  We  assume
hat  the  local-property  hypersurface  can  be  applied  directly
or  the  simulations.  This  means  that  there  is  no  explicit
nteraction  between  the  system  for  which  the  original  QM
alculation  was  performed  and  the  charge  carriers.  This  is
xtremely  straightforward  for  a  single  charge  carrier  (elec-
ron  or  hole)  because  its  energy  is  simply  given  by  the
xternal  potential,  which  is  the  local  property.  This  allows
s  to  propagate  the  charge  carrier  directly  on  the  numerical
ocal-property  hypersurface  as  an  external  potential.  Such
alculations  are  well  suited  for  determining  the  mobilities
f  holes  or  electrons.  Unfortunately,  many  factors  can  affect
easured  mobilities  strongly,  so  that  direct  comparison  with
xperiment  is  difﬁcult.  Even  for  such  a  well-characterised
ystem  as  crystalline  pentacene,  for  example,  measured
ole-mobilities  vary  between  2.3  cm2 V−1 s−1 (Lee  et  al.,
u
w
(
rositive;  blue,  negative)  projected  onto  the  standard  isoden-
ity surface  of  the  (C60)−• radical  anion.  The  inter-fullerene
istance  is  2.7—2.8 A˚.
006)  and  50  cm2 V−1 s−1 (Jurchescu  et  al.,  2004).  In  most
ases,  the  higher  experimental  number  is  likely  to  be  more
orrect  because  most  sources  of  error,  such  as  contact  prob-
ems,  defects  or  impurities,  lead  to  measured  mobilities  that
re  too  low.  In  this  case,  the  authors  of  Jurchescu  et  al.  2004
ook  great  care  to  purify  their  sample,  so  that  their  result
s  likely  to  be  reliable.  It  agrees  very  well  with  that  given
y  simple  charge-carrier  propagation  on  the  local  ionisation
nergy  hypersurface.
Such  simulations,  however,  can  only  treat  a  single  charge
arrier.  A  technique  that  can  treat  multiple  electrons  or
oles  and  their  interactions  with  each  other  is  needed  for
ore  realistic  simulations  of  operating  devices.  This  can
e  achieved  by  using  a  grid  of  s-type  orbitals  placed  on
he  grid  points  of  the  numerical  local-property  hypersurface
ogether  with  the  neglect  of  diatomic  differential  over-
ap  (NDDO)  Hamiltonian  exactly  the  same  as  that  used  for
ll  MNDO-like  calculations  (Dewar  and  Thiel,  1977).  The
ovement  of  the  charge  carriers  themselves  is  treated
sing  a  diffusion  quantum  Monte-Carlo  (DQMC)  technique  in
hich  each  charge  carrier  is  represented  by  10  ‘‘walkers’’
Bauer  et  al.,  2015).  Such  simulations  have  proven  able  to
eproduce  voltage/current  curves  for  SAMFETs  and  allow
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SFigure  6  Electron-transport  paths  calculated  for  six  different
substituted SAMFET.
visual  examination  of  the  charge-carrier  concentration  in
the  operating  device,  as  shown  in  Fig.  4(b).  However,  these
simulations  take  place  against  a  background  of  motionless
atoms,  usually  a  structure  taken  from  a  single  snapshot.
What  must  be  done  to  investigate  both  nuclear  and  elec-
tronic  motion  in  simulations?
Full simulations; the future
As  outlined  in  Introduction  section,  electronic  and  nuclear
motion  take  place  on  different  time  scales;  electronic
motion  is  far  faster  than  that  of  the  nuclei.  This  makes  it
expensive  to  treat  the  two  in  a  single  simulation  because
the  simulation  must  take  the  fastest  motion  into  account,
even  when  evaluating  slow  movements.  However,  nuclear
motions  affect  the  charge  transport  strongly,  as  illustrated
in  Fig.  6,  which  shows  electron-transport  paths  through  a
fullerene-substituted  SAMFET  calculated  for  snapshots  taken
at  random  intervals  from  a  short  (ns)  classical  MD  simulation.
The  six  snapshots  show  that  two  main  paths  are  usu-
ally  discernable  and  that  the  weight  of  the  two  varies  from
snapshot  to  snapshot.  These  simulations  do  not,  however,
take  the  extra  stabilising  effect  of  interstitial  electrons  into
account,  so  that  the  paths  may  actually  be  longer-lived
than  shown  by  the  classical  simulations.  This  represents
the  main  problem  in  conducting  more  realistic  simulations
of  these  systems.  The  nuclear  Hamiltonian  (i.e.,  the  force
A
o
tpshots  taken  at  random  from  a  short  simulation  of  a  fullerene-
eld)  must  take  the  position  of  the  interstitial  electrons
nto  account  in  order  to  reproduce  the  intermolecular  forces
etween  SAM-components.  This  represents  a  difﬁcult  map-
ing  task  because  the  basis  set  used  in  the  DQMC  simulation
s  not  atom-centred.  It  is  likely  that,  as  computer  hard-
are  advances,  direct  quantum  mechanical  simulations  of
he  entire  system  will  be  the  solution  to  the  problem.
hese  would  be  gigantic  calculations  at  the  moment  but
re  in  principle  possible.  Our  current  direct  NDDO-MD  code
erforms  Born—Oppenheimer  MD,  which  means  that  it  con-
erges  the  NDDO-wavefunction  to  very  tight  limits  at  each
D  step,  which  is  very  time  consuming.  The  ideal  solution  to
his  problem  would  be  to  implement  an  NDDO-variation  of
ar—Parrinello  MD  (CPMD),  which  would  be  approximately
n  order  of  magnitude  faster  than  the  current  technique.  In
his  case,  the  wavefunction  would  become  a set  of  ﬁctitious
egrees  of  freedom  in  the  dynamics  simulations  and  would
herefore  change  as  the  molecular  structure  moves.  Such
 development  would  bring  the  direct  simulations  that  we
eed  into  the  reach  of  modern  supercomputers  and  allow
he  simulation  of  SAMFETs  on  a  single  time  scale.
ummary and conclusionslthough  we  have  made  signiﬁcant  progress  in  simulating
rganic  electronic  devices,  we  are  not  yet  quite  able  to
reat  both  electronic  and  nuclear  movements  adequately  in
6a
l
o
s
a
w
S
C
T
A
T
E
r
R
A
A
B
B
B
C
C
C
C
D
E
E
G
H
I
J
J
J
J
K
L
L
M
M
N4  
 single  simulation.  Using  the  local  ionisation  energy  and  the
ocal  electron  afﬁnity  as  external  potentials  in  simulations
f  the  movement  of  the  charge  carriers  in  the  presence  of  a
tatic  SAM  gives  results  that  agree  well  with  experiment  and
llow  computational  predictions  of  device  characteristics.
Nonetheless,  further  developments  in  software  and  hard-
are  will  likely  make  full  direct  NDDO-simulations  of
AMFETs  possible  within  the  next  decade.
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