Abstract-Using a model from the literature, the performance of convolutionally interleaved phase shift keying (PSK) and differential phase shift keying (DPSK) trellis codes for digital speech transmission over a shadowed mobile satellite communication channels is determined via digital computer simulation. First the characteristics of fading channels are examined and analyzed in terms of the probability distributions of amplitude, phase, and burst errors. A statistical method, using a histogram approach, is utilized along with the simulations of fading channels to generate these probability distributions. A test for channel burst error behavior is also presented. Having the background knowledge of the burst error distribution, a periodic convolutional interleaverl deinterleaver is designed to be used with trellis coding to combat slow fading in digital, shadowed mobile satellite channels. This interleaver has less than half the time delay for the same bit error performance relative to a block interleaver, an important consideration in digital speech transmission. The results show that the periodic convolutional interleaver provides considerable improvement relative to techniques in the error and time delay performance of mobile satellite communication channels for up to average shadowing conditions.
INTRODUCTION
HE OBJECTIVE OF this paper is to report on the T effectiveness of convolutionally interleaved phase shift keying (PSK) and differential phase shift keying (DPSK) trellis codes for a class of land mobile satellite communication channels. The model used for the fading channels is based on the one described in [ 11-[4] . Loo et al. [ 11-[4] report that land mobile satellite communication channels in the Canadian rural environment belong to the shadowed Rician fading process. They develop the mathematical model for this fading channel where, instead of being constant as in the Rician model, the direct line-of-sight path is subjected to a lognormal transformation, due to shadowing or foliage attenuation, and the scatter path or multipath is Rayleigh distributed. The dynamics of the fading is controlled by a third-order Butterworth filter. It is felt that a third-order Butterworth fading spectrum yields the best results when comparing with the experimental results in [4] . In our digital computer simulation model of the system in Fig. 1 a single sample per baud is used to represent the fading and additive noise processes.
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IEEE Log Number 9034225. of the characteristics of the satellite fading channel. Amplitude, phase, and burst error distributions are important statistics to consider. A simple computational technique, called the histogram approach [5] , is employed for estimating these statistics.
In this study, Ungerboeck's trellis coding strategy [6] is used because this coding technique is designed to yield coding gain with no increase in signal transmission bandwidth. This method is appropriate to the mobile satellite (MSAT) channel' since it is a bandlimited channel. However, this coding technique, as mentioned in [7] - [9] , is good for random rather than burst errors. Therefore, interleaving is an alternative that one may consider when a burst error channel is encountered. This paper introduces the use of periodic, convolutional interleavers on bandlimited mobile satellite communication channels that use trellis coded PSK and DPSK modulation. In what follows, three cases of the fading model from [ 11-[4] will be referred to as light, average, and heavy shadowing, which represents the degree of shadowing. Also, the fading bandwidth is normalized with respect to the symbol rate. Earlier studies [ 151-[ 161 for digital speech transmission on mobile satellite channels did not consider shadowing and advocated the use of a block interleaver. However, the textbook [I41 shows that convolutional interleavers are superior to block interleavers on two counts. 1) Convolutional interleavers have less than half the time delay for the same degree of interleaving as block interleavers. This is important in slow fading and speech transmission applications. 2) Convolutional interleavers are easier to synchronize than block interleavers. This is important in fading channels 0018-9545/90/0200-0037$01 .OO 0 1990 IEEE where synchronization must be rapid to recover from deep fades.
There is one further reason that convolutional interleavers should be used with trellis codes rather than block interleavers. Trellis codes [6] are generated by the series connection of a convolutional coder plus a natural bit mapper from coder outputs to modulation symbols. As shown in Fig. 1 the convolutional interleaver directly follows the trellis encoder. As this interleaver also has a convolutional structure, the two operations are easily realized. The research in [16] reports on approximate upper bounds on the performance of trellis coded 8 DPSK modulation over a channel with infinite interleaving. One simulation result is included, but it is not compared with the analytical upper bounds. The results are mostly for the K = -10 dB Rician channel where K , the K factor, is the ratio of scatter power to line-of-sight power in the Rician fading model. We will show that the Canadian model, which is more severe than that treated in [ 161 due to a lower angle of elevation to the satellite, is at best a K = -5 dB Rician channel. This is far more severe than the K = -10 dB Rician case. Thus the convolutional interleaver must be optimized in our system to achieve acceptable system performance. Useful criteria for code design at high Eb/No where the bit error probability is around
Our study provides, through digital computer simulation, a consideration of system performance over a broad range of fading bandwidths which corresponds to vehicle speeds from 15 to 60 mi/h at bit rates of 2400 b/s and 4800 b/s for an L-band carrier frequency. SYSTEM MODEL Our transmission, discrete-time model is shown in Fig. 1 . Random data is first trellis encoded and then the encoder systems are interleaved by the convolutional interleaver. The output symbols from the interleaver are then PSK or DPSK modulated. The complex channel gain A in Fig. 1 represents channel fading. This gain is generated as shown in Fig. 2 Table I for light, average and heavy shadowing. These parameters will be defined below.
To state our model in mathematical terms, for the digital computer simulation results to be presented later, we have the following. Phasor notation will be used. The input sample to the deinterleaver is (see Table I , for po, do, bo)
where 4, is the interleaved, trellis coded, modulation phase, N, is the additive white Gaussian noise (AWGN) phasor with zero mean and variance N0/2, A , is the complex channel gain and $ [ { A , } ] is the effect of a digital filter on { A , } . In (l), Z, = exp (n,) where n, is Gaussian, independent, with mean po and variance do. 2, is the lognormal, line-of-sight component of A,. The scatter component of A,, N,,, = n,, + j n , in (l) , is complex Gaussian with zero mean and variance 2 bo. Hence, ncr and n , are independent and Gaussain with zero mean and variance bo. Percent probability received signal amplitude >ordinate Fig. 3 . Cumulative probability distributions of the amplitude of the shadowed Rician fading channel.
third-order Butterworth filters of 3 dB bandwidth B as shown in Fig. 2 . The normalized fading bandwidth is defined as BT where T-' is the symbol rate of the modulator.
HISTOGRAM APPROACH: SHADOWED RICIAN CHANNEL
The histogram approach is based on the principle of the Monte Carlo method (or the method of statistical trials) [lo] . Generally, it involves using the results of digital computer simulations to build up the required statistics. Each trail of the simulation will generate a required quantity according to some random process and each quantity will be grouped into different quantization areas. A large number of trials must be run. The reason for having a large number of trials is to obtain a collection of these quantization areas which compose an estimate of the required statistics. It is similar to constructing a histogram of a set of data; hence, the name the histogram approach. [5] . This is a useful result for analytical studies as the Rician model is much easier to treat than the shadowed Rician model. It also shows that our best channel is approximately a -5 dB Rician channel.
A TECHNIQUE FOR BURST-ERROR CHANNEL TESTING Furthermore, the histogram approach can be utilized to generate burst error distributions of the shadowed Rician channel for various fading bandwidths. According to , an error burst can be defined as follows: it is a sequence of b bits where the sequence begins with a bit in error and ends with a bit in error. Within the b number of bits, the sequence may contain some correct bits. However, the sequence of correct bits within the burst may not exceed, g, error-free bits and the symbol g is called the guard space. In addition, a burst of b bits must be immediately preceded and immediately followed by the guard space. Fig. 5 illustrates burst error distributions for 4PSK in the light shadowed Rician channel at the normalized fading bandwidth of 0.05.
Our technique is heuristically designed to provide a simple and general approach to determine the error nature of the channel. It is based on the definitions of a burst and a guard space previously stated. It also makes use of the burst error probability distributions. This technique is described as follows. First, the probability distribution of burst error relative to a certain guard space as obtained by the histogram approach. Then one increases the guard space significantly, typically double the length before, and computes the burst error distribution again. Comparing the profiles of the two burst error probability distributions, if the profiles differ significantly, namely by 10% or more, then the nature of the channel is bursty. On the other hand, if the profiles remain essentially the same, it is a good indication of a random-error channel.
The theory behind this technique can be explained as follows. When a signal is transmitted through a random error channel, the errors that occur are all randomly scattered over any sequence. As a result, increasing the guard space will not produce any significant difference in the probability distributions. However, for a burst-error channel, increasing the guard space makes it more likely that bits which were considered to be in a good state are now in a bad state with no error. Therefore, this leads to an increase in the occurrence of longer bursts. Hence, the burst error probability distribution is altered.
The first step to test this technique is to examine the additive white Gaussian noise channel. It is known that the AWGN channel is a random-error channel. In Fig. 6 , where uncoded 4PSK modulation is considered, it is shown that by increasing the guard space, there is no significant effect on the burst error distribution. Hence, the channel is composed of random errors according to the hypothesis, which conforms with the results illustrated in Fig. 6 .
A complete verification of the hypothesis is accomplished by examining the profiles of the burst error distributions for a burst-error channel. In [13] , it is suggested that the channel with a normalized fading bandwidth of 0.01 is considered as a channel with memory, i.e., channel with a burst error distributions as a guard space varies, which can be seen in Fig.  7 . As a result, the technique for burst-error channel testing is confirmed, and one can use it to identify the nature of the light shadowed Rician channel for various fading bandwidths. In particular, trellis codes should perform poorly for a fading bandwidth of 0.01 as it is a burst channel. For such a channel considerable interleaving is needed.
RESULTS FOR BURST-ERROR CHANNEL TESTS
The light shadowed Rician channel is simulated to identify the nature of the channel with respect to various normalized fading bandwidths. An uncoded coherent 4PSK modulation scheme is employed. We have examined three different cases at normalized fading bandwidths of 0.1, 0.05, and 0.01. For the case of an 0.1 fading bandwidth, it is observed that as the guard space increases, there are no significant changes in the burst error distributions, see Fig. 8 . Therefore, according to the burst-error channel test, it is concluded that the light shadowed Rician channel with a normalized fading bandwidth of 0.1 is a random-error channel, The burst error distributions for a fading bandwidth of 0.05 are examined, and it is noted that in Fig. 5 , the distributions curves have a slight change as the guard space is initially increased, but remain the same as the guard space is further increased. With this phenomenon the channel seems to be in a transition state containing both burst and random errors. Therefore, one may conclude that the channel at a fading bandwidth of 0.05 is a burst-and-random error channel. However, at a fading bandwidth of 0.01, as discussed before, the channel is in a burst-error state because of the significant change in the distribution curves. It is noticed that as the guard space increases, the more probable is a longer burst of errors. We note that the normalized fading bandwidth is directly proportional to the vehicle speed. Thus, if a vehicle is traveling through a region of foliage blockage at a slow speed, then the burst of errors is expected to last longer than when it is traveling at a faster speed. Therefore, our finding is consistent with physical considerations.
CONVOLUTIONALLY INTERLEAVED TRELLIS CODES
The basic idea of Ungerboeck's trellis coding technique [6] is to utilize redundant nonbinary modulation together with a finite-state convolutional encoder. The encoder is responsible for generating coded bit sequences for the mapper. which selects the channel signal set. The concept of mapping by set partitioning is used to maximize the free Euclidean distance between channel signal subsets. Ungerboeck [6] suggested that a convolutional code with a rate of pIp + 1 is well suited for PSK modulation. A rate 2/3 convolutional encoder is employed in this study. Coding gain is the reduction in signal power to meet the requirement of achieving the same error probability as attained by uncoded transmissions. Another attractive feature of the trellis coding technique is to obtain coding gain with no increase in the signal transmission bandwidth. The 4-and 8-state trellis codes that are considered are shown in Fig. 9 . Both the trellis description and convolutional code description are presented. Two cases of the 4-state code are shown: one with parallel transitions and one without [17]; the latter is best for fading channels at low error probabilities as it has diversity. Later, we find at speech error probabilities, the case with parallel transitions is best. We use the Viterbi decoding algorithm with a decoding depth of D symbols and a minimum distance metric to decode all trellis codes in our study. This choice is the same as made in [15] where the optimum metric is derived and is concluded to be too complex to realize. An interleaver is a device that scrambles the ordering of a sequence of symbols in a deterministic fashion. On the receiving end, there is the deinterleaver, which is the device that restores the scrambled sequence of symbols back to its original ordering. This is shown in Fig. 1 . Convolutional interleavers are a more general class of interleaver than block interleavers, since convolutional interleavers can realize any block interleaving function. The structure of the shift register implementation of the periodic convolutional interleaverl deinterleaver we use is shown in Fig. 10 .
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The following is a description of the operation of the interleaver. After the input bits have been encoded by the trellis encoder, the coded symbols are shifted sequentially into the interleaver. As illustrated in Fig. 10 , the interleaver consists of input and output commutators, which operate synchronously, and a bank of B registers with increasing lengths. Each new coded symbol is multiplexed into a new register by the input commutator while the oldest coded symbol is shifted out to the channel by the output commutator.
After multiplexing every B times, the input and output commutators will always return to the same group of registers as it started with, and the process continues periodically.
The parameters for the convolutional interleaver of Fig. 1 are A4 and B. The interleaving degree is p = MB and the time delay r = p ( B -1) modulation symbols. Performance improves with increasing p but the time delay also increases. In our MSAT application the time delay due to trellis decoding plus interleaving cannot exceed 60 ms. Thus, with a propagation delay of 250 ms, the overall delay cannot exceed 310 ms.
In our design we set M = 1 and increase B until we meet the interleaving delay constraint of 60 ms less the decoding delay
Our design approach is to increase B and M until r + D corresponds to 60 ms. The mean burst lengths for our fading model were found using the histogram technique described earlier.
The results are given in Table 11 . The system was specified to cope with the worst case l. As explained later, this is five symbols for 2400 b/s operation and 11 symbols for 4800 b/s operation. Accordingly, we always found that setting M = 1 was best in order to satisfy the constraint that B 2 7
The performance of coherent and differential, %state, 8PSK trellis codes with interleaving for the light shadowed Rician channel are shown in Figs. 11 and 12 . The reference uncoded modulation is 4PSK. The fade margin is the extra Eb/No that must be used to return the faded system to the performance for the AWGN channel, and all fade margins are relative to this modulation. It is noted that all the noninterleaved performance curves are obtained from [7] - [9] . The code used is the %state, 8PSK trellis code from [6] which is shown in Fig. 9 . A decision depth of D = 18 symbols in the Viterbi decoder were used for the results in Figs. 11 and 12 . The results for (perfectly) coherent PSK are given for ideal comparison where the phase due to fading is perfectly removed in the receiver. The 8DPSK trellis code directly treats the phase due to fading through differential detection with a one symbol delay of the input used for approximate coherent detection. An upper bound on the average error probability for the interleaved 8DPSK trellis codes is approximated in [7] - [9] . In this study, an actual interleaver and deinterleaver are implemented in the system to provide the exact system performance. It is discovered that as the interleaving degree increases, the coding gains become more and more superior relative to the uncoded case at the average bit error rate of lop3, the error measure of interest since digital speech transmission is of prime concern. However, the increase in the interleaving degree will cause the system delay to increase. This is resolved by reducing the decision depth D, to accomodate the longer interleaving delay, since McLane et al. [7] - [9] show that the average bit error probability is quite insensitive to decoding delay D. Figs. 13 and 14 show the performance of 8-state 8DPSK trellis codes with interleaving for light shadowing effect with a reduction in decoding depth of the Viterbi decoder. The decoding depth was decreased from 18 to 9. It is observed that there is less than 0.5 dB of degradation with this decrease in depth even at a normalized fading bandwidth of 0.025. Therefore, by optimizing the decoder buffer size and the interleaver frame size can still yield the excellent, performance shown in Figs. 13 and 14 and meet the MSAT time-delay requirement of 310 ms. A number of performance results for PSK and DPSK, 8-state, rate 2/3 trellis codes are given in Tables Ill and IV. In Tables I11 and IV a interleaving degree = M x B (see Fig. 7 ).
Viterbi decoder delay, in symbols.
rate of 1200 Hz, this corresponds to an approximate vehicle speed of 15 mi/h. Thus far we have been concentrating on light shadowing cases, but now average shadowing is considered. The fading that is caused by the average shadowing effect is much worse than that for light shadowing. Without interleaving, the coded 8DPSK case does not meet the following fade margin Table 111 . requirement as shown in Fig. 15 . A 12 dB fade margin is acceptable in the Canadian MSAT system at an error probability of 10-3 . With a convolutional interleaver, the fade margin can be lowered from 17 to 4.6 dB at a normalized fading bandwidth of 0.1. This fact is illustrated in Fig. 15 and Table V , which is also for a symbol rate of 1200 Hz. Even at a normalized fading bandwidth of 0.025, a fade margin of 8 dB can be obtained, which satisfies both the delay and fade margin Table VI that the fade margin is 5.7 dB at this bandwidth, and the requirements for the Canadian MSAT system can be met at a speech bit rate of 4800 b/s. The coding gain here is 7.8 dB and it is clear that the convolutional interleaver is effective in realizing a working system. A typical error performance plot is shown in Fig. 16 for a normalized fading bandwidth of 0.01. Although 8-state codes would probably be used in our application, it is also of interest to consider 4-state codes. Two such codes, as shown in Figs. 9(a) and 9(b), are possible: one with parallel transitions and one without. Consideration of the minimum distance error event implies that the code without parallel transitions is best for the fading channel as it has timediversity [16] , [17] . For the additive white Gaussian noise channel, the code with parallel transitions is best [6] . For the shadowed Rician case, the nonparallel transitions case is best at Pb = i.e., at speech error probabilities where far more error events than the minimum distance error event are active. This performance is shown in Fig. 17 where DPSK modulation with optimal interleaving is considered. Earlier [8] the same effect was observed without interleaving for (perfectly) coherent PSK trellis coded modulation. The convolutional interleaver can also be applied with the coded coherent 8PSK under the heavy shadowing effect. With the best interleaver for an 0.05 fading bandwidth and a 60 ms time delay constraint, the fade margin can be lowered from 22.8 dB [9] to 17 dB. However, it still misses the MSAT fade margin requirement. In effect, the vehicle is travelling through a densely covered area of foliage where the signal is blocked for a significant amount of the time. This makes the performance of the system poor. A better coding scheme is needed in order to deal with heavy shadowing.
As our final consideration we relaxed the delay constraint and increased X until diminishing returns occurred. Fig. 18 gives the results for light shadowing and a fading bandwidth of 0.025. It appears that X = 16 is the largest interleaving degree that makes sense. Earlier, the time delay constraint of 60 ms, restricted X to be at most eight (see Table IV ). One notices from Fig. 18 that this costs about 4 dB of fade margin relative to a system with a relaxed delay constraint as might occur in data transmission.
CONCLUSION
Convolutionally interleaved PSK trellis codes have been examined for a class of fading channels for mobile satellite communications. The convolutional interleaver has provided considerable improvement in the system performance, and is very effective against slow fades as well as fast fades under both the light and average shadowing effect. It is also concluded that the worse the shadowing effect and/or the lower the normalized fading bandwidth, a higher degree of interleaving is required for a performance that is suitable for mobile satellite applications. In such applications effective interleavers for 8DPSK trellis codes can be designed that have an overall time delay of at most approximately 310 ms and a worst-case fade margin of 5.7 dB at a normalized fade bandwidth of 0.01 for a 4800 b/s rate. This corresponds to a vehicle speed of approximately 15 mi/h at L-band for a 4800 b/s bit rate. The heavy shadowing model requires an improved coding schemes for acceptable performance.
