A new open-loop adaptive-array system with excellent transient behavior is presented. The system is constructed of analog circuits and determines complex weights without using the feedback of the array output.
Rapid convergence is one of the most important requirements for an adaptive array. Especially, an adaptive array in airborne communication and fast-scanning radar systems must provide a very rapid convergence rate. Conventional closed-loop adaptive arrays [1, 2] based on a gradient technique, however, have two problems regarding the convergence rate. The first is that the convergence condition on a loop gain (or a step size) limits the convergence rate [1, 3] . The second is that the convergence rate depends highly on the noise environment [4, 51. Therefore it is impossible to estimate the convergence time a priori. The problem limits the dynamic range of the adaptive arrays [5] . In order to find a solution to these problems, several methods which improve the conventional closed-loop systems have been proposed [4, 5] .
An SMI algorithm which does not use the gradient technique has been also proposed to solve the above convergence rate problems [6] . The convergence rate of this method is, however, limited by the processing time of each digital logic component. Moreover it is necessary to implement a considerable amount of circuitry to realize a rapid convergence.
In this paper, we present an analog open-loop adaptive-array system which is not based on the gradient technique. The system is constructed of analog circuits. And its weights are obtained directly from input data not using the feedback of the array output. Therefore the system is unconditionally stable and provides a rapid convergence rate. Moreover the convergence rate does not depend on the noise environment. It is determined by the time constant of low-pass filters in the system. The system has a very good steady-state performance when interference sources differ widely in signal strength. The steady-state performance, however, degrades substantially when two or more interference sources are present at roughly equal power levels. This paper is organized as follows. In Section II we describe the configuration of the analog open-loop adaptive-array system. In Section III, we obtain its steadystate performance. Section IV presents the simulation results which show the transient behavior and the effect of steady-state weight jitter.
II. CONFIGURATION OF ANALOG OPEN-LOOP ADAPTIVE-ARRAY SYSTEMS
This paper deals with linear arrays which contain isotropic elements spaced I apart. We assume that a desired signal, an interference signal, and internal thennal noise are zero-mean ergodic stochastic processes and are statistically independent of each other. We also assume that the thermal noise components on different elements are independent, that the desired signal arrival angle is known, and that the array antenna is adjusted mechani- We first treat the two-element adaptive array system shown in Fig. 1 . We refer to it as a single-stage system.
From the above assumptions the desired signal is incident on both elements in phase. Then the complex envelope of the desired signal from each array element may be represented by d(t). Let Pd be the desired signal power. Then Pd is given by
where <-> and * denote the ensemble average and complex conjugation, respectively.
Let xcl(t) and x2(t) be the complex envelopes of the signals (the sum of the desired signal, interference signal, and internal thermal noise) from each element. Then defining the covariance matrix by R,, we have I <XlJ(t) Xl' (t>
We define the covariance matrix of the desired signal components from each element by RDD. Similarly RNN represents the covariance matrix of the noise components (the sum of the interference signal and internal thermal noise). These covariance matrices may be expressed as [ (6) [ ] (7) and t denotes Hermitian conjugation.
In this paper we employ the output SINR as a criterion function. We estimate the performance of the system by the output SINR. Representing the eigenvector corresponding to the maximum eigenvalue of RN`RDD by Umax, the optimum weight vector W01p, which maximizes (6) is given by (8) Wopt = Otumax where a is a nonzero arbitrary complex number.
Obtaining Umax from (3) and (4) and using (2), (5), and (8), Wpt, is given by <x2(t) XC2() <-x(t) xC2*t>
10)
Because each stochastic process is ergodic, the ensemble average may be replaced by a time average. Then Wop, is expressed as 1 [{X2(t) X2*(t)}dc {x 1(t) X2*(t)}dc [9] for a three-element array as shown in Fig. 3 . The configuration of the weight controllers is identical to that described in the previous subsection. Each weight controller determines the complex weights in such a way that the output SINR at each stage is maximized. For example, the weight controller 1 in Fig. 3 determines w1 and w2 in such a way as to maximize the SINR of x3(t) by using xl(t) and x2(t). If the array contains more elements, the system may be constructed by increasing stages. The multiple-stage system has the following advantages over the single-stage one.
1) The multiple-stage system has plural independent nulls. Some of them may be formed coincidently. Therefore the multiple-stage system is very tolerant to component errors.
2) The protection capability to a single broadband interference signal is improved significantly as shown in the next section.
3) The multiple-stage system may reduce plural narrowband interference signals when they are widely separated in power level.
The multiple-stage systems, however, do not produce optimum results for multiple interference signals of nearly equal power.
I1l. STEADY-STATE PERFORMANCE
In this section we discuss the steady-state performance of open-loop systems. We assume throughout the rest of the paper that there are neither component errors nor mutual coupling between array elements. We have oxl = at2, <xil(t) xil (t)> = <xF2(t) xC2(t)> = <xj'(t) xj i(t)> = <x2(t) x2*(t)>, <x,(t) x2(t)> = <j(t) x2*(t)>, and <x3(t) 43*(t)> = <4(t) x4(t)>. Also in this section we assume there is no weight jitter. From (2) and (13) it is seen that the optimum weight W,P, given by (10) 
For convenience, we assume that the internal thermal noise is added to each channel behind the array element as shown in Fig. 3 . Let fi1(t), fi2(t), and fi3(t) denote the complex envelopes of the intemal thermal noise components. Then the internal therrnal noise power P,, is expressed as B. Steady-State Performance of Multiple-Stage System In this subsection we obtain the steady-state performance of the two-stage system shown in Fig. 3 . We may readily extend the considerations for a system with more stages. From the assumptions that there are neither component errors nor mutual coupling, w1 = w1 and w' = w2 hold. We consider that M independent interference signals exist in the field. Each interference signal is assumed to arrive from spatial angle 0m (m = 1,... M) rela-P" = -< nil1(t) ,i(t> 
The coefficient U/V2 is multiplied due to the twopower dividers.
From (10) and (16)- (20) (m = ,...,M).
Substituting (26)- (28) into (31) and (32) 
Calculating (37) and (38) by use of (47) and (48) Fig. 4 shows the output SINR as a function of the power ratio (P11 I Pi2) for several interference arrival angles 01, 02 for the case Pd / (Pil + Pi2) = -30 dB, Pd / Pn = 20 dB. Fig. 4 also illustrates the output SINR which is realized by the three optimum complex weights placed behind the three array elements. The performance is computed from the full 3 by 3 matrix. As may be seen from dB, the nulls are shifted from the proper directions. Thus it may be said that if CW interference signals are much stronger than the internal thermal noise and if there is a power ratio of more than 15 dB between the CW interference signals, a multiple-stage system may point the nulls toward them almost exactly. Although the steady-state performance of the multiple-stage system depends on the noise environment, we think that in many cases the system may suppress the interference signals satisfactorily. The reason for this is because multiple interference sources, if present, are likely to be at different power levels due to geographical distribution. Now we consider the case where a single-interference signal with nonzero bandwidth is incident on the openloop system. The power spectral density is assumed to be flat over the frequency range as shown in Fig. 6 . We define the relative bandwidth rB as rB -Af/fc. several values of the interference arrival angle 01 for the case Pd / Pil --30 dB and Pd / P, = 20 dB. It is seen that the two-stage system performs much better than the single-stage system except when the interference signal is near the desired signal at broadside. Fig. 8 illustrates the effect of the relative bandwidth on the directional pattem of the two-stage system. These figures assume 01 = 30°, P1 I/ Pn = 50 dB, and f=f,.
Two nulls are gathered as the bandwidth of the interference signal becomes wider. At two percent or higher bandwidths, two nulls are formed coincidently. Consequently a broad null is formed toward the interference signal. This is the reason why the two-stage system has an excellent ability to reject a broadband interference signal.
The output SINR of the two-stage system on which two interference signals are incident is shown in Fig. 9 as a function of rB. We assume that both interference signals have flat band-limited power spectral densities as shown in Fig. 6 . As may be seen from these figures, the degradation of the output SINR due to interference band- widths depends on the interference arrival angles 01, 02, and the power ratio P,1 / Pi2. Generally the larger the power ratio is, the more substantial the degradation is.
IV. COMPUTER SIMULATION RESULTS
We developed a computer program which simulates the open-loop systems. The output SINR was calculated by using (6) or (37). We assume that array elements are spaced a half-wavelength apart at the center frequency of the desired signal. We represent a unit of time as TU (time unit). For example 1 TU denotes 1 ms.
Signal parameters used in the simulation are shown in Tables I through IV. The desired signal is assumed to be a biphase modulated signal [II] . Each modulated phase is statistically independent on different bit intervals and is 0 or ar with equal probability. We represent the length of the bit interval by Tb. For Cases 1 through 5 the interference signal is assumed to be a CW signal. For Cases 6 through 8 it is assumed to consist of plural (5 or 9) uniform amplitude and random phase sinusoidal waves, which have equally spaced discrete spectral lines as shown in Fig. 10 . We consider that the latter signal is a broadband signal with relative bandwidth i\ flf, We assume that the internal thermal noise is a white Gaussian wave.
The time constant r of the first-order low-pass filters must be much larger than the length of bit interval Tb to such an extent that the complex weights do not interact with the desired signal modulation. Here T is 0. Figs. 11 and 12 show the convergence results for the single-stage system and for Cases 1 and 2, respectively. Dotted lines indicate the steady-state SINR which is calculated on the assumption that there is no weight jitter. As may be seen from these curves, the output SINR converges at several times T. The difference between Cases 1 and 2 is that of the interference signal power. A comparison of Fig. 11 with Fig. 12 better than the steady-state value, which is obtained on the assumption that there is no weight jitter. The reason for this is as follows. As discussed in the previous section, in a case where two interference signals are incident on the two-stage system, the formed nulls are more or less shifted from the interference arrival directions. Due to weight jitter these nulls are occasionally pointed to the interference signals exactly. This improves the output SINR.
If the frequencies of two CW interference signals are extremely close, a periodic ripple is seen in the steadystate output SINR as shown in Fig. 14 this is that the beat component of the two CW interference signals is not reduced sufficiently by the low-pass filters. Tables V and VI show 1) the average steady-state output SINR obtained from the simulation, 2) the steadystate output SINR calculated on the assumption that there is no weight jitter, and 3) the degradation of the steadystate output SINR due to the weight jitter. The average values are obtained from averaging about 10 000 data after time 1OT. As may be seen from these tables, the larger T is, the less pronounced the degradation is due to the weight jitter. It is interesting that the average output SINR is occasionally improved in the two-stage system due to weight jitter. As shown later, in a case where the interference signal has a nonzero bandwidth, the degradation due to the weight jitter is less pronounced than the CW interference signal case. It may be said that if
Tv lOTTb, the effect of the weight jitter is not so pro- Convergence results for Cases 6 and 7 are shown in Fig. 15 Fig. 17 shows the convergence results for Case 8 and for the two-stage system. By comparing Fig. 17 with Fig.  13 we may see that although the output steady-state SINR depends on the bandwidth of two interference signals, the transient behaviors are independent of it.
From these results it may be concluded that the convergence rate of the analog open-loop adaptive-array system is independent of the noise environment. It is determined by the time constant of the low-pass filters. For the single-stage and two-stage systems, the output SINR converges at several times the time constant. Ti me (TU) 
