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Abstract: In this paper, we have found a class of dynamical charged ‘black-hole’ solutions
to Einstein-Maxwell system with a non-zero cosmological constant in a large number of
spacetime dimensions. We have solved up to the first sub-leading order using large D scheme
where the inverse of the number of dimensions serves as the perturbation parameter. The
system is dual to a dynamical membrane with a charge and a velocity field, living on it.
The dual membrane has to be embedded in a background geometry that itself, satisfies the
pure gravity equation in presence of a cosmological constant. Pure AdS / dS are particular
examples of such background. We have also obtained the membrane equations governing
the dynamics of charged membrane. The consistency of our membrane equations is checked
by calculating the quasi-normal modes with different Einstein-Maxwell System in AdS/dS.
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1 Introduction
It is now well-known that black hole solutions simplify a lot in a large number of space-time
dimensions (denoted as D), the key reason being that the ‘blackening factor’ of the black
hole/ brane metric reduces to its asymptotic form exponentially fast in space as we take
D to infinity. The sole effect of the black hole, then, confines within an infinitesimally
thin region (referred to as ‘membrane region’) around its event horizon. Also, it turns
out that there is a large O(D) gap in the spectrum of linearized fluctuations around these
large-D black holes. The slowly varying modes, which are finite in number, are decoupled
from the fast modes in the sense, that they also decay exponentially outside the same
membrane region [1]. Considering all these facts together, it is natural to expect a non-
linear completion for these decoupled Quasi-Normal Modes, leading to new dynamical black
hole solutions of Einstein equations.
The initial development of the subject is found in [2–20]. More works related to large
D are in [21–37]. New dynamical black hole / brane metrics have been constructed for
both asymptotically flat and dS/ AdS backgrounds [8–10, 12, 14, 20, 30, 35, 37]. In [9]
The technique has been extended for Einstein-Maxwell system in asymptotically flat space-
times. In [35] the authors have generalized the technique to any asymptotic geometry as
long as it separately satisfies the relevant Einstein equations (with or without cosmological
constant) upto the first subleading order. The second subleading order analysis has been
carried out in [36].
These solutions are always perturbative and could be constructed only in a large num-
ber of dimensions as an expansion in
(
1
D
)
. Nevertheless, they are useful for several purposes.
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Firstly, they generate a new class of dynamical black hole solutions of Einstein equations
which are very difficult to solve otherwise (even numerically).
Secondly, through these constructions, we could see a duality between the dynamical hori-
zons of the black hole/brane metric and a co-dimension one dynamical membrane, embed-
ded in the asymptotic background geometry. This membrane-gravity duality allows us to
analyse the complicated dynamics of the black holes from a different angle, which might
turn out to be useful in future for some realistic calculation.
In this paper, our goal is to extend the ‘background covariant’ technique of [35] to
Einstein-Maxwell system in presence of cosmological constant. For this case, the dual sys-
tem would be a codimension-one dynamical charged membrane, embedded in the asymp-
totic dS / AdS metric.
The motivation for our work is two-fold. The first is, of course, to see how the whole tech-
nique of background-covariantization works for Einstein-Maxwell system, which, in terms
of complexity, is just at the next level, compared to the pure gravity system. Indeed we
have noticed that unlike the uncharged case, only naive covariantization of the flat space-
equations of the charged membrane (as derived in [9]) will not give the correct duality
and we need to add a term proportional to the background curvature even at the first
subleading order in O ( 1D) expansion. This is indeed one of the interesting observations in
our paper.
The second piece of motivation is as follows. We know that in asymptotically AdS geom-
etry there exist another set of perturbative solutions to Einstein-Maxwell system. These
are black holes/branes constructed in a derivative expansion and are dual to dynamical
charged fluid living at the boundary of AdS. Recent works can be found in [18, 34, 38]. At
this point, it is natural to ask whether there exists any overlap regime for these two types
of perturbations, and if so, whether the two metrics agree. In the best possible scenario,
the outcome of this comparison could be a duality between the dynamics of a charged
fluid and charged membrane in a large number of dimensions, where gravity does not have
much role to play. Our construction in this paper is one necessary step towards such duality.
The outline of this paper is described as following. We start with the Einstein-Maxwell-
Hilbert action in section 2. We write the Einstein-Maxwell equations in a simplified form
and sketch the general solutions of metric and gauge field using the large D perturbative
technique. The next section is devoted mainly to guess the initial ansatz for the metric
and gauge field. We consider some educated guess to reach the starting point of the
perturbation. Section 4 backs up the choice of our ansatz and describe the conditions
imposed in leading order for the ansatz to satisfy the Einstein-Maxwell equations. We state
the scaling laws of different tensors in powers of D. In section 5, we have covered, in details,
the strategy to solve the equations. We have mentioned the subsidiary conditions on the
auxiliary functions and the gauge choice to construct the most general structure of metric
and gauge field corrections. Our analysis does not require any coordinate dependency
of the background. Instead, the sub-leading order corrections are parametrized by some
smooth function, a one form and charge field. The subsidiary conditions help to fix these
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functions in the background. One of the advantages of the large D technique is that it
reduces the dimensionality of the problem by one, by integrating the radial direction. In
few specific cases, like ours, it reduces the coupled non-linear PDEs (involving two variables)
to ODEs. In section 5, this simplification is discussed. To solve the ODE s we need the
boundary conditions. We have devoted a subsection in Section 5 for this purpose. Section 6
deals with the strategy we mentioned in Section 5 to solve the first subleading corrections.
The next section summarise the results of this paper. It include the solutions of the
Einstein-Maxwell equations along with the membrane equations governing the dynamics
of membrane. In section 8, we prove the consistency of our membrane equations. We
calculate the light quasi-normal modes of few known solutions of Einstein-Maxwell system
using our membrane equations. Section 9 wraps up this paper with a conclusion. The
explicit details of the calculations are provided in the appendices.
2 Set up
In this section, we shall describe our basic set-up for this problem.
We start by looking at the Einstein- Hilbert-Maxwell action in presence of cosmological
constant Λ.
S =
∫
(R− 1
4
FABF
AB − 2Λ)√−G dDX (2.1)
Here G is the determinant of the space-time metric GAB, the corresponding Ricci
scalar is denoted as R and FAB is the field strength tensor for the U(1) gauge field AB.
Following [35] we scale to define the cosmological constant Λ as:
Λ =
(D − 1)(D − 2)
2
λ (2.2)
Varying the Einstein-Maxwell action, we get the following Einstein and Maxwell equa-
tion.
EAB ≡ RAB − 1
2
RGAB − 1
2
[
FACF
C
B −
1
4
F 2GAB
]
+ ΛGAB = 0 (2.3a)
EN ≡ ∇MFMN = 0 (2.3b)
In the Maxwell equation ∇ is the covariant derivative with respect to GAB.
The first equation (2.3) could be simplified a bit. Note that, by contracting this equation
with GAB, we get a relation among R, FABF
AB and Λ. Substituting this relation back
into the expression of EAB we find the simplified version of the Einstein equation, which we
shall use for our further computation. So the final set of differential equations that we are
going to solve in this paper using the ‘large D perturbation technique’, are the following.
E(1)AB = RAB −
1
2
FACF
C
B +
1
4D
F 2GAB − (D − 1)λGAB = 0 (2.4a)
EN(2) = ∇M (FAB GMA GNB) = 0 (2.4b)
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As mentioned before, our objective is to solve the equations perturbatively where the
perturbation parameter is
(
1
D
)
. Schematically the solution will take the following form.
GAB = G¯AB +
∞∑
0
( 1
D
)k
G
(k)
AB (2.5a)
AM =
∞∑
0
(
1
D
)k
A
(k)
M (2.5b)
where G¯AB is some exact solution of pure Einstein equation in presence of cosmological
constant (i.e., the first equation of (2.4) with gauge field set to zero). In this paper, the
precise goal of our computation would be to determine G
(1)
AB and A
(1)
M given some arbitrary
G¯AB, satisfying the above constraint.
3 The leading ansatz
Our goal is to determine the first subleading correction to the metric and the gauge field.
But, as it is true in any perturbative calculation, we must know the leading solution before
we could determine any subleading term. On the other hand, the leading ansatz could never
be derived, since typically there is no unique answer to this. In some sense, we have to start
with an educated guess for G
(0)
AB and A
(0)
M so that the metric
[
GAB|leading = G¯AB +G(0)AB
]
and the gauge field
[
AM |leading = A(0)M
]
satisfy the equations (2.4) at leading order (which
turns out to be order O(D2) in this case).
Now from [35], we know the form of the ansatz for arbitrary G¯AB but without the gauge
field. It is given by almost the same ansatz one has in asymptotically flat space, except
that the explicit appearance of the flat space Minkowski metric ηAB has been changed to
G¯AB. Also from [9], we know the form of the leading ansatz in asymptotically flat space
in presence of gauge field.
[GAB]
flat
leading = ηAB +
[
(1 +Q2)ψ−D −Q2ψ−2D]OAOB
[AM ]
flat
leading =
√
2Q ψ−DOM
(3.1)
Here ψ and Q are any smooth functions and OA dX
A is a one-form which is null with
respect to ηAB. Taking the cue from the uncharged case, one very natural guess for the
leading ansatz in Einstein-Maxwell system in the arbitrary asymptotic background would
be to simply replace the explicit appearance of ηAB to G¯AB, i.e.,
[GAB]leading = G¯AB +
[
(1 +Q2)ψ−D −Q2ψ−2D]OAOB
[AM ]leading =
√
2Q ψ−DOM
(3.2)
and now OA is null with respect to G¯AB.
1.
1We could intuitively understand why such simple replacement works for the leading ansatz. As described
in the introduction, all these geometries will necessarily possess an event horizon and the non-trivial gravity
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Note that the ψ = 1 hypersurface is null with respect to the metric [GAB]leading. Also
at large D, as one goes finitely away from this hypersurface, the metric either blows up
(if ψ < 1 ) or reduces to its asymptotic form G¯AB. However, we could easily see that
the metric is non-trivial and finite only within a region of thickness of order O ( 1D) in the
following way.
Suppose we are infinitesimally away from the hypersurface such that (ψ = 1 + RD ) where
R ∼ O(1). This implies ψ−D is non trivial even when D →∞.
lim
D→∞
ψ−D = lim
D→∞
(
1 +
R
D
)−D
= e−R
⇒ lim
D→∞
[
(1 +Q2)ψ−D −Q2ψ−2D] = [(1 +Q2)e−R −Q2e−2R]
Clearly, our ansatz does have the required form with a non-trivial membrane region. Also,
the singular part of the space-time is shielded by the membrane at ψ = 1, which we shall
identify with the event horizon of the space-time. Now we have to check whether this
ansatz satisfy the relevant equations at leading order.
4 How the ansatz solves (2.4) at leading order
In this section, we shall see that the above ansatz indeed solves (2.4) at leading order
provided OA and ψ satisfy certain conditions on the (ψ = 1) hypersurface. But before
getting into the details of the equations, we shall first describe our
(
1
D
)
expansion in a
little more details.
4.1 Scaling with D
Note that the first equation in (2.4) is a set of
(
D(D+1)
2
)
equations and the second equation
is a set of D equations for total
(
D(D+1)
2
)
metric components and D gauge field compo-
nents. Hence, as we increase D (or decrease our perturbation parameter
(
1
D
)
), both the
number of equations and the number of unknowns increase and no perturbation technique
can work in such a situation. This has been discussed in detail in [8], [9],[10] and [35]. We
shall follow their strategy to have a meaningful
(
1
D
)
expansion. We shall assume that the
metric GAB and the gauge field AM are dynamical only along some fixed finite number
of dimensions p + 1 and the rest of the (D − p − 1) dimensions are protected by some
symmetry. In terms of equation, we mean the following.
ds2 = GABdX
AdXB = G˜ab(x
a)dxadxb + f(xa)dΩ2 (4.1)
where, {a, b} = {0, 1, . . . p}. G˜ab(xa) is a dynamical and finite p + 1 dimensional metric
and dΩ2 is the line element which takes care of the infinite (D − p − 1) symmetric space.
f(xa) is an arbitrary constants of the (p+ 1) dynamical coordinates.
effects of the black holes will be confined within a thin region of the thickness of order O ( 1
D
)
around this
event horizon, which we shall refer to as ‘membrane region’. Because of this infinitesimal thickness, inside
the membrane region, the details of the asymptotic geometry become irrelevant at the very leading order,
and the same ansatz works as long as we replace asymptotic background as required. See [9] for a more
detailed discussion on this point.
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However, as in [10, 35], for our computation, we do not need to use any detail of this
decomposition. The sole effect of this symmetry would be to impose some scaling rules
(with D) on different derivative structures. Below we are simply stating these rules and
would request the reader to go through the discussion in [10, 35] for their justification.
• For a generic tensor TA1A2···An of order O ( 1D)k, its divergence, ∇AjTA1A2···Aj ···An ,
would be of order O ( 1D)k−1
where ∇A denotes the covariant derivative with respect to G¯AB.
• G¯AB is such that all components of Riemann tensor, evaluated on G¯AB is of order
O(1), which further implies that
RAB|on G¯AB ∼ O(D), R|on G¯AB ∼ O(D2)
4.2 Conditions imposed due to leading ansatz
Now we shall simply substitute our leading ansatz (3.2) in (2.4) and shall compute the
leading piece, keeping in mind the scaling rules we have mentioned above. The details of
the computation are all presented in appendix (C). Here we shall only present the final
result of this computation. As mentioned before, the leading pieces in both EAB and EA
turn out to be of order O(D2). Up to corrections of order O(D), they have the following
form
EAB = 1
2
(OB∇A +OA∇B)
[
f
(
∇ ·O − DN
ψ
)]
+
f
2
[(O · ∇)f ]
[
∇ ·O − DN
ψ
]
OAOB
− 1
2
(
1 +Q2 − 2Q2ψ−D)(DN
ψ
−K
)
OAOB +O(D)
EM =
(
DN
ψ
)
f˜
[(DN
ψ
−K
)
ON +
(
∇ ·O − DN
ψ
)
nN
]
where ∇ ≡ Covariant derivative w.r.t G¯AB
f = (1 +Q2)ψ−D −Q2ψ−2D, f˜ = Qψ−D
N =
√
(∂Aψ)(∂Bψ)G¯AB, nA =
∂Aψ
N
, K = ∇ · n
(4.2)
In equation (4.2) (and from now on throughout the paper) all raising, lowering and con-
traction of indices have been done using G¯AB. Note according to our scaling rules, both
(∇·O) and (K = ∇·n) are of order O(D) since they are divergences of order O(1) vectors
nA and OA.
From (4.2) we could easily see that the leading order piece will vanish, or our ansatz
will solve the equation at the very leading order (O(D2)) provided
(K −DN)|ψ=1 = O(1)
(∇.O −DN)|ψ=1 = O(1)
(4.3)
Note that we have imposed the conditions only at (ψ = 1). If we are finitely away from
ψ = 1, the two equations will anyway vanish, because of the ψ−D factor in f and f˜ . To
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have a non-trivial effect on the equations, we can deviate from this hypersurface only in a
power series in
(
1
D
)
and therefore the effect of such deviation will always be suppressed.
We do have to take care of it in our subleading calculation, but at this order, it does not
matter.
For convenience, we shall define a unit time-like vector field uA which is orthogonal to
nA and defined as uA = nA −OA. In terms of uA the second equation of (4.3) reads as
∇ · u = O(1)2 (4.4)
Note that in the language of our ‘D scaling rules’ , the O(1) vector uA is a special case
since its divergence is also of O(1) instead of being O(D).
In summary, the final form of our leading ansatz is given by (3.2), where ψ and OA
satisfy the conditions given in (4.3).
5 Subleading corrections: The strategy
Once we have our leading ansatz, we are ready to go for the subleading corrections. In this
section, first, we shall describe the strategy very briefly, along with the conventions and
the choices we shall be using for the solution. See [35] for elaborate discussions on these
points. Then we shall implement this strategy for our particular case to get the final set
of coupled ODEs.
5.1 Brief description of the algorithm
In a nutshell, the algorithm to determine the first subleading correction is as follows.
We have constructed an initial metric and gauge field ansatz G
(0)
AB, A
(0)
M and have seen
that G
[0]
AB = G¯AB +G
(0)
AB and A
(0)
M solve (2.4) at leading order (which is of O(D2)) provided
the null one-form field OA, the scalar function ψ satisfy (4.3) on (ψ = 1) hypersurface.
Hence, after we impose (4.3), both EAB and EM , evaluated on G[0]AB and A(0)M would be of
order O(D). Let us denote these O(D) pieces as SAB and SM respectively.
Now we add the first subleading corrections, namely 1DG
(1)
AB to the metric and
1
DA
(1)
M
to the gauge field. A simple order counting suggests that the leading contribution of these
corrections to (2.4) would also be of order O(D). Let us denote these O(D) pieces as HAB
and HM respectively. Clearly, HAB and HM would be some differential operators, acting
on the unknown functions appearing in 1DG
(1)
AB and
1
DA
(1)
M . Their form would be universal
in any order and could easily be computed by treating the subleading corrections as linear
perturbations on G
[0]
AB and A
(0)
M .
Since HAB and HM are of the same order as SAB and SM , they could potentially cancel
each other. This cancellation gives the final differential equations for the first subleading
correction, the schematic form of which
HAB + SAB = O(1), HM + SM = O(1) (5.1)
Now we shall describe the conventions and gauge choices we have used to determine
HAB, HM and SAB, SM .
2As (4.4) comes as a direct consequence of (4.3), (4.4) also matches with the conditions imposed on uA
in [35]
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5.2 Subsidiary conditions
Following [35] we shall write the final answer for G
(1)
AB in terms of ψ, Q, OA and their
derivatives. The advantage of presenting the answer this way is that we never need to
choose any specific coordinate system for the background, and therefore our solution will
have explicit background covariance.
However, such a final answer does not make sense unless ψ, Q and OA are some known
functions of the background. Note that the conditions (4.3) (which has to be satisfied only
at ψ = 1 hypersurface) are not enough to determine these two functions and the one-form
everywhere in the space-time. Therefore there is a huge ambiguity in fixing these functions
everywhere. For convenience, we shall fix this ambiguity, by imposing some conditions
(which, following [8, 9, 35], we shall refer to as ‘subsidiary conditions’) on ψ , Q and OA
externally. Our choice of subsidiary conditions (these have to be satisfied everywhere in
the background space-time) would be the following.
∇2ψ−D = 0, (n · ∇)Q = 0
O ·O = 0, O · n = 1, (O · ∇)OA ∝ OA
(5.2)
Note that this choice of subsidiary conditions are consistent with (4.3), and also maintain
‘the background covariance’, in the sense that to specify them we do not need to choose
any coordinate system.
Being differential equations, the subsidiary conditions will fix these functions up to some
boundary conditions. We shall specify the boundary conditions on ψ = 1 hypersurface. In
other words, given the shape of the ψ = 1 hypersurface, and Q and OA on this hypersurface,
(5.2) will determine them everywhere in space, (i.e. at all ψ 6= 1)3 . It will turn out that
these boundary values ( i.e., the Q and projected OA fields on the hypersurface and its
extrinsic curvature) are not completely free and the Einstein-Maxwell system could be
solved only if they together satisfy some integrability conditions. These are the equations
that govern the dynamics of the dual charged membrane and one of the key results of this
paper.
5.3 Gauge choice
In this section, we shall specify a choice of gauge4 and shall parametrize the metric and
gauge field correction accordingly. To fix the general coordinate invariance we need D
conditions on the metric and the U(1) gauge fixing will require one condition on the gauge
field. Our choice would be as follows
OAG
(1)
AB = 0, O
MA
(1)
M = 0 (5.3)
3 See [32] for an explicit construction of ψ in terms of the extrinsic curvature of the ψ = 1 hypersurface
in large-D approximation.
4It is important to distinguish the subsidiary conditions from coordinate and U(1) gauge covariance of
the Einstein-Maxwell system. Here we have chosen to express our final answer in terms of some auxiliary
functions ψ, Q and OA. The purpose of the subsidiary conditions is to fix or define these functions. We
have defined these auxiliary functions in a way so that we do not need to fix any particular coordinate
system for our analysis. On the other hand, our gauge choice does fix the coordinate system upto some
possible residual gauge invariance.
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The most general form of the metric and the gauge field correction consistent with (5.3) is
G
(1)
AB = G(s1) OAOB + G(s2)
(
PAB
D
)
+
(
G(v)A OB + G(v)B OA
)
+ G(T )AB
A
(1)
M = A(s) OM +A(v)M
(5.4)
where PAB is the projector perpendicular nA and uA
PAB = G¯AB − nAnB + uAuB
G(v)A , A(v)M and G(T )AB satisfy the following conditions
nAG(v)A = uAG(v)A = nMA(v)M = uMA(v)M = 0
nAG(T )AB = uAG(T )AB = 0
5.4 Reducing the PDE to ODE
Naively if we compute the leading contribution of (5.4) to (2.4), we shall get linear partial
differential operators on the unknown functions (G(s1), A(s) etc.) appearing in G(1)AB and
A
(1)
M . However, the key simplification arises as follows.
Suppose we choose the ψ = constant surfaces to foliate the space-time. It turns out that
at large D, part of the metric and gauge field vary parametrically fast in the direction
of increasing ψ, compared to the directions along the constant ψ hypersurfaces. In other
words, each component of the metric and the gauge field correction could be decomposed
as a product of ‘fast-varying’ and ‘slowly-varying’ pieces. The derivatives of the ‘slowly-
varying’ pieces are parametrically suppressed. As a consequence, if we were to evaluate
(2.4) on the metric and gauge field correction at a given order of O ( 1
Dk
)
, (assuming the
system of equations have been solved up to O ( 1
Dk−1
)
) ‘slowly-varying’ pieces should be
treated as constants. This reduces the complicated PDE of Einstein-Maxwell system to
a set of in-homogeneous ODEs along the fast varying direction (namely the direction of
increasing ψ) and the
(
1
D
)
expansion takes the form of an effective derivative expansion
along these [ψ = constant] hypersurfaces.
From the above discussion it is clear that the first step in determining the subleading
corrections would be to decompose the metric and gauge field functions as products of
slowly and fast varying pieces as we have done below.
G(s1) =
NS∑
i=1
S
(i)
1 (ζ) S(i), G(s2) =
NS∑
i=1
S
(i)
2 (ζ) S(i), A(s) =
NS∑
i=1
a(i)s (ζ) S(i)
G(v)A =
NV∑
i=1
V(i)(ζ) V (i)A , A(v)A =
NV∑
i=1
a(i)v (ζ) V
(i)
A , G(T )AB =
NT∑
i=1
T (i)(ζ) t(i)AB
(5.5)
Here ζ = D(ψ−1). Clearly ζ dependent parts are the fast varying pieces whose derivatives
will have explicit factors ofD. Each of these fast varying functions are multiplied by ‘slowly-
varying’ scalar, vector and tensor structures. It turns out that at a given order there are
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only a finite number of slowly varying structures that could appear. Scalar structures are
denoted by S(i); vector structures, perpendicular to both uA and nA are denoted by V (i)A
and t
(i)
AB denotes the traceless tensor structure, perpendicular to both nA and uA. The
total number of such ‘slowly varying’ scalar, vector and tensor structures at order O(D)
are denoted by NS , NV and NT respectively. A similar decomposition in terms of these
scalar, vector and tensor structures is also possible for the sources SAB and SM (see the
next section for more details).
Once we substitute these decomposed sources, i.e the metric and the gauge field in the
schematic equation (5.1), its different component reduce to second order inhomogeneous
ODEs for the unknown functions S
(i)
1 (ζ), S
(i)
2 (ζ), a
(i)
s (ζ) , V(i)(ζ), a(i)v (ζ) and T (i)(ζ). As
explained before, these are ODE s (as opposed to PDE s) simply because the derivatives
of the slowly varying structures do not contribute at this order. Each structure could be
treated as independent constant, thus decoupling the equations in different superscript
‘(i)’ sectors. Of course, along with this, due to the symmetry of the equations, the scalar,
vector and the tensor sector will decouple as well in the usual way. These two types of
decoupling of the resultant ODEs lead to a vast simplification. With an appropriate choice
of boundary conditions and a set of constraints on our scalar and vector data (which turns
out to be the equation that governs the dynamics of the dual charged membrane - one of
the main results of our paper), we could integrate them.
In a nutshell, this is how we determine the subleading corrections to the metric and
the gauge field.
5.5 Boundary conditions
As explained above, the relevant equations in the end would be a set of second order ODEs
for each of the functions S
(i)
1 (ζ), S
(i)
2 (ζ), a
(i)
s (ζ) , V(i)(ζ), a(i)v (ζ) and T (i)(ζ). Generically
we need two boundary conditions for each of them to fix the integration constants. We
shall impose them at ζ →∞ and ζ → 0 .
The fact that asymptotically the full space-time metric GAB should reduce to the
background G¯AB fixes the boundary condition at ζ → ∞ end. It simply says all the
functions should vanish as ζ goes to ∞. It turns out that S(i)1 (ζ) could be unambiguously
determined using this single condition. For the rest of the functions, we need another
condition at ζ → 0 end of the space-time.
Now, note that our final solution is parametrized by a dual system of a dynamical
charged membrane, embedded in the asymptotic geometry, with a velocity field uA living
on it. We need to unambiguously define these parameters in terms of our full space-time
geometry and the gauge field containing the black hole. These definitions fix many of the
integration constants.
In the metric sector, we shall follow [39] to fix our choices of parameter. We shall
choose the ψ = 1 hypersurface to be the horizon of the space-time and uA to be the null
generator of the horizon to all orders in
(
1
D
)
expansion. As explained in [10] and [39], this
implies the following boundary conditions.
lim
ζ→0
S
(i)
1 (ζ) = 0, lim
ζ→0
V(i)(ζ) = 0 ∀ i (5.6)
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Once the membrane is defined, we shall have the all order definition of the parameter Q
through the following equation.
Q =
1√
2
(
nMAM
) |ψ=1 (5.7)
This definition fixes how a
(i)
s (ζ) should behave as ζ → 0
lim
ζ→0
a(i)s (ζ) = 0 (5.8)
For rest of the two functions T (i)(ζ) and a(i)v (ζ), the integration constants at ζ = 0
ends are fixed by demanding that the solution has to be finite on the horizon.
6 First subleading correction: Explicit solution
In this section, we shall implement the strategy outlined in the previous section to deter-
mine the first subleading correction to the metric and the gauge field. We shall refer to
the appendices (B), (C) and (D) for some of the details of the calculation.
6.1 Classification of structures
As explained in the previous section the first step would be to classify the slowly-varying
structures that can appear at the first subleading order. Below in table 1 we shall give a
list of such structures that will appear in the final answer. Here QA ≡ ∇AQQ .
Table 1. List of membrane data
Scalar Vector Tensor
S(1) ≡ (u·∇)KK V
(1)
A ≡ PCA
(
∇CK
K
)
tAB ≡ PCA PC
′
B
[(∇COC′+∇C′OC
2
)
− PCC′D (∇ ·O)
]
S(2) ≡ (u ·K · u) V (2)A ≡ PCA (u · ∇)OC
S(3) ≡ (∇ˆ · u) V (3)A ≡ PCA (u · ∇)uC
S(4) ≡ ∇ˆ2K
K2
V
(4)
A ≡ PCA
(
∇ˆ2uC
K
)
S(5) ≡ (u · Q)
S(6) ≡ ∇·QK
S(7) ≡ KD
Apart from the list of scalars mentioned in table (1), we could also have some scalar
terms proportional to the background curvature. However, we are not giving a separate
name to such terms and shall be writing them explicitly whenever they occur.
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6.2 Source
Now we shall write the explicit expression for the source SAB and SM at first subleading
order, which turns out to be of order O(D). We shall decompose the sources into different
components.
SAB ≡ K
[
S0 nAnB + S1 OAOB + S2 (nAOB + nBOA) + S3 PAB
+ (V
(1)
A OB + V
(1)
B OA) + (V
(2)
A nB + V
(2)
B nA) + TAB
]
SM ≡ K
[
A(1) nM + A
(2) OM + AM
]
(6.1)
Now the different components could be further decomposed into different scalar vector
and tensor structures as appeared in the table (1).
S0 = 0, S3 = 0 V
(2)
A = 0
S1 = f˜
2(1− f)
[
S(1) − S(2) + S(7)
]
+
f
2
(
f − f˜2
)
S(3) +
(
Qf˜ − f˜2
)(
fS(5) − S(6)
)
S2 =
f
2
[
S(3)
]
+ f˜2
(
−S(1) + S(2) − S
(3)
2
− S(7)
)
+
(
Qf˜ − f˜2
)
S(5)
V
(1)
A =
f
2
[
−V (1)A + V (2)A + V (4)A
]
+
f˜2
2
[
V
(1)
A − V (3)A
]
TAB = f˜
2 tAB
(6.2)
A(1) = − f˜
[
S(1) − S(2) + S(3) + S(5)
]
, A(2) = f˜
[
S(6) + R¯uu
K
]
AA = f˜
[
V
(1)
A − V (2)A − V (4)A
] (6.3)
Here, R¯uu = u
A R¯AB u
B and R¯AB = (D− 1)λG¯AB is the Ricci tensor w.r.t the background
metric G¯AB.
6.3 Homogeneous part
As mentioned before, the schematic form of the equations at order O(D) is
EAB ⇒ HAB + SAB ≈ 0, EM ⇒ HM + SM ≈ 0
where HAB and HM consist of the linear differential operators acting on the unknown
functions appearing in equation (5.4) and SAB and SM are the sources that do not depend
on G
(1)
AB and A
(1)
M .
Now once we have decomposed the functions into slow and fast pieces (see equation (5.5)),
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the homogeneous part - HAB and HM reduce to ordinary linear differential operator on
the fast varying functions (the functions that depend on ζ). Below we are presenting the
final form of HAB and HM . See appendix (D) for the detailed derivation.
For convenience, we shall first decompose HAB and HM in the following way.
HAB = H
scalar
AB +H
vector
AB +H
trace
AB +H
tensor
AB +H
Gauge scalar
AB +H
Gauge vector
AB
HM = HMscalar +H
M
vector +H
M
trace +H
M
tensor +H
M
Gauge scalar +H
M
Gauge vector
(6.4)
where,
HscalarAB =
DN2
2
(f − 1)
∑
i
(
S¨
(i)
1 + S˙
(i)
1
)
S(i)OAOB
+
DN2
2
∑
i
(
S¨
(i)
1 + S˙
(i)
1
)
S(i)(nAOB + nBOA) (6.5)
HtraceAB =
∑
i
−
(
DN2
4
)
(f − f˜2)S˙(i)2 [(f − 1)OAOB + (nAOB + nBOA)]−
(
DN2
2
)
S¨
(i)
2 nAnB
−
(
N2
2
)[(
(1− f)S¨(i)2 + S˙(i)2
)
S(i)PAB + 2S˙(i)2 S(i)nAnB
]
+
(
N2
2
)
f˜2S˙
(i)
2 S(i)PAB +O(1)
(6.6)
HvectorAB =
(
DN2
2
)∑
i
(
V¨(i) + V˙(i)
) [
f(OAV
(i)
B +OBV
(i)
A ) + (uAV
(i)
B + uBV
(i)
A )
]
+
(
N
2
)∑
i
(∇.V (i))
[
V˙(i)(OAnB +OBnA)− (f − f˜2)V(i)OAOB
]
+O(1) (6.7)
HtensorAB = −
DN2
2
∑
i
[
(1− f)τ¨ (i) + τ˙ (i)
]
t
(i)
AB +
N
2
∑
i
τ˙ (i)[nB∇C(t(i)CA ) + nA∇C(t(i)CB )]
+
DN2
2
f˜2
∑
i
τ˙ (i)t
(i)
AB (6.8)
HGauge scalarAB = −DN2
∑
i
2a˙(i)s f˜S(i)[nAOB + nBOA + (f − 1)OAOB] (6.9)
HGauge vectorAB = −DN2
∑
i
a˙(i)v f˜
[
uAV
(i)
B + uBV
(i)
A + f(OAV
(i)
B +OBV
(i)
A
]
(6.10)
And for the second equation in (2.4),
HM = HMscalar +H
M
vector +H
M
trace +H
M
tensor +H
M
Gauge scalar +H
M
Gauge vector
where,
HNscalar = 0 (6.11)
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HNtrace =
DN2f˜
2
∑
i
S˙2
(i)
uN S˙2 (6.12)
HNvector = Nf˜
∑
i
V(i)(∇.V (i))ON − DN
2f˜
ψ
∑
i
V˙(i)V (i)N (6.13)
HNtensor = 0 (6.14)
HNgauge scalar = −
∑
i
DN2(a¨(i)s + a˙
(i)
s )S(i)uN (6.15)
HNgauge vector =
∑
i
[
DN2
(
a¨(i)v (1− f) + a˙(i)v (1− f˜2)
) ]
V (i)N +N(fON − nN )(∇ · V (i))a˙(i)V
(6.16)
6.4 Decoupling the ODE s
The set of coupled ODE s mentioned in the previous subsection could easily be decoupled,
by taking appropriate projection. In this subsection we shall present the decoupled ODEs
and their solutions in the form of integrals.
6.4.1 Trace-less tensor sector in the metric correction
Consider the following combination,
PAD (HAB + SAB)P
B
C = 0 (6.17)
This combination reduces to the decoupled ODE s for T (i)(ζ) s . Now from the table (1)
we could see that there exists only one tensor structure at this order, or in other words,
according to the notation of equation (5.5), NT = 1. To unclutter the notation in this case,
let us denote T (i)(ζ), simply by T (ζ) without the subscript. The relevant equation turns
out to be the following.
(1− f) T¨ + (1− f˜2) T˙ − 2D
K
f˜2 = 0
⇒ e−ζ d
dζ
[
eζ (1− f) T˙
]
− 2D
K
f˜2 = 0
(6.18)
After imposing the boundary conditions (finite at ζ = 0 hypersurface and vanishing as
ζ →∞) this equation could be integrated .
T (ζ) = 2
(
D
K
)
log
[
1−Q2e−ζ
]
(6.19)
For Q → 0 limit, the traceless tensor sector correction vanishes, which is consistent with
[35].
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6.4.2 Vector sector
Consider the following three combinations
OAEACPCB ≡
∑
i
[
V¨(i) + V˙(i) − 2a˙(i)v f˜
]
V
(i)
B + T˙
(∇CtCB
K
)
= 0
uAEACPCB ≡ (f − 1)
∑
i
[(
N
2
)(
V¨(i) + V˙(i) − 2a˙(i)v f˜
)]
V
(i)
B + V
(1)
B = 0
EAPAB ≡ −
∑
i
N
[
f˜ V˙(i) −
(
a¨(i)v (1− f) +
a˙v
ψ
(1− f˜2)
)]
V
(i)
B + AB = 0
(6.20)
These three equations give a set of coupled ODE s for the unknown functions V(i) and a(i)v .
Note that, by construction, these equations are decoupled for each independent vector
structure V
(i)
A appearing in the source V
(1)
A and AA, i.e., the superscript i s are not mixed.
However, for a given i, we have to do some work to decouple V(i) and a(i)v . Moreover,
we have three equations for two unknown functions, leading to the following consistency
constraint.
(f − 1)T˙
(∇CtCA
2K
)
=
(
D
K
)
V
(1)
A +O
(
1
D
)
(6.21)
From the theory of ‘constraint equations’ in any gauge theory, it follows that if we satisfy
such constraints along one constant ζ hypersurface, they will be satisfied everywhere, pro-
vided we solve the dynamical equations ( in this case the equations involving two derivatives
w.r.t ζ and therefore determining the ‘ζ evolutions’ of the unknown functions ) correctly
[40]. Here we shall impose these constraints on ζ = 0 or ψ = 1 hypersurface, which will
lead to the constraint equations on our membrane data.
Note that the LHS of equation (6.21) vanishes at (f = 1) (or equivalently ψ = 1)
hypersurface which further implies that the combination of vector structures V
(1)
A , which
generically should be of O(1) 5, turns out to be of order O( 1D ) because of equation (6.21).
V
(1)
A |ψ=1 = O
(
1
D
)
⇒
[
−V (1)A + V (2)A + V (4)A
]
+Q2
[
V
(1)
A − V (3)A
]
= O
(
1
D
)
More explicitly,
[∇ˆ2uν
K − (1−Q
2)
∇ˆνK
K + u
αKαν − (1 +Q2)(u.∇ˆuν)
]
Pνµ = 0
(6.22)
This is clearly one of the ‘integrability condition’ for our set of ODEs. This membrane
equation is one of the key results of our paper. This is one of those equations that govern
the coupled dynamics of the membrane’s shape, its charge and the velocity field. Here, ∇ˆ
5The source SAB and SM are of O(D) with a clear O(D) factor K in the front. Hence the different
decomposed components are of O(1) in general.
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is the covariant derivative wrt to the intrinsic membrane coordinates denoted by the Greek
indices µ, ν.
Pνµ = projector perpendicular to uµ = δνµ + uνuµ
Kµν is the extrinsic curvature of the membrane in terms of the membrane coordinates and
K is the trace of the extrinsic curvature.
As we have explained, this membrane equation ensures that (6.21) is satisfied only at
the hypersurface ψ = 1. However, for the consistency of the set of ODE s we need (6.21)
to be satisfies at every value of ψ. This is an internal consistency test of our systems of
equations. It is a consequence of the theory of ‘constraint equations’ in any theory with
gauge invariance. For our case we could easily verify it and the proof is given in appendix
(E).
Next, we proceed to decouple and integrate. We shall use the second and the third equation
for this purpose. Let us first introduce some new notation to denote the decomposition of
the sources in our basis of vector structure as given in table (1)
V
(1)
A ≡
∑
i
v
(i)
metric(ζ) V
(i)
A , AA ≡
∑
i
v(i)gauge(ζ) V
(i)
A ,
where
v
(1)
metric = −
f − f˜2
2
, v
(2)
metric = v
(4)
metric =
f
2
, v
(3)
metric = −
f˜2
2
v(1)gauge = f˜ , v
(2)
gauge = −f˜ , v(3)gauge = 0, v(4)gauge = −f˜
(6.23)
Here the ζ dependence of f and f˜ are given as
f = (1 +Q2)e−ζ −Q2e−2ζ , f˜ = Qe−ζ (6.24)
Above notation would help us to decouple different ‘i’ sectors in (6.20). The second
equation of (6.20) will take the following form. 6
d
dζ
[
eζ V˙(i) − 2Q a(i)v
]
= 2
(
D
K
)[
eζ v
(i)
metric
1− f
]
⇒ V˙(i) = 2f˜a(i)v + 2
(
D
K
)
e−ζ
∫ ζ
0
dρ
[
eρ v
(i)
metric(ρ)
1− f(ρ)
] (6.25)
6For Q→ 0 limit, the second term of second equation of (6.20) gives back the vector constraint on the
membrane data for the uncharged case and it is also suppressed by O( 1
D
) outside ψ = 1. Then the vector
sector correction in the metric becomes zero. For more discussion on this, see [35].
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Substituting (6.25) in the third equation of (6.20) we get the decoupled equation for a
(i)
v
2f˜2a(i)v −
(
a¨(i)v (1− f) +
a˙
(i)
v
ψ
(1− f˜2)
)
=
(
D
K
)(
v(i)gauge(ζ)− 2e−ζ
∫ ζ
0
dρ
[
eρ v
(i)
metric(ρ)
1− f(ρ)
])
⇒ d
dζ
[
e3ζ(1− f)(f − f˜2)2 d
dζ
(
e−ζ a(i)v
f − f˜2
)]
= −v(i)(ζ)
where v(i)(ζ) ≡
(
D
K
)
e2ζ(f − f˜2)
(
2e−ζ
∫ ζ
0
dρ
[
eρ v
(i)
metric(ρ)
1− f(ρ)
]
− v(i)gauge(ζ)
)
(6.26)
Equation (6.26) could be easily integrated and therefore (6.25) could be easily integrated.
a(i)v (ζ) = e
ζ [f − f˜2]
∫ ∞
ζ
(
e−3ρ
[1− f ] [f − f˜2]2
)∫ ρ
0
dρ′ v(i)(ρ′)
V(i)(ζ) = −2
∫ ∞
ζ
dρ f˜(ρ) a(i)v (ρ)− 2
(
D
K
)∫ ∞
ζ
dρ e−ρ
∫ ρ
0
dρ′
[
eρ
′
v
(i)
metric(ρ
′)
1− f(ρ′)
] (6.27)
6.4.3 Scalar sector
For every i (i.e., for every independent scalar structure in table (1)) we have unknown
functions in the scalar sector, namely S
(i)
1 , S
(i)
2 and a
(i)
s . But there are 5 equations in the
scalar sector. Therefore naively the consistency demands two constraints.
Below we are first quoting the equations relevant in the scalar sector.
OAEABOB ≡ − N
2
NS∑
i=1
(
S¨
(i)
2
)
S(i) + S0 = 0
uAEABuB ≡ N
2
(f − 1)
∑
i
[(
S¨
(i)
1 + S˙
(i)
1
)
− 1
2
(f − f˜2)S˙(i)2 − 4f˜ a˙(i)s
]
S(i)
− N
2
(f − f˜2)
NV∑
i
V(i)
(
∇ · V (i)
K
)
+ S1 = 0
OAEABuB ≡ N
2
NS∑
i=1
[(
S¨
(i)
1 + S˙
(i)
1
)
− 1
2
(f − f˜2)S˙2 − 4f˜ a˙(i)s
]
S(i)
+
N
2
NV∑
i=1
V˙(i)
(
∇ · V (i)
K
)
+ S2 = 0
(6.28)
OMEM ≡ N
2
NS∑
i=1
[
f˜ S˙2 − 2
(
a¨(i)s + a˙
(i)
s
)]
S(i) −N
NV∑
i=1
a˙(i)v
(
∇ · V (i)
K
)
+ A(1) = 0
uMEM ≡ − N
2
NS∑
i=1
[
f˜ S˙2 − 2
(
a¨(i)s + a˙
(i)
s
)]
S(i)
+N
NV∑
i=1
[
f˜V(i) + fa˙(i)v
](∇ · V (i)
K
)
+ A(2) = 0
(6.29)
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The consistency of this set of 5 equations demands
Cmetric ≡
[
(1− f)OA + uA]uBEAB
≡ N
2
NV∑
i=1
[
(1− f)V˙(i) − (f − f˜2)V(i)
](∇ · V (i)
K
)
+ (1− f) S2 + S1 = O
(
1
D
)
Cguage ≡
[
OA + uA
] EA
≡ N
NV∑
i=1
[
f˜V(i) − (1− f)a˙(i)v
](∇ · V (i)
K
)
+ A(1) + A(2) = O
(
1
D
)
(6.30)
Note that on ψ = 1 hypersurface the above two constraints (6.30) 7 reduces to the following
S1|ψ=1 = O
(
1
D
)
,
[
A(1) + A(2)
]
ψ=1
= O
(
1
D
)
More explicitly, ∇ˆ · u = O
(
1
D
)
∇ˆ2Q
K − u.∇ˆQ−Q
[
u.∇ˆK
K − u.K.u−
R¯uu
K
]
= O
(
1
D
) (6.31)
These two are the two scalar constraints on the membrane dynamics. We shall refer to
them as scalar and charge membrane equations.
Equation (6.22) and the two equations in (6.31) are the key results of our paper. Note
that in (6.22) and in the first equation of (6.31), if we just replace the covariant derivatives
∇ with partial derivatives ∂, they reduce to two of the constraint equations derived in
[8]. In other words, these two equations are the simplest possible covariantization of their
‘flat-space’ counterpart. However, the same could not be said about the second equation
in (6.31) as it includes a term proportional to the Ricci tensor with both indices projected
along the u direction. The charge conservation equation does depend on the background
curvature ( hence, the cosmological constant) in a non-trivial way. Note also, that without
the charge there is no such non-trivial curvature dependence in the membrane equations
(see [35]. Our equations, in Q→ 0 limit, very simply reduce to that of [35]).
We are yet to solve for the scalar sector. However, before going into the solution of the
scalar sector, we want to check that the equations (6.30) are satisfied for all ψ, which, in
abstract terms, is a consequence of gauge and coordinate invariance of our theory. It is a
similar kind of consistency check, as we did for the vector sector. For easier understanding,
7Actually there is one more constraint. Note that if we take projected trace of HAB , then it is of order
O(D), whereas the naive D counting suggests that it should be of order O(D2) since HAB itself is of order
O(D). This imposes a serious constraint on the source at order O(D), namely
PAB
D
SAB = S3 = O(1)
From equation (6.2) we could see that this is indeed true.
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we have explicitly showed the verification of the equations (6.30) in appendix (E).
Once the consistency is ensured we could proceed to decouple and integrate the equations.
We shall start with the solution of S
(i)
2 . The first equation in (6.28) gives the decoupled
ODE for this unknown structure. Using the fact that S0 vanishes in our case, the equation
reduces to
S¨
(i)
2 = 0 ⇒ S(i)2 = k1 ζ + k2, {k1, k2} = arbitrary constants (6.32)
Now the boundary condition S2 → 0 as ζ → ∞ simply set both k1 and k2 to zero. So
finally
S
(i)
2 = 0 for every i
Now we shall solve for S
(i)
1 and a
(i)
s . We shall use the third and the second equations
of (6.28) and (6.29). Note that in the second equation of (6.29), once we substitute the
solution for S
(i)
2 , it gives a decoupled ODE for a
(i)
s , which we could easily integrate. Sub-
stituting the solution of a
(i)
s and S
(i)
2 in the third equation of (6.28), we get the decoupled
ODE for S
(i)
1 , which again has a very simple homogeneous piece and therefore could be
integrated easily.
Before carrying out these steps let us introduce few notations to unclutter our equa-
tions. As in vector sector, we shall decompose the sources in the third and the second
equations of (6.28) and (6.29) in terms of different scalar structures listed in table (1).
N
2
NV∑
i=1
V˙(i)
(
∇ · V (i)
K
)
+ S2 ≡
NS∑
i=i
s
(i)
metric(ζ) S(i)
N
NV∑
i=1
[
f˜V(i) + fa˙(i)v
](∇ · V (i)
K
)
+ A(2) ≡
NS∑
i=i
s(i)gauge(ζ) S(i)
where
s
(1)
metric =
[
N
2
(
V˙(2) + V˙(3) + V˙(4)
)
− f˜2
]
, s
(2)
metric =
[
N
2
(
− V˙(2) + V˙(3)
)
+ f˜2
]
s
(3)
metric =
[
f − f˜2
2
]
, s
(4)
metric =
(
N
2
V˙(1)
)
s
(5)
metric = (Qf˜ − f˜2), s(6)metric = 0, s(7)metric = −f˜2, sRuumetric =
[
N
2K
(
− V˙(2) + V˙(3)
)]
s(1)gauge = N
[
f˜V(2) + fa˙(2)v + f˜V(4) + fa˙(4)v
]
, s(2)gauge = N
[
− f˜V(2) − fa˙(2)v + f˜V(3) + fa˙(3)v
]
s(4)gauge = N
[
f˜V(1) + fa˙(1)v
]
, s(6)gauge = f˜ , s
(3)
gauge = s
(5)
gauge = s
(7)
gauge = 0
sRuugauge =
N
K
[
− f˜V(2) − fa˙(2)v + f˜V(3) + fa˙(3)v
]
+ f˜
(6.33)
In this new notations it is easier to decouple the different ‘i’ sectors, and the third and
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the second equation of (6.28) and (6.29) take the following form.
d
dζ
(
eζ S˙
(i)
1 − 4Q a(i)s
)
= −
(
1
N
)
eζs
(i)
metric(ζ)
d
dζ
(
eζ a˙(i)s
)
= −
(
1
N
)
eζs(i)gauge(ζ)
(6.34)
Integrating the second equation of (6.34) we get
a(i)s (ζ) =
1
N
∫ ∞
ζ
dρ e−ρ
∫ ρ
0
dρ′ eρ
′
s(i)gauge(ρ
′) (6.35)
Substituting the solution the first equation of (6.34) we get the solution for S
(i)
1 (ζ).
8
S
(i)
1 (ζ) = −4Q
∫ ∞
ζ
dρ a(i)s (ρ) +
1
N
∫ ∞
ζ
dρ e−ρ
∫ ρ
0
dρ′ eρ
′
s
(i)
metric(ρ
′) (6.36)
7 Final results
In an expansion in the inverse power of dimension, we found a class of dynamical ‘black
hole’ solutions to Einstein-Maxwell equation in presence of cosmological constant. Our
algorithm, in principle, works to all order. We have calculated the explicit solution upto
the first subleading order.
In this section, we shall summarize our final result. For convenience, we shall repeat some
of the definition and conventions, described in the previous sections, again here.
GAB = G¯AB + fOAOB +
(
1
D
)
G
(1)
AB +O
(
1
D
)2
AM =
√
2
[
f˜ OM +
(
1
D
)
A
(1)
M +O
(
1
D
)2] (7.1)
where
f = (1 +Q2)ψ−D −Q2ψ−2D, f˜ = Q ψ−D (7.2)
• G¯AB is any solution of Einstein equation in presence of cosmological constant and
vanishing electromagnetic field.
• ψ is a smooth function such that ψ = 1 is the horizon of the full space-time and
ψ−D is a harmonic function with respect to the background metric G¯AB.
8In the Q→ 0 limit, the s(i)metric vanishes (as there is no metric vector sector correction in the uncharged
limit) except for s
(3)
metric. Using equation (6.31) and the same logic in the vector sector, the RHS of the first
equation in (6.33) is suppressed in this order and hence there is no scalar sector correction in the uncharged
limit. Thus, this result is consistent with [35].
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• OA is a null geodesic vector field in the background satisfying
OA∂Aψ =
√
G¯AB (∂Aψ) (∂Bψ)
uA|ψ=1 =
[
OA −
(
G¯AB∂Bψ√
G¯AB (∂Aψ) (∂Bψ)
)]
ψ=1
= Null generator of the horizon
(7.3)
• Q is another smooth function satisfying
G¯AB(∂Aψ)(∂BQ) = 0, Q|ψ=1 = 1√
2
(
uMAM
) |ψ=1 (7.4)
The first subleading correction G
(1)
AB and A
(1)
M are parametrized in the following way.
G
(1)
AB = G(s1) OAOB +
(
G(v)A OB + G(v)B OA
)
+ G(T )AB
A
(1)
M = A(s) OM +A(v)M
(7.5)
where
G(s1) =
NS∑
i=1
S
(i)
1 (ζ) S(i), G(s2) =
NS∑
i=1
S
(i)
2 (ζ) S(i), A(s) =
NS∑
i=1
a(i)s (ζ) S(i)
G(v)A =
NV∑
i=1
V(i)(ζ) V (i)A , A(v)A =
NV∑
i=1
a(i)v (ζ) V
(i)
A , G(T )AB =
NT∑
i=1
T (i)(ζ) t(i)AB
(7.6)
The scalar, vector and tensor structures S(i), V (i)A and t(i)AB respectively are given in table
(1).
The solution of the first subleading order metric and gauge field corrections are:
T (ζ) = 2
(
D
K
)
log
[
1−Q2e−ζ
]
a(i)v (ζ) = e
ζ [f − f˜2]
∫ ∞
ζ
(
e−3ρ
[1− f ] [f − f˜2]2
)∫ ρ
0
dρ′ v(i)(ρ′)
where v(i)(ζ) ≡
(
D
K
)
e2ζ(f − f˜2)
(
2e−ζ
∫ ζ
0
dρ
[
eρ v
(i)
metric(ρ)
1− f(ρ)
]
− v(i)gauge(ζ)
)
V(i)(ζ) = −2
∫ ∞
ζ
dρ f˜(ρ) a(i)v (ρ)− 2
(
D
K
)∫ ∞
ζ
dρ e−ρ
∫ ρ
0
dρ′
[
eρ
′
v
(i)
metric(ρ
′)
1− f(ρ′)
]
a(i)s (ζ) =
1
N
∫ ∞
ζ
dρ e−ρ
∫ ρ
0
dρ′ eρ
′
s(i)gauge(ρ
′)
S
(i)
1 (ζ) = −4Q
∫ ∞
ζ
dρ a(i)s (ρ) +
1
N
∫ ∞
ζ
dρ e−ρ
∫ ρ
0
dρ′ eρ
′
s
(i)
metric(ρ
′)
(7.7)
– 21 –
where v
(i)
metric, s
(i)
metric, s
(i)
gauge are given in (6.23) and (6.33). In the Q→ 0 limit, the tensor,
vector and scalar sector corrections in the metric vanish, which is consistent with [35].
The dual membrane is defined in terms of a smooth function ψ, a smooth one form O,
a velocity field uA and charge field Q everywhere in the background G¯AB. The ”integrable
condition” or the membrane equations governing the dynamics of the membrane are:
∇ˆ · u = O
(
1
D
)
∇ˆ2Q
K − u.∇ˆQ−Q
[
u.∇ˆK
K − u.K.u−
Ruu
K
]
= O
(
1
D
)
[∇ˆ2uν
K − (1−Q
2)
∇ˆνK
K + u
αKαν − (1 +Q2)(u.∇ˆuν)
]
Pνµ = O
(
1
D
) (7.8)
∇ˆ is the covariant derivative wrt the induced metric on the membrane. All the quantities
used in (7.8) are w.r.t the coordinates intrinsic to the membrane, denoted by the Greek
indices. All the lowering and raising has been done w.r.t the induced metric. The greek
indices can take (D − 1) values. The final results of our paper are (7.7), and (7.8).
8 Quasi Normal Mode calculations
In this section, we will be showing the consistency of our membrane equations. Membrane
equations are well-posed initial value problem. In principle, it gives the complete dynami-
cal description of any black-hole system. Hence, we will be deriving the light quasi-normal
modes for few known solutions of Einstein-Maxwell equation using our membrane equa-
tions and will be comparing them with the pre-obtained results calculated purely from the
gravitational analysis.
8.1 QNM for charged black brane
We will be looking at the light quasi-normal modes of the charged black-brane solution in
AdS/dS background. For simplicity, we will be starting with AdS charged black brane in
Poincare Patch. The black brane geometry is given as,
ds2 = ds2bgrd +
1
r2
[
2M
rD−3
− q
2
r2(D−3)
](
rdt+
dr
r
)2
(8.1)
The background metric in Poincare patch is,
ds2bgrd = gABdx
AdxB = −r2dt2 + dr
2
r2
+ r2dxadxa
The horizon of the charged black brane is at r0 = 1 [35] and on the horizon, the velocity
field is u0 = −1. We consider a small perturbation on this exact solution as,
r = 1 + δr(t, xa)
u = u0dt+ (δut(t, x
b)dt+ δua(t, x
b)dxa) (8.2)
Q = Q0 + δQ(t, x
a)
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where  is the linearization parameter, a represents the (D− 2) linear xa coordinates. The
coordinates along the membrane (t, a) are denoted by the Greek indices µ. The induced
metric on the membrane up to linear order in  is,
ds2ind = g
ind
µν dx
µdxν = −(1 + 2δr)dt2 + (1 + 2δr)dxadxa (8.3)
We follow a convention that,
∇̂µ → Covariant derivative with respect to induced metric gindµν
∂a → Covariant derivative with respect to the metric of the coordinates (a, b) which is δab
Using normalization condition of the velocity field gindµν u
µuν = −1, in linear order we get,
u(t, a) = −(1 + δr(t, a)) (8.4)
The projector Pµν on the membrane and perpendicular to uµ direction are,
Pµν = gindµν + uµuν
Ptt = 0, Pab = δab (8.5)
Pta = δua, Pat = −δua
The structure of the vector membrane equation is written similar to [35],
Etotalµ = PνµEν (8.6)
where, Eµ =
∇̂2uµ
K − (1−Q
2)
∇̂µK
K + u
νKµν − (1 +Q2)uν∇̂νuµ (8.7)
where Kµν ,K are the extrinsic curvature and trace of the extrinsic curvature wrt the mem-
brane coordinates. Kµν is the pull back of the extrinsic curvature KMN (wrt the full
spacetime coordinates)[35].
Kµν =
(
∂XM
∂yµ
)(
∂XN
∂yν
)
KMN
∣∣∣
r=1+δr
(8.8)
Now we will consider the scalar membrane equation,
∇̂.u = 0
which implies, ∂aδua + (D − 2)∂tδr = 0
or, ∂aδua = −(D − 2)∂tδr (8.9)
The relevant quantities that we need to calculate to determine the QNM frequencies are,
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(For detailed calculation the readers are requested to go through [35])
Ktt = −(1 + δr)− ∂2t δr
Kta = ∂t∂aδr
Kab = (1 + 2δr)δab − ∂a∂bδr
K = (D − 1) + ∂2t δr − ∂2δr
uµKµt = −1
uµKµa = δua − ∂t∂aδr
∇̂tK
K = O()
∇̂2ua
K = O()
∇̂aK
K =

D
∂a(∂
2
t − ∂2)δr
∇̂2ua
K =

D
(∂2 − ∂2t )δua
u.∇̂ua = (∂tδua + ∂aδr)
u.∇̂ut = O() (8.10)
We are summarizing here the algorithm to calculate (8.11) in the way similar to [35]. The
vector membrane equation (8.6) can be written as:
Etott = EtPtt + EbPbt
Etota = EtPta + EbPba (8.11a)
The translation symmetry in the background along the xa directions are broken by the
small fluctuations that we have considered. So, Eb ∼ O(). Also, Ptt = 0, Pbt ∼ O().
Hence
Etott ∼ O(2)
which is considered to be zero at linear order in .
Again, for Etota , we consider only O(0) terms for Et as Pta ∼ O().
Using the above mentioned quantities in (8.10) and the decomposition,
δr = δr0e
−ι(ωskt+kaxa)
ua = δuae
−ι(ωvkt+kaxa) (8.12)
δQ = δQ0e
−ι(ωqkt+kaxa)
we get,
Etota = 0
⇒ EtPta + EbPba = 0
⇒ 
D
(∂2 − ∂2t )δua − (1−Q2)

D
∂a(∂
2
t − ∂2)δr − (1 +Q2)(∂tδua + ∂aδr)− ∂t∂aδr = 0
(8.13)
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where ∂2 = ∂a∂
a. This is a vector equation with δab metric. Taking the divergence ∂
aEtota
with respect to xa and using the relation derived from scalar equation (8.9), we get,
− (1 +Q20)∂2δr − 2∂t∂2δr + (1 +Q20)D∂2t + (1−Q20)
(∂2)
2
δr
D
= 0 (8.14)
We use the fact that ∂2δr is of O(D), and consider only the terms which are of O(D)
in (8.14). Thus we get the scalar frequencies,
ωs± = −i
1
1 +Q20
k2
D
± k√
D
√
1−
(
Q20
1 +Q20
)2
k2
D
(8.15)
The scalar frequencies in the uncharged case is
ωs± = −i
k2
D
± k√
D
(8.16)
which match with the results in [1, 13, 17, 33, 35].
The general solution for shape function with momentum ka is,
δr =
(
δr+e
−iωs+t + δr−e−iω
s
−t
)
eikax
a
(8.17)
Now let,
δua =
(
δr+Va+e
−iωs+t + δr−Va−e−iω
s
−t + Vae
−iωvkt
)
eikax
a
(8.18)
where Va+, Va− are vectors in the direction of ka and vaka = 0.
Putting these two expansions in (8.13) and equating different modes, we get,
vector frequency, ωvk = −i
k2
D
1
1 +Q20
(8.19)
and the vector modes, Va± =
 i
1 +Q20
∓
√
D
k2
−
(
Q20
1 +Q20
)2 ka (8.20)
For Charge quasi-normal mode case, we have calculated the quantities that we need.
They are mentioned below,
∇̂2Q = ∂2δQ
u.∇̂Q = ∂tδQ
K = D − 1 (8.21)
u.K.u = −(1 + 2δr)− ∂2t δr
u.∇̂K = 0
We take the expansion of charge fluctuation as,
δQ =
(
δr+Q+e
−iωs+t + δr−Q−e−iω
s
−t + δQ0e
−iωqt) eikaxa (8.22)
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where, we have used the subsidiary condition n.∇̂δQ = 0.
Using these quantities and the expansion in the charge membrane equation (the second
equation in (7.8)) and equating the coefficients of e−iωqt we get,
⇒ ωq = −ik
2
D
(8.23)
Also equating the scalar modes e−iω
s
±t we get,
Q± = Q0
2 + ωs±
iωs± − k2D
(8.24)
which completes the quasi-normal mode calculation for charged black-brane solution.
In section(3.4) of [18] the quasi normal frequencies has been already calculated. Our results
(8.15), (8.19) and (8.23) match with [18] completely if we use their notations:9
 = −1(For AdS black brane), k → k√
D
, a+ =
1
1 +Q20
, a− =
Q20
1 +Q20
8.2 QNM for Reissner-Nordstorm blackhole in global AdS
To calculate the light quasi normal modes of the AdS Reissner-Nordstro¨m solution, we
consider the global AdS/dS as the background metric,
ds2bgrd = gABdx
AdxB = −
(
1− σr
2
L2
)
dt2 +
dr2(
1− σr2
L2
) + r2Ωabdθadθb
where L is the AdS or dS radius and the value of σ is 0 for flat space, +1 for AdS, −1
for dS. The horizon of RN black hole is at r0 = 1 and on the horizon, the velocity field is
u0 = −
(
1− σ
L2
) 1
2 . We will consider a small perturbation on this exact solution as follows,
r = 1 + δr(t, θa)
u = u0dt+ (δut(t, θ
b)dt+ δua(t, θ
b)dθa) (8.25)
Q = Q0 + δQ(t, θ
a)
where a represents the (D−2) angular θa coordinates and µ denotes coordinates along the
membrane (t, θa). The induced metric on the membrane upto linear order in  is,
ds2ind =
(
1− σ
L2
(1 + 2δr)
)
dt2 + (1 + 2δr)Ωabdθ
adθb (8.26)
We will follow a convention that,
∇̂µ → Covariant derivative with respect to induced metric,
∇a → Covariant derivative with respect to Ωab( The metric along (D-2) dimensional unit sphere)
9The effective equations of charged black brane in [18] involves the scaling in O
(
1√
D
)
. In [33, 35],
the effective equations of uncharged black brane has been reproduced from covariant uncharged membrane
equations. We have also considered a scaled co-ordinate transformation and a particular choice of scaling
to reproduce the QNM’s of charged black brane which is consistent with our results and also with [18]. The
details are in (F).
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Using the normalization condition gindµν u
µuν = −1, in linear order we get,
δut(t, a) =
σ
L2
(
1− σ
L2
)
δr(t, a) (8.27)
The projector on the membrane perpendicular to uµ is, (The detailed calculation of the
below mentioned quantities are available in [35])
Pµν = gindµν + uµuν
Ptt = 0 Pab = δab (8.28)
Pta =
(
1− σ
L2
) 1
2
(δua) Pat =
(
1− σ
L2
)− 1
2
(δua)
Let us consider the structure of the membrane equation in the limit Q → 0, which is the
membrane equation for the uncharged case in [35].
Etotalµ = PνµEν (8.29)
Eµ =
∇̂2uµ
K −
∇̂µK
K + u
νKµν − uν∇̂νuµ (8.30)
where Kµν is the pull back of extrinsic curvature KAB along the membrane and K is the
trace of extrinsic curvature Kµν . In our case (where Q 6= 0) the vector membrane equation
is :
∇̂2uµ
K − (1−Q
2)
∇̂µK
K + u
νKµν − (1 +Q2)uν∇̂νuµ
Hence, the extra terms appearing in our case proportional to Q are,
4Eµ = Q2 ∇̂µKK −Q
2uν∇̂νuµ
Hence, our equation can be represented as,
Etotµ = Pνµ(Eν +4Eµ) (8.31)
The components that would be relevant for the linearized membrane equation are taken
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from [35],
uνKνt = σ
L2
+O()
uνKνa =
(
1− σ
L2
)−1
(−∂t∇¯aδr) +
(
1− σ
L2
) 1
2
(δua)
uν∇ˆνut = 0
uν∇ˆνua =
(
1− σ
L2
)− 1
2
(∂tδua)−
(
1− σ
L2
)−1 σ
L2
(∇¯aδr)
∇ˆtK = O()
∇ˆaK =
(
1− σ
L2
)− 3
2
(∂2t ∇¯aδr)−
(
1− σ
L2
)− 3
2 σ
L2
(∇¯aδr)
+
(
1− σ
L2
)− 1
2
(−∇¯a∇¯2δr)− (D − 2)
(
1− σ
L2
)− 1
2
(∇¯aδr)
∇ˆ2ut = O()
∇ˆ2ua = −
(
1− σ
L2
)−1
(∂2t δua) +
(
1− σ
L2
)− 3
2 σ
L2
(∂t∇¯aδr)
+ ∇¯2δua +
(
1− σ
L2
)− 1
2
(∂t∇¯aδr)
(8.32)
Using equations (8.32) the linearized vector membrane equation in the angular directions
evaluates to
Etotala ≡
( σ
L2
)(
1− σ
L2
)− 1
2
(δua) +
(
1− σ
L2
)− 1
2

∇¯2δua
D − 2 +
(
1− σ
L2
)−1

∇¯a∇¯2δr
D − 2
+
(
1− σ
L2
)−1
(∇¯aδr) +
(
1− σ
L2
)−1
(−∂t∇¯aδr) +
(
1− σ
L2
) 1
2
(δua)
−
(
1− σ
L2
)− 1
2
(∂tδua) +
(
1− σ
L2
)−1 ( σ
L2
)
(∇¯aδr)
(8.33)
and,
4Etotb = 4EtPtb +4EaPab
= Q20
(1− σ
L2
)− 1
2
δub


:
O()(∇̂µK
K − u.∇̂ut
) +Q20
(
∇̂aK
K − u.∇̂ua
)
δab
=
Q20(
1− σ
L2
)
(D − 2)− σ
L2
[(
1− σ
L2
)−1
(∂2t∇bδr)−
(
1− σ
L2
)−1 σ
L2
(∇bδr)
−(∇b∇2δr)− (D − 2)(∇bδr)
]
−Q20
[(
1− σ
L2
)− 1
2
(∂tδu
b)−
(
1− σ
L2
)]
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Let A = Q20(
1− σ
L2
)
(D−2)− σ
L2
, then,
Etota =
σ
L2
(
1− σ
L2
)− 1
2
(δua) +
(
1− σ
L2
)− 1
2 ∇2δua
D − 2 +
(
1− σ
L2
)−1

∇a∇2δr
D − 2
+
(
1− σ
L2
)−1
(∇aδr) +
(
1− σ
L2
)−1
(−∂t∇aδr) +
(
1− σ
L2
) 1
2
δua
−
(
1− σ
L2
)− 1
2
(∂tδua) +
(
1− σ
L2
)−1 σ
L2
(∇aδr)−A(∇a∇2δr)
−A(D − 2)(∇aδr)−Q20
(
1− σ
L2
)− 1
2
(∂tδua) +Q
2
0
(
1− σ
L2
)−1 σ
L2
(∇aδr)
(8.34)
This is a vector equation in sphere coordinates. If we take divergence, ∇a with respect
to Ωab then we get,
∇aEtota =
σ
L2
(
1− σ
L2
)− 1
2
(∇aδua) +
(
1− σ
L2
)− 1
2

∇a∇2δua
D − 2 + 
(
1− σ
L2
)−1∇2∇2δr
+
(
1− σ
L2
)−1
∇2δr −
(
1 +
σ
L2
)−1
∇2δr −
(
1− σ
L2
)−1
∂t∇aδua
−
(
1− σ
L2
)− 1
2
∂t∇aδua +
(
1− σ
L2
)−1 σ
L2
∇2δr −A∇2∇2δr
−A(D − 2)∇2δr −Q20
(
1− σ
L2
)− 1
2
∂t∇aδua +Q20
(
1− σ
L2
)−1 σ
L2
∇2δr
(8.35)
Now we will consider the scalar membrane equation,
∇̂.u = ∇̂t(u0 + δut) + ∇̂aδua
= 
(
∇aδua + (D − 2)
(
1− σ
L2
)− 1
2
∂tδr
)
+O(1) (8.36)
For convenience we can decompose δua as δua = va+∇aΦ, where ∇.v = 0. Then, ∇̂.u = 0
implies,
∇2Φ = −(D − 2)
(
1− σ
L2
)− 1
2
∂tδr (8.37)
Now decomposing the perturbations in spherical harmonic modes,
δr = ΣlδrlYle
−ιωsl t
va = ΣlvlY
a
l e
−ιωvl t (8.38)
Q = Q0 +ΣlδQlYle
−ιωql t
we get the equation in leading order in O(D) to solve the scalar QNM frequencies.
− (1 +Q20)ωs
2
+ 2i(1− l)ωs + l(l − 1)(1−Q20)−
σ
L2
l(1 +Q20) = 0 (8.39)
⇒ ωs± = −i(l − 1)±
√√√√{ 1
(1 +Q20)
2
−
(
Q20
1 +Q20
)2
l
}
(l − 1)− l σ
L2
(8.40)
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which matches with the results of [20]. Their results are obtained from an entirely
different approach and the matching shows the consistency of our analysis.
Now we calculate the vector QNM frequencies. In (8.34) we have already solved for δr
and Φ. So considering the divergence less vector part we get,
σ
L2
(
1− σ
L2
)− 1
2
va +
(
1− σ
L2
)− 1
2

∇2va
D − 2 +
(
1− σ
L2
) 1
2
va
−
(
1− σ
L2
)− 1
2
∂tva −Q20
(
1− σ
L2
)− 1
2
∂tva = 0 (8.41)
Then using (8.38) we get,
ωvl = −i
(
l − 1
1 +Q20
)
(8.42)
In the limit Q → 0 the result matches with [6, 35]. The vector fequencies for the charged
case are calculated in [20]. In that paper,
ωˆv = mˆ− i
(
lv − 1
1 +Q20
)
mˆ is zero for non rotating black hole. Hence it matches with our result. 10
For Charged field quasi-normal mode case, the quantities that we need up to relevant
order are,
∇̂2Q = ∇2δQ+O(1)
u.∇̂Q = −
(
1− σ
L2
)− 1
2
∂tδQ+O
(
1
D
)
K = D
(
1− σ
L2
) 1
2
+O(1) (8.43)
u.K.u =
∂t∇2δr
D − 2 + ∂tδr +
(
1− σ
L2
)− 3
2
(
∂2t δr +
σ
L2
∇2δr
D − 2
)
+O
( 
D
)
u.∇̂K = O(1)
Using these quantities in the charge membrane equation and comparing the coefficients
of e−iω
q
l t, we obtain,
−lδq = ∂tδq (8.44)
⇒ ωql = −il (8.45)
The charge frequency also matches with [20] completely. The matching of the quasi-normal
modes with the pre-calculated results is a good consistency check of our analysis.
10In [20] there are two vector modes for Reissner-Nordstorm blackhole,
ωˆv = −i
(
l
1 +Q20
)
, ωˆ0 = −i
(
l − 2
1 +Q20
)
where l the scalar mode frequency can be written in terms of the vector mode frequency lv as l = lv ± 1.
So, the vector frequency in terms of lv is ωˆv = −i
(
lv−1
1+Q20
)
. Readers can go through [6, 20] for more details
on this.
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9 Conclusions and Future Directions
To summarise in a nutshell, the objective of this paper is to solve the Einstein-Maxwell
equations in presence of cosmological constant using the large D perturbative expansion
up to the first sub-leading order. The inverse of the space-time dimension serves as the
perturbation parameter. We have solved for the first subleading correction of the metric
and the gauge field. We do not need to choose any specific coordinate system and it holds
for both asymptotic AdS and dS geometry (or more precisely to any smooth geometry that
satisfies pure Einstein equation in presence of cosmological constant).
The membrane-gravity duality suggests that there is a one to one correspondence with
the gravity solutions and the dynamical membrane which is defined by its shape and a
velocity field on it. In our case, as we are dealing with a U(1) gauge field coupled to
gravity, the dual membrane also has a charge density field on it. The membrane dynamics
is captured entirely in terms of the scalar, vector and charge membrane equations. We
have obtained these dual membrane equations and have seen that they emerge nicely from
the Einstein-Maxwell system.
It turns out that the charge membrane equation contains a curvature dependent term
even in the first subleading correction. It is one of the most interesting results in this
paper. It implies that unlike the uncharged case, the naive covariantization of the flat
space membrane equations will not work for charged membrane. In the last part of our
paper, we have shown a consistency check of our membrane equations by computing the
light quasi-normal modes of few known solutions of the Einstein-Maxwell equations both
in Poincare patch and global AdS. Our QNM results match with the already calculated
QNM frequencies, done from a purely gravitational approach in the literature.
A very natural extension of this work would be to extend the calculation to the next
order in
(
1
D
)
expansion. From our experience of the uncharged case, it seems that it is the
order where we expect the entropy production.
It would also be interesting to classify the stationary black hole / brane type geometries
using the time independent solutions of our membrane equation which is done in [41].
The obvious next step would be to explore the near-stationary geometries (which are dual
charged fluid dynamics in our case) and compare them with the large-D limits of hydro-
dynamics coupled with a conserved charge.
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A Proof of ∇MFMN = ∇MFMN
Metric: For simplicity we write G
[0]
MN as gMN and G¯MN as ηMN throughout the appen-
dices. (Please note that ηMN is not necessarily a flat metric. It is a solution of the Pure
gravity equation in (2.4).)
gMN = G
[0]
MN = ηMN + f OM ON (A.1)
Inverse metric :
gMN = ηMN − f OM ON , such that gMN gMN ′ = δN ′N (A.2)
Field strength:
FMN = ∇MAN −∇NAM = ∇M (f˜ON )−∇N (f˜OM ) (A.3a)
FAB η
AM ηBN = ∇M (f˜ON )−∇N (f˜OM ) (A.3b)
Raising the indices wrt full metric gAM ,
FAB g
AM gBN = (ηAM − fOAOM )(ηBN − fOBON )
[
∇M (f˜ON )−∇N (f˜OM )
]
=
[
∇M (f˜ON )−∇N (f˜OM )
]
+ ff˜
[
ON (O · ∇)OM −OM (O · ∇)ON
]
(A.4a)
We are using a subsidiary condition here,
PNM (O · ∇)ON = 0 (A.5)
We can show from (A.5)
(O.∇)OM = [nN (O.∇)ON ]OM = −[OMON (O.∇)nN ] (A.6)
Hence, from (A.4a),
ff˜
[
ON (O · ∇)OM −OM (O · ∇)ON
]
= ff˜
[
−ONOMON (O · ∇)nN +OMONOM (O · ∇)nM
]
= 0 (A.7)
Hence from (A.4a)
FAB g
AM gBN = FAB η
AM ηBN (A.8)
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Determinant of gAB:
gAB = ηAB + fOAOB
= ηAC [δ
C
B + fO
COB]
det(g) = det(η) · det[I + f(O ·O)]
= det(η) (A.9a)
Hence,
∇M (FAB gAM gBN ) = 1√−g∂M [
√−gFAB gAM gBN ]
=
1√−η∂M [
√−ηFAB ηAM ηBN ]
= ∇M (FAB ηAM ηBN ) (A.10)
B Computation of the equation of motion
Christoffel Connections:
ΓABC =
1
2
gAA
′(
∂B gA′C + ∂C gA′B − ∂A′ gBC
)
=
1
2
ηAA
′[
∂B ηA′C + ∂C ηA′B − ∂A′ ηBC
]
+
1
2
[
∇B(fOAOC) +∇C(fOAOB)−∇A(fOBOC)
]
−1
2
(fOAO′A)
[
∂B(fOA′OC) + ∂C(fOA′OB)− ∂A′(fOBOC)
]
(B.1a)
= Γ˜ABC + [ΓL]
A
BC + [ΓNL]
A
BC (B.1b)
Where,
Γ˜ABC = Γ wrt η
=
1
2
ηAA
′[
∂B ηA′C + ∂C ηA′B − ∂A′ ηBC
]
(B.2a)
[ΓL]
A
BC = Γ linear wrt G
(0)
AB
=
1
2
[
∇B(fOAOC) +∇C(fOAOB)−∇A(fOBOC)
]
(B.2b)
[ΓNL]
A
BC = Γ non-linear wrt G
(0)
AB
= −1
2
(fOAO′A)
[
∂B(fOA′OC) + ∂C(fOA′OB)− ∂A′(fOBOC)
]
=
1
2
fOA(O.∇)(fOBOC) (B.2c)
(B.2d)
Also, by using the null vector condition,
OAOA = 0 (B.3a)
∇B(OAOA) = 2OA(∇BOA) = 0, OA(∇BOA) = 0 (B.3b)
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we can easily see that,
[ΓL]
A
BA = 0, [ΓNL]
A
BA = 0 (B.4)
Here all the derivatives ∇ are wrt the background metric ηAB. For our convenience we are
writing
[ΓL]
A
BC + [ΓNL]
A
BC = δΓ
A
BC (B.5)
Ricci tensor: Now we will compute the Ricci tensor RAB from the Christopher connec-
tions.
RAB = ∂c[Γ˜ + δΓ]
C
AB − ∂B[Γ˜ + δΓ]CAC (B.6)
+[Γ˜ + δΓ]CCE [Γ˜ + δΓ]
E
AB − [Γ˜ + δΓ]CBE [Γ˜ + δΓ]ECA
= R˜AB + [RL]AB + [RNL]AB (B.7)
where,
R˜AB = Ricci tensor wrt ηAB
= ∂C Γ˜
C
AB − ∂BΓ˜CCA + Γ˜CCEΓ˜EAB − Γ˜CBEΓ˜ECA (B.8a)
[RL]AB = Linear part wrtG
(0)
AB
= ∇C [ΓL]CAB (B.8b)
[RNL]AB = Non-linear part wrtG
(0)
AB
= ∇C [ΓNL]CAB − [ΓL + ΓNL]CBE [ΓL + ΓNL]ECA (B.8c)
we will use the above relations to compute each term separately in both of the equations
of motion in (2.4).
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C Calculation of Source
C.1 Notations and Identities
Identities:
∇Bf = −
(
DN
ψ
)
(f − f˜2) nB + 2(Qf˜ − f˜2) QB
∇B f˜ = f˜
[
−
(
DN
ψ
)
nB +QB
]
(O · ∇)f = −
(
DN
ψ
)
(f − f˜2) + 2 (O · Q)
(
Qf˜ − f˜2
)
(O · ∇)f˜ = −
(
DN
ψ
−O · Q
)
f˜
(O · ∇)2f =
(
DN
ψ
)2
(f − 3f˜2)− 4
(
DN
ψ
)
(O · Q)
(
Qf˜ − 2f˜2
)
− (f − f˜2)(O · ∇)
(
DN
ψ
)
+O(1)
= −
(
DN
ψ
)
(O · ∇)f − 2
(
DN
ψ
)2
f˜2 − 2
(
DN
ψ
)
(O · Q)(Qf˜ − 3f˜2)
− (f − f˜2)(O · ∇)
(
DN
ψ
)
+O(1)
∇2f = (1 +Q2 − 2Q2ψ−D)∇2 (ψ−D)− 4(DN
ψ
)
(n · Q)
(
Qf˜ − f˜2
)
− 2
(
DN
ψ
)2
f˜2 + 2 (∇ · Q)
(
Qf˜ − f˜2
)
+O(1)
(C.1)
Note that in the last identity, the first line vanishes because of the subsidiary conditions.
Notation:
f ≡ (1 +Q2)ψ−D −Q2ψ−2D
f˜ ≡ Q ψ−D
z = nA(O · ∇)OA = (u · ∇)K
K
− u ·K · u
QC ≡ ∇CQ
Q
(C.2)
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C.2 Einstein Equation
R
(L)
AB = (D − 1)λfOAOB +
1
2
(OB∇A +OA∇B)
[
f(∇ ·O) + (O · ∇)f
]
︸ ︷︷ ︸
L1
−
(∇2f
2
)
OAOB︸ ︷︷ ︸
L2
+
1
2
[
f(∇ ·O) + (O · ∇)f
]
(∇AOB +∇BOA)− (∇Cf)∇C(OAOB)− f
2
∇2(OAOB)
+
z
2
(OB∇A +OA∇B) f +O(1)
(C.3)
R
(NL)
AB =
f
2
[
(O · ∇f)(∇ ·O) + (O · ∇)2f
]
OAOB︸ ︷︷ ︸
N1
+ zf
[
f(∇ ·O) + (O · ∇)f
]
OAOB +O(1)
(C.4)
1
2
FACF
C
B =
[
(O · ∇)f˜
]
(OB∇A +OA∇B) f˜︸ ︷︷ ︸
T1
+
(
f
[
(O · ∇)f˜ + zf˜
]2 − [∇C f˜ ][∇C f˜ ])OAOB︸ ︷︷ ︸
T2
+
z
2
(OB∇A +OA∇B) f˜2 + 1
2
[
(OB∇A +OA∇B)OC
] (∇C f˜2)
− 1
2
(
∇C f˜2
)
∇C(OAOB) +O(1)
(C.5)
F 2 ≡ FABFAB = −4
[
(O · ∇)f˜
]2
+O(D) = −4 K2f˜2 +O(D) (C.6)
Here the highlighted term are the ones that could contribute at order O(D2).
Final form of the equation.
R
(L)
AB +R
(NL)
AB +
1
2
FACF
C
B +
(
1
4D
)(
FA′B′F
A′B′
)
GAB − (D − 1)λGAB = 0 (C.7)
C.2.1 Calculation at O(D2)
T1 ≡
[
(O · ∇)f˜
]
(OB∇A +OA∇B) f˜
=
1
2
[
−DN
ψ
+O · Q
]
(OB∇A +OA∇B) f˜2
= − 1
2
(OB∇A +OA∇B)
[(
DN
ψ
)
f˜2
]
+
f˜2
2
(OB∇A +OA∇B)
(
DN
ψ
)
+
(
O · Q
2
)
(OB∇A +OA∇B) f˜2
(C.8)
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L1 ≡1
2
(OB∇A +OA∇B)
[
f(∇ ·O) + (O · ∇)f
]
=
1
2
(OB∇A +OA∇B)
[
f
(
∇ ·O − DN
ψ
)
+
(
DN
ψ
)
f˜2 + 2(O · Q)(Qf˜ − f˜2)
]
=
1
2
(OB∇A +OA∇B)
[
f
(
∇ ·O − DN
ψ
)
+
(
DN
ψ
)
f˜2
]
+ (O · Q) (OB∇A +OA∇B) (Qf˜ − f˜2) +O(1)
(C.9)
Adding (C.8) and (C.9)
L1 + T1 ≡ 1
2
(OB∇A +OA∇B)
[
f
(
∇ ·O − DN
ψ
)]
−
(
DN
ψ
)(
Qf˜ − f˜2
)
(O · Q) (OBnA +OAnB)
+
f˜2
2
(OB∇A +OA∇B)
(
DN
ψ
) (C.10)
N1 ≡ f
2
[
(O · ∇f)(∇ ·O) + (O · ∇)2f
]
OAOB
=
f
2
[
(O · ∇f)
(
∇ ·O − DN
ψ
)
− 2
(
DN
ψ
)2
f˜2
− 2
(
DN
ψ
)
(O · Q)(Qf˜ − 3f˜2)− (f − f˜2)(O · ∇)
(
DN
ψ
)]
OAOB
(C.11)
T2 ≡
(
f
[
(O · ∇)f˜ + zf˜
]2 − [∇C f˜ ][∇C f˜ ])OAOB
=
[(
DN
ψ
)2 (
ff˜2 − f˜2
)
− 2
(
DN
ψ
)
(O · Q+ z) f˜2f
]
OAOB +O(1)
(C.12)
L2 ≡ −
(∇2f
2
)
OAOB
= − 1
2
[ (
1 +Q2 − 2Q2ψ−D)∇2 (ψ−D)− 4(DN
ψ
)
(n · Q)
(
Qf˜ − f˜2
)
− 2
(
DN
ψ
)2
f˜2 + 2 (∇ · Q)
(
Qf˜ − f˜2
)]
OAOB +O(1)
(C.13)
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Adding (C.11) , (C.12) and (C.10) with L2 we find
L2 +N1 + T2
≡ f
2
[(O · ∇)f ]
[
∇ ·O − DN
ψ
]
OAOB − 1
2
(
1 +Q2 − 2Q2ψ−D)∇2 (ψ−D)OAOB
−X OAOB
where
X ≡ (Qf˜ − f˜2)
[
(∇ · Q) + (O · Q)
(
DN
ψ
)
f
]
+
f
2
(f − f˜2)(O · ∇)
(
DN
ψ
)
+ 2z
(
DN
ψ
)
f˜2f
(C.14)
Here we have used the subsidiary condition n · Q = 0. It is ok to use the subsidiary
condition for order O(D) terms as n · Q does not appear at order O(D2).
In E(1)AB, the form of order O(D2) piece now,
E(1)AB =
1
2
(OB∇A +OA∇B)
[
f
(
∇ ·O − DN
ψ
)]
+
f
2
[(O · ∇)f ]
[
∇ ·O − DN
ψ
]
OAOB
+O(D)
(C.15)
C.2.2 Calculation of O(D) piece
We shall write SAB at order O(1) as
SAB ≡S0 nAnB + S1 OAOB + S2 (nAOB + nBOA) + S3 PAB
+ (V
(1)
A OB + V
(1)
B OA) + (V
(2)
A nB + V
(2)
B nA) + TAB
nAV
(1)
A = O
AV
(1)
A = n
AV
(2)
A = O
AV
(2)
A = 0
nATAB = O
ATAB = 0, PAB = G¯AB − nAnB + uAuB
(C.16)
To compute the different component we have to do the following projections.
S0 = O
AOBSAB, S1 = u
AuBSAB, S2 = u
AOBSAB, S3 =
(
1
D
)
PABSAB
V
(1)
A = u
BPCA SCB, V
(2)
A = O
BPCA SCB, TAB = P
C
A P
C′
B SCC′
(C.17)
Now we shall decompose and simplify different terms into scalar vector and tensor struc-
tures that would be requited for O(D) computation.
f(∇ ·O) + (O · ∇)f =
(
DN
ψ
)
f˜2 +O(D) = Kf˜2 +O(D) (C.18)
L3 ≡1
2
[f(∇ ·O) + (O · ∇)f ] (∇AOB +∇BOA)
= Kf˜2
[
(u.K.u) OAOB +
z
2
(nAOB + nBOA) +
1
2
(
OAP
C
B +OBP
C
A
) (
(u · ∇)OC + uC′KCC′
)
+
1
2
PCA P
C′
B (∇C′OC +∇COC′)
]
(C.19)
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L4 ≡− (∇Cf)∇C(OAOB)
= 2K(f − f˜2)
(
(u · ∇)K
K
)
OAOB +K
(
f − f˜2
) (
OAP
C
B +OBP
C
A
)
(u · ∇)OC +O(1)
(C.20)
L5 ≡− f
2
∇2(OAOB)
= − 2f [(u · ∇)K]OAOB + f
2
(
K2
D
)
(nAOB + nBOA)− f
2
(
OAP
C
B +OBP
C
A
)∇2OC +O(1)
(C.21)
L6 ≡z
2
(OB∇A +OA∇B) f = −K
(z
2
)(
f − f˜2
)
(nBOA + nAOB) +O(1) (C.22)
N2 ≡ zf
[
f(∇ ·O) + (O · ∇)f
]
OAOB = zKff˜
2 OAOB +O(1) (C.23)
T3 ≡ z
2
(OB∇A +OA∇B) f˜2 = −zKf˜2(nAOB + nBOA) +O(1) (C.24)
T4 ≡ 1
2
[
(OB∇A +OA∇B)OC
] (∇C f˜2)
= −Kf˜2
[
2(u ·K · u)OAOB + z(nAOB + nBOA) +
(
OAP
C
B +OBP
C
A
) (
uC
′
KCC′
)]
(C.25)
T5 ≡− 1
2
(
∇C f˜2
)
∇C(OAOB) = 2f˜2
[
(u · ∇K) OAOB + K
2
(
OAP
C
B +OBP
C
A
)
(u · ∇)OC
]
(C.26)
T6 ≡
(
F 2
4D
)
GAB =
(
K2
D
)
f˜2
[
(1− f)OAOB − (nBOA + nAOB)− PAB
]
(C.27)
In (C.20), (C.21), (C.26) and (C.31) we have used the identities.
(n · ∇)OA =
(
(u · ∇)K
K
)
OA + P
C
A (u · ∇)OC +O
(
1
D
)
∇2OA = 2(u · ∇)K OA −
(
K2
D
)
nA + P
C
A∇2OC +O(1)
(OA∇B +OB∇A)(∇ · u) = (n · ∇)(∇ · u)(nAOB + nBOA) +O(1)
(C.28)
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Now , the way we are organizing our computation, the O(D) pieces in the source, will
have two different types of contribution: the first one coming from those terms in (C.3),
(C.4) and (C.5) which naively looks like O(D2), but an order O(D) piece is also hidden
in it, once we cancel the leading piece. This is true only for S1 and S2. We shall refer to
such terms as ‘Type A’ contribution. The rest of the order O(D) will be called ‘Type-B’
contribution.
Type -A contribution to S1
=
f
2
[(O · ∇)f ]
[
∇ ·O − DN
ψ
]
Total contribution to S1 from (C.10) and (C.14)
=
f
2
[(O · ∇)f ]
[
∇ ·O − DN
ψ
]
−X + f˜2(u · ∇K)
=
f
2
(f − f˜2)
[
(u · ∇)K +K(∇ · u)
]
− (Qf˜ − f˜2)
[
∇ · Q − fK(u · Q)
]
− 2zKf˜2f
+ f˜2(u · ∇K)
(C.29)
Here I have used all subsidiary conditions.
DN
ψ
= K +
(n · ∇)K
K
+O
(
1
D
)
, n · Q = 0 (C.30)
Type -A contribution to S2
= − 1
2
(
DN
ψ
)(
f − f˜2
)(
∇ ·O − DN
ψ
)
− f
2
(n · ∇)(∇ · u)
Total contribution to S2 from (C.10)
= − 1
2
(
DN
ψ
)(
f − f˜2
)(
∇ ·O − DN
ψ
)
+
f˜2
2
(O · ∇)K
−
(
DN
ψ
)
(Qf˜ − f˜2) (O · Q)− f
2
(n · ∇)(∇ · u)
=
[
1
2
(
f − f˜2
)
(n · ∇K +K∇ · u) +K (u · Q) (Qf˜ − f˜2) + f˜
2
2
(O · ∇)K − f
2
(n · ∇)(∇ · u)
]
=
[
f
2
(n · ∇K +K∇ · u− (n · ∇)(∇ · u))− f˜
2
2
(u · ∇K +K∇ · u) +K (u · Q) (Qf˜ − f˜2)
]
(C.31)
Type -A contribution to V
(1)
A =
f˜2
2
(
PCA∇CK
)
(C.32)
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C.3 The final form of the source SAB
We shall write the answer in terms of ∇ˆ · u ≡ ΠAB∇AuB. We shall use the following
identities to simplify the answer
∇ˆ · u = ∇ · u+ (u · ∇)K
K
+O(1)
PCB∇2OC = PCB
[
∇CK − ∇ˆ2uC +K(uDKDC − (u · ∇)uC)
]
+O(1)
(n · ∇)K =
(
∇ˆ2K
K
)
−
(
K2
D
)
− R¯nn +O(1)
(n · ∇)(∇ · u) = −R¯uO +
(
∇ˆ2K
K
)
− 2(u · ∇)K +K(u ·K · u) +O(1)
(C.33)
Here ∇ˆ2uC and ∇ˆ2K denote the following
∇ˆ2uC ≡ ΠBA∇B
(
ΠKC Π
AK′∇K′uK
)
, ∇ˆ2K ≡ ΠAA′∇A(ΠBB′∇BK)
S1 = −
(
Qf˜ − f˜2
)
[∇ · Q − fK(u · Q)] + f
2
(
f − f˜2
)
K(∇ˆ · u)−K(u ·K · u)f˜2(1− f)
+ f˜2 (1− f) (u · ∇K) +
(
K2
D
)
f˜2(1− f)
S2 = K (u · Q)
(
Qf˜ − f˜2
)
+ f˜2
[
K(u ·K · u)− (u · ∇)K − K
2
(∇ˆ · u)
]
+
f
2
[
K(∇ˆ · u) + (n · ∇)K + K
2
D
− 2(u · ∇)K +K(u ·K · u)− (n · ∇)(∇ · u)
]
−
(
K2
D
)
f˜2
= K (u · Q)
(
Qf˜ − f˜2
)
+ f˜2
[
K(u ·K · u)− (u · ∇)K − K
2
(∇ˆ · u)
]
+
f
2
[
K(∇ˆ · u)
]
−
(
K2
D
)
f˜2
S3 = 0
V
(1)
A = P
C
A
[
K
2
f
(
uC
′
KC′C − (u · ∇)uC
)
+
f
2
∇ˆ2uC − K
2
f˜2(u · ∇)uC −
(
f − f˜2
2
)
∇CK
]
V
(2)
A = 0
TAB = f˜
2
[(
K
2
)
PCA P
C′
B (∇COC′ +∇C′OC)−
(
K2
D
)
PAB
]
(C.34)
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C.4 Source from the Maxwell Equation SN
We have already shown in appendix (A) that we can do the raising of ∇MFMN entirely
wrt ηAB and the covariant derivative is also wrt the background ηAB.
∇MFMN = ∇M (∇MAN −∇NAM )
= ∇2AN −∇M∇NAM (C.35a)
∇2AN = (∇2f˜)ON + 2(∇M f˜)(∇MON ) + f˜∇2ON (C.35b)
∇M∇NAM = (O · ∇)(∇nf˜) + (∇nf˜)(∇ ·O) + (∇M f˜)(∇NOM ) + f˜∇M∇NOM (C.35c)
Form of the source
SN = (∇2f˜)ON︸ ︷︷ ︸
M1
+ (−O · ∇)(∇N f˜)︸ ︷︷ ︸
M2
+ (−∇N f˜)(∇ ·O)︸ ︷︷ ︸
M3
+ f˜∇2ON︸ ︷︷ ︸
M4
+ 2(∇M f˜)(∇MON )︸ ︷︷ ︸
M5
+ (−∇M f˜)(∇NOM )︸ ︷︷ ︸
M6
+ (−f˜∇M∇NOM )︸ ︷︷ ︸
M7
(C.36)
C.4.1 More Identities and notation
∇2f˜ = (∇ · Q) f˜ +Q ∇2ψ−D +O(1)
(n · ∇)nN =
(
u · ∇K
K
)
(ON − nN ) + PNC
(∇CK
K
)
(n · ∇)(∇ · u) = ∇ˆ
2K
K
− 2(u · ∇)K +K(u ·K · u)− R¯uO
∇N (∇ ·O) = nN
[
2(u · ∇)K −K(u ·K · u)−
(
K2
D
)]
+ON [(u · ∇)K] + PNC∇CK
∇M∇NOM = nN
[
2(u · ∇)K −K(u ·K · u)−
(
K2
D
)]
+ON
[
(u · ∇)K + R¯uO
]
+ PNC∇CK
PCB∇2OC = PCB
[
∇CK − ∇ˆ2uC +K(uDKDC − (u · ∇)uC)
]
+O(1)
(n · ∇)(∇ ·O) = R¯OO −
(
K2
D
)
+ 2(u · ∇)K −K(u ·K · u) +O(1)
= −
(
K2
D
)
+ 2(u · ∇)K −K(u ·K · u) +O(1)
(C.37)
Here R¯Ou ≡ O · R¯ · u
C.4.2 Different terms simplified
M1 ≡ (∇2f˜)ON = Q ∇2
(
ψ−D
)
ON + f˜ (∇ · Q)ON (C.38)
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M2 ≡ (−O · ∇)(∇N f˜) = −f˜
(
DN
ψ
)2
nN + f˜K
[(
(O · ∇)K
K
− (u · Q)− z
)
nN + z ON
+ PNC
(∇CK
K
− uAKAC
)
+QN
]
(C.39)
M3 ≡ (−∇N f˜)(∇ ·O) = f˜
(
DN
ψ
)
(∇ ·O) nN − f˜ (∇ ·O) QN (C.40)
We shall first simplify the sum of the first three terms. These are the terms which can
naively contribute at order O(D2) and once they are canceled, will contribute ‘type-A’
terms to the final source.
M1 +M2 +M3 = f˜
(
DN
ψ
)[
∇ ·O −
(
DN
ψ
)]
nN +Q ∇2(ψ−D) ON + f˜ (K −∇ ·O)QN
+ f˜K
[(
(O · ∇)K
K
− (u · Q)− z
)
nN +
(∇ · Q
K
+ z
)
ON
+ PNC
(∇CK
K
− uAKAC
)]
= − f˜
[
K ∇ · u+ 2(u · ∇)K +K(u · Q)−K(u ·K · u)
]
nN
+ f˜ [∇ · Q+ (u · ∇K)−K(u ·K · u)] ON
+ f˜ PNC
(∇CK −K uAKAC)
(C.41)
M4 ≡ f˜∇2ON = f˜
[
−
(
K2
D
)
nN + 2 [(u · ∇)K]ON + PNC∇2OC
]
(C.42)
M5 ≡ 2(∇M f˜)(∇MON ) = −2f˜
(
DN
ψ
)
(n · ∇)ON
= − 2f˜(u · ∇)K ON − 2f˜K PNC [uAKAC − (u · ∇)uC] (C.43)
M6 ≡ (−∇M f˜)(∇NOM ) = f˜
(
DN
ψ
)
nM (∇NOM )
= f˜
[(
[u · ∇]K −K[u ·K · u]
)
nN +K(u ·K · u)ON +K PNCuAKAC
] (C.44)
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M7 ≡ − f˜ ∇M∇NOM = −f˜
[
∇N (∇ ·O) + G¯PN [∇M ,∇P ]OM
]
= − f˜
([
2(u · ∇)K −K(u ·K · u)−
(
K2
D
)]
nN +ON
[
(u · ∇)K + R¯uO
]
+ PNC
[∇CK + R¯CAOA])
(C.45)
The final form of the source SN
SN = − f˜
[
K(∇ˆ · u+ u · Q) + (u · ∇)K −K(u ·K · u)− (R¯uu + R¯nn)
]
nN
+ f˜
(∇ · Q − R¯uO)ON
+ f˜ PNC
[
∇CK − ∇ˆ2uC −KuA(∇AOC)− R¯CAOA
] (C.46)
D Calculation of Homogeneous piece
HAB = H
scalar
AB +H
vector
AB +H
trace
AB +H
tensor
AB +H
Gauge scalar
AB +H
Gauge vector
AB
HM = HMscalar +H
M
vector +H
M
trace +H
M
tensor +H
M
Gauge scalar +H
M
Gauge vector
(D.1)
D.1 Calculation of homogeneous part HAB
We are writing the first sub-leading metric correction G
(1)
AB as hAB for simplicity.
hAB =
∑
i
S
(i)
1 (ζ)S(i)OAOB︸ ︷︷ ︸
Scalar Sector
+
∑
i
S
(i)
2 (ζ)
D
PAB︸ ︷︷ ︸
Trace
+
∑
i
V(i)(ζ)(V (i)A OB + V (i)B OA)︸ ︷︷ ︸
Vector Sector
+
∑
i
T (i)(ζ)t(i)AB︸ ︷︷ ︸
trace-less tensor sector
(D.2a)
Here,
ζ = D(ψ − 1) (D.3a)
PAB = ηAB − nAnB + uAuB = ηAB − (nAOB + nBOA) +OAOB (D.3b)
O · V (i) = n · V (i) = 0 (D.3c)
OAt
(i)AB = nAt
(i)AB = 0 (D.3d)
ηABt
(i)AB = 0 (D.3e)
S(i), V (i)A and t(i)AB are the ‘slow’ data given on the membrane. Any derivative of the these
data are O(1) except the divergences, i.e. ∇.V (i),∇At(i)AB.
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The metric with the first sub-leading correction:
Notation: gAB = ηAB + fOAOB +
1
D
hAB
= g
(0)
AB +
1
D
hAB (D.4a)
And the inverse metric: gAB = ηAB − fOAOB − 1
D
hAB +O
(
1
D2
)
= g(0)AB − 1
D
hAB (D.4b)
The christoffel connections are calculated wrt gAB:
ΓABC = Γ
(0)A
BC (calculated with respect to initial ansatz, g
(0)
AB)
+
f ′
2D
nDh
ADOBOC +
1
2D
[−∇AhBC +∇BhAC +∇ChAB]
f
2D
OA(O.∇)hBC +O
(
1
D2
)
= Γ
(0)A
BC + δΓ
A
BC +O
(
1
D2
)
(D.5)
Ricci Tensor:
Now Ricci tensor w.r.t. full metric gAB,
RAB = ∂CΓ
C
AB − ∂BΓCCA + ΓCCDΓDAB − ΓCADΓDCB (D.6)
can be written in the form,
RAB = R
(0)
AB (with respect to only ansatz metric
+∇CδΓCAB︸ ︷︷ ︸
Term1
−∇BδΓCCA︸ ︷︷ ︸
Term2
−δΓCAD[ΓL + ΓNL]DCB − [ΓL + ΓNL]CADδΓDCB︸ ︷︷ ︸
Term3
+δΓCCE [ΓL + ΓNL]
E
AB︸ ︷︷ ︸
Term4
(D.7)
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Term1 = ∇CδΓCAB
=
[
DN2
2ψ2
(f − 3f˜2)(nchCDnD)− N
2ψ
(f − f˜2)nD(∇ChCD)
]
OAOB +
N
2
∇C(fOC)h˙AB
+
DN2
2
fh¨AB − DN
2
2
(
h¨AB +
h˙AB
ψ
)
+
N
2
{
nB∇C h˙CA + nA∇C h˙CB
}
(D.8)
Term2 = −∇BδΓCAC
= − 1
2D
∇A∇BhCC = −
DN2
2
h¨CCnAnB (D.9)
Term3 = −δΓCAD[ΓL + ΓNL]DCB − [ΓL + ΓNL]CADδΓDCB
=
DN2
2ψ
(f − f˜2)nM [OAh˙MB +OBh˙MA]
Term4 = +δΓCCE [ΓL + ΓNL]
E
AB
= −DN
2
4ψ
(f − f˜2)h˙CC [(f − 1)OAOB + (nAOB + nBOA)] (D.10)
where notations are
∇ChAB = DNh˙ABnc +O(1), h˙AB = ∂ζhAB (D.11)
Calculation of homogeneous part from the gauge field in E(1)AB: Now we are cal-
culating the homogeneous contribution from the sub-leading order gauge field corrections
1
DaM added to the initial ansatz A
(0)
M =
√
2f˜OM . The gauge field with the first sub-leading
correction looks as,
AM =
√
2f˜OM︸ ︷︷ ︸
Initial ansatz
+
√
2
D
A
(1)
M︸ ︷︷ ︸
Correction
(D.12)
where,
A
(1)
M = A(s)OM +A(v)M =
NS∑
i
a(i)s (ζ)SiOM︸ ︷︷ ︸
scalar
+
NV∑
i
a(i)v (ζ)V
i
A︸ ︷︷ ︸
gauge vector
(D.13a)
A(v)M uM = A(v)M nM = 0 (D.13b)
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FMN = ∇MAN −∇NAM
=
√
2[(∇M f˜)ON − (∇N f˜)OM + f˜(∇MON −∇NOM )]︸ ︷︷ ︸
F
(0)
MN
+
√
2
D
(∇MA(1)N −∇NA(1)M )︸ ︷︷ ︸
1
D
F
(1)
MN
(D.14)
We define the field strength wrt g
(0)
AB as F
(0)
MN
F
(0)
MN =
√
2[∇M (f˜ON )−∇N (f˜OM )] (D.15)
& F
(1)
MN =
√
2(∇MA(1)N −∇NA(1)M ) (D.16)
−1
2
FACFBDg
CD = −1
2
F
(0)
ACF
(0)
BDg
CD︸ ︷︷ ︸
Source
− 1
2D
[F
(1)
ACF
(0)
BD + F
(0)
ACF
(1)
BD]g
CD︸ ︷︷ ︸
Term5
+
1
2D
F
(0)
ACF
(0)
BDh
CD︸ ︷︷ ︸
Term6
(D.17)
+
1
4D
F 2gAB =
Nf˜
2ψ
[2nCO.∇A(1)C − (n.∇A(1)A )OA]
= O(1) (no correction in homogeneous part.) (D.18)
Term5 = − 1
2D
[F
(1)
ACF
(0)
BD + F
(0)
ACF
(1)
BD]g
CD
= −N
ψ
f˜ [(nB + fOB)(O.∇)A(1)A + (nA + fOA)(O.∇)A(1)B
+nC(OB∇A +OA∇B)A(1)C − {(n.∇A(1)A )OB + (n.∇A(1)B )OA}]
(D.19)
Term6 =
1
2D
F
(0)
ACF
(0)
BDh
CD
=
DN2
ψ2
f˜2(nCh
CDnD)OAOB (D.20)
So, the total homogeneous part of the tensor equation of motion is,
HAB = Term1 + Term2 + Term3 + Term4 + Term5 + Term6 (D.21)
Homogeneous part due to S
(i)
1 (ζ)S(i)OAOB Let,
hAB =
∑
i
S
(i)
1 (ζ)S(i)OAOB (D.22)
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Then,
Term1 =
(
DN2
2
)[(
S¨1 +
S˙1
ψ
)
S(i)(nAOB + nBOA −OAOB)
]
+
DN2
2
f
(
S¨1 − S˙1
ψ
)
S(i)OAOB
+
(
DN2
ψ
)
f˜2
(
S˙1 − S1
)
S(i)OAOB (D.23)
(D.24)
Term2 = 0
(D.25)
Term3 = −
∑
i
Nf ′S˙(i)1 S(i)OAOB
=
∑
i
DN2
ψ
(f − f˜2)S˙1S(i)OAOB (D.26)
(D.27)
Term4 = 0
Term5 = 0
(D.28)
Term6 =
∑
i
f˜ ′2
D
S
(i)
1 S(i)OAOB
=
∑
i
DN2
ψ
f˜2S1S(i)OAOB (D.29)
So,
HAB =
DN2
2
(f − 1)
∑
i
(
S¨
(i)
1 +
S˙
(i)
1
ψ
)
S(i)OAOB
+
DN2
2
∑
i
(
S¨
(i)
1 +
S˙
(i)
1
ψ
)
S(i)(nAOB + nBOA) (D.30)
Homogeneous part due to
∑
i
S
(i)
2 S(i)(ζ)
D PAB Let,
hAB =
∑
i
S
(i)
2 (ζ)
D
S(i)PAB (D.31)
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Then,
Term1 =
∑
i
−DN
2
2
[(
(1− f)S¨(i)2 +
S˙
(i)
2
ψ
)
S(i)PAB + 2S˙(i)2 S(i)nAnB
]
+
DN2
2ψ
f˜2S˙
(i)
2 S(i)PAB
Term2 = −
∑
i
DN2
2
S¨
(i)
2 S(i)nAnB
Term3 = 0
Term4 =
∑
i
Nf ′
4
S˙
(i)
2 S(i)[(f − 1)OAOB + (nAOB + nBOA)]
= −
∑
i
DN2
4ψ
(f − f˜2)S˙(i)2 S(i)[(f − 1)OAOB + (nAOB + nBOA)]
Term5 = 0
Term6 = 0
So,
HAB =
∑
i
−DN
2
4ψ
(f − f˜2)S˙(i)2 [(f − 1)OAOB + (nAOB + nBOA)]−
DN2
2
S¨
(i)
2 nAnB
−DN
2
2
[(
(1− f)S¨(i)2 +
S˙
(i)
2
ψ
)
S(i)PAB + 2S˙(i)2 S(i)nAnB
]
+
DN2
2ψ
f˜2S˙
(i)
2 S(i)PAB +O(1)
(D.32)
Homogeneous part due to
∑
i V(i)(OAV(i)B + OBV(i)A ) Let,
hAB =
∑
i
V(i)(OAV (i)B +OBV (i)A ) (D.33)
Then,
Term1 =
DN2
2
∑
i
(
f V¨(i) +Q2ψ−2DV˙(i)
)
(OAV
(i)
B +OBV
(i)
A )
+
DN2
2
∑
i
(
V¨(i) + V˙
(i)
ψ
)
(uAV
(i)
B + uBV
(i)
A )
+
1
2
∑
i
(∇.V (i))
[
f ′
D
V(i)OAOB +N V˙(i)(OAnB +OBnA)
]
Term2 = 0
Term3 = −Nf
′
2
∑
i
V˙(i)(OAV (i)B +OBV (i)A )
Term4 = 0
Term5 = 0
Term6 = 0
– 49 –
So,
HAB =
DN2
2
∑
i
(
V¨(i) + V˙
(i)
ψ
)[
f(OAV
(i)
B +OBV
(i)
A ) + (uAV
(i)
B + uBV
(i)
A )
]
+
N
2
∑
i
(∇.V (i))
[
V˙(i)(OAnB +OBnA)− (f − f˜2)V
(i)
ψ
OAOB +O(1)
(D.34)
Homogeneous part due to
∑
i τ
(i)(ζ)t
(i)
AB: Let,
hAB =
∑
i
τ (i)(ζ)t
(i)
AB (D.35)
Then,
Term1 = −DN
2
2
∑
i
[
(1− f)τ¨ (i) + τ˙
(i)
ψ
]
t
(i)
AB +
N
2
∑
i
τ˙ (i)[nB∇C(t(i)CA ) + nA∇C(t(i)CB )]
+
DN2
2
Q2ψ−2D
∑
i
τ˙ (i)t
(i)
AB
Term2 = 0
Term3 = 0
Term4 = 0
Term5 = 0
Term6 = 0
So,
HAB = −DN
2
2
∑
i
[
(1− f)τ¨ (i) + τ˙
(i)
ψ
]
t
(i)
AB +
N
2
∑
i
τ˙ (i)[nB∇C(t(i)CA ) + nA∇C(t(i)CB )]
+
DN2
2
f˜2
∑
i
τ˙ (i)t
(i)
AB
(D.36)
Homogeneous part due to
∑NS
i a
(i)
s (ζ)S iOM: Let,
A(s)M =
NS∑
i
a(i)s (ζ)SiOM (D.37)
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Then,
Term1 = 0
Term2 = 0
Term3 = 0
Term4 = 0
Term5 =
∑
i
2a˙(i)s NSif˜ ′[nAOB + nBOA + (f − 1)OAOB]
Term6 = 0
So,
HAB = −DN
2
ψ
∑
i
2a˙(i)s f˜Si[nAOB + nBOA + (f − 1)OAOB]
Homogeneous part due to
∑NV
i a
(i)
v (ζ)V
i
A: Let,
A(v)M =
NV∑
i
a(i)v (ζ)V
i
M (D.38)
Then,
Term1 = 0
Term2 = 0
Term3 = 0
Term4 = 0
Term5 = −DN
2
ψ
∑
i
a˙(i)v f˜
[
uAV
(i)
B + uBV
(i)
A + f(OAV
(i)
B +OBV
(i)
A
]
Term6 = 0
So,
HAB = −DN
2
ψ
∑
i
a˙(i)v f˜
[
uAV
(i)
B + uBV
(i)
A + f(OAV
(i)
B +OBV
(i)
A
]
(D.39)
D.2 Maxwell Homogeneous Part
D.2.1 Gauge field equation homogeneous part due to metric correction
The leading ansatz for gauge field is, AM = f˜OM which gives the field tensor as,
FAB = ∇A(f˜OB)−∇B(f˜OA) (D.40)
Here we will calculate homogeneous part due to the metric correction,
gAB = ηAB + fOAOB +
1
D
hAB (D.41)
gAB = ηAB − fOAOB − 1
D
hAB (D.42)
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where hAB is raised with respect to ηAB. Now field strength tensor raised with respect to
gAB is,
gMAFABg
BN = (∇M f˜ON −∇N f˜OM ) + f˜(∇MON −∇NOM ) + Nf˜
ψ
nA(h
AMON − hANOM ) +O(1)
= FMN +
Nf˜
ψ
nA(h
AMON − hANOM ) +O
(
1
D
)
(D.43)
Here FMN is raised with respect to ηAB.
The equation of motion for gauge field is,
EN = ∇¯M (gMAFABgBN )
(covariant derivative with respect to gAB)
= ∇M (gMAFABgBN ) + 1
2D
∇AhCCFAN
= ∇MFMN︸ ︷︷ ︸
Source part, SN
+
Nf˜
ψ
(
(nA∇MhAM )ON − nAO.∇hAN −KnAhAN
)
−DN
2f˜
ψ
(n.h.nON − nAhAN ) + DN
2f˜
2ψ
h˙uN (D.44)
= SN +HN (D.45)
HN =
[
Nf˜
ψ
(nA∇MhAM −KnA(h˙AM + hAM )nM )− NKf˜
2
h˙CC
]
ON +
NKf˜
2
h˙CCn
N
−DN
2f˜
ψ
nAh˙
AMPNM (D.46)
Component of this homogeneous part in the direction normal to the membrane surface
is,
nNH
N = Kf˜
[
1
D
nA∇MhAM − K
D
nA(h˙
AM + hAM )nM
]
(D.47)
For metric correction of the form,
hAB =
∑
i
S
(i)
1 (ζ)S(i)OAOB︸ ︷︷ ︸
Scalar Sector
+
∑
i
S
(i)
2 (ζ)
D
S(i)PAB︸ ︷︷ ︸
Trace
+
∑
i
V(i)(ζ)(V (i)A OB + V (i)B OA)︸ ︷︷ ︸
Vector Sector
+
∑
i
T (i)(ζ)t(i)AB︸ ︷︷ ︸
trace-less tensor sector
(D.48)
HNmetric corr =
NKf˜
2
∑
i
S˙2
(i)
uN +
Nf˜
ψ
∑
i
V(i)(∇.V (i))ON − DN
2f˜
ψ
∑
i
V˙(i)V (i)(D.49)
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D.2.2 Gauge field equation homogeneous part due to gauge field correction
Now we calculate the homogeneous part due to gauge field correction.
FMN = ∇MAN −∇NAM
= F
(0)
MN +
1
D
F
(1)
MN (both of the terms are defined before) (D.50)
FMN = FABg
AMgBN
= F (0)MN +
1
D
[F
(1)
ABg
(0)AMg(0)BN ]︸ ︷︷ ︸
δFMN
= F (0)MN +
1
D
δFMN (D.51)
Since, for hAB = 0, Γ
C
AC =
˜ΓCAC , covariant derivative with respect to total metric will
become covariant derivative with respect to background.
∇MFMN = ∇MFMN = ∇M [F (0)MN + 1
D
δFMN ] (D.52)
Here, ∇M is the covariant derivative wrt
gAB = ηAB + fOAOB +
1
D
hAB
Now we want to compute the covariant derivative of the anti symmetric tensor FMN wrt
gAB. Then following the previous formula,
∇MFMN
∣∣∣
Homogeneous
=
1
D
∇MδFMN +O
(
1
D
)
(D.53)
= ∇M [F (1)ABg(0)AMg(0)BN ]︸ ︷︷ ︸
T
(D.54)
T = ∇2AN(1) −∇MAN(1)AM(1) − f ′(O · ∇)AN(1) − DN
ψ
f(O · ∇)AN(1) − f(O · ∇)2AN(1) + f ′OA∇NA(1)A
+f
DN
ψ
OA∇NA(1)A + f(O · ∇)(OA∇NaA)− f ′ONOB(n · ∇)A(1)B − fON∇M (OB∇MA(1)B )
+f ′ONnM (O · ∇)AM(1) + F∇M [ON (O · ∇)AM(1)] (D.55a)
Homogeneous part in HN due to A
(1)
N =
∑NS
i a
(i)
s (ζ)SiON :
HN = −DN2
∑
i
(
a¨(i)s (ζ) +
a˙
(i)
s (ζ)
ψ
)
SiuN (D.56)
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Homogeneous part in HN due to A
(1)
N =
∑NV
i a
(i)
v (ζ)V
i
N:
HN =
∑
i
[
DN2
(
a¨(i)v (ζ)+
a˙
(i)
v (ζ)
ψ
)
(1−f)−Nf ′a˙(i)v (ζ)
]
V (i)N+(fON−nN )(∇·V (i))Na˙(i)v (ζ)
(D.57)
So, the homogeneous part
HNscalar = 0 (D.58)
HNtrace =
DN2f˜
2ψ
∑
i
S˙2
(i)
uNS(i) (D.59)
HNvector =
Nf˜
ψ
∑
i
V(i)(∇.V (i))ON − DN
2f˜
ψ
∑
i
V˙(i)V (i)N (D.60)
HNtensor = 0 (D.61)
HNgauge scalar = −
∑
i
DN2
(
a¨(i)s +
a˙
(i)
s
ψ
)
S(i)uN (D.62)
HNgauge vector =
∑
i
[
DN2
(
a¨(i)v (1− f) +
a˙
(i)
v
ψ
(1− f˜2)
)]
V (i)N +N(fON −nN )(∇ ·V (i))a˙(i)V
(D.63)
HN =
DN2f˜
2ψ
∑
i
S˙2
(i)
uN +
Nf˜
ψ
∑
i
V(i)(∇.V (i))ON − DN
2f˜
ψ
∑
i
V˙(i)V (i)N −
∑
i
DN2(a¨(i)s +
a˙
(i)
s
ψ
)S(i)uN
+
∑
i
[
DN2
(
a¨(i)v (1− f) +
a˙
(i)
v
ψ
(1− f˜2)
)]
V (i)N +N(fON − nN )(∇ · V (i))a˙(i)V (D.64)
E Proof of the consistency conditions
E.1 Verification of the consistency constraint (6.21)
Using the following identity for the divergence of the source in the tensor sector source.
PBC ∇AtAC = K
[
V
(1)
B −
(
V
(2)
B + V
(3)
B + V
(4)
B
2
)]
+O(1) (E.1)
After substituting the solution for T and the identity above, the consistency equation takes
the following form
(f − 1)T˙
(∇CtCA
2K
)
−
(
D
K
)
V
(1)
A
=
(
e−ζ
2
)[(
−V (1)A + V (2)A + V (4)A
)
+Q2
(
V
(1)
A − V (3)A
)] (E.2)
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The RHS of (E.2) is proportional to the membrane equation and therefore is of the order
of O ( 1D) both on and away from the membrane.
E.2 Verification of the consistency constraints (6.30)
We will be showing the following constraint holds.
Cguage ≡ N
NV∑
i=1
[
f˜V(i) − (1− f)a˙(i)v
](∇ · V (i)
K
)
+ A(1) + A(2) = O
(
1
D
)
(E.3)
The third equation in (6.20) can be written as,
−N
[
e−ζ
d
dζ
(
eζ
(
f˜V(i) − (1− f)a˙(i)v
))]
V
(i)
B + v
(i)
gaugeV
(i)
B = 0
Integrating we get, f˜V(i) − (1− f)a˙(i)v = e−ζ
∫
1
N
eζ v(i)gauge dζ
Also, we will be using the boundary condition, (f˜V(i) − (1− f)a˙(i)v ) = 0 at ζ → 0
(E.4)
Using the above result in the second equation of (6.30) and also v
(i)
gauge from (6.23), we
obtain
N
NV∑
i=1
[
f˜V(i) − (1− f)a˙(i)v
](∇ · V (i)
K
)
= ζ f˜
1
K
(
∇ · V (1) −∇ · V (2) −∇ · V (4)
)
(E.5)
Here we will need the following identities
∇ · V (1)
K
= S(4) +O
(
1
D
)
∇ · V (2)
K
= −
(
Ruu
K
)
+ S(1) − S(2) +O
(
1
D
)
∇ · V (3)
K
=
(
Ruu
K
)
+ S(2) +O
(
1
D
)
∇ · V (4)
K
= S(1) +O
(
1
D
)
(E.6)
Next, we will be doing a Taylor expansion around ψ = 1 of the second term and third term
in the second equation of (6.30), also using the fact (ψ − 1) = ζD ,
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A(1) + A(2) = −f˜
[
S(1) − S(2) + S(3) + S(5) − S(6) − Ruu
K
]
ψ=1
− f˜(ψ − 1) ∂
∂ψ
[
S(1) − S(2) + S(3) + S(5) − S(6) − Ruu
K
]
= −f˜
[
S(1) − S(2) + S(3) + S(5) − S(6) − Ruu
K
]
ψ=1
− f˜ ζ
D
n · ∇
N
S(3) +O
(
1
D2
)
= −f˜
[
S(1) − S(2) + S(3) + S(5) − S(6) − Ruu
K
]
ψ=1
− f˜ ζ
K
(n · ∇)(∇ · u) +O
(
1
D2
)
= −f˜
[
S(1) − S(2) + S(3) + S(5) − S(6) − Ruu
K
]
ψ=1
− ζ f˜ 1
K
(
∇ · V (1) −∇ · V (2) −∇ · V (4)
)
+O
(
1
D2
)
(E.7)
Hence, adding (E.5) and (E.7),
Cguage ≡ N
NV∑
i=1
[
f˜V(i) − (1− f)a˙(i)v
](∇ · V (i)
K
)
+ A(1) + A(2)
= −f˜
[
S(1) − S(2) + S(3) + S(5) − S(6) − Ruu
K
]
+O
(
1
D2
) (E.8)
As the RHS is proportional to the scalar membrane equation, Cguage is O
(
1
D
)
both on and
away from the membrane.
Now we will show the consistency of the other constraint.
Cmetric ≡ N
2
NV∑
i=1
[
(1− f)V˙(i) − (f − f˜2)V(i)
](∇ · V (i)
K
)
+ (1− f) S2 + S1 = O
(
1
D
)
(E.9)
We start with the condition in (E.4)
f˜V(i) − (1− f)a˙(i)v = e−ζ
∫
1
N
eζ v(i)gauge dζ
and plug it in the second equation of (6.20). We also use the identity,
e−ζ
d
dζ
[
eζ
(
(1− f)V˙(i) − (f − f˜2)V(i)
)]
= (1− f)
(
V¨(i) + V˙(i)
)
− 2f˜2V(i) (E.10)
We can then write the Cmetric equation as,
Cmetric =
∑
i
v(i)new
(
∇ · V (i)
K
)
+ (1− f)S2 + S1
where, v(i)new =
N
2
[
(1− f)V˙(i) − (f − f˜2)V(i)
]
= e−ζ
∫ ζ
∞
[
eζv
(i)
metric(ζ) − f˜
∫ ζ
∞
eζv(i)gauge(ζ)
]
dζ
v
(i)
metric(ζ) and v
(i)
gauge(ζ) are defined in (6.23).
(E.11)
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Integrating v
(i)
new and imposing the boundary condition v
(i)
new → 0 for ζ → ∞ along with
the other boundary condition from (5.6), v
(i)
new → 0 for ζ → 0 for all i,
v(1)new = −
1
2
R(f − f˜2), v(3)new =
1
2
(f˜2 −Qf˜)
v(2)new = v
(4)
new =
1
2
R(f − f˜2)− 1
2
(f˜2 −Qf˜)
(E.12)
Hence,
∑
i
v(i)new
(
∇ · V (i)
K
)
= −1
2
R(f − f˜2)
(
S(4) − 2S(1) + S(2) + Ruu
K
)
+ (f˜2 −Qf˜)
(
Ruu
K
− S(1) + S(2)
)
where,
(
S(4) − 2S(1) + S(2) + Ruu
K
)
=
(n · ∇)(∇ · u)
K
(E.13)
The source terms are evaluated as,
(1− f)S2 + S1 = 1
2
(f − f˜2)S(3) + (Qf˜ − f˜2)(S(5) − S(6))
=
1
2
(f − f˜2)S(3)
∣∣∣
ψ=1
+R
(
f − f˜2
2
)
(n · ∇)(∇ · u)
K
+ (Qf˜ − f˜2)
(
Ruu
K
− S(1) + S(2)
)
+O
(
1
D2
) (E.14)
We have put the membrane equation RuuK − S(1) + S(2) − S(5) + S(6)
∣∣∣
ψ=1
= O ( 1D) in
the last line.
Adding (E.13) with (E.14) we arrive at,
Cmetric = 1
2
(f − f˜2)(∇ˆ · u)
∣∣∣
ψ=1
+O
(
1
D2
)
(E.15)
As the RHS is proportional to the scalar membrane equation, Cmetric is O
(
1
D
)
both on and
away from the membrane.
F QNM for the scaled membrane equation :
The scalar membrane equation is,
∇˜.u = 0 (F.1)
∂aδu
a + (D − 2)∂tδr = 0 (F.2)
Following the line of [35] and from F.1, it is obvious that the temporal and spatial
frequencies are related by a factor of 1√
D
. Without loss of generality we assume that the
– 57 –
temporal frequencies are of O(1) and the spatial frequencies are related by equation F.1.
11 Now we will scale the coordinates as, xa → ya = √Dxa. So the metric becomes,
ds2 = −r2dt2 + dr
2
r2
+ r2(
dyadya
D
+ dxidxi) (F.3)
where a, b indices take p number of values and i, j indices take 1 to D − p − 2. We
can consider fluctuations only in the p number of xa directions. Now we can write,
r = 1 +
Y (t, yb)
D
(F.4)
u =
(
U0 +
U1(t, y
b)
D
)
dt+
1
D
Ua(t, y
b)dya (F.5)
Q = Q0 +
1
D
q(t, yb) (F.6)
In this new scaled coordinate we can write the membrane equation as,
Etotµ = PνµEν (F.7)
Eν =
∇˜2uν
K − (1−Q
2)
∇˜νK
K + u
ρKρν − (1 +Q2)u.∇˜uν (F.8)
The total contribution from (F.7) is found to be, 12
Ea =
1
D
[
∂b∂
bUa + ∂
cY ∂cUa + (1−Q20)∂b∂b∂aY + (1−Q20)∂b∂b∂aY − ∂t∂aY
−(1−Q20)∂bY ∂a∂bY − U b∂b∂aY − (1 +Q20)∂tUa − (1 +Q20)∂aY − (1 +Q20)U b∂bUa
]
= 0 (F.9)
The contribution from (F.1) is,
∇˜.u = Es = ∂bU b + ∂tY + U b∂bY = 0 (F.10)
The charge equation can be written as,
Ec =
1
D
[∂a∂
aq + ∂aY ∂
aq − ∂tq + Ua∂aq]− Q0
D
(
∂2t Y − ∂aY ∂aY + 2Ua∂a∂tY
+UaUb∂
a∂bY − ∂2t ∂a∂aY − ∂t∂bY ∂bY − Ua∂a∂b∂bY − ∂bY Ua∂a∂bY
)
= 0 (F.11)
These are the scaled non linear version of the membrane equation. Now we have to
calculate the QNM for this system by linearizing with respect to the equilibrium system.
Such an equilibrium system will be,
Y = δY e−i(ω
st−kaya) +O(2) (F.12)
Ua = δVae
−i(ωvt−kaya) + δY V sa e
−i(ωst−kaya) +O(2) (F.13)
q = δqe−i(ω
qt−kaya) + δY Qse−i(ω
st−kaya) +O(2) (F.14)
11Scaling arguments are discussed in details in [35]
12For more details of the calculation the reader may go through [35]
– 58 –
where, kaVa = 0.
Upto the linear order in ,
Es =

D
[∂bδV
b + ∂tδY0] = 0
∂bδV
b = −∂tδY0
(F.15)
Then, upto the linear order in ,
Ea =

D
[
∂b∂
bδVa + (1−Q20)∂b∂b∂aδY − (1 +Q20)∂tδVa − (1 +Q20)∂aδY − ∂t∂aδY
]
= 0 (F.16)
∂aEa =

D
[
∂a∂b∂
bδVa + (1−Q20)∂b∂b∂a∂aδY − (1 +Q20)∂t∂aδVa − (1 +Q20)∂a∂aδY
−∂t∂a∂aδY
]
= 0 (F.17)
Ec =

D
[
∂a∂
aδq − ∂tδq
]
− Q0
D
(
∂2t δY − ∂2t ∂a∂aδY
)
= 0 (F.18)
Now using, (F.16),(F.17) and (F.18) along with the simplification in (F.15) we have
calculated the scalar mode QNM for different modes,
ωs± = −i
k2
(1 +Q20)
± k
√
1− k2
(
Q20
1 +Q20
)2
(F.19)
ωv = −i k
2
1 +Q20
(F.20)
ωq = −ik2 (F.21)
These results match exactly with our earlier results upto the scaling k → k√
D
(which is
naturally expected) and are also consistent with [18]. This analysis shows that even after a
scaled co-ordinate transformation and a special kind of scaling of O
(√
1
D
)
, it is possible to
reach the charged black brane equations (upto the linear order) in [18] from our covariant
membrane equations by a suitable field redefinition.
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