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SUMMARY 
Electrical communication systems requiring electromagnetic radia-
tion to transfer information are inherently susceptible to unfriendly 
detection and interference. As a result, spread spectrum signaling 
schemes have been proposed to combat these unfriendly intentions. 
The analysis contained herein is a theoretical and numerical 
characterization of the susceptibility of a direct sequence/frequency-
hopped, M-ary differential-phase-shift-keying (DPSK) system subjected 
to thermal noise and to partial- and full-band white gaussian noise, 
CW-tone, and periodically-modulated FM jamming. Theoretically, expres-
sions for the system susceptibility in terms of the receiver probability 
of error are individually derived for each of the three jamming signals 
and for M=2,4, and M>4. In the development of these expressions, no use 
is made of equating the spread interference to additional gaussian noise 
of equal power, a practice commonly invoked but theoretically unproven. 
Exact expressions for M=2 and 4 are developed whereas complexity dicta-
tes the use of very accurate bounding techniques for M>4. All expres-
sions ultimately depend on the signal, noise, interference and receiver 
parameters. 
The theoretical analysis leads to rather involved average-error-
probability expressions. In order to provide the methodology required 
to perform extensive parametric studies, a simplification of these 
involved expressions is developed for the CW-tone and periodic FM jam-
ming cases. The simplification is accomplished by appropriately choosing 
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the jamming amplitude or a function of the jamming amplitude to produce 
an upper bound to the average error rate. No simplification is required 
for the noise jamming situation. 
In order to show the feasibility of using the simplified expres-
sions for exhaustive parametric studies, a typical study is graphically 
presented and extensively discussed . Graphical illustrations in-
clude plotting probability of error for each jamming signal as a func-
tion of the signal-to-noise power ratio or the signal-to-jamming power 
ratio. Other parameters include the direct sequence code rate, the 
number of frequency-hopping slots, the number of jamming signals, the FM 
modulation index, and the frequency offset of the jamming signal. The 
discussion which parallels these illustrations includes a comparison of 
the three jamming signals, the dependence of the error rate on the di-
rect sequence code rate, the choice of a partial- or full-band jamming 
strategy, and the effects of non-cochannel interference. 
Tentative conclusions from this study indicate that a CW-tone 
interference is significantly more destructive to the DPSK system than 
noise jamming and slightly more destructive than linear-swept FM jamming. 
It is also shown that a partial-band jamming strategy may, in many situa-
tions, produce larger degradations in system performance. Because of 
the direct-sequence-spreading, the maintenance of a cochannel interfer-
ence is not as critical as in the nonspread situation and in fact a 
non-cochannel interference produces a larger probability of error. 
Spread spectrum signaling schemes are normally compared and 
judged through a figure-of-merit referred to as the processing gain. 
Certain shortcomings in this figure-of-merit are brought out in this 
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Increased usage of electromagnetic waves for information transfer 
has placed great strains on existing electronic communication systems 
and increasing demands on systems in the development stage. Not only 
must these systems be designed to meet the basic requirements of reli-
able and rapid information transfer, but also have the capability of 
dealing with the larger amount of interference created by this use. 
Furthermore, communication systems requiring electromagnetic waves to 
link the source and destination are inherently susceptible to unfriendly 
detection and interference. This places an even greater strain on a 
system since the maintenance of a covert (secret) or secure information 
transfer depends heavily on these unfriendly intentions. To determine 
the effects and susceptibility of a communication to such extreme opera-
ting conditions, an analytical and numerical performance study of a 
particular system has been completed. The specifics of the system and 
interference are delayed at the present time in order to present a few 
instructive and introductive generalities. 
The types of interference possibly encountered by a system may 
be categorized into two classes. The first class consists of those in-
terferences with a natural origin. Such interferences include thermal 
noise, atmospheric disturbances, and multipath transmissions, to name 
a few. Man-made interference, both deliberate and unintentional, 
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comprise the second class. Unintentional interference may result from any 
electrical signal whose main purpose is not the disruption of another com-
munication system. On the other hand, deliberate, man-made interference 
is intentional, the intent being to corrupt or destroy the reliability 
and security of another system. Such interferences are commonly used by 
military adversaries for the specific purpose of disrupting an unfriend-
ly communication system. Because of this use, the deliberate (inten-
tional) interference is generally referred to as electrical jamming, or 
in a possibly more familiar term, electronic countermeasures (ECM). 
In order to minimize or eliminate the destructive effects which 
an ECM tactic or any interference may impose on a system, a new class 
of signaling schemes has been developed. This class is referred to as 
Spread Spectrum (SS) and is comprised of signals which use a much wider 
bandwidth than is required for conventional transmission. Two such 
spread spectrum techniques, which are discussed in Chapter II, are di-
rect sequence (DS) and frequency-hopping (FH). When used to specifi-
cally combat an ECM threat, spread spectrum signaling becomes an im-
portant portion of the broader area concerned with general, anti-ECM 
methods, otherwise known as electronic counter-countermeasures (ECCM). 
The use of steerable-null antennas is another prominent type of ECCM. 
Spread spectrum is usually used in conjunction with a convention-
al, digital, information-transferral scheme. Those digital signaling 
techniques more often used are amplitude-shift-keying (ASK), frequency-
shift-keying (FSK), phase-shift-keying (PSK), and differential-phase-
shift-keying (DPSK). The implementational simplicity of ASK in a 
non-fading environment is rather attractive but the performance 
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improvement of FSK, PSK, and DPSK i s much more appea l ing . Idea l FSK 
and PSK r e q u i r e exac t knowledge of the c a r r i e r phase for p roper demodu-
l a t i o n . I f the r e c e i v e r has the c a p a b i l i t y of gene ra t ing a re fe rence 
s i g n a l (exact c a r r i e r frequency and p h a s e ) , PSK i s p r e f e r r e d over FSK 
because of the PSK an t ipoda l s i g n a l i n g scheme as opposed t o the o r t h o g -
onal scheme used by FSK. Due t o the r e c e i v e r s i z e and cos t o r the 
t r ansmis s ion medium, i t may not be f e a s i b l e o r p o s s i b l e t o genera te a 
p e r f e c t r e f e r e n c e . In such cases DPSK i s widely used s ince the DPSK 
re fe rence i s merely the s i g n a l in the p rev ious s i g n a l i n g i n t e r v a l . In 
a d d i t i o n t o i t s r e c e i v e r s i m p l i c i t y and for l a r g e s i g n a l - t o - n o i s e r a t i o s , 
DPSK a l s o approaches the performance of the i d e a l PSK scheme in a w h i t e , 
gauss ian noise environment. Thus, the o v e r a l l use of DPSK i s q u i t e 
j u s t i f i e d and impor tan t . 
As po in t ed ou t e a r l i e r , the demand in some cases i s such t h a t 
informat ion must be t r a n s m i t t e d a t as high a da ta r a t e as p o s s i b l e . In 
o rder t o accomplish t h i s , b ina ry s i g n a l i n g schemes may be waived for 
the more genera l M-ary coding format. This i s not t o say t h a t the use 
of b ina ry s i g n a l i n g w i l l c e a s e , for an end i s c l e a r l y no t i n s i g h t . 
However, c e r t a i n high da t a r a t e requirements may p l a c e the M-ary format 
i n t o the f o r e f r o n t . For example, Rockwel l ' s microwave d i g i t a l r ad io 
model (MDR-11) [1] ope ra t e s a t a da ta r a t e of 90 Mbps and i n c o r p o r a t e s 
an 8-ary PSK scheme. Another p r a c t i c a l M-ary modem i s the 8-ary FSK 
s i g n a l i n g s t r u c t u r e u t i l i z e d in both the upl ink and downlink of the 
LES 8/9 exper imenta l s a t e l l i t e system [ 2 ] . Even though an i n c r e a s e in 
M i s u sua l l y accompanied by the need t o i nc rea se the s i g n a l - t o - n o i s e 
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ratio or the bandwidth for a specified system performance, the necessity 
to communicate more rapidly may require the increase in M. 
Before any communication system is developed, its theoretical 
performance for the type of transmission environment most likely to be 
encountered must be determined. The theoretical analysis is quite jus-
tified in lieu of the more costly and time consuming experimental and 
simulation studies. In the absence of any ECCM tactic, the performance 
analyses of the above digital techniques have quite heavily incorporated 
the effects of natural interferences, but to a much lesser extent the 
effects of ECM. Due to the increase in sophisticated electronic counter-
measures, detailed analyses of these effects on the conventional digital 
schemes, as well as those schemes incorporating spread spectrum, must be 
established to determine the resultant system performance. 
As a step in this direction, a theoretical and numerical analysis 
is undertaken to determine the susceptibility of DS/FH, M-ary DPSK to 
thermal noise and to a variety of ECM environments such as: wideband, 
white gaussian noise; continuous wave tone (CW-tone) jamming; and 
periodic FM interference. Theoretically, mathematical equations des-
cribing the performance (via probability of error) of binary, quaternary, 
and M-ary (M>4), DS/FH DPSK systems under the influence of each of the 
jamming signals are derived. Numerically, a computer program is devel-
oped to evaluate these equations, thus providing the methodology to 
carry out extensive parametric studies. 
This analysis serves basically a two-fold purpose. First, an 
ECM strategist can, from this analysis, determine how destructive par-
ticular jamming signals are to a DS/FH, M-ary DPSK system. Secondly, 
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because this system may be designed to counter certain ECM threats, an 
ECCM strategist will have the means of describing the beneficial results 
such a system may produce. In other words, the results obtainable from 
this study can indicate the destructive effects of ECM as well as the 
constructive effects of ECCM. 
The report is henceforth divided into four stages: 
Stage 1: Explanation 
Stage 2: System Modeling and Signal Characterization 
Stage 3: Theoretical Derivations 
Stage 4: Calculations and Results 
The explanation stage describes in more detail ECM and the ECCM 
tactic of spread spectrum signaling. Both of these items are covered 
in Chapter II. Also included in Stage 1 is Chapter III, which presents 
an historical background of and relevant analyses concerned with DPSK. 
An important part of any analysis of this type is the system 
modeling, hence Stage 2. Certain assumptions and specific models to be 
used in the remainder of this work are, respectively, pointed out and 
presented in Chapter IV. Because of the signal processing performed by 
the system model, characterization of certain signals (specifically the 
jamming signals) is imperative and sufficiently covered in Chapter V. 
The actual mathematical calculations comprise Stage 3 and are 
presented in Chapters VI-IX. A very general analytical technique is 
presented in Chapter VI, and because of its complexity, serves only as 
a motivational tool for the more specific results of Chapters VII-IX. 
Different analytical techniques are required for M=2,4, and greater 
than 4, hence a separate chapter is devoted to each, with the results 
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in Chapters VII, VIII/ and IX, respectively. Due to the number of 
specific jamming cases throughout Chapters VII-IX, a rigid organization 
is required and explicitly explained at the beginning of each chapter. 
In addition, each chapter contains a helpful flowchart (Figures 9, 11, 
and 14) indicating the precise location of each case considered. 
Chapters X, XI, and XII comprise the final stage. Chapter X 
provides the necessary simplification of the expressions derived in 
Chapters VII-IX and hence shows the feasibility of using these expres-
sions for extensive parametric studies. Tables 1-9 summarize the 
simplified expressions for each of the cases in Chapters VII-IX. 
Quantitative methods and typical results are presented in Chapter XI, 




ECM AND SPREAD SPECTRUM 
Any study concerned with the effects of ECM and spread spectrum 
signaling would be incomplete without a complete description of these 
items. Attention is initially focused on ECM, followed by an 
introduction to the ECCM tactic of spread spectrum signaling. 
Any electronic technique utilized for the specific purpose of 
corrupting or destroying the ability of a communication system to trans-
fer information is referred to as an electronic countermeasure (ECM). 
Electronic countermeasures are generally grouped into two areas, inter-
ference jamming and deception jamming, respectively depending on their 
destructive or deceptive intentions. 
Interference jamming may involve the use of sophisticated elec-
trical signals to impede the reception of information. Applications of 
this type of ECM typically are the jamming of enemy radar, voice and 
video communications, and missile-guidance systems. Though the variety 
of interference jamming signals is large, it is possible to categorize 
these signals into the following classes: 
(1) Spot Jamming - A signal whose jamming power 
density is highly concentrated within the 
bandwidth of the receiver (e.g. CW-tone). 
(2) Broad-Band Barrage Jamming - In contrast to 
spot jamming, barrage jamming uses a signal 
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with a low jamming power density. Its power 
is spread over a large bandwidth, usually at 
least equivalent to the receiver's operating 
bandwidth (e.g. wideband gaussian noise). 
(3) Swept-Spot Jamming - A compromise between 
barrage and spot jamming wherein a high power 
density signal is swept over the entire op-
erating bandwidth (e.g. periodic FM). 
A very interesting jamming signal for analysis purposes is the periodi-
cally-modulated FM signal since the barrage and spot jamming signals can 
be incorporated in the FM signal by the appropriate choices of the FM 
signal parameters (power, modulation index). 
Comprising the second group of ECM tactics are the deception 
jamming signals. In deception jamming, an adversary attempts to feed 
erroneous information into a communication system rather than trying to 
destroy the system reception capability. An example of such jamming 
would be the transmission of false range and rate information by an air-
craft to camouflage its actual position and speed. Unlike interference 
jamming, deception jamming requires the knowledge of the type of infor-
mation being sought by the communication system in order that the 
appropriate false information might be transmitted. 
The work discussed herein considers the interference jamming 
case only and in particular, white gaussian noise jamming, CW-tone 
jamming, and periodic FM jamming. The effects of these three jamming 
signals on DS/FH, M-ary DPSK are discussed in the bulk of this paper, 
but for the present, spread spectrum signaling is introduced. 
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Spread spectrum is the general classification given to a set of 
signaling schemes that use a much larger-than-required bandwidth to 
transmit information. Bandwidths on the order of 10 to 10 times as 
large as the information bandwidth are common, and though this large 
bandwidth may be devastating to spectrum conservation, the performance 
benefits obtained with spread spectrum far outweigh the cost in bandwidth 
for many applications. 
Dixon has acquainted a vast audience to the generalities of 
spread spectrum signaling through a tutorial paper [3] and a recently 
published text [4]. The text [4] is the first attempt at a fairly com-
prehensive, non-mathematical presentation of spread spectrum, though 
the AGARD Lecture Series [5] and a symposium sponsored by the Naval 
Electronics Laboratory Center [6] had already initiated such a presen-
tation. The recent appearance of these presentations clearly exempli-
fies the interest in and future involvement of spread spectrum 
techniques. 
A generic spread spectrum system is shown in Figure 1; it can be 
seen that the spectrum spreading portion of the system is a separate 
entity, or simply, an addition to a conventional communication system. 
The conventionally-modulated signal has its bandwidth spread just prior 
to transmission. At the receiver and before any conventional demodula-
tion, the transmitted spectrum is despread, resulting in the original 
conventionally-modulated waveform. In many cases, it is quite diffi-
cult to distinguish between the spreading operation and the conventional 
modulation, but for discussional and analytical purposes, the above 
convention is certainly accurate. 

















(b) Generic Spread Spectrum Receiver 
FIGURE 1. Spread Spectrum Transmission/Reception 
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The usual basis for either the spreading or despreading opera-
tions is the generation of a pseudo-random (PR) code that is periodic 
and, to the casual observer, seemingly random. Pseudo-random codes may 
be either linear or nonlinear but the more widely used codes are the 
linear codes, specifically, maximal-length PR codes. Without precise 
knowledge of the PR code, it is impossible to recover the conventionally-
modulated signal and hence the basic information. A somewhat private 
communication system may be designed around this fact provided the 
transmitter and prescribed receiver(s) are the only system(s) having 
the proper PR code knowledge. The desired receiver must have the cap-
ability of generating the PR code and the ability to determine the code 
phase since the extraction of the desired information depends on proper 
synchronization being obtained and maintained. This problem of synch-
ronization is a major implementational hurdle [6-9] which must be over-
come to insure accurate information transfer. Only precise synchronized 
systems are considered in this work. 
To appreciate the significance of the PR code basis and to show 
how the PR code is used, it is appropriate to introduce two of the more 
widely used spread spectrum techniques: direct sequence (DS; sometimes 
referred to as pseudo-noise, PN) and frequency-hopping (FH). Because 
these two techniques are germane to the work contained herein, a detailed 
discussion is presented for them. Nevertheless, it should be pointed 
out that other spread spectrum techniques exist. Two such techniques 
are time hopping (TH) and the "chirp" method, both of which are also 
important and briefly covered in [4]. 
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(b) DS Receiver 
FIGURE 2. Generic Direct Sequence Transmitter/Receiver 
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so called because the PR code directly biphase, or quadraphase modulates 
the previous conventionally-modulated signal. For example, basic informa-
tion may be modulated via conventional PSK, and upon biphase modulating this 
PSK signal by the PR code sequence, a new PSK signal is produced. If the 
code rate (R ) were much larger than the information (symbol) rate (R ) , 
the new PSK signal would have a corresponding larger RF bandwidth than the 
original PSK signal. This bandwidth expansion is under the complete con-
trol of the PR code, specifically the code rate; as the code rate decreases 
or increases, the RF bandwidth respectively decreases or increases. 
An exact replica of the PR code must be generated and synchron-
ously maintained at the receiver in order that the spreading can be 
properly removed. Such synchronization techniques may include the trans-
mission of a prescribed preamble or the use of a matched filter to ex-
tract the sync information directly from the modulated signal. A general 
discussion of different techniques may be found in [4-9]. By proper 
correlation of the received signal with the exact PR code replica, pro-
per removal of the spectrum spreading is accomplished. It is this 
correlation process which illustrates the power of spread spectrum com-
munications for the process coherently extracts (despreads) the conven-
tional signal while at the same time decorrelates (spreads) any inter-
ference not possessing the exact PR code sequence information. By 
correlating the PR code sequence with the interference, the interference 
power is spread out, thereby producing less interference power in the 
information bandwidth than would have been anticipated if spread spectrum 
had not been used. This reduction in interference power, as illustrated 
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(b) Narrowband Interference 
FIGURE 3. Interference Rejection Capability of 
Spread Spectrum Signaling 
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spectrum communications, and in p a r t i c u l a r , DS s i g n a l i n g . 
Frequency-hopping (FH) spread spectrum posses se s s i m i l a r p rope r -
t i e s with DS; the main s i m i l a r i t y being the c o r r e l a t i o n p roces s r equ i r ed 
a t t he r e c e i v e r . The main d i f f e r ence between FH and DS s i g n a l i n g can 
be seen in Figure 4, where i t i s shown t h a t the FH-PR code does not 
d i r e c t l y a f f e c t the convent ional ly-modula ted s i g n a l as does the DS-PR 
code, but i n f a c t , i n i t i a l l y goes through a code- to- f requency t r a n s -
format ion. An FH system produces a spreading e f f e c t by pseudo-randomly 
hopping the f i n a l c a r r i e r frequency over a wide range of p r e s c r i b e d 
f r equenc i e s . The hopping p a t t e r n and hopping r a t e a re determined by 
the FH-PR code and code r a t e , r e s p e c t i v e l y . 
With t h i s a b i l i t y t o change the c a r r i e r frequency, i t i s d i f f i -
c u l t for an adversary t o not only l o c a t e the s p e c i f i c c a r r i e r frequency 
a t any time (cover t communications) but a l s o t o jam t h a t p a r t i c u l a r 
frequency a t the r i g h t t ime . In a cons tan t jamming-power s i t u a t i o n , 
the adversa ry i s forced t o decrease h i s power d e n s i t y t o cover the 
e n t i r e band of p o s s i b l e f r equenc i e s , or use a high power d e n s i t y jamming 
s i g n a l over a p o r t i o n of the band. In e i t h e r c a s e , the adversary must 
accep t a smal le r p r o b a b i l i t y of c r e a t i n g an e r r o r . 
There are two b a s i c d i f f e r e n c e s between DS and FH s i g n a l i n g as 
c u r r e n t l y p r a c t i c e d : the code r a t e and the time t o acqui re synchron i -
z a t i o n . Code r a t e s for DS are u s u a l l y much h ighe r than those for FH. 
This i s due t o the r e l a t i v e l y slow frequency s y n t h e s i z e r s which only 
pe rmi t code r a t e s on the o rder of 100 kbps [10] as opposed t o DS modula-
t o r s opera t ing near 200 Mbps. Higher code r a t e s a re c e r t a i n l y more 



























(b) FH Receiver 
• ^ d a t a 
out 
FIGURE 4. Generic Frequency-Hopping Transmi t t e r /Rece ive r 
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initial acquisition problems. This leads to the second current difference 
between DS and FH; the initial acquisition time for FH is much smaller 
than that for DS. Typical acquisition times are on the order of 1 ms for 
FH and 2-3 seconds for DS [10]. The difference is a direct consequence 
of the acquisition time being proportional to the PR code rate and the 
initial uncertainty (code length in seconds). In some cases, the chan-
ges of the code rate and/or code length (in seconds) cannot be made 
independently of one another. For example, an increase in the code 
rate for a sequence would automatically decrease the code length (in 
seconds) of the sequence provided a single code sequence is considered 
before and after the rate and length change. These two effects would 
cancel each other, and the acquisition time would be unaffected. How-
ever, if the code length (in seconds) would remain constant and the code 
rate increased, no longer is the same code sequence considered. In this 
case the acquisition time would increase. 
Other differences exist between DS and FH and will be highlighted 
shortly. The presentation of these differences is important because it 
exemplifies the complementary nature of the two techniques; where one 
technique may not be suitable for an application, the other may be quite 
appropriate and vice versa. An example of this would be the use of 
spread spectrum as a navigational tool in a multiple-access environment. 
Because of the higher code rates, DS is a likely candidate for very ac-
curate time-of-arrival measurements. However, the "near-far" problem 
The "near-far" problem is associated with a nearby friendly or jamming 
transmitter of small power disrupting the transmission of information 
from a distant transmitter. 
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discourages the use of DS in certain multiple-access environments and 
encourages the use of FH. The complementary nature of these two tech-
niques suggests a combination (hybrid) of DS and FH to accomodate both 
the navigation and multiple-access problems. 
Another example of this complementary nature, and more germane 
to this work, concerns the effects of different interferences on those 
systems incorporating either DS or FH. In a binary FH-FSK system, sup-
pose one CW-tone interferer were located within the hopping bandwidth 
and appears in one of the two receiver filters after the dehopping 
operation. If the interference power exceeds the signal power and the 
CW-tone is located in the filter not containing the actual signal, an 
error will nearly always be made. By using DS in conjunction with FH 
in this case, a reduction in interference power within the filter is 
accomplished and errors reduced. The DS spreading places some interfer-
ence power at other hopping frequencies, but the power is less dense than 
before, resulting in the "spillover" causing an insignificant degrada-
tion in system performance. This example is evidence of the fact that 
separately, DS and FH signaling techniques are affected differently by 
different jamming signals. The important result from this example is 
that these interference effects may be minimized by using the best of 
both methods, particularly a hybrid DS/FH spread spectrum technique. 
The Joint Tactical Information Distribution System (JTIDS) [11], 
which is intended to be the major tactical communications net from the 
1980's on, is a prime example of the use of a hybrid DS/FH scheme. 
Paraphrasing [11], hardware limitations cause processing improvement to 
be more easily obtained and less costly if the improvement is acquired 
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through a hybrid scheme as opposed to one individual scheme. 
In summary, these examples presented above have heuristically 
explained the complementary benefits incurred by a hybrid DS/FH spread 
spectrum scheme. Because of these benefits, a basis has been formed 
for motivating the use of a hybrid spread spectrum technique in the work 
herein. For this work, a conventional M-ary DPSK signal will have its 
bandwidth spread by a technique involving the combination of DS and FH 
with the resulting system performance evaluated analytically and 
graphically. 
In o rde r t o show the wide-ranging s i g n i f i c a n c e of spread spectrum 
usage and the u t i l i t y of t h i s s tudy , a s e t of a p p l i c a t i o n s i s l i s t e d . 
(1) Anti-Jamming C a p a b i l i t i e s - Because of the de -
spreading ope ra t ion a t the r e c e i v e r , any 
u n c o r r e l a t e d i n t e r f e r e n c e w i l l be spread out 
and thus c r e a t e l e s s power in the IF band-
width fol lowing the c o r r e l a t i o n dev ice . 
This decrease in interference power is an 
indication of the interference rejection 
capability of the system. 
(2) Mul t ip le-Access C a p a b i l i t y - In s a t e l l i t e 
communications, a number of u se r s must s imul -
taneous ly use the same s a t e l l i t e . Each use r 
may be given a d i f f e r e n t FH-PR or DS-PRcode. 
In the FH c a s e , i t i s hoped t h a t the p r o b -
a b i l i t y of two u s e r s occupying the same 
frequency band i s very sma l l , thus making 
the mutual i n t e r f e r e n c e n e g l i g i b l e . I f each 
use r were given a d i f f e r e n t DS-PR code and 
t r ansmis s ion occurred over the same frequency 
i n t e r v a l , a l l undes i red s i g n a l s would be spread 
out and the d e s i r e d s i g n a l despread by the 
s p e c i f i c code. I f e i t h e r the p r o b a b i l i t y 
of s imultaneous frequency-band-occupat ion o r 
the DS spread i n t e r f e r e n c e were sma l l , a l a rge 
number of u s e r s may opera te in the same 
s a t e l l i t e . 
Mul t ipath Tolerance - Frequency-hopping i s 
a l r eady akin t o the wel l known frequency d i -
v e r s i t y t echniques but the use of DS t o com-
b a t mul t ipa th i s not as widely known, though 
of equal importance. Any DS mul t ipa th s i g n a l s 
a r r i v i n g a t l e a s t one c o d e - b i t i n t e r v a l l a t e 
w i l l be spread out r a t h e r than despread by 
the c o r r e l a t i o n p r o c e s s . This spreading i s 
a r e s u l t of the mul t ipa th code being uncor-
r e l a t e d with the r e c e i v e r - g e n e r a t e d PR code 
r e p l i c a . The mul t ipa th s i g n a l appears as 
any o t h e r i n t e r f e r e n c e impinging upon the 
r e c e i v e r . D i rec t sequence s i g n a l i n g t o com-
b a t mul t ipa th i s of a d i s c r i m i n a t o r y na tu re 
s ince the r e c e i v e r d i s c r i m i n a t e s a g a i n s t any 
time s h i f t e d PR codes. 
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(4) High Resolu t ion Ranging - By determining t h e t ime 
i t t akes a DS spread spectrum s i g n a l t o t r a n s i t 
the d i s t a n c e t o and from an o b j e c t , i t i s p o s s i -
b l e t o e s t ima te the range t o the o b j e c t . The 
de te rmina t ion of the t i m e - o f - a r r i v a l i s accom-
p l i s h e d by observing the i n i t i a l time d i f f e r ence 
between the r e c e i v e r - g e n e r a t e d PR code r e p l i c a 
and the r ece ived s i g n a l ' s PR code dur ing the 
synchron iza t ion of the incoming s i g n a l . Due 
t o the i n h e r e n t wide bandwidth of a DS s i g n a l , 
the t i m e - o f - a r r i v a l r e s o l u t i o n i s very h i g h . 
(5) I d e n t i f i c a t i o n - Each use r of a l a rge communi-
c a t i o n system may have a d i f f e r e n t PR code 
sequence, s i m i l a r to the m u l t i p l e - a c c e s s s y s -
tem. Because of t h i s un iqueness , the i d e n t i -
f i c a t i o n of any use r i s accomplished v i a the 
de te rmina t ion of the PR code being used. In 
a d d i t i o n t o the i d e n t i f i c a t i o n c a p a b i l i t y , one 
i s a l s o able t o s e l e c t i v e l y c a l l or d i s c r e t e l y 
address a p a r t i c u l a r use r by gene ra t i ng the 
unique code of t h a t u s e r . 
(6) Message Pr ivacy - Without p roper knowledge of 
the PR code sequence, an adversary cannot p r o p -
e r l y despread the incoming spread spectrum 
s i g n a l . This p r o h i b i t s access t o the 
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conventionally-modulated signal, or in some cases, 
the baseband information itself. A message priva-
cy system is sometimes referred to as a secure 
communication system. It is important to note 
that while linear PR codes are widely used for 
interference rejection, navigation, and other 
applications, they do not provide a secure com-
munication environment because an adversary can 
theoretically decipher the code once a short 
sequential set of 2n+l (n = number of shift-
register stages needed to generate the code) 
bits from the sequence is known [4]. To secure 
a communication system, nonlinear PR codes are 
used. 
(7) Low Detectability - Spread spectrum modulation 
results in a low power density signal with 
statistical properties similar to noise. As 
a result, the transmitted signal is very dif-
ficult to detect and covert communications is 
achieved. 
(8) Power Flux Density Reduction - In order to 
meet international guidelines limiting the 
power flux density impinging on the surface 
of the earth, certain satellite communication 
This work will emphasize linear PR codes, specifically maximal-length 
PR codes, but the work is general enough to consider nonlinear, periodic 
codes as well. 
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systems (space s h u t t l e t r a c k i n g and r e l a y system) 
have r e s o r t e d t o reducing the power f lux d e n s i t y 
by means of wideband, spread spectrum s i g n a l i n g 
schemes [12 ,13] . 
Because the immediate concern of t h i s s tudy i s the i n t e r f e r e n c e 
r e j e c t i o n c a p a b i l i t y of spread spectrum communications, the amount or 
degree of r e j e c t i o n p o s s i b l e i s a r a t h e r s i g n i f i c a n t q u a n t i t y . The 
most widely accepted measure of t h i s q u a n t i t y , termed the system p r o -
ce s s ing ga in , i s given by the r a t i o of the RF bandwidth t o the informa-
t i o n bandwidth. H e u r i s t i c a l l y , t h i s d e f i n i t i o n may be considered t o be 
the r a t i o of the amount of i n t e r f e r e n c e power in the RF bandwidth before 
the despreading ope ra t ion t o the i n t e r f e r e n c e power in the IF bandwidth 
a f t e r the despreading o p e r a t i o n . This r educ t ion in power i s r e f e r r e d t o 
as a g a i n , and s p e c i f i c a l l y , the despreading or p r o c e s s i n g g a i n . For 
DS s i g n a l i n g , the r a t i o i s the PR code r a t e over the symbol r a t e , and 
for FH, the r a t i o i s i d e n t i c a l t o the number of hopping f requenc ies used. 
The p roces s ing gain i s a rough e s t i m a t e of the improvement p r o -
vided by spread spectrum usage , and i t con t inues t o be a heav i ly r e l i e d 
upon des ign pa ramete r . The t r u e performance g a i n , as compared t o the 
"p rocess ing ga in" i s and must be of g r e a t i n t e r e s t for the a n a l y s i s of 
e x i s t i n g and proposed systems. Glazer [14] w r i t e s t h a t "while p r o c e s -
s ing gain conveys a rough idea of the performance of the s i g n a l i n g 
system, accu ra t e comparisons and s p e c i f i c a t i o n s r e q u i r e the use of more 
p r e c i s e f i g u r e s of m e r i t . " This s ta tement i s s u b s t a n t i a t e d by the r e -
s u l t s obta ined by P e t t i t [15] for frequency-hopped, noncoherent frequency-
s h i f t - k e y i n g (FH-NCFSK) i n a p a r t i a l - b a n d n o i s e , tone or swept-FM jamming 
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environment. Pettit's findings [15] included an example for which an 
expected processing gain of 27 dB was shown to be an actual processing 
gain of 6 dB, approximately. The actual gain was observed to be depen-
dent upon the acceptable error rate, the type of jamming, and the jam-
ming strategy. With this in mind, it is clear that more careful 
evaluations will be required for certain critically important systems 




Differential-Phase-Shift-Keying (DPSK) is a conventional, co-
herent signaling scheme very similar to its closest relative, phase-
shift-keying (PSK) [16]. In DPSK, digital information (e.g. a "0" or 
a "1") is conveyed in the phase changes between successive pulses (sig-
nals in adjacent signaling intervals) unlike the PSK method of conveying 
information with the absolute phase of each pulse. For example, instead 
of absolutely associating the symbols 0 and 1 respectively with the 
phases 0 and 180, the binary DPSK method may associate the symbol 0 with 
the event of two successive pulses of identical phase and the symbol 1 
with the event of two successive pulses being 180° out of phase. M-ary 
DPSK signaling is quite similar to this binary case, the difference 
being that a group of log2M symbols is associated with two successive 
pulses whose phase difference is one of M prespecified phases. 
In addition to the differential-coding-of-data difference, the 
main difference between DPSK and PSK lies in the method used in deriving 
the reference signal for coherent detection. Whereas the PSK reference 
is nominally an exact replica of the carrier signal, the DPSK reference 
is simply the previous signal or combination of previous signals. Dif-
ferential-phase-shift-keying performance is compromised because the 
reference used is corrupted by interference (thermal noise and jamming 
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signals), unlike the accurate, interference-free reference used in ideal 
PSK demodulation. Despite the performance compromise, DPSK remains use-
ful because the requirement of generating a reference has been eliminated, 
thereby creating a less complex receiver. 
In M-ary digital communication systems, with M-ary DPSK included 
among these, the transmitter selects one of M waveforms to transmit 
during a specified signaling interval. For DPSK, the waveform is a 
sinusoid having one of M prespecified phases. The receiver attempts to 
decide which of the M waveforms was transmitted during each signaling 
interval. Because the received signal is corrupted by interference, 
the receiver will occasionally decide incorrectly. The randomness of 
the corrupting interference and the assumed randomness of the transmitted 
waveforms prohibit an exact determination of the number of errors. This 
randomness leads to a probabilistic estimation of the number of errors 
with the estimation being commonly referred to as the average probabili-
ty of error. Usage of the average probability of error as a performance 
measure is common practice as can be witnessed by the following historical 
discussion of M-ary DPSK. 
As reported in [17], Doelz [18] was responsible for the develop-
ment of DPSK while the Collins "Kineplex" system [17] introduced the 
practicality of such a signaling scheme. Theoretical analysis of binary 
DPSK in a white gaussian noise environment was reported by Lawton [19] 
and presented generally by Cahn [20]. The end result of these analyses 
revealed the probability of error for binary DPSK to be 
Pr(err) = ~ exp(-Eb/NQ) (3-1) 
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where 
E = energy pe r rece ived b i t 
N = single-sided noise power spectral density 
Due to the noisy reference used by DPSK, its performance as given in 
Eq. (3-1) is not as favorable as the ideal PSK performance [16]: 
Pr(err) = ̂  erfc[/E^/N '] (3-2) 
2. D O 
where 
2 • - 2 
erfcfx] A—=r J e _ t d t (3-3) 
/n~ 
As the signal-to-noise ratio (E,/N ) becomes large (>10 dB), the 
difference in the required E /N is less than 1 dB for the same proba-
bility of error. In other words, for a DPSK system operating in a high 
E,/N region, receiver complexity is significantly reduced at little 
expense in system performance. 
The above analyses are for the case of white gaussian noise in-
terference only and are applicable to the binary (M=2) DPSK signaling 
scheme. They are too restrictive and in fact are misleading for systems 
which operate in an ECM environment, as well as for many nonmilitary 
systems. In addition, because of requirements for higher data rates, 
M-ary (M>2) systems are becoming increasingly popular. Therefore, to 
insure proper design of future systems and to gain a better understand-
ing of the performance of existing systems, more general analyses are 
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necessary. A discussion of the extension of the white gaussian noise 
case to more complicated interferences is initially presented, followed 
by the historical background concerning the binary-to-M-ary extension. 
Rosenbaum [21] made the f i r s t s t ep in the i n t e r f e r e n c e - e x t e n s i o n 
d i r e c t i o n by cons ide r ing a b ina ry DPSK system subjec ted t o a s i n g l e , 
cochannel , randomly-phased, s i n u s o i d a l i n t e r f e r e n c e . P r o b a b i l i t y of 
e r r o r express ions were developed and g r a p h i c a l l y i l l u s t r a t e d . As a 
f u r t h e r ex tens ion of the s i ng l e s i n u s o i d a l c a s e , Rosenbaum [22] analyzed 
the s i t u a t i o n in which the i n t e r f e r e n c e could be modeled as a sum of 
independent ly-phased s i n u s o i d s , o r mu l t i p l e CW-tone i n t e r f e r e n c e . Two 
i n t e r e s t i n g c o n t r i b u t i o n s were produced by Rosenbaum's m u l t i p l e , CW-tone 
i n t e r f e r e n c e r e p o r t [22] . The f i r s t c o n t r i b u t i o n , al though a h y p o t h e s i s , 
s t a t e s t h a t t he maximum system degrada t ion occurs whenever a cons t an t 
i n t e r f e r e n c e power i s equa l l y d i s t r i b u t e d among the mu l t i p l e i n t e r f e r e r s . 
Prabhu [23] reached the same conclusion for an i d e a l PSK system, bu t 
l ikewise could no t provide a proof . Rosenbaum's [22] second c o n t r i b u -
t i o n involved avoiding the common assumption of r e p r e s e n t i n g the m u l t i -
p l e , CW-tone i n t e r f e r e n c e by a d d i t i o n a l gauss ian no ise of equal power, 
a r e p r e s e n t a t i o n q u i t e of ten performed but u n j u s t i f i e d . The pessimism 
genera ted by Rosenbaum [22] of such a r e p r e s e n t a t i o n was s u b s t a n t i a t e d 
when a th ree-decade performance d i f f e rence between the two methods was 
wi tnessed . One a d d i t i o n a l i tem of major importance invo lves the assump-
t i o n of phase independence of the mul t ip l e CW-tones. Since c e r t a i n 
i n t e r f e r e n c e s of i n t e r e s t are p e r i o d i c and t h e r e f o r e may be r ep re sen ted 
i n a Four ie r s e r i e s [24] , one might a t tempt t o employ for them the above 
r e s u l t s of m u l t i p l e , CW-tone i n t e r f e r e n c e . However, t h i s would not be 
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expected t o produce v a l i d r e s u l t s as evidenced by the f a c t t h a t the 
s inuso ids of the Four i e r s e r i e s do not have random p h a s e s , but i n s t e a d 
e x h i b i t d e f i n i t e phase r e l a t i o n s h i p s . 
Other ana lyses have inc luded the e f f e c t s of s i g n a l mul t ipa th on 
the performance of b ina ry DPSK t r a n s m i t t e d over d i s t a n t r ad io l i n k s 
[25] and the d i r e c t a d a p t a b i l i t y of these r e s u l t s t o the a n a l y s i s of 
s i n g l e , CW-tone i n t e r f e r e n c e [26] . Te lephone- l ine e f f e c t s , and in gen-
e r a l , bandl imi ted channel e f f e c t s on the performance of b ina ry DPSKwere 
analyzed by Bussgang and L e i t e r [27] with Shimbo, e t a l . [28] developing 
the mathematical b a s i s for de termining in tersymbol i n t e r f e r e n c e degrada-
t i o n s . Because of the na tu re of DPSK demodulat ion, e r r o r s may of ten 
occur i n p a i r s . This s i t u a t i o n was cons idered by Goldman i n h i s m u l t i p l e -
e r r o r performance a n a l y s i s [29] . 
M i l i t a r y communication systems of ten must opera te i n h igh ly so -
p h i s t i c a t e d environments . To e s t a b l i s h the performance of such systems, 
s p e c i f i c a l l y the b ina ry DPSK scheme, Lowery [30] developed the s u s c e p t i -
b i l i t y equa t ions of b inary DPSK subjec ted t o p e r i o d i c FM i n t e r f e r e n c e . 
In [30] , the Four i e r s e r i e s r e p r e s e n t a t i o n of the p e r i o d i c FM i n t e r f e r -
ence formed the b a s i s for the use fu l r e s u l t s which were ob ta ined . 
I n t e r e s t i n t h i s type of i n t e r f e r e n c e had p r e v i o u s l y been noted [31] 
and more r e c e n t l y cont inued in P e t t i t ' s ex t ens ive a n a l y s i s of NCFSK [32] , 
As s t a t e d p r e v i o u s l y , the requirement of h ighe r d a t a r a t e s neces -
s i t a t e s the ex t ens ion of b ina ry t o M-ary DPSK. I n i t i a l l y , M-ary DPSK 
ana lyses were r e s t r i c t e d s o l e l y t o the qua te rna ry (M=4) case r a t h e r than 
the more genera l M>2 case . The i n t e r e s t in t h i s case was due t o the 
development of the "Kineplex" system [17] which i s a 4-phase DPSK 
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system. Ce r t a in nonrigorous performance ana lyses [33,34] were performed 
for t h i s c a s e . Fleck and Trabka [35] waived these s p e c i f i c s and genera-
l i z e d the a n a l y s i s t o an a r b i t r a r y M-phase DPSK system in white gauss ian 
n o i s e . The p r o b a b i l i t y of e r r o r express ion ob ta ined by Fleck and 
Trabka [35] was i n the form of a r a t h e r complicated double i n t e g r a l . A 
s i m p l i f i e d and an approximate a n a l y s i s for high s i g n a l - t o - n o i s e r a t i o s 
was c a r r i e d out by Ar thurs and Dym [36] . 
Again the white gauss ian noise assumption i s very r e s t r i c t i v e , 
c r e a t i n g the need t o al low for inc reased i n t e r f e r e n c e complexi ty . A 
study of atmospheric noise e f f e c t s was undertaken by Halton and Spalding 
[37] and the performance of qua te rna ry DPSK subjec ted to a s i n g l e , CW-
tone i n t e r f e r e n c e by Rosenbaum [21] . A g e n e r a l i z a t i o n of the s i n g l e , 
CW-tone i n t e r f e r e n c e case for 4-ary DPSK was ob ta ined for M-ary DPSK, 
with the expres s ions being upper bounds t o , r a t h e r than exac t express ions 
fo r , the p r o b a b i l i t y of e r r o r [38] . C a s t e l l a n i , e t a l . [39] considered 
the e f f e c t s of in tersymbol i n t e r f e r e n c e on M-ary DPSK s i g n a l i n g , while 
the p r a c t i c a l , f i n i t e - w i d t h t h r e sho ld s of the r e c e i v e r were taken i n t o 
c o n s i d e r a t i o n by Prabhu [40] . 
Because of the inc reased emphasis being p laced on communications 
e l e c t r o n i c warfare [41] , the a n a l y s i s of M-ary DPSK systems u t i l i z i n g 
spread spectrum s i g n a l i n g t echn iques has become q u i t e impor tan t . The 
i n i t i a l s t e p toward such an a n a l y s i s has inc luded in a cursory fashion 
on ly , DS, FH, and DS/FH spread spectrum techniques with b ina ry and 
qua te rna ry DPSK as the convent iona l modulating schemes [42 ,43 ] . These 
systems have been sub jec ted t o p a r t i a l - b a n d white gauss ian no ise and 
s i n g l e and mul t ip l e CW-tone i n t e r f e r e n c e . A few o the r ana lyses [44-51] 
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of spread spectrum techniques have also been produced for a variety of 
situations, covering FSK, PSK, NCFSK, and DPSK. The analysis technique 
used by [42,43] is based on the assumption that the interference at the 
output of the DS correlator is equivalent to white gaussian noise of 
equal power. Using this assumption and covering the cases for which the 
interference power is much greater than the thermal noise power, the 
analysis [42] completely eliminates the effects due to thermal noise. 
This elimination cannot be justified because in the absence of thermal 
noise it is possible to increase the DS code rate without bound and 
obtain an infinite processing gain. Since the thermal noise level di-
rectly affects the choice of the code rate, such a simplifying 
assumption is not desirable. 
A hidden consequence of this gaussian equivalence assumption is 
the fact that the analysis is valid only for those DS codes which have 
a very long period (in chips and in seconds). In many cases, shorter 
length codes are used to decrease the initial time uncertainty and 
hence the acquisition time. The above analyses [42] would not be ex-
pected to accurately predict the performance of a system using these 
shorter length codes. 
The other drawbacks of these analyses are the restriction of M 
to be less than or equal to four and the inclusion of only rather simple 
interferences. Higher data rates being required by modern modems and 
the eventual use of these systems in sophisticated jamming environments 
necessitate analyses which treat the general M-ary case and other 
interferences such as periodic FM. 
In order to remain as general as possible this study does not use 
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the white gaussian noise equivalent assumption nor does it eliminate the 
thermal effects. An analysis technique which does not rely upon either 
of these assumptions is developed and utilized. The research does not 
restrict M to be less than or equal to four but rather allows M to be 
arbitrary and utilizes a more complicated jamming signal, periodic FM, 
which includes the CW-tone interference as a special case. 
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CHAPTER IV 
THE SYSTEM MODEL 
The actual, but still general, DS/FH, M-ary DPSK transmission/ 
reception system is illustrated in Figure 5. It is the purpose of this 
chapter to analytically describe this system in detail. 
Receiver Model 
th 
The receiver shown in Figure 6 has as its input, during the i 
signaling interval, a signal of the form 
N 
r. (t) = s, . (t) + Y 6£j£(t) +n.(t) (4-1) 
hsi ^ iJi 
in which: 
(a) s .(t) is the frequency-hopped and direct sequence 
spread, M-ary DPSK signal in the i 
signaling interval; 
(b) j. (t) is the jamming signal located within the band-
width (~2R , R = code rate) of the £ frequency-
hopping slot during the i signaling interval; 
£ th 
(c) 5. is equal to 1 if the £ hopping slot during i 
th 
the i signaling interval contains a jamming 
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FIGURE 6 . R e c e i v e r Model 
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(d) n. (t) i s a sample funct ion from a white gauss ian 
noise random p roces s with one-s ided s p e c t r a l 
4--U 
density, N / and located in the i signal-
ing interval; 
(e) N i s the number of frequency-hopping s l o t s . 
s 
Due to the fact that frequency-hopping rates and signaling rates are of 
the same order of magnitude for many cases of interest, the time between 
frequency hops is assumed to be equal to the signal duration (T ), and 
the actual frequency changes assumed to coincide with a signaling change. 
This permits the carrier frequency to remain constant over each signaling 
interval and allows the interference within the signaling interval to be 
composed of the jamming signal from one hopping slot. 
Upon entering the receiver, the received signal is filtered and 
then dehopped. The wideband filtering operation merely eliminates any 
image frequencies that may be translated to the IF1 bandpass filter 
(BPF) bandwidth and has no effect on the desired signal or the jamming 
signal which might happen to be located in the same frequency slot. The 
noise term is also assumed to be unaltered because of the wide bandwidth. 
The dehopping operation is assumed identical to and synchronized 
with the hopping operation at the transmitter. If the desired DS-spread 
signal s .(t) were located within the m frequency-hopping slot and a 
o J-
jamming signal j.(t) were present in the same slot, the dehopping opera-
tion would simultaneously translate both signals to the IF bandwidth. 
The IF, filter is assumed to be wideband (~2R ) and hence capable of 
passing these two signals unaltered. All other jamming signals (i#m) 
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located in the unused hopping slots are eliminated by the IF. filter. 
For analysis purposes, the wideness of the IF filter bandwidth permits 
the assumption that over the range of frequencies of interest an identi-
cal noise spectral density exists at the input and output. The dehopped, 
received signal during the i signaling interval, and located at the IF1 
filter output, may be written as 
rid(t) = sgi(t) + j±(t) + n..(t) (4-2) 
where j. (t) is the jamming signal located in the same hopping slot con-
taining the desired signal and which occurs during the i signaling 
interval. 
The dehopped, received signal as described in Eq. (4-2) is ac-
curately characterized only if a jamming signal is present in the same 
hopping slot as the desired signal during the i signaling interval. 
If no jamming signal were present in the slot (partial band jamming), 
there would be no jamming signal present in the IF bandwidth. 
Consequently, 
r.,(t) = s (t) + n. (t) (4-3) 
id si l 
At this point, r.d(t) is then DS despread by the correlation 
process. This despreading operation is also assumed identical to and 
synchronized with the DS spreading at the transmitter. Perfect and 
complete recovery of the original M-ary DPSK signal in the i signaling 
interval, s.(t), is then possible. In addition, the correlation 
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process spreads the bandwidth of the p o s s i b l y - p r e s e n t jamming s i g n a l and 
the noise p r o c e s s . The output of the c o r r e l a t o r t akes the form 
r . n (t) = s . ( t ) + j . (t) + n. ( t) (jammer p r e s e n t ) (4-4) 
i d s 1 i s i s 
o r 
r., (t) = s.(t) + n. (t) (jammer absent) (4-5) 
ids l is 
in which: 
(a) j. (t) is the DS-spread jamming signal in the i 
signaling interval; 
a_ i -
(b) n. (t) i s the DS-spread noise p roces s i n the i 
signaling interval. 
It will be assumed throughout this analysis that n. (t) = n.(t), 
is I 
This assumption is possible since n.(t) has a flat spectrum for nearly 
all frequencies of interest and any modulation (multiplication) will 
only alter the magnitude of the spectrum and not its shape. The magni-
tude alteration is so small that it is neglected. Therefore, the 
dehopped and despread, received signal may be written as 
r.^ (t) = s.(t) + j. (t) + n.(t) (jammer present) (4-6) 
ids I is l 
or 
39 
r . , (t) = s . ( t ) + n . ( t ) (jammer absent) (4-7) 
i d s 1 1 
The IF f i l t e r i n g i s a narrowband ope ra t i on (B.W. ~2R ) and i s 
assumed to have no e f f e c t on the DPSK s i g n a l , s . ( t ) . In o the r words, 
a l l s i g n i f i c a n t frequency components of s . ( t ) are passed u n a l t e r e d . As 
for the spread jamming s i g n a l and the white gauss ian n o i s e , the f i l t e r 
w i l l reduce t h e i r e f f e c t on the subsequent demodulation p r o c e s s . The 
IF^ f i l t e r e d , dehopped, and despread rece ived s i g n a l i s w r i t t e n as 
r . , f ( t ) = s . ( t ) + j . (t) + n (t) (jammer p r e s e n t ) (4-8) 
lcisi i i s r n 
o r 
r.^ ^(t) = s.(t) + n._(t) (jammer absent) (4-9) 
idsr I if 
in which: 
(a) j. _(t) is the filtered, DS spread jamming signal 
isf 
located in the i signaling interval; 
(b) n.f(t) is a narrowband gaussian noise process 
in the i signaling interval. 
Lastly, an M-ary DPSK demodulator accepts signals in two adjacent 
signaling intervals and using the former signal as the reference, de-
cides which of the M phases was transmitted in the latter signal. 
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Signal Model 
The M-ary DPSK signal in the i signaling interval is represent-
ed as 
s. (t) = A cos((D t + 6. ) (4-10) 
1 s c i 
2 irk 
where 6. may take on any phase of the form ——- (k = 0,1,2,...,M-1) and 
l M 
w may be considered the carrier frequency of the conventional DPSK c 
modulated signal and the center frequency of the IF and IF bandpass 
filters. 
Noise Model 
The IF bandpass filter output, n (t), for the white gaussian 
noise input, n.(t), is expressible in the usual quadrature components 
[16,52] as 
n.-.(t) = x. (t)cosaj t - y. (t)sino) t (4-11) 
if I c I c 
where x.(t) and y.(t) are statistically independent, zero mean gaussian 
random processes with average power N and located in the i signaling 
interval. It will also be assumed that 
E(nif(t)n.f (t)) = 0 (i/j) 
IF- Bandpass Filter Model 
Bandpass filtering is accomplished by adjusting the signal 
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magnitude by A(UJ) and the signal phase by 0(a)). The overall transfer 
function of the IF -BPF is expressible as 
H(o>) = A(u))exp(-j8(ui)) (4-12) 
where it is assumed that 
A(u> + a)) = A(o) - w) (4-13) 
c c 
and 
(co + a)) = -0(u) - a)) (4-14) 
c c 
Jamming Model 
Three types of jamming signals are presented here: periodic FM; 
CW-tone; and noise jamming. Due to its generality, the periodic FM in-
terfering signal is considered first. 
The constant amplitude, periodically-modulated FM signal located 
within the I frequency-hopping slot during the i signaling interval 
is represented mathematically as 
A. 
3 
j . (t) = i-— cos [a). t + <J>. . + K. 







(a) —j— is the total jamming power; 
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(b) K is the number of hopping slots containing 
jamming signals (1<K <N ); 
£ 
(c) a). is the frequency (in radians per second) 3 
th 
of the jamming signal located in the £ 
hopping slot; 
£ 
(d) cf>. . is the random phase of the jamming signal 
located in the £ hopping slot during 
the i signaling interval and is 
uniformly distributed on (072IT); 
(e) m(x) is a periodic waveform with period T = 
2TT/W ' m 
(f) K. is a constant and related to the modu-
3 K. 
lation index (3) by 3 = —^ |m(T)| 
a) ' max 
m 
There is at most one jamming signal located within each of the hopping 
slots; the total number of possible jamming signals is equal to the 
number of hopping slots (N ). The amplitude of the FM signal in Eq. 
(4-15) is scaled in such a manner that the jammer power is equally dis-
tributed among the K jamming signals, with each signal containing a 
2 
power of A./2K . 
As described in the receiver model, at most one jamming signal is 
permitted to be within the bandwidth of the IF filter during the i 
signaling interval. With the notation presented in the receiver model 
th 
and Eq. (4-15), the i signaling interval contains a jamming signal of 
the form 
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j . ( t ) = - 3 — c o s [ a ) . t + <(>.. + K 






(a) a). is the frequency (in radians per second) of 
the dehopped and IF., filtered jamming signal; 
( b ) <$>. . is a random phase, uniformly distributed on 
(0,2TT). 
There is no justification in assuming that the signaling interval 
coincides with the beginning of the jamming sweep. To compensate for 
this, an additional variable, t , termed the offset parameter, is in-
o 
eluded in the modulating function definition. Figure 7 illustrates this 
parameter for two typical modulating functions. Because of its unknown 
nature, t may be assumed to be uniformly distributed over the modulating-
signal period T • For familiarity, a new random variable may be defined 
as 
2irt 
x = - ^ ~ (4-17) 
m 
where, according to this definition, x is uniformly distributed on 
(0,2TT) . 
Because m(x) is a periodic function, j.(t) may be expanded into a 
Fourier series. This representation simplifies the very complex struc-










t / o / T m 
- A 0 3 _ 
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FIGURE 7. Modulation Waveforms Illustrating 
the Offset Parameter 
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A. °° 
l i f t ) —**— J I a I cos [ (w . + nw ) t + d>. . + <j> ] (4-18) 
where 
a I = { [ R e a l (a ) ] 2 + [ Imag(a ) ] 2 } ^ 
n n n 
<J> = a r c t a n { l m a g ( a ) / R e a l ( a ) } (4-19) 
w i t h 
1 a n = T~ 
m 
t . + T 
r I m 
t . 
I 




It should be emphasized that although the coefficients a do not expli-
citly show the dependence on the offset parameter x, this dependence 
does exist and is depicted in the integrand of Eq. (4-20). 
For the linear sweep of Figure 7, Lowery [30] has evaluated the 
coefficients. Appendix A contains the coefficient expressions derived 
by [30]. The coefficients for other periodic waveforms can be deter-
mined, with some results appearing in Middleton [24]. 
If the modulation index were set to zero (3=0), the jamming sig-
nal would reduce to a single sinusoid of the form 
A. 
j . (t) = — 3 - cos [co . t + <f>. . ] (4-21) 
No Fourier series expansion is required here since Eq. (4-21) is presently 
in its most basic form. 
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To include a barrage jamming situation, simply redefine j.(t) to 
be 
j.(t) = n (t) (4-22) 
where n . . ( t ) i s an a d d i t i o n a l gauss ian no ise p roces s with a cons tan t 
s p e c t r a l d e n s i t y over the IF., bandwidth (2R ) . The t o t a l jamming power 
pe r s l o t of t h i s s i g n a l i s N./K , where N. r e p r e s e n t s the t o t a l noise 
jamming power. 
Spread Spectrum Model 
A combination of two types of spread spectrum techniques i s used: 
d i r e c t sequence (DS) and frequency-hopping (FH). Because of the spread 
spectrum modulation p r o c e s s , DS i s mathemat ical ly the more complicated 
t o model, whereas FH i s simply a t r a n s l a t i o n of frequency components. 
The frequency-hopping e f f e c t s are i nco rpora t ed i n t o the a n a l y s i s 
by a two-s tep p r o c e s s . In the f i r s t s t e p , because t he re may no t be a 
jamming s i g n a l wi th in each hopping s l o t ( p a r t i a l - b a n d jamming), i t i s 
q u i t e p o s s i b l e t h a t e i t h e r the dehopped re fe rence s i g n a l or the dehop-
ped p r e s e n t s i g n a l w i l l not be a f f ec t ed by a jamming s i g n a l . There fo re , 
four cases must be cons idered depending on the presence or absence of a 
jammer in the r e fe rence or p r e s e n t s i g n a l i n g i n t e r v a l . Secondly, t he 
p r o b a b i l i t i e s of a jamming s i g n a l i n f luenc ing the r e fe rence and /or 
p r e s e n t s i g n a l must be accounted for in o rder t o average out the e f f e c t s 
of the four i n d i v i d u a l c a s e s . This averaging i s accomplished in the 
l a s t s t e p of the p r o b a b i l i t y of e r r o r e v a l u a t i o n . In a d d i t i o n t o t he s e 
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effects and because the carrier frequency changes from one interval to 
the next, it will be assumed that the jamming signals affecting two ad-
jacent signaling intervals are independent. This is certainly not a 
very restrictive assumption except in the special and extreme case of 
operating in only one frequency slot (i.e. no FH) , where the adjacent-
interval jamming signals are actually dependent. Because the present 
study is to illustrate the effects of FH, the dependent jamming situa-
tion is not considered, though some preliminary work is included in 
Appendix B. 
The DS spread spectrum effects must be modeled at the onset of 
the evaluation. Chapter V illustrates the direct use of this modeling. 
Since DS modulation is performed by biphase modulating (multiplying) the 
DPSK waveform by a PR waveform, the same process at the receiver removes 
the DS effects from the desired signal. At the same time, this process 
affects the jamming signal, and in fact spreads the jamming signal 
bandwidth. In order to determine the DS effects on a jamming signal 
without having to resort to simply equating the spread jamming signal to 
additional gaussian noise of equal power, a Fourier series representation 
of the PR waveform is used. 
Due to its periodicity, a maximal-length PR waveform may be ex-
panded into a Fourier series, thus giving rise to a suitable representa-
tion for the purposes of this study. The Fourier series representation 
of the PR waveform, p (t), is 
00 




- ?JL - ^JL 
p T pT 
p c 
—— = chip rate of the PR waveform 
p = number of chips in one period of the PR waveform 
and 
t +pT 
1 f ° C 
c = ~^~ p(t)exp(-jmw t)dt (4-24) 
m pT ^ ^ J p 
c J t 
o 
A l t e r n a t i v e l y , Eq. (4-23) may be w r i t t e n as 
p ( t ) = I | c j exp( j (maj t + cf>m)) (4-25) 
m=-°° 
with 
c | = {[Real(c ) ] 2 + [Imag(c ) ]2}" m m m 
t> - a r c t a n d m a g (c ) / R e a l ( c )} m m m 
or, as Appendix C suggests, as 
where 
(4-26) 
p(t) = J cf cos(mo) t + $ ) (4-27) 




2 c m^O 





CHARACTERIZATION OF THE SPREAD 
AND FILTERED INTERFERENCE 
An accurate characterization of the DS-spread and narrowband-
filtered interference at the input to the DPSK demodulator must be 
developed. Such a characterization is accomplished in this chapter for 
each of the three jamming signals under consideration. 
Because the white gaussian noise has previously been characteri-
zed in the commonly used quadrature representation (with respect to u ), 
a similar representation for the interference is quite appropriate. The 
envelope and phase of the interference with respect to to will also be 
derived. 
Periodic FM Jamming Signal 
Since biphase modulation of the FM jamming signal by the PR 
waveform is identical to multiplying the signal and waveform, the DS-
spread, FM jamming signal is written as 
j i s ( t ) = j ± ( t ) p ( t ) 
A. °° °° 
= *—3_ I I l a I l c ' |{cos[(u).+nu) ) t + <j>. . + <j> ] • 
cz~ L_ L ' n M m1 j m Y ] i Yn 
/K m=0 n=-°° J J 
s 
cos[moj t + (J> ] } (5 -1) 
p m 
After using the trigonometric identity 
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COsA«COsB = — COs(A+B) + — COs(A-B) , 
4* 4 -
Eq. (5 -1) becomes 
A. °° °° 
( t ) = —"*— Y y a c ' {cos [(oj.+nw +ma) ) t + * . . +<b +<b ] J i s „ /-— L^ L ' n1 ' m1 3 m p rji rn ym 
2 / K m=0 n=-<» J J 
+ cos[(w.+na) -mu ) t+<j) . .+<J> ~d> ]} (5-2) 
3 m p 31 n m 
In o rder t o o b t a i n the ou tpu t of the narrowband f i l t e r (IF2) for 
the i n p u t j . ( t ) , each frequency component of Eq. (5-2) must be modified 
i s 
by the f i l t e r amplitude and phase c h a r a c t e r i s t i c s . There fore , the DS-
spread and f i l t e r e d FM i n t e r f e r e n c e becomes 
A oo oo 
j - *<t) = — J - I l | a | | o ' | • 
l s f 2 ^ F m = 0 n t » n m 
s 
{A cos[(w.+na) +maj )t+<f>..+d> +i> - 0 ] 
3 m p Y j i Y n Ym J 
+ A~cos [(oj.+no) -mco )t+d>..+<j> -<b - 0 ~ ] } (5-3) 
3 m p r } i T n Tm 
where from Eq. (4-12) 
A A A (a). + no) + mw ) 
- 3 m p 
A A A(w. + nco - mto ) 
= 3 m p 
+ 
9 A 0 (a). + nw + itko ) 
= 3 m p 
e" A 6 ( w . + nu - mto ) (5 -4) 
- 3 m p 
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To achieve the goal of representing the spread and filtered in-
terference with respect to the carrier frequency, the following defini-
tions are introduced: 
(a) P , ( t ) A (w. - u> + nu + mw ) t + <j> + <|) - 6 (5 -5 ) 
l — j c m p n m 
(b) p . ( t ) A (w. - o> + nw - mw. ) t + <() - (f> - 6~ (5 -6 ) 
^ — j c m p n m 
Substituting Eqs. (5-5) and (5-6) into Eq. (5-3), the spread and filtered 
interference is written as 
A oo oo 




 L ' n M m1 c Yji Kl 
2/K m=0 n=-°° J 
+ A~cos[oo t + <|).. + p„(t)]} (5-7) 
c ji 2 
Further manipulation of Eq. (5-7) with trigonometric identities 
produces 
A. °° °° 
j . _ ( t ) = { — 2 — I I | a I Ic 1 I ( A + c o s [ p . ( t ) ] + A ~ c o s [ p _ ( t ) ] ) }cos [w t+<() . . ] l s f o /CT~ rt n
1 ' m1 1 2 c ] i 
2/K m=0 n=-°° J 
s 
A. °° °° 
_ { — 1 _ I I [a | | c ' [ ( A + s i n [ p n ( t ) ] + A " s i n [ p _ ( t ) ]) } s i n [w t+<|). . ] ^ cr~ ' _ n1 m' 1 2 c ~ji 
2/K m=0 n=-°° J 
s 
(5-8) 
Any f u n c t i o n of t h e form 
f ( t ) = F_ (t)cos[o) t + <J>] + F ( t )s in[a) t + <f>] 
1 c 2 c 
i s r ede f inab l e as 
f ( t ) = F( t )cos [w t + <|> + $ ( t ) ] 
where 
F ( t ) = / F ^ ( t ) + F^( t ) 
and 
> f(t) = - a r c t a n [ F 2 ( t ) / F ( t ) ] . 
where 
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Therefore , j . ,-(t) can be s i m p l i f i e d t o i s r 
j . _ (t) = A . . ( t ) cos [w t + (J>. . + $ . . ( t) ] (5-9) 
i s f 31 c T j i 31 
A i ± ( t )
 =—hz\\ I I | a n | | c J ( A
+ c o s [ P l ( t ) ] + A ~ c o s [ P 2 ( t ) ] ) 
J
 2VKT Um=0 n=-°° J 
t oo 00 *^| 2 I % 
I I | a I | c j (A+sin[p ( t)]+A~sin[p ( t ) ]) > 




I J | a j | c j ( A + s i n [ p 1 ( t ) ] + A " s i n [ p 2 ( t ) ] ) 
. ( t ) = a r c t a n m=0 n=-°° 
3 i 00 00 
> (5-11) 
I I | a j | c j (A c o s [ p 1 ( t ) ] + A " c o s [ p 2 ( t ) ] ) 
. m=0 n=-°° . 
For even tua l u s e , i t i s b e n e f i c i a l t o r ewr i t e Eq. (5-10) as 
A., ( t ) = — ^ - a . . ( t) 
s 
(5-12) 
where a., (t) is a dimensionless quantity and equal to 
I /"* 00 00 
i i ( t ) = * I I | a J | c J ( A + c o s [ P l ( t > 
\i m=0 n=-°° 
]+A c o s [ p 2 ( t ) ] ) ] 
00 00 
+ I I I l a n l l
c
m l ( A
+ s i n [ p 1 ( t ) ] + A ~ s i n [ p 2 ( t ) ] 
m=0 n=-°° 
A (5-13) 
Furthermore, the envelope and phase representation of Eq. (5-9) 
may be placed into the desired quadrature form by expanding the cosine 
term to obtain 
j. _(t) = (A. . (t)cos[<j>. . + $.. (t)])cosu> t Jisf 31 r]i 31 c 
- (A.. (t)sin[<|>. . + $. . (t)])sina) t 
31 r]i ji c 
(5-14) 
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CW-Tone Jamming Signal 
In many cases, the jamming signal may consist of a constant am-
plitude sinusoid (CW-tone) of the form 
A. 
[J, (t)l 7 = — ^ cos[u t + $ ] (5-15) 
JOT 3 J 
s 
The D S - s p r e a d , CW-tone s i g n a l becomes 
[Dn. ( t ) ] = Ej . ( t ) ] p ( t ) 
i s cw i cw 
A . oo 
— I | c ' | {cos [(D.t+cf). . ] c o s [mo3 t+4> ] } 
/K~ m=0 D D p m 
00 
J l c ' I {cos [ (a) .+mw )t+<b..+<|> ] 





+ cos[(o).-moj )t+cj>..-cf> ] } (5 -16) 
D P D 1 m 
A g a i n , t h e IF f i l t e r e d o u t p u t f o r t h e i n p u t d e f i n e d i n Eq. 
(5 -15) i s o b t a i n e d by m o d i f y i n g e a c h f r e q u e n c y component by t h e a p p r o -
p r i a t e a m p l i t u d e and p h a s e . The f i l t e r e d and D S - s p r e a d , CW-tone jamming 
s i g n a l may t h e n be w r i t t e n a s 
A. » 
[ J . ^ r ( t ) ] = —2— 7 | c , | { A + cos[(a).+moo )t+d>..+d> - 0 + ] J i s f cw 0JG~- _ ' m
1 cw j p Y j i Ym cw 2v£~ m=0 
+ A cos [ (u>.-mo )t+cf>. .-4) - 6 ] } (5 -17) 
cw j p Y j i Ym cw 
where from Eq. (4-12) 
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A A. A (to . + mco ) 
cw — j p 
A A A (to . - iruo ) 
cw = 3 p 
3 A 8(d). +mw ) cw = j p 
3 A 8(a). - mo) ) (5 -18) 
cw = j p 
Two new p a r a m e t e r s 
p ( t ) A (w. - w + mo) ) t + cf> - 8 (5-19) 
3 — 3 c p m cw 
and 
p 4 ( t ) A (w - u c - m u p ) t " *m " ^cw (5-20) 
are introduced and upon substituting these parameters into Eq. (5-17), 
gives 
A. °° 
[ j . . r ( t ) ] = —3— T | c ' |{A+ cos[o) t+(J>. . + p - ( t ) ] L J i s f cw . cr- n
 m cw c T ] i K 3 
2 vK m=0 J s 
+ A~ cos[o) t+(j) . . + p . ( t ) ] } 
cw c T j i 4 
A. °° 
^ I | c ' | ( A * c o s [ p ( t ) ]+A~ c o s [ p ( t ) ] ) V cos[(o t+<f>. ] 
2/K m=0 m CW 3 cw 4 / c j 
s 
A . oo 
— 3 - 7 | c ' I (A+ s i n [ p 0 ( t ) ] + A ~ s i n [ p „ ( t ) ] ) V sin[co t+(f>.] (5 -21) 
2 ^ T m = 0 m C w 3 4 / C ^ 
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With the same reasoning which led t o Eq. ( 5 -9 ) , Eq. (5-21) can 
be p l aced in the envelope and phase r e p r e s e n t a t i o n with the r e s u l t being 
» i s f ( t ) 1 c w - ' V ^ c * 0 0 3 ' ^ + • ] ! + [ V t ) ] c w > ( 5 - 2 2 > 
where 
A. 
[A., ( t ) ] 
^ c w 2/T 
s 
I I c ; I < A L C O S fp, (t> ] +A" cos [p. (t) ]) 
m=0 
m1 cw 3 cw 4 
I I C J ( A ! s i n [p _ ( t ) ] +A~ s i n [P/1 ( t ) ] ) 
m=0 




[ $ j i ( t ) 1 c w = a r c t a n < 
I | c ' | ( A + s i n [ p , ( t ) ] + A ~ s i n [ p . ( t ) ] ) 
^ ' m1 cw 3 cw 4 
m=0  
oo 
I I c l I < A l , o o s tP , (t) ] +A" cos [p . (t) ]) 
) 
m=0 
"m1 cw 3 cw 4 
(5-24) 
Again, it is beneficial to rewrite Eq. (5-23) as 
A. 




t^ ^s a dimensionless quantity and equal to 
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a . . ( t) = 
j icw 2 J \ E | c ^ | (A
+cos[p 3( t ) ]+A c o s [ p 4 ( t ) ] ) 
J | c j ( A + s i n [ p 3 ( t ) ] + A ~ s i n [ p 4 ( t ) ] ) \
2 (5-26) 
The r e q u i r e d q u a d r a t u r e r e p r e s e n t a t i o n i s d e t e r m i n e d by e x p a n d i n g 
t h e c o s i n e t e r m o f Eq. (5-22) t o o b t a i n 
[ j . . ( t ) ] = ( [ A . . ( t ) ] c o s [<j>.. + [ $ . . ( t ) ] D c o s w t 
i s f cw j i cw jji 31 cw c 
- ( [ A . . ( t ) l sin[<j>.. + [ $ . . ( t ) ] ] ) s i n w t (5-27) 
j i cw T j i 31 cw c 
As an i n t e r e s t i n g and i n f o r m a t i v e s i d e n o t e , i f t h e CW-tone jammer 
were a c o c h a n n e l i n t e r f e r e n c e (a).=u) ) , t h e i d e n t i t i e s 
3 c 
p 3 ( t ) = - P 4 ( t ) 
and 
+ 
A = A 
cw cw 
are produced. With these identities, Eq. (5-23) reduces to 
A . 00 
[A. . ( t ) ] = -J— V | C | A + cos[mo) t + <J> - G+ ] 
31 cw >r-— ^ ' m' cw p m cw 
s 
which is none other than a filtered version of p(t), the PR waveform. 
59 
Noise Jamming Signal 
In the noise jamming model description, it was stated that the 
noise jammer has a constant spectral density over the DS-spread band-
width (2R ) and zero elsewhere. This applies for each frequency slot in 
which a noise jammer is located. Because the noise jamming signal is 
modeled as a bandlimited interference, the DS-correlation process at the 
receiver will spread the signal out and reduce its spectral density value 
at the center of the band. This is unlike the thermal noise situation 
for in that model, the thermal noise is not strictly bandlimited and 
hence its spectral density value at the center of the band is negligibly 
affected by the correlation process. The modeling constraint placed on 
the noise jamming bandwidth causes the spectral density value at the 
center of the band to be scaled by a factor. This factor, known as the 
spectral-density-reduction-factor and denoted as S , is determined in 
Appendix D to be 
S = .902823349530 (5-28) 
n 
In other words, if the noise jamming had a constant spectral density 
height of J /2 before the correlation process, it would have a spectral 
height of S J /2 at the center of the IF?-BPF. Of course, the spectral 
density of the spread noise jammer would no longer be constant, but 
over the narrowband region of the IF?-BPF it can be assumed constant 
(see Appendix D) with a value of S J /2. 
60 
CHAPTER VI 
GENERAL SUSCEPTIBILITY ANALYSIS 
Based on the system model described in Chapter IV, the fundamen-
tal task becomes the derivation of the expressions for the probability 
of error. These expressions must depend in some manner on the signal, 
noise, interference and receiver parameters. In this chapter, the 
general M-ary, probability of error expressions requiring evaluation are 
established. The results are quite complex and ultimately serve a mo-
tivational purpose only. However, their presentation at this point re-
mains instructive nonetheless. Throughout this chapter, certain notation 
used extensively in the remainder of the study will be presented. 
The M-ary DPSK demodulator uses the signal r,. 1VJ _(t) in the 2 (l-l)dsf 
(i-1) signaling interval as the reference for the signal r (t) in 
th 
the i signaling interval. If 9.=0, a correct decision is made pro-
vided the estimate of 0. , 9., is located within the interval (-TT/M, TT/M) . 
That is 
Pr(correct decision|"0" sent) = Pr(c\"0" sent) 
= Pr(-7r/M < 9. < 7T/M|"0" sent) 
= 1 - Pr(error|"0" sent) 




P r ( e r r | " 0 " sent ) = 1 - Pr(-7r/M < 0. < TT/M| "0" sen t ) 
= 1 - Pr (| 9 . | < 7r/M|"0M s en t ) 
= Pr (| G . I > TT/M| "0" sen t ) (6-2) 
In gene ra l 
"2Trk" 
P r ( e r r [ — - — sent) 4 Pr ( e r r | "k") 
M 
-Pr(|5 - ^ | >i|"k-) (6-3) 
«• I T T V " '27rk' 
Denoting Pr("0M sent) by P and in general P r ( — - — sent) by P , 
the total probability of error is 
M-l 
Pr(err) = £ P Pr(err|"k") 
k=0 * 
- X ^ ' i - ^ 1 >M|,,k") (6"4) 
K—U 
For the special but very common and important case of equal apriori 
probabilities (P, = 1/M), Eq. (6-4) reduces to 
M-l 
1 n * 27Tk 7T 
Pr(err) = ~ I Pr( 0. - — - ^ " k " ) (6-5) 
M , *-" 1 M M1 
k=0 
The derivation of the probability in Eq. (6-5) is the fundamental 
task. The main approach used in this derivation is to individually 
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determine the probability for the four cases of the presence or absence 
of a jammer in the (i-1) signaling interval (reference signal) or the 
i signaling interval (present signal). That is, probability of error 
expressions must be individually derived for the following cases 
JAMMER PRESENT IN JAMMER PRESENT IN 
CASE REFERENCE SIGNAL (JR) PRESENT SIGNAL (JP) 
1 YES YES 
2 YES NO 
3 NO YES 
4 NO NO 
The probabilities requiring evaluation are (A refers to the complement 
of the event A ) : 
M-l 
(a) Pr(err|jR,JP) = ^ I Pr(|e. - -^~| > £| "k", JR, JP) 
M , _ 1 M M k=0 
M-l 
(b) Pr(err|jR,JP) = i £ Pr(|e - —-| > J"k",JR,JP) 
k=0 
(c) Pr(err|jR,JP) = ± j Pr (|e± - ̂ | > £| "k" , JR, JP) 
M-l 
(d) Pr(err|jR,JP) = ̂  \ Pr (| e - ̂ | > £| "k", JR, JP) (6-6) 
k=0 
If there are N hopping slots with K (1 < K < N ) of those 
s s s s 
slots jammed, the probability that a slot contains a jamming signal is 
K /N . Consequently, the probability that a slot is not jammed is 
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(N -K )/N . Furthermore, if the jammer is allowed an additional degree 
s s s 
of sophistication, specifically the capability of frequency-hopping, the 
use of a jammed or unjammed slot during one interval is completely inde-
pendent of the use of a jammed or unjammed slot during the next interval. 
Hence 
Pr(JR,JP) = (K /N ) s s 
— 2 
Pr(JR,JP) = K (N -K )/N 
s s s s 
Pr(JR,JP) = (N -K )K /N 
s s s s 
Pr(JR,JP) = ((N-K )/N ) 2 (6-7) 
s s s 
The f r e q u e n c y - h o p p i n g c a p a b i l i t y of a jammer i s c e r t a i n l y more 
l i k e l y s i n c e a f i x e d - f r e q u e n c y jammer i s more e a s i l y d e t e c t e d and 
t h w a r t e d . T h e r e f o r e , t h i s r e s e a r c h i s c o n c e r n e d o n l y w i t h t h o s e jammers 
which have t h e f r e q u e n c y - h o p p i n g c a p a b i l i t y . N e v e r t h e l e s s , t h e d i s c r e t e 
p r o b a b i l i t i e s f o r a f i x e d - f r e q u e n c y s i t u a t i o n a r e 
K K - 1 
P r ( J R , J P ) = (f)(f^) 
s s 
K N -K 
P r ( J R , J P ) - « j r > < - j h l > 
s s 
N -K K 
P r ( J R , J P ) = ( - § _ & , ( - S j , 
s s 
N - K N -K - 1 
P r ( J R , J P ) = (-g—g-) ( SKT
 S
n ) (6 -8) 
N N - 1 
s s 
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The overall probability of error may now be written from Eqs. 
(6-6) and (6-7) as 
P r ( e r r ) = P r ( e r r | JR , JP )Pr ( JR , JP )+Pr (e r r | JR , JP~)Pr ( JR , jF ) 
+ P r ( e r r | J R , J P ) P r ( J R , J P ) + P r ( e r r | J R , J P ) P r ( J R f j F ) 
P r ( e r r | j R , J P ) [ (K /N ) ] + P r ( e r r IJR,JP) [K (N -K )/N ] 1 s s ' s s s s 
+ P r ( e r r | JR,JP) [ (N -K )K /N2]+Pr ( e r r I JR, JP) [ ((N -K )/N ) ] 
s s s s s s s 
(6-9) 
The general analytical development required to derive the specific 
probabilities in Eq. (6-9) is now introduced. 
To remain as general as possible, it will be initially assumed 
that the two adjacent signaling intervals are independently jammed with 
periodic, FM interference. The DPSK demodulator input during the i 
signaling interval is 
ridsf(t) - S i ( t ) + jisf(t) + nif(t> (6-10) 
It will prove very useful from this point on to change the notation 
•f"Vi 
concerning the i signaling interval to a notation which refers to the 
signal in that interval. The i signaling interval has been referred 
to as the interval containing the present (p) signal, therefore the (i) 
notation is changed to (p). With this change in mind and the models of 
Chapter IV, Eq. (6-10) becomes 
65 
r , _ ( t ) = r . , _ ( t ) 
p d s f i d s f 
A c o s [00 t + 6 ] + A. ( t ) c o s [ w t + d>. + $ . ( t ) ] 
s c p 3P c rjp ^p 
+ x ( t ) c o s [ w t ] - y ( t ) s i n f w t ] (6-11) 
p c p c 
where A. ( t ) and $ . ( t ) a r e t h e e n v e l o p e and p h a s e , r e s p e c t i v e l y , of t h e 
s p r e a d and f i l t e r e d , FM s i g n a l c o r r u p t i n g t h e p r e s e n t s i g n a l . L i k e w i s e , 
f o r t h e r e f e r e n c e s i g n a l i n t h e ( i - 1 ) s i g n a l i n g i n t e r v a l , t h e 
a n a l y t i c a l d e s c r i p t i o n i s 
r , _ ( t ) = r , . 
r d s f i - l ) d s f ( t ) - S ( i - l ) ( t ) + ^ ( i - l ) s f ( t ) + n ( i - l ) f ( t ) 
= s ( t ) + j ( t ) + n r f ( t ) 
A cos [w t + 6 ] + A. ( t ) cos [co t + <(>. + $ . ( t ) ] 
s c r jr c rjr jr 
+ x ( t )cos[w t ] - y ( t ) s in [w t ] (6-12) 
i \* 1- \^ 
where the analogous notation for the reference (r) signal has been used. 
Assuming without a loss of generality that a "0" was sent (set 
6 = & = 0), it is possible to view the decoding process on a "double 
exposure" phasor diagram. This is accomplished by overlaying two adja-
cent received phasors (with respect to COSOJ t and sino) t) on one diagram. 
Such a diagram is illustrated in Figure 8 where the definitions 
Ai - V W xi= WV 
A2=VV *l-^r<W 
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2 X 2 - ^ 1 x l 












— * Y i 
fe. sin co t 
c 
FIGURE 8. Signal, Interference, and Noise Phasors 
at Adjacent Sampling Times for a Trans-
mitted "0" 
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"l = *jr + V ' V V x2 = Xp<V 
'2 " *jp + *jp ( V *2 = -yp ( V (6"13) 
are used. The variables t and T are, respectively, the sample time 
and the duration of the signaling interval. 
The decision boundaries, given that a "0" was sent, are located 
.A 
a t ±TT/M from t h e r e f e r e n c e p h a s o r . T h e r e f o r e , i f -TT/M < 0 < TT/M, o r 
P 
.A 
equivalently, cos© > cos (TT/M), a correct decision will be made. On the 
P 
other hand, an error is made if cosQ < cos (TT/M) . Thus 
Pr (err l-O", JR, JP) = Pr (cos6 < cos (TT/M) | "0" ,JR,JP) (6-14) 
P 
is the probability requiring evaluation. 
Note that with (A-B is the familiar dot product) 
cos (9 ) = R -R_/ R. \R 
p 1 2 1' 2 
an error will be made if 
Rl"R2 < ' R l ' ' R2 I C O S (1T/M) (6-15) 
where from Figure 8, 
R »R_ = (A + x + A c o s i ) ( A + x^ + A coscf) ) 
1 2 s l l l s 2 2 2 
+ (y1 + A^ inc f^ ) (y 2 + A2sin(() ) (6 -16) 
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and 
R | = (A + x + A c o s i ) 2 + (y + A sin<f> ) 2 (6 -17) 
_L o J _ J _ J - _L J- J_ 
\. o 9 9 
R_| = (A + x_ + A0cos<(>0) + (y_ + A0sin<}>0) (6-18) 
2 S 2 2 2 2 2 2 
The d e f i n i t i o n s 
Pn A A + xn + Ancos<J)n 1 = s 1 1 1 
P_ 4 A + x . + A_cos<f>_ 
2 — S 2 2 2 
Q1 A Yl + A1sin<f);L 
Q2 4 Y2 + A2sin({)2 (6-19) 
transform the error event in Eq. (6-15) into 
A /"! 2. . 2 2, 
= P.P^ + 0.0_ < /(P, + " - - -X = P1P2 + Q±Q2 < /(P1 + Q1) (P2 + Q2) cos(ir/M) = Y (6-20) 
The probability of the event in Eq. (6-20) is desired. 
To say the least, Eq. (6-20) is a rather complicated event al-
though considerable simplification is possible for M=2. In order to 
establish a more structured event, a few manipulations on Eq. (6-20) 
are now considered. Initially, square both sides of the inequality in 
Eq. (6-20). Since X may be less than zero, the squaring operation may 
prevent the inequality from remaining valid. Therefore, two cases, 
one for X positive and the other for X negative, must be considered. 
For these two cases, the probability of the event X<Y is now written as 
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Pr(X<Y) = Pr(X<Y|x<0)Pr(X<0) + Pr (X<Y|X>0)Pr(X>0) 
= Pr(X<0) + Pr(X<Y|x>0)Pr(X>0) (6-21) 
where the fact that Y is always greater than or equal to zero has been 
used. The first probability in Eq. (6-21), Pr(X<0), is none other than 
the binary (M=2), FM (JR,JP) jamming error probability and is seemingly 
much less complicated than Pr(X<Y|X>0)Pr(X>0) = Pr(X<Y,X>0). Therefore, 
focus is now placed on developing this latter joint probability. 
For X>0, Eq. (6-20) can be transformed into the equivalent event 
{ Z Z>0 -Z Z<0 (6-22) 
where 
Z = P l Q 2 - P 2 Q l 
T h e r e f o r e , . 
Pr(X<Y,X>0) = Pr (X sin(7r/M)<Z c o s (TT/M) ,X>0,Z>0) 
+ Pr(X s i n ( V M ) < - Z c o s (TT/M) ,X>0 ,Z<0) (6 -23) 
With the directly proven identity 
ab + cd = y[(a+b)2 + (c+d)2 - (a-b)2 - (c-d)2] (6-24) 
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X and Z can be r e d e f i n e d a s 
X sin(7r/M) = (P P 2 + Q±Q2) s i n (TT/M) 
^ - [ ( P 1 + P 2 )
2 + (Q i + Q 2 )
2 - ( P 1 ~
 p
2 )
2 - (Qx ~ Q 2 )
2 ] s i n (TT/M) (6 -25) 
and 
Z c o s (TT/M) = ( P ^ - ^2Q±) c o s (TT/M) 
" 4 [ ( P 1 + Q 2 ) 2 + ( P 2 ' Q l ) 2 ' ( P 1 " Q 2 ) 2 " ( P 2 + Q ^ 2 ] c o s (TT/M) (6 -26) 
The d e f i n i t i o n s 
ot A ( P + P 2 ) / s i n (TT/M) a , A (P-.+Q^) / c o s (TT/M) 5 1 2 
a2 = ( Q1 + Q2 > v/sin(7r/M) ac A (P-,-Q, ) /cos (TT/M) b — Z. L 
a A (P;,-P2)/sin (TT/M) a 4 (P -Q ) /cos (TT/M) 
a
4 4 (Q^Qj)/sin (TT/M) aQ A (P2+Q1)/cos (TT/M) (6-27) 
are now introduced and are so defined that upon conditioning the 
probability in Eq. (6-23) on x 'x r$-ii a n d $7r "tot.: i=l,2,...,8} become 
a set of gaussian random variables with mean values 
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in A E [a . ] = (2A + A. cost}), + A0cos<})„) / s i n (ir/M)' 1 — 1 s 1 1 <& 2 
m, 
m3 
A E [ a 2 ] = (A sinij) + A sintf) ) / s i n (TT/M)' 
A E [a ] = (A c o s i - A cost}) ) / s i n (IT/M)' 
A E [ a ] = (A sin<f> - A2sin<}>2) /sin(Tr/M)* 
... A E ta , . ] = (A + A.cos(})- + A.sin<}>_) / c o s (ir/M)* 
J — 5 S 1 1 ^ ^ 
._ A E [ a ^ ] = (A - Ansind)n + A„cos<f>,J / c o s (ir/M)* 6 — b S 1 1 2 2 
A E [ a ? ] = (A + A c o s i - A s i n * ) / c o s (TT/M)* 
o A E [ a ] = (A + A s i n * + A cos<}> ) / c o s (TT/M) ' (6-28) 
and variances 
{
sin(7T/M) 1 = 1 , 2 , 3 , 4 
(6-29) 
cos (TT/M) i = 5 , 6 , 7 , 8 
2 — ' ^ 2 ] = 2N/ 
T h e r e f o r e , t h e c o n d i t i o n a l p r o b a b i l i t y becomes 
P r ( X < Y , X > 0 | x r , x ,<f>1,<(>2) 
2 2 2 2 2 2 2 2 
= P r (a +a - a - a <a_+a_ -a„ -a_ , 
1 2 3 4 5 6 7 8 
2 2 2 2 ^ 2 2 2 2 . ^ , * 
a 1 + a 2 - a 3 - a 4 > 0 , a 5 + a 6 - a 7 - a 8 > 0 [ x r , x ( f . ^ ^ ) 
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, ^ , 2 , 2 2 2 2 2 2 2 
+ P r ( a .+a - a - a <a + a - a -CY , 
1 2 3 4 7 8 5 6 
2 2 2 2 ^ 2 2 2 2 . J J V 
a 1 + a 2 - a 3 - a 4 > 0 / a 7 + a 8 - a 5 - a 6 > 0 | x i . / x ,(f)l/(f)2) 
= P r ( X 1 < X 2 . X 1 > O f X 2 > o | x r f x p , ( O l f ( 0 2 ) 
+ P r ( x 1 < - X 2 f X 1 > 0 , x 2
< 0 l x r '
X p ' < l > 1 '
< l > 2 ) (6-30) 
where 
. 2 2 2 2 
X1 4
 a! + a 2 "
 a3 " a4 










For the conditioning in Eq. (6-30) , the random variables X-i an& 
X are individually described as the difference between two independent, 
noncentral, Chi-Square variates. Unfortunately, xn
 an^ X0
 a r e n o t ne" 
cessarily independent, thereby eliminating the needed joint density 
function from being equal to the product of the marginal density functions, 
In hopes of circumventing this dependence, a transformation was performed 
on the random variables, a.(i = 1,2,...,8), to obtain a set of indepen-
dent random variables. However, the eventual error event for this trans-
formation proved as unwieldy as the event in Eq. (6-30). Hence, for 
this general analytical technique it is not known at this time if a 
closed form expression exists for the probability in Eq. (6-30) and 
furthermore the probabilities in Eq. (6-9). In lieu of this situation, 
other methods of attack are required. The approach proposed here is to 
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consider the probability of error for M=2, 4 and M>4 individually and 
to present analytical techniques leading to accurate and numerically 
tractable expressions. The binary, quaternary, and M>4 cases are sepa-
rately, and respectively, considered in Chapters VII, VIII, and IX. 
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CHAPTER VII 
PROBABILITY OF ERROR FOR BINARY DPSK 
Depending on the type of interference considered, this chapter 
is divided into three sections: periodic FM jamming; CW-tone jamming; 
and noise jamming. Binary DPSK probability of error expressions are 
derived in these sections for the four subcases, which are (JR,JP), 
(JR,JP)/ (JR,JP), and (JR,JP). In Appendix E, it is shown that the 
(JR,JP) and (JR,JP) subcases produce identical results. Thus, the 
(JR,JP) and (JR,JP) subcases are condensed into one subcase, that being 
the (JR,JP) subcase. 
As pointed out in Chapter VI, great simplification of the general 
analysis is possible for the binary (M=2) case. Because of this simpli-
fication, the same analytical technique used in the general analysis 
will be used here. The periodic FM jamming, (JR,JP) subcase is consid-
ered first because the results obtained serve as an analytical founda-
tion for the remaining subcases. Extensive use of the performance of 
binary DPSK in a white gaussian noise environment (Eq. 3-1) will be 
made throughout. 
Figure 9 summarizes the organization of this chapter and serves 
as a quick reference guide to the individual subcases. 
Periodic FM Jamming 
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FIGURE 9. Reference Flow Graph for Binary DPSK 
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) c o s^/ M ) (7"1) 
where 
P. = A + xn + A_cos<f>, 1 s 1 1 1 
P2 = As + X2 + A2
COS*2 
Ql = Yl + Aisin<^i 
Q2 = y2 + A2sin<})2 (7-2) 
could not be significantly simplified unless M=2. For the binary 
situation, Eq. (7-1) becomes 
P1P2 + Q1Q2 < ° (7"3) 
It is the purpose of this section to determine the probability of the 
event in Eq. (7-3) for each of the subcases when the interference is a 
periodic FM signal. 
(JR,JP) 
Recall from Chapter VI that the event defined in Eq. (7-1) , or 
alternatively for the binary situation Eq. (7-3), was conditioned with-
out a loss of generality on the event of the data bit "0" being trans-
mitted. As a result of this conditioning and Eq. (7-3), the conditional 
probability of error for this binary, FM subcase is 
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P__ ( J R f J P / ' O " ) A P r ( e r r J R , J P , " 0 " ) 
Br M 
= PriV-^2 + Q1Q2 < 0 | J R , J P ,
U 0 " ) (7-4) 
With t h e a i d o f Eq. (6-24) t h e e r r o r e v e n t i n Eq. (7-3) i s t r a n s f o r m a b l e 
i n t o 
( P 1 + P 2 ) + (Q1 + Q 2 )
2 - ( P 1 - P 2 )
2 - (Q1 - Q 2 )
2 < 0 
T h u s , 
P B F M ( J R ' J P ' " ° " ) = P r [ ( p 1
+ p
2
) 2 + ^ i + Q 2
) - ( p 1 -
p
2 )
2 - ^ r Q 2 ) 2 < 0 l J R ' J P ' " ° , , ] 





Note that p i ' p o ' ^ i ' a n c^ ^9 become independent gaussian random variables 
when the defined quantities of Eq. (7-2) are conditioned on the variates 
x , x , <J>_ , and <j>_. With t h e d e f i n i t i o n s r p 1 2 
a i - p i+ p 2 °3
 = p r p 2 
a2 = 21+C2 °4 = SrQ2 






= Pr [ (P 1 +P 2 )
2 +(Q 1 +Q 2 )
2 <(P 1 -P 2 )
2 +(Q 1 -Q 2 )
2 | jR / JP /
, 0" / x r / x p / ( j ) l / ( j ) 2 ] 
2 2 2 2. 
= Pr [ a 1 + a 2 < a 3 + a 4 | j R / J P /
, , 0 " / x r / x / ^ / ^ l (7-6) 
The s e t , {a .} con ta ins elements which a re a l s o independent gauss ian 
random v a r i a b l e s with mean va lues 
m.. A Etotj] = 2A + A cosij). + A cos<j>2 
m A E [ a 2 ] = A s i n i + A2sin<j> 
m A E [a ] = A cosfj), - A cos<j> 
m4 A E [ a 4 ] = A1sin(j>1 - A2sin<f>2 (7-7) 
and va r i ances 
a? A E [ ( a . - m. ) 2 ] = 2N ( i - 1 , 2 , 3 , 4 ) (7-8) 
Since both sides of the inequality 
2 2 2 2 
a, + a2 < a_ + a. 
are positive, the positive square root may be taken. This operation 
leaves the probability of Eq. (7-6) absolutely unchanged and rewritten 
as 
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P B F M ( J R ' J P ' " 0 " ' V V V * 2 > 
n T1 /~2 2-1 
= P r ( / a 1 + a 2 < / a 3 + a 4 | JR, J P , "0" ,xr,x ,4>1#<1>2) 
= Pr(R1<R2 | jR /JP /"0" /x r /xp /<}) l /<})2) (7-9) 
where the d e f i n i t i o n s 
/ 2 2^ 
= /a., + a„ 
R. = /a? + a? * (7-10) 
have been in t roduced . I t i s wel l known [16] t h a t the random v a r i a b l e s 
R and R , condi t ioned on the v a r i a t e s x , x , 6 , and <J) , are indepen-
dent and Rician d i s t r i b u t e d with marginal d e n s i t y func t ions 
P R / V = ^ 7 e x p 
2X 2^ 21 
r i 1 2 
4N 
r i 1+Itl2 
2N r >0 (7-11) 
and 
PR <r2> = 5 7 e x p 







where I [•] i s the modified Bessel funct ion of the f i r s t k ind and zero o 
o rde r . The c o n d i t i o n i n g i s impl ied in Eqs. (7-11) and (7-12) through 
the parameters m,, m , m , and m but i s suppressed a t t h i s time for 
c l a r i t y . 
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With the conditional probabilistic description of R, and R , 
Eq. (7-9) becomes 
PBFM (JR 'JP '"°"'WV*2 ) 
r ;r2 
P R < r 2 } P R l
( r i ) d r l d r ; 
o 2 • 'o 1 
i 2 r 
V2N 
2 2 2 / 2 2 1 
r r 2 + m 3 + m 4 , T r
r 2 / m 3 + m 4 , 
r2 S X P [ 4 N - ] V 2¥—] 
2 2 2 
: 2
 r l + m i + m 2 , . r
r l ^ l + m 2 , , _„ 
r l S X P [ 4N ] V 2N ] d r l > d r 2 (7-13) 





transforms Eq. (7-13) into 
P B F M ( J R ' J P ' " ° " ' X r ' X p ' W 
2 2 / 2 2 
r 1 . 2 X
m 3 + I Y 1 T . /
m 3 + m 4 1 
V e x p [ " 2 ( v + - ^ F - ) ] I o [ 7 ~ ^ ~ ] 
2 2 
v x 2 m1+m2 
u e x p [ - —(u + — 2 " N ~ " ^
1 
/mi+m^ 1 
[o[7^r]du> dv (7 -14) 
From Appendix F, Eq. (7-14) is seen to be equivalent to Price's 
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function [53], P [a,b;r], with 
\i, v 
y = v = 0 
a =, 
2 2 






r = 1 
Thus 
W^'^'^'VVVV 
= p 0,0 
= Q 
exp 
1,2 2 2 2, 
—(m1+m2+m3+m4) 1 / 2 2 2 2 
^V(m 1 +m 2 ) (m3+m4) 
(7-15) 
where Q(c,d) i s the Marcum-Q funct ion def ined by 
Q(c,d) A | t e x p [ - • 2
: : ( t 2 + c 2 ) ] I o [ c t ] d t 
d 
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S u b s t i t u t i n g [54] 
Q[Jy~ ,/A 1 - \ exp [ - ^ ] I 0 [ ^ Y X 1 
= ~{1 - Q [ A " f / T ] + Q E ^ T f ^ T ] } (7-16) 
into Eq. (7-15) results in a conditional probability of the form 
P BFM ( J R ' J P '"° , , ' X r 'V*l '*2 ) 
l - Q 
2 2 / 2 2 
r i / m i + m 2 1 / m 3 + m 4 
2 / N ' 2 / N 
+ Q 
1 / m 3 + m 4 1 / m i + i n 2 n 
N ' 2 / N 
(7-17) 
where a f t e r u s i n g Eq. (7-7) 
2 2 2 2 2 
m1+m2 = 4As+4Ag(A1cos(j)1+A2cos(j)2)+2A1A2cos((()1-(()2)+A1+A2 
2 ^ 2 2 
m3+m4 = A1+A2-2A1A2cos(<j>1-<j)2) (7-18) 
Recall, the dependence of Eq. (7-17) on x and x is implicitly contained 
wi th in A., and A_ through the F o u r i e r s e r i e s c o e f f i c i e n t s a . 1 2 n 
The conditioning in Eq. (7-17) is removed by averaging over the 
v a r i a b l e s x , x , <j> and <J> . Thus 
83 
P B F M ( JR,JP ,"0") - ( i )
4 
2TT r2i\ r2ir 
o •> o •'o 
2lT 
W^'^'^'VVVV 
dx , d x ,d<b. ,d(bn r p y l Y2 (7-19) 
Equation (7-19) i s an accu ra t e but complex express ion for the p r o b a b i l i t y 
of e r r o r of t h i s subcase . As w i l l be shown in Chapter X, t h i s complexity 
can be and i s s i g n i f i c a n t l y reduced. 
Because the i n t e r f e r e n c e - p l u s - n o i s e i s independent from one s i g -
n a l i n g i n t e r v a l t o the n e x t , the e r r o r express ion in Eq. (7-19) must 
then be v a l i d r e g a r d l e s s of the da ta symbol. Hence, 
P B F M ( J R ' J P ) - P B F M ( J R ' J P ' , , 0 M ) (7-20) 
(JR,JP) or (JR,JP) 
Only the latter subcase (JR,JP) is specifically considered here 
because the subcases produce identical results. 
The (JR/JP) subcase analysis just completed has formed a basis 
from which the immediate subcase analysis will draw. In fact, Eqs. 
(7-17) and (7-18) are directly applicable here but with A =0 since only 
the present signal is jammed. In other words 
W^'^'^'VV 
= 7<i - Q hr 
PBFM<ra'JP',,0"'VVV*2) 
v° 
+ Q T 
/ 2 2 Pi 2~ - . 
f— / m l + m 2 1 / V m 4 
2 J 
/ N ' 2 J / N J *— v/ 
h * 1? ? /m,,+m>1 /m, +nu 1 / 3 4 1 / 1 2 
2v j 




2 2 2 2 
m, + m_ = 4A + 4A A0cos(f>0 + A_ 
1 2 s s 2 2 2 
m^ + m24 = A
2
2 (7-22) 
Since one jamming s i g n a l alone i s p r e s e n t , the even tua l averaging 
ope ra t i on i s confined t o a two-fold average over x and <J>_. Also , as in 
the p rev ious subcase , the c o n d i t i o n a l e r r o r p r o b a b i l i t y in Eq. (7-21) 
must be data-symbol- independent s ince the i n t e r f e r e n c e - p l u s - n o i s e i s 
independent from i n t e r v a l t o i n t e r v a l . The f i n a l r e s u l t i s 
P BFM < J R ' J P ) " P B P M ( J R ' J P ) 
= P B F M ( J R ' J P ' " ° " ) 
n n r2lT f2lT 
• £>2 P _ _ M ( J R , J P ,
, , 0 " , x , < f > o ) d x dcf>0 (7-23) 
BFM p 2 p 2 
O ' O 
where the in t eg rand i s def ined in Eq. (7-21) . 
JR,JP 
Ne i the r the re fe rence nor the p r e s e n t s i g n a l i s jammed in t h i s 
subcase . As a r e s u l t , the only d i s r u p t i v e s i g n a l i s the no ise term. 
Thus, the p r o b a b i l i t y of e r r o r express ion i s simply w r i t t e n as 
- - i A 2 
P B F M ( J R ' J P ) = 2 e X p [ - ^ ] ( ? - 2 4 > 
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Equation (7-24) can be obtained directly from Eq. (3-1) or by setting 
A2=0 in Eq. (7-22) and substituting the result into Eq. (7-21). 
CW-Tone Jamming 
R e s u l t s from t h e a n a l y s i s c a r r i e d o u t f o r t h e FM jamming s u b c a s e s 
(M=2) can be d i r e c t l y a p p l i e d h e r e b u t r a t h e r t h a n 
A, = A. ( t -T ) 
1 jr s b 
A. = A. ( t ) 
2 DP s 
<f>, = <|>. + $. ( t -T, ) 1 3 r 3 r s b 
cf>_ = <f>. + $ . ( t -T, ) 
2 Y D P j p s b 
t h e d e f i n i t i o n s 
An = [A. ( t -T, ) ] 1 j r s b cw 
A. = [A. ( t ) ] 
2 j p s cw 
<K = <f>- + [ $ . ( t - T , ) ] r l Y j r j r s b cw 
4>0 = <f>. + [$ . ( t ) ] (7-25) 
2 j p j p s cw 
a r e r e q u i r e d . A g a i n , cf>. and cf>. a r e u n i f o r m l y d i s t r i b u t e d o v e r t h e 
J •*- J -c ' 
i n t e r v a l ( 0 , 2 J T ) , making $ and cf> a l s o u n i f o r m l y d i s t r i b u t e d (modulo -
2TT) o v e r t h e same i n t e r v a l . As a f u r t h e r d i f f e r e n c e , t h e r e i s no o f f s e t 
parame t e r depe nde n e e . 
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J R , J P 
The i n d i v i d u a l s u b c a s e s a r e now c o n s i d e r e d . 
E q u a t i o n (7-17) i s d i r e c t l y a p p l i c a b l e i n t h i s c a s e b u t w i t h A 
and A b e i n g d e f i n e d by Eq. ( 7 - 2 5 ) . The e r r o r e x p r e s s i o n becomes 
P B C W ( J R ' J P ' " 0 n ' W 
P B F M ( J R ' J P ' , , ° " ' X r ' X p ^ r < * ) 2 ) 
, 2 2 
1 / V m 2 1 
N ' 2 
+ Q 
- 2 , 2 
1 / m 3 + m 4 1 
N ' 2 
A =[A. ( t -T. ) ] 
1 jr s b cw 
A =[A. ( t ) ] 
2 jp s cw 
1 2^2 
/ m 3 + m 4 
J » 
/ 2 2 
/ m 1 + m 2 
N 
(7-26) 
In Eq. ( 7 - 2 6 ) , t h e r e l a t i o n s 
mn
2+nu = 4A2+4A (A. cos(f) +A_cos«()-)+2A1 A c o s (<|> -<()-)+ A
2+A^ 
1 2 s s l 1 2 2 1 2 1 2 1 . 2 
2 2 2 2 
m3+m4 = A1+A2-2A1A2cos(<()1-<(>2) 
(7-27) 
a r e u s e d . I t i s a g a i n e m p h a s i z e d t h a t t h e jamming a m p l i t u d e s i n Eq. 
(7 -27) a r e CW-tone jamming a m p l i t u d e s and a r e d i f f e r e n t from t h o s e u s e d 
t h r o u g h o u t t h e FM a n a l y s i s . 
I n t e r f e r e n c e - p l u s - n o i s e i n d e p e n d e n c e from i n t e r v a l - t o - i n t e r v a l 
e l i m i n a t e s t h e d a t a d e p e n d e n c e , and by a v e r a g i n g o v e r t h e u n i f o r m 
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phases, the error expression becomes 
PBCW(JR'JP) = PBCW(JR'JP'"0,,) 
/ x2 r2Trf2Tr 
$ L J O ' O PBCW(JR'JP',,0"^1^2)d*ld*2 (7-28) 
where the integrand is defined by Eqs. (7-26) and (7-27). 
JR,JP or JR,JP 
From Eq. (7-26), the conditional error expression for the JR,JP 
subcase is 
P B C W ( J R ' J P ' " ° " ' * 2 ' " P B C W ( J R ' J P ' " ° " ' * 1 ' * 2 ' 
A - 0 
f < l - 8 
+ Q 
2 2 / 2 2 
r i / m i + m 2 1 / m 3 + m 4 
2 V / N ' 2 / N 
2 2 / 2 2 
1 / m 3 + m 4 1 / m l + m 2 
2 K / N ' 2 / N 
(7-29) 
w i t h 
2 x 2 m l + m2 4A + 4A A„cos(J>^ + A_ s s 2 2 2 
2 2 
m3 + m4 = A, (7-30) 
The d a t a symbol dependence i s removed a s b e f o r e and by a v e r a g i n g 
o v e r t h e random p h a s e (f>2f t h e p r o b a b i l i t y o f e r r o r f o r t h e J R , J P (or 
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JR,JP) subcase becomes 
P BCW ( J R ' J P ) = P B C W ( J R ' J P ' " 0 , , ) 
- £ f *BCWc
ra'JP'"0"'*2 ,d*2 (7"31) 
J O 
where the in tegrand i s def ined by Eqs. (7-29) and (7-30) . 
JR,JP 




P BCW ( J R ' J P ) = P B F M ( J R ' J P ) = 2 e X p [ " 2¥ ] ( ? " 3 2 ) 
Noise Jamming 
Assume a total jamming power of N.. Since the jammer is opera-
ting in only K slots, the jamming power per jammed slot is simply N./K . 
s U S 
In Chapter V, it was noted that a noise jammer has its power reduced by 
the factor S (= .902823349530) during the DS correlation process. 
Hence, the effective noise jamming power per jammed slot becomes S N./K , 
and the power within the narrowband bandwidth, S N.w, /(K pu ) = N'.. 
n 3 b s p j 
If both signaling intervals are jammed, the total noise power 
(thermal plus jamming) is N+N'., while a total noise power of N+N'./2 is 
obtained when only one interval is jammed. Therefore, the individual 





2 (N+N'. ) 
(7-33) 
JR,JP or JR,JP 
PBN(JR,JP) = PBN(JR,JP) 











PROBABILITY OF ERROR FOR QUATERNARY DPSK 
A d i f f e r e n t a n a l y t i c a l technique from t h a t which was used for the 
b ina ry case w i l l be used here for the qua te rna ry (M=4) c a s e . In genera l 
the method invo lves cond i t ion ing on no t only x , x , cj> , and <j)? (where 
app l i c ab l e ) bu t a l s o on the phase angle between the s i g n a l - p l u s -
r e f e r e n c e - i n t e r f e r e n c e and the r e fe rence s i g n a l . This angle i s denoted 
by y in Figure 10 and has been shown [Appendix G o r 16] t o have a con-
d i t i o n a l p r o b a b i l i t y dens i t y funct ion of 
1 *} 
p I (y|<f>-.) = "T- e x p [ - p ] { l + V/P~TT cosy exp [p cos y] • 
(1 + e r f [ v ^ cosy ] )} (8-1) 
y\$1 
with 
P = ^ ~ = -^ ( (A s + A1cos(J)1)
2 + (A^incf^) 2} (8-2) 
and where 
2 fU 2 
e r f [u] = — e x p ( - t ) d t v̂T o 
i s the wel l known e r r o r func t ion . Without a l o s s of g e n e r a l i t y , a "0" 
may be assumed t o be s e n t . There fore , the c o n d i t i o n a l p r o b a b i l i t y of 
COS 03 t 
C 
I 
FIGURE 10. Signal, Interference, and Noise Phasors at 
Adjacent Sampling Times for a Transmitted 
"0" and M=4 
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error is the probability that the noise vectors x and y displace the 
present signal-plus-interference into the error region (outside of the 
bordered region in Figure 10). The final average probability of error 
is then obtained by removing all conditioning. 
Certain parameters depicted in Figure 10 are important in this 
chapter and are considered now. Let the tip of the present signal-
plus-interference phasor be characterized by the coordinates (u,v), 
where the coordinate u is the displacement of the tip along the horizon-
tal axis and the coordinate v is the displacement of the tip along the 
vertical axis. In terms of the signal and interference parameters, 
these coordinates are 
u = -A2sin(4>2-7r) = A sin<J> 
v = A - A_cos (<J> -TT) = A + A„cos<{> 
S 2 2 s 2 2 
The distance from the origin to the tip of the present signal-plus-
interference phasor is defined to be 
h i /u +v 
Define the angle £, not shown in Figure 10, as the angle between 
the present signal phasor and the present signal-plus-interference 
phasor. Notice that E, is related to u, v, and h by 
cos £ = v/h 
and 
sin £ = u/h 
Distance d. is then equal to 
d1 = h sin [J - (a+y) + £] 
7T 7T 
h{sin [— -a-y] cos (£)+cos [-j-a-y] sin (£) } 
•v sin [a+y- —] +u cos[a+y- — ] 
7T 
(A +A cost)) ) s i n [a+y -~r\ + (A sin<J) ) cos [a+y 
and d i s t a n c e d„ equal t o 
TT 
d2 = h c o s [ - -(a+y)+£] 
= h{cos [-T- a -y]cos (£ ) - s i n [—- a-y] s i n (£) } 
r71" 1 • r71" 1 
= v cos r r - a - y ] - u s i n [—-a-y] 
T T , r T T n 
= v s m [ a + y + y ] - u cos[a+y+-r] 
= (A +A cos<j) ) s i n [a+y+—]-(A^sincJ) )cos [a+y + 
where it is evident that 
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a = a r c t a n 
A sine}) 
A +A_ cos <b 
s i 1 
(8-5) 
These defined q u a n t i t i e s w i l l be used e x t e n s i v e l y throughout 
t h i s chap te r in developing the app ropr i a t e p r o b a b i l i t y of e r r o r e x p r e s -
s i o n s . As in Chapter VI I , t h i s chap te r i s a l s o d iv ided i n t o t h r e e 
s e c t i o n s / each of which depends on the type of jamming s i g n a l p r e s e n t : 
p e r i o d i c FM jamming; CW-tone jamming; and noise jamming. Each subcase 
(JR/JP; JR/JP; JR,JP ; JR,JP) w i l l be i n d i v i d u a l l y cons idered i n each 
s ec t i on and the corresponding e r r o r express ion de r ived . Since the two 
subcases , (JR,JP) and ( JR,JP) , produce i d e n t i c a l r e s u l t s , only the 
(JR,JP) subcase i s given d e t a i l e d t r e a t m e n t . Figure 11 i s provided for 
a quick re fe rence guide t o the i n d i v i d u a l s e c t i o n s . 
Pe r iod ic FM Jamming 
The (JR,JP) subcase r e s u l t w i l l again be used as a b a s i s for de -
veloping p r o b a b i l i t y of e r r o r exp res s ions for the o t h e r FM subcases 
and the o t h e r two jamming s i g n a l s . There fore , the (JR,JP) subcase i s 
cons idered f i r s t . 
JR,JP 
To begin w i th , the p r o b a b i l i t y of e r r o r w i l l be condi t ioned on 
the random v a r i a b l e s x / x , § , § , and y. Because of t h e i r indepen-
dent o r thogona l r e p r e s e n t a t i o n , the noise components x~ and y may be 
chosen t o be c o l i n e a r with the pe rpend icu l a r boundary d i s t a n c e s d.. and 
d2* r e s p e c t i v e l y . With t h i s o r i e n t a t i o n , the c o n d i t i o n a l p r o b a b i l i t y 
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FIGURE 11. Reference Flow Graph for Quaternary DPSK 
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PQFM (JR'JP/ ,0"'VVVVY) 
Pr (x 2 <-d 2 )+Pr(y >d ) - P r ( x 2 < -d 2 )Pr (y >d1) 
Pr (x 2 >d 2 )+Pr (y 2 >d 1 ) -P r (x 2 >d 2 )P r (y 2 >d 1 ) 
1 - Pr(x 2 <d 2 ) + 1 - Pr(y 2 <d 1 ) 
- [ 1 - P r ( x 2 < d 2 ) ] [ l - P r ( y 2 < d 1 ) ] 
2 - P r (x 2 <d 2 ) -P r (y 2 <d 1 ) 
- [ 1 - P r ( x 2 < d 2 ) ] [ 1 - Pr(y <£d )] 
1 - P r (x 2 <d 2 )Pr (y 2 <d 1 ) 
1 - - < 1 + e r f 
\^ /2N, j 
1 + e r f 
L/2¥J 
(8-6) 
Equation (8-6) may be further manipulated with the help of the comple-
mentary error function identity 
e r f c [ u ] = 1 - e r f [ u ] 
t o o b t a i n 
V M ^ ' ^ ' ^ ' V V V V ^ 
--KB — e r f c fV ./2N. 
r d . 
- — e r f c 4 ./J^L, 






d = - (A +A coscf)2)sin[a+Y - j ] + (A sincf) ) c o s [a+y - j ] 
d 0 = (A +A costj).) s i n [a+y + 7 ] - ( A „ s i n A ) c o s [a+y + 7 ] 
z s 2. Z 4 z 2 4 
(8-8) 
The c o n d i t i o n i n g may now be removed by a v e r a g i n g o v e r t h e p a r a -
m e t e r s x , x , <f> , <f> , and y. The r e s u l t i s 
V M ^ ' ^ ' " 0 " ' 
- < ^ ' 4 
2TT 
2TT r27T r2TT /•27T r7 7 
d<fr d<fr d j ^dx P ( J R f J P f " 0
M
f x f x f«(» f * f y ) 
O J -TT V 
R,l, (yU^dy YU1 
(8-9) 
where the integrand of the innermost integral is the product of Eqs. 
(8-1) and (8-7). Equation (8-9) will be greatly simplified in Chapter 
X. 
The data symbol dependence is removed by noting that the noise-
plus-interference is independent from interval-to-interval. Thus, 
PQFM(JR'JP) = PQFM
(JR'JP'"0,,) (8-10) 
(JR,JP) or (JR,JP) 
Equations (8-7) and (8-8) are directly applicable here but with 
A = 0 , which y i e l d s an e x p r e s s i o n t h a t i s i n d e p e n d e n t of x and <f> . In 
1 r 1 




= — e r f c 
d i ^ 
- ^2N 
r d, 
+ - e r f c 
V2N . 
- — e r f c 
4 
r d n 
1 
~y^2N ^ 
erfc r d 2 ] (8-11) 
For this subcase, a=0 so that 
TT TT 
dn = - (A +A cos4>. )s in[Y - T ] + (A s i n i j i j c o s [y - —] 1 s 2 2 4 2 2 4 
(A +A2cos(}) ) s i n [y + —] - (A s i n ^ ) c o s [y + 7 ] (8-12) 
The noise-plus-interference is again adjacent-interval-independent 
so t h a t 
P Q F M ( J R ' J P ) " P Q F M ( J R ' J P ) 
" V M ^ ' " ' " 0 " ' 
1 2 ! 
2TT 
27T r27T 
dXpd<,>2 P Q F M ( J R ' J P ' " ° " ' X P ' * 2 ' Y ) P Y U <>l*l»
dY 
o ' o J-Tr 1 
(8-13) 
where t h e i n t e g r a n d o f t h e i n n e r m o s t i n t e g r a l i s t h e p r o d u c t o f t h e 
f u n c t i o n s d e f i n e d i n E q s . (8 -1) and ( 8 - 1 1 ) . I n t h i s s i t u a t i o n t h o u g h , 
Eq. (8-2) becomes 
, 2 
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A g a i n , C h a p t e r X w i l l p r o v i d e a r e d u c t i o n i n t h e c o m p l e x i t y o f Eq. 
( 8 - 1 3 ) . 
J R , J P 
N e i t h e r i n t e r v a l i s jammed i n t h i s s u b c a s e , t h u s r e q u i r i n g 
A l - A2 " ° 
and h e n c e e l i m i n a t i n g any dependence of t h e e r r o r e x p r e s s i o n s on x , x , 
> , o r (f> . From E q s . (8-7) and ( 8 - 8 ) , 
V M ( J R ' J P ) 
-IT 





V ( J R ' J P , " 0 " ) = P Q PM
( J R " T P '"°"' X r ' X p'* l" , '2 ' Y ) 
A2=0 
e r f c 
^JTN 
+ — e r f c 
2 
d 2 ^ 
/2N J 
- — e r f c 4 
r a i i r 




w i t h 
cL = -A s i n [ y - - ] 
I s 4 
d = A s i n [y + —] 
2 s 4 
(8-16) 
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p = 2N 
CW-Tone Jamming 
A d i r e c t a p p l i c a t i o n of the r e s u l t s from the FM jamming s e c t i o n 
(M=4) i s p o s s i b l e here s ince a CW-tone s i g n a l i s a s p e c i a l i z e d FM s i g -
n a l . I t must be po in ted out t h a t a l though the parameters A , A , <J> / 
(j) a r e used in t h i s s e c t i o n , t h e i r d e f i n i t i o n s are d i f f e r e n t from those 
used in the FM s e c t i o n . In f a c t , 
A l = [ V V T b ) ] c w 
A = [A. ( t ) ] 
2 jp s cw 
>, = 4>. + [*. ( t -T ) ] 
1 j r j r s b c w 
, = <j>. + [ $ . ( t ) ] (8-17) 
2 ^jp jp s cw 
The parameters <!>- and <J>2 do remain uniformly d i s t r i b u t e d over the i n t e r -
v a l (0,2TT) d e s p i t e the new d e f i n i t i o n s . 
Any r e s u l t s from the FM jamming s e c t i o n which are used here must 
r e f l e c t the func t iona l independence the CW-tone expres s ions e x h i b i t in 
r egards t o the o f f s e t pa r ame te r s . This i s due to the f a c t t h a t an 
o f f s e t parameter a f f e c t s only an FM jamming s i g n a l . 
The individual subcases are now considered. 
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JR,JP 
Equation (8-7) is directly applicable for this subcase but with 
the proper modifications set forth by Eq. (8-17). The conditional error 
expression becomes 
PQCW<JR":rP'"0""(,l''(,2'Y) 
V M ( J R ' J P ' " ° " ' V V < I > 1 ' ' , ' 2 ' T ) 
*1 " 'WV'cw 










The distances d, and d? are defined in Eq. (8-8) but with A. and A 
modified according to Eq. (8-17). For completeness, the distances are 
TT TT 
d 1 = - ( A +A2cos<|)2)sin [a+y - j ] + (A sintj> ) c o s [a+y - j ] 
TT TT 
d = (A +A cos<f> ) s i n [ a + Y + 7 ] - (A sintj) ) c o s [ a + y + - ] (8-19) 
Ultimately, the unconditional error expression becomes 
P Q C W ( J R ' J P ) = P Q C W ( J R ' J P / , 0 , , ) 
i 2 r27Tf2Tr 
= <*F> d * i d * 2 
rir 
P Q C W ( J R , J P /
, 0 , , , ( J ) 1 , ( J ) 2 , Y ) P Y | ( | ) (Y|<l>1)dY (8-20) 
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where t h e i n n e r m o s t i n t e g r a n d i s d e f i n e d by t h e p r o d u c t o f E q s . (8 -1) 
and ( 8 - 1 8 ) . 
J R , J P o r J R , J P 
F o r t h e J R , J P s u b c a s e , t h e r e i s no jamming s i g n a l i n t h e r e f e r e n c e 
i n t e r v a l , h e n c e A =0 . With t h i s f a c t , t h e d i s t a n c e s o f Eq. (8-19) a r e 
dj^ = -(A s+A2cos<J>2)sin[Y - J ] + (A2sin(j>2)cos [y - j ] 
d 2 = (A s+A2coscJ)2)sin[Y + j ] - (A2sin<J>2)cos [y + J ] (8 -21) 
and t h e e r r o r e x p r e s s i o n becomes 
P Q C W ( J R ' J P ' " 0 " ' V Y ) = P Q C W ( J R ' J P ' " 0 , , ' < t ) l ' ( } ) 2 ' Y ) 
A 1 = 0 
1 
- e r f c 
L /2~N 
+ — e r f c —1 
L>/2N J 
e r f c [JT e r f c "A~ 
( 8 - 2 2 ) 
E q u a t i o n s (8 -1) and (8-22) may now be used i n c o n j u n c t i o n w i t h 
t h e d a t a i n d e p e n d e n c e t o p r o d u c e 
P Q C W ( J R ' J P ) = P Q C W
( J R ' J P ' , , ° M ) 
27T 
/•2TT r-n 
d * 2 P Q C W ( J R ' J P / , ° " ' ( } ) 2 ' Y ) P Y U ( Y K I ) ^ Y (8 -23) 
O J - 7 T ' ^ 1 
where the parameter p in Eq. (8-2) is required to be 
103 
P = 2N 
JR,JP 
Since A, = A = 0, then 
PQCW(JR,JP) = PQFM(JR,JP) (8-24) 
where P__„(JRfJP) is defined in Eqs. (8-14) - (8-16). QFM 
Noise Jamming 
The effective jamming power immediately following the 
joint process of DS correlation and narrowband filtering (IF_) is 
N1. = N.S co, /(K pco ) , where N. is the total jamming power and S is the J j n b s^ p j J ^ c n 
reduction factor introduced by the correlation process. This jamming 
power will simply add to the thermal noise power N. The results from 
the quaternary, FM(JR,JP) subcase may be used here. Care must be ex-
ercised as to which interval the jamming power is located, for the 
parameter 
P = 2N 
and the funct ion 
P(y) A T e r f c Â"1 
_/2N. 




r d , 
e r f c 
L/2N 
e r f c 
2 
_^2N" 
(8 -25 ) 
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change accordingly. The dependence of P(y) on Y is implicitly con-
tained in d. and d? where 
dl = -As
sintY ~ j] 
d2 = Assin[Y + j] 
If the jamming signal were present in the reference interval, 
then 






On the o t h e r hand, 
and 
PX(Y) A P(Y) 
P 2 ^ P = 2N 
P2(Y) 4 P(Y) 
N-HST+N • 
3 
when the p r e s e n t i n t e r v a l i s jammed. 
The r e s u l t s f o r t h e i n d i v i d u a l s u b c a s e s may be w r i t t e n d i r e c t l y 
from t h e above d i s c u s s i o n and a r e c o n s i d e r e d now. In a l l s u b c a s e s , 
p i , ( Y | U i s d e f i n e d i n Eq. ( 8 - 1 ) . 
y \ ( p 1 
J R , J P 
IT 
P Q N ( J R / J P ) = J P 2 ( Y ) P Y | ( !>
 ( Y l * i ) d Y ( 8 " 2 6 ) 
w i t h P = p , . 
J R , J P o r J R , J P 
P Q N ( J R , J P ) = P Q N ( J R , J P ) 
P 2 (Y)P i , ( Y | * 1 ) d y (8-27) 
- 7 T ' l ^ l 
w i t h P=P2-
J R , J P 
P QN ( J R ' J P ) = J p i ( Y ) p Y | ( j )
 { i \ h ) d y (8~28) 
w i t h P=P 2 ' 
N o t i c e t h a t 
P Q N ( J R , J P ) = P (JR.JP) = P Q P M
( J R ' J P ) 
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CHAPTER IX 
PROBABILITY OF ERROR FOR M-ARY DPSK 
Because of the complexity which the general M-ary analysis intro-
duced for arbitrary M, lower and upper bounds for M>4 are useful as 
alternate solutions. Developing such bounds is clearly not new to the 
error analysis of digital communication systems and is, in fact, an 
established research area [55]. The key to any bounding technique is 
the accuracy to which the bound(s) approximate the actual probability 
of error. With both upper and lower bounds calculated, this accuracy is 
known immediately. The bounds developed here are shown to have an 
increasing accuracy as the signal-to-noise ratio, signal-to-jamming 
ratio, or M, either separately or simultaneously increase. The generali-
ties of the bounds are now presented, followed immediately by the 
specifics for the individual subcases of each jamming signal. 
Upper and Lower Bounds 
The upper bound will be henceforth denoted as 
P (err) > Pr(err) 
and when conditioned momentarily on the offset parameters x and x (for 
the most general jamming signal) as 
P (errlx ,x ) > Pr(err|x ,x ) 
r p r p 
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The offset parameter conditioning produces what is referred to as 
circularly symmetric interference. Circular symmetry implies that the 
interference envelope and phase at any one time be independent and that 
the probability density function of the phase be uniform over (0,2TT). 
The circular symmetry is certainly applicable here because the envelopes, 
A. (t) and A. (t), and the phases, $. (t) and $. (t) are constant at any 
one time when conditioned on the offset parameters. The overall jamming 
phases at this time 
<J>. + $. (t ) TDP jP s 
and 
(J>. + $. (t -T. ) Yjr jr s b 
are both uniformly distributed (modulo-27r) over the interval (0,2TT), 
and independent of the respective envelopes, A. (t ) and A. (t -T ). 
jp s ~j r s b 
Hence the conditional interference must be circularly symmetric. 
Furthermore, the conditional interference-plus-noise (noise alone is 
circularly symmetric [52]) is an overall, circularly symmetric signal. 
This is the result in which the sum of independent, circularly symmetric 
random variables yields a circularly symmetric random variable [52]. 
Consider Figure 12, where the line labeled reference (REF) is 
the interference-plus-noise corrupted signal from the previous signaling 
interval. The specific noise and interference components for the 
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cos a) t c 
FIGURE 12. Nondeta i led , Double-Exposure Phasor 
Diagram Depic t ing the Shaded Region 
(BOA1) 
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reference have been eliminated in this figure for simplicity. In addi-
tion, assume without a loss of generality that the next data symbol is 
a "0". From Figure 12, two distances may be defined. These are 
d, = A cos(9+e ) (9-1) 
X S O 
and 
d2 = Ascos(9-ec) (9-2) 
where 
1 A ^ '"' 
'c A 2 - M 
Because of-the circularly symmetric interference-plus-noise, the 
conditional probability of error is dependent only upon the distances 
d, and d_ rather than the orientation of the reference, and consequently 
the orientation of the decision boundaries. With this in mind, the 







= p [A cos(e+e )] 
p s c 
+ P [A cos(6-e )] (9-3) 
p s c 
where P [X] is the so-called half-plane probability function [22] for 
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the present signal and is defined for A>0 to be the probability that 
the interference-plus-noise phasor lies in the half-plane located a 
distance of A from the mean of the phasor. For A<0, the half-plane 
probability function is defined to be the probability that the inter-
ference-plus-noise phasor lies in the half-plane containing the mean of 
the phasor. With the addition of the two terms in Eq. (9-3), an upper 
bound to the true conditional probability of error is obtained because 
the shaded, error region (bounded by B'OA') in Figure 12 is added in 
twice. Notice that as M increases, the shaded region becomes smaller 
and the bound tighter. 
The properties of the half-plane probability function are [22] 
lim P [A] = 0 
A-*» P 
lim P [A] = 1 
A-— p 
P [0] = ~ 
p 2 
P [A] + P [-A] = 1 (9-4) 
P P 
With the 0 dependence averaged out, Eq. (9-3) becomes 
pU(err|"0",x ,x ) = 
r p 
rTT 
pQ(0){P [A cos (0+0 )] 0 p s c 
-IT * 
+ P [A cos (0-0 )]}d0 (9-5) 
p s c 
where pfl (0) is the probability density function of the random phase 0. 
Ill 
In order to circumvent the required knowledge of pQ(0), Rosenbaum 
o 
[22] has shown (the steps are repeated in Appendix H) that an equivalent 
expression is 
p U ( e r r | " 0 " , x ,x ) = 2 P [A ] 1 r p rL s 
fir/2 
-2A P1 [A s in6]{P [A cos(6+6 )]+P [A cos(6-6 )]}cos6d6 (9-6) 
sj r s P S c p s 
where P [A] is the half-plane probability function defined for the ref-
erence signal and P1[A] is the first derivative of P [A] with respect to 
A. The dependence of Eq. (9-6) on the variables x and x is an implicit 
dependence at this point and will remain so for the time being. 
To obtain the true upper bound, Eq. (9-5) must be averaged over 
the conditional variables, resulting in 
P (e r r ) = (—) 
2TT 
f2ir [2ir 
P U ( e r r | M 0 " , x ,x )dx dx (9-7) 
' o ' o r p r p 
where the interference-plus-noise independence has been used to eliminate 
the conditioning on "0". The final step in evaluating Eq. (9-7) is to 
determine the present and reference half-plane probabilities. This step 
is best accomplished on an individual subcase basis and is done so 
immediately following the general discussion of the lower bound. 
With the upper bound firmly established in Eq. (9-7), it is appro-
priate to develop the lower bound at this time. At first a trivial 
lower bound is presented and then the steps leading to a tighter bound 
are developed. In both instances, the upper bound previously determined 
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will be used extensively. Therefore only its notation will be used and 
any offset parameter conditioning or averaging will be assumed to have 
been completed prior to its use here. 
It is evident from Figure 12 that a trivial lower bound would be 
o 1 u 
p (err) = - P (err) < Pr(err) (9-8) 
Due to its computational simplicity (at least once the upper bound is 
known), this lower bound is rather attractive. However, the constant 
50% deviation from the upper bound may not be suitable for many applica-
tions requiring more accurate approximations. A closer look at Figure 
12 will provide a much tighter lower bound. 
For simplicity, consider the M=4 case and the familiar diagram 
illustrated in Figure 13. Figure 13 is a slightly modified version of 
Figure 12 in that certain regions (U,V,W,X,Y,Z) have been specified. 
From Figure 13, it can be seen that 
Pr(err) = Pr(U) + Pr(V) + Pr(W) + 
Pr(X) + Pr(Y) + Pr(Z) (9-9) 
and 
pU(err| "0") = Pr(U) + Pr(V) + Pr(Y) + Pr(Z) 
+ 2[Pr(W) + Pr(X)] (9-10) 
where Pr(i) is the probability that the signal-plus-interference-plus 
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4 C 
FIGURE 13 . Double-Exposure Phasor Diagram Depic t ing the 
Regions Required in the Lower Bound Der iva t ion 
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noise falls in region i. 
Consider the probability 
Pu(err|"0") - r-[Pr(V) + Pr(W) + Pr(X) + Pr(Y)] (9-11) 
On the average, it is known (see Appendix I) that 
Pr(V) = Pr(Y) 
Pr(W) = Pr(X) 
thereby transforming Eq. (9-11) into 
Pu(err|"0") - Pr(V) - Pr(W) (9-12) 
Substitute Eq. (9-10) into Eq. (9-12) and obtain 
Pr(U) + Pr(Y) + Pr(Z) + Pr(W) + 2Pr(X) (9-13) 
Notice that the only region left out of the quantity in Eq. (9-13) is 
the region V. Since the region V (or Y) is closer to the error-free 
region, it is much more likely to contain the corrupted signal than is 
region X. Therefore, 
Pr(V) > Pr(X) 
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and 
Pu(err|"0") - j[Pr(V) + Pr(W) + Pr(X) + Pr(Y)] 
= Pr(U) + Pr(Y) + Pr(Z) + Pr(W) + 2Pr(X) 
< Pr(U) + Pr(V) + Pr(W) + Pr (X) + Pr(Y) + Pr(Z) 
= Pr(err|,,0") (9-14) 
In other words, the sought after lower bound is 
& i u . 1 
P (err "0") = P (err "0") - ~[Pr(V) + Pr(W) + Pr(X) + Pr(Y)] (9-15) 
It is apparent from Figure 13 that the term 
Pr(V) + Pr(W) + Pr(X) + Pr(Y) 
is simply the error probability for the binary case. Thus 
P^errho") + PU(err I "0") - -̂  P_ (err |"0") (9-16) 
2 B 
where P (err|"0") is the binary error probability for any of the sub-
cases in Chapter VII. 
The above analysis for M=4 is straightforwardly extended (see 
Appendix J) to the arbitrary M (even) case and is found to be 
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P5'(err|,,0") = PU (err | "0") - - P (err | "0") (9-17) 
After the data symbol dependence is removed, the lower bound becomes 
P£(err) = P£(err I"0") 
= PU(err) - - P_ (err) (9-18) 
M B 
2 
From Eq. (9-18) it is seen that as M increases, — P„ (err) becomes smal-
M B 
ler and the bounds more accurate. Furthermore, as the signal-to-noise 
or signal-to-jamming ratios become larger, P (err) gets smaller, and, 
again the bounds more accurate. 
In summary and with Eqs. (9-7) and (9-18), the actual probability 
of error is bounded by 
P (err) = P (err) Pn(err) < Pr(err) < P (err) (9-19) 
M B 
It is now time to calculate the lower and upper bounds for the 
individual subcases of all three jamming signals. Since the binary 
error probability required for the lower bound has already been deter-
mined (Chapter VII), the remaining quantity needed by both bounds is 
the upper bound. Therefore, the analysis henceforth is concerned with 
the determination of the upper bound for each of the subcases. However, 
as Eqs. (9-6) and (9-7) indicate, the actual task is to derive the 
reference and present half-plane probability functions. Once these 
functions are known for each subcase, the upper bound expression is 
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simultaneously known. 
The remainder of this chapter deals with the determination of 
the half-plane probabilities and is organized in an identical manner as 
Chapters VII and VIII. Figure 14 is provided as a quick reference guide 
to the individual subcases. 
Periodic FM Jamming 
The determination of P [X] and P [X] for each of the individual 
r p 
subcases follows a very definite analytical path. First, the circular 
symmetry assumption is used to rotate lines BB1 or AA1 around the tip of 
the desired signal phasor until they are parallel with the inphase 
(cosw t) or quadrature-phase (sino) t) axes. This enables the analysis 
to eliminate either the inphase or quadrature-phase interference-plus-
noise because of its irrelevance. Secondly, the half-plane probability 
functions are conditioned on the phases (f>. or cf> , respectively depending 
on whether the reference or present probability function is being sought. 
The third step involves calculating the probability that the interference-
plus-noise is greater than some quantity, designated for the time being 
as X. Finally, the functions are averaged over the appropriate phase to 
produce either P [X] or P [X]. It is also mandatory that the half-plane 
probabilities be conditioned on x or x . However, the conditioning 
notation is temporarily suppressed when determining P^X, and Pp[X], and 
will resurface at the appropriate time. 
JR,JP 
Without a loss in generality, the line AA' is rotated to be 
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FIGURE 1 4 . R e f e r e n c e Flow Graph f o r M-ary DPSK 
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probability function for the present signaling interval is 
P [JR,JP,<J>.,A] A P [A U 0 , J R , J P ] p 2 - p ' 2 
= P r ( y + A2sin(|) > A | <b2, J R , J P ) (9 -20) 
whe r e y ? , a s d e f i n e d i n C h a p t e r V I , i s a z e r o mean, g a u s s i a n random v a r i -
a b l e w i t h a v a r i a n c e of N. S i n c e y i s t h e o n l y random q u a n t i t y i n t h e 
c o n d i t i o n e d e v e n t 
y 2 + A2
sin<^2 > A 
Eq. (9-20) becomes 
P [JR,JP,<j>2,A] = P r ( y 2 > A - A2sin<J>2 | (j>2 , JR, JP) 
1 . 
— e r f c 
2 
L /2N 
(A - A2sin(f)2) (9-21) 
T h e (j)2-conditioning is removed by taking the statistical expectation 
with respect to (j)̂. The result is 
P [ JR , JP ,A] 
P 
E \ - e r f c 
^ L 2 _/2N 








2 T T 
TT/2 
- T T / 2 
e r f c (A - A2sin<j) ) d<j>. (9-22) 
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Though different in its application, Eq. (9-22) is identical to 
a result obtained by Rosenbaum [22]. In that case, Eq. (9-22) was evalu-
ated by expanding erfc [x + f(<|> )] in a Taylor series about the point x 
and the expectation performed term-by-term. By evaluating the expecta-
tion in this manner an integration had been eliminated. Unfortunately, 
the price that was paid was the restrictions imposed on the values 
X//2N (A ~ A ) and A0//2N. Without the appropriate restrictions, the 
Taylor series had problems of converging to the correct value. The in-
correctness was due to the large values which some of the series terms 
reached, resulting in intolerable, large round-off errors. Based on 
these parameter restrictions for the series method, the integration in 
Eq. (9-22) is retained. 
The reference signaling interval has a half-plane probability 
function that is similarly determined to be (rotate line BB') 
i r / 2 i 
P [ JR , JP ,A] = — e r f c [ (A - A sincj) )] dcf> (9-23) 
Zir J-TT/2 /2N J- 1 1 
The d e r i v a t i v e of Eq. (9-2 3) w i t h r e s p e c t t o X i s 
TTT/2 
P ^ [ J R , J P , X ] = " 1 . / 9 , e x p [ - ^ 7 (A - A sincj) )
2]dcj> (9-24) 
(7T) 3 / 2 V ^ J - T T / 2 2 N 1 1 1 
With the result in Eq. (9-6), the conditional upper bound for 
this FM subcase is 
121 
P*J (JR,JP,"0H,x ,x ) 
FM r p 
= 2 P [JR,JP,A ] - 2A r s s 
fTT/2 
P"[JR,JP,A sin6] • 
r s 
o 
{P [JR,JP,A cos(6+6 )] + P [JR,JP,A cos(6-6 ) ] }cos6d6 (9-25) 
p s c p s c 
where P [JR,JP,«], P [JR,JP,«] and P'[JR,JP,»] are defined by Eqs. p r r -i-i 
(9-22)-(9-24). Since the parameters x and x implicitly influence 
Eqs. (9-22)-(9-24) through A and A , Eq. (9-25) must be averaged over 
these two parameters. The data dependence is automatically removed 
since the interference-plus-noise is interval-to-interval independent so 
that the true upper bound for this (JR,JP) subcase is written as 
p" (JR,JP) = P** (JR,JP,"0") 
FM FM 
1,2 r2" •2-n 
p"(JRfJPf
,,0,,,x ,x )dx dx (9-26) 
FM r p r p 
o ^ 
where the integrand is defined by Eqs. (9-22)-(9-25). Equation (9-26) 
will be greatly simplified in Chapter X. 
The lower bound for this subcase is directly written from Eqs. 





M(JR,JP) " | PBFM
(JR'JP) (9-27) 
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JR,JP or JR,JP 
Only the (JR,JP) subcase is considered here because the two sub-
cases produce identical results. Equation (9-26) is directly applicable 
here but since A =0, the upper bound becomes 
P F M ( J R ' J P ' " 0 " ' X p ) 
_ r7 7/2 _ 
= 2 P [ JR , JP ,A ] - 2A P ' [ J R , J P , A s inG] • 
r s s r s 
J o 
{P [JR,JP,A cos (9+6 )] + P [JR,JP,A cos (6-6 ) ] }cos6d6 (9-28) p S e p s c 
where from E q s . ( 9 - 2 2 ) - (9-24) 
rTT/2 
P [ J R , J P , A ] = ±-
p 2TT 
e r f c [ (A - A sin<j> )]d<j> ( 9 - 2 9 ) 
J - T T / 2 /2N 2. 2. 2. 
P [ JR , JP ,A] = \ e r f c [ — ] (9-30) 
2 /2¥ 
— - 1 1 A2 
P ' [ J R , J P , A ] = — • e x p [ - — ] (9-31) 
^ Sm 2N 
The conditional upper bound defined in Eq. (9-28) is actually 
data symbol independent so that 
1 2 3 
P1* ( J R , J P ) = P U ( J R , J P , " 0 " ) 
FM FM 
, r2ir 
= ^ P" ( J R f J P , " 0 " f x ) d x ( 9 - 3 2 ) 
27T J Q FM P P 
where the integrand is defined by Eqs. (9-28)-(9-31). As before, 
Chapter X will provide a simplification of Eq. (9-32). 
For this subcase and from Eqs. (9-18), (9-32) and (7-23), the 
lower bound is 
P^M(JR,JP) = P^M(JR,JP) - | PBFM(JR.JP> (9-33) 
JR,JP 
No jamming signal is located in either interval, hence A =A =0. 
This fact then eliminates all offset parameter dependence. The half-
plane probability functions are written as 
P [JR,JP,A] =^-erfc[-^-] (9-34) 
P 2 /2¥ 




P'[JR,JP,A] = — • exp[- -M (9-36) 
A" /m 2N 
These definitions of P [JR,JP,«], P [JR,JP,«], and P'[JR,JP,«] 
are then used in Eq. (9-6) to obtain 
1 2 4 
P U M ( J R , J P ) = P
U
M ( J R , J P , " 0 " ) 
FM FM 
= 2 P [ J R , J P , A ] - 2 A 
r s s 
•7T/2 
P ' [ JR , JP ,A s i n 9 ] r s 
o 
{p [JR,JP,A cos(e+e )] + p [JR,JP,A cos(e-e )]}cosede (9-37) 
p s c p s c 
From E q s . ( 9 - 1 8 ) , (9 -37) and ( 7 - 2 4 ) , t h e l o w e r bound i s e x p r e s -
s e d a s 
P ( JR , JP ) = P ^ ( JR , JP) - - P n T ? M ( JR/JP) (9-38) 
FM FM M BFM 
CW-Tone Jamming 
Extensive use of the results in the FM jamming section (M>4) are 
made throughout the individual CW-tone jamming subcases. The parameters 
A,/ A , (f) , and cf) are frequently used as before but must be redefined 
as 
An = [A. (t -T, )] 1 jr s b cw 
A = [A. (t )] 
2 jp s cw 
$ = <\>. + [$. (t -T, )] 
1 rjr jr s b cw 
*, - *. + [*. (t)] (9-39) 
2 DP DP s cw 
There is no offset parameter dependence since the jamming signal is a 
single sinusoid. The individual subcases are now considered. 
J R , J P 
pcw (JR'JP) = pcw (JR'JP'"0 , , ) 
1 2 5 
= ^M^'^'^'VV A. = [A. ( t -T , ) ] 
1 jr s b cw 
A = [A. ( t ) ] 
2 j p s cw 
TT/2 
= 2 P [ J R , J P , A ] - 2 A I P ' [ J R , J P , A s i n 9 ] • 
JC 5 S | i S 
o 
{P [ J R , J P , A c o s ( 9 + 9 ] + P [ J R , J P , A c o s ( 9 - 9 ) ] } c o s 9 d 9 
p s c p s c 
( 9 - 4 0 ) 
w h e r e 
P r j R , J P , A ] = — 
p 2TT 
7T/2 
- T T / 2 
e r f c [ (A-A sin<|> ) ] d<|> 
/2N Z Z Z 
( 9 - 4 1 ) 




e r f c [ (A-A sin<|> )]d<|> 
i/2N 
( 9 - 4 2 ) 
P ' [ J R , J P , A ] = 
- 1 1 r / 2 1 2 
3 — ' — e x p [ - - ( A - A s i n * ) ]d<|> (9-43) 
The lower bound becomes 
PCW(JR'JP) = PCW(JR'JP) - f PBCW(JR'JP) (9-44) 
where Eqs. (9-18), (9-40), and (7-28) have been used. 
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JR,JP or JR,JP 
For this subcase, Eq. (9-39) is still necessary but with A =0 
(JR,JP subcase). With this condition, Eqs. (9-41)-(9-43) are modified 
to be 
P [ JR , JP ,A] = — 
p 27T 
TT/2 i 
e r f c [ (A-A sin<f> ) ] d<f> 
-TT/2 S2N 
(9-45) 
P [ JR , JP ,A] = - e r f c [ ] 
2 ^ 
(9-46) 
p ; [ JR , JP ,A] = — • — e x p [ - —-] r t— /— 2N 
/TT /2N 
(9-47) 
The unconditional upper bound for this subcase is then 
p £ w ( J R , J P ) = p £ w ( J R , J P , " 0 " ) 
u P C W ( J R , J P ) 
A =0 
r7r/2 
2 P [ J R , J P , A ] - 2A 
r s s 
P 1 [ J R , J P , A s inG] • 
r s 
{P [ JR , JP ,A cos (0+0 ) ] + P [ JR , JP ,A c o s (0-0 ) ] } c o s 0 d 0 (9 -48) 
p s c p s c 
where t h e d e f i n i t i o n s i n E q s . ( 9 - 4 5 ) - ( 9 - 4 7 ) a r e r e q u i r e d . 
W i t h . E q s . ( 9 - 1 8 ) , (9-48) and ( 7 - 3 1 ) , t h e l ower bound becomes 
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P^ (JR,JP) = P^ (JR,JP) - ^ P (JR,JP) (9-49) 
CW CW M BCW 
JR,JP 
The ampl i tudes for t h i s unjammed case a re A =A~=0. Therefore 
P u (JR,JP) = P u (JR,JP,"On) = P^ f JR j JP ) (9-50) 
CW CW F M 
where Pj^JJR, JP) is defined by Eqs. (9-34)- (9-37) . FM 
It must also be true that 
PCW(JR'JP) = PFM(JR'JP) ' (9"51) 
Equation (9-38) de f ines P ~ ( J R , J P ) . 
FM 
Noise Jamming 
If a jammer outputs a total noise power of N, watts, the jamming 
power at the input to the DPSK demodulator must then be N1. = s N. w, / 
: n : b 
(K *pw ), where S is the reduction factor defined previously. This s p n 
power simply adds to the existing thermal noise term in the reference 
or present half-plane probability functions provided the reference or 
present signaling interval is jammed, respectively. 
For each subcase the upper bound is generally written as 
pJJC.O = 2 P r [ . , . , A s ] - 2 As 
fTT/2 
P 1 ( • , • , A s in0] • r s 
o 
{P [• • A cos(0+0 )] + P [ ' , ' , A cos(0-0 )]}cos0d0 (9-52) 
p L ' ' s c p s c 
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It is the functions P [*,*,•], P [•,•,•], and P' [•,*,•] which are 
different for each subcase. 
In each of the following subcases, only the half-plane probability 
expressions are given since the general upper bound of Eq. (9-52) applies 
to all subcases. Equations (9-41)-(9-43) are used but with A =A =0. 
JR,JP 
The h a l f - p l a n e p r o b a b i l i t y funct ions are 
P [JR,JP,A] 
P 










P» [JR,JP,A] = — / -—: — 





With Eqs. (9-18) and (7-33), the lower bound is 
P (JR,JP) = p"(JR,JP) - \ P (JR,JP) 
N N M BN (9-56) 
JR,JP or JR,JP 
The half-plane probability functions are 





^erfc[^] P r [ JR / JP ,X] = - e r f c | — - | (9-58) 
•™„ -1 l F*21 
L , J P , X ] = — • — ; exp — -
v̂  J™ L 2 N J 
P' [JR,JP,A] = — • exp|-^7- I (9-59) 
With Eqs. (9-18) and (7-34), the lower bound is 
F*(JR,JP) = P̂ T(JR,JP) - -PBH(JR,JP) (9-60) 
N N M BN 
JR,JP 
The half-plane probability functions are 
P [JR 
P 
P r [ JR 
,JP,A] = \ e r f c — (9-61) 
2 L/2¥J 
,JP,A] = \ e r f c — (9-62) 
2 Lv^J 
(9-63) P.[JR/JP/X] _=k. ^ e x p r z | _ i 
/IT /2N L J 
With Eqs. (9-18) and (7-35) , the lower bound i s 
pfT(JR,JP) = P
U(JR,JP) - - P (JR,JP) (9-64) 
N K M BN 
Note t h a t 
a n d 
1 3 0 
P^(JR,JP) = P^W(JR,JP) = P^M(JR,JP) 
£ £ £ 
P„(JR,JP) = P (JR,JP) = P (JR,JP) 
N CW FM 
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CHAPTER X 
DEVELOPMENT OF TRACTABLE ERROR EXPRESSIONS 
With the specific subcase results derived in Chapters VII-IX, 
the total probability of error may be written as 
P_(err) = PT(JR,JP)Pr(JR,JP) J J 
+ 2 P (JR,JP)Pr(JR,JP) 
J 
+ P_(JR,JP)Pr(JR,JP) (10-1) 
J 
where J represents any of the subscripts introduced in those chapters 
(e.g. J may be BFM for binary DPSK, FM jamming). If the definitions 
(from Eq. (6-7)) 
Pr(JR,JP) = (̂-) 
s 
(Ns"Ks)Ks 




Pr(JR,JP) = (-̂ —-) 
N 
S 
are used, Eq. (10-1) becomes 
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K 
PT(err) = P_(JR,JP) (—) J J N 
s 
sv2 
+ 2 PT(JR/JP) J 
(N -K )K s s s 
N 
N -K 
+ P (JR,JP) i-^rr^) 
J N 
(10-2) 
Unfortunately, the general probability of error expression in 
Eq. (10-2) does not necessarily describe the average error rate of the 
DPSK system. This is due to the dependence of the parameters A and A 
on the sampling times and the phase of p(t) at those sampling times. 
In fact, if these parameters are not identical at each sampling time 
and for every phase shift of p(t) at those sampling times, the error 
rates will change from one sampling time to the next and, more than 
likely, from one phase shift of p(t) to the next. Therefore, in order 
to classify any of the error rates as average error rates, the error 
expressions must be evaluated for an infinite sequence of sampling times 
and, at each sample time, for p different code phases. This infinite 
number of error probabilities is then averaged to obtain the true aver-
age error probability, which is mathematically written as 
N 
PAVG,J(err) N-*x> n=i 




In Eq. (10-3), the dependence on the sample time (n) and the phase (k ) 
has been justifiably inserted because of the redefinitions 
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A i = v ( n - i ) T b ' y 
A_ = A. (nT ,k ) 2 up b p (10-4) 
The two-variable dependence introduced into the FM envelopes of Eq. 
(10-4) should not be considered an unqualified mathematical deviation 
from the previously used one-variable convention (i.e. A. (nT, )), but 
DP b 
rather as a more complete description of the envelopes. Similar envelope 
notation is available for the CW-tone envelopes. In addition, there are 
no envelope variations for the noise jamming case, thereby making Eq. 
(10-2) the actual average error rate for all noise jamming situations. 
To say the least, Eq. (10-3) is numerically rather cumbersome to 
evaluate. Because of this, certain steps must be taken to minimize or 
eliminate the computations required by Eq. (10-3). The remaining por-
tion of this chapter is devoted to developing accurate and computation-
ally efficient methods to circumvent the problem posed by the nature of 
Eq. (10-3). As an additional result of the method used, some of the 
complex expressions in Chapters VII-IX are significantly reduced. 
One method of reducing the complexity of Eq. (10-3) is to con-
sider a restrictive class of PR waveforms and jamming signals that re-
quires the envelope functions to return to their initial values after a 
finite number (N ) of signaling intervals. With such a repetition, Eq. 
(10-3) is reduced to two finite summations of the form 
N 
, , i vr PAVG,J(err) = 5~ i 
r n=l 
1 
p k i l 
L P 
PT(err,n,k ) J p (10-5) 
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The conditions under which the envelopes are periodic over N intervals 
are developed in Appendix K, where it is shown that the greatest simpli-
fication (N =1) is possible when 
and 
OJ . - O J 
W£ A —-—- = integer (10-6) 
f o — a), 
S. A — = positive integer (10-7) 
0) 
S A = p o s i t i v e i n t e g e r (10-8) 





The parameters Wf , S., and S are referred to as the frequency offset, 
the jamming slip ratio, and the code slip ratio, respectively. 
Though this method is valid and not too restrictive in some 
situations [30], here it imposes not only modeling inconsistencies but 
also very restrictive parameter variations. In the first place, this 
analysis has assumed that the interferences occuring in adjacent sig-
naling intervals arise from different hopping slots and hence are inde-
pendent; if the envelopes are to be periodic over a finite number of 
signaling intervals, some dependence would be required. Secondly, the 
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restrictions on W and S. are not too rigid, but maintaining integer 
values for S eliminates many practical situations which require long 
PR codes. These longer codes are usually accompanied by a decrease in 
oi such that w <a), . Furthermore, this method does nothing to reduce p p b 
the code phase averaging. A method is now introduced to eliminate 
these disadvantages. 
Equation (10-3) can be reduced to an average over one probability 
by simply choosing one of the possible envelope values (one each for 
A, and A ) and using it to calculate the probability of error. This 
method certainly eliminates Eq. (10-3) but provides a result having an 
unknown relationship with respect to the true average error probability. 
However, if this one envelope value were the maximum or minimum of all 
possible values, an upper bound or lower bound to the average probability 
of error could be obtained, respectively. With both the upper and lower 
bounds known, the true average probability of error would be known to 
within certain easily calculated limits. 
Because the envelope maximum (minimum) is used to generate an 
(a) upper (lower) bound to the average error rate, a common question 
asked is: How much of an effect do changes in the envelope maximum 
(minimum), and correspondingly the upper (lower) bound, have on the 
true average error rate? For this study and in the first place, the 
envelope maximum and minimum have approximately an identical chance of 
occurring as any other envelope value since the p phase shifts are 
equally likely and the variation of the envelope about each phase shift 
is very small. In fact, for CW-tone jamming, the envelope at each phase 
shift is constant. 
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Secondly, evidence has indicated that changes in the envelope 
maximum will affect and in most cases dictate the corresponding changes 
in the average error rate much more than the changes in the envelope 
minimum. This is due in part to the fact that as the envelope minimum 
becomes smaller, the jamming efforts become overshadowed by the thermal 
noise effects, causing the jamless, probability-of-error curve to be 
reached. When this happens, any pertubation of the jamming parameters 
is witnessed only in the changes of the upper bound and the correspond-
ing changes in the average probability of error. Furthermore, additional 
evidence has shown that the average error probability is closer to the 
upper bound than to the lower bound, thereby attaching more credence to 
the large effect the envelope maximum has on the average error rate. In 
fact, though the lower bound does indicate somewhat the best attainable 
performance, its usefulness as a lower bound is limited to very specific 
cases and henceforth will not be considered. 
In order to illustrate and substantiate the claims just professed, 
Figures 15-18, which involve CW-tone jamming, are presented. Figures 
15 and 16 should be viewed as a pair, as should Figures 17 and 18, since 
in the former two the error rates are plotted versus signal-to-noise 
ratio (S/N) with the signal-to-jamming ratio (S/J) as a parameter where-
as in the latter two, the roles of S/N and S/J are reversed. The only 
difference between Figures 15 and 16 and between Figures 17 and 18 is 
that p is equal to seven in Figures 15 and 17 and equal to thirty-one 
in Figures 16 and 18. It is seen in comparing each of the pairs of 
figures that as p increases (S fixed) the error curves must and do 
shift to the left. The important consideration here is that the upper 
1 3 7 



















0.00 2.00 4.00 6-00 
S/N (DB 
8.00 lb .oo 12.00 14.00 16.00 
FIGURE 15. Comparison of Upper Bound and Average Error 
Rate for Cochannel, CW-Tone Jamming with p=7, 
S =1, and S/J = 0.0,5.0 dB 
1 3 8 
'0.00 2.00 4.00 6-00 8-00 10.00 12-00 14.00 16-00 
S/N (DB) 
FIGURE 16. Comparison of Upper Bound and Average Error 
Rates for Cochannel, CW-Tone Jamming with 




'-B.QO -B.00 -4.00 -2.00 0-00 2.00 4-00 6.00 8.00 
S/J (DB) 
FIGURE 17. Comparison of Upper Bound and Average Error 
Rates for Cochannel, CW-Tone Jamming with 
p=7, S =1, and S/N = 10.0,15.0 dB 
1 4 0 
S/N = 1 0 . 0 dB 
•8.00 -6-00 -4.00 -2 .00 0-00 
S/J (DB) 
2.00 4-00 6-00 .00 
FIGURE 18. Comparison of Upper Bound and Average Error 
Rates for Cochannel CW-Tone Jamming with 
p=31, S =1, and S/N = 10.0,15.0 dB 
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bound is relatively close to the true average and that the corresponding 
shifts of the upper bound and the average due to parameter and power 
variations are nearly equal. For example, assume a constant error prob-
-4 
ability of 10 (-4.0 on the ordinate axis) and an S/J of 5.0 dB. As 
Figures 15 and 16 indicate, the average error curve shifts approximately 
3.0 dB to the left when p increases whereas the upper bound curve shifts 
about 3.5 dB. For the same error rate but with an S/N of 15.0 dB, 
Figures 17 and 18 show respective shifts of approximately 4.5 dB and 
4.1 dB for the average error rate and upper bound curves. 
With the closeness and nearly equal changes of the two error 
rates, the upper bound is a useful criterion for extensive parametric 
studies. Furthermore, from a computational point of view, the upper 
bound expression is clearly more desirable since its computation time 
is 10-100 times less than that required to compute the average (at 
least for p=7,31). This becomes a considerable savings in time and 
money when a large parametric study is undertaken. 
The above discussion and illustrations, while providing evidence 
in an engineering sense, obviously do not completely prove the conjec-
tures that the upper bound is close to the average error rate and that 
any changes occur approximately equal. There may exist some cases where 
the closeness or the identical behavior is not as well substantiated. 
Nonetheless, the upper bound remains a useful tool for parametric 
studies. If the true average error rate were required, it most cer-
tainly could be calculated, though at large expense, using the methods 
and techniques described above. 
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The actual determination of the maximum of the envelope will now 
be discussed. For completeness, the envelope minimum calculation will 
also be considered. The calculation of these values is totally dicta-
ted by the type of jamming signal present. In the simplest case, the 
jamming signal is a constant amplitude CW-tone. After this signal is 
passed through the DS correlator and the narrowband filter, the envelope 
is simply a filtered version of p(t). Because the start of the signaling 
interval is guaranteed to coincide with the beginning of a PR code chip 
(synchronous generation), there are only p possible sampled envelope 
values which can occur. A particular value depends on the 
phase shift (or chip) of the PR waveform at the sampling time. There 
exists one phase shift (or chip), henceforth referred to as the "max-
chip," which produces the envelope maximum. Correspondingly, one phase 
shift ("minchip") produces the envelope minimum. Each of these is 
determined by calculating the envelope for each of the possible phase 
shifts and performing a comparison of the envelope values. 
For an FM jamming signal, there are also p different, PR wave-
form phase shifts possible at any one time. However, in contrast to the 
CW-tone case, the envelope also depends on the offset parameter. There-
fore, in order to determine the maximum and minimum of the envelope for 
the FM case, the variation of the envelope due to the offset parameter 
must be monitored at each of the p phase shifts. Corresponding to each 
of the p phase shifts, there exists an offset parameter value which 
maximizes the envelope for that phase shift and a value which minimizes 
the envelope for the same phase shift. These two offset parameter 
values are given the names, "maxoffset" and "minoffset," respectively. 
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The absolute maximum of all FM envelope values would be that value oc-
curing for the maxchip and maxoffset simultaneously. Likewise, the 
absolute minimum envelope value would occur whenever the minchip and 
minoffset coincided. 
As the error expressions for the FM cases of Chapters VII-IX in-
dicate, the offset parameters were to have been averaged over. Due to 
the maximization approach proposed here, this averaging is no longer 
required and those expressions which created numerical problems because 
of this averaging have now been reduced to more computationally efficient 
expressions. 
To insure that the offset parameter maximization creates only a 
minor, additional deviation (in addition to the PR-chip maximization) 
between the upper bound and the average error rate, the dependence of 
the error probability on the offset parameter at the maxchip was inves-
tigated. As an illustration of the typical offset parameter dependence, 
refer to Figures 19 and 20. The difference between these two figures is 
that in Figure 19, S/N is used as the abscissa variable and S/J as the 
parameter, whereas the roles are reversed in Figure 20. In each figure 
there are two sets of curves, corresponding to two different parameter 
values. For the time being consider only the upper and lower bounds 
for each parameter value. The upper and lower bound curves are a re-
sult of using the maxoffset and minoffset, respectively, at the maxchip. 
In other words, the phase shift (maxchip) which produces the maximum en-
velope value is sampled and for that phase shift the offset parameters 
which produce the maximum and minimum envelope value are used. 



















ib .oo 12.00 14.00 TB.OO 0.00 2.0O 4.00 6-00 8-00 
S/N [DB) 
FIGURE 19. Offset Parameter Dependence at the Maxchip for 
FM Jamming with p=7, S =1, S. =1, B=l and S/J = 
0.0,5.0 dB 3 
o 
o 
o>̂  , 
-B.00 -B.00 -4.00 -2.00 0.00 2-00 4.00 6-00 8-0.0 
S/J CDB) 
FIGURE 20. Offset Parameter Dependence at the Maxchip for 
FM Jamming with p=7, S =1, S.=l, 3=1, and S/N = 
10.0, 15.0 dB D 
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bounds for the maxchip (due to the maxoffset and minoffset) are reason-
ably tight bounds. This tightness indicates a lack of strong offset 
parameter dependence. For a wide variation of system and jamming vari-
ables this same tightness prevails. Nonetheless, for some variable 
values, the dependence becomes more pronounced. For example, in Figures 
21 and 22, 3 is taken to be two, in contrast to the 3=1 curves of Fig-
ures 19 and 20. The increase in the modulation index has caused the 
bounds to deviate somewhat. This latter case, however, is not included 
in the practical cases of interest, since it would not be realistic to 
expect the jammer to spread his bandwidth and hence reduce the jamming 
power within the narrowband filter bandwidth. 
Because of this weak offset parameter dependence, there is no 
need to average over the offset parameter. Nonetheless, if it were 
possible to approximate this average, a slightly more accurate analysis 
would result. An approximation has been developed with the specific 
results depicted as the additional curves constrained by the bounds in 
Figures 19-22. The actual probability of error averaged over the off-
set parameter at the maxchip was determined and is graphed as the curve 
nearest the upper bound for each parameter value. This holds for each 
set of curves. In addition to the average error curve, there is also 
one other curve constrained within the bounds of each set. This curve 
is the approximated average and is so obtained by determining the RMS 
value of the possible envelope values at the maxchip and then calcula-
ting the error rate for this value. In other words, instead of deter-
mining an average probability, the probability based on an average 
envelope is determined. In some cases (e.g. the S/J=0.0 set for Figure 
S/J = 0.0 dB 
4.00 6̂ 00 8̂ 00 
S/N (DB) 
FIGURE 21. Offset Parameter Dependence at the Maxchip for 
FM Jamming with p=7, S =1, S.=l, 3=2, and S/J= 
0.0,5.0 dB 
'-8.00 -fe.00 -4.00 -2.00 CKOO 2^00 4^00 6^00 8-00 
S/J t DB J 
FIGURE 22. Offset Parameter Dependence at the Maxchip for 
FM Jamming with p=7, S =1, S =1, 3=2, and S/N = 
10.0,15.0 dB c j 
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19) the approximation and actual average are too close to be distinguish-
ed. Again, the accuracy of this approximation depends on the particular 
parameter values chosen, but for the values of interest for the practi-
cal cases, it is a good approximation. 
In summary, any offset-parameter averaging required by the ex-
pressions in Chapters VII-IX may be eliminated. One argument for its 
elimination is based on using the absolute maximum (maxchip-maxoffset) 
envelope value. Upon investigating the variation of the error rate as 
a function of the offset parameter at the different phase shifts (in 
particular the maxchip) it was found that only a weak dependence existed. 
In fact, the offset-parameter averaging process could be approximated 
by evaluating the conditional error expressions (Chapters VII-IX) with 
the RMS value of the envelope at those phase shifts. Therefore, the 
goal of the "maximum" amplitude search for the FM case became the loca-
tion of the maxchip and then, for this phase shift, the determination 
of the RMS value of the envelope variation. 
In lieu of the envelope calculations just discussed, the bounding 
techniques presented in Chapter IX for M>4 ultimately serve as upper and 
lower bounds to the error rate which would be obtained for the maxchip 
envelope value. The upper and lower bounds in Chapter IX and calculated 
for the envelope value at the maxchip and minchip, respectively, do 
provide an overall upper and lower bound to the average error rate for 
M>4. However, since the bounds for the error rate at the maxchip is 
the main concern here, the tightness of these bounds, both of which are 
calculated at the maxchip, is significant. The deviation of these 
bounds from the true error rate at the maxchip is negligible. This 
fact is illustrated in Figures 23-25 where, for each jamming signal, 
the log of the difference between the upper and lower bounds (bound 
deviation) is plotted for two values of the signal-to-jamming-power 
ratio and for M=4, 8, and 16. It is generally concluded, as expected 
from Chapter IX, that as M, S/J, or S/N increase, the bounds become 
tighter. Thus, only a reasonably small difference exists between the 
maxchip error rate and the bounds to that rate. 
Before leaving this chapter, a few additional comments are re-
quired. Even with the elimination of the offset parameter averaging, 
it should be noted that the numerical computation required by the 
quaternary subcases is still substantial. For example, in the CW-tone 
(JR,JP) subcase, an adaptive integration routine is required to accu-
rately compute the expression. The generation of one curve for this 
subcase took 500 seconds, whereas a computation time of only 5 seconds 
was required to evaluate the very tight lower and upper bounds to the 
maxchip error rate. Therefore the bounds developed for M>4 are also 
used for M=4. 
The simplifications discussed in this chapter, including the 
fact that A,=A_ for maximization, result in efficiently-computable 
expressions. These expressions for each subcase of Chapters VII-IX are 
summarized in Tables 1-9, where for a quick reference, the specific 
tables are: 
TABLE 1: BINARY, NOISE JAMMING 
TABLE 2: QUATERNARY, NOISE JAMMING 
TABLE 3: M>4, NOISE JAMMING 
0-00 2^00 4'.00 6^00 8.00 
S/N (DB) 
10.00 12.00 14.00 16.00 
FIGURE 23. Bound Deviation vs S/N, S/J, and 
M for Noise Jamming 
1 5 2 
S/N (DB) 
10.00 12-00 14.00 16.00 
FIGURE 2 4 . Bound D e i v a t i o n vs S/N, S / J , and 
M f o r CW-Tone Jamming 
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0.00 2.0Q 4.00 6.00 8.00 
S/N (DB) 
J 2 . 0 0 14.00 16.00 
FIGURE 25. Bound Deviation vs S/N, S/J, and 
M for FM Jamming 
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TABLE 4: BINARY, CW-TONE JAMMING 
TABLE 5: QUATERNARY, CW-TONE JAMMING 
TABLE 6: M>4, CW-TONE JAMMING 
TABLE 7: BINARY, FM JAMMING 
TABLE 8: QUATERNARY, FM JAMMING 
TABLE 9: M>4, FM JAMMING 
In these tables the notation 
A = a.. (t) at the maxchip 
]1CW 
and 




TABLE 1. Error Expressions for DS/FH, Binary 
DPSK with Noise Jamming 
P B N ( J R , J P ) 
1 
1 r 1 s i 
2 e x p [ - - — ] 
PBN(JR,5F) 
OR 
PB N(5i ,JP) 
2 
i i A 
1 r l / s ^ 
I^'-JW^11 
3 




TABLE 2. Error Expressions for DS/FH, Quaternary 
DPSK with Noise Jamming 




USE P^(JR,JP) OR P^(JR,JP) IN TABLE 3 
PQN(JR,JP) USE P*J(JR,JP) IN TABLE 3 
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TABLE 3. Upper Bound Error Expressions for DS/FH, 
M-ary DPSK with Noise Jamming 
P N ( J R , J P ) 
A A rir/2 A 
e r f c [ — - ] + — — I e x p ( - ^ s i n 9) { e r f c [ — - c o s ( 6 + 0 ^ ] 
/ 2N /2NTT J Q 
A 
c 
/ 2 N 
+ e r f c [ c o s ( 9 - 9 ) ] } c o s 9 d 9 
i/2N 
P ^ ( J R , J P ) 
OR 
u P N ( J R , J P ) 
A 
e r f c [ — - ] + 
A s p r / 2 
/2N" /2NTT J 
e x p ( - — s m 6) 
{ e r f c [ 
A A 
s ,„ „ % , . _ , s c o s (6+6 ) ] + e r f c [ -
/ 2 (N+N • ) ° / 2 (N+N'.) 
c o s ( 6 - 9 ) ] } c o s 6 d 6 
c 
P N ( J R , J P ) 
A 
e r f c [- -] + 
TT/2 A 
e x p ( -
/2 (N+N' . ) / 2 (N+N• ) 7T J o 
A A 
{ e r f c [ c o s (6+6 ) ] + e r f c [ 
c 
2 (N+N'.) 
s i n 2 9 ) • 
/ 2 (N+N • ) 
- c o s ( 6 - 6 ) ] } c o s 6 d 6 
/ 2 (N+N1.) C 
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TABLE 4. Error Expressions for DS/FH Binary 
DPSK with CW-Tone Jamming 
W J R ' J P > 
1 r s 1 
2 e X P [ " 2 N 1 
P B C W ( J R ' J P > 
OR 
P B C W ( J R ' J P > 
1 I",, n A / 4 A S + 4 f ls f l C O S^l + fl2 
57 {1-Qll / 5 
+ et — , -
2 v¥ 2 
2 /N 
2 ? 
4A + 4A ACOS9 + A 
N 
] } d 9 . 




• 2+ 2 
m l 2 
N 
2 ^ 2 






/ 2 2 
S + m 4 
N 
f 2 ^ 2 
m + m 
2 2 2 2 2 
m + m = 4A +4A A(cos(j) +coscj> )+2A cos(<f> -cj> )+2A 
_L ^ S S J- ^i J_ L̂ 
2 2 2 2 
m_+m = 2A - 2 A c o s (<J).-<J>_) 
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TABLE 5. Error Expressions for DS/FH, Quaternary 
DPSK With CW-Tone Jamming 
PQCW(JR'JP) 










USE P (JR,JP) IN TABLE 6 
1 6 0 
TABLE 6 . U p p e r B o u n d E r r o r E x p r e s s i o n s f o r D S / F H , 
M - a r y , DPSK W i t h CW-Tone J a m m i n g 
P ( J R , J P ) 
CW 
A A J-TT/2 A A 
e r f c [ ] + e x p ( - ~- s i n 9 ) { e r f c [ — - c o s (9+9 ) ] 
A 
+ e r f c [ c o s ( 9 - 0 ) ] } c o s 0 d 0 
i/2N 
P ( J R , J P ) 
CW 
OR 
P ( J R , J P ) 
CW 
A A rTT/2 A n n f 2 i 
c r s . s s . 2 . x , 1 
e r f c [ ] + | e x p ( - — - s i n 0) {— 
zJM 2TT 
y/ZN / 2 N T T J O 
( e r f c [ c o s (0+0 ) 
o /2N ° 
A s A 
s i n ^ ] + e r f c [—— c o s ( 9 - 0 ) sin<J>_])d<|> } c o s 6 d 6 





e r f c [ sincj) ]d(J) 
o /2N" /2N" 
A rTT/2 r2Tr A 
s r r . s . „ A 
{ e x p [- ( s i n 
3 J o J o /2N~ / 2 F 
9 sin<J>.) ]d(J>.}' 
/ r r r J- i 
P C W ( J R , J P ) 
/2NTT' 
/ • 2 T T A 
{— ( e r f c [ — - c o s ( 9 + 9 J - — sin<j>.] 
4 7 r J o / 2 ¥ v^N 2 
s A 
+ e r f c [ c o s ( 0 - 0 ) - s in<i_ ] ) d<fc } • c o s 9 d 0 
/2¥ fit 2 2 
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TABLE 7. Error Expressions for DS/FH, Binary 
DPSK With FM Jamming 
P B F M ( J R ' J P > 
1 r S , 
2 e x p [ - — ] 
P B F M ( J R ' J P ) 
OR 
p ( J R , J P ) 
BFM 
4A 2 + 4A A c o s ( K + A 
_s s x 1 x 1_ 
N ' 2 
y^N 
2 2 
, A , / 4 A + 4A A cos<|>, + A 
, ^ r l X 1 / S S X 1 X , 
^ 2 ^ ' I / — '>«1 





2 J . 2 
1 1 / m l 2 
i ^ l / ^ <2v 
o v v.' 
2 ^ 2 
1 / m 3 + m 4 
N 
. 2 ^ 2 / 2 ^ 2 
1 / V m 4 1 / V m 2 _ _ „. 
2 2 2 2 2 
m..+m = 4A +4A A (cos<j> +cosc}> )+2A c o s ((}>--(}>)+2A 
1 2 S S X J. 2. X 1 2 X 
2 2 2 2 
m.,+m_ = 2A - 2 A c o s (<(). -<|> ) 
3 4 x x 1 2 
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TABLE 8. Error Expressions for DS/FH, Quaternary 
DPSK With FM Jamming 
P^ (JR,JP) 
QFM 





V M ( ™ ' J P > 
USE pJJ (JR,JP) OR P!JW(JR,JP) IN TABLE 9 FM FM 
V M ( J R ' J P ) USE P
U (JR,JP) IN TABLE 9 
FM 
16 3 
TABLE 9. Upper Bound Error Expressions for DS/FH, 
M-ary DPSK With FM Jamming 
P U ( JR , JP ) 
FM 
A A r-n/2 A 
e r f c [ — - ] + — — e x p ( - -£ s i n 6 ) { e r f c [ — - c o s (6+6 ) ] 





+ e r f c [ c o s ( 6 - 6 ) ] } c o s 0 d 0 
P F M ( J R ' J P ) 
OR 
u 
P F M ( J R - J P ) 
A 
e r f c [—-] + 
A f-rr/2 s ' 
/2N /2NTT J 
/ s . 2 . . 
e x p ( - — s i n 6) . 
£ 
<2TT A 
( e r f c [ c o s (0+0 ) 
o /2N' C 
A A A 
sincj) ] + e r f c [ — ~ c o s ( 0 - 0 ) - —-sine}) ] ) d<|> }cos0d0 
2N /ZN C /2~N 
P
F M
( J R ' J P ) 
2TT 




•TT/2 2TT A A 
S X 
exp [-( s i n 0 sincf> )]dcf) } 
/ZN /ZN 
£ 
•2TT A A 
( e r f c [ — - cos (0+0 ) sincf) ] 
o /2N~ ° /ZN" 
A A 
+ e r f c [ c o s (0 -0 ) sincf) ]) dcf> } - cos0d0 
/2N C /ZN ^ 
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CHAPTER XI 
QUANTITATIVE PROCEDURES AND RESULTS 
Because of the complexity exhibited by the majority of the sub-
cases in Tables 1-9, closed form expressions for those subcases contain-
ing integrals are either unknown at this time or impossible to obtain. 
Therefore, numerical techniques are required to evaluate these complex 
expressions. It is the purpose of this chapter to present the numerical 
techniques involved, to illustrate the results of a typical analytical 
study, and to draw tentative conclusions as to the best system/jamming 
strategies. 
Preliminaries 
A few basic and important facts must be emphasized at this point. 
They are: 
(1) The point in the system model at which the thermal 
noise and jamming powers are measured is very cri-
tical. Since demodulation systems require specific 
thermal noise limitations, it is normal to refer 
the thermal noise power to the input of the demodu-
lation system. Therefore, for this analysis the 
signal-to-noise ratio (SNR) , written as 
'I'D A if < " " 
i s t h a t r a t i o measured a t the demodulator i n p u t . 
I f needed, the SNR a t the output of the dehopping 
system o r a t the r e c e i v e r i npu t may be determined 
once (S/N) i s known. In f a c t , the frequency-
dehopping ou tpu t SNR i s 
(-) = (—> (-) = (—> (-) 
lN ;F Kpu ' V D VpS ' V D 
F p F c 
(11-2) 
which r e s u l t s in a r e c e i v e r i npu t SNR of 
£ = _1_ £ = 1 (N JR N ( N J F " pS N 
s c s 
• > < f > D (11-3) 
The amount of power expended by the jammer i s 
a c r i t i c a l pa ramete r . Therefore , i t i s advantageous 
t o r e f e r the jamming power t o the inpu t of the r e -
c e i v e r . For CW-tone or FM jamming, the s i g n a l - t o -








The SJR for noise jamming is 
lJ7R 2N (11-5) 
166 
If the SJR were required at the frequency-dehopping 
output or the demodulator input, the respective 
ratios would be 
(~)F =
 K
s(j) R (CW-Tone,FM,Noise) (11-6) 
and 
K Ps S, s c ,S% , 
<J'D - ~ i - (J'R (Noise) 
n 
<!'D • 7^2 <!>R (C™e> 
(A) 
'I'D " ~2 (!'R (FM) (11"7) 
X 
where A and A are defined at the end of Chapter X. 
Of course, if no jamming signal were present in the 
dehopped bandwidth, then 
<J>F-
(§)D - - (11-8) 
2. Up to this point, the type of filter has remained 
unspecified in order to maintain generality. For 
illustrative purposes the narrowband, bandpass 
filter considered is a Butterworth filter with 
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magnitude characteristic 




and p h a s e c h a r a c t e r i s t i c [32] 
6 (co) = a r c t a n K - l 
.K-2 K - l .K-4 K-3 
3 • w +hv ,, • j • co + . . . +bn co I n 
.K K .K-2 K-2 2 2 
3 *co +hv •-) *co + . . . + b •-) *co +1 n K-2 J n 2 J n 
(K even) 
a r c t a n 
•K-1 K ^ u 1 *to + b. J n 
.K-3 K-2 
__ - j *co + . . .+bnco K-2 n I n 
.K- l K - l , .K-3 K-3 • .2 2 , 




j = - 1 , co = 
n co, 
2TT 
CO. b T, 
JK-1 
s i n ( — ) 
IT . 1 
K - 2 
sm(- ) 
V l = b2 
c o s [ ( a - l ) — ] 
j = 
K-a . .air. 
s x n ( — ) 
kt, . n = b K-a+1 a (11-11) 
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(3) For maximum generality, the specific type of periodic 
modulation for the FM jamming signal has not been 
considered. In other words, the expressions in 
Chapter X are general enough to include any periodi-
cally modulated FM signal. However, in order to 
make comparisons with previous work [30], the 
linear-swept (Figure 7) FM signal, whose Fourier 
series coefficients are found in Appendix A, is 
considered. 
Computational Organization 
To carry out the numerical evaluation of the probability-of-
error expressions, a computer program has been developed. The program 
has the extensive capability of accepting a set of signal, interference, 
and noise parameters, evaluating the error expressions for this set, and 
plotting the determined error rates. The specific organization of the 
program follows: 
(1) The main program is used as a base from which all 
calculations are made. Parameter values such as 
the ranges of SNR and SJR, p, S , S , W- . K , N , 
c m no s s 
M, 3, and the Butterworth filter order (K) are all 
assigned specific values in the main program. The 
type of jamming signal is also chosen, as well as 
which variable (SNR or SJR) is to be plotted on the 
abscissa axis. 
Immediately following the input of the specified 
parameters and only for the CW-tone or FM jamming 
cases, the main program calculates the maximum 
envelope value for CW-tone jamming or the required 
RMS value of the FM jamming envelope. This is ac-
complished by first determining the appropriate 
set of Fourier series coefficients, and secondly, 
making a comparison of those envelope values gene-
rated by Eq. (5-26) or an RMS calculation at the 
maxchip of the envelope in Eq. (5-13). The RMS 
calculation at the maxchip is made by evaluating 
Eq. (5-13) at a discrete number of equally-spaced 
values on the interval (0,2TT), and then taking 
the square root of the average of the squared en-
velope values. See Appendix L for additional 
information on envelope calculations. 
The envelope calculation step may not be re-
quired for two reasons: (a) if the jamming signal 
is noise only; or (b) if the specified parameters 
are such that the envelope maximum or the RMS of 
the envelope has been previously determined. For 
the second reason, such a situation may arise if 
SNR, SJR, K , N , or M either individually or 
simultaneously change and all envelope-related 
parameters remain fixed. 
The actual Fourier series definitions for the 
PR waveform and the FM signal require an infinite 
number of terms. However, for computational pur-
poses, the series are truncated whenever the PR 
waveform representation reaches 95% of its power 
and the FM representation reaches 99% of its 
power. Only 95% is used for the PR waveform since 
a large number of additional terms are needed to 
obtain the next 4% of power with negligible in-
crease in representation accuracy. 
Once the desired envelope value (if required) is 
calculated, the error expressions for the appropri-
ate value of M and jamming signal are evaluated. 
All basic functions requiring evaluation are found 
through basic library routines or by special, in-
dividual subroutines attached to the main program. 
For example, the functions Q(c,d) and erfc(u) are 
not contained in a basic computer library but are 
evaluated by separate subroutines. The Marcum-Q 
function is calculated by a method proposed by 
Schnidman [56] with a general accuracy of one part 
in 10 . An accuracy of one part in 10 is 
achieved by calculating the complementary error 
function with a method developed by the Control 
Data Corporation [57]. 
The numerical integration routine is a fixed 
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s t e p - s i z e , Romberg i n t e g r a t i o n scheme. Because the 
i n t eg rands are r e l a t i v e l y smooth func t ions , a f ixed 
r a t h e r than an adapt ive s t e p - s i z e i s p o s s i b l e . To 
i n su re good accuracy , an a d a p t i v e , Romberg i n t e g r a -
t i o n r o u t i n e with a r e l a t i v e accuracy of one p a r t in 
10 was used to compare with the f ixed s t e p - s i z e 
r o u t i n e . A n e g l i g i b l e d i f f e r ence r e s u l t e d from the 
comparison. 
(d) F i n a l l y , a CALCOMP p l o t t i n g r o u t i n e i s used to p l o t 
the logar i thm of the e r r o r r a t e s versus SNR or SJR. 
Based on the d i f f e r e n t a n a l y t i c a l t echniques u t i l i z e d for M=2,4, 
and M>4, mu l t i p l e c ross -checks were made t o e s t a b l i s h a high degree of 
confidence in the numerical computat ions . For example, the bounds for 
the genera l M-ary s i t u a t i o n (Chapter IX) were used, with M s e t equal 
to 2, t o t e s t the v a l i d i t y of the i n d i v i d u a l l y computed b ina ry c a s e . 
A s i m i l a r t e s t was c a r r i e d out for M=4. 
Bas is for Paramet r ic Comparison 
A re fe rence p o i n t , o r p o i n t s , must be e s t a b l i s h e d in o rde r t o 
make comparisons and draw conc lus ions . For t h i s a n a l y s i s , t h r e e r e f e r -
ence p o i n t s have been chosen. The f i r s t and primary re fe rence p o i n t i s 
the performance of a conven t iona l , b ina ry DPSK system in a white gaus-
s i an no i se environment (S/J=°°) . An advantage of such a r e fe rence i s the 
common b a s i s i t e s t a b l i s h e s for a l l t h r e e jamming s i g n a l s . Because of 
the i n t e r e s t in confirming the b e n e f i t s of spread spectrum s i g n a l i n g , 
the f i n a l two re fe rence p o i n t s are the performance of an FH-DPSK system 
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and a conventional DPSK system, both of which are subjected to noise, CW-tone, 
and periodic FM jamming. These references are elaborated on now. 
Gaussian Noise Reference 
FromEq. (3-1) the jam-free performance of conventional, binary DPSK is 
1 S 
Pr(err) = — exp [- —J 
For illustrative purposes this reference is plotted in Figure 26. Be-
cause the performance of a DS/FH, binary DPSK system must approach the 
jam-free performance of Figure 26 for high SJR, Figure 27 is presented 
to illustrate the limiting effects of the jammed performance. 
Reference Without PS 
This reference depends on the type of jamming signal present. For 
each of the three different jamming signals, the system operates in two 
hopping slots with only one of the slots containing a jamming signal 
(i.e. N = 2 , K = 1 ) . The expressions in Chapter X may be used here with 
the following required parameter values: 
(1) Noise Jamming 
p = 1 
S /S = 1 
c n 
(2) CW-Tone Jamming 
W £ = 0 fo 
Ax = A 2 = 1 
(3) Periodic FM Jamming 
W_ = 0 fo 
3 = 1 
S. = 1 
D 
K = 1 
A, = A = RMS value of j. (t) where 
t=0 
U'. 00 o'.OO B'.OO 10-00 12~.~00 14 .00 16~. 00 13 .00 " 2 0 . DO 
S/N (DB) 
FIGURE 26. Probability of Error vs S/N for Binary DPSK in a White 
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FIGURE 27. Probability of Error for High S/J and DS/FH, Binary 
DPSK Regardless of the Jamming Type 
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j ± ( t ) 
oo j 
^ = - { y la [A(w.+nw )cos(cj) -9(w.+nw )) }^ 
t = 0 2 ^ ' n ' D m Tn 3 m 
n=-oo 
These r e f e r e n c e s f o r b i n a r y FH-DPSK a r e shown i n F i g u r e s 2 8 - 3 3 . Two 
s e t s o f r e f e r e n c e s a r e shown f o r e a c h jamming s i g n a l ; t h e d i f f e r e n c e s 
r e s i d i n g i n t h e a b s c i s s a v a r i a b l e and t h e p a r a m e t e r v a r i a b l e . 
R e f e r e n c e W i t h o u t DS/FH 
P r e v i o u s r e s u l t s [ 26 ,30 ] a r e u sed h e r e i n o r d e r t o e s t a b l i s h 
r e f e r e n c e s f o r each t y p e o f jamming e n v i r o n m e n t . In t h e n o i s e jamming 
c a s e , t h e r e q u i r e d b i n a r y , DPSK p e r f o r m a n c e - r e f e r e n c e i s 
P B N R ( e r r ) - exp 
= — exp 
2 (N+N .) 
- ( S / N ) ( S / J ) 
( S / J + S/N) 
(11-12) 







For the cochannel, CW-tone situation, the reference is [26] 
P n „ r m ( e r r ) BCWR =Hi • ̂  vfrj 
1 „l L J A s 
S / J = - 5 . 0 dB 
= 0 . 0 dB 
= 1 0 . 0 dB 
16.00 18. U0~ '4.00 6.00 8.00 10.00 12.00 
S / N ( D B J 
14.00 20 
FIGURE 2 8 . R e f e r e n c e Curves W i t h o u t DS and vs S/N: FH, B i n a r y 
DPSK; No i se Jamming; N = 2 , K =1 
s s 
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-10.00 -4.00 2.00 8-00 14.00 
S/J (DB) 
20.00 26-00 32.00 38.00 
FIGURE 2 9 . R e f e r e n c e Curves W i t h o u t DS and vs S / J : FH, B i n a r y 
DPSK; N o i s e Jamming; N = 2 , K =1 
18-00 20.00 
FIGURE 30. Reference Curves Without DS and vs S/N: FH, Binary 
DPSK; Cochannel, CW-Tone Jamming; N =2, K =1 
'-10-00 -4.00 2.00 8.00 14.00 
S / J (DB) 
20.00 26-00 32-00 38.00 
FIGURE 3 1 . R e f e r e n c e C u r v e s W i t h o u t DS and vs S / J : FH, B i n a r y 
DPSK; C o c h a n n e l , CW-Tone Jamming; N = 2 , K =1 
4.00 6.00 8.00 10-00 12-00 
S/N (DB) 
14.00 16.00 18.00 20-00 
FIGURE 32 . R e f e r e n c e Curves W i t h o u t DS and v s S/N: FH, B i n a r y 
DPSK; C o c h a n n e l , L i n e a r FM Jamming; 3=1/ S . = l , K=l , 
N = 2 , K =1 s s 
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10.00 •4.00 2.00 8.00 14.00 
S/J (DB) 
20.00 26.00 32.00 38-00 
FIGURE 33. Reference Curves Without DS and vs S/J: FH, Binary 
DPSK; Cochannel, Linear FM Jamming; 3=1/ S.=l, K=l, 
N =2/ K =1 : 
s s 
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where the jamming-to-noise power ratio (JNR) and the SNR are 
2 
A. 






™ — m •• 
N 2N 
(11-15) 
Finally, and from [30], the performance reference for the periodic 
FM jamming case is 
27T 





-j: - A, (x), — dx 
N 
A.(x) , A !• 
1 N 
dx (11-16) 
where A.(x) is the envelope of the filtered FM signal as a function of 
the offset parameter at t=0 and 
fo 
K (11-17) 
The combined results are illustrated in Figures 34-39 where 
again two sets of reference curves are plotted for each jamming signal. 
Notice that in this non-spread situation, noise jamming is more des-
tructive to system performance than CW-tone or periodic-FM for large 
1 8 3 
S / J = - 5 . 0 dB 
















= 1 0 . 0 dB 
O ) . 
6'.00 T o . oo 4.00 s ' . o o i b . o o 12T00 
S/N (DB) 
14 .00 16-00 18 .00 
FIGURE 34. Reference Curves Without DS/FH and vs 
















C L ° 
c±> i o 
= 1 0 . 0 dB 
= 1 2 . 0 dB 
CD 
COJ 
-10.00 -4-00 2.00 
= 1 6 . 0 dB 
8'.00 H . 0 0 
S/J (DB) 
= 1 4 . 0 dB 
20.00 26.00 32.00 33-00 
FIGURE 35. Reference Curves Without DS/FH and vs 




FIGURE 36. Reference Curves Without DS/FH and vs 
S/N: Binary DPSK; Cochannel, CW-Tone 
Jamming 
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-10-00 -4 .00 2.00 8.00 14.00 
S/J (DB) 
20-00 26.00 32-00 38-00 
FIGURE 37. Reference Curves Without DS/FH and vs S/J 
Binary DPSK; Cochannel, CW-Tone Jamming 
'4.00 6.00 8.00 10.00 12.00 14.00 Ts .00 "Hi.OO 
S/N (DB) 
2D.00 
FIGURE 38. Reference Curves Without DS/FH and vs S/N: 
Binary DPSK; Cochannel, Linear FM Jamming; 
3=1, S.=l, K=l 
1 8 8 
• 1 0 . 0 0 -4.00 2.00 8.00 14.00 
S / J (DB) 
2D.00 26.00 32.00 3B.00 
FIGURE 39. Reference Curves Without DS/FH and vs S/J: 
Binary DPSK; Cochannel, Linear FM Jamming; 
3=1, Sj=l, K=l 
SJR. However, for a low SJR, it is seen that CW-tone and periodic-
FM produce larger error rates. 
As an interesting sidenote, POI,Mri (err) was also calculated by 
BFMR 
using the RMS approximation method. In other words 
P 
BFMR (err) = \ Q [^J A ^ , <£f"J <"-") 
where 
APMC = RMS(A.(x)) 
RMS j 
The results of this approximation and the actual averaging were nearly 
indistinguishable. 
General Results and Preliminary Conclusions 
In order to exemplify some typical results obtainable during an 
extensive parametric study, Figures 40-45 are presented. As before, 
there are two sets of curves for each jamming signal. The first set for 
each jamming signal has an abscissa variable equal to the SNR whereas 
the second set uses the SJR as the abscissa variable. In all cases 
the following parameter values are used: 
p = 31 
S = 1 
c 
N = 2 
s 




FIGURE 40. Probability of Error vs S/N: DS/FH, Binary DPSK; 
Noise Jamming; p=31, S =1, N =2, K =1 
191 
-28.00 - 2 2 . D O - ' l6.00 MO.00 "^4.00 
S/J (DB) 
20.00 
FIGURE 41. Probability of Error vs S/J: DS/FH, Binary DPSK; 
Noise Jamming; p=31, S =1, N =2, K =1 
192 
'4.00 6-00 ID.00 12.00 
S / N ( D B ) 
JO 
FIGURE 42. Probability of Error vs S/N: DS/FH, Binary DPSK; 
Cochannel, CW-Tone Jamming; p=31, S =1, N =2, K =1 
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2 2 - 0 0 - 4 . 0 0 
S/J (DB 
2D.0C 2 6 . GO 
FIGURE 43. Probability of Error vs S/J: DS/FH, Binary DPSK; 




S/J = - 5 . 0 dB 
6.00 8-00 10-00 
S/N (DB 
12.00 14.00 IB.00 IB.00 20.00 
FIGURE 44. P r o b a b i l i t y of Er ro r vs S/N: DS/FH, Binary DPSK; 
Cochannel, Linear FM Jamming; p=31, s c
= l ' 3=1/ 
S j = l , K=l, N s=2, Kg=l 
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•22.00 16.00 10-00 -4 .00 2.00 
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8.00 1 4 - 0 0 20.00 :^.00 
FIGURE 4 5 . P r o b a b i l i t y of E r r o r v s S / J : DS/FH, B i n a r y DPSK; 
C o c h a n n e l , L i n e a r FM Jamming; p = 3 1 , S = 1 , 3=1 / 
S . = l , K=l , N = 2 , K =1 
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The CW-tone and periodic FM jamming signals are both cochannel (W = 
0) and are filtered by a first order (K=l) Butterworth filter. A unity 
modulation index (3=1) and a jamming slip ratio (S.=l) are also used to 
complete the description of the FM jamming signal. 
Jamming Degradation 
From Figures 40-45, it is clearly evident that the effects of 
jamming become quite noticeable for low S/J ratios. For example, a 
binary DPSK system operating in white gaussian noise only performs at 
-7 
an error rate of .7x10 for an S/N of 12 dB. At the same S/N this 
performance is drastically reduced to an error rate of .2 for a non-
spread, binary DPSK system (Figure 34), and reduced to an error rate of 
.3x10 for a DS/FH, binary DPSK system (Figure 40) upon subjection to 
a noise jamming environment with S/J = 0 dB. The effectiveness in a 
jamming environment of the DS/FH system over the non-spread system is 
certainly demonstrated here since the performance of the DS/FH system 
is significantly superior. To reach the "jamless" performance level 
_7 
(.7x10 ), the DS/FH system subjected to noise jamming (S/J = 0 dB) 
must increase its signal power by 2 dB (from Figure 40). 
The amount of performance reduction exhibited in moving from 
the "jamless" state to the "jammed" state depends on the type of jam-
ming signal. It was shown above that an error rate increase from 
-7 -5 
.7x10 to . 3 x 10 (DS/FH) was obtained for an S/J of 0 dB and an S/N 
of 12 dB. For the same S/N and S/J but with a CW-tone jamming signal, 
-2 
the resultant "jammed" error rate is .2x10 ; a maximum signal power 
increase of approximately 9 dB would be required to maintain the 
-7 
"jamless" error rate of .7x10 
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Spot vs. Barrage Jamming 
As Figures 46 and 47 indicate, a DS/FH system is much more sus-
ceptible to a spot jammer (CW-tone) than to a barrage type of jamming 
(noise). For the spot and barrage jamming modes with S/J = 0 dB, Table 
10 presents the amount of signal power increase that would be required 
to maintain an error rate equivalent to that rate achieved by a "jam-
free" system. A considerable amount of additional signal power is re-
quired for a specific error rate if the system is being jammed by a 
CW-tone signal. Additional power is also required in a noise jamming 
environment but to a much lessor extent. Because the performance curves 
for the system in a CW-tone environment are upper bounds to the average 
performance, the power increases in Table 10 are also upper bounds. 
Spot vs. Swept-Spot Jamming 
Table 11 and Figures 48 and 49 illustrate the comparison of the 
effectiveness of spot (CW-tone) and swept-spot (FM) jamming on a DS/FH, 
binary DPSK system. Derived from Figure 48 and Table 10, Table 11 pre-
sents upper bounds to the signal power increase required to maintain the 
same error rate as the "jamless" system for an S/J of 0 dB. 
From a jammer's point of view, Table 11 indicates that the effec-
tiveness of the spot and swept-spot jamming signal is nearly identical, 
with the spot jamming holding a slight edge. A logical reason for a 
spot jammer to degrade the performance slightly more than the swept-
spot resides in the fact that the swept-spot jammer has a larger band-
width and hence contributes less jamming power in the demodulator 
bandwidth. However, Table 11 and some results to be discussed shortly 
indicate that the larger FM bandwidth is not a significant parameter. 
'4.00 6.00 8.00 10.00 12.00 
S/N (DB) 
14.00 16.00 18.00 ?0.00 
FIGURE 4 6 . Compar ison of Spo t (Cochanne l , CW-Tone) and B a r r a g e (Noise) 
Jamming E r r o r R a t e s v s S/N: 
K=l , N = 2 , K =1 
s s 
DS/FH, B i n a r y DPSK; p = 3 1 , S = 1 , 
o 
o 
FIGURE 47. Comparison of Spot (Cochannel, CW-Tone) and Barrage 
(Noise) Jamming Error Rates vs S/J: DS/FH, Binary 
DPSK; p=31, S =1, K-l, N =2, K =1 
TABLE 10. Signal Power Increase Required to Maintain the 
Jam-Free Error Rate in a Spot and Barrage Jam-
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FIGURE 48. Comparison of Spot (Cochannel, CW-Tone) and Swept-Spot 
(Cochannel, Linear FM) Jamming Error Rates vs S/N: 
DS/FH, Binary DPSK; p=31, 
K =1 
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FIGURE 49. Comparison of Spot (Cochannel, CW-Tone) and Swept-Spot 
(Cochannel, Linear FM) Jamming Error Rates vs S/J: 
DS/FH, Binary DPSK; p=31, S =1, 3=1, S.=l, K=l, N =2, 
K =1 c j s 
s 
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TABLE 11. Signal Power Increase Required to Maintain the 
Jam-Free Error Rate in a Spot and Swept-Spot 












1 4 . 4 x l 0 _ 1 2 . 0 2.0 1 
1 6 . 9 x l O " 2 3 . 5 3.5 1 
8 . 9 x l 0 " 3 5 . 8 5 . 8 
1 0 
- 4 
. 2 x l O 7 . 8 7 . 5 
12 1 . 7 x l 0 ' 7 , 9 . 0 | 8 . 8 
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Limitation of Jamming Efficiency 
As the SJR becomes large, the jamming effects become overshadowed 
by the thermal noise effects and the error rate becomes limited by that 
rate achieved by the "jam-free" system. Therefore, a jammer cannot 
always reduce his power and expect to maintain a significant degree of 
effectiveness. This limiting is best illustrated in those plots using 
the SJR as the abscissa variable, in particular Figures 41, 43, 45, 47, 
\ 
and 49. 
In a constant SNR situation, the limiting effect provides an 
upper limit to the practical amount of spread spectrum processing gain. 
This will be discussed in more detail later. 
As an added note, unless the thermal noise term is allowed to 
remain in the analysis, the limiting effect will not be produced and an 
assumed error rate for large SJR may very well be smaller than what 
actually occurs. Therefore, a complete analytical description, and, 
as shown here, a practical discussion must consider the thermal noise 
effects. 
Code Rate Dependence 
A significant parameter in the DS spread spectrum portion of the 
system is the PR code rate, R . As seen in Chapter II, the code rate 
is the fundamental factor in determining the DS-spread bandwidth and 
ultimately the DS processing gain. There are two parameters which de-
termine the code rate. These are the code frequency. U) , and the 
P 
number of chips (p) per code period. In fact 
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pw 
R = — = — 2 . 
c T 2TT 
c 
As for the processing gain (P.G.), the assumed gain, or rule-of-thumb, 
is defined as 
/„ ~ \ A DS Spread Bandwidth 
(P G ) A *- : 
a — I n f o r m a t i o n Bandwidth 
2R 
c 
2 R i 
t> ,2TT. , p . 
= I " • ^ < P 2F = P S C 
c b 
Figures 50 and 51 illustrate the system error rate dependence on 
the code rate by using p as a parameter with the code slip ratio fixed 
at one (S =1). In both figures S/N is 12 dB and the "No DS/FH" and 
"No DS" basis curves are included for comparison. 
When the jammer is of the barrage (noise) type, the binary, DS/ 
FH DPSK error rate is as shown in Figure 50 for a number of values of 
p. A dramatic increase in system performance (decrease in error rate) 
when using DS spread spectrum is evident from this figure. For example 
an error rate of .47x10 (S/J = 2 dB) is achievable without the DS 
spreading. Upon introducing the DS technique with p=31 (S =1), the 
error rate is significantly reduced to .85x10 for the same S/J of 
2 dB. 
From Figure 48 and using the "No DS" curve as the basis, the 
true, DS processing gain, (P.G.) , may be determined and then compared 
-10.00 -4 .00 2.00 8.00 14-00 
S / J (DB) 
20-00 26.00 32-00 38.00 
FIGURE 50. Dependence of the P r o b a b i l i t y of Error vs S/J on the Code 
Rate (~p): DS/FH, Binary DPSK; Noise Jamming; S/N=12 dB 
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FIGURE 51. Dependence of the Probability of Error vs S/J on the Code 
Rate (~p): DS/FH, Binary DPSK; Cochannel, CW-Tone Jamming; 





to the assumed processing gain. These results are summarized in Table 
12 for an error rate of 10 
In the strictest sense, the assumed processing gain definition 
must generally be written as 
2R +2R c I 
(P-G->a = ^ — 
since the multiplication of the conventional DPSK signal (bandwidth s; 
2R„) and the PR waveform (bandwidth s 2R ) at the transmitter results 
I c 
in a DS-spread signal whose spread bandwidth is actually 2R +2R . In 
the majority of situations R >>R , thus reducing the more general def-
inition to the rule-of-thumb used here. As a result of using the rule-
of-thumb for the assumed processing gain, the true, DS processing gains 
in the noise jamming situation are greater than the assumed gains. 
Figure 51 is similar to Figure 50 but is concerned with the spot 
(CW-tone) mode of jamming rather than the barrage mode. Again, an in-
crease in system performance is seen as a result of using a DS spread 
spectrum technique. Without DS spreading, an error rate of only .38 x 
10 (S/J = 2 dB) is achievable, whereas with DS spreading the error 
rate (actually the upper bound to the average error rate) can be redu-
-3 
ced to .39x10 with p=31 (S =1). The degree of performance increase 
c 
for the spot jamming situation is not as significant as that produced 
in the barrage case. However, this may be partially explained by re-
calling that the CW-tone error rates are upper bounds rather than average 
rates as the noise jamming cases are. 
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TABLE 12. Assumed and True DS Processing Gains for a Noise 
Jamming Environment with an Error Rate of 10~ 
and S/N = 12 dB 
P ( ~ R ) c 
(P .G. ) a 
(dB) 
( P . G . ) t 
(dB) 
7 8 . 5 8 . 6 
31 1 4 . 9 1 5 . 2 
1 2 7 2 1 . 0 2 1 . 2 
TABLE 13. Assumed and Minimum DS Processing Gains for a 
Cochannel, CW-Tone Jamming Environment with an 
Error Rate of 10"5 and S/N = 12 dB 
P ( ~ R ) c (P .G. ) a 
(dB) 
^ • ^ M I N 
(dB) 
7 8 . 5 1 . 5 
31 1 4 . 9 5 . 4 
1 2 7 2 1 . 0 1 0 . 2 
5 1 1 2 7 . 1 1 5 . 0 
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Because the CW-tone error rates are upper bounds, what has been 
referred to as the true processing gain is now in fact a minimum pro-
cessing gain. From Figure 51 the minimum processing gain as a function 
of p has been determined and is compared to the assumed processing gain 
-5 
in Table 13 for an error rate of 10 
In comparing Tables 12 and 13, the assumed and true processing 
gains are nearly identical for the noise jamming case but are quite 
different for the CW-tone jamming situation. Again, a partial reason 
for the difference in processing gains for the CW-tone case is the fact 
that upper bounds rather than average error rates are used. In general, 
however, the true processing gain does occur between the assumed and 
minimum processing gains. In other words, the actual (true) processing 
gain and the assumed processing gain still differ, regardless of using 
the average or upper bound error rate. Clearly, care must be exercised 
in using the assumed processing gain as a performance criterion. 
It has been stated previously that the thermal noise places a 
practical upper limit on the available DS processing gain. Because of 
complexity, a system should use the smallest code rate possible to 
maintain the required error rate. Suppose a barrage jamming signal is 
corrupting the binary, DS/FH DPSK system with enough power such that 
S/J = 8 dB (S/N = 12 dB). The corresponding error rates for the five 
values of p in Figure 50 are presented in Table 14. Assume as before 
that an increase in p is analogous to an increase in R . Due to thermal 
noise, the error rates for p = 127, 511, and 2047 are nearly identical. 
-7 
In fact, the "jam-free" thermal noise performance rate is .7x10 
Therefore, where the system performance in a jamming situation begins 
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TABLE 14. Thermal-Noise-Limiting Error Rate for 







31 1.2 xl0~ 7 
127 .8 x10~ 7 
511 -.7 xl0~ 7 
2047 
• 
.7 xl0~ 7 
_ 
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to reach the performance level for thermal noise, there is no need to 
increase the code rate any further since the increase would cause great-
er system complexity with no achievable benefits in system performance. 
Hopping Slot Dependence and Partial-Band Jamming Effects 
Considerable variation in system/jamming strategies can be ex-
hibited by showing the dependence of the system error rate on the num-
ber of jammed slots (K ) and the number of hopping slots (N ). The 
error rate dependence on K and N for barrage (noise) and spot (CW-
tone) jamming is illustrated in Figures 52 and 53, and Figures 54 and 
55, respectively. 
With the jamming strategy fixed (K fixed) and for both of the 
above jamming types, an increase in system performance (error rate de-
crease) is clearly evident when the number of hopping slots is increased. 
For example, in a noise jamming environment with S/J = -6 dB, the error 
-3 -5 
rate is reduced from .53x10 to .59x10 when the number of hopping 
slots is increased from 2 to 50 and K remains at 1. This same increase 
s 
in system performance always exists whenever the number of hopping slots 
is increased, provided the jamming strategy remains unchanged. 
Changes in the jamming strategy as N increases may cause the 
error rate reduction to be smaller than that achieved by a fixed jamming 
strategy. This situation is depicted in curves F, G, and H of Figure 
52 below an S/J of -24 dB and curves F, G, and H of Figure 54 below 
an S/J of -18 dB. More impressively and because of the changes in the 
jamming strategy, curves F and H of Figure 54 indicate a degraded system 
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FIGURE 52. Dependence of the Probability of Error vs S/J on N s and K s 
(1<KS<50): DS/FH, Binary DPSK; Noise Jamming; S/N=12 dB, 
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FIGURE 53. Dependence of the Probability of Error vs S/J on N and Kc 
(50<KS<500): 
p=31, S =1 
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FIGURE 54. Dependence of the Probability of Error vs S/J on Ng and Ks 
(1<KS<50): DS/FH, Binary DPSK; Cochannel, CW-Tone Jamming; 
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S/N=12 dB, p=31, S =1, K=l 
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of hopping slots. Therefore, an increase in the number of hopping 
slots cannot always guarantee a better or prescribed system performance 
since the jamming strategy may change and alter the expected error rate 
reduction. 
From the jamming point-of-view, the strategy implemented is de-
pendent upon the required jammed-error-rate, peak power limitations and 
average power limitations. The required jammed-error-rate is a function 
of the modulation scheme (e.g. DS/FH, DPSK) and the critical nature of 
the information being conveyed by that scheme; the error rate is de-
termined by the jammer to be that rate in which the received informa-
tion is said to be unintelligible. Determining this subjective jammed-
error-rate is not of interest here but rather the use of the rate. For 
-4 
example, suppose the required jammed-error-rate were 10 . From Figures 
52-55, the best (in the sense of least average jamming power) jamming 
strategy is to jam only one slot, regardless of the number of hopping 
slots. In this error region, peak power limitations may force the 
strategy to increase the number of jamming signals although at the ex-
pense of a larger average power. If the jammed-error-rate were greater 
than or equal to 10 , the results of Figures 52-55 indicate that a 
jammer may be forced to alter his jamming strategy and increase the 
number of jamming signals to reach this error rate. In other words, if 
25 hopping slots are used and only one slot is jammed, the limiting 
nature of the error curve (curve B in Figures 52 and 54) for low SJR 
prevents the jammer from reaching his goal. The jammer, however, may 
change his strategy and jam a larger number of slots (e.g. K =25, curve 
s 
F) and consequently have the ability to maintain the required error 
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rate. As seen from this discussion, the jamming strategy is dependent 
upon a number of parameters, and although this research has presented 
specific strategies, the research has established the methodology to 
perform more extensive parametric studies. 
The true processing gain for this FH spread spectrum technique 
sheds more light on this jamming strategy dependence. Tables 15 and 
16 illustrate the difference between the true and assumed processing 
gains for the barrage and spot jamming situations, respectively. The 
-4 
table values are derived from Figures 52-55 for an error rate of 10 
and use the "No DS/FH" curve of Figures 50 and 51 as reference. Since 
the processing gain here is intended to reflect only the gain due to 
frequency-hopping, the DS gain must be subtracted out. From Figures 
-4 
50 and 51 the DS processing gain (p=31) at an error rate of 10 for 
noise and CW-tone jamming is, respectively, 15.2 dB and 5.4 dB. In 
Tables 15 and 16 the results indicate that the assumed processing gain 
depends heavily on the jamming strategy (partial- or full-band) and the 
type of jamming signal. In addition, although not indicated in the 
tables, it can be seen from Figures 52-55 that the actual processing 
gain also depends on the error rate. 
For a full-band jamming environment, however, the actual and as-
sumed processing gains are identical. This equality of processing gains 
is expected since the jammer maintains the same full-band strategy for 
all N , and as a result must reduce the jamming power per slot if the 
average jamming power is to remain constant. 
In summary, differences exist between the assumed and actual 
system performance. The factors affecting these differences are the 
TABLE 15. Assumed and True FH Processing 
Gains for a Noise Jamming En-
vironment with an Error Rate 
of 1CT4 and S/N = 12 dB 
GRAPH ( P . G . ) 
a 
(dB) 
( P . G . ) t 
(dB) 
A 3 . 0 1 . 1 
B 1 4 . 0 5 . 6 
C 1 7 . 0 6 . 5 
D 2 0 . 0 7 . 4 
E 2 7 . 0 9 . 8 
F 1 4 . 0 1 4 . 0 
G 1 7 . 0 1 5 . 5 
H 1 7 . 0 1 7 . 0 
I 2 0 . 0 1 8 . 5 
J 2 0 . 0 2 0 . 0 
K 2 7 . 0 2 3 . 3 
L 2 7 . 0 2 7 . 0 
TABLE 16. Assumed and True FH Processing Gains 
for a Cochannel, CW-Tone Jamming En-
vironment with an Error Rate of 10~ 
and S/N = 12 dB 
GRAPH ( P . G . ) a i a 
(dB) 
( P . G . ) t 
(dB) 
1 A 1 3.0 1 1'4 1 
B 1 4 . 0 5 . 0 
C 1 7 . 0 5 . 8 
D 2 0 . 0 6 . 6 
E 2 7 . 0 8 . 5 
F 1 4 . 0 1 4 . 0 
G 1 7 . 0 1 5 . 4 
H 1 7 . 0 1 7 . 0 
I 2 0 . 0 1 1 8 . 3 
J 2 0 . 0 2 0 . 0 
K 2 7 . 0 2 3 . 0 
L 2 7 . 0 2 7 . 0 
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jamming strategy (type, number, and power of jamming signals) with re-
spect to the system strategy and the error rate. For the case in which 
the jammer jams all slots, regardless of the number of slots, the as-
sumed processing gain is valid. In many cases, however, a knowledgeable 
jammer realizes that a partial-band jamming strategy is more advanta-
geous to him, and thus the use of the assumed processing gain may be 
inadequate and misleading. Therefore, caution must be exercised in 
using and relying on the frequency-hopping processing gain as conven-
tionally defined. With the methods developed here, more accuracy and 
insight concerning actual system performance is provided. 
Frequency Offset Dependence 
In many communication situations, a doppler shift causes a car-
rier frequency to vary about the true carrier frequency. If the desired 
signal or the jamming signal exhibit some type of doppler shift, the 
receiver would ultimately offset the jamming carrier from the signal 
carrier. The same situation arises if both the desired and jamming 
signals exhibit different doppler shifts. Alternatively, these situa-
tions are equivalent to the jamming frequency being offset from the 
signal frequency when both the jamming and desired systems are opera-
ting under non-doppler conditions. To analyze this case, the frequency 
offset parameter, Wf , defined in Chapter X as 
w.-w 
fo = *b 
can now take on non zero values. In fact and within the practical 
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boundaries of the model, W may take on any real number. 
Figure 56 illustrates the dependence of the system error rate on 
Wf with the jamming environment being of the spot (CW-tone) type. 
Surprisingly, Figure 56 indicates that the largest error rate is not 
achieved for cochannel (W = 0) interference but rather for a jamming 
frequency located approximately ±3u), from the carrier frequency, u) . 
Furthermore, jamming frequencies of w ± co and u) ± 4o), also provide 
larger error rates than that rate for co. = co . It is not until u). = 
D c : 
co ± 5o). that the error rate becomes smaller than the rate for cochannel 
c b 
interference. 
Because the CW-tone error rates are upper bounds, it is not ini-
tially clear that this same dependence would occur for average error 
rates, but in fact it does. The results are not graphically presented 
but the average error rates do indicate that the maximum system degra-
dation occurs for a jamming frequency of w ± 3o) (only p=31 and inte-
ger values of W_ are considered). Furthermore, the larger values of 
W show a much more pronounced effect on the average error rates than 
what is indicated in Figure 56. In fact the average error rate with 
co. = co is actually smaller than the average rate with co. = co ± 5o), , 
D C * j c b 
contrary to the upper bounds in Figure 56.. 
The jamming frequency at which the maximum system degradation 
occurs depends on the value of p (~ R with S fixed). With S =1 and 
considering only integer values of W-. , Table 17 indicates the jamming 
frequency causing the maximum system degradation as a function of p(~R ). 
A non-cochannel interference creating a greater system degrada-
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FIGURE 56. Dependence of the Probability of Error vs S/J on the Fre-
quency Offset Parameter, Wfo: DS/FH, Binary DPSK; CW-Tone 
Jamming; p=31, Sc=l, K=l, Ns=2, Ks=l 
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TABLE 17. CW-Tone Jamming Frequencies Causing 
the Most System Degradation as a 
Function of the PR-Code Period 
P (~ Rc) C O . 
D 
7 CO ± CO 
c b 
15 co ± 2co, 
c b 
31 co + 3co 
c b 
63 co + 4co 
c b 
127 co + 6co 
c b 
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the p rev ious r e s u l t s d id no t inc lude a DS spread spectrum scheme. I t 
i s t h i s spreading technique which appa ren t ly causes the i nc reased s y s -
tem degrada t ion from cochannel t o non-cochannel (in a l l cases the DS 
scheme produces b e t t e r system performance than the non-DS scheme). 
Consider the magnitude spectrum of a spread (p=7), cochannel CW-tone 
s i g n a l i n Figure 57. This i s i d e n t i c a l t o the spectrum of the PR-
waveform (p=7) before f i l t e r i n g . The spectrum c o n s i s t s of a very low 
DC term ( loca ted here a t oi = oi ) so t h a t whenever a). = a) , t he re i s a 
c 3 c 
small amount of power at the carrier frequency. Translating the envelope 
by ±a)p (with S = 1 , this is iov) , however, results in a larger power 
term at the carrier frequency and hence more system degradation. 
FM Modulation Index Dependence 
As indicated in [30], a strong dependence of system performance 
on the modulation index is witnessed. Yet, for the spread spectrum 
system considered here, this is not the case, as Figures 58 and 59 il-
lustrate. The error rate curves shown in these two figures include the 
case of 3=0 (CW-tone) and a few other non-zero values of 3. 
In an average sense, the dependence is a little more pronounced 
since the larger values of 3 cause larger differences between the upper 
bound and average error rates. Nevertheless, the dependence is certainly 
not as great as that witnessed in the non-spread system. This can be 
explained with the reasoning that the DS spreading (from the signal 
point of view, this is despreading) portion of the receiver is the 
dominating factor rather than the "spreading" caused by the increase 
in 3. 
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FIGURE 57. Magnitude Spectrum of a Spread, CW-Tone Jamming Signal 
'4.00 6-00 8.00 10.00 12-00 14-00 16.00 16. 00 i t ) . 00 
S / N ( D B ) 
FIGURE 58. Dependence of the Probability of Error vs S/N on 3: The 
Uppermost Curve Represents 3=0, and Each Succeeding Curve 
Represents 3=0.5,1,2,3,4,5 With S/J=0 dB, p=31, S =1, 
S.=l, K=l, N =2, K =1 j s s 
'-fe. 00 -fe.OO -4.00 -2.00 O'.OO 2 '.00 4*.00 6*. 00 8*. 00 
S/J (DB) 
FIGURE 59. Dependence of the Probability of Error vs S/J on 3: The 
Uppermost Curve Represents 3=0 and Each Succeeding Curve 
Represents 3=0.5,1,2,3,4,5 With S/N=10 dB, p=31, Sc=l, 
Sj=l, K=l, Ns=2, Ks=l 
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Gaussian Approximations 
For numerous spread spectrum studies, and in particular DS 
studies, a frequently used analytical assumption is that the spread 
interference is equivalent to additional gaussian noise of equal power. 
With this assumption and the additional gaussian-interference-power 
denoted as N,, the noise jamming expressions may be used to approximate 
the average system performance. The degree of accuracy to which the 
gaussian approximation is valid depends heavily upon the PR-code period 
(p)/ the code slip ratio (S ) , and the method used to calculate the 
additional power. As for the method, it is possible to use only those 
spectral lines within the filter bandwidth, or to include all spectral 
lines outside the bandwidth. 
It is not completely valid to compare the gaussian approximation 
to the results obtained herein since these results are upper bounds 
rather than average error rates. Nevertheless, for a few cases in which 
the average may be feasibly calculated, a comparison has been made. 
Figures 60 and 61 illustrate this comparison for a PR-code period of 
15 and 31, respectively. As seen in both cases, the gaussian approxi-
mations are, for a large range of S/J, less than the true average. For 
other ranges of S/J (S/J < -16 dB), the approximations are greater than 
the true average. Therefore, the general gaussian approximation may 
give a poor indication of its relationship with respect to the average 
error rate for the CW-tone jamming signal. In addition, for low S/J 
and a constant error rate the difference in required signal power can 
be rather significant. 
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S / J (DB) 
8.00 ]4 .00 26.00 
FIGURE 60. Comparison of Gaussian Approximation to Average Error Rate 
vs S/J: DS/FH, Binary DPSK; Cochannel, CW-Tone Jamming; 
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FIGURE 61. Comparison of Gaussian Approximation to Average Error Rate 
vs S/J: DS/FH, Binary DPSK; Cochannel, CW-Tone Jamming; 
S/N=10 dB, p=31, S =1, K=l, Ns=2, K =1 
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an upper bound fo r the average e r r o r r a t e for a l l S /J . For many system 
e v a l u a t i o n s , t h i s type of bounded performance i s more useful and de-
s i r a b l e than approximations whose degree of accuracy i s ques t i onab le o r 
unknown. 
M-ary DPSK 
The r e s u l t s up t o t h i s p o i n t have inc luded only a b ina ry coding 
format/ a l though a l l pa r ame t r i c curves shown p r e v i o u s l y may be d e t e r -
mined for the genera l M-ary (M>2) format as w e l l . As an i l l u s t r a t i o n 
of t h i s de t e rmina t ion , the upper and lower bounds for M=4 and 8 are 
shown in F igu re s 62-65 wi th the b ina ry case as a r e f e r e n c e . F igu re s 
62 and 63 cons ider the no i se jamming case while the e r r o r r a t e s for 
CW-tone jamming are shown i n F igures 64 and 65 . 
For both jamming environments i t i s e v i d e n t t h a t a s i g n i f i c a n t 
degrada t ion in system performance occurs for a small jamming power and 
a non-binary coding format. In a l a r g e jamming power s i t u a t i o n , the 
d i f f e r ence in the performances of the r e s p e c t i v e coding formats becomes 
sma l l e r . At any r a t e , a DPSK system us ing a coding format o t h e r than 
b ina ry must i n c r e a s e i t s s i g n a l s t r e n g t h t o compensate for the a d d i t i o n a l 
performance degrada t ion e x h i b i t e d by t h a t format . 
2 3 3 
'4.00 6-00 8.00 10 .00 12 .00 
S/N (DB) 
14.00 16 .00 18 .00 20-00 
FIGURE 62. Upper and Lower Bounds for M-ary (M=4,8) DPSK: DS/FH; 
Noise Jamming; S/J=5 dB, p=31, S =1, N =2, K =1 
2 3 4 
-10-00 -4 .00 2.00 8.00 14.00 
S / J (DB) 
20.00 26.00 32.00 38.00 
FIGURE 63. Upper and Lower Bounds for M-ary (M=4,8) DPSK: DS/FH; 
Noise Jamming; S/N=12 dB, p=31, S =1, N =2, K =1 
C S o 
o 
o 
'4-OD 6.0D 8.00 10.00 12.00 14-00 16.00 18-00 20.00 
S/N (DB) 
FIGURE 64. Upper and Lower Bounds at the Maxchip for M-ary (M=4,8) 
DPSK: DS/FH; Cochannel, CW-Tone Jamming; S/J=5 dB, p= 
31, S =1, K=l, N =2, K =1 
c s s 
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•10.00 •4.00 2.00 8.00 14-00 
S/J (DB) 
20.00 26.00 32-00 38.00 
FIGURE 6 5 . Upper and Lower Bounds a t t h e Maxchip f o r M-ary (M=4,8) 
DPSK: DS/FH; C o c h a n n e l , CW-Tone Jamming; S/N=12 dB, p= 
3 1 , S = 1 , K=l , N = 2 , K =1 
c s s 
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CHAPTER XII 
SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
A t h e o r e t i c a l s t u d y o f t h e s u s c e p t i b i l i t y o f DS/FH, M-ary DPSK 
t o a wide r a n g e o f jamming t h r e a t s h a s b e e n c o m p l e t e d . S p e c i f i c j am-
ming t h r e a t s i n c l u d e d w h i t e g a u s s i a n n o i s e , CW-tone, and l i n e a r - s w e p t 
FM i n t e r f e r e n c e . P r o b a b i l i t y o f e r r o r e x p r e s s i o n s , which d e s c r i b e t h e 
s y s t e m s u s c e p t i b i l i t y , were d e r i v e d i n C h a p t e r s V I I - I X f o r t h e c o d i n g 
f o r m a t s o f b i n a r y , q u a t e r n a r y , and g e n e r a l M - a r y , r e s p e c t i v e l y . F e a s i -
b l e s i m p l i c a t i o n s o f t h e s e e x p r e s s i o n s f o r n u m e r i c a l c o m p u t a t i o n were 
d e v e l o p e d and t h e n shown t o p r o d u c e u s e f u l r e s u l t s f o r p a r a m e t r i c 
s t u d i e s . These r e s u l t s were g r a p h i c a l l y and t a b u l a r l y p r e s e n t e d i n 
C h a p t e r XI . H e r e , and i n c o n c i s e fo rm, a r e t h e c o n c l u s i o n s o f t h o s e 
r e s u l t s . 
T r a n s m i t t e r S t r a t e g y 
As g r a p h i c a l l y i l l u s t r a t e d i n F i g u r e s 3 4 - 3 9 , t h e p e r f o r m a n c e o f 
an M-ary DPSK communica t ion s y s t e m can be s e v e r e l y d e g r a d e d when jammed 
by d e l i b e r a t e e l e c t r i c a l s i g n a l s . A h y b r i d scheme o f d i r e c t s e q u e n c e 
(DS) and f r e q u e n c y - h o p p i n g (FH) s p r e a d s p e c t r u m may a d v a n t a g e o u s l y be 
u s e d by t h e DPSK s y s t e m t o combat such jamming (compare F i g u r e s 4 0 - 4 5 
w i t h F i g u r e s 3 4 - 3 9 ) . The s p e c i f i c s p r e a d s p e c t r u m p a r a m e t e r s depend on 
t h e jamming t y p e , p o w e r , and s t r a t e g y . I f t h e jamming power were known 
t o be be low a c e r t a i n l e v e l , t h e code r a t e c o u l d be i n c r e a s e d u n t i l t h e 
t h e r m a l - n o i s e - l i m i t i n g e r r o r r a t e was r e a c h e d . From F i g u r e s 50 and 5 1 , 
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any code rate increase above that rate would serve only to increase the 
system complexity without a corresponding gain in system performance. 
If all parameters are held fixed (jamming parameters included) and the 
number of hopping slots is increased, the system performance definitely 
increases. In general, however, the jammer has the ability to change 
jamming strategy (K ) and as a result, an increase in the number of 
S 
hopping slots does not always guarantee a better system performance. 
This is especially true for a partial-band jamming strategy with large 
jamming power (see Figures 52-55). 
Jamming Strategy 
For the hybrid DS/FH spread spectrum transmission system, re-
sults indicate that the CW-tone jamming threat is the best ECM signal. 
Because of its narrow bandwidth, the CW-tone signal has a smaller, DS-
spread bandwidth than the noise jamming threat, thus causing signifi-
cantly more damage to the transmission system. This is clearly evident 
in Figures 46 and 47. In addition, and from Figures 48 and 49, findings 
show that the CW-tone and FM jamming threats cause nearly identical 
upper bounds to the average error rates (CW-tone has a slight jamming 
edge). Since their individual effectiveness is nearly identical, the 
jammer is placed in the advantageous position of choosing the CW-tone 
or FM signal, with the choice based on some useful criterion. 
In addition to the choice of the jamming signal, a jammer can 
also choose to operate in either a partial- or full-band jamming mode. 
Evidence has been presented that indicates a partial-band strategy is 
more effective in certain situations (refer to Figures 52-55). The 
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e f f e c t i v e n e s s , however, depends on the jammer knowing c e r t a i n c r i t i c a l 
t r a n s m i t t e r parameters (N , s i g n a l power) . I f these parameters a re un-
known o r known i n a c c u r a t e l y , the p a r t i a l - b a n d s t r a t e g y may be a h i n d e -
rance as wi tnessed in Figure 54 for an S/J below -24 dB. 
P rec i s e knowledge of the c a r r i e r frequency i s no t very c r i t i c a l 
in a DS-spread system as opposed t o a non-spread system. In f a c t and 
as F igure 56 and Table 17 i n d i c a t e , a non-cochannel i n t e r f e r e n c e i s 
s l i g h t l y more d e s t r u c t i v e than a cochannel i n t e r f e r e n c e . 
Process ing Gain D e f i n i t i o n s 
In c e r t a i n s i t u a t i o n s , the assumed p r o c e s s i n g ga ins for DS and FH 
a re reasonably v a l i d . For DS, the v a l i d s i t u a t i o n occurs for a no i se 
jamming environment, whi le a fu l l -band jamming s t r a t e g y for a l l jamming 
s i g n a l s a l lows the v a l i d use of the FH p roces s ing gain d e f i n i t i o n . 
I t has been demonstrated here t h a t t he u s u a l l y def ined gain does 
no t always provide an accu ra t e e s t i m a t e of a c t u a l gain from spread 
spectrum t e c h n i q u e s . For example, smal l d i s c r e p a n c i e s occur between the 
assumed and t r u e , DS p r o c e s s i n g ga ins when the system i s sub jec t ed t o 
CW-tone jamming. Fur thermore , Tables 15 and 16 i n d i c a t e t h a t a p a r t i a l -
band jamming s t r a t e g y r e s u l t s i n s i g n i f i c a n t d i s c r e p a n c i e s between the 
assumed and t r u e , FH p r o c e s s i n g g a i n s . Though i t i s t r u e t h a t the 
assumed p r o c e s s i n g ga ins do prov ide maximum ach ievab le g a i n s , care must 
be e x e r c i s e d in us ing the p r o c e s s i n g gain d e f i n i t i o n s as des ign c r i t e r i a 
for a l l jamming s t r a t e g i e s , s i g n a l s , and r e q u i r e d j ammed-e r ro r - r a t e s . 
The t echn iques and t h e o r e t i c a l r e s u l t s ob ta ined here prov ide the b a s i s 
for de te rmina t ion of a c t u a l g a i n s . 
Gaussian Approximations 
Equating the spread jamming signal to gaussian noise of equal 
power and then using the noise-only error expressions provides a possi-
ble approximation to the true average error rate. The relationship of 
the approximation to the average error rate is, however, unknown in 
general. For some jamming or signal powers, the approximation is less 
than the average and for other cases, the opposite is true. This is 
clearly illustrated in Figures 60 and 61. The gaussian approximation 
does have some computational advantages, but more accuracy and insight 
is obtained by using the procedures developed in this study. Improved 
performance, from both signaling and jamming points-of-view, can result 
from parametric and strategy optimization investigations which are made 
possible by the methodology described here 
Re commendations 
The general analysis approach attempted in Chapter VI served only 
as a motivational tool for the more specific results which were eventu-
ally obtained. It remains unclear as to whether a closed form expres-
sion actually exists for Eq. (6-30) and hence its derivation continues 
to be a reasonable research topic. It is this author's opinion however, 
that the complexity of the marginal density functions for \ and x may 
indicate an eventual solution which is purely academic rather than 
practical. 
Computation time is always of great concern to those researchers 
undertaking studies similar to this work. The accuracy and reduction in 
computation time produced by the RMS approximation method (FM cases only) 
indicate the possibility of using a similar approach in existing and 
future studies of this kind. For example, Eq. (11-16) (taken from [30]) 
was significantly simplified to that result in Eq. (11-18) by the RMS 
method. The accuracy of the simplification was quite favorable as 
noted below Eq. (11-18). Though it was not attempted in this work, 
considerable savings in time and computations may be possible if the 
PR-waveform representation were truncated at 90% of its total power. 
This depends on the amount of required accuracy, however this additional 
reduction in accuracy is thought to be minimal. 
Extensions of the work performed herein could include other types 
of spread spectrum schemes and jamming signals (sinusoidal-swept FM, 
pulsed). In addition, other digital schemes (PSK, NCFSK) could very 
well rely on the mathematical approaches introduced here. 
And finally, there has been little, if any, work performed in 
optimizing the receiver structure for a fixed jamming environment or 
optimizing the jamming signal for a fixed receiver structure. Also, 
the susceptibility of system synchronization to ECM tactics is a 
relatively new and increasingly important research area. 
APPENDIX A 
FOURIER SERIES COEFFICIENTS OF LINEAR-SWEPT FM 
Even though the analysis is modeled for a general periodic modu-
lation waveform, a linear-swept waveform is considered throughout the 
computational section for illustrative purposes. The Fourier series 
coefficients of the linear swept FM signal are required in that section 
and have been determined to be [30] 
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3 is the modulation index, and, S{u) and C(u) are the Fresnel integrals 
S(u) = sin(irT2/2)dT 
•'o 
C(u) = cos(iTT2/2)dT 
•'o 
There exists a slight discrepancy in the phase between the re-
sults in [30] and here. This is due to the fact that in [30], (-1) 
„ i 1 
exp(-j<J>) had inadvertently been assigned a phase of (-1) <j> rather 
than - (nir + <j>). 
APPENDIX B 
ERROR EXPRESSIONS FOR DS/FH, BINARY 
DPSK SUBJECTED TO DEPENDENT INTERFERENCE 
A more complete description of a DS/FH, binary DPSK signal would 
include the situation in which the same hopping frequency is used for a 
number of consecutive signaling intervals. The consequence of such a 
situation is to make the adjacent-interval interference dependent rather 
than independent. All data-symbol-conditioned error expressions in the 
body of this report are applicable for this dependent interference sit-
uation but with (FM jamming alone) 
A = A. (t -T, ) 
1 jr s b 
A„ = A. (t ) = A. (t ) 
2 DP s' Dr
v s' 
<k = •. + $. (t -T ) 
1 jr jr s b 
<J> = <J>. + $. (t ) (B-l) 
T2 r;jr ;jr s 
and 
A* A *2-*l = *jr(t8) - W V
 (B-2> 
Since both intervals are jammed, only the results of the (JR,JP) sub-
case are needed. 
For the FM jamming case, the result in Eq. (7-17) can be used but 
modified according to Eq. (B-1). The result is 
P B F M ( J R ' J P ' H ' " ° " ' X r ' ( t , l ' A ( t , ) 
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1 / m i + m 2 
2 2 
1 / V m 4 
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w h e r e 
2 2 2 2 2 
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4A 2 + 4A ( A T C O S C K + A cos(((> +A<{>)) + 2A1A0cosA<{) + A
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m 3 +m 4 = A + A 2 - 2A1A2cos(<J>1-<}>2) 
2 2 
A + A - 2A A cosAcf) ( B - 4 ) 
and the event H represents the fact that no frequency hop has occurred 
between adjacent intervals. 
Eliminating the x , <}>.. conditioning results in 
PM™(JR'JP'H',,0"'A<f>) BFM 
< ^ ) 2 
2TT 
2TT f̂ -rr 
P B F M ( J R / J P / H / , 0 " / X r / ( | ) l / A ( | ) ) d X r d { } ) l 
(B-5) 
where the dependence of the integrand on x is implicitly found in A 
and A via m , m , m , and m . 
It can be shown that 






for the special case of P = P., = — . 
o 1 2 
In a CW-tone jamming environment, Eqs. (B-3) and (B-4) are ap-
plicable. Thus 
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There a re two v a r i a b l e s t o average ou t immediately. F i r s t 
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J^ 
2TT 
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P B C W ( J R / J P / H ' " ° " / < } ) l ' A < , ) ) d < , ) l (B-9) 
and secondly 
PBCW(JR'JP'H'A<})) = 2 {pBCW(
JR'JP'H'"0"'A<J>) 
+ Pg^^R^JP^H/'O^A^+iT)} (B-10) 
where again the fact that 
P B C W ( J R / J P / H / , , 1 " / A < f , ) = PBCW(JRfJPfHf"0
, ,fA4>+ir) 
h a s been u s e d . 
For the noise jamming situation, the jamming signal was assumed 
to be gaussian noise with a vanishing correlation function at multiples 
of the sampling time. Therefore, the noise interference remains inde-
pendent even when a hop does not occur. 
Procedures outlined in Chapter X permit the determination of the 
upper bound to the average error rate for this dependent interference 
case. However, an additional parameter needs consideration. This 
parameter is the phase slippage, A<}>, of the spread and filtered jamming 
signal from one interval to the next. Either this parameter would need 
to be averaged over (if the distribution were known) or simply chosen 
to maximize the error rate. 
If a A<J>-maximization occurs, then the overall effect of the 
(JR,JP) subcase is 
[pD™,(
JR'Jp)] = Pr<H> [PDT,„(JR»JPfH)] BFM max BFM max 
+ Pr(H)[PBpM(JR,JP,H)ljnax 
or 
[ P U ™ < J R ' J P ) ]m = P r ( H ) t P n T 7 ( J R / J
P / H ) ] 
BCW max BCW max 
+ Pr (H>[P < J R , J P . H » 
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where P (JR,JP,H) and P (JR,JP,H) are the independent interference 
results of Chapter VII. If the hopping interval (1/rate) were an inte-





FOURIER SERIES COEFFICIENTS OF A PSEUDO-RANDOM WAVEFORM 
A pseudo-random (PR) waveform can be expressed as an i n f i n i t e 
summation of ampl i tude - sca led and time sca led p u l s e s x ( t ) , whose gene ra l 
shape i s shown i n Figure 66. Mathemat ica l ly , a PR waveform, p ( t ) , may 
be w r i t t e n as 
p ( t ) = I a ± x ( t - i T c ) (C-l) 
1 = - o o 
where the {a.} are ±1 and determined from the output of an (r)-stage, 
maximal-length shift register having the property that 
a. = a.^ (C-2) 
l l+p 
r 
for all i and p = 2 -1. The property in Eq. (C-2) exemplifies the 
periodic nature of PR sequences, and more general PR waveforms. 
Because of the periodicity of p(t) (period = pT ), it can be op-
timally (in the mean-square-convergence sense) expanded into a complex 
Fourier series. Such an expansion results-in 
p(t) = I cm eacp[3(—)t] (C-3) 






FIGURE 66. Basic Waveshape for Each PR Chip 
-._!> 
FIGURE 67. Continuous Version of the Unnormalized 
Autocorrelation Function for a PR Code 
Sequence Consisting of Elements +1 
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1 fpT 
C m = W \ ° P ( t ) eXP ["j ̂  t ] d t (C_4) 
c Jo c 
The c o e f f i c i e n t s , c , may a l s o be w r i t t e n as 
m 
c m = \cJexeli *m] (C-5) 
where 
c I = (c c*)^ (C-6) 
m1 mm 
and 
!> = a r c t a n [Imag(c ) / R e a l ( c )] (C-7) 
m m m 
I t i s the purpose of t h i s appendix t o determine the c o e f f i c i e n t s , c . 
S u b s t i t u t i n g Eq. (C-l) i n t o Eq. (C-4) r e s u l t s i n 
1 fpTc fpT °° 
j C( I a i X ( t - i T c ) ) e x p [ - j ( ^ ) t ] d t (C-8) c = ~~z: m pT 
c ' o i = -
Only one pe r iod of p ( t ) a f f e c t s the outcome of the i n t e g r a l i n Eq. (C-8) 
Therefore , the summation i s made f i n i t e over one p e r i o d and i s i n t e r -
changed with the i n t e g r a t i o n t o give 
P - l 
c h~ I a.{ T ,L i 
/~i -l — / ~ » » m pT 
c i=o 
P T 
C x ( t - i T c ) e x p [ - j ( ^ ~ ) t ] d t } (C-9) 
o p c 
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The function x(t-iT ) is non-zero only over the time interval (iT , 
c J c 
( i + l ) T ) . Thus 
c 
p - 1 
= ZZT I a . { 
( i + l ) T 
-m p T . . - ± . j '
C ( l > e » p [ - j < § = , t ] a t > (C-10) 
c 1=0 J i T
 e c 
c 
The i n t e g r a t i o n i n Eq. (C-10) i s p e r f o r m e d and r e s u l t s i n 
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where the last step is justified because of Eq. (C-2). 
Because of the widespread familiarity with the PR, two-level 
autocorrelation function, whose continuous version is shown in Figure 
67, the relationship between the discrete autocorrelation function, 
C (x), and c (specifically |c |) is now shown. The magnitude-squared 
of the coefficients in Eq. (C-ll) may be written as 
c = 0 0 * 
m1 m m 
2TrmJL , v , ? isin(7rm/p) \2 , r r . , 2 7 r £ x 1% , v r . , 2 7 r m i x 1 % 
= l Trm 1 ( ^ a £ exp[ -D ( — — ) ] ) (_Z a ± exp [3 (——) ]) £=1 ~ P i=l 
(C-12) 
The key step in determining this relationship is to notice that for any 
L, 
r . ,27rm£, , rP . ,2irm£. 
2, a exp[-D(——)] = I a exp[-;j(——)] (C-13) 
£=1 * P £=L+1 * P 
Due t o i t s g e n e r a l i t y , L may be s e t e q u a l t o i and Eq. (C-13) u s e d i n 
Eq. (C-12) t o o b t a i n 
/ 1 » P i + p 
12 |Sin(Trm/p) \2, \ v r • ,27rmv ,n . . . . . . . . 
C m l = I 7rm I ( ^ *• a a exp [-3 (—~) (£-1) ]) (C-14) 
7rm i = l £ = i + l x * P 
A f t e r a s u m m a t i o n - v a r i a b l e change ( £ = T + i ) , Eq . (C-14) becomes 
P P 
12 isin(7rm/p) \2, v v r . ,2Trm. . . 
c _ -*—\ ( > > a . a . ^ e x p [ - 3 ( ) T ] ) 
m1 ' irm ' ,L. Ln 1 I + T P 
1=1 T=l 
s i n ^ \ 2 ( U t a.,. WHl^ltl) 
irm ' ^ . **, 1 I + T 
T=l 1=1 
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is in(7rm/p) | 2 , ? . ,27rmx 
= ~ — ( A c^,(T)e3cp[-3 (——)T]) (C-15) irm ' , d P 
T = 1 ^ 
where 
P 
C d ( T ) = E a i a i + T = { C C
( T ) : T = 0 ' ± ; L ' ± 2 ' • • •} 
i = l 
p T=Of±pf±2pf . . . 
- 1 elsewhere (C-16) 
is the unnormalized discrete autocorrelation function of the PR wave-
form. If m is equal to np (n = 0,±1,±2, . . . ) , then 
P P 
I C,<x)exp[-j(-~)T] = I C (T) 
T=1 p T=1 
= 1 (C-17) 
On the other hand, if m is not equal to npf then 
P P~ 1 
l Cd(T)exp[-j(—-)T] = Cd(p) + I (-l)exp[-j(-^)x] 
T=1 P T=1 P 
= p+1 (C-18) 
With Eqs. (C-17) and (C-18), Eq. (C-15) simplifies to 
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i / p m = 0 
m1 
= { 0 m = ± p , ± 2 p , ± 3 p , 





The <f> ' s a r e w r i t t e n a s Eq. (C-7) s u g g e s t s a s 
P 2Trmi •nm 
- s in(7rm/p) ) a . s i n ( + — ) 
i - i x p p <f> = a r c t a n 
m 
s in ( i rm/p) > a . c o s ( + — ) 
^ A i pp. 
= a r c t a n 
2iTmi Trm. 
) a . s i n ( + — ) 
.L. i P P i = l 
,2TTmi . Trm. 
a . c o s ( + — ) 
l p p i = l 
0 S,p<m<U+l)p 
+ IT • ^ ( £ = 0 , 2 , 4 , 6 , . . . ) 
1 (M- l )p<m<U+2)p 
Note a l s o t h a t 
m -m 
(C-20) 
= <f> m+p 
The complete PR waveform representation is finally written in 




/̂ _\ V I I r • ,27rm ^ . , . , 






c 1 cos(moj t + <J> ) 
m1 p Tm (C-21) 
1/P m = 0 
m1 
2>/p+T s i n (7rm/p) 
Trm m = 1 , 2 , 3 , (C-22) 
2TT w = ~TT~ P pT 
APPENDIX D 
SPECTRAL-DENSITY-REDUCTION-FACTOR FOR NOISE JAMMING 
It is the purpose of this appendix to derive the spectral-
density- reduction- factor for the noise jamming signal. A typical low-
pass equivalent spectral density of the noise jamming signal is illus-
trated in Figure 68. 
The correlation process forms the product of the noise jamming 
signal and the PR waveform. Because the jamming signal is assumed to be 
independent of the PR waveform, the correlation function of this pro-
duct is equal to the product of the individual correlation functions. 
Therefore, the spectral density of the product may be determined by 
evaluating the convolution of the individual spectral densities. One 
spectral density is given in Figure 68. As for the PR waveform, con-
sider a continuous version of the well-known discrete spectral density. 
The continuous spectral density of the PR waveform is shown in Figure 
69 and mathematically expressed as 
Jsin (TTT f) 
S(f) = T / ^ — > -oo<f<oo (D_D 
p c l (iTTcfr 
The spread jamming signal has a spectral density denoted as 
S. (f) and defined by 
3s 
S. (f) = S.(f)*S (f) (D-2) 














FIGURE 68. Spectral Density of a Wideband Noise Jammer 
4s f - V 
c 
• f 
FIGURE 69. Continuous Version of the Well Known Discrete Spectral 
Density for a PR Waveform of Amplitude +1 
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Notice that if S.(f) were truly white noise, and denoted as S. (f). 
D Dw 
then 
S. (f) = S. (f) . 
js jw 
The convolution of the two functions in Figures 68 and 69 is 
mathematically written as 





r~ + f 2 
^ sin (TTT X) 
c 
-+ f (TTT X) 2 
T c ' 
dX (D-3) 
The change of v a r i a b l e 
u = ITT X 
c 






ITT ( f + —) 
r c T 
. 2 
s i n u 
ITT ( f-—) u c T 
du (D-4) 
From [58], it is known that 
. 2m. , 
sin (u) du = - ( ) 
m 2m 
2 u 
TV* T V W 1 ^ 
(-1) r / ixk+1.2m. J cos[(2m-2k)u 
+ —~—r ) (-1) ( ) < 
i-l . u m 1 u 2
2 m ' " k=o 
+ (2m-2k)si[(2m-2k)u]\ (D-5) -} 
where 
(





s i n ( t ) d t 
u 





= si(u) + | (D-6) 
With m=l in Eq. (D-5), Eq. (D-4) becomes 
J Q J COS[27TTc(f + ̂ )] COS[27TTc(f--)] 
S. (f) = — ( : =-
js 2TT A _ _ . _ ! . _ _ ._ 1. 2irT (f + —) c T 2irT ( f - ~ )c T 
+ s i [ 2 i r T c ( f + ̂ ) ] - s i [ 2 i r T c ( f - | ) ] 
2TTT (f + ^ ) 
c T 
2TTT ( f - 3 
c T 
(D-7) 
For the special case of interest, T=T , Eq. (D-5) reduces to 
c 
J J C O S [ 2 T T T f+27T] C O S [ 2 T T T f-27T] 
s . (f) = ^ ; 
j s 2TT A 2TTT f+27T 2TTT f-2i\ 
+ s i [27TT f+27r] - s i [27TT f-2Tr] 
c c 
+ 0 * „ > (EK8) 27TT f+27T 27TT f-2TT 
c c 
which is plotted in Figure 70 for frequencies spanning half of the 
spread bandwidth. Since the correlation process includes a narrowband 
filter, the spectral density over the bandwidth of the filter will be 
approximately constant (see Figure 70) with a value of 
J 













• S n (D-9) 
where 








S • J /2 
n o 
h 
.94S • n J /2 o 
•*- f 
R R 
FIGURE 70. Spectral Density of a Spread Noise 
Jammer Over the Frequency Range 
R R 
(- — — ) { 2 ' 2 ' 
A continuous approximation, rather than the precise discrete 
spectral density of the PR waveform for each value of p, was used to 
determine S. (f=0). If the discrete density were used it can be readily 
3s 
seen that 
S <«»-f ( T |cj2) (D-ll) 
m=-(p-l) 
Using the results of Appendix C, Eq. (D-ll) becomes 
S (CO) = f (^+2PI |cj2) (D.12) 
p m=l 
= f (i+2(p+l)
 Pf Si"2 ("g») 
p m=l (7rm) 
where for p=7 
J 
S. (f=0) = -^-(.9093651853) 3s 2 
or 
S = .9093651853 . n 
Thus, the continuous version is a valid approximation. 
APPENDIX E 
PROOF THAT PR (ERR | JR, JP~) = PR (ERR | JR, JP) 
Instead of directly considering the error probabilities, it is 
equivalent to consider the probabilities of a correct decision where 
the relations 
Pr(cor|JR,JP) = 1 - Pr(err|JR,JP) 
Pr(cor|jR,JP) = 1 - Pr(err|JR, JP) (E-l) 
must hold. 
If the reference signal were jammed the double-exposure phasor 
diagram in Figure (71) is valid. The correct decision probability 
conditioned on a is 
Pr(cor| JR,JP,a) =Pr(y + a - J < y < Y + a + --) 1 r M p r M 
= Pr(- ^ + a < Y p ~ Y r < J + <>) (E-2) 
In the case of the jamming affecting only the present signal, Figure 
(72) can be used to show that the conditioned, correct decision 
probability is 
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FIGURE 71. Double-Exposure Phasor Diagram for 
a Jammed Reference Signal (JR) 
FIGURE 72. Double-Exposure Phasor Diagram for 
a Jammed Present Signal (JP) 
P r ( c o r | j R , J P , a ) = Pr(Y r - JJ < Y + a < Y r + ^) 
P r ( " f f - a * ^p " > r < 5 " «) 
P r ( - 5 + a < y r - Yp < £ + < > > (E-3) 
From Eqs. (E-2) and (E-3), it can be seen that if the density function 
of D = y -y is an even function then 'r 'p 
Pr(cor IJR,JP,a) = Pr(cor|JR,JP,a) 
and ultimately 
Pr(cor|jR,JP) = Pr(cor|JR,JP) 
Therefore , the remainder of t h i s appendix proves t h a t the d e n s i t y func-
t i o n of D i s an even func t ion . 
The d e n s i t y func t ions of y and y a re we l l known [16 o r Appendix 
G] and have the i n d i v i d u a l p r o p e r t i e s 




( Y r > = V ~ V (E-5) 
It is assumed that any conditioning of the density functions for y and 
Y on any random variable (e.g. <j>? or <j> ) has been removed. The condi-
tioning or removal of the conditioning does not affect the even proper-
ties in Eqs. (E-4) and (E-5). 
Denote the probability distribution function of the difference 
D as 
PD(n) = Pr(D<n) = Pr(Yr-Y ^n) 
where from Figure (73) 
PD(n) = Pr(shaded region) (E-6) 
Two cases must be considered: 
(1) -2TT < n < 0 
p (ri) = Pr(shaded region in Figure (73)) 
fit ftl+Y 
PY V »T ( Y r ) d Y r% (E"7) 
J-7r-n p J-7r r 
(2) 0 < n < 2TT 
P (n) = 1 - Pr(shaded region in Figure (74)) 
= 1 -
fTr—n 
PY (Y ) I P (Yr)dY/Y (E-8) 
-7r 'p ^ ;n+Y r 
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FIGURE 73. Region Containing the Event y -y <n for -27T<n<0 
•Y. 
FIGURE 74 . Region C o n t a i n i n g t h e Even t y -y >n f o r Q<n<2iT 
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Determinat ion of P n (n) for -2TT<TI^0 
The p r o b a b i l i t y d e n s i t y funct ion of D for t h i s range of ri i s , 
from Eq. (E-7) , 




p.. (vJ P„ (Y,)dy dy 
y p J Y r r 'p 
-TT-n p ^ J-7r ' r ^ 
(E-9) 
Define g1(Y »n) t o be 
fn+Yr, 
g i ( Y p , n ) A
 P P Y (Yr) dy. 




( n ) = ^ L ^ pYp
(vgi%'n)% 
= p (-TT-n) g 1 (-Tr-n, n) + 
p 
, PY V ( 9 ^ g l ( Y p ' n ) ) d Y P ( E _ 1 1 ) 
J-7r-n p 
From Eq. (E-10) , i t i s seen t h a t 
" 7 T 
g^-T-nrTi) = I P (Y r)dY r = o 
-IT
 Y r 
3^(gx (Yp-ri)) =P Y r <n+Y p ) 
g iv ing r i s e t o 
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r 
P D ( n ) = P Y ( V P Y (Yp+n)dYD (~2^r)<0) 
•'-TT-TI p p r p 
(E-12) 
Determination of p (n) for 0<n<2iT D _ ^ 
Using Eq. (E-8), the probability density function of D for this 
range of n can be written as 








P Y (Yr)dYrdY ) (E-13) 
With the d e f i n i t i o n 
g2(Yp/Tl) A p (Y )dY 
n+Yp r 
(E-14) 
the d e n s i t y funct ion in Eq. (E-13) becomes 
p
D
(n) = " 3T 
fn-T] 
P (Y ) g 2 ( Y , n ) d Y 
J-7T P 
iT-n 9 
= P (7r-n)g2(7r-n,n) - I P (Y ) <— g 2 ( Y n) )dY 
'p J-T\ p ^ * 
(E-15) 
The p r o p e r t i e s 
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g(TT-n,n) = | p (Y )dy = 0 
77 p 
^ - g 2 ( Y p , n ) = - P Y <n+Yp> 
are now used in Eq. (E-15) t o produce 
•Tr-n 
P D ( n ) = I p v ( Y P ) P Y ( r i + Y p ) d Y D (0<n<2Tr) 
-TT
 Yp p Y r 
(E-16) 
Proof of Evenness Property 
If p (n) is even, then 
PD(n) = PD(-n> 
-27r<n<o o<n<27r 
must be shown. From Eq. (E-16) it is seen that 
P D ( -n) 
o<n^27r 
frr+n 
- , P Y p
( Y p ) P Y r
( " n + Y P ) d Y P 
(E-17) 
With t h e change o f v a r i a b l e , u = -y , Eq . (E-17) becomes 
P D ( -n) 
o<n<27r 
f-ir-ri 
p ( - u ) p ( - n - u ) d u 
77 Y p Y r 
p ( u ) p (n+u)du 




Therefore P n (n) i s an even funct ion and consequent ly 
P r ( c o r JR,JP) = P r ( co r JR,JP) 
o r 
P r ( e r r JR,JP) = P r ( e r r JR,JP) 
APPENDIX F 
PRICE'S FUNCTION 
I n [ 5 3 ] , P r i c e e v a l u a t e d t h e d o u b l e i n t e g r a l 
a b 
y+1 r 1 , 2 , 2. ._ , , _ x e x p [ - —(x +a ) ] I ( a x ) d x 
r x v+1 , 1 , 2_L12. ._ ,, , _ y e x p [ - —(y +b ) ] I ^ ( b y ) d y 
where I (z) i s t h e m o d i f i e d B e s s e l f u n c t i o n o f t h e f i r s t k i n d , o r d e r y 
and a rgumen t z . 
P r i c e d e n o t e d t h e d o u b l e i n t e g r a l a s P ( a , b ; r ) and found i t 
y , v 
t o be 
P ( a , b ; r ) = P ( a , b ; r ) y , v o , o 
2 2 . L V 2 ~ 1 1J v 
r a r +b r . r _ . . .br .n i , a b . 
+ e x p [ 2R ] i C m ( i i , v , r ) ( T ) I (—) 
m=-v 
where 
P o , o ( a ' b ; r ) = Q l 
a r 
'l+r2l V l + r 2 
(1+r ) exp 
2 2 - L K 2 a r +b 
2 ( l + r ) 
a b r 




v"k+iRv"k_i-6 n ( - A ) 
. L k-m mO \ 2 
k=m l+r 
Cm(y,v;r) = 









and Q(»,») is the Marcum-Q function. 
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APPENDIX G 
DERIVATION OF p i . (yU:) 
MV"Y1' 
From Figure 9 in Chapter VIII, the independent orthogonal noise 
components (x, ,y..) may be rotated and aligned with the phasor Z. The 
result of such an alignment is illustrated in Figure 75, where the phasor 
_ i 
Z h a s t h e s q u a r e d - m a g n i t u d e 
z | = (A + A c o s (J),) + (A sin<J) ) 
With the definitions 
x = x.. + |Z 
y - y1 
and the fact that x1 and y1 are independent, zero-mean, gaussian random 
variables with variance N, the joint density function of x and y may be 
written directly as 
• W U ^ I V " 2ii e*P <" (X"I'I2N + Y 2> <G"1) 
A change to polar coordinates transforms the x and y characterization 
into an (r,*y) description, where 
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FIGURE 75. Quadrature Noise Components Properly 
Aligned With The Interference-Corrupted 
Desired Signal Phasor, Z 
x = r c o s y 
y = r s i n y 
t h u s g i v i n g 
f2~2 
r = / x +y 
Y = a rc t an (—) 
x 
The J a c o b i a n o f such a t r a n s f o r m a t i o n i s 









c o s Y - r s i n y 
s i n Y r c o s Y 
t h e r e b y p r o d u c i n g a t r a n s f o r m e d j o i n t d e n s i t y f u n c t i o n o f t h e form 
P r v L ( r j k ) = P v i , ( r c o s Y / r s i n y \ <J> ) J ( r , y ) r , y | ^_ ± X / y | ip, J-
/ I I * ^ / . X ^ 
r_ Ar c o s Y~ | Z | ) + ( r s i n y ) - -, 
2TTN G 3 q ) " L 2N 
/_ rr + l-zl " 2r|z|cosY -, -i 
TT"77 exp . . 
2TTN ^ 2N 
(G-2) 
The desired conditional density function of y may be determined 
2 79 
by averaging Eq. (G-2) over all values of r. Thus 
M ^ l + i * = i w e x p [ " 2i!r] r exp [ - ( ^ J _ J
 L ) ] d r (G-3) 
With the change of v a r i a b l e 
A = (r - | z | c o s y) — , 
vfiF 
the argument of the exponen t i a l in the i n t eg rand becomes 
~ { (SX + \z\ cos Y)2 " 2 (vfifA + | z | cos Y) | ^ | c o s y ) 
2N 





YK> = — 7 = e x P [ " ^7 <|Z| sin Y> ] T , Y 1 2TT/N 
foo 
( v ^ A + | ^ | c o s Y) e x p [ - —-] • dA 
- | Z I c o s Y 
v̂N 
•^ e x p [ - ^ - ( | z | 2 s i n 2 Y ) ] | A e x p [ - ^ - ] d A 
- IZI cos Y 
vft 
+ ( | z | c o s y ) e x p [ - - ^ - ( M s i n y) 1 




The first integral of Eq. (G-4) is easily evaluated as 
(G 
r 




i—*-, 2 2 




With the definition 
ru 
erf(u) = — 
A" J 
exp[-t ]dt 
and the identities 
erf(°°) = 1 
erf(-u) = -erf(u) 
the second integral becomes 
- | Z | c o s Y 
e x p [ - ^ - ] d X = / 2 
J_ 
exp [-X ]dX 
Z | c o s Y 
IZ J cos Y 
/2N 
= -/2 | exp[-X ]dX + Jl 
o 
exp [-X ]dX 
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7T _ . Z COS Y . / 7T 
— erf(J—' L ) + V — 
2 Jm 2 
I {l + e r f ( i ^ ° ^ ) } (G-6) 
The conditional density function of Y i s now, via Eqs. (G-5) and 
(G-6), equal to 
^Y| -̂I (YI^-I ) = ~r~ exp[-p] {1 + /prT cosy exp [p cos y] (1 + erf (vp cosy)) } 
where 
p - •%-= ^ [ ( A s + \cosh)2 + < v i n V 2 ] 
APPENDIX H 
STEPS LEADING TO ROSENBAUM'S EQUIVALENT EXPRESSION 
In Chapter IX, details of a number of mathematical steps were 
omitted in obtaining Eq. (9-6) from Eq. (9-5). The steps were derived 
by Rosenbaum [22,38] and are presented here for completeness. 
Within this derivation, the probability distribution function for 
the absolute value of the angle 6 must be used. The distribution func-
tion is denoted as PIQI(6). Because of the notational similarities this 
I I 
d i s t r i b u t i o n e x h i b i t s wi th the h a l f - p l a n e p r o b a b i l i t y f u n c t i o n s , P [X] 
ir 
and P [A], a mental note at this time of their basic differences should 
be made to avoid confusion in the steps to follow. 
From Eq. (9-5), the starting point is 
I A P u ( e r r | n O " , x ,x ) 
TT 
p n (9 ){P [A cos(9+e )] + P [A cos(9-9 )]}d6 (H-l) 
9 p s c p s c 
The s t e p s p r e s e n t e d here e l i m i n a t e the p r o b a b i l i t y d e n s i t y funct ion 
p ece>. 
The first step is to integrate Eq. (H-l) by parts. With P'[A] A 
— P [A], the factors of this integration are 
u = P [A cos(9±9 )] du = -A sin(9±9 )P' [A cos(9±9 )]d9 p s c s c p s c 
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dv = 2 p Q ( 6 ) d 6 v = P i n i ( 6 ) 
E q u a t i o n (H-1) i s t r a n s f o r m e d i n t o 
I = {P, I (0) (P [A cos (6+9 ) ] + P [ A c o s ( 9 - 9 ) ] ) } 0 p s c p s c 
"IT 
+ A
c I Pifii (0)(sin(e+e )p« [A cos(e+eo)]+sin(e-e^)p'[A cos(e-e )]}ae 
With the identities 
P i f i i ( 0 ) = 0 
I I 
P [ n i (TT) = 1 
a n d 
COs(7T+9 ) = COS(7T-G ) , 
c c 
Eq. (H-2) becomes 
(H-2) 
7T/2 
1 = 2 P p [ - A s C O s G c ] + A g I { P , e | ( 9 ) + P . Q | (7T-6) } 
{sin(e+e )p' [A cos(e+e )] + sin(e-eJP' [A cos(e-e )]}ae (H-3) 
c p s c c jp s c 
where, from the l a s t p r o p e r t y in Eq. ( 9 - 4 ) , t he i d e n t i t y P1[A] = P1[-A] 
has been used. 
Consider F igure 76 wherein a s e t of boundar ies a re l o c a t e d ±£ 
r a d i a n s away from the uncorrupted re fe rence s i g n a l . The p e r p e n d i c u l a r 
d i s t a n c e from the t i p of the uncorrupted re fe rence s i g n a l t o the bound-
a r i e s i s A s i n ( £ ) . C i r c u l a r l y symmetric n o i s e - p l u s - i n t e r f e r e n c e w i l l 
cause the re fe rence t o dev i a t e by some angle (say 6) from the uncorrup-
ted r e fe rence s i g n a l . I t i s ev iden t from Figure 76 t h a t for a ha l f -
p lane p r o b a b i l i t y func t ion , P [A], def ined for the r e fe rence s i g n a l 
2 P [A s i n ( £ ) ] = Pr{ |e |>£> + Pr{ 19 |>TT-£} 
= 1 - P. i (£) + 1 - P . , (7T-C) (H-4) 
Therefore 
P | Q , (£) + P . e | (7T-C) = 2(1 - P r [ A s s i n ( C ) ] ) 
= 2 P r [ - A s s i n ( C ) l (H-5) 
where Eq. (9-4) has again been used in the l a s t s t e p of Eq. (H-5). 
The r e s u l t of Eq. (H-5) can now be used in Eq. (H-3) t o give 
rfr/2 
I = 2 P [-A cos9 ] + 2 A P [-A sinG] • 
p s c s i r s 
J o 
{sin(e+e ) P ' [ A c o s ( 9 + 9 )] + s in (6 -6 )P ' [A cos(6-6 )]}d6 (H-6) 
c p s c c p s c 
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Uncorrupted Reference 
FIGURE 76. Illustration of the Regions Required by Eq. (H-4) 
At this point another integration by parts is performed. The 
factors are 
u = P [-A sinG] du = -A cos0 P'[-A sin6]de 
JC S S JC S 
dv = {A sin(e+e )P* [A cos(e+e ) ] + A sin(e-e )P ' [A cos(e-e n}de 
s c p s c s c p s c 
v = -P [A cos(e+e )] - P [A cos(e-e )] 
p s c p s c 
Equation (H-6) becomes 
I = 2 P [-A cos6 ] p s c 
-2{P [-A sine](p (A cos(e+e ) ] + P [A cos(e-e )]} 
r s P S c p s c 
riT/2 
-2 A P' [-A s in6]{P [A cos(6+e ) ] + P [A cos(e-6 ) ] IcosOde 
s i r s p s c p s c 
o 
(H 
With the i d e n t i t i e s (Eq. (9-4) for the r e fe rence s igna l ) 
P' [-A s ine ] = P' [A s ine ] r u s r L s 
P r [ - A s s i n ( 0 ) ] = \ 
P [A cos(^-+9 )] + P [ A c o s f - 8 )] = 1 p s 2 c p s 2 c 
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Eq. (H-7) reduces t o 




P1[A s in6]{P [A cos(6+6 )] + P [A cos(9-9 )]}cos6d6 r s P s c p s c 
as d e s i r e d . 
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APPENDIX I 
PROOF OF THE EVEN DISTRIBUTION OF ERRORS 
Consider the M-ary, double exposure phasor diagram in Figure 77 
The heavy lines (0-A,0-B) are the decision boundaries for this subcase 
TT 
and thus are located at ± —• radians from the corrupted reference. The 
angles, a and 8, are written in terms of the signal and interference 
parameters as 




where <L and <j> are uniformly distributed random variables over the in-
terval (0,2TT). The variables y and y can be described, respectively, 
as 
p i, (Y |^) =-r— exp[-pr]{l + /p TT cos(pr)exp[yrcos y ] (1+erf (v/p~~cosYr)) > 
(1-3) 
and 
1 / — 2 
(Y |(J>9)=—exp[-pKlVp TT COS(Y )exp[p cos y ] (1+erf{/p~ COSY ))> Y p | * 2
 , P | T 2 ' - 2 i r 
(1-4) 
w i t h 
P = ^ - ( A 2 + A2 + 2A Ancoscf>.) r 2N s 1 s 1 1 
and 
pp " W ( As + A2 + 2 4 s
A 2 C O S * 2 ) 
Two error regions, equally-distant from the reference, are shown 
shaded in Figure 77 and labeled E, and E . The shaded error region 
IT labeled E.. is located within the angle limits of a + Y + — + E, 
l r M and 
a + Y + rr + £ + n whereas the region labeled E 0 is contained within ' r M 2 
7T 7T 
the angle limits o f a + y ~ — - £ - n and a + y - — - 5. 
In order for the lower bound of Chapter IX to be valid, the prob-
ability of the interference-plus-noise-corrupted present phasor landing 
in region E must equal the probability of the phasor landing in region 
E_. It is the intent here to prove that 
Pr(phasor landing in E ) = Pr(E ) 
= Pr(E2) 
= Pr(phasor landing in E2) (1-5) 
From Figure 77 it is evident that 
Pr(E.) = Pr{a + y + J- + £ < y + 3 < a + y + — + £ + n> 1 r M P r M 
= Pr{^ + E, < y + B - Y r - a < ^ + £ + n} (1-6) 
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FIGURE 77. Double-Exposure Phasor Diagram Depicting the 
Equally-Spread Error Regions E and E 
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Pr(E ) = Pr{a + y - T 7 " £ - n < Y + 6 < a + y ~ 7; ~ O 
•̂  r r*i p r M 
= Pr{- ̂ - ? - n < Y r , + 6 - Y v . - a < - J - C > (1-7) 
M p r M 
It follows that if the probability density function of the random 
variable 
Z = y + B - Y - a 'p 'r 
is an even function, then Eq. (1-3) is satisfied. 
Define two random variables 
Zl = ~(Va) (I"8) 
and 
Z2 4 Yp + 6 (1-9) 
having c o n d i t i o n a l d e n s i t y func t ions 
Pz1u'
z i l*i ) =PY u ' -V" !* !
1 
1 ' 1 ' r ' Y l 
= p - (z +a <j> ) (1-10) 
Y hPn 1 1 
' r ' Y l 
a n d 
Pz,|*,(«2lV = p Y u ' v
6 ^ ' f1-11' 
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The random variables Z and Z are independent of each other so 
that 
'ZU^^K'V = PzJ* l'l*l> *PZ2U2
(-|*2' 
where * denotes convolution. Furthermore 
pz
(2) - ( -̂)2 rr\i pz u'"i^^z u ("-"iv^r*!^ 
J o J o \ J -<*> 2' 2 1' 1 (1-12) 
It remains to show that p„(z) = p (-z). 
The (<J)-r(J)_) area of integration can be divided into four separate 
areas, thus transforming Eq. (1-12) into the sum of four triple integrals, 
The separate areas are: 
(1) Area 1 = 
(2) Area 2 =< 
(3) Area 3 =• 
'0<<f> <TT 
.0<<j> <7T 





(4) Area 4 = 
"TT<4> <2ir 
ir<<$> <2ir 














Assign the triple integration over area j the notation p.(z) 
T h e r e f o r e 
P l ( z ) = fc) 
1_>2 
27rj 








Y « I <f>. o-'o J-«> p 1 2 




(z> " <i7'2 
f2ir riT 
{J PY K ( u + 
0 J_oo ' p l ^ 





( Z ) " <27' 
•2TT ,oo 
J Y <K 
7T J - o o ' p l 2 
d> )p I ( z - u - a 




p „ ( z ) = (~)2 
^4 2TT 
r27T r27T roo 
{ PY U (U+ 
7T J 7T J -oo ' p 1 Y 2 
* 2 ) p Y U
 ( Z"U" | a r 1 1 
c ^ d u M ^ d c ^ 
(1-16) 
I t t h e n f o l l o w s t h a t 
p (z) = p (z) + p (z) + p , ( z ) + p 4 ( z ) (1 -17) 
I n E q s . (1 -15) and ( 1 - 1 6 ) , l e t u -> - u , use t h e e v e n n e s s p r o p e r t i e s o f 
P I J. (*|d>^) and p i . ( • * _ ) , and t h e e v e n n e s s o f c o s ( » ) a r o u n d TT, t o 
%l+2 2 Y r l * l 1 
r e s p e c t i v e l y ob t a in 
1 2 i V 
P.. \A ("+ J Y N>o 
Oj7T J - o o ' p | y 2 
W P I J. (-Z-U+ a 2 Y I , r ' 1 
(f)1)du}d(f)1d(f)2 
= P 2 ( - z ) (1-18) 
and 
P4 (Z) " £ ) 2 
r27T f2?r 
{ P I ( u -
7T JT\ J-«> ^ p ' ^ 2 
^ P u (-z-u+ a 




Hence, with Eqs. (I--18) and (1-19), Eq. (1-17) becomes 
pz(z) == p1(z) + P2(z) + P2(~z) + P^-z) 
and thus the even property of p_(z) is proven and Eq. (1-5) holds. 
Zi 
Although the (JR,JP) subcase was considered here, similar steps 
can be performed for the remaining subcases, with the results reflecting 
the conclusions formed above. 
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APPENDIX J 
DETERMINATION' OF THE GENERAL LOWER BOUND FOR M EVEN 
The general lower bound for arbitrary M (even) was stated in Eq. 
(9-17) without proof. It is the purpose of this appendix to develop Eq. 
(9-17). 
Consider the M decision regions shown in Figure 78. Without a 
loss of generality, it is assumed that the received signal must be con-
tained within the shaded region for a correct decision to be made. There 
are M-1 remaining decision regions that comprise the entire error region. 
Bisect each of these M-1 error regions into two equal subregions as il-
lustrated by the dashed lines in Figure 78. Begin from the shaded region 
and move clockwise through M-1 subregions; label these subregions R / 
R^, . . . / R ,. Similarly, move counterclockwise from the shaded re-Z M-1 
gion and label the corresponding M-1 subregions Rl,R', . . . ,R' ,. Let 
1 2 M-1 
p be the probability that the received signal falls in the error sub-
R • 
D 
region R., and P , be the probability that the received signal falls in 
J R. 
the error subregion R'.. 
From Figure 78 it is seen that 
M-1 
Pr(err) = £ (PR + P ) (J-l) 
j = l J J 
The upper bound discussed in Chapter IX may also be written in terms of 
these subregional probabilities. In fact 
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*M-1 V l 
FIGURE 78. Illustration of the M-ary Decision Regions 
With the Appropriately Defined Error Sub-
regions 
M-2 
Pu(err) = £ (P + P ) + 2 (P + P ) (J-2) 
j=l j j (M-l) (M-l) 
Consider the probability 
9 M-l 
PA PU(err) - | { £ (PR + PR, ) } (J-3) 
i = - 3 j 
3 2 
Because of the symmetry in Figure 78, and the results of Appendix I 
PR = PR« (al1 j) ' (J"4) 
j j 
thus Eq. (J-3) becomes 
M-l 
P = P U ( e r r ) - - £ PR (J-5) 
M j 
3 - 2 
The result of substituting Eq. (J-2) into Eq. (J-5) is 
M-2 M-l 
P = Y ( P + P , ) +• 2 (P„ + P . ) - - J" P 
• i R- R R/™ n R/M n
 M
 M
 R-H=l D J (M-l) (M-l) ._M 3 
3 2 
M-! 
2 M-2 4 M-2 
= y p + ( i — ) y p„ + (2 - —)p„ + 2 P , + y p , 
• 1 R - M M
 R - M R / M 1\
 R
/ M n • 1
 R -
]=1 ] . M J (M-l) (M-l) ]=1 3 
3~ 2 
(J-6) 
With Eq. (J-4), equate one of the P , probabilities to 
(M-l) 
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P to obtain 
R(M-1) 
* - l 
2 4 M"2 
P = Y p + d _ l ) V p + (2 - -)P 
.Ln R. M
 L R. M R, n, 
j=l D . M 3 (M-l) 
D ~ 2 
M-2 
+ P R + PR' + ^ PR' 
(M-l) K(M-1) j=l j 
""I 
2V 4 Mv2 4 
) P + (1 - -) > (P + —~ T « P ) 
A R. M' L R. M-4 R, ' 
3=1 3 . _ M 3 (M-l) 
D 2 
M-2 
+ P R + P R I + 1 P R I (J-7) 
(M-l) K(M-1) j=l K j 
Since the subregion R. .. is further away from the error-free 
region it is less likely to contain the received signal than is subre-
gion R. for j<M-l. In other words 
P > P (j<M-l) 
R j R(M-1) 
Therefore Eq. (J-7) is upper bounded by 
£-1 
\ 4 V 4 
P < y p + (i - - ) y (p + — r p „ ) 
/ n R.
 v M L%. R. M-4 R / D=l 3 . = M 3 3 
J 2 
M-2 
+ PR + PR' + I PR' K(M-1) "(M-l) j=l K j 
or 
M-l 
P < Y (Po + P ) = Pr(err) (J-8) 
• - Jbv.. JK.. 
D = l 3 3 
Equation (J-8) says that P is a lower bound to the true probability of 
error so 
0 2 M _ 1 
P*(err) = P = PU(err) - - £ (PR + P ) 
• M j j 
3 2 
= PU(err) - ̂  P_(err) (J-9) 
M B 
where the binary error probability, Pn(err), is equal to 
M-l 
PB(err) = £ (P +P ) 
. M 3 3 
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APPENDIX K 
CONDITIONS FOR ENVELOPE PERIODICITY 
A simplification of Eq. (10-3) is possible provided the envelope 
of the spread and filtered jamming signal returns to its initial value 
after N signaling intervals. For such a repetition, the infinite av-
eraging is reduced to a finite averaging over N signaling intervals 
and p phase shifts. Therefore, the conditions under which the envelope 
is periodic over a period N T must be obtained in order to insure the 
finite averaging. 
Referring back to Eqs. (5-9) and (5-10), it can be seen that the 
envelope A..(t) is periodic provided the time functions p,(t) and p (t) 
are jointly periodic. By joint periodicity it is meant that the periods 
of p,(t) and p9(t) are integrally related. The joint period, if in 
fact it exists, must be equal to the period of A..(t). 
The actual existence of the joint period is determined by inves-
tigating the frequency content of p. (t) and p_(t) separately. For p (t), 
the set of frequencies is 
{to.,} = {w. - u) +nw +mo)} (K-l) 
1 3 c m p 
with n = 0,±l,±2, . . . , and m= 0,1,2, . . . The frequency offset 
parameter W,. , the jamming slip ratio S., and the code slip ratio S 
are, respectively, defined as 
03 . - 0 3 
r A. 3 c 
fo 
03 







S 4 -£- (K-4) 
C = 03, 
b 
As a result, the set of frequencies for p (t) becomes 
03.-03 03 03 
{a>_} = { ( - ^ — - + n — + m - ^ ) 0 3 ^ } 
1 03b 03b 03b b 
=' { (W- + n S . + mS )03, } (K-5 ) 
tO J C D 
Consider the joint class of jamming signals and PR waveforms for 
which the frequency offset parameter, the jamming slip ratio, and the 
code slip ratio are rational numbers. In other words, 
ul 
fo 1 v 
U2 
S. = N^ + 
3 2 v2 
u 
S = N + -1 (K-6) 
c 3 v3 
where 
Ni = 0,±1,±2, . . . 
N± = 0,1,2, . . . (i=2,3) 
u.,v, = 0,1,2, . . . (i=l,2,3) 
and 
u± < v± (i=l,2,3) 
This joint class is not rigidly restrictive since any irrational 
number can be closely approximated to any degree of accuracy by a ra-
tional number. Furthermore, the rational frequency offset includes the 
important cases of cochannel (N =u =0), band edge (|N |=l,u =0) and in-
terchannel (|N |>1) interference. 
The frequency content of p.. (t) for this special class becomes 
u l n U 2 m U 3 
{ton} = {(N_ + + nN_ + + mN_ + )m } (K-7) 
1 1 v 2 v 3 v b 
The smallest frequency may not always be considered the fundamental 
frequency since higher frequencies may not be harmonically related to 
it. However, a fundamental frequency does exist and is equal to 
f V V V 
1 1 2 3 
The corresponding fundamental period is then 
304 
2TT 2TT , , «% 
Tf, = ST = 5" ( v iv2v3> (K-8» 
1 f b 
Similarly for P9(t), the set of frequencies for the same class is 
u nu mu 
{0)o} = {(N. + — + nN0 + mN_ -)a>. } (K-9) 
2 1 v 2 3 
It is again apparent that the fundamental frequency is 
a) b 
f« v,v,v 
2 1 2 3 
and a fundamental period 
Tf • s f • IT ( VIV2V 3 ' - Tf (K-10) 
2 f« b 1 
From Eq. (K-10), the joint period T is 
2TT 
T = T = T = — (v v.v_) (K-ll) f f f a) 1 2 3 
1 2 b 
This states that the envelope is periodic with period T and will re-
turn to its initial value after T seconds. In order for the envelope 
to repeat b times every c signaling intervals, then 
bT f - cTb 
, 277 . 
= b — (v v0vQ) = bT. (vnv0v_) a), 1 2 3 b l 2 3 
b 
g iv ing 
c 
— = v v v 
b 1 2 3 
Therefore the averaging process may be simplified to an average over 
N = v v v time samples and p phase shif ts for each time sample. 
Furthermore, i f Wr , S., and S were fo 3 c 
\tf = N (N. = integer) 
f o 1 1 
S. = N (N = positive integer) 
S = N (N = positive integer) (K-12) 
then u =u ="u =0. The choice of v. ,v , and v_ is arbitrary, so let v 
v =v =1. For this special case 
2TT 
T _ m 
f 03, b 
b 
Q 
and — = 1, which states that the envelope repeats once every signaling 
b 
interval. Thus, in the notation introduced in Chapter X, 
A. (nT, ,k ) - A. ((n-l)T, ,k ) 
jr b p jr b p 
and 
A. (nT, ,k ) = A. ((n-l)T, ,k ) 
DP b P DP b P 
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In the case of the CW-tone jamming s i g n a l , the same parameter 
va lues in Eqs. (K-6) or (K-12) (excluding S.) produce the r e q u i r e d 




As p becomes larger, the amount of computation time required to 
evaluate the CW-tone, envelope maximum or the FM, RMS value of the en-
velope becomes a large percentage of the overall computation time. At 
this time though, it is important to emphasize that no additional, en-
velope computation time is required once the values have been calculated 
for the specific interference parameters; the same envelope values are 
continually used for all ranges and changes of SNR, SJR, K , N , and M. 
In other words, once an envelope value is calculated, a large number of 
parameter variations may occur without a new envelope calculation. 
As computers become faster and more powerful, the computation 
time will certainly decrease, but until then an alternate method of en-
velope calculation is quite advantageous for the extreme cases. In a 
strict mathematical sense, the new method to be presented is an unproven 
technique, however, for every case considered thus far, the method is 
substantiated and can be explained heuristically. 
Consider for the time being the calculation of the spread and 
filtered, cochannel, CW-tone envelope. There are a total of p (corres-
ponding to the p possible PR chips) envelope values to calculate and 
compare. Interestingly enough, the envelope maximum always occurs at a 
time near or coinciding with a long string of consecutive l's or 0's of 
the PR sequence (+1 or -1 of the PR waveform). A possible reason for 
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such a happening is that during a long string of unchanged bits, the 
jamming signal is increasing in amplitude (charging up). There are no 
changes during this period to prevent the jamming amplitude from in-
creasing. For example, the PR-code sequence for p=7 is 1110100, and the 
envelope maximum for a spread and filtered, cochannel, CW-tone jamming 
signal is located at the end of the third bit (the end of the longest 
string of consecutive l's). 
In some instances, the maximum does not necessarily occur at. the 
end of the longest string of l's but rather near one of the longer 
string of consecutive bits. This is illustrated in the case of p=127 
where the bits found in locations 91-111 are 001000100000010010011. The 
consecutive string of six 0's is the second longest string of consecu-
tive bits (seven l's is the longest) but the additional 0's near this 
string act as additional "charging" intervals for the jamming signal. 
In fact the envelope maximum for a spread (p=127) and filtered, cochannel, 
CW-tone signal occurs at the end of the 109 bit. Therefore, the en-
velope calculation method proposed here is to choose those bit locations 
which have the greatest possibility of "charging up" the jamming signal 
and calculate the envelope for those locations only. 
The most probable bit locations may be found at or near the long-
est string of consecutive l's or 0's. Good beginning choices would be 
those locations at which the last 1 occurs for the longest string of 
l's and at which the last 0 occurs for the longest string of 0's. From 
there, notice the bit variations around these longer strings. If there 
are some strings of identical bits around the longest strings, and 
separated from these longest strings by a small number of different 
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bits, the ends of these strings would be very good second choices. As 
an example, consider those bits from locations 91-111 for p=127. Notice 
that immediately following the string of six 0*s, the sequence 10010011 
occurs. The two strings of two 0's will cause the envelope to increase 
more than the l's preceding them decrease it. Thus, the end of each 
string of two 0's here would be a good choice. At the end of the second 
string of two 0's, the consecutive l's drastically reduce the envelope. 
Whenever there are rapid bit changes, a possible location is rather un-
likely. 
The search method proposed here is not a mathematically proven 
search, yet for every case considered thus far, the location of the 
maximum has been successfully chosen in this manner. The only drawback 
of this method is that it is not clear that the method works for non-
cochannel interference. Therefore, the envelope maximum for non-cochannel, 
CW-tone interference must be determined in the conventional brute-force 
manner. 
It has also become apparent that the FM, RMS value is evaluated 
at the same maxchip which the maximum value for a CW-tone envelope is 
found. Therefore, the RMS calculation time can be reduced by using the 
same maxchip location as that used by the CW-tone calculations. Inci-
dently, this phenomenon seems to occur regardless of the value of W . 
It must be emphasized here that these methods are not generally 
proven schemes but rather engineering methods which have been success-
fully demonstrated in a large number of specific cases. The calcula-
tions of the maximum and RMS envelope values can most certainly be 
carried out exactly, but as the confidence in the above heuristically 
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proven method increases, the methods will become computationally more 
attractive. 
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