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Abstract: We study the Schro¨dinger equation:
−∆u+V(x)u = f (x,u), u ∈ H1(RN),
where V is periodic and f is periodic in the x-variables, 0 is in a gap of the spectrum
of the operator −∆+V and f is asymptotically linear as |u| → +∞. We prove that
under some asymptotically linear assumptions for f , this equation has a nontrivial
solution. Our assumptions for f are different from the classical assumptions raised
by Li and Szulkin.
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1 Introduction and statement of results
In this paper, we consider the following Schro¨dinger equation:
−∆u+V (x)u = f (x,u), u ∈ H1(RN), (1.1)
where N ≥ 1, V (x) is continuous and periodic in x j for j = 1, · · · ,N, 0 is in a gap of the spectrum
of the operator−∆+V and f ∈C(RN×R) is periodic in x j and asymptotically linear as |u|→∞.
Semilinear Schro¨dinger equations with periodic coefficients have attracted considerable at-
tention over the past decade. Because of its natural variational structure (see (2.4) in Section 2
of this paper), critical point theory is the main method obtaining solutions to Eq.(1.1). When V
is bounded below by a positive constant, the operator −∆+V is positive definite. In this case,
classical theorems in critical point theory, such as the mountain pass theorem (see, for example,
[30]), can be used to obtain solutions to Eq.(1.1) (see the classical paper [4, 11] and the more
recent paper [16]). However, when 0 is in a gap of the spectrum of the operator −∆+V , this
operator has an infinitely dimensional negative space, and the classical linking theorems (e.g.,
[30]) can not be applied. To overcome this difficulty, some new infinite-dimensional linking
theorems were developed (see [6, 13, 23, 27]). Using these generalized linking theorems, many
results on the existence and multiplicity of nontrivial solutions for (1.1) have been obtained (see
[17, 14, 22, 26, 32, 33]). In [13], Kryszewski and Szulkin proved that (1.1) has a nontrivial
solution if f satisfies the Ambrosetti-Rabinowitz condition, and has infinitely many solutions if
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the additional assumption that f is odd holds. In [15], Li and Szulkin obtained a nontrivial solu-
tion for (1.1) if f satisfies some asymptotically linear assumptions, and in [6], Ding proved that
if f is odd, then, under the same assumptions as in [15], (1.1) has infinitely many geometrically
different solutions. In [23] (see also [22]), Schechter and Zou combined a generalized linking
theorem with the monotonicity methods of Jeanjean (see [11]). They obtained a nontrivial so-
lution of (1.1) when f exhibts the critical growth. A similar approach was applied by Szulkin
and Zou to obtain homoclinic orbits of asymptotically linear Hamiltonian systems (see [27]).
Finally, we should point out that, although these generalized linking theorems have achieved
great success in strongly indefinite problems, there are other approaches that can be used to
deal with (1.1) effectively. For instance, see [1, 3, 5, 9, 18, 19, 29] and the references therein.
In [15], Li and Szulkin studied Eq.(1.1) under the following assumptions:
(v). V ∈ C(RN) is 1-periodic in x j for j = 1, · · · ,N and 0 is in a spectral gap (µ−1,µ1) of
−∆+V . Denote
µ0 := min{−µ−1,µ1}.
(f1). f ∈C(RN ×R) is 1-periodic in x j for j = 1, · · · ,N and f (x, t)/t → 0 as t → 0 uniformly
in x ∈ RN .
(f2). f (x, t) =V∞(x)t + f∞(x, t), where V∞ and f∞ are 1-periodic in x j for j = 1, · · · ,N,
f∞(x, t)/t → 0 uniformly in x ∈ RN as |t| → ∞,
and V∞(x)≥ µ for all x and some µ > µ1.
(f3). F˜(x, t) := 12t f (x, t)−F(x, t)≥ 0 for all (x, t) ∈ RN ×R, where F(x, t) =
∫ t
0 f (x,s)ds.
(f4). There exists δ ∈ (0,µ0) such that if f (x, t)/t ≥ µ0−δ , then F˜(x, t)≥ δ .
Under assumption (f1), the zero function u= 0 is obviously a trivial solution of (1.1). There-
fore we focus on finding nontrivial solutions, namely solutions u of (1.1) such that u 6≡ 0 in RN .
In [15], Li and Szulkin obtained a nontrivial solution of equation (1.1) under the above assump-
tions by applying the generalized linking theorem (see [13] or [30, Chapter 6]). After [15],
conditions similar to (f4) have become classical assumptions for strongly indefinite problems
with asymptotically linear nonlinearities (see, for example, [6] and [7]).
We consider Eq.(1.1) under assumptions different to (f4). More precisely, we assume:
(v′). 0 is not in the spectrum of the operator
T2 : L2(RN)→ L2(RN), u 7→ −∆u+(V −V∞)u, (1.2)
with domain D(T2) := {u ∈ L2(RN) | T2u ∈ L2(RN)}.
(f′4). There exist κ > 0 and ν ∈ (0,µ0) such that, for every (x, t) ∈ RN ×R with |t|< κ ,
| f (x, t)| ≤ ν|t| (1.3)
and for every (x, t) ∈ RN ×R with |t| ≥ κ ,
F˜(x, t)> 0. (1.4)
(f′5). F˜(x, t)> 0 for all (x, t) ∈ RN × (R\{0}).
Our main results are as follows:
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Theorem 1.1. Suppose (v), (v′), (f1)− (f3), and (f′4) are satisfied. Then Eq.(1.1) has a non-
trivial solution.
It is easy to verify that (f′5) and the assumption that f (x, t)/t → 0 as t → 0 uniformly in
x ∈ RN imply (f′4). Therefore, we have the following corollary:
Corollary 1.2. Suppose (v), (v′), (f1), (f2), and (f′5) are satisfied. Then Eq.(1.1) has a nontrivial
solution.
Remark 1.3. There are many functions satisfying (f′4) or (f′5) that do not satisfy (f4). An
example of such a function f can be constructed as follows: Let b ∈ R be such that 23b 6∈ σ(T2)
and 23b > µ1, where σ(T2) denotes the spectrum of the operator T2 defined by (1.2). Let
F(x, t) =
bt2
3
(
1− 1
(1+ |t|)3
)
and f (x, t) = F ′t (x, t) =
2b
3 t
(
1− 1
(1+ |t|)3
)
+
bt2sgnt
(1+ |t|)4
.
It is easy to verify that
F˜(x, t) =
b|t|3
2(1+ |t|)4
> 0
for all (x, t) ∈ RN × (R \ {0}). However, as |t| → +∞, f (x, t)/t → 23b > µ0 and F˜(x, t)→ 0.
Therefore, f satisfies (f′5), but does not satisfy (f4).
We use the generalized linking theorem for a class of parameter-dependent functionals (see
[23, Theorem 2.1] or Proposition 2.2 in this paper) to obtain a sequence of approximate so-
lutions for (1.1). Then, applying the main theorem in [10], we prove that these approximate
solutions are bounded in L∞(RN) and H1(RN) (see Lemma 3.1 and 3.3). These are the two
most important steps in our proof. Finally, using the concentration-compactness principle, we
obtain a nontrivial solution of (1.1).
Notation. Br(a) denotes the open ball of radius r and center a. For a Banach space E, we
denote the dual space of E by E ′, and denote strong and weak convergence in E by → and
⇀, respectively. For ϕ ∈ C1(E;R), we denote the Fre´chet derivative of ϕ at u by ϕ ′(u).
The Gateaux derivative of ϕ is denoted by 〈ϕ ′(u),v〉, ∀u,v ∈ E. Lp(RN) denotes the standard
Lp space (1 ≤ p ≤ ∞), and H1(RN) denotes the standard Sobolev space with norm ||u||H1 =
(
∫
RN (|∇u|2+u2)dx)1/2. We use O(h), o(h) to mean |O(h)| ≤C|h|, o(h)/|h| → 0 as |h| → 0.
2 Existence of approximate solutions for Eq.(1.1)
Under the assumptions (v), (f1), and (f2), the functional
Φ(u) = 1
2
∫
RN
|∇u|2 dx+ 1
2
∫
RN
V (x)u2dx−
∫
RN
F(x,u)dx (2.1)
is of class C1 on X := H1(RN), and the critical points of Φ are weak solutions of (1.1).
Assume that (v) holds, and let S = −∆+V be the self-adjoint operator acting on L2(RN)
with domain D(S) = H2(RN). By virtue of (v), we have the orthogonal decomposition
L2 = L2(RN) = L++L−
such that S is negative (resp.positive) in L−(resp.in L+). As in [6, Section 2] (see also [7,
Chapter 6.2]), let X = D(|S|1/2) be equipped with the inner product
(u,v) = (|S|1/2u, |S|1/2v)L2
3
and norm ||u||= |||S|1/2u||L2, where (·, ·)L2 denotes the inner product of L2. From (v),
X = H1(RN)
with equivalent norms. Therefore, X continuously embeds in Lq(RN) for all 2≤ q≤ 2N/(N−2)
if N ≥ 3 and for all q≥ 2 if N = 1,2. In addition, we have the decomposition
X = X++X−,
where X± = X ∩L± is orthogonal with respect to both (·, ·)L2 and (·, ·). Therefore, for every
u ∈ X , there is a unique decomposition
u = u++u−, u± ∈ X±
with (u+,u−) = 0 and∫
RN
|∇u|2dx+
∫
RN
V (x)u2dx = ||u+||2−||u−||2, u ∈ X .
Moreover,
µ−1||u−||2L2 ≤ ||u
−||2, ∀u ∈ X , (2.2)
and
µ1||u+||2L2 ≤ ||u
+||2, ∀u ∈ X . (2.3)
The functional Φ defined by (2.1) can be rewritten as
Φ(u) = 1
2
(||u+||2−||u−||2)−Ψ(u), (2.4)
where Ψ(u) =
∫
RN F(x,u)dx.
Let {e±k } be the total orthonormal sequence in X
±. Let P : X → X−, Q : X → X+ be the
orthogonal projections. We define
|||u|||= max
{
||Qu||,
∞
∑
j=1
1
2k+1
|(Pu,e−k )|
}
on X . The topology generated by ||| · ||| is denoted by τ , and all topological notation related to
it will include this symbol.
Definition 2.1. Let ψ ∈C1(X ;R). A sequence {un} ⊂ X is called a Cerami sequence at level c
((C)c-sequence for short) for ψ , if ψ(un)→ c and (1+ ||un||)||ψ ′(un)||X∗ → 0 as n → ∞.
For K > 1 and λ ∈ [1,K], let
Φλ (u) =
1
2
∫
RN
(|∇u|2+V+(x)u2)dx−λ
(1
2
∫
RN
V−(x)u2dx+Ψ(u)
)
, u ∈ X , (2.5)
where V±(x) = max{±V (x),0}, ∀x ∈ RN . It is easy to verify that a critical point u of Φλ is a
weak solution of
−∆u+Vλ (x)u = λ f (x,u), u ∈ X , (2.6)
where Vλ =V+−λV−.
Let R > r > 0 and u0 ∈ X+ with ||u0||= 1. Set
N = {u ∈ X+ | ||u||= r}, M = {u ∈ X−⊕R+u0 | ||u|| ≤ R}.
Then, M is a submanifold of X−⊕R+u0 with boundary ∂M.
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Proposition 2.2 (Theorem 2.1 of [23]). Let K > 1. The family of C1-functional {Hλ} has the
form
Hλ (u) = I(u)−λJ(u), u ∈ X , λ ∈ [1,K]. (2.7)
Assume
(a) J(u)≥ 0, ∀u ∈ X,
(b) |I(u)|+ J(u)→+∞ as ||u|| →+∞,
(c) for all λ ∈ [1,K], Hλ is τ-sequentially upper semi-continuous, i.e., if |||un−u||| → 0, then
limsup
n→∞
Hλ (un)≤ Hλ (u),
and H ′λ is weakly sequentially continuous. Moreover, Hλ maps bounded sets to bounded
sets,
(d) there exist u0 ∈ X+ \{0} with ||u0||= 1, and R > r > 0 such that for all λ ∈ [1,K],
inf
N
Hλ > sup
∂M
Hλ .
Then there exists E ⊂ [1,K] such that the Lebesgue measure of [1,K] \E is zero and for every
λ ∈ E, there exist cλ and a bounded (C)cλ -sequence for Hλ , where cλ satisfies
sup
M
Hλ ≥ sup
λ∈E
cλ ≥ infλ∈E
cλ ≥ infN Hλ . (2.8)
Using this proposition and following the same argument as the proof of Corollary 3.4 of
[27], we have the following lemma:
Lemma 2.3. Suppose that (v) and (f1)− (f3) hold. Then, there exist K∗ > 1 and E ⊂ [1,K∗]
such that the Lebesgue measure of [1,K∗]\E is zero and, for every λ ∈ E, there exist cλ and a
bounded (C)cλ -sequence for Φλ , where cλ satisfies
+∞ > sup
λ∈E
cλ ≥ infλ∈E
cλ > 0.
Proof. For u ∈ X , let
I(u) =
1
2
∫
RN
(|∇u|2 +V+(x)u2)dx
and
J(u) =
1
2
∫
RN
V−(x)u2dx+Ψ(u).
Then, I and J satisfy assumptions (a) and (b) in Proposition 2.2, and, by (2.5), Φλ (u) = I(u)−
λJ(u).
From (2.5), for u ∈ X ,
Φλ (u) =
1
2
∫
RN
(|∇u|2 +V (x)u2)dx− λ −1
2
∫
RN
V−(x)u2dx−λ
∫
RN
F(x,u)dx
=
1
2
||u+||2−
1
2
||u−||2−
λ −1
2
∫
RN
V−(x)u2dx−λ
∫
RN
F(x,u)dx. (2.9)
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Let u∗ ∈ X and {un} ⊂ X be such that |||un−u∗||| → 0. It follows that u+n → u+∗ , u−n ⇀ u−∗ , and
un ⇀ u∗. In addition, up to a subsequence, we can assume that un → u∗ a.e. in RN . Then, we
have
||u+n ||
2 → ||u+∗ ||
2,
liminf
n→∞
||u−n ||
2 ≥ ||u−∗ ||
2,
liminf
n→∞
∫
RN
V−(x)u2ndx ≥
∫
RN
V−(x)u2∗dx (by the Fatou lemma).
By the definitions of F and F˜ , it is easy to verify that, for all (x, t) ∈ (RN × (R\{0}),
∂
∂ t
(F(x, t)
t2
)
=
2F˜(x, t)
t3
.
Together with f (x, t) = o(t) as |t| → 0 and (f3), this implies that F(x, t)≥ 0 for all x and t. By
the Fatou lemma,
liminf
n→∞
∫
RN
F(x,un)dx ≥
∫
RN
F(x,u∗)dx.
Then, by (2.9), we obtain
limsup
n→∞
Φλ (un)≤ Φλ (u∗).
This implies that Φλ is τ-sequentially upper semi-continuous.
If un ⇀ u∗ in X , then, for any fixed ϕ ∈ X , as n → ∞,
〈Φ′λ (un),ϕ〉 =
∫
RN
(∇un∇ϕ +Vλ unϕ)dx−λ
∫
RN
f (x,un)ϕdx
→
∫
RN
(∇u∗∇ϕ +Vλ u∗ϕ)dx−λ
∫
RN
f (x,u∗)ϕdx
= 〈Φ′λ (u∗),ϕ〉.
This implies that Φ′λ is weakly sequentially continuous. Moreover, it is easy to see that Φλ
maps bounded sets to bounded sets. Therefore, Φλ satisfies assumption (c) in Proposition 2.2.
Finally, we shall verify assumption (d) in Proposition 2.2 for Φλ .
From (2.9), we have
Φλ (u) = Φ(u)−
λ −1
2
∫
RN
V−(x)u2dx− (λ −1)
∫
RN
F(x,u)dx, ∀u ∈ X . (2.10)
From [15] (see also [6, Lemma 3.1 and Lemma 3.2]), we know that, under assumptions (v) and
(f1)− (f3), there exist u0 ∈ X+ \{0} with ||u0||= 1, β > 0, and R > r > 0 such that
inf
N
Φ ≥ β and sup
∂M
Φ ≤ 0. (2.11)
Let K∗ > 1 be chosen such that
(K∗−1) sup
u∈N
(1
2
∫
RN
V−(x)u2dx+
∫
RN
F(x,u)dx
)
< β/2.
Then, by (2.10) and infN Φ ≥ β , we have that
inf
N
Φλ ≥ β/2, ∀λ ∈ [1,K∗]. (2.12)
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Moreover, by (2.10) and sup∂M Φ ≤ 0, we have that
sup
∂M
Φλ ≤ 0, ∀λ ≥ 1.
Together with (2.12), this implies that Φλ satisfies assumption (d) in Proposition 2.2 if λ ∈
[1,K∗]. Therefore, for λ ∈ [1,K∗], Φλ satisfies assumptions (a)− (d) in Proposition 2.2. Then,
the results of this lemma follow immediately from Proposition 2.2. 
Lemma 2.4. Suppose that (v) and (f1)− (f3) are satisfied. Let λ ∈ [1,K∗] be fixed, where K∗
is the constant in Lemma 2.3. If {vn} is a bounded (C)c sequence for Φλ with c 6= 0, then for
every n ∈ N, there exists an ∈ ZN such that, up to a subsequence, un := vn(·+an) satisfies
un ⇀ uλ 6= 0, Φλ (uλ )≤ c and Φ′λ (uλ ) = 0. (2.13)
Proof. The proof of this lemma is inspired by the proof of Lemma 3.7 in [27]. Because {vn} is
a bounded sequence in X , up to a subsequence, either
(a) limn→∞ supy∈RN
∫
B1(y) |vn|
2dx = 0, or
(b) there exist ρ > 0 and an ∈ ZN such that
∫
B1(an) |vn|
2dx ≥ ρ .
If (a) occurs, using the Lions lemma (see, for example, [30, Lemma 1.21]), a similar argu-
ment as for the proof of [27, Lemma 3.6] shows that
lim
n→∞
∫
RN
F(x,vn)dx = 0 and lim
n→∞
∫
RN
f (x,vn)v±n dx = 0. (2.14)
It follows that
lim
n→∞
∫
RN
(2F(x,vn)− f (x,vn)vn)dx = 0. (2.15)
On the other hand, as {vn} is a (C)c−sequence of Φλ , we have 〈Φ′λ (vn),vn〉→ 0 and Φλ (vn)→
c 6= 0. It follows that ∫
RN
(2F(x,vn)− f (x,vn)vn)dx
= 2Φλ (vn)−〈Φ′λ (vn),vn〉 → 2c 6= 0, n → ∞. (2.16)
This contradicts (2.15). Therefore, case (a) cannot occur.
If case (b) occurs, let un = vn(·+an). For every n,∫
B1(0)
|un|
2dx ≥ ρ . (2.17)
Because V and F(x, t) are 1-periodic in every x j, {un} is still bounded in X ,
lim
n→∞
Φλ (un)≤ c and Φ′λ (un)⇀ 0, n → ∞. (2.18)
Up to a subsequence, we assume that un ⇀ uλ in X as n→∞. Since un → uλ in L2loc(RN), it fol-
lows from (2.17) that uλ 6= 0. Recall that Φ′λ (un) is weakly sequentially continuous. Therefore,
Φ′λ (un)⇀ Φ
′
λ (uλ ) and, by (2.18), Φ′λ (uλ ) = 0. 
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Lemma 2.5. There exist K∗∗ > 1 and η > 0 such that for any λ ∈ [1,K∗∗], if u 6= 0 satisfies
Φ′λ (u) = 0, then ||u|| ≥ η.
Proof. We adapt the arguments of Yang [32, p. 2626] and Liu [17, Lemma 2.2]. Let q =
(2N−2)/(N−2) if N ≥ 3 and q = 4 if N = 1,2. Note that by (f1) and (f2), for any ε > 0, there
exists Cε > 0 such that
| f (x, t)| ≤ ε|t|+Cε|t|q−1.
Let u 6= 0 be a critical point of Φλ . Then, by (2.9) and 〈Φ′λ (u),u±〉= 0, we have that
||u±||2 = ±(λ −1)
∫
RN
V−(x)uu±dx±λ
∫
RN
f (x,u)u±dx (2.19)
≤ (λ −1)sup
RN
V−
∫
RN
|u| · |u±|dx
+ε
∫
RN
|u| · |u±|dx+Cε
∫
RN
|u|q−1|u±|dx
≤ C1((λ −1)+ ε)||u|| · ||u±||+C2||u||p−1||u±||,
where C1 and C2 are positive constants related to the Sobolev inequalities, and supRN V−. From
the above two inequalities, we obtain
||u||2 = ||u+||2 + ||u−||2 ≤ 2C1((λ −1)+ ε)||u||2+2C2||u||p. (2.20)
Because p > 2, this implies that ||u|| ≥ η for some η > 0 if ε > 0 and K∗∗− 1 > 0 are small
enough and λ ∈ [1,K∗∗]. The desired result follows. 
Let K = min{K∗,K∗∗}, where K∗ and K∗∗ are the constants that appeared in Lemma 2.3 and
Lemma 2.5, respectively. Combining Lemmas 2.3−2.5, we obtain the following lemma:
Lemma 2.6. Suppose (v) and (f1)− (f3) are satisfied. Then, there exist η > 0, {λn} ⊂ [1,K],
and {un} ⊂ X such that λn → 1,
sup
n
Φλn(un)<+∞, ||un|| ≥ η, and Φ
′
λn(un) = 0.
3 Boundedness of approximate solutions and proofs of the
main results
In this section, we show that the sequence of approximate solutions {un} obtained in Lemma
2.6 is bounded in X . We then give the proofs of Theorem 1.1 and Corollary 1.2.
Lemma 3.1. Suppose (v), (v′), and (f1)− (f3) are satisfied. Let {un} be the sequence obtained
in Lemma 2.6. Then, {un} ⊂ L∞(RN) and
sup
n
||un||L∞(RN) <+∞. (3.1)
Proof. From Φ′λn(un) = 0, we deduce that un is a weak solution of (2.6) with λ = λn, i.e.,
−∆un +Vλn(x)un = λn f (x,un) in RN. (3.2)
Because f ∈C(RN ×R) and it is asymptotically linear, we can use the bootstrap argument of
elliptic equations to deduce that un ∈ L∞(RN) and is Ho¨lder continuous. For every a ∈ ZN,
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un(·+a) is still a solution of (3.2), and so, without loss of generality, we assume that for every
n ∈ N, there exists xn ∈ RN with |xn| ≤ 1 such that
|un(xn)|= max
x∈RN
|un(x)|= ||un||L∞(RN). (3.3)
If (3.1) were not true, then ||un||L∞(RN) → +∞. Denote vn = un/||un||L∞(RN). Then, for every
x ∈ RN , |vn(x)| ≤ 1, and for every n, |vn(xn)|= 1. Moreover, vn satisfies
−∆vn +Vλn(x)vn = λn
f (x,un)
un
vn in RN. (3.4)
As supx∈RN ,n∈N |Vλn(x)|<+∞, and supx∈RN ,n∈Nλn| f (x,un(x))|/|un(x)|<+∞ (by (f1) and (f3)),
we use the Lp-estimate of elliptic equations (see, for example, [8]) to deduce that for any p > 2
and R > 0, there exists CR > 0 such that
||vn||W 2,p(BR(0)) ≤CR||vn||Lp(BR+1(0)). (3.5)
For any x ∈ RN, |vn(x)| ≤ 1, which implies that ||vn||Lp(BR+1(0)) ≤ |BR+1(0)|
1/p
, where |A| de-
notes the Lebesgue measure of a set A⊂RN . Therefore, for any R> 0, there exists DR > 0 such
that
||vn||W 2,p(BR(0)) ≤ DR. (3.6)
Taking p > N in (3.6), from the Sobolev embedding theorem (see, for example, [2, Chapter 4]),
we deduce that there exists C′R > 0 such that
||vn||C1,α(BR(0)) ≤C
′
R||vn||W 2,p(BR(0)) ≤C
′
RDR, (3.7)
where α = 1−N/p. For every R > 0, the embedding C1,α(BR(0)) →֒ C1(BR(0)) is compact,
and so we can use the diagonal process to deduce that there exist a subsequence {vnm} of {vn}
and v ∈C1(RN), such that, for every k ∈ N,
vnm → v in C1(Bk(0)), as m → ∞. (3.8)
It follows that
vnm → v, a.e. in RN, as m → ∞. (3.9)
Because |vnm(x)| ≤ 1, ∀x ∈ RN , (3.9) implies that |v(x)| ≤ 1, ∀x ∈ RN . In addition, from
|vnm(xnm)| = 1 and |xnm| ≤ 1, m = 1,2, · · · , we deduce that there exists x0 ∈ RN with |x0| ≤ 1
such that, up to a subsequence, xnm → x0 as m → ∞ and |v(x0)|= 1.
As the sequence {hn} defined by
hn(x) =
{ f (x,un(x))/un(x), un(x) 6= 0,
0, un(x) = 0
(3.10)
is bounded in L∞(RN), and L∞(RN) is the dual space of L1(RN), the Banach-Alaoglu theorem
(see, for example, [20, Theorem 3.15]) implies that, up to a subsequence, hn converges in the
weak∗ topology to some function h ∈ L∞(RN), i.e., for any g ∈ L1(RN),∫
RN
hn(x)g(x)dx →
∫
RN
h(x)g(x)dx, n → ∞.
Then, by vnm → v in C1loc(RN) (see (3.8)), we have that, for any ϕ ∈C∞0 (RN), as m → ∞,∣∣∣∫
RN
hnmvnmϕdx−
∫
RN
hvϕdx
∣∣∣
≤
∫
suppϕ
|hnm| · |vnm − v| · |ϕ|dx+
∣∣∣∫
RN
hnmvϕdx−
∫
RN
hvϕdx
∣∣∣→ 0,
where suppϕ denotes the support of ϕ . For any ϕ ∈C∞0 (RN), we have∫
RN
∇vnm∇ϕdx+
∫
RN
Vλnm (x)vnmϕdx = λnm
∫
RN
hnm(x)vnmϕdx.
As m → ∞, we have
λnm → 1,∫
RN
∇vnm∇ϕdx →
∫
RN
∇v∇ϕdx,∫
RN
Vλnm (x)vnmϕdx →
∫
RN
V (x)vϕdx,
and therefore,∫
RN
∇v∇ϕdx+
∫
RN
V (x)vϕdx =
∫
RN
h(x)vϕdx, ∀ϕ ∈C∞0 (RN). (3.11)
It follows that v solves the linear problem
−∆v+V (x)v = h(x)v in RN . (3.12)
Because v ∈C1(RN) and |v(x0)| = 1, we can deduce that v 6= 0. Moreover, as h ∈ L∞(RN), by
the regularity theorem of elliptic equations (see, for example, [8]), we have that v ∈W 2,2loc (RN).
Then, by the strong unique continuation property (as in [12, Theorem 6.3]), v(x) 6= 0 a.e. in RN ,
which implies |unm(x)| →+∞, a.e. in RN . Hence, from (f2), we have that hnm(x)→V∞(x) a.e.
in RN .
We now prove that h =V∞. It suffices to prove that, for any ϕ ∈C∞0 (RN),∫
RN
hϕdx =
∫
RN
V∞ϕdx. (3.13)
By the Egoroff theorem (see, for example, [21]) and hnm(x)→ V∞(x) a.e. in RN , we deduce
that, for any ε > 0, there exists a measurable set Eε ⊂ suppϕ such that |suppϕ \Eε | < ε and
hnm converges uniformly to V∞ on Eε . This implies that
lim
m→∞
∫
Eε
|hnm −V∞| · |ϕ|dx = 0
and
sup
m
∫
suppϕ\Eε
|hnm −V∞| · |ϕ|dx
≤ (sup
m
||hnm||L∞(RN)+ ||V∞||L∞(RN))
∫
suppϕ\Eε
|ϕ|dx ≤Cε,
where C > 0 is a constant independent of m. Therefore,
limsup
n→∞
∫
RN
|hnm −V∞| · |ϕ|dx
10
≤ limsup
n→∞
∫
Eε
|hnm −V∞| · |ϕ|dx
+ limsup
n→∞
∫
suppϕ\Eε
|hnm −V∞| · |ϕ|dx≤Cε.
Letting ε → 0, we get (3.13). Therefore, v ∈ L∞(RN)∩C1(RN) is a nonzero solution of the
linear problem
−∆u+(V (x)−V∞(x))u = 0 in RN . (3.14)
For 1 ≤ p ≤ ∞, let Tp be the operator
Tp : Lp(RN)→ Lp(RN), u 7→ −∆u+(V −V∞)u,
with domain D(Tp) := {u ∈ Lp(RN) | Tpu ∈ Lp(RN)}.
Because V −V∞ ∈ L∞(RN), it was proved in [10] that σ(Tp), the spectrum of Tp, is independent
of p ∈ [1,+∞]. In particular, we have σ(T2) = σ(T∞). Assumption (v) implies that 0 6∈ σ(T2).
Consequently, 0 6∈ σ(T∞). However, as v ∈ L∞(RN) is a nonzero solution of (3.14), we de-
duce that 0 ∈ σ(T∞). This induces a contradiction. Therefore, supn ||un||L∞(RN) < +∞, which
completes the proof. 
Remark 3.2. From Theorem 1.2 in [24] or Theorem C.4.2 in [25], we can also deduce that if
(3.14) has a nonzero solution v ∈ L∞(RN)∩C1(RN), then 0 ∈ σ(T2).
Lemma 3.3. Suppose that (v), (v′), (f1)−(f3), and (f′4) are satisfied. Let {un} be the sequence
obtained in Lemma 2.6. Then
0 < inf
n
||un|| ≤ sup
n
||un||<+∞. (3.15)
Proof. As Φ′λn(un) = 0 and un 6= 0, Lemma 2.5 implies that infn ||un||> 0.
To prove supn ||un||<+∞, we apply an indirect argument, and assume by contradiction that
||un|| →+∞.
Since Φ′λn(un) = 0, by (2.19) and | f (x,un)| ≤C|un| for some constant C > 0 (see (f2)), we
have
0 = ±||u±n ||2− (λn−1)
∫
RN
V−(x)unu±n dx−λn
∫
RN
f (x,un)u±n dx
= ±||u±n ||
2−
∫
RN
f (x,un)u±n dx+(λn−1)O(||un||2).
It follows that
||un||
2−
∫
RN
f (x,un)(u+n −u−n )dx
= ||u+n ||
2 + ||u−n ||
2−
∫
RN
f (x,un)(u+n −u−n )dx = (λn−1)O(||un||2). (3.16)
Set wn = un/||un||. Then by (3.16),
||un||
2
(
1−
∫
RN
f (x,un)
un
(w+n −w
−
n )wndx
)
= (λn−1)O(||un||2).
And by λn → 1 as n → ∞, we have that∫
RN
f (x,un)
un
(w+n −w
−
n )wndx → 1, n → ∞. (3.17)
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From Lemma 2.6,
C0 := sup
n
Φλn(un)<+∞.
Then, by Φ′λn(un) = 0 and
∫
RN F˜(x,un)dx = O(||un||2), we obtain
C0 ≥ 2Φλn(un)−〈Φ
′
λn(un),un〉
= 2λn
∫
RN
F˜(x,un)dx
= (λn−1)O(||un||2)+2
∫
RN
F˜(x,un)dx
Together with (f3), this implies
(λn−1)O(||un||2)+C0 ≥ 2
∫
RN
F˜(x,un)dx ≥ 2
∫
{x | b≥|un(x)|≥κ}
F˜(x,un)dx (3.18)
where
b := sup
n
||un||L∞(RN).
From Lemma 3.1, we have b < +∞. As the continuous function F˜ is 1-periodic in every x j
variable, we deduce from (1.4) that there exists a constant C′ > 0 such that
F˜(x, t)≥C′t2, for all κ ≤ |t| ≤ b and x ∈ RN. (3.19)
Combining (3.18) and (3.19) leads to
(λn−1)O(||un||2)+C0 ≥ 2C′
∫
{x | b≥|un(x)|≥κ}
u2ndx.
Dividing both sides of this inequality by ||un||2 and sending n → ∞, we obtain
lim
n→∞
∫
{x | b≥|un(x)|≥κ}
w2ndx = 0. (3.20)
From (1.3), (2.2), and (2.3), we have that∫
{x | |un(x)|<κ}
∣∣∣ f (x,un)
un
(w+n −w
−
n )wn
∣∣∣dx
≤ ν
∫
{x | |un(x)|<κ}
|(w+n −w
−
n )wn|dx
≤ ν
∫
RN
|(w+n −w
−
n )wn|dx
≤ ν||wn||
2
L2 ≤
ν
µ0
||wn||
2 =
ν
µ0
< 1. (3.21)
Because | f (x,un)| ≤C|un| for some constant C > 0 (see (f2)), (3.20) gives∫
{x | b≥|un(x)|≥κ}
∣∣∣ f (x,un)
un
(w+n −w
−
n )wn
∣∣∣dx
≤ C
∫
{x | b≥|un(x)|≥κ}
|(w+n −w
−
n )wn|dx
≤ C||w+n −w−n ||L2
(∫
{x | b≥|un(x)|≥κ}
w2ndx
)1/2
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≤ C||wn||L2
(∫
{x | b≥|un(x)|≥κ}
w2ndx
)1/2
→ 0, n → ∞. (3.22)
Combining (3.21) and (3.22) yields
limsup
n→∞
∫
RN
∣∣∣ f (x,un)
un
(w+n −w
−
n )wn
∣∣∣dx
≤ limsup
n→∞
∫
{x | |un(x)|<κ}
∣∣∣ f (x,un)
un
(w+n −w
−
n )wn
∣∣∣dx
+ limsup
n→∞
∫
{x | b≥|un(x)|≥κ}
∣∣∣ f (x,un)
un
(w+n −w
−
n )wn
∣∣∣dx < 1.
This contradicts (3.17). Therefore, {un} is bounded in X . 
Proof of Theorem 1.1. Let {un} be the sequence obtained in Lemma 2.6. From Lemma 3.3,
{un} is bounded in X . Therefore, up to a subsequence, either
(a) limn→∞ supy∈RN
∫
B1(y) |un|
2dx = 0, or
(b) there exist ρ > 0 and yn ∈ ZN such that
∫
B1(yn) |un|
2dx ≥ ρ .
According to (2.14), if case (a) occurs,
lim
n→∞
∫
RN
f (x,un)u±n dx = 0.
Then, by (2.19) and λn → 1, we have
||u±n ||
2 = ±(λn−1)
∫
RN
V−(x)unu±n dx±λn
∫
RN
f (x,un)u±n dx
≤ C(λn−1)||un||2L2 +K
∣∣∣∫
RN
f (x,un)u±n dx
∣∣∣→ 0. (3.23)
This contradicts infn ||un|| > 0 (see (3.15)). Therefore, case (a) cannot occur. As case (b)
therefore occurs, the proof of Lemma 2.4 implies that there exists yn ∈ ZN such that wn =
un(·+ yn) satisfies wn ⇀ u0 6= 0. Because Φ′λn(un) = 0 (by Lemma 2.6), we have Φ′λn(wn) = 0.
From (2.10), we have that, for any ϕ ∈ X ,
〈Φ′λn(wn),ϕ〉
= 〈Φ′(wn),ϕ〉− (λn−1)
∫
RN
V−(x)wnϕdx− (λn−1)
∫
RN
f (x,wn)ϕdx.
Together with Φ′λn(wn) = 0 and λn → 1, this yields
〈Φ′(wn),ϕ〉 → 0, ∀ϕ ∈ X .
Finally, by wn ⇀ u0 6= 0 and the weakly sequential continuity of Φ′, we have that Φ′(u0) = 0.
Therefore, u0 is a nontrivial solution of Eq.(1.1). This completes the proof. 
Proof of Corollary 1.2. Assumption (f′5) and the assumption that f (x, t)/t → 0 uniformly in
x ∈ RN as t → 0 imply (f′4). Thus, this corollary follows immediately from Theorem 1.1. 
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