Abstract
INTRODUCTION
According to data from the Central Bureau of Statistics, Indonesia experienced a decline in soybean production from 2011 until 2013. In 2011, soybean production was 851 thousand tons with the harvest area of 622 thousand hectares. But, in 2012 the production decreased to 843 thousand tons with 568 thousand hectares of harvest area. The production dropped to 779 thousand tons with 554 thousand hectares of harvested area in 2013 [1] . Meanwhile, according to the Center for Socio-Economic and Agricultural Policy, the consumption or the needs of soybeans for Indonesia in 2011 reached 2 million tons. The research conducted by the Centre for Socio-Economic and Agricultural Policy, one of the factor causes the decreasing in domestic soybean production is the high risk of pests and diseases attack [2] .
The diseases in soybean are caused by pathogenic fungi, bacteria, viruses, and mycoplasma. The efforts to distribute the information to farmers about pathogens that cause plant diseases and technological control is very important [3] , [4] . Moreover, early detection is also needed so that the disease is not rapidly spread to the other leaves or the other plant. The identification can be done by looking directly at the leaves that affected by the disease, but sometimes quite difficult to distinguish between one disease to another. To ensure the types of diseases that attack, commonly the farmers send affected leaf samples to the laboratories. This of course requires considerable time and costly. To that end, automatic identification of the disease in soybean leaves by using current technology can be used to simplify this process. This method of course will help the farmer quickly identify the infected leaves and reduce the cost. By quickly identification, it will help farmer to remove the infected leaves as soon as possible and avoid the spreading of the disease to other leaves and thus it may help to increase the production of soybean.
In line with current advanced technology, the use of intelligent systems is needed to automate the process of identification of the disease on soybean leaves. Implementing a learning algorithm could contribute to recognize more precise physical characteristics of leaves compared with human vision. Learning Vector Quantitation is a classification method on artificial neural network that work based on learning process to identify the target. This method had been applied for some fields such as classifying acrosome status of boar spermatozoa [5] , identifying of nonwoven uniformity [6] , generating prototype-based rules [7] , predicting protein interactions from protein sequences [8] . There also some research that implement LVQ and give optimum result [9] - [11] .
Beside, the comparation of LVQ and the other method also been discussed. The research conducted by Desylvia perform comparation of SOM and LVQ for face recognition using wavelet as feature extraction. The results show that LVQ give better accuracy than SOM with the accuracy of 97.894% for SOM and 100% for LVQ [12] . The other research compares LVQ and backpropagation for classification of diabetes mellitus. This research conclude that LVQ provide higher accuracy rate than backpropagation with the result of 82.56% for LVQ and 73.25% for backpropagation [13] .
LVQ recognition results will be optimal if the network received a great input. In the case of leave image that contain disease, it will have hundreds to thousand pixels with high value of variation. Here, we need preprocessing method to reduce the number of input and to obtain the best values for features. This paper uses modified Otsu method to select only the part of disease on leave image as an input of recognition. Otsu is wide range used for segmentation and provide the optimal result [14] [15]- [17] . This method search the optimal threshold values that can distinguish the pixels value of the leaves and the diseases. This paper implement modified Otsu proposed by [18] to create two threshold values for two disease, i.e downy meldew and karat. After that, to obtain the optimum feature is needed the feature extraction. Based on physical observations, both diseases can be distinguished by the color. Therefore, this paper perform color feature extraction to get the optimum features.
MATERIAL AND METHODS
In this research, we develop the application to identify the disease on the leaves. The application works by performing several stages as shown in Figure 1 .
The input of the application is the image of leaf. The first step is preprocessing to take part of disease that attacks the leaves with the Modified Otsu thresholding techniques. The preprocessing is necessary to determine whether the leaves contain the disease or not. If the leaves are not diseased, then the identification process is stopped and otherwise the process is continued. The next step is to take the value of each pixel of the disease and perform calculation to obtain the specified value of color feature (color feature extraction). Then is done LVQ Neural Network algorithm to recognize the type of disease. To determine the performance of the used algorithms and methods, testing accuracy were done by comparing results of the application with actual data of disease. The explanations of each part of the process is described in the following sections. 
Data Input
The leaves data having the disease were collected from Institute for Agricultural Technology (BPTP) Karangploso and the Research Institute for Legumes and Tuber (Balitkabi) Kendalpayak in Malang, East Java. There are two kinds of diseases that attack the leaves to be identified in this study called Peronospora manshurica (Downy mildew) and phakopsora pachyrhizi (Karat).
The image of the leaves were acquired using mobile phone camera 5 Mega Pixel with resolution 2592 x 1944 pixel. The leaves are still attached on the plant at the time the photograph was taken. The distance of shooting is approximately 10-15 cm. After that, the background of the image changed to white using image processing software.
The total image having disease captured in the field are 30 images, which each leaf normally consists of several spotting disease. 
Thresholding Using Modified
Otsu This study perform preprocessing in the form of image thresholding by using modified Otsu method. This process is aimed to determine the threshold value (T) automatically based on the pixel value of image. The threshold obtained is used to distinguish disease stain and leaf Figure 2 . The example images of karat and downy mildew deasease background. Modifications Otsu method is described as follows [18] . First, calculate the i-th gray level value called y1 and y2 based on Red, Green and Blue (RGB) in each pixel of the image. The formula of y1 and y2 are defined as in equation (1) and (2).
Where r, g, and b is the value of Red, Green, and Blue of each pixel.
Second, enter the value of y1 and y2 alternately in Otsu as the value of gray level i (ni). This step result two threshold values T1 and T2.
Third, modify the function of the segmentation process as shown at equation (3) . 
Where pr is the value of Red, Green, and Blue (RGB) at each pixel of original image and C is threshold values variable of T1 and T2.
Color Feature Extraction
Karat and Downy mildew disease can be distinguished by it's color. Therefore, the color feature in RGB value is used as input of recognition process. In this study, we use nine color features as a characteristic of the image which are the average value of red, the average of green, the average blue, the minimum of red, the minimum of green, the minimum of blue, the maximum of red, the maximum of green, and the maximum of blue.
Learning Vector Quantization (LVQ)
Learning Vector Quantization is a method of learning for some supervised competitive layer. Automatically, the competitive layer learns to classify a given input vector. Some of the input vectors will be grouped in the same class, if both vectors have a very close distance. The LVQ architecture used has two layers namely input layer and output layer as shown in Figure 3 .
The number of nodes in the input layer is nine in accordance with the number of features resulted from color feature extraction. The number of nodes in the output layer is one in accordance with a specified number of diseases that are downy meldew and karat. Steps of LVQ learning algorithm uses the algorithm proposed by [19] .
Initialize the variable of learning such as
reference vector and learning rate (α). 2. Repeat the step 3 to step 6 since learning rate is not less than the minimum learning rate. 
with T is categories or classes for training vectors 6. Reduce learning rate using certain deduction value as folows:
D=D.E /7/MN5O83 (6) Figure. 3 The LVQ architecture of study
RESULT AND DISCUSSION
As mentioned above, this study developed application for the identification of disease on soybean leaves. Designed application consists of several parts that can be used to perform some tests such as test of diseases, test of Otsu threshold value and test of LVQ parameters. The application also displays the results of image processing at each stage. The example of user interface of the application is shown in Figure 4 .
To obtain the best performace of the proposed algorithm, some testing in the form of the selection the threshold value variable (C) on Otsu and the LVQ parameters value is important. As shown in equation (3) in which the use of different threshold values will produce different segmentations area. In addition to a threshold value, there is a variable on LVQ algorithms such as learning rate and decrease of learning rate also needs to be adjusted to obtain optimum accuracy. Thus, the choice of the best value of these three variables is necessary. In this study, testing of the these three variables is done sequentially. The best value resulted from the first variable test will be used for the second and so on. The number of dataset used for testing as much as 60 and the test results are described as follows.
The Result of Threshold Value Testing
The testing was done on some threshold value variable (C) from 10 to 90. This value is chosen after conducting several experiments with several other ranges of value. Whereas, the value of the LVQ parameters on this test used are learning rate value of 0.1 and a learning rate deduction of 0.1.
The best value of C was choosen based on the highest value of accuracy that is calculated during testing process. Table 1 show that the accuracy of test results on all threshold value is quite high. The highest accuracy is 93.33% and obtained when the threshold value is 60, 80 and 90. Therefore, these threshold values then are recommended as optimum value of C for further testing. 
The Result of Learning Rate Testing
As seen in equation 4 and equation 5, the learning rate value is a very decisive variable to get the optimal weight value. Therefore, the selection of appropriate learning values need to be done so that the weight gained is optimal.
Learning rate testing was done by using optimum threshold value generated from previous testing, which is 60, 80 and 90. This test is performed at some learning rate value from 0.1 to 0.9. Table 2 shows the result of this test.
It shown that the average accuracy resulted is 93.33% at learning rate 0.1 to 0.6. But, the accuracy fell sharply on the value of learning rate above 70, except at learning rate 0.8 and threshold value 60. Although the highest accuracy obtained is 96.67%, but this value appears only once in 30 trials. The result shows the stable value of accuracy is 93.33%, so these value is used as a reference in the selection of the optimal learning rate. It can be decided that the value of learning rate being recommended for the next test is between 0.1 and 0.6. 
The Result of Learning Rate Deduction Testing
The third variable must be found to get the best performance of system is deduction rate. This value affects the change of the learning rate value in each of iteration.
This test is performed at some learning rate deduction value from 0.1 to 0.9. The other parameter such as threshold value and learning rate use the best value resulted from previous testing that are 0.6, 0.8, 0.9 for threshold value and 0.1 for learning rate. The result at Table 3 shows the best learning rate deduction is 0.1, which has highest accuracy about 93.33%. Overall, the application can identify the two diaseses with high accuracy which is between 86.67% and 93.33%. This indicates that the methods offered to help in the identification of disease on soybean plants. The result on Table 3 shows the optimum accuracy is 90%, while it has more consistent value on some testing variable of Otsu and LVQ. This means that the network or the system will give more accurate result while it further tested by using this parameter value.
To determine the effectiveness of these three values of the variableis, then tested by using a different combination of data. The result of this test are shown in Table 4 . The table shows the average accuracy is between 89% -90% and the best accuracy is 95%. Futhermore, the number of data that give better result is 50 and the value of C is 90.
CONCLUSION
This study build the application to identify the disease on leaves soybean through leaves image. To detect the availability of disease on leave image is used modified Otsu method, which is consists of two threshold to make a segment between a disease and leaves that has nearly same color. The color features are then used as input in the process of introduction of the disease with LVQ algorithm. Based on the testing has been done, we found the highest accuracy is 95%, but the more stable accuracy is 90%. According to this accuracy, we conclude this method is quite appropriate to use as alternative on identifying a disease on leave soybean image. This study only uses the minimum, maximum and average values of the input RGB image values as a feature. The further research it is necessary to consider the use other color features such as color moments to obtain more optimal features as input of the identification process. Besides that it is necessary to perform the identification with other algorithms in the Neural Network such as Backpropagation and Extreme Learning Method to find out the most effective method.
