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Abstract 
We prove comparison theorems for systems of ordinary stochastic differential equations as 
well as for stochastic partial differential equations. 
Keywords: Stochastic differential equation; Stochastic partial differential equation; Compari- 
son theorem 
0. Introduction 
Comparison theorems are useful in the theory of deterministic and stochastic 
differential equations. In this paper we shall prove such a theorem for systems 
of ordinary stochastic differential equations. Our main interest is directed to 
parabolic SPDEs. A general comparison theorem for this case was shown by Ko- 
telenez (1992). Independently, the authors proved a similar assertion in a more 
particular case (cf. Manthey and Stiewe, 1992). For state-independent noises compari- 
son theorems were earlier used by Manthey (1986, 1988), Manthey and Maslowski 
(1992) and Buckdahn and Pardoux (1990). In all these papers referred Lipschitz 
properties of the coefficients were required. The main result of the present paper 
moderates these conditions. We shall prove it by using Funaki’s finite-dimensional 
approximation (cf. Funaki, 1983) and the comparison theorem shown before for the 
ordinary case. An earlier version of this result was announced in GeiD and Manthey 
(1993). 
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0304-4149/94/$07.00 (0 1994 Elsevier Science B.V. All rights reserved 
SSDI 0304-4149(93)E0093-T 
24 C. Geip, R. Manthey/Stochastic Processes and their Applications 53 (1994) 23-35 
1. A comparison theorem in finite dimensions 
Let (!2,9-, P) be a complete probability space and F = (F”,)t, 0 a right-continuous 
filtration in B containing all P-null sets of 9. 
Let us consider the following two systems of stochastic differential equations: 
j_ 
t 
Xj(t) = Xj(0) + aj(s, X(s))ds + i 
s 
f 
cjk (5 X(S)) d wk (S) (14 
0 k=l 0 
and 
Yj(t) = Yj(0) + 
s 
’ hj(S, Y(s))ds + i 
0 s 
’ Ojk(S, Y(S))d W,(s) (lb) 
k=l 0 
for j = 1, . . . ,d, t 2 0 together with 
Xj(0) I Yj(O), j = 1, . . , d P-a.s., (2) 
where W= (w,(t), . . . , wr@)lr2~ is an r-dimensional Wiener process with respect to 
IF. Let X(0) and Y(0) be F-,-measurable. We shall always assume that the coefficients 
a =(a1, . . . ,a,), b = (b,, ,bd) and 
0 = (gjk)]= 1. ,d 
k=l, .,r 
are continuous mappings defined on R, x Rd. Let X and Y be pathwise continuous 
local solutions to (1 a) and (1 b), respectively, on (Q9, P’) with respect to IF and ( W, IF). 
By 9, and Qy, respectively, we denote the corresponding explosion times. 
Theorem 1.1. Suppose that the following two conditions hold. 
(Cl) 
(C2) 
For any t 2 0 and j = 1, . , d the inequality 
aj(t, x) < bj(t, _V) 
is fuljilled, whenever xj = yj and XI I y, for all 1 # j. 
There exists a strictly increasing function Q: Li! + + R+ with e(0) = 0 and 
J Qm2(u)du = CC o+ 
such thatfor each j = 1, . . . ,d 
k$l Igjk(t, XI - Ojk( b Y)l s @(lxj - Yjl) 
for all t 2 0, x, y E Rd. 
Then 
X(0) I Y(0) P-as. 
C. Ge$‘, R. MantheyJStochastic Processes and their Applications 53 (1994) 23-35 25 
implies 
P({X(t) I Y(t), t E [O, 9, A 44)) = 1. 
Proof. Fix an arbitrary T > 0. In a first step we additionally assume 
(C3) For every N > 0 there exists a constant KN > 0 such that for j = 1, . . , d 
IbjCt, x, - bjCt, Y)l I KN II x - Y II 
for allt E [IO, T], x, y E Rd with 11 x I/, /I y I/ < N. 
We shall follow the idea of the proof for the one-dimensional case (cf. Ikeda and 
Watanabe, 1981) to modify it for our purpose. Define the stopping times 
Sj:= inf{t > 0: Xj(t) > Yj(t)}, j = 1, . . , d 
and 
Obviously, Xj(zj) = Yj(Zj) and Xj(z) I Yj(z), j = 1, . , d. Because of condition 
(Cl), the continuity of a and b and the continuity of X and Y there exists a stopping 
time K > T P-a.s. defined on {z < a } such that 
Qj(s, X(S)) - bj(s, (Y,(S), ... > Yj- I(S), Xj(S), Yj+ I(S), ... 9 yd(s))) < 0 (3) 
on {TV = 7 < CE } for all s E [r, K] P-a.s. Now we shall proceed as in the one-dimen- 
sional case. Let 1 = a0 > a1 > ... a, > ... > 0 be defined by 
s an-1 e-‘(U)du = n, n = 1,2, . . . , an 
and let $,, be a continuous function such that its support is contained in (a,, a,_ 1), 
0 I tin(U) I2@-2(u)n-’ 
and 
s on- I tin(u)du = 1. a. 
Put 
One can easily see that qn is twice continuously differentiable, q,,(O) = 0 for x I 0, 
O~qb(x)llandcp,(x)Tx+asn+ co. 
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Assume 
P((7 < T)) > 0. (4) 
Put tiT := K A T. An application of Ito’s formula yields 
(Pn(Xj((T + t) A XT) - Yj((7 + t) A KT)) 
= Cp,(Xj(Z A T) - Yj(7 A T)) 
s 
(r + II A c, 
+ cPh(Xj(s) - Yj(S))[Uj(s, X(S)) - hj(s, Y(S))] ds 
TAT 
+i 
j_ 
(7 + f)A K, 
cPL(Xj(S) - Yj(S)) Cajk(s, X(S)) - njk(S, Y(S))] dWk(s) 
k=l IA T 
i 
,r + I, A h, 
qt(Xj(S) - Yj(S)) [ajk(S, X(S)) - (ajk(s, Y(S))]’ ds 
TAT 
=: s1 (n) + Sz(n) + Sj(I1) + S,(n). 
Obviously, from the construction it follows that S,(n) = 0, n = 1, 2, . Note that 
II iI, = i; is F-,-measurable. Hence 
ES,(n)Q Ii, = T; = 0. 
From (C2) we derive 
IS,(n)1 I rt/n. 
Relation (3) and (C3) imply 
&w(T)=,; 
1 
(T + 1)A h, 
= QIyT; cp;(x,j(.s) - Y,(s)) 
TAT 
X[Uj(S,X(S))-hj(S, Y,(S), ... ) Yj-,(S),Xj(S), Yj+l(S), . , Yd(s))]ds 
+ Q;r,=r; VA(x,(s) - yj(s)) 
x [hj(s, ( Y, (s), , Yip 1 (S), Xj(S). Yj+ I(S), . > Y,(s))) - hj(s, Y(s))1 d.7 
.i 
CT + f)A h, 
I QIr,=r;.K.v. (Xi(s) - Y,(S)] + ds 
TAT 
~Q~,,=~;.K,,r~ [Xj((7 + S) A KT) - Yj((S + S) A KT)]+ ds. 
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Consequently, as n + cc we arrive at 
E[Xj((r + r)A JCr)- Yj((r + t)A K~)l+.Q(r,=r} 
IK,. 
s 
‘E[xj((?+s)~K,)- Yj((z+S)A~r)]+.Qi~,=r)ds. 
0 
In view of Gronwall’s lemma this implies 
E [Xj((r + t) A KT) - Yj((T + t) A KT)] ’ Q{Tj = Tj = 0 
and hence 
Xj((Z + t) A KT) 5 Yj((Z + t) A KT) P-&S. 
on {rj = r} for all t E [T, K]. This contradicts (4). Since T has been chosen arbitrarily, 
we obtain P( {r = co }) = 1. Now it remains to remove the additional condition (C3). 
Fix N > 0 and choose a Lipschitz continuous mapping c = (ci , , cd) such that for 
j= 1, ,d 
aj(t, x) < cj(t, z, < bj(t,_V) 
for all t E [0, N], xl I z, I y,, 1 # j and Xj = zj = yj. TO show that such a mapping 
exists we fix j E { 1, . , d} and consider the compact sets 
M,:={xE[W~: 11X/I I N,x~Iz~;I #j,Xj=Zj} 
and 
N, := {y E Rd: l/y II I N, y, 2 z,; 1 # j, y, = zl} 
for every t, z we have 
SUP Uj(t, X):= fij(t, Z) < gj(t, Z) := inf bj(t, y). 
XEM, YEN. 
Since both zj and 8j are continuous in (t, z) there exists a 6 > 0 such that 
inf (ij(t* Z) - iij(t, Z)) 2 6 
(1. GEM 
where M := {(t, z): t E [0, N], 11 z 11 I N}. Now any smooth function ~j with 
SUP 
(t> 2) E M 
~j(t, Z) - ~(~j(t, Z) + ~j(t, Z)) < ~ 
is our candidate. 
Let Z denote a solution of (lb) if b is replaced by c. By the above consideration we 
observe 
Xj(t) I Zj(t) 5 Yj(t) 
for j = 1, . . . , d, t E [0, 9, A 9,) P-a.s. This ends the proof. 
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Now we shall give a condition which makes it possible to replace < in (Cl) by I 
For this purpose we introduce the following definition. 
Definition. A mapping f: Rd --+ Rd 1s called quasi-monotonously increasing, if for 
j=l > “’ > d 
fjtx) sfj(YX 
whenever Xj = yj and x1 I y,, 1 # j. 
Theorem 1.2. If the solution X (Y) to (la) ((lb)) is pathwise unique and the coeficient 
a (b) is quasi-monotonously increasing with respect to x E Rd, then condition (Cl) of 
Theorem 1.1 can be replaced by 
(Cl*) For euery t E R+, j = 1, . . . , d and x E Rd it holds 
aj(t, x) I bj(t, x). 
Proof. Let us suppose for concreteness that X is pathwise unique and a is quasi- 
monotonously increasing with respect to x E Rd. By the usual localization argument 
we can assume that a, b and 0 are bounded. Let E > 0 be arbitrarily chosen and define 
12; := aj - E, j= 1, ,d. 
From (Cl*) and the quasi-monotonicity of a it follows immediately that the pair 
(a”, b) satisfies condition (Cl). Consequently, by Theorem 1.1 we get for the corres- 
ponding solutions XE and Y the relation 
X;(t) I Yj(t) 
P-as. for all t 2 0, j = 1, . , d. Choose a strictly decreasing sequence (E,), , 1 with 
lim m-r E, = 0. By the same arguments as above we get 
X;](t) I X$*(t) I ... 5 Y,(t) P-a.s. 
as well as 
X$&l)(t) 2 Xj2(t) I ... 2 Xj(t) P-a.s. 
for all t 2 0 and j = 1, , d. Define 
Zj(t):= lim X?(t) 
n+Zc 
for each t 2 0. Obviously, 
xj(t) I Yj(t) 
P-a.s. for any t 2 0, j = 1, . , d. To complete the proof we shall show that x’ is 
a modification of the solution X. By the pathwise uniqueness it suffices to check that 
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_% satisfies (la) P-as. for each t 2 0. Since Uj is continuous and bounded we have 
f f 
al”@, XEn(s)) ds + aj(s, ~(s))ds 
Jo 
P-a.s. as 
Chebyshev’s 
I r’ 
JO 
n+ co by Lebesgue’s theorem on dominated convergence. Using 
inequality we get by the same argument 
r f’ - 
=J ojk (S, XEn(s)) d w,(s) + C + ? cjk(S, X(S)) d w,(s) k l 0 k=l 0 
in probability. This ends the proof. 
Finally, let us give a condition guaranteeing the pathwise uniqueness of a solution 
to (1 a) or (1 b) just required in Theorem 1.2. 
Corollary 1.3. Suppose that the assumption of Theorem 1.1 are satisfied and let a be 
quasi-monotonously increasing and locally Lipschitz continuous with respect to x E Rd. 
Then the solution X to (la) is pathwise unique. 
The proof is similar to that in Anderson (1972). Therefore, we omit it. 
2. A comparison theorem in infinite dimensions 
In this section we prove a comparison theorem for solutions of the following 
(formal) Dirichlet problem: 
$(“> x) = 4(Au)(t, x) +fW x)) 
(D) u(O,x) = $(x), x E CL, Ml, 
u(t, L) = $(L), MLW = $(W, 
Here 4 stands for a space-time Gaussian 
+ 44t> xl). at, xl, x E (L M), t > 0, 
t 2 0. 
white noise, and $ denotes a given pathwise 
continuous mapping from fi into @(R, Rd). Furthermore, the mappings f: Rd + Rd 
and o: Rd -+ lRd x Rd are always supposed to be continuous. 
Definition. By a solution of ([[D) we mean a pathwise continuous random field 
u: Q x R, x [L, M] + Rd defined on a complete probability space (52, %, P) with 
a right-continuous filtration [F = (%-f)f k ,-, such that 
(i) there exists a g’-valued standard [F-Brownian notion B, 
(ii) u is [F-adapted, 
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(iii) with probability one u and B satisfy u(O,x) = $(x) and 
u&x) = rfL3M(t,X,$) + f 
is 
M 
G(t, x> s, y)f(u(s, Y)) dy ds 
0 L f M 
+ ss GLgM@, x, s, y)Ms, Y))~&(Y)~Y, 0 L 
t>o,x~[L,M], --co <L<M< CO. 
By GL*M we denote the Green’s function corresponding to (D) with f = 0, c = 0 and 
Dirichlet boundary conditions at x = L and x = M. Then qLzM is given by 
?L3M(t, x, $) = GLvM(t, x> 0, y)$(y)dy 
For the definition of the stochastic integral in (I) see Funaki (1983) or Iwata (1987). 
We need now the following conditions. 
(11) The mapping o: Rd -+ Rd x Rd is bounded and satisfies 
for all U, u E Rd, where Q is the mapping defined in (C2). 
(12) It holds Ifi I K(1 + IuIp), u E Rd, for some constants K, p > 0 and i = 1,2, 
and there exists a constant C > 0 such that 
is 
f: 
(J(u) -fi(v))(u - u) I C(lu - VIZ + 124 - VI), u, V E lRd, i = 1, 2. 
(13) For j = 1, . . . , d the inequality 
fi, j(u) <fZ, j(u) 
fulfilled, whenever Uj = uj and Us < uI for 1 # j. 
Let u1 and u2 be solutions to 
Theorem 2.1. Assume (Il)-(13) and let ui, i = 1,2, be unique in the sense of probability 
law. If 
til(x) I ti2 (x) P-as. for any x E [L, M] 
then 
u,(t,x) I u2(t, x) P-as. for any (t, x) E R+ x [L, M]. 
‘Z ‘1 = .1 ‘ ,rnoafl 01 
saKlaauo3 dlyc?ahi N‘!d ME[ u! ssauanbrun aql JO asnmaq ‘Llluanbasuo3 ‘(E’E ura.IoaqL 
‘~861 ‘~JEMI) uoygap ahoqe ayl ~0 asuas ayl u! uoyqos v ~0 uognq!.wp ayi s! 
I! ‘alojalayL ‘(I) 01 lualcynba ST q~!y~ uIalqoJd ap&?uyrr?w B JO uoyqos B s! ( 00 1 N) 
~yq yeah4 Au13 ‘JaAoa~o~ 3aq!uwj ~q%?g UJOJ ‘z ‘1 = j ‘N’k Lq pa3npuI ( IH] ‘ +~)3, 
uo N’!d SM~I dlyqeqo1d ay$ (j’s swura~ ‘~861) E?JE?MI 01 8uyp.1033~ ‘Pi 3 IX ‘OX 
paxy IOJ {TX = (l)ch ‘Ox = (OP :(pti ‘Cr ‘01)3 3 h) 1 as ayl alouap 01 IB] asn aM 
. N, N 
[ 1 Y 1-Y 3x 
4 pww s! N’%I p[ay u10puz.1 snonuguo3 as!Mylt?d I! 
uaqL .I -N ’ “’ ‘1 = Y((~/y)!/fi) u10.q %q.nw (s) JO uogtyos snonuguo3 as!myled ayl aq 
, -N’... 
‘Z‘l=i ‘ ‘“‘““((;‘l)N‘!n) 
sassaDo.Id .Iaua!M jIi?uo~suaw!p-P luapuadapu! JO ura]sks e s! “’ ‘5’1 = 7’0 7 ‘((J)~/M) alayM 
(s) 
1 _ N’ ... 
‘z ‘1 = 3 ‘(1)‘Mp 
(I -N)d 
uo suogmba p3yIalag!p 3gs~!y3o)s dm_np.~o JO sura~sds ay$ z ‘1 = 1 pur! ... ‘f ‘z = N 
.IOJ lap!suoD ‘1 = fl pm 0 = 7 ]nd aM uo!lwou aql L_tgdu+ 0.~ ‘(E861) 
yeund Icq pa3npo.wy uo!wu!xolddt? Icuo%dIod aql JO asn ayeur Ipzqs aA ‘joo”d 
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that they have nonexplosive solutions (Ui, N(t, k/N), t 0.k = ,, ,.. .,, _ 1 which by Theorem 
1.1 satisfy P-a.s. 
u,,& k/N) I ~+(r, k/N), t 2 0, k = 1, , N - 1. 
Denote the set 
{(VI? 02) E C(R+ > B) x a=(R+, B): VI (4 .x) I U2(fr xl, (4 x) E R, x co, 11) 
by S. Then we have 
P,(S) = 1, N = 2, 3, 
and, consequently, since S is closed, 
1 = limsup P,(S) 5 P,(S) 
N - o(I 
(cf. Bilhngsley (1968)). This implies 
u1 (t, x) I u2 (t, x) P-a.s. 
for any (t, x) E IR, x [0, 11, and the theorem is proved. 
Finally, let us consider the Cauchy problem 
(a=) f ,uU.., = 3(Au)(t,x) +f‘(u(t, x)) + a(u(t,x))~~(t,x), x E [w, t > 0, 
u(0, x) = l+b(x), x E R 
Definition. By a solution of (C) we mean a pathwise continuous random field, 
u:R x R+ x R + Rd defined on a complete probability space (R, ,P, P) with a right- 
continuous filtration [F = (gl), > 0 such that 
(i) there exists a g’-valued standard [F-Brownian motion B, 
(ii) u is [F-adapted, 
(iii) with probability one u and B satisfy u(O,x) = $(x) and 
u(t, x) = 
1 
* 
G(t, x - y)$(y)dJ’ + 
w ss 
G(t - s, s - v)~‘(u(s, _v))dyds . 
0 R 
f 
+ 
J.f 
G(t - s, .y - .V)CT(U(S, Y))dB,(y)d!. 
0 w 
Here G: R, x R + R, denotes the heat kernel G(t, z) = (27~~ ‘.‘exp( - z2/2t). In 
order to guarantee the uniqueness (already if both,fand g are vanishing) we restrict 
the consideration to the set 
E = 
i 
cp E C(R, Rd): lim cp(u)e ~ ‘IYI = 0, V’i > 0 , 
/\I+ x 
i.e. $:Q + E. 
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Suppose (Il)-(13) and consider solutions uf,M to the Dirichlet problems 
&ui(r, X) = f(Aui)(t,x) +f(ni(r, X)) + a(u(tT x))t(t, x)3 x E (L, M), t > 0, 
#itt, L, = $itL), Ui(t, M) = ll/i(M), t 2 0 
ui(03 x, = $itx), X E CL M1, 
where $i(x) I $a(x) IP-a.s. for any x E R. If we assume that ~4,” and ~43” corres- 
pond to the same LF-valued standard IF-Brownian motion and are unique in law, then 
by Theorem 2.1 
u4Jr(t, x) 5 uis”(t,x) P-a.s. (6) 
for any (Lx) E R, x [L, M]. 
Extend ut,M to x E R such that it coincides with hi outside (L,M) and denote the 
extension by the same symbol. Then (6) remains true for any (t, x) E [w + x R. The proof 
of Theorem 5.1 in Iwata (1987) tells us that Po(u~~~)-’ is tight on @(R, E), and any 
weak limit of this sequence as (L, M) t R is the law of a solution ui to (C). Suppose that 
the solution of(C) is unique in law and consider the set 
Q = 
{ 
(VI, (~2) 6 a=(@ Rd) x a=(R Rd): 
lim cpi(x)e -i.lul = 0 VA > 0, i = 1, 2, ‘pi I ‘pz 
IYI’ r 1 
Obviously, Q is closed and P,,,M,(Q) = 1, where P(,,,, is the probability measure 
on@(R,Rd)~C(R,Rd)inducedby(u~~M’, 2 . I&~.~)) As in the proof of Theorem 2.1 this 
implies 
p,(Q) = 1, 
where PO is any weak limit of P(L,Mj. Again, it follows that 
ui (t, x) I u2(t, x) P-as. 
for any (t, x) E R, x R. Consequently, we have proved the following theorem. 
Theorem 2.2. Assume (11))(13) and let fi and CJ he such thut the solution of‘ the 
corresponding Dirichlet and Cuuchy problems are unique in law. Then 
$fl (x) I $z(x) P-us. jar any x E R 
implies 
ul(t, x) I u2(t,x) P-a.s. for any (t, x) E R+ x R. 
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3. An Application 
Letfbe additionally locally Lipschitz continuous and suppose Q(U) = U, u 2 0. In 
this situation all uniqueness requirements are obviously fulfilled. Assume f(0) 2 0 and 
a(O) = 0 and replacefin (D) or (UZ) byf-f(0). If $ = 0 P-a.s. then u = 0 is the unique 
solution of (D) or (C), respectively. Because of the pfthwise uniqueness of the 
solutions we can replace < in (13) by I . Furthermore, we have f>f-f(0). 
Consequently, the solution of(D) or (C) is onnegative iff(0) L 0 and a(0) = 0. Of 
7 a certain physical interest is the case f(x = c,“=, ukxk, m odd, a, < 0, a, 2 0; 
compare Manthey (1986, 1988) or Manthey and Stiewe (1992) as well as Kotelenez 
(1992). Because of 
(j-(u) -.f’(v))(u - v) I C.lu - L’12, c 2 0, l+--% 
condition (12) is satisfied. ?& 
4. Note 
After the paper was already accepted the authors received a letter from A.V. 
Mel’nikov in which he informed us about his paper “On solutions of stochastic 
equations with driving semimartingales”, Proc. European Young Statisticians Meet- 
ing, Leuven 1983, 120-124, where a theorem similar to our Theorem 1.1 was for- 
mulated. 
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