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ABSTRACT 
We prove an identity for the Cartan invariants of the Schur algebra S( B+) using 
combinatorial properties of row semistandard h-tableaux. The problem arose in 
connection with the construction of projective resolutions of the irreducible S(B+)- 
modules. 
0. INTRODUCTION 
Let k be an infinite field, n and r positive integers, and P,, the 
symmetric group on {l, 2,. . . , n}. Denote by B+ the group of all invertible 
n X n upper triangular matrices over k, and by S( B+) its Schur algebra. 
While studying projective resolutions of the irreducible S( B +)-modules, 
we came across a problem involving the Cartan invariants of S( B ‘>, which 
we treat in this paper by combinatorial methods. 
Let A, (Y be unordered partitions of r into n parts. We prove the identity 
c sgn( WI Co(h), OI = qm, (0.1) 
WE p,, 
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where w(h) = A + (w(l), . . . , w(n)) - (1, . . . , n), S,, ~ is the Kronecker 
delta, sgn(w) is the sign of w, and ch a are the Gartan invariants of S(B+). It 
can be proved that ch o1 is the number of row-semistandard A-tableaux of the 
form 
11 . . . . . . . . . 1 1 row 1 
1 . . . . . . 1 2 . . . . . . 2 row 2 
11 . . . . . . 1 . . . n . . . nl row n 
of weight (Y (see Section 2 for precise definition). Hence our problem 
becomes one of counting A-tableaux. 
Denote by V, and k,, respectively, the principal indecomposable and 
irreducible S(B+)-modules associated with A. Equation (0.1) is equivalent to 
the identity 
c WC w> pm(*)] =[khl 
WGP" 
(0.2) 
in the Grothendieck group G,(S(B+)). Simultaneously with our work, D. 
Woodcock [9] constructed a long-sought-for minimal projective resolution of 
k,, for algebraically closed fields of characteristic zero. For this he used the 
Bernstein-Gel’fand-Gel’fand resolution and methods of the theory of alge- 
braic groups. The identity (0.2) is a consequence of his work. Nevertheless we 
think our method is interesting because of its elementary combinatorial 
character. 
The organization of this paper is as follows. After giving notation in 
Section 1, in Section 2 we prove (0.1) in combinatorial terms. In Section 3 we 
show how the results of Section 2 can be applied to the Cartan invariants of 
S(B+) and how we can prove, in a very simple way, some properties of 
S( B+). 
General references for Schur algebras are [3] and [4]. 
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1. NOTATION 
Our notation is mainly the one used in [3, 41. 
n and r are positive integers, which will be kept fixed throughout, and 
n = {l,..., n}, _r = {l, . . . . t-1. 
As usual, we write N for the set of all positive integers, and N, = N U {O}. 
A = h(n, r) = {A = (A,, . . . , A,) : A, E FV, (v E ~1, C;= ,A, = r} is the 
set of all unordered partitions of r into n parts (zero parts being allowed). 
P, denotes the symmetric group on n. If P is any subset of P,, then P,“,, 
and ‘odd will, respectively, denote the sets of all even and odd permutations 
in P. For w E P,, we write oP = w( pu> ( /.L E c), and w = (w,, . . . , wn>. If 
A = (A,, . . . , A,) E A, we define w(A) = (A, + w1 - l,..., A, + o, - n>. 
Note that w(A) is an element of A iff its entries are all nonnegative. 
2. THE MAIN THEOREM 
Let A = (A,,..., A,) be any element of A. The diagram of A is the set 
[A] = {( /J, v) E 14 X r : 1 < v < A,}. Any map T * from [A] to _n is called a 
A-tableau (with values in r_). If T ‘\( p, v) = tp v, we shall write 
t11 **. t,,, 
t21 *** ... bh, 
TA =. 
The A-tableau T * is said to be row-semistandard (RSS) if the entries in each 
row of T A are weakly increasing from left to right. The weight of T A is the 
element LY of A by CQ I{( CL, E [A] : t,, v = p}l, all p E _n. 
DEFINITION. For each pair A, (Y of elements of A, ch, a is the number of 
RSS A-tableaux T” with weight CY such that the entries tp in row p T 
are not greater than ( p II). If E P,, o(A) has entries, 
then define cochj to be 
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Note that, given A, cy E A, a RSS A-tableau TA of weight a as described 
in the definition above is completely specified by the n X n matrix (a,,), 
where for any p, Y E rz. up,, is the number of entries v in row p of T”. 
Hence cn, L1 is the number of nonnegative integer lower triangular ri x n 
matrices whose vector of row sums is (A,, , . . , A,) and whose vector of 
column sums is (ai,. . . , a,). 
EXAMPLE. A RSS A-tableau of the type referred to and its associated 
matrix are 
In this case A = (6,2,0,3,4), and the weight of T* is (7,3,1,3,1). 
One can define on A = R(n, r) a partial order by writing A 3 cy if, for 
all t_~ E 2, there holds ct=lA, Q C$ra,. (When restricted to the set of all 
A E A such that A, > **a > A,,, this order is called the dominance or 
majorization order.) It is easy to see that A 5 LY holds iff (Y = (A, + m,, A, 
+ m2 - m,, . . . , A,, - m,_ 1) for some nonnegative integers m,, . . . , m,_,. 
PROPOSITION 2.1. Let A, (Y E A. Then 
6) c,+ u f 0 iff A Q CX, - 
(ii) ch h = I. 
Proof. The easy proof is left as an exercise. n 
Let 2 denote the componentwise order on Z”, i.e., a > b if al 2 
b 1,. . . , a, B b,, a = (a,, . . . , a,), b = (b,, . . , , b,). 
LEMMA 2.2. Let a = (a,, . . . , a,) E Z”, and P = {w E P,, : w & a). 
Then 
(il (PI = I iff {2,3,. . . , n) & {a,, . . . , a,) and aLL < 1 for exactly one p. 
(ii> Zf IPJ > 2 or IPI = 0 then IP,,,,] = IPoddI. 
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Proof. The lemma is obviously true if any up is larger than n. Also, the 
set P will not change if we replace all nonpositive entries of a by 1. Thus we 
may assume that a E g”. Suppose that the two conditions below hold: 
(1) P z 0. 
(2) There exists .s* E z such that R = { p : up = s*} has cardinality 2 2. 
We get a partition of P, 
p = (J {w E P : o(R) = M, Wln\E =f}, 
(M,f) 
where M ranges over the subsets of IX, and f over the injective functions on 
14 \ R. Suppose p, u are two distinct elements of R, and w is in a given class 
of this partition. Then, since we have wP, o.+, > s* = a,, = a,, we are free to 
transpose wP with wy to get a new element in the same class but of the other 
parity. Thus, assuming (1) and (2>, we see that each class has as many even as 
odd elements, and hence ) Peyen( = 1 Podd). I n a icu ar, to assume 1 PI = 1 and p rt 1 
(2) would be contradictory. The negation of condition (2) means that, for 
each s ~72, we have I{p:aa,= s)l = 1. In this case we have necessarily 
P = {a). From this discussion, the lemma follows. W 
A trivial consequence of this lemma is the following result. 
COROLLARY 2.3. Let a = (1, . . . , s, a,, I, . . . , a,,) E if” for some s E 
11,. . . , n - 2}, and P* = {w = (1,. . . , s, w,+~, . . . , w,,) E P,, : o > a). Then 
(i) IP*l = 1 ijf {s + 2,. . . , n} G {a,,,, . . . , a,} and up < s + 1 for ex- 
actly one p E {s + 1, . . . . n). 
(ii) If IP*l > 2 or IP*l = 0 then IP&,I = IPsdl. 
According to previous discussions, our main theorem can be stated as 
follows. 
THEOREM 2.4. Let A, CY E R(n, r). Then 
c Sd w> Cw(h), a = 6, (Y. (2.5) 
WGP, 
Proof. If h = (Y, then the only w E P, satisfying o(h) 5 CY is the 
identity permutation. So the sum on the left-hand side of (2.5) reduces, by 
(2.1), to CA,*\, which is 1, as desired. Suppose now that A 3 cr. Then, since 
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(Wl - 1) + (02 - 2) + *** +(op - ,u) 2 0 for all /_L E _n, we have o(h) -& 
ff and Co(A) a =Oforall WEP,.ThusC,,p~ 
theorem it remains to establish the following: Zf ?z> 
= 0. So to prove the 
but h a then 
c co(A), a = c Gw( A), a * (2.6) 
WEP" even ocP, odd 
Define Yas the set of all matrices T of the form 
a11 
a21 
T = a31 1; a nl 
0 
a22 
‘32 
a n2 
0 0 *** 0 
0 0 ... 0 
a33 0 . . . 0, 
a n3 a n4 *‘* a nn 
with entries in N, and column sums C~=,a,, = CY,, all v E 2. Associate to 
each n x n matrix T = (a,,) its row sum vector r(T) = (r,(T), . . . , r,(T)), 
where r,(T) = C~=raPV, all Al. E _n. Then, for any o E P,, we have coChj, a = 
I{T E 9: r(T) = ~(h)}l. Using the definition of W(A), it is easy to see that for 
any fl G Z’,, there holds 
c Cw(Qa = I(T EY:(l,..., n) + r(T) - A is a permutation in a} I. 
WE-n 
(2.7) 
Let 
9- perm = (2’ E ~7: (1,. . . , n) + r(T) - A is a permutation (in Pn)}. 
Of what form are the permutations 
UT = (l,..., n) + r(T) - A 
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entering into the description of the set 3&,, just introduced? For T E q,,,,,,, 
we have 
0 
azz 
a32 
a n2 
0 
0 
a33 
0 
0 
0 
. . . 
. . . 
. . . 
0 
0 
0 
a n3 a n4 a nn 
As we assume A 3 (Y, A # CY, there exists a minimal d E {l, . . . , n - l}, 
such that A, < LYE. Since a,, < lyl = A, and 1 + a,, - A, > 1, we must 
have ali = A,. But then ail + azl + *a* +anl = (Ye and a,, = A, = (Ye im- 
ply azl = *** = a,, = 0. As for or, we have COT = 1 + a,, - A, = 1. Re- 
peating the process for the second row, we obtain az2 < CY~ = A, and 
2 + a22 - A, > 2. Thus a22 = A,. Also a22 + *a* +an2 = cx2 and az2 = A, 
= cx2 impIy as2 = *.. = an2 = 0. Thus cIearly W: = 2. In this way we 
conclude that, with d defined as above, every T E 9&,,,, is of the form 
I ‘1 
0 
4-l 
adrl 0 ... 0 
. . 
. . 
0 0 
a nd .** ... arm 
and mT = (1,. . . , d - 1, wd,. . . , ton>. 
Define PC”) = {o E P, : w = (1,. . . , d - 1, We,. . . , w,)}, and consider 
T E .5&,, as above. 
CLAIM. Let 2: be the matrix obtained from T by replacing the dth 
column with the zero column. Then 
II w~P$,:~>(l,...,n)+r(?)-A)1 
= w E P$d: o > (l,..., n) + r(f) - A}l. II (2.8) 
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Proof of the Claim. We have 0: = d + add - A, > d. Thus add > A,. 
If add = A,, then, as (Ye > A,, there is Al. E {d + 1, . . . , n} such that a,, > 0. 
Hence, if we write l r = (1,. . . , n) + r(y) - A, we have E: < $. As w E 
Pcd), we get {wi+i, . . . , co,‘> = {d + 1,. . . , n), and, since er < mT, we obtain 
{d + l,..., n} g {ed’,..., en’}. (2.9) 
If add > A, then GJ$’ 2 d + 1. So there exists u E {d + 1,. . . , n} such that 
mT = d. Furthermore E: < ~1. Thus (d + 1,. . . , n} = {w,‘, . . . , WI> \ { a$), 
aid (2.9) holds again. Now, from (2.9) and Corollary 2.3(i), we know that 
I{w E P: 6J> (I..., n) + r(T) - A}1 > 2. Thus Corollary 2.3(n) gives the 
claim. n 
Next we define an equivalence relation N on 5&,,, by: T, N T2 if 
T,, T, E q,*, agree in columns d + 1,. . . , n. Let %? be one of the classes 
defined by this relation. We will show that 
I{ TE’IZYW~EP~ even)1 =I{T E %Z’: uT E I’, odd)l. 
In fact each T E %? can be obtained from a specific T * of the form 
T* = 
0 
A d-l 
0 0 
o ad+l,d+l 
0 
.,. 0 
. . . 0 
. . 
**a a nn 
by choosing suitably a column ad = (0,. . . , 0, add,. . . , and)t to replace the 
dth column of T *. If w E I’(“) and o z (1, . . . , n) + r(T*) - A, define 
a d = 0 - (1, . . . . n) - r(T *> f A. The components of ad are nonnegative 
and ~~,iaVd = Ci= i[w, - v - r(T*), + A,] = c;=,[A, - r(T*),]. But, 
since cr and A are in A, we have Cc= i LY, = CE= i A,, = r. On the other hand, 
as the sum of the row sums of T * has to be equal to the sum of its column 
sums, one has 
k [A, - r(T*)Y] = r - v&q, = cxd. 
v=l 
vzd 
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It is now clear that T + w* defines a bijection between the sets {T E %’ : W* 
E I’,, even) and { w E p(d) even : w > (1, . . . , n> + r(T*) - A), and hence 
they have the same cardinality. A similar result holds for odd permutations. 
Now, since ,7,,, is the disjoint union of the equivalence classes determined 
by - > (2.6) f 11 o ows from (2.7) and (2.8), and so Theorem 2.4 is proved. n 
3. THE CARTAN INVARIANTS OF THE SCHUR ALGEBRA S(B +) 
Let k be an infinite field of any characteristic, and write G = CL,(k) for 
the general linear group of degree n over k. Suppose E is an n-dimensional 
k-vector space with basis {e,, . . . , e,} where G acts naturally. Then G acts on 
the r-fold tensor power E@’ = E q a** $ E by g(x, @ *** 8 xr> = gx, 
@ .a. @ gx,, g E G, xi ,..., X, E E. The resulting representation is ex- 
tended by linearity to a representation of the group algebra kG of G, 
T,,,: kG + End,(E@‘). 
For each subgroup H of G one defines the Schur algebra for H, n, r, k 
as 
S(H) = S(H,n,r;k) := T,,,(kH), 
i.e., S(H) is the image of the group algebra kH under T, r. 
We are interested in the Cartan invariants of the Schur’algebra S(B+) for 
the Bore1 subgroup B+ of G (recall that B+ is the group of all upper 
triangular matrices in G). To define them we need to state some results about 
S(B+). 
Let I = Z(n, r) = {i = (i,,..., i,): i, E _n, all p E r}. We say that i E Z 
has weight h E A, and write wt(i) = h, if h, = 11 p E c : i, = v)\, all v E _n. 
Fix A E A. We can establish a bijective correspondence i ++ TiA, between 
Z and the set of all h-tableaux, by defining 
tA,+ . ..+A”_.+1 ‘.. 2r . 
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Using this correspondence, we will define the element Z(A) of Z (with weight 
A) by the A-tableau 
T* _m, 
l(h) -* 
n . . . . . . . . . n 
Z’,. acts on the right of I, and of Z X I, by i+rr = (i,(,), . . . , i,,cr,> and 
(i,j>n = (im,j5-), respectively, all i,j E Z;r E P,. 
For each pair (i, j) E Z X I, let &, j be the element of End,(E@‘) whose 
matrix (a&j>,,,),,,, I, relative to the standard basis {ei = ei, 8 **a Q eir : i 
E I} of E@‘, has a(i,j),,, = 1 if (i,j> and (h,f) are in the same P,-orbit of 
Z X I, and 0 otherwise. Clearly &j = &,,j, iff (i,j) = (i’,j’)r for some 
r E P,. Therefore &, i = sj, j iff wt(i> = wt(j). So if w(i) = A, we will write 
5, for &. It can be proved (see [6, (2.211) that, for all A E A, Q is a 
primitive idempotent in S(B+). Define left S(B+)-modules V’ and k, by 
V’ = S( B+)(* and k, = V’/radV,, 
where radV, denotes the radical of V,. 
THEOREM 3.1 [6, $21. 
(i> {V, : A E A} is a full set of pairwise nonisomorphic principal indecom- 
posable S(B+)-modules, and S(B+) = G3*t,,,V*. 
(ii) k, is a one-dimensional k-vector space, and {k, : A E A} is a full set 
of pairwise nonisomorphic irreducible S( B+)-modules. 
(iii) V’ has k-basis { & l(*j : i E I, i < Z(A), Ti* un RSS A-tableau). 
DEFINITION. Let A, (Y E A. The Cartan invariant t* u, of the Schur 
algebra S(B+) is the multiplicity of k, as a composition factor in V,. The 
Cartun matrix of S( B+) is C = (z*,, a)h, o1 E ,,. 
Since all k, are one-dimensional, k is a splitting field of S( B+). Thus (see 
[5, (5.9)] or [l, (54.16)]) we get 
LI 
c,, u = dimk Horn S(B+)(Vo) YJ = amk &xv,. (3.2) 
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Using Theorem 3.I(iii) and the fact that &&, j = &, j or 0 according as 
wt(i) = CY or not (see [3, 2.3~1) it is immediate that &V, has k-basis I&2(,,, : 
i E I, i Q Z(A), wt(i) = CY, Ti” an RSS A-tableau}. Thus dim &V, = c,, (I, and 
from (3.2) we get the following. 
THEOREM 3.3. For each pair h, CY of elements of A, the Cartan invari- 
ant ;A a satisfies 
,. 
CA, a = CA, a ’ 
Several results in Section 2, in particular Theorem 2.4 and Proposition 
2.1, can now be interpreted in terms of the Cartan invariants of S(Z3’). It is 
also quite easy to deduce some interesting facts about these invariants. 
Notice that, since ch, a depends only on A and cr, we have 
COROLLARY 3.4. The Car-tan invariants of S(B+) = S(B+, n, r; k) are 
independent of the field k; in particular, they do not depend on its character- 
istic. 
As a curiosity we also remark that, if we arrange the elements of A in 
some total order d such that A 5 (Y implies A s (Y, then, by (2.1) the 
Cartan matrix C of S(B+) takes the unitriangular form 
1 * 
c= 
i 1 . . . 0 -1 
Next we use Proposition 2.1 to determine the blocks of S(B+). General 
references for blocks are [l, $551 and [5, 1541. 
A two-sided ideal A in S( B+) is said to be indecomposable if it is 
impossible to express A as a direct sum of two nonzero two-sided ideals of 
S( B+). As S( B’) is a finite-dimensional k-algebra, it has a unique decompo- 
sition S( B+) = @“= 1 A, as a direct sum of nonzero indecomposable two- 
sided ideals A,. Tc ese ideals are called the blocks of S( B+). We now prove 
that S( B ‘> has only one block. 
THEOREM 3.5. It is impossible to express S( B+) as a direct sum of two 
nonzero two-sided ideals of S( B +). 
Proof. Let A, (Y E A, and consider the corresponding principal inde- 
composable modules V, = S(B+)& and V, = S(B+)&. Let Y = 
(r, 0,. . . , 0) E A. Then A 5 y and LY 3 y. Thus, by (2.1) CA, . f 0 and 
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c a, y # 0, i.e., k, is a composition factor in both V, and V,. But then, from 
Theorem 3.1(i), we conclude that any two principal indecomposable modules 
of S(B+) have a composition factor in common. This implies (see [l, (55.2)] 
or [5, 1§4]) that S(B+) has only one block. n 
Let mod S( B+) denote the category of all left S( B+)-modules which are 
finite dimensional over k. To end this section we would like to show how 
Theorem 2.4 reflects in the Grothendieck group G,(S(B+)) for the category 
mod S(B+). 
For each V E mod S( B ‘) let [V ] denote the element of G,(S( B’)) 
corresponding to V. Then, from a general result on Grothendieck groups (see 
[2, (16.6)]), we have that G,(S(B+)) = @a E *Z[ k,] is a free abelian group 
with basis ([k,]: CY E A} [recall Theorem 3.Nii)l. Moreover, for each V E 
mod S( B+), there holds [V ] = C, E *r,(V)[k,], where r,(V) is the multi- 
plicity of k, as a composition factor in V. Let h E A, w E P,, and consider 
the S(B+)-module Vwch) [if w(h) @ A, make VwCAj = 01. Then, since cwch) a 
is the multiplicity of k, as composition factor in VW(*), we have [VwcA\,] 2
c a t ,,c,(~), ,[ k,]. Therefore Th eorem 2.4 is equivalent to the identity 
c w(w) [VW(A)] = kl. 
OGP, 
(3.6) 
As we have mentioned in the introduction, the combinatorial problem 
studied in this paper arose from the study of projective resolutions of k,. This 
latter subject has recently been exploited in connection with the construction 
of projective resolutions of Weyl modules for GL,(k) (see [6-g]). It has been 
conjectured that if k is a field of characteristic zero, then a minimal 
projective resolution of k, should be of the type 
where Z(w) denotes the length of the permutation w. A stronger form of the 
conjecture (for generalized Schur algebras) was recently proved by D. 
Woodcock [9] for the case of an algebraically closed field k of characteristic 0. 
Since the Cartan invariants of S(B+) are independent of the field k, (3.6) 
and Theorem 2.4 follow from Woodcocks work. 
We would like to thank Professor]. A. Green for valuable discussions and 
encouragement that led to this paper, and D. Woodcock for his useful 
comments. 
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