Predicting human mobility is an important trajectory mining task for various applications, ranging from smart city planning to personalized recommendation system. While most of previous works adopt GPS tracking data to model human mobility, the recent fastgrowing geo-tagged social media (GTSM) data brings new opportunities to this task. However, predicting human mobility on GTSM data is not trivial because of three challenges: 1) extreme data sparsity; 2) high order sequential patterns of human mobility and 3) evolving preference of users for tagging.
INTRODUCTION
The popularity of GPS enabled devices and the rapid development of position technology have generated a large amount of spatiotemporal trajectory data. The meaningful information (e.g. location, timestamp and user ID) in trajectory data has brought out a number of trajectory data mining tasks [45] . Human mobility prediction is considered as an important trajectory data mining task and it has attracted a great deal of research efforts [4, 35, 39, 40] for various applications, ranging from intelligent traffic management and smart city planning, to personalized recommendation system. While most of previous works usually adopt the GPS tracking data to predict human mobility [18] , the recent fast-growing geo-tagged social media (GTSM), such as Instagram, Twitter and Wechat, brings new opportunities to this task.
Unlike conventional GPS tracking data which is intensively collected and contains considerable sequential patterns, the GTSM data is generated by users on voluntary basis. Therefore, it introduces three unique characteristics: (1) extreme data sparsity: the available GTSM data is generated only when the users want to share their locations and diligent users who keep tagging for every location they visited are in fact rare. Therefore, the GTSM data is low-sampling in nature. (2) high order sequential patterns: the GTSM data contains complex dependency relationships of human mobility, namely high order sequential patterns. Not all adjacent GTSM data has dependency relationships. For example, the user took a trip and tagged in airport, museum, bar and the Great Wall sequentially. The Great Wall is closely related to the airport and museum, while the bar is tagged only on a whim. (3) evolving preference for tagging: The general preference (i.e. long-term preference) of a user for tagging is not static and keeps evolving over time [21] .
The previous works on predicting human mobility with GTSM data mainly focus on pattern-based approaches [2, 7, 16, 39] and model-based approaches [4, 35, 40] . Early approaches are mostly pattern-based. They firstly discover regular mobility patterns from trajectory data based on matrix or tensor factorization, and then conduct mobility prediction based on these popular patterns. However, these approaches suffer from big challenges, since they ignore sequential transition regularities that are critical for mobility prediction. The model-based approaches try to learn sequential statistical models from trajectory data. The Markov related models build a transition matrix between different locations to predict future locations of users, while recurrent neural network (RNN) based models capture sequential patterns in latent space with location embedding to improve prediction accuracy. These models work well on the trajectory data with considerable sequential patterns (i.e., GPS tracking data). However, the GTSM data with extreme sparsity and high order sequential patterns brings big challenges to realize high potential predictability of human mobility.
Convolutional neural network (CNN), which is originally invented for computer vision [13] , has subsequently been shown to be effective for sequential modeling, such as natural language processing [10, 11] and next item recommendation [28, 38] . The main process of these works is to map each word (or item) with a ddimensional vector in latent space and represent a sequence with length L as an L ×d "image". Then convolution operation is applied to search for sequential patterns as local features of the image. Similarly, inspired by the successful use of location embedding in trajectory mining [4, 20] , we regard a trajectory as the image and then search for sequential patterns using convolutional filters. Despite the extensive work on predicting human mobility, little attention is paid to solving this problem with convolutional network.
In this paper, we propose ACN, an Attentive Convolutional N etwork model for predicting human mobility from sparse and complex GTSM data. Specifically, we firstly design a multi-dimension embedding layer which considers multiple key features (i.e., spatial, temporal and user features) that govern human mobility and jointly converts these features into dense representations. A twochannel trajectory image is generated by considering both spatial and temporal embeddings which is then fed into a convolution module to model high order sequential patterns using hybrid dilated and separable convolution filters. We further adopt residual network in convolution module to help obtain higher-level representations. Another key component in ACN is an attention module, which learns from history trajectory to capture evolving preference of users. By integrating convolution module and attention module, our model can both handles long-and short-term patterns of human mobility and has shown significant advantage to solve data sparsity problem. In addition, ACN is capable of capturing personalized mobility preferences by flexibly leveraging user ID embedding to improve prediction accuracy.
Our contribution can be summarized as follows:
• We propose an attentive convolutional network (ACN) model to predict human mobility from sparse and complex GTSM data. Specifically, we regard the embedded trajectory as an image and use convolution filters to search for sequential patterns as local features of the image. To the best of our knowledge, ACN is the first model to use convolutional neural network to solve human mobility prediction task. • We design HSC which is combined of H ybrid dilated convolutions and Separable Convolutions in convolution module. The former increases the receptive fields exponentially to capture high order sequential patterns from lengthy trajectory, while the latter is a powerful degridding method to preserve local information consistency. We further propose using residual network to wrap convolution layers by residual unit to help obtain high-level representations. • We propose using an attention mechanism to learn longterm preferences of users from history trajectory. We use the up-to-date history trajectory to express the evolving general preference. By combing both long-and short-term mobility patterns, our model generates high-level hybrid representations which are incorporated with personal preferences for accurate mobility prediction. • We conduct extensive experiments on three publicly available GTSM datasets to evaluate the effectiveness of our proposed model. The results demonstrate that our proposed ACN consistently outperforms the existing state-of-the-art methods on a variety of common evaluation metrics.
RELATED WORK
Our work is essentially an integration of human mobility prediction and convolutional neural network. In the following, we review the related work on these two research directions.
Human Mobility Prediction
The previous works on human mobility prediction focus on two approaches: pattern-based approaches and model-based approaches. Pattern-based approaches firstly discover regular mobility patterns from historic data, and then conduct mobility prediction with these patterns. Most of works are based on matrix or tensor factorization. Liu et al. [19] adopted probabilistic non-negative matrix factorization which learned geographical preference on user's mobility behavior. Lian et al. [17] developed GeoMF model which was based on weight matrix factorization (WMF) and geographic influence. Li et al. [15] proposed a ranking based geographical factorization method, which incorporated both geographical and temporal influences. It used a stochastic gradient descent based algorithm to learn the factorization. Yao et al. [34] proposed tensor factorization that exploited a high-order tensor combined of users, locations and times to interpret multi-dimension contextual information. Zhang et al. [39] introduced a top-down approach which combined semantic labels to discover fine-grained patterns. The main steps was to mine coarse mobility patterns and then progressively refine them via weighted snippet shifting. Compared to pattern-based methods, our model not only considers short-term sequential patterns, but also learns long-term preferences of users.
Model-based approaches try to learn sequential statistical models from the trajectory data. Early approaches are mostly Markov related models which establish transition matrix between different locations to predict the future locations of users. Mathew et al. [22] presented a hybrid method to cluster history locations by user and trained a Hidden Markov Model (HMM) for each user to complete prediction. Zhang et al. [40] proposed group-level HMM that integrated multiple (spatial, temporal, and textual) features to perform group-level mobility modeling. By developing a multimodal embedding method, Shi et al. [25] used HMM to learn latent states and transitions in embedding space. Recurrent neural network (RNN) is a recent state-of-art model to capture sequential patterns and shows to have an impressive capability in trajectory data mining tasks [4, 20] . Liu et al. [20] proposed Spatial Temporal Recurrent Neural Networks (ST-RNN) to model temporal and spatial contexts. Feng et al. [4] proposed an attentional mobility model DeepMove, which includes a historical attention module to capture periodical behavior of human mobility. The model-based approaches work well on the trajectory data with considerable sequential patterns. However, the GTSM data is extremely sparse with high order sequential patterns which brings big challenges to realize accurate mobility prediction. We apply convolutional neural network to model sequential patterns as local features of the image which is flexible to handle high order sequential patterns.
Convolutional Neural Network
Convolutional neural network (CNN), which is originally invented for computer vision [13] , has subsequently been shown to be effective for sequential modeling, such as NLP [10, 11] and item recommendation [28, 38] . The main idea is to embed a sequence with an L × d image, where L represents the length of sequence and d represents the number of dimensions. Then convolution operation is applied to searching for sequential patterns as local features of the image. It is typically faster to train than RNN because it does not have recurrent connections. Despite the extensive works on sequential modeling being based on CNN, no prior work pays attention to using CNN to solve human mobility prediction problem. Directly applying CNN to solve human mobility prediction problem results in two issues: (1) limited capability in modeling lengthy trajectory: the standard convolutional filters are only able to perform convolution with the receptive field increasing linearly by the depth of network, which makes it difficult to handle lengthy trajectory. (2) reduced sequential patterns: The downsampling layer in CNN which expands the receptive field results in the reduction of sequential orders. Dilated convolution [29] , which dilated the filter by inserting "holes"(zeros), was proposed to increase receptive field without reducing sequential orders. Wang et al. [30] proposed hybrid dilated convolution (HDC) which used different dilation rates for continuous dilated convolutional layers. This method allowed for an exponential increase of receptive field if the dilation rates is set to 1, 2, 4 in continuous convolution layer. However, the dilation convolution introduces a new problem called gridding artifacts which results in inconsistency of local information and hampers the performance. Wang et al. [31] analyzed a decomposition of dilated convolutions and proposed separable and shared convolutional operation to smooth the dilated convolutio. Our work combines hybrid dilated convolutions and separable convolutions to efficiently model lengthy trajectory and capture high order sequential patterns.
PRELIMINARIES 3.1 Notations and Problem formulation
The entry in GTSM data is always recorded with spatial, temporal and user information. The original temporal information in the entry is a real-value timestamp. However, it is infeasible to directly embed every timestamp because time is continuous. Motivated by the previous work that human mobility follows periodic patterns [41] , we align all the timestamps into a fixed time interval. The time interval is closely related to the mobility periodicity.
Definition 1. (Timeslot) We discretize the fixed time interval into T timeslots to aggregate mobility statistics. Each timestamp in the entry could be transformed into t ∈ [1,T ] which represents the t-th timeslot.
Definition 2. (Trajectory Sequence) We define a spatio-temporal point q as a tuple of location point p and timeslot t, e.g. q = (p, t). For a user ID u, trajectory sequence T is the aggregation of spatiotemporal points, i.e., T u = q 1 q 2 · · · q n . Definition 3. (Trajectory) Given a trajectory sequence T u for a user u, trajectory is a subsequence of T u . The k-th trajectory with length L can be represented as T k u = q k q k +1 · · · q k +L−1 . Transforming a trajectory sequence into a number of trajectories does not only reduce computational complexity but also enable us to mine richer knowledge. Since it is not the core part in our work, we use sliding window with length L to generate the fixed-length trajectories. For k-th trajectory T k u of user u, the upto-date history trajectory is denoted as H k u = q k −m · · · q k −2 q k −1 where m represents the length of history trajectory.
Problem: Given the trajectory T k u = q k q k +1 · · · q k +L−1 , the up-to-date history trajectory H k u = q k −m · · · q k −2 q k −1 and the prediction time t k +L , the task of human mobility prediction is to predict the next spatial point p k +L .
CNN based Mobility Prediction
The previous deep learning models for human mobility prediction are all based on recurrent neural network (RNN) models. However, these models face big challenges on the trajectory data which is extremely sparse and contains high order sequential patterns. To the best of our knowledge, no prior work pays attention to using convolutional neural network (CNN) to predict human mobility because convolutions are not a natural way to capture sequential patterns. Our proposed model is the first model to utilize convolutional network to solve human mobility prediction problem.
The main idea of our model is to generate an image in latent space through trajectory embeddings, and then use convolution operation to search for sequential patterns as local features of the image. This approach offers the flexibility of modeling high order sequential patterns. Different from the previous CNN based sequential models [11, 28] , we consider both spatial and temporal embeddings to generate a two-channel trajectory image. Specifically, given a spatio-temporal trajectory T = q 1 q 2 · · · q L where q = (p, t) is a tuple of location point and timeslot, we decompose the trajectory T into the spatial dimension T p = p 1 p 2 · · · p L and temporal dimension T t = t 1 t 2 · · · t L . Inspired by location embedding in previous trajectory mining works [4, 6] , we represent each spatial location with a low-dimensional vector v p ∈ R d . Therefore, the L × d trajectory image with spatial channel is generated. Similarly, we represent each timeslot with the same dimension vector v t ∈ R d to generate a temporal image. Finally, a two-channel image containing spatial and temporal features is generated by combining both spatial and temporal image for convolution operation.
MODEL DESIGN
The proposed model, Attentive Convolutional Network (ACN), incorporates convolutional network and attention mechanism to model Technical Presentation WSDM '20, February 3-7, 2020, Houston, TX, USA both long-and short-term patterns of human mobility. Figure 1 depicts the architecture of ACN. It consists of three major components: Multi-dimension Embedding Layer, Convolution and Attention Layer and Prediction Layer.
Embedding Layer
Motivated by the word embedding in natural language process [27] , the goal of embedding layer is to produce self-learned dense representation of precise semantics out from the sparsely populated one-hot representation. We design a multi-dimension embedding layer which considers multiple key features (i.e. spatial, temporal and user features) that govern human mobility. Spatial and temporal Embedding: Since human mobility patterns change across times and locations, it is important to produce precise semantic information of times and locations for mobility prediction. We adopt dense representation with a low-dimensional vector v ∈ R d where d is the dimensionality in lower space. Specifically, we use spatial embedding vector v p to represent the location and temporal embedding vector v t to represent the timeslot (blue and red circles in the rectangular in Fig. 1 respectively) . Note that the embedding size of location and timeslot should be the same to generate a two-channel trajectory image. Unlike image recognition, however, this image is initialized randomly and updated during the training of the model. User Embedding: The user's personal preference would also govern human mobility patterns. Along with the spatial and temporal embeddings, we consider user embedding v u ∈ R d u to represent personal preference in the latent space (green circles in the rectangular in Fig. 1) . 
Convolution and Attention Layer
The convolution and attention layer combines of two modules: convolution module and attention module. The former uses convolutional network to model short-term sequential patterns, while the latter learns long-term preference of user to augment convolutional network for mobility prediction.
Convolution module.
Convolution neural network (CNN) has subsequently shown to be effective for sequential modeling, such as sentence classification [11] and sequence recommendation [28, 38] . Borrowing the idea of using CNN in sequence recommendation [28] , our approach regards the embedded trajectory as an L×d image in the latent space and models sequential pattern as local features of the image. Then we adopt convolution operation to search for sequential patterns. Hybrid Dilated Convolution: Fig. 2 illustrates the receptive fields f through three consecutive convolution layers with kernal size 3 × 3. We observe that the f increases when the network becomes deeper, however, varies among different convolution filters. The standard convolution filter is only able to increase receptive field linearly with the depth j of network, i.e., f = 2j + 1 (Fig. 2(a) ). This makes it difficult to handle lengthy trajectory since it uses pooling method in downsampling layer to expand receptive field which results in the reduction of sequential orders. The dilated convolution [29] is proposed to increase receptive fields without introducing more weights while preserving sequential orders. A filter with a dilation rate r introduces r − 1 zeros between the weights, which results in the sparse sampling of the input map. For a unit i on the input feature map x and map filter w, the output y can be represented as:
The dilated convolution allows to adaptively change the receptive fields by changing the rate value. As a special case, the dilation convolution with dilation rate r = 1 yields the standard convolution. We employ hybrid dilated convolution which group several consecutive dilated convolutional layers and apply different dilation rates. Therefore, hybrid dilated convolution allows for exponential Technical Presentation WSDM '20, February 3-7, 2020, Houston, TX, USA increases of receptive fields. An example is shown in Fig. 2(b) . If the dilation rates of consecutive convolution layers are set to 1, 2, 4 respectively, the receptive fields increase exponentially, i.e., f = 2 j − 1. Clearly, hybrid dilated convolution is more effective to model high order sequential patterns from lengthy trajectory. To further increase receptive field, we could repeat the architecture by stacking hybrid dilated convolutions, i.e., 1,2,4,1,2,4,1,2,4.
Separable and shared convolutions:
Despite dilated convolution achieving success in modeling lengthy trajectory, it results in the so-called "gridding artifacts" [37] which means that adjacent units in the output are computed from completely separate sets of units in the input. In other words, for each dilated convolution layer, the inconsistent structure of the dilated filter will result in local inconsistency which hampers the performance of CNN. In order to alleviate the gridding artifacts, we adopt separable and shared convolution (SSC) proposed in [31] , which incorporates the local information with a group interaction layer, to smooth the dilated convolution. A unique advantage of SSC is that it is independent and does not rely on other layers to solve gridding problem. Therefore, we add SSC before each dilated convolution layer to improve the consistency of dilated convolution (see Fig. 3(c) ). Furthermore, SSC does not introduce much computation complexity because it only requires learning a negligible amount of extra parameters.
Residual Network: It is well known that increasing the depth of network layers can help obtain higher-level representations, thus becoming more expressive. However, it may result in the vanishing gradient problem which hampers convergence from the beginning of training. To avoid the degradation problem, residual learning [8] has been proposed for deep networks. The basic idea of residual network is to stack multiple residual units. As shown in Fig. 3 , each residual unit is combined of few stacked convolution layers as a building block and a shortcut connection which directly links input to the output of the stacked layers. The shortcut connection not only allows to explicitly fit the residual mapping instead of the original, unreferenced mapping, but also makes it easier to reach local optimal result [14] . Formally, denoting the original mapping as Y (X ), we let the building block fit another mapping of F (X ) = Y (X ) − X . Essentially, the original mapping is recast into: where F (X ) represents several stacked convolution layers in a building block and Y (X ) is the output (assuming that X and F (X ) are of the same dimension). For each building block in the residual unit in Fig. 3(a) , there are three consecutive dilated convolution layers with different dilation rates and SSC is added before each dilated convolution layer to solve gridding problem ( Fig.3(c) ). Furthermore, we use batch normalization [9] and ReLU function [23] to accelerate training process ( Fig.3(b) ). The residual mapping F (X ) in the building block is formulated as:
where ψ is a combination of batch-normalization and ReLU function ( Fig.3(b) ), W 1 , W 2 and W 4 are combinations of separable and shared convolution and hybrid dilated convolution ( Fig.3(c) ) with dilation rate 1,2 and 4 respectively.
Attention Module.
Despite the good learning of convolution module to model short-term sequential patterns, it is unable to capture the user long-term preferences. Attention mechanism is introduced to augment deep neural networks and strengthen their ability in capturing long-term dependencies and it has been successfully applied in many tasks, such as neural translation tasks [1] , recommendation systems [32, 36] and trajectory mining tasks [4, 43] . Inspired by this, we propose learning long-term preferences from history trajectory to augment convolutional neural network for mobility prediction.
Since long-term mobility patterns of users usually change over time, learning a static long-term representation for each user can not fully express evolving preference of user mobility patterns. On the other hand, it is more reasonable to reconstruct long-term representations from up-to-date history trajectory. Specifically, as shown in Fig. 4 , it firstly generates history representations from up-to date history trajectory with fully connected module. Then it takes the history representations as the input and computes the importance of history representations when queried by current representation from convolution module to generate an attention score. Finally, it computes user long-term context as a sum of candidates weighted by the attention score. Formally, the attention module is formulated as:
where h c ∈ R d is the representation of an L × d image generated by current trajectory, h j ∈ R d represents j-th representation in history trajectory, function f (·) is the score function, a j is the attention weight of j-th history representation and c is the final user long-term context.
Prediction Layer
The prediction layer mainly consists of two concat and fully connected modules. The first fuses long-and short-term mobility patterns; while the second considers human personal preference.
In the first module, we concatenate the short-term representation of current trajectory and long-term context of history trajectory, and then feed them into a fully connected layer to get more high-level representations:
where W c ∈ R 2d ×2d is weight matrix, b c ∈ R 2d is bias term, φ is activate function for fully connected layer. z is high-level representations both considering long-and short-term human mobility.
In order to further capture human personal preference, we also consider d u -dimension user embedding e u at time t k+L to concatenate these vectors, z, e t and e u , together and project them to an output layer with |P | locations, written as
where W u ∈ R | P |×(d u +3d) and b u ∈ R | P | are weight matrix and bias term respectively. The vector y u,k in output module is associated with the probability of each location where y u,k i represents the probability of user's next location i with current trajectory T k u .
Network Training
To train the ACN model, we transform the values of output module, y u,k , to probabilities by:
where σ (x) is the softmax function. The predicted label can be generated withŷ = arдmax y p(y | T k u , H k u ). In general, human mobility prediction task can be regarded as a multi-classification problem, so we apply the cross-entropy as the loss function to train our model. The cost function is the negative log-likelihood of the true user label:
where d i ∈ R | P | is the one-hot represented ground truth, C u is the collection of trajectories for user u, Θ denotes all the trainable parameters to be estimated, and λ is a pre-defined constant for the regularization term. The model parameters Θ, including embedding vector of user, timeslot and location, convolution filter, weight matrix and bias term, are learned during the training of model, aiming at minimizing the objective function in Eqn 9 on the training set. We adopt Adaptive Moment Estimation (Adam) [12] and backwardpropagation-through-time algorithm to train our model. To avoid overfitting problem, we use two regularization methods: the L2 regularization is used for all trainable parameters and dropout [26] technique is used on fully connected module. 
Experiment Setup
Datasets:
We conduct experiments on the following GTSM datasets. The Gowalla 1 dataset is provided by [3] which contains a complete snapshot, while Foursquare 2 datasets are provided by [33] with two popular cities -Tokyo and New York, namely Foursquare-TKY and Foursquare-NYK. Note that since the main contributions of this paper do not focus on combining various features, such as context information or user friendship, we only use timestamps, locations and user IDs in our work. For all datasets, we remove the users who check less than 15 times and the locations which have been checked less than 2 times. Then we randomly select thousand of users to conduct experiments. In order to quantify the sparsity of GTSM datasets, we defined the following formulation, written as:
where R is the average length of trajectory sequence and |P | is the total number of locations. Table 1 depicts the detailed statistics of three datasets. We observe that the sparsity of all datasets is more than 98.8%. Following [4] , we use the first 80% of each users' trajectory as training data. The remaining 20% of each users' trajectory are used as testing data for evaluating the model's performance. Evaluation Metrics. The human mobility prediction can be regarded as a multi-classification problem. We use Acc@K and macro-F1 to evaluate the performance, which are common metrics in human mobility prediction [44] . Specifically, ACC@K is a ranking based accuracy which is considered "correct" if the ground truth location l * (s) lies within the top-k results L K (s). The formulation can be represented as:
where |S | is the number evaluation corpus. ACC@1 is a straightforward performance indicator which is the ratio of correct predictions. Macro-F1 is the harmonic mean of the precision (macro-P) and recall (macro-R), averaged across all classes (locations):
Macro-F1 is an overall performance indicator.
Compared approaches
We compare ACN with classic methods as well as recent state-ofthe-art models. Specifically, the following baseline approaches are evaluated.
Traditional approaches:
• MC. Markov chain is a classic approach to predict human mobility [5] . It regards all the visited locations as states and builds transition matrix between these states to make prediction. • MF. Matrix factorization [19] casts human mobility prediction problem as a recommendation problem which factorizes the users-locations matrix to generate user general preferences to complete prediction. • FPMC. Factorization personal markov chain [24] model subsumes both Markov chain and Matrix factorization for mobility prediction. The proposed approach captures both sequential patterns and user general preferences.
RNN-based approaches:
• RNN. Recurrent neural network [42] is a state-of-the-art deep neural network for sequential modeling, which has been successfully applied in sentence classification and item recommendation. • ST-RNN. ST-RNN [20] extends recurrent neural network to focus on modeling the continuous spatio-temporal contexts for mobility prediction. • Deepmove. Deepmove [4] can be regarded as an enhanced version of RNN with history attention mechanism. It captures both user long-and short-term mobility patterns.
Implementation Details
The traditional approaches were implemented on a Intel Xeon CPU using Python 2.7 and RNN-based approaches and ACN were implemented on a NVIDIA TITAN XP GPU using PyTorch. For all baselines, the grid search is applied to finding the optimal settings of hyperarameters. For all datasets, ACN used the learning rate of 0.0001 with the decay of 0.5 and batch size of 32. The embeddings for all features are set to 64. Note that the impact of spatio-temporal embeddings is also discussed in the following section. All convolution kernel size is set to 3 × 3 with 8 filters and the number of residual unit is set to 4. The regulation parameters L2 and dropout rate are set 1e −6 and 0.5 respectively. All the weights and bias are uniformly initialized. All experiments are repeated for 3 times with different random seed. Table 2 depicts the performance of our proposed method as compared to all the state-of-the-art competitors in Gowalla, Foursquare-TKY and Foursquare-NYK datasets respectively. The best performance on each row is shown in bold and the second best is shown as underlined. The last column is the improvement of ACN compared to the best baseline, defined as AC N −basel ine basel ine . We observe that our proposed ACN significantly outperforms all competing baselines by achieving the highest ACC@1, ACC@5, ACC@10 and macro-F1 on all datasets. This ascertains the effectiveness of our proposed model. Notably, the performance gains over the strongest baselines is reasonably large in terms of two important metrics, i.e., ACC@1 and macro-F1. This further verifies the effectiveness of ACN model.
Performance Comparison
Additionally, we make several observations on the competitors. MF approach presents the worst performance for human mobility prediction. This phenomenon is expected. Although MF successfully discovers the locations a user is interested in with userslocations matrix, it is limited to the pre-defined patterns and does not model sequential transition regularities. MC approach also does not achieve good performance because it is a memoryless approach that the next status only depends on the current status. Furthermore, it ignores personal preference which is critical for mobility prediction. FPMC outperforms MF and MC which considers both sequential transition regularities and user personal preference. RNN-based approaches outperform the traditional approaches. The main reason is that they present powerful sequence modeling ability to capture sequential transition regularities. Deepmove model is the best baseline method because it not only models shortterm mobility patterns, but also captures the user long-term preference with history attention mechanism. Our model introduces convolutional network to capture high order sequential patterns and takes advantage of attention mechanism to strengthen the ability in capturing long-term dependencies. Therefore, ACN outperforms all the competitors with significant advantages.
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Influence of hyper-parameters
In the following studies, we exam the impact of the key hyperparameters including length of trajectory L and embedding size one at a time by holding the remaining hyperparameters at the optimal settings. We focus on two representative metrics: ACC@1 and macro-F1. The former is a straightforward performance indicator while the latter is an overall performance indicator. They are both consistent with other metrics.
Length of Trajectory.
We varies the length of trajectory L to explore how much these models can gain from the long-range trajectories while keeping other optimal hyperparameters unchanged. The result is shown in Fig. 5(a) . We make two observations from this figure. First, our model outperforms all other baselines on all lengths of trajectory. Second, the metrics Acc@1 and macro-F1 increase when the length of trajectory increases, however decrease when the trajectory becomes longer. This can be explained by the reason that for extremely sparse dataset, a longer trajectory tends to introduce extra information and more noises. Figure 5(b) shows the Acc@1 and macro-F1 for different embedding sizes while keeping the other optimal hyperparameters unchanged. Our proposed model consistently outperforms all other baselines on all embedding sizes which verifies the robustness of our model. Moreover, a larger embedding size does not necessarily lead to better performance because of overfitting issue. A model achieves its best performance when dimension size is properly chosen.
Embedding dimensionality.
Influence of Components
To evaluate the contribution of ACN's components (i.e., attention mechanism and residual network) for forming final hybrid representations, we conduct experiments to analyze each component while keeping all hyperparameters at the optimal settings. The results of Gowalla and Foursquare-Tokyo datasets are shown in Table 3 . The result of Foursquare-NYK dataset is similar and omitted due to page limit. For x ∈ {no, a, r, ar }, ACN-x denotes ACN with component x enabled where a denotes attention mechanism and r denotes residual network. For example, ACN-a denotes attention mechanism while residual network is not considered and ACN-no denotes standard convolution without attention mechanism and residual network. For both datasets, ACN-r performs better than ACN-no, suggesting that our designed residual network efficiently models high order sequential patterns. Another important observation is that ACN-a outperforms ACN-no, indicating that user long-term preference indeed augments the convolutional network for mobility prediction. All in all, ACN-ar achieves the best performance by jointly using all parts of ACN.
CONCLUSION
In this paper, we propose a novel solution to predict human mobility on sparse and complex GTSM data. Our model embeds the trajectory into an "image" and learns short-term sequential patterns as local features of the image using convolution filters. We improve conventional filters with hybrid dilated and separable convolution filters to effectively capture high order sequential patterns from lengthy trajectory. Furthermore, we propose an attention mechanism which learns the user long-term preference to augment the convolutional neural network for mobility prediction. Our experiments on three GTSM datasets suggest ACN consistently outperforms the existing state-of-art methods on a variety of common evaluation metrics.
