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Abstract.
In this work, a thermo-mechanical model that predicts the actuation response of
shape memory alloys is probabilistically calibrated against three experimental data
sets simultaneously. Before calibration, a design of experiments (DOE) has been
performed in order to identify the parameters most influential on the actuation response
of the system and thus reduce the dimensionality of the problem. Subsequently,
uncertainty quantification (UQ) of the influential parameters was carried out through
Bayesian Markov Chain Monte Carlo (MCMC). The assessed uncertainties in the
model parameters were then propagated to the transformation strain-temperature
hysteresis curves (the model output) using first an approximate approach based on
the variance-covariance matrix of the MCMC-calibrated model parameters and then
an explicit propagation of uncertainty through MCMC-based sampling. Results show
good agreement between model and experimental hysteresis loops after probabilistic
MCMC calibration such that the experimental data are situated within 95% Bayesian
confidence intervals. The application of the MCMC-based UQ/UP approach in decision
making for experimental design has also been shown by comparing the information that
can be gained from running replicas around a single new experimental condition versus
running experiments in different regions of the experimental space.
Keywords: Ni-Ti Shape Memory Alloys, Design of Experiment, Bayes’ Theorem, Markov
Chain Monte Carlo-Metropolis Hastings Algorithm, 95% Bayesian Confidence Interval
1. Introduction
Nickle-Titanium (Ni − Ti) alloys are one of the most common shape memory alloys
(SMAs), which are widely used in different engineering applications, such as biomedical
devices and implants, microelectromechanical systems, sensors and actuators, seismic
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protection tools, and aerospace products and structures [1, 2]. Such applications are
enabled by either the shape memory effect or super-elasticity, which in turn are the result
of a reversible thermoelastic martensitic transformation that is triggered by applying
thermal and/or mechanical loads [3, 4].
The macroscopuc thermal actuation response of SMAs enables actuators with
high specific weight ratio compared to the conventional alternatives [5, 6]. Thermal
actuation can occur during thermal cycles under isobaric condition where inelastic strain
is recovered through the forward and reverse martensitic phase transformation induced
during cooling and heating [7]. However, the forward and reverse transformations take
place at different temperatures due to energy dissipation during this cyclic thermal
process [8], which results in a hysteresis loop in strain-temperature space.
Under the framework of Integrated Computational Materials Engineering (ICME),
completing the loop along the process-structure-property-performance chain through
multiscale modeling is a necessary (albeit not sufficient) condition for the efficient
and robust design of materials for specific applications. In the case of Ni − Ti
SMAs, different thermodynamics and kinetics modeling are usually applied to connect
process and structure, such as CALculation of PHAse Diagram (CALPHAD) [9, 10],
precipitation of secondary phases [11, 12], and phase field models [13–15]. In regard to
the structure-property linkages, a number of constitutive models have been proposed
over the recent decades to predict the thermo-mechanical response of Ni − Ti SMAs.
These models can be categorized into phenomenological [16–25] or micromechanics-
based models [7, 26–29] which have been reviewed thoroughly by Patoor et al. [8] and
Lagoudas et al. [30]. Generally, micro-mechanical models are high-fidelity and expensive
models that use microstructural information to predict the macroscopic behavior of
SMAs while phenomenological models are cheap and fast since the free energy associated
with a non-microscopic homogenized material volume is taken into account for the
prediction of the macroscopic responses [21].
Despite a substantial number of constitutive models for the response of SMAs,
there are a very few studies associated with analysis, calibration, and uncertainty
quantification (UQ) of the model parameters and subsequent uncertainty propagation
(UP) from these parameters to the model responses. These uncertainties can result
from different sources, including natural uncertainty (NU) from the random nature of
the system, model parameter uncertainty (MPU) due to lack of knowledge and data
about the model parameters, and Model structure uncertainty (MSU) as a result of
incomplete or simplified physics in the model [31]. The importance of UQ and UP,
which tend to be ignored in deterministic approaches towards model parameterization,
is noticeably highlighted in the case of robust design where it is sought that the system
response be relatively independent of the uncertainties of its variables/parameters under
the operating conditions. These inverse and forward uncertainty analyses are discussed
in more detail as follows.
Model parameter estimation based on available (experimental) data for the system
outputs is an inverse problem, which can be solved through deterministic or probabilistic
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approaches [32]. Deterministic calibration such as least squares approach yields a
single best estimate based on the minimization of the squared difference between the
model results and data, while probabilistic calibration provides probability distributions
and uncertainty bounds for the model parameters. In different engineering fields,
deterministic approaches have commonly been used to calibrate the model parameters,
even though it is already widely recognized that probabilistic approaches can provide
better predictions with the uncertainty/confidence bounds [33].
In this regard, it is worth noting that many combinations of the model parameters
usually lead to similar model outputs, but, by definition, deterministic calibration
only arrives at one best estimate. Probabilistic calibration, on the other hand,
provides an ensemble of possible combinations of model parameter values in the form of
probability distributions [34].Among probabilistic approaches, Bayesian-based Markov
Chain Monte Carlo algorithms have become the most commonly used tools due to
the fast development in computing capabilities [35]. These sampling techniques are
more robust and simple compared to the traditional analytic and numerical approaches
to solve high-dimensional intractable integrals in the probabilistic calibration process
[36,37]. In addition, MCMC methods can be used to sample from complex multivariate
distributions that are usually very hard to sample using other sampling techniques such
as inversion or rejection sampling [37].
MCMC sampling, however, is an expensive method, particularly in high-
dimensional cases where the parameter convergence in the calibration process can be
very time-consuming. A reduction in the dimensionality of the parameter space through
sensitivity analysis (SA), however, can significantly improve the MCMC calibration
efficiency. Sensitivity analysis (SA) is often applied to determine the impact of the
parameters’ variability/uncertainty on the total variability/uncertainty of the model
results [38] in order to find the insensitive model parameters that can be eliminated from
the calibration process. In this regard, design of experiments (DOE) is the most common
approach, which requires a description of experiments (such as complete factorial design
(CFD) offered by Fisher [39] or fractional factorial design (FFD) to consider possible
combinations of pre-defined parameters’ levels) besides a subsequent analysis of the
experiments (such as ANalysis Of VAriance, ANOVA).
In robust design, the final results of the model and their corresponding uncertainties
are the main interest. Therefore, a UP technique should be applied by considering the
trade-off between cost and information loss to propagate uncertainties from the model
parameters to the model outputs [40]. This forward problem can approximately be
solved through different methods with different cost and precision, e.g., forward model
analysis of the parameters’ optimal combinations, statistical second moment methods,
polynomial chaos expansion, etc.
In the present work, the parameter sensitivity analysis and MCMC calibration has
been performed for the phenomenological constitutive model proposed by Lagoudas et
al. [21]. This model has been selected due to the consideration of three important
features in SMAs which are usually ignored in this type of modeling: 1) the smooth
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transitions in thermo-mechanical responses of SMAs during forward and reverse phase
transformations that take place in a range of temperatures and/or mechanical loadings,
2) the dependency of maximum transformation strain after full transformation on the
magnitude of the applied stress although it does not hold at sufficiently high level of
applied stresses where the material system reaches a saturated value for the maximum
transformation strain resulting from the formation of all possible favored martensitic
variants, and 3) the definition of a critical driving force in terms of the magnitude of
the applied stress and the transformation direction [21]. In section 2, this thermo-
mechanical model is described thoroughly. In section 3, parameter sensitivity analysis
using the combination of CFD and ANOVA are explained in details and subsequently
utilized to perform the sensitivity assessment of the model parameters. In section 4, the
applied MCMC sampling algorithm is described and used to probabilistically calibrate
the sensitive model parameters, and then the parameter uncertainties are propagated
to the model outcomes using different UP approaches. This is followed by the summary
and conclusion in section 5.
2. Description of the Constitutive Thermo-Mechanical Model
In this section, the phenomenological constitutive model proposed by Lagoudas et al. [21]
is described in detail. In this model, a total Gibbs free energy is defined for the SMA
material during the phase transformation in terms of the thermos-elastic contributions
of austenite (GA), martensite (GM) and their interaction (Gmix) as follows:
G(σ, T, εt, ξ, gt) = (1− ξ)GA(σ, T ) + ξGM(σ, T ) +Gmix(σ, εt, gt) (1)
where the external state variables σ and T are the applied stress tensor and the
absolute temperature, and the internal state variables t, ξ, and gt account for the
inelastic strain produced during forward/reverse martensitic transformation, the total
volume fraction of martensite, and the transformation hardening energy, respectively.
Moreover, GA, GM , and Gmix can be written as the following equations:
GA/M = − 1
2ρ
σ : SA/Mσ − 1
ρ
σ : α(T − T0)
+ cA/M
[
(T − T0)− T ln
( T
T0
)]
− sA/M0 T + uA/M0 (2)
Gmix(σ, εt, gt) = −1
ρ
σ : εt +
1
ρ
gt (3)
The constant parameters ρ and α are the alloy density and the thermal
extension tensor, and the phase-dependent parameters S, c, s0, and u0 corresponds
to the compliance tensor, specific heat, specific entropy, and specific internal energy,
respectively. It should be noted that the notation (. : .) shows the inner product of two
second-order tensors.
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Before applying the thermodynamics laws, an evolution relationship is defined for
the transformation strain in terms of the volume fraction of martensite during forward
and reverse transformations [21]:
ε˙t = Λtξ˙ , Λt =
{
Λtfwd , ξ˙ > 0
Λtrev , ξ˙ < 0
(4)
where Λt represents the transformation direction tensor, which is expressed for both
directions as:
Λtfwd =
3
2
Hcur
(σ′
σ¯
)
, Λtrev =
t
ξ
(5)
σ¯ =
√
(3/2)σ′ : σ′ is the effective stress where σ
′
is the deviatoric stress, and Hcur
is the maximum transformation strain after full matensitic transformation as a function
of the effective stress:
Hcur(σ¯) = Hsat(1− e−kσ¯) (6)
where Hsat is a saturated value for the maximum transformation strain at
sufficiently high value of the effective stress, and the parameter k determines the
exponential rate of Hcur variation from 0 to Hsat [7, 21].
Another evolution model can also be written between the variation rate of the
transformation hardening energy and the volume fraction of martensite during forward
and reverse transformation, as follows:
g˙t = f tξ˙ , f t =
{
f tfwd , ξ˙ > 0
f trev , ξ˙ < 0
(7)
f t is a direction-dependent hardening function, which has been proposed in this
model such that it can capture the smooth transitions from the elastic to transformation
regime and vice versa:{
f tfwd(ξ) =
1
2
a1(1 + ξ
n1 − (1− ξ)n2) + a3
f trev(ξ) =
1
2
a2(1 + ξ
n3 − (1− ξ)n4)− a3 (8)
where ni can change in the range of (0, 1]. Closer value of ni to zero corresponds to
more smooth transition at the beginning or the end of the forward phase transformation
(in the case of i = 1 or 2, i.e., n1 or n2) or their counterparts for the reverse phase
transformation (in the case of i = 3 or 4, i.e., n3 or n4).
Now, the first and second law of thermodynamics can be applied. At a local point in
the material, the conservation of energy or first law of thermodynamics can be expressed
as:
ρu˙ = σ : ε˙− div(q) + ρr (9)
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where u˙, q, and r denote the internal energy rate, the heat flux vector, and the
internal heat generation rate, respectively. The second law of thermodynamics at this
local point can also be written as the Clausius-Planck inequality [41]:
ρs˙+
1
T
div(q)− ρr
T
≥ 0 (10)
It can turn into the following inequality through multiplying two sides of the
inequality by T and substituting div(q) by its equivalent obtained from equation 9:
ρs˙T + σ : ε˙− ρu˙ ≥ 0 (11)
It should be noted that Gibbs free energy can be defined in terms of internal energy
using the Legendre transformation, as follows:
G = u− 1
ρ
σ : ε− sT (12)
If u˙ in equation 11 is substituted by the first derivative of obtained u in Equation 12
with respect to time, the following thermodynamic constraint is resulted for the Gibbs
free energy rate:
−ρG˙− σ˙ : ε− ρsT˙ ≥ 0 (13)
Using the chain rule, the second law of thermodynamics can turn into:
−ρ
(
∂σG : σ˙ + ∂TG : T˙ + ∂εtG : ε˙
t + ∂ξG : ξ˙ + ∂gtG : g˙
t
)
− σ˙ : ε− ρsT˙ ≥ 0 (14)
Here, −ρ∂ξG = p, −ρ∂εtG = σ, and −ρ∂gtG = −1 are three generalized
thermodynamic forces. In addition, the total infinitesimal strain and entropy can be
expressed as follows based on Coleman and Noll approach [42]:
ε = −ρ∂σG = Sσ + α(T − T0) + εt (15)
s = −∂TG = 1
ρ
α : σ + c ln
( T
T0
)
+ s0 (16)
Therefore, the final inequality for the second law of thermodynamics can be
expressed as:
pξ˙ + σ : ε˙t − g˙t ≥ 0 (17)
where the generalized thermodynamic force p can be obtained by taking derivative
of total G in equation 1 with respect to ξ:
p = −ρ∂ξG = GM(σ, T )−GA(σ, T )
=
1
2
σ : ∆Sσ + σ : ∆α(T − T0)− ρ∆c
[
(T − T0)− T ln
( T
T0
)]
+ ρ∆s0T − ρ∆u0 (18)
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As observed in this equation, p is proportional to G = GM−GA that is the difference
between the Gibbs free energy of pure martensite and pure austenite phase.
Inserting equations 4 and 7 into equation 17 results in:
(σ : Λt + p− f t)ξ˙ = pitξ˙ ≥ 0 (19)
where pit is the total thermodynamic force which must be positive during the
forward transformation (when ξ˙ > 0) and negative during the reverse transformation
to hold the second law of thermodynamics (when ξ˙ < 0). In this model, this
thermodynamic driving force must reach a stress-dependent critical thermodynamic
driving force (Y t) in order to start and continue the phase transformation. Different
values of Y t for forward and reverse phase transformation lead to a hyper-surface for
each transformation direction, as follows:
Φt(σ, T, ξ) = 0 , Φt(σ, T, ξ) =
{
Φtfwd = pi
t
fwd − Y tfwd , ξ˙ > 0
Φtrev = −pitrev − Y trev , ξ˙ < 0
(20)
where,
Y t(σ) =
{
Y tfwd = Y
t
0 +Dσ : Λ
t
fwd , ξ˙ > 0
Y trev = Y
t
0 +Dσ : Λ
t
rev , ξ˙ < 0
(21)
Y t0 is a constant, and the model parameter D indicates the dependency of the
critical value for driving force on the applied stress.
In the case of iso-baric condition (σ=cons), the value of ξ can be obtained at
any specific T during forward/reverse phase transformation using equation 20. Since
εt is directly related to ξ, a hysteresis loop can be obtained in transformation strain-
temperature diagram if T alters from martensite start temperature (Ms) to martensite
finish temperature (Mf ) and from austenite start temperature (As) to austenite finish
temperature (Af ) for forward and reverse phase transformation, respectively.
It is worth noting that the model parameters can be correlated to the material
properties for the sake of the model calibration. In this regard, the material’s properties
EA/M and νA/M can represent the model parameters SA/M and α, and Ms, Mf , As, Af ,
CA/M can be associated with the model parameters ρ∆s0, ρ∆u0, a1, a2, a3, Y
t
0 , and D,
where EA/M and νA/M are Young’s modulus and Poisson’s ratios of austenite/martensite
phase, and CA/M is the lines slope of austenitic/martensitic transformation temperatures
(As/f/Ms/f ) in stress-temperature phase diagram [7,21].
3. Sensitivity Analysis of the Model Parameters
Before model calibration, SA is usually required to reduce the dimensionality of the
parameter space with minimum possible loss of information about the model outcome
in order to save calibration time and cost as a result of faster convergence of the model
parameters. In this work we carried a DOE based on a complete factorial design (CFD)
coupled to ANOVA in order to identify the parameters most highly correlated to the
output of the model.
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3.1. Complete Factorial Design
CFD is an experimental design method that considers all possible combinations of the
levels (R) defined for factors/variables/parameters (N) in a given system/model, which
is equivalent to RN level-factor combinations. In the case of parameter experimental
design, model response should be obtained for each level-parameter combination for the
sake of sensitivity assessment.
Based on the expert’s intuition, 14 parameters have been considered as candidates
for model calibration. Two plausible values have been selected for each parameter as
lower and upper levels in the context of two-level CFD. These levels are considered as
the applied initial values pm10% of the range of the parameters in order to hold the
following temperature constraints for their design combinations:
Mf < Ms < As < Af (22)
Therefore, 214 = 16384 level-parameter combinations can be constructed during
CFD whose responses are determined through the difference between the hysteresis loop
obtained from running the model with each parameter combination and a reference
hysteresis loop obtained using the the average value of lower and upper levels of the
parameters. It is worth noting that any reference curve can be applied in so far as it
is consistent for all the responses. Tschopp et al. [43] has evaluated various approaches
to determine the similarity/difference of two images by comparing two vectors which
represent the image features. In our case, these vectors were constructed based on the
coordinate of spatial points on the resulting hysteresis loops:
dSE =
∑
i
(Xi − Yi)2 (23)
Now, the CFD results can be applied for SA of the given model parameters through
ANOVA.
3.2. Analysis of Variance
A 14-way ANOVA has been performed in this work using ”anovan” function in Matlab
Machine Learning toolbox, where N is the number of independent Model Parameters–see
Appendix A.
ANOVA is a statistical hypothesis testing technique based on the deviation
associated with each individual level of each factor/parameter/variable or each level
combination of each interaction between factors/parameters/variables in the system
from the overall mean of responses. The resulting response for each one of 214 factorial
design combinations has been used in the 14-way ANOVA to evaluate the sensitivity
of 14 model parameters introduced in section 2. The ANOVA results associated with
each parameter are shown in table 1. In this table, the model parameters have been
ranked based on their corresponding p-values in descending order, which indicate the
parameters from the highest to the lowest sensitivity. According to the significance level
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Table 1. ANOVA table results showing the model parameters ranked based on their
p-values in descending order.
Source Sum sq. d.f. Mean sq. F Prob>F
Hsat 0.65941 1 0.65941 800.62 5.3041e-172
Af (K) 0.33278 1 0.33278 404.05 8.5195e-89
Ms(K) 0.08907 1 0.08907 108.14 3.0049e-25
Mf (K) 0.04402 1 0.04402 53.45 2.7735e-13
CA(MPa/K) 0.03488 1 0.03488 42.35 7.8628e-11
k(MPa−1) 0.02462 1 0.02462 29.90 4.6223e-08
EM (GPa) 0.01029 1 0.01029 12.50 4.0821e-04
As(K) 0.00323 1 0.00323 3.93 0.0476
EA(GPa) 0.00018 1 0.00018 0.21 0.6443
CM (MPa/K) 0.00008 1 0.00008 0.09 0.7612
n1 0 1 0 0 1
n2 0 1 0 0 1
n3 0 1 0 0 1
n4 0 1 0 0 1
Error 13.4819 16369 0.00082
Total 14.6805 16383
0.05, the first eight parameters have been selected for further uncertainty analysis in
order to reduce the computational cost for the model calibration that will be discussed
in section 4.1.
4. Bayesian Uncertainty Quantification and Propagation of the Model
Parameters
4.1. Parameter Estimation and Uncertainty Quantification using Markov Chain Monte
Carlo-Metropolis Hastings Algorithm
In order to sample the parameter space, one can use Bayesian-based MCMC sampling
approaches [37]. Among MCMC approaches, Metropolis-Hastings (M-H) sampling is
one of the most common applied tools to probabilistically solve the inverse problem
associated to probabilistic parameter calibration from experimental data. In the case
of model calibration, this technique updates the existing prior knowledge about the
parameters to their posterior information based on the available data from the model
responses.
In the present work, MCMC toolbox in Matlab has been used to probabilistically
calibrate the eight sensitive model parameters identified in section 3.2. First, the prior
parameter information, including the initial values (θ0), valid ranges, and probability
density functions (PDFs) for the parameter are considered. Then, a new parameter
vector/candidate θcand is randomly sampled from a proposal posterior PDF (q) which is
defined as a multivariate Gaussian distribution in the toolbox with a mean value at θ0
and an arbitrary variance-covariance matrix. The candidate is accepted/rejected using
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a probabilistic criterion defined based on the M-H ratio that is expressed as follows:
MH =
p(θcand)p(D|θcand)
p(θ0)p(D|θ0)
q(θ0|θcand)
q(θcand|θ0) (24)
In this equation, the first ratio is called Metropolis ratio which is the ratio of
the posterior probability of θcand to θ0 given data (D). In the context of the Bayes’
theorem, the posterior probabilities are proportional to the prior probability times the
likelihood—probability of the data given model results evaluated with the candidate
model parameters—for each case. We considered the likelihood to be a Gaussian
distribution centered at the data whose error is considered as the distribution variance.
In the case of multiple data sets, it should be noted that the product of the likelihoods
obtained from each data set can yield the total likelihood if data sets are assumed to be
conditionally independent.
The Metropolis ratio can be applied for the acceptance/rejection of the candidate
when the proposal distribution is symmetric; however, this is not usually the case since
the probability of moving from θ0 to θcand is not necessarily equal to the probability
of the reverse move. For this reason, Hastings introduced the second ratio in equation
24 to involve the above-mentioned non-symmetric property of the proposal distribution
[37, 44]. Now, min(MH × 100, 100) is considered as the acceptance probability of the
candidate [44]. According to this criterion, If the candidate is accepted, then θ1 = θcand;
otherwise, θ1 = θ0. The sampling of the new candidate and its acceptance/rejection
process are sequentially repeated n times by finding the M-H ratio using the new sampled
candidate and the previous accepted parameter during each iteration. At the end of the
procedure, N samples of the parameter vector ({θ0, ..., θN}) are generated to represent
a multivariate posterior distribution for the model parameters.
Before the convergence of the parameter samples, samples generated during the
”burn-in period”—in which the different samples are causally correlated—must be
removed before further analysis of the parameters. After the removal of the burn-in
period, the mean values and the square root of diagonal elements in variance-covariance
matrix of the remaining samples in the convergence region can be introduced as the
plausible optimal values and uncertainties of the model parameters.
In our calibration work, initial values and their ranges have been determined based
on the expert’s beliefs, and an uniform (non-informative) probability distribution has
been selected for each model parameter due to the absence of knowledge about the
parameters’ PDF. In addition, three experimental datasets for transformation strain-
temperature hysteresis loop under different isobaric conditions have simultaneously
been utilized together to calibrate the model. This has been performed through the
calculation of the difference between various isobaric hysteresis curves obtained from
each parameter sample and the corresponding experimental data using equation 23.
For the sake of the parameter calibration, these differences must simultaneously be
compared with zero in the likelihood function where M(θ) and D are the mentioned
differences and zero, respectively.
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In this work, the likelihood variance σ2 (the squared error of the distances between
model and experimental hysteresis curves from zero) is set as an unknown hyper-
parameter in the calibration process and updated in parallel with the other model
parameters during MCMC sampling. The only difference is that an inverse-gamma
distribution is defined as the non-informative prior PDF for this hyper-parameter,
which yields the same form of distribution for the posterior PDF after applying the
Bayes’ theorem since the inverse-gamma distribution is the corresponding conjugate
prior density for exponential likelihood functions. Therefore, σ2 is sampled from an
inverse gamma posterior distribution during MCMC process [45]. In addition, it should
be noted that an adaptive proposal distribution has been employed in this calibration
work. In this scheme, an arbitrary positive covariance (V0) is selected in the beginning
of MCMC sampling, and then it is adapted in each next iteration using the covariance
obtained from the ensemble of previous samples in the MCMC chain [46,47].
In this work, a constrained MCMC approach has also been developed in order to
consider the constraints for the transformation temperatures mentioned in equation 22.
For this purpose, the likelihood is penalized by assigning an infinitely high value for
the distance between model and experimental hysteresis curves in the cases that the
constraints for the parameters are not satisfied. In these cases, the induced penalty
results in a likelihood close to zero, which in turn results in an infinitesimally small
acceptance probability for new model parameter candidates that violate constraints.
In the calibration of the sensitive model parameters, high number of samples
(i.e., 200,000) are generated to ensure the convergence of the parameters and the
uniqueness of the optimal response in the parameter space. The multi-variate posterior
distribution after MCMC sampling can be assessed through joint and marginal frequency
distributions. In figure 1, some of the parameter joint distributions have been shown in
2D color graphs as examples, where the colors represents different density of samples
in the parameter space, increasing from blue to red spectra. These types of graphs
can also demonstrate the correlation between each pair of parameters qualitatively. For
instance, negative/positive linear correlations can be inferred from the negative/positive
slopes of the elliptical shapes in the graphs. The linearity of the sample distribution
in the parameter space can be determined quantitatively through Pearson correlation
coefficient (−1 < ρ < 1) that is expressed as:
ρX,Y = Corr(X, Y ) =
cov(X, Y )
σXσY
(25)
where σX and σY are the standard deviations for parameters X and Y , respectively,
which equal the square root of the corresponding diagonal elements in 8 × 8 variance-
covariance matrix. cov(X, Y ) is also the covariance of X and Y obtained from the
corresponding non-diagonal element in the variance-covariance matrix. Generally, a
closer value of ρ to either -1 or 1 implies a higher linear correlation between X and Y ,
whereas a closer value to zero suggests their lower linear correlation. The negative or
positive sign refers to the negative or positive linear correlation. The linear coefficients
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for all pairs of parameters in the thermo-mechanical model have been listed in table 2.
As can be observed in this table, most of the pair parameters are linearly uncorrelated
although 6 out of 28 parameter pairs show some weak or moderate correlations with |ρ|
greater than 0.2. In addition, the parameters CA and Af (1-d) and the parameters E
M
and CA (1-f) show the highest and the lowest linear correlation, respectively, regardless
of the correlation signs.
Figure 1. Joint frequency distributions for some of the pair model parameters in the
form of 2D color graphs with normalized color bars.
As mentioned above, the burn-in period at the beginning of MCMC sampling
must be removed before the calibration and UQ of the model parameters, which can
be found using the cumulative mean distributions for the parameters, as shown in
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Table 2. Linear correlation coefficient for each pair of model parameters.
As(K) Af (K) Ms(K) Mf (K) C
A(MPa/K) EM(GPa) Hsat k(MPa
−1)
As(K) 1 -0.0721 0.2948 -0.1080 0.3813 -0.0167 -0.1330 -0.0378
Af (K) -0.0721 1 -0.0150 -0.0822 0.5836 -0.0553 0.0249 -0.0672
Ms(K) 0.2948 -0.0150 1 -0.4628 0.1156 -0.0547 -0.0465 -0.0415
Mf (K) -0.1080 -0.0822 -0.4628 1 -0.1280 -0.0289 -0.1355 0.0160
CA(MPa/K) 0.3813 0.5836 0.1156 -0.1280 1 -0.0015 0.0476 -0.0405
EM(GPa) -0.0167 -0.0553 -0.0547 -0.0289 -0.0015 1 0.2771 0.0091
Hsat -0.1330 0.0249 -0.0465 -0.1355 0.0476 0.2771 1 -0.2103
k(MPa−1) -0.0378 -0.0672 -0.0415 0.0160 -0.0405 0.0091 -0.2103 1
Table 3. Plausible optimal values and uncertainties (standard deviations) of the
model parameters after MCMC calibration besides their initial values.
As(K) Af (K) Ms(K) Mf (K) C
A(MPa/K) EM(GPa) Hsat k(MPa
−1)
Initial Values 307.0 318.0 300.0 270.0 9.0 40.0 0.034 0.02
After MCMC Calibration 296.6±8.5 322.6±11.3 280.4±6.6 259.9±8.5 11.8±4.1 35.6±8.6 0.0517±0.0044 0.0595±0.0237
figure 2. In these figures, there are some noisy trends at the beginning of MCMC
sampling for the values of all the parameters, but they reach almost plateaus after about
63,000 generations that show the convergence values (mean values) for the parameters.
Therefore, the first 63,000 samples are extracted from the total MCMC sample collection
before further analysis. The mean and the square root of the diagonal elements in the
variance-covariance matrix of the remaining samples in the convergence region can be
introduced as the plausible optimal values and the uncertainty of the model parameters,
which are listed in table 3.
After removal of the burn-in period, the marginal posterior frequency distribution
of the parameters can be plotted using the remaining MCMC samples as observed in
figure 3. These plots suggest skewed Gaussian distributions for the marginal posterior
frequency distribution (although it seems to be a Gaussian distribution in the case of the
parameter Hsat), which are truncated from both sides by the lower and upper bounds
of the parameters. However, the parameters EM and k show flatter distributions due to
their low sensitivities among the selected parameters, as shown in table 1. In general,
model parameters with lower sensitivities can suggest broader sample distributions since
their variations make less changes in model outcomes.
4.2. Uncertainty Propagation from the Model Parameters to the Model Outcomes
As mentioned earlier, only the final results of the model and the corresponding
uncertainties are considered important in the context of the robust design. The reason
is that such information can help the designers to reduce the influenceof the system
performance by the existing uncertainties in the outcomes, regardless of how many
variables and models have been involved. Therefore, an appropriate UP technique is
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Figure 2. Cumulative mean distribution plot for each model parameter after MCMC
sampling.
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Figure 3. marginal posterior frequency distribution plot for each model parameter
after the removal of the burn-in period from MCMC samples.
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essential to propagate uncertainties from the model parameters/input variables to the
outputs with a relatively high efficiency and a minimum or at least quantifiable loss
of information [40]. Among different UP methods, first/second order second moment
(FOSM/SOSM) approaches are probably the most common approximation procedures
in engineering [48]. In this work, FOSM approach has been used to perform non-linear
propagation of the variance-covariance matrix of the model parameters.
Let θ and θ¯ vectors denote the optimal MCMC samples for the parameters (after
removal of the burn-in period) and their mean values, respectively, and M(θ) denote
the model objective (output) function. If the objective function is estimated by a first
order Taylor expansion at θ¯:
M(θ) ≈M(θ¯) +
N∑
i=1
∂M(θ)
∂θi
(θi − θ¯i) (26)
The expected values associated with first and second moment of the above first
order Taylor expansion approximates the mean value (M¯) and variance (σ2M) of the
objective function M [48] as follows:
M¯ = E[M(θ)] ≈M(θ¯) (27)
σ2M = E[(M(θ)− M¯)2] ≈
N∑
i=1
|∂M(θ)
∂θi
|
2
σ2i +
N∑
i=1
N∑
j 6=i
∂M(θ)
∂θi
∂M(θ)
∂θj
σij (28)
where σ2i and σij are the variance of the parameter θi and the covariance between
the parameters θi and θj, respectively. The approximations in equation 27 and 28 has
been derived thoroughly by Kriegesmann [49]. It is worth noting that equation 28 can
also be expressed in terms of the variance-covariance matrix of the model parameters
(V ) [50] as follows:
σ2M ≈ gTV g (29)
where g is a column vector which consists of all partial derivative elements, i.e.,
g = (∂M(θ)
∂θ1
, ..., ∂M(θ)
∂θN
)T .
The uncertainties of parameters reported in table 3 have been propagated to the
uncertainty of the transformation strain along the hysteresis curves by applying the
variance-covariance matrix obtained from the optimal MCMC samples (without burn-
in period) in the above-mentioned FOSM approach. The results have been shown in
figure 4 for different isobaric conditions. In these figures, the blue/red solid and dashed
lines correspond to the model results during cooling/heating process (forward/reverse
martensitic transformation) and their experimental counterparts, respectively. In
addition, the blue/red shaded regions indicate 95% Bayesian confidence interval (95%
BCI) for model results during cooling/heating. It should be noted that the interval is
equivalent to εt(T )± 2σεt , where εt(T ) and σεt can be calculated through equations 27
and 28, respectively.
As can be observed, there are generally good agreements between the model and
experimental hysteresis loops, or at least the experimental data are located inside the
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95% BCIs. Although the given thermo-mechanical model cannot exactly predict the
slope of the curves during forward and reverse transformation, there are no discrepancies
between model results and experimental data for the maximum transformation strain
(Hcur) in each isobaric condition. The difference in the curves’ slopes can be attributed
to the slight effects of other parameters that are not considered in the calibration, the
missing physics in the model, and the uncertainties in the experimental data all together.
Another important feature in theses graphs are the unrealistic humps around the
transformation temperatures, which can be related to the deficiency of the partial
derivatives in the applied UP approach (28) at where the change suddenly. For this
reason, a direct UP has been performed using the model forward analysis of optimal
MCMC samples to find more rational regions for 95% BCIs. After running the model
for all the optimal samples, 2.5% of the resulting hysteresis curves have been eliminated
from each one of the top and down margins to obtain the mentioned intervals. As shown
in figure 5, this approach yields smoother and more precise boundaries for 95% BCIs
with no humps. Although the direct UP approach is more expensive than the FOSM
method, it is required to be used in this case to provide more realistic and precise results
for 95% BCIs which are very important in robust design.
5. MCMC application in decision making for experimental design
In this section, The goal is to respond the experimentalists’ question about
which experimental design can gain more knowledge about the system?—performing
experiments at the same conditions or at different conditions in design input space.
For this purpose, it is assumed that the probabilistically calibrated model in section
4.1 can yield the ground truth and its natural uncertainty bounds at any design
condition (i.e., any isobaric condition). According to this assumption, two different
synthetic experimental sets are designed through sampling the hysteresis curves from
the model uncertainty bounds obtained at any isobaric condition of interest. The first
set contains three random samples (replicas) from the same experimental condition (i.e.,
σ = 150 MPa), while the second set considers three random samples from three different
conditions (i.e., σ = 175, 250, and 300 MPa). After the generation of synthetic data sets,
the calibrated results obtained in Table 3 for the influential parameters are considered
as the parameter priors which are separately updated against each set of synthetic
data using the MCMC technique in a sequential way of data training. In this way of
training, the parameter posterior distribution obtained after each training is considered
as the prior distribution for the next training. The relative entropy (KullbackLeibler
(K-L) divergence) is calculated to find how diverged the probability distributions are
relatively, i.e., what is the distance between the prior and final posterior probability
distributions of the parameters after the three sequential MCMC calibrations in each
case. The calculated K-L divergence can be introduced as a comparison measure for the
amount of information gained from each synthetic experimental sets. Generally, K-L
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Figure 4. 95% BCIs for the model hysteresis curves obtained from the FOSM
approach for different isobaric conditions, a) 100, b) 150, and c) 200 MPa, besides
their corresponding experimental counterparts.
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Figure 5. 95% BCIs for the model hysteresis curves obtained from the direct UP
approach for different isobaric conditions, a) 100, b) 150, and c) 200 MPa, besides
their corresponding experimental counterparts.
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divergence for continuous probability distributions P and Q is defined as:
DKL(P ||Q) =
∫ +∞
−∞
p(x)log(
p(x)
q(x)
)dx (30)
where p(x) and q(x) are the densities of P and Q at any given random point
x, respectively. In the case of multivariate Gaussian distribution, the integration in
Equation 30 can be obtained as follows:
DKL(N1||N2) = 1
2
[
ln(
|Σ2|
|Σ1|)−d+tr(Σ
−1
2 Σ1)+(µ2−µ1)TΣ−12 (µ2−µ1)
]
(31)
The equivalent normal distributions obtained for parameter prior and posterior
distributions are compared for each set of experimental design using Equation 31.
The K-L divergence values for experimental sets 1 and 2 are calculated around 3.8
and 4.4, respectively. The higher value of the K-L divergence for experimental set 2
indicates a greater difference between prior and final posterior distributions in this case,
which implies that the consideration of different conditions in experimental design can
gain more information about the system rather than experimental replicas in the same
condition.
6. Summary and Conclusion
In this work, the calibration and UQ of the sensitive parameters in a thermo-
mechanical model have been performed against three different isobaric experimental data
simultaneously using a constrained MCMC-MH algorithm in the context of Bayesian
statistics. Eight sensitive parameters have been found before the calibration using a
DOE approach which includes CFD and N-way ANOVA. After MCMC sampling of
these eight parameters, their convergence have been checked by the joint frequency
distributions and the cumulative mean plots, which have also been utilized to identify
the qualitative correlation of each pair parameters and the burn-in period, respectively.
In addition, the linear correlation between each two parameters has been calculated
through Pearson coefficient. These coefficients suggest that most pair parameters are
linearly uncorrelated, although a few of them show weak or moderate linear correlations.
After removal of the samples belonging to the burn-in period, skewed Gaussian
distributions have been obtained for the marginal posterior frequency distributions of
the model parameters, which are truncated in the range defined for each parameter.
Among the selected parameters, the parameters with the lowest sensitivities show flatter
distributions due to their less influences on the model outcome. Moreover, it should
be noted that the mean and square root of the diagonal elements in the variance-
covariance matrix of the remaining optimal samples after the elimination of the burn-in
period provide the plausible optimal values and uncertainties of the selected parameters,
respectively.
At the end, the parameters’ uncertainties have been propagated to the uncertainties
of the transformation strain along the hysteresis curves using two various UP techniques
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in order to find 95% BCIs during cooling/heating process. In this regard, FOSM
approach results in some unrealistic humps around the transformation temperatures.
For this reason, a direct UP technique has been performed through the forward
analysis of optimal MCMC samples in order to achieve more rational and precise
uncertainty bands that are very important in the context of robust design. The hysteresis
curves obtained from the mean values of the parameters are in good agreements with
their experimental counterparts for different given isobaric conditions, or at least it
can be stated that the experimental data are situated in 95% BCIs. Although the
slopes of the forward and reverse transformation curves are not predicted exactly, the
maximum transformation strain associated with each isobaric condition is very close to
its corresponding data.
In this work, It has been also shown that the Markov Chain Monte Carlo
approach can be applied for decision making in experimental design. Assuming the
calibrated model can predict the ground truth and the natural uncertainties in different
experimental conditions, two synthetic experimental sets have been sampled from
the model response uncertainty bounds obtained at the same and different isobaric
conditions, respectively. After sequential MCMC updates of parameters’ posterior
distributions with each set, their information gains are compared together through the
calculation of K-L divergence for each case which indicate the difference between prior
and final posterior distributions of the model parameters. A higher information gain has
been obtained from the experimental set 2 that are sampled from different experimental
conditions (different isobaric conditions).
Generally, this work introduces a complete framework for UQ of model parameters
and subsequent UP from model parameters to outputs as a guideline for material design.
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Appendix A: Two-way ANOVA
In the case of two-way ANOVA where there are L observations and two multi-level
factors/parameters/variables A and B, system response can be defined as a Means
model as follows [51]:
yijl = µij + ijl = µ+ τi + βj + (τβ)ij + ijl ,
{ i = 1, ..., I
j = 1, ..., J
l = 1, ..., L
(32)
where I and J are the number of levels associated with factors/parameters/variables
A and B, and τi, βj, and (τβ)ij denote the effects of the level i of factor A, level j of
factor B, and their interaction, respectively.  is the residual or the random error which
is considered as an independent normally distributed function with a fixed variance,
N (0, σ2). In this context, the following hypotheses are statistically evaluated to find
the most sensitive factors/parameters/variables and interactions in the system [51]:
H0 : τ1 = τ2 = ... = τI = 0
H1 : at least one τi 6= 0 (33)
H0 : β1 = β2 = ... = βJ = 0
H1 : at least one βj 6= 0 (34)
H0 : (τβ)ij = 0 for all i and j
H1 : at least one (τβ)ij 6= 0 (35)
In each case, H0 and H1 are null and alternative hypothesis, respectively. It should
be noted that a component (either a factor/parameter/variable or an interaction) is
identified sensitive when the corresponding null hypothesis is rejected after hypothesis
testing. In this regard, a variance partitioning into the components of the system is
required; however, this partitioning can be performed on the total sum of squares instead
due to the proportionality between total variance and total sum of squares.
Let yi.., y.j., yij., and y... denote the sum of all the factorial design responses which
includes the effects of the level i of the factor/parameter/variable A, the level j of the
factor/parameter/variable B, the combination of the level i for A and the level j for
B, and all the level-factor/parameter/variable combinations, respectively. Moreover, let
y¯i.., y¯.j., y¯ij., and y¯... denote the corresponding averages as follows [51]:
yi.. =
J∑
j=1
L∑
l=1
yijl , y¯i.. =
yi..
JL
(36)
y.j. =
I∑
i=1
L∑
l=1
yijl , y¯.j. =
y.j.
IL
(37)
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yij. =
L∑
l=1
yijl , y¯ij. =
yij.
L
(38)
y... =
I∑
i=1
J∑
j=1
L∑
l=1
yijl , y¯... =
y...
IJL
(39)
Total sum of squares (SST ) can be decomposed to the sum of squares of the system
components, as follows:
SST =
I∑
i=1
J∑
j=1
L∑
l=1
(yijl − y¯...)2 =
I∑
i=1
J∑
j=1
L∑
l=1
[
(y¯i.. − y¯...) + (y¯.j. − y¯...)
+ (y¯ij. − y¯i.. − y¯.j. + y¯...) + (yijk − y¯ij.)
]2
= JL
I∑
i=1
(y¯i.. − y¯...)2 + IL
J∑
j=1
(y¯.j. − y¯...)2
+ L
I∑
i=1
J∑
j=1
(y¯ij. − y¯i.. − y¯.j. + y¯...)2
+
I∑
i=1
J∑
j=1
L∑
l=1
(yijl − y¯ij.)2
= SSA + SSB + SSAB + SSE (40)
where SSA, SSB, SSAB, SSE are the sum of squares associated with A, B, A-
B interaction, and the random error, respectively. It is worth noting that SSE can
be obtained by the subtraction of SSA, SSB, and SSAB from SST . In equation 40,
the first equality results from the addition and subtraction of the same terms on the
right side, and the second equality is a consequence of the polynomial expansion of the
function where the six cross products becomes zero. If these sum of squares are divided
by their corresponding degrees of freedom, the mean squares (MS) are obtained. The
expected values of these mean squares when the levels are random variables can provide
relationships to estimate the total deviations of all the levels associated with A, B, and
A-B interaction, as follows:
E(MSA) = E
( SSA
I − 1
)
= σ2 +
JL
I∑
i=1
τ 2i
I − 1 (41)
E(MSB) = E
( SSB
J − 1
)
= σ2 +
IL
J∑
j=1
β2j
J − 1 (42)
E(MSAB) = E
( SSAB
(I − 1)(J − 1)
)
= σ2 +
L
I∑
i=1
J∑
j=1
(τβ)2ij
(I − 1)(J − 1) (43)
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E(MSE) = E
( SSE
IJ(L− 1)
)
= σ2 (44)
It should be noted that the mean square of each factor/parameter/variable or
interaction can be used in the above equations in the problems that the levels
are fixed. In the case that the null hypothesis about the insensitivity of a
factor/parameter/variable or an interaction is true, the total corresponding effects of the
component becomes zero; therefore, the corresponding expected value in equation 41, 42
or/and 43 equals the expected value for the mean squares of the random error, i.e., its
variance (σ2). On the other hand, if there are any effects from the system components,
the corresponding expected values are greater than σ2. It is clear that bigger ratio of the
expected value of a component to σ2 is equivalent to more sensitivity of the component.
This is also true for the ratio of the corresponding mean squares, which is called F -
ratio. However, a certain criterion is required to fully reject the null hypotheses for the
identification of the sensitive components in the system. For this reason, a F -distribution
is created from anyone of the null hypotheses based on the numerator and denominator
degrees of freedom of F -ratio to calculate the corresponding p-value. Generally, the
area underneath the F-distribution confined between the F-ratio value and infinity is
introduced as the p-value. Different significance levels can be set as the criteria to reject
the null hypotheses, i.e., 0.01, 0.05, or 0.1. For any system component, a p-value less
than the significance level rejects the corresponding null hypothesis, and demonstrates
the sensitivity of the given component.
In the case that there is just one observation/response for each level-
factor/parameter/variable combinations (generally for the models and simulations where
their response is deterministic such as our thermo-mechanical model), the variance of the
random error (σ2) can not be determined by the expected mean squares of the random
error in equation 44 since L equals 1. Under this condition, no clear differentiation can
be established between the effect of the interaction and the random error in equation
43. Therefore, the interaction effect in equation 32 must be considered zero in order
to be able to estimate σ2 using equation 43; otherwise, the effect of each individual
factor/parameter/variable can not be estimated through equations 41 and 42. ANOVA
table for this case can be observed in table 4 [51].
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Table 4. Two-way ANOVA table for the case of one observation/response per level-
factor/parameter/variable combination [51].
Source of Sum of Degrees of Mean Expected Mean F-
Variation Squares Freedoms Square Square Ratio
A J
I∑
i=1
(y¯i. − y¯..)2 I − 1 MSA σ2 + J
∑
τ2i
I−1
MSA
MSE
B I
J∑
j=1
(y¯.j − y¯..)2 J − 1 MSB σ2 + I
∑
β2j
J−1
MSB
MSE
Residual or AB Subtraction (I − 1)(J − 1) MSE σ2 +
∑∑
(τβ)2ij
(I−1)(J−1)
Total
I∑
i=1
J∑
j=1
(yij − y¯..)2 IJ − 1
