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The physics of one dimensional optical superlattices with resonant s-p orbitals is reexamined in
the language of appropriate Wannier functions. It is shown that details of the tight binding model
realized in different optical potentials crucially depend on the proper determination of Wannier
functions. We discuss the properties of a superlattice model which quasi resonantly couples s and p
orbitals and show its relation with different tight binding models used in other works.
I. INTRODUCTION
Cold atoms in optical lattices form a versatile medium
for realizing different models of many-body systems,
ranging from condensed matter to high-energy physics
[1–3]. While originally the attention has been restricted
to the standard simplest models (such as the celebrated
Bose-Hubbard tight-binding Hamiltonian [4–6]), soon
there appeared a vast proliferation of research explor-
ing unique possibilities offered by internal atomic struc-
ture (e.g. offering the possibility to create artificial gauge
fields [7–9]) or by the flexibility of optical lattice po-
tentials. In particular, superposition of laser standing
waves with different wavevectors allows to create super-
lattice (SL) potentials. When these wavevectors are in-
commensurable, the resulting optical potential is pseudo-
random, enabling studies of disordered systems [10–13].
Small wavevector integer ratios lead to double- or triple-
well periodic potentials, extensively studied due to their
interesting properties [14, 15]. In particular, even sim-
ple one-dimensional potentials allow to observe interest-
ing topological properties as the Zak-Berry phase [16] or
topological edge states [17]. Depending on the details
of the model studied, different novel phases have been
predicted [18].
Most of these interesting studies assume a mapping be-
tween a continuous and a discrete version of the Hamilto-
nian, mapping accomplished by an appropriate choice of
Wannier functions. Quite frequently, a discrete version of
the Hamiltonian has been studied for arbitrary values of
its parameters [18, 19]. The latter are, however, typically
uniquely defined by the nature of the optical potentials
and, possibly, interactions. Their determination requires
a proper choice of the discrete basis representing the lat-
tice. While for one dimensional sinusoidal potentials the
procedure of constructing such a basis is well known from
Kohn seminal works [20], only recently a method to ob-
tain the optimal basis of maximally localized Wannier
functions for a double-well SL potential has been devel-
oped [21]. This approach relies on the general scenario of
Marzari and Vanderbilt [22, 23] and consists in design-
ing a specific two-step gauge transformation of the Bloch
functions for a composite two-band system.
Often one is interested in SL potentials which enable
efficient coupling between the ground and excited bands,
as exemplified in experiments of Hemmerich group [15].
The orbital physics [24–28] in such SL potentials [29–33]
lead to novel physical situations. As the method devel-
oped to find the optimal Wannier basis [21] is valid for a
generic set of two bands we apply it in this work consider-
ing in detail a SL case with a resonance between s and p
orbitals in the neighboring sites. Besides, in Section III,
we propose a simple analytic construction of Wannier-like
functions valid at the exact s−p resonance, showing that
this leads to results which capture the essential features
of the tight binding model obtained within the general
method of ref. [21]. The latter allows us to compute the
tunneling amplitudes in a broad range of lattice depths
also far from s−p resonance, where seemingly the bands
are decoupled, see Section IV. Finally, we compare the
model obtained with different propositions discussed in
the literature.
II. MODEL
For simplicity we consider a purely one dimensional
(1D) case with the Hamiltonian describing spinless atoms
with contact interactions (described by effective coupling
constant g) confined in the optical lattice potential V (x):
Hˆ =
∫
dxΨˆ†
[
− ~
2
2M
∂2
∂x2
+ V
]
Ψˆ + g
∫
dxΨˆ†2Ψˆ2. (1)
The field operator Ψˆ(x) annihilates a boson at x. Ψˆ(x)
is expanded in a single-particle basis of localized wave
functions fαi (x):
Ψˆ(x) =
∑
i
∑
α
aˆαi f
α
i (x) (2)
The operator aˆαi annihilates a boson at site i, while the α
index numbers the Bloch bands of the periodic potential
V (x). Performing the integrals in (1) results then in a
(multiband) tight binding representation of the problem.
We shall limit ourselves to relatively weak interactions
for which the best localized basis states are single parti-
cle states determined only by the shape of the potential.
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2We remark that in the limit of strong interactions the
single particle basis may not be the optimal one [34–38].
Actually, despite its recent progress, the construction of
a tight binding model for strong interactions remains an
open problem.
The period-two SL potential is assumed of the form
V (x) = V0
[
sin2(kLx+ φ1) +  sin
2(2kLx+ 2φ2)
]
, (3)
with V0 being the amplitude and kL the wavevector of
the laser beam. The case φ1 = φ2 represents a rigid shift
of the whole potential. Then the sign of V0 as well as the
parameter  (assumed positive) determines the potential
shape. V0 < 0 corresponds to a collection of wells with
the same minima and alternating heights of the barriers
separating them [16, 17]. Note that the period of the po-
tential (3) is d = pi/kL, and the primitive cell contains a
double well. Putting φ1 6= φ2 allows to modify both the
minima and the maxima of the potential simultaneously
[16]. Positive values of V0 for φ1 = φ2 yield to wells of
alternating depths enabling, for an appropriately chosen
, an efficient coupling between s-type states in the shal-
lower wells and p-orbitals in the deeper wells. A similar
scheme was used in [15] to effectively populate p-orbitals
in a two-dimensional lattice.
Let us come now to the choice of suitable single-particle
localized states fαi (x) in Eq. (2), which is the subject of
this work. Generalized Wannier functions are expressed
in terms of Bloch eigenfunctions as
wjα(x) =
√
d
2pi
∫
B
dk e−ikja
N∑
β=1
Uαβ(k)ψβ,k(x) (4)
where B is the first Brillouin zone. The unitary matri-
ces must be continuous and periodic functions of k in
order to preserve the Bloch theorem. For a simple, say
sinusoidal V (x), the optimal basis is composed of ex-
ponentially localized single-band (Uαβ(k) = eiθα(k)δαβ)
Wannier functions [20]. However, when the elementary
cell contains two minima, as in the present case, single
particle Wannier states are generally not localized in a
single potential minimum. Besides, in the present work
we shall choose the parameters  and V0 such that the
lowest band is well separated from the others, with the
next two lying very close and we will cosider the dynam-
ics of the first and second excited bands. Consequently,
as exposed in [21], we will consider the mixing of the
relative two Bloch levels through a choice of the mixing
matrix Uαβ(k) built to minimize the spread of the corre-
sponding Wannier functions. This procedure yields a lo-
calized s-like state in the shallow well and a p-like state in
the deeper well. This configuration with two close lying
bands is interesting owing to the fact that one may effec-
tively populate the p-orbital (like in the two-dimensional
experiment [39]). This situation is also relevant for the
realization of an effective Dirac dynamics with ultracold
atoms in bichromatic optical lattices [40–42].
To proceed, we use first the standard approach for pe-
riodic systems, i.e. diagonalization of the single-particle
Hamiltonian as expressed in the recoil units of ER =
~2k2L/2M . Thus, in the following, energies (and the en-
ergy parameters such as the barrier height V0) will be
given in units of ER and the corresponding convenient
unit of length will be k−1L . Also, from now on, we set
φ1 = φ2 = 0 in (3), corresponding to a potential con-
figuration with degenerate maxima. The periodic part
unk(x) of the Bloch waves, ψnk(x) = eikxunk(x), are
obtained from a standard diagonalization procedure in
Fourier space. Notice that they can be affected by ar-
bitrary, uncorrelated phase factors for different quasimo-
menta k. Then, in order to obtain unk(x) - continuous
functions of k, we need to fix all the phases to zero at
some point in x space [21] or equivalently, for a real ma-
trix diagonalization (as possible for our simple potential)
to choose the same signs of unk(x) say at x = 0.
III. s− p RESONANCE
Let us examine the resonant case. To this end, we
take a particular V0 and by diagonalizing the one-particle
Hamiltonian for different values of  we choose the one
which makes the 2nd and 3rd Bloch bands cross (see
Fig. 1). Then, by making a harmonic approximation for
the wells, it is easy to find that the condition of reso-
nance is  = V0/(16ER). Quite surprisingly, we have
found numerically that this condition holds to a very
good approximation also for relatively shallow wells, up
to V0 = 16ER. Again, we remark that the use of the
single-band approach (namely Uαβ(k) = eiθα(k)δαβ in Eq.
(4)) gives rise to Wannier functions W0i (i = 1, 2, 3) well
localized in a single well only for the states correspond-
ing to isolated bands [21]. For the present configuration,
this is the case of W01, whereas W02 and W03 have non-
zero contributions both in the deeper and shallower wells
(at resonance). Consequently, a non trivial mixing of the
2nd and 3rd bands is necessary. Remarkably, in this par-
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FIG. 1. Ccolor online) Energy bands for the double-well po-
tential (3) with parameters V0 = 32Er,  = 2 and φ1 = φ2 =
0. The lowest energy band is not shown, the red (dashed)
second band crosses with the green (solid) third band leading
to a linear “relativistic” dispersion around k = 0
3ticular case, optimally localized states can be built from
a simple analytic formula. In fact, let us consider the
following Wannier-like states
Wn(x−R) = 1√
2
∫
B
dke−ikRψnk(x), (5)
with B standing for the first Brillouin zone, so in our
case: d = pi and k ∈ [−1, 1]. This formula leads to the
standard definition of the Wannier functions only when
R is a vector of the Bravais lattice, namely R = Rj = jpi.
Then, by using the following transformation
U =
1√
2
(
1 1
−i i
)
(6)
acting on the n = 2, 3 Bloch functions, and taking R =
(2j − 1)pi/2 ≡ R(s)j for s-states and R = jpi ≡ R(p)j for
p-states, we write (for the cell at j = 0)
Ws(x) =
1
2
∫ 1
−1
dke+ik
pi
2
[
ψ2k(x) + ψ3k(x)
]
, (7)
Wp(x) =
i
2
∫ 1
−1
dk
[
− ψ2k(x) + ψ3k(x)
]
. (8)
Note that this transformation, along with the definition
of the initial gauge for the Bloch states (see end of Sect.
II), univocally defines this sets of Wannier functions. The
functions Ws and Wp are localized in the minima of the
shallow well (x = −pi/2) and the deep one (x = 0) respec-
tively, see Fig. 2(a) [46] . Both exhibit clear exponential
fall-off, as seen in Fig. 2(b). For other cells the transla-
tion by x = pi (with integer j) applies, as required by the
Bloch theorem. As it will be discussed in Sect. IV, this
simple transformation captures the essential features of
the general method of Ref. [21] in describing the model
and it leads to simple analytic expressions for the tun-
neling coefficients.
Then we introduce the following shorthand notation
Ws(x − Rj) = 〈x|sj〉 and Wp(x − Rj) = 〈x|pj〉 for the
Wannier-like functions belonging to the j-th cell, and de-
note with En(k) the energy bands as indicated in Fig. 1.
Then, it is straightforward to find the following expres-
sions for the tunneling coefficients
Jr = −〈sj |Hˆ0|pj〉 = 1
2pi
∫ pi
0
dk(E3(k)− E2(k)) sin (k/2) ,
Jl = −〈pj−1|Hˆ0|sj〉 = −Jr,
Js = −〈sj |Hˆ0|sj+1〉 = − 1
2pi
∫ pi
0
dk(E2(k) + E3(k)) cos(k),
Jp = −〈pj |Hˆ0|pj+1〉 = Js. (9)
With the choice of functions (7-8) the tunneling am-
plitudes are real. Notice that the tunneling amplitude,
Jr from s i-site to the right (to pi+1) has opposite sign
to that corresponding to left hand side hop Jl (due to
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FIG. 2. (Color online) Top panel: two localized squared
Wannier functions of the double-well potential (3) with pa-
rameters V0 = 32Er,  = 2 and φ1 = φ2 = 0. Functions |Ws|2
(red dashed line) and |Wp|2 (black solid line) come from Bloch
functions transformed by (6). Dotted blue line depicts the lat-
tice potential (not in scale). Bottom (b) panel shows the same
Wannier functions in the logarithmic scale revealing their ex-
ponential localization within double precision arithmetics.
the asymmetric character of the p orbital). The tunnel-
ing amplitudes Js,p – between the same flavors s and p
coincide at s− p resonance.
One may adjust arbitrarily phases of Wannier func-
tions. Changing the sign of every second double site (i.e.
both s and p orbital functions) one may realize the “stan-
dard” system with t amplitudes for nearest neighbor hop-
ping and t′ for next-nearest hopping (called often t−t′ or
J1−J2 model). This procedure, however, breaks partially
the translational invariance of the system. To recover the
translational invariance, the elementary cell has to be ex-
tended to four sites. Such a change of phases affects also
the dispersion relation.
IV. A GENERAL APPROACH
As we have anticipated, the analytic transformation
discussed in the previous section is designed specifically
for the resonant case and cannot be applied to a generic
situation. In the latter case, a general approach is rep-
resented by the so-called maximally localized Wannier
functions (MLWFs) introduced by Marzari and Vander-
bilt [22, 23]. They are obtained by generalizing the def-
inition of Wannier functions for the case of a set of (al-
most) degenerate Bloch bands, and then minimizing their
spread by means of an appropriate gauge transformation
of the Bloch functions. By construction, this transfor-
mation is differentiable and is defined as periodic, in or-
der to keep the periodicity of the Bloch functions. This
method has been adopted by two of us for the lowest
4bands of 1D superlattice potential [21]. It can also be
applied straightforwardly to the present situation, yield-
ing a set of MLWFs both at the s − p resonance and in
its vicinity, or in any situation in which there are two al-
most degenerate bands (well separated from the others).
While the details of the approach have been presented in
[21], here we briefly recall that it consists in using a spe-
cific two-step gauge transformation that makes vanishing
the diagonal and off-diagonal gauge-dependent terms of
the Wannier spread. Such a transformation is obtained
by numerically solving a set of ordinary differential equa-
tions, with suitable boundary conditions. As a specific
example, in the following we will fix V0 = 32ER (for
which the s − p resonance occurs at  = 2) to illustrate
the typical behavior in the tight-binding regime.
Let us first discuss the resonant case, by comparing the
general method with the results obtained by means of the
analytic ansatz. First, observe that since the bands are
degenerate at k = 0 (see Fig. 1), the states in Eqs. (7-8)
are built assuming that the second and the third bands
are swapped for k > 0, thus loosing the periodicity of
the conventional Bloch bands. Alternatively, one could
consider symmetric bands touching at k = 0, with an
additional sgn(k) factor in the lower row of the mixing
matrix, abandoning the periodicity and the continuity of
the unitary transformation. This is a consequence of the
fact that the specific choice of term R in Eq. (5) for s and
p-like states is, as a matter of fact, equivalent to consider-
ing an effective lattice with half periodicity, that includes
a single minimum in the elementary cell (notice that we
are considering the case of degenerate maxima by having
set φ1 = φ2 = 0 in Eq. (3)). Remarkably, the Wannier-
like states in Fig. 2 are almost coincident with those of
the MLWFs obtained from the general procedure of Ref.
[21]. Also the corresponding tunneling amplitudes are
well captured, as we will show in the following.
Let us now turn to the off-resonant case. As an exam-
ple, in Figs. 3 and 4 we show the MLWFs for  = 1, 3,
respectively. Each wave function is shown both in lin-
ear and logarithmic scale, in order to make evident that
each of them is well localized around a single site, and
to show the exponential falloff of their tails. Then, in
Fig. 5a we show the behavior of the two onsite energies,
namely Es ≡ 〈sj |Hˆ0|sj〉 and Ep ≡ 〈pj |Hˆ0|pj〉, as a func-
tion of . Note that below resonance Es > Ep, whereas
the situation is reversed above the resonance. The two
on-site energies become degenerate exactly at  = 2.
Similarly, in Fig. 5b we show the behavior of the var-
ious tunneling amplitudes. They are characterized by a
monotonic decrease with increasing , as a consequence
of the deepening of the potential wells. Note also that
in this case the degeneracy between the s − s and p − p
tunneling amplitudes takes place around  = 1.5 and not
at the resonance, as the tunneling rates are determined
by the specific form of the Wannier functions, and not
just by the value of the onsite energies. This is different
from the result of the analytic approach, that predicts
an exact degeneracy between Js and Jp at the resonance
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FIG. 3. (Color online) (a) Density plot of the s− (red dashed
line) and p−like (black solid line) MLWFs for  = 1, corre-
sponding to a large detuning from the resonance. The po-
tential is represented by the dotted (blue) line, whereas the
horizontal orange stripes represents the Bloch bands (on the
same scale as the potential). (b) The same composite-band
MLWFs are shown here in logarithmic scale. Note the expo-
nential decay of the tails.
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FIG. 4. (Color online) Same as above, but for  = 3.
(see the last equation in (9)). Nevertheless, apart from
this detail, the analytic approach essentially captures the
correct values of the tunneling coefficient at resonance.
We also remark that, due to parity of p orbital involved
in s − p hopping, the nearest neighbor tunneling ampli-
tudes from a given site to the left and to the right have
the same magnitude but opposite sign, namely Jl = −Jr,
as already obtained for the analytic case discussed in the
previous section.
Remarkably, that in the whole range of  considered
here, the amplitude of the nearest neighbor tunneling Jl/r
is an order of magnitude larger than the next-to-nearest
neighbors tunneling amplitudes Js and Jp. Naively, this
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FIG. 5. (Color online) Onsite energies and tunneling am-
plitudes obtained from the composite-band MLWFs approach
as a function of ε. (a) Onsite energies Es (black solid line)
and Ep (red dashed line). (b) Tunneling amplitudes: the
blue (dotted) line corresponds to the amplitude |Jl| = |Jr|
for nearest-neighbor tunneling, i.e. between s and p orbitals;
the black (solid) line corresponds to the s − s tunneling am-
plitude Js, while the red (dashed) line represents the p − p
tunneling Jp. Thin lines represents the values of Js and Jp
obtained from a single-band calculation (see text). The (blue
and black) dots correspond to the prediction of the analytic
expressions in Eq. (9) for the resonant case (ε = 2).
behavior is expected as the former corresponds to the
hopping between neighboring wells. However, far from
the resonance (e.g. at  ' 1 or  ' 3) one may also ex-
pect the usual single-band approach to provide Wannier
functions that are well localized around each potential
minima [21]. Indeed, this is the case, as it will be shown
in the following section. In this framework, the s− and
p−like Wannier states are orthogonal (they belong to dif-
ferent Bloch bands), and the nearest neighbor tunneling
is exactly vanishing. Then, in order to clarify this ap-
parent paradox, in the next section we will work out a
thorough comparison between the single- and composite-
band approaches.
V. FAR FROM THE RESONANCE:
COMPARISON WITH THE SINGLE-BAND
APPROACH
Let us recall that proper single-band maximally local-
ized Wannier functions can be constructed with the same
approach a la Marzari and Vanderbilt discussed in the
previous section. In this case it is necessary to minimize
just the diagonal spread, as the off-diagonal one is van-
ishing by construction. In practice, this can be achieved
by solving a set of simple ODEs for the phase φn(k) of
the Bloch functions, corresponding to a U(n) transfor-
mations (n being the number of Bloch bands one is in-
terested in) [21]. Remarkably, the values of the phases
φn(k) obtained from the numerical solution allow for a
simple analytic approximation that consists in using Eq.
(5) for n = 2, 3 and adjusting accordingly the centers
R of the Wannier functions to the bottoms of the corre-
sponding wells, with an additional factor sgn(k) for the
p-state (that is centered in x = 0). Indeed such a proce-
dure, far from the resonance, leads to exponentially lo-
calized Wannier functions that are indistinguishable from
those obtained numerically by minimizing their spread.
We remark that this construction requires that the ini-
tial gauge for the Bloch functions is that defined at the
end of Sec. II, and that each band is associated to the
appropriate well. In particular, the p-type Wannier func-
tion corresponds to n = 2 for  below the resonance (i.e.
 < V0/16) and n = 3 above it [47].
As an example, the single-band Wannier functions ob-
tained for  = 1, 3 are shown in Figs. 6, 7 in comparison
with those obtained from the composite-band approach.
Specifically, in these figures we show the modulus in log-
arithmic scale. In all cases, both sets of MLWFs show
the same bulk behavior and are characterized by a nice
exponential falloff of the tails. For  = 1, where the
two Bloch bands are well separated (see Fig. 4), the
p−type Wannier function obtained from the single-band
approach turns out to be more localized than that cor-
responding to composite bands (note the different slope
of the exponential envelope), whereas the situation is re-
versed por the s−like function (note the first two side
lobes). Instead, for  = 3 - here the two bands are
closer to each other - the composite-band MLWFs are
more localized overall. In any case, we remark that the
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FIG. 6. (Color online) (a) Density plot of the p−like single-
band Wannier functions (solid line) for  = 1, compared with
that obtained from the composite-band approach (dashed
line). (b) The case of the s−like MLWF, as above.
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FIG. 7. (Color online) Same as Fig. 6, but for  = 3.
main difference between the two approaches resides in the
structure of the Wannier functions as complex numbers
(so far we have been showing just their modulus), that
makes e.g. the s and p single-band states orthogonal.
This is responsible for the very different structure of the
tunneling coefficients, as shown in Fig. 5b. As a matter
of fact, the single-band approach (that, we remind, is not
suitable around the resonance as the Wannier functions
occupy both wells [21]) corresponds to a picture with
two sublattices one of type s the other of type p (with
different tunneling rates within each sublattice), that are
decoupled in the absence of interactions.
In the following, we will discuss which are the impli-
cations of the two pictures (single or composite bands),
by considering first the structure of the single-particle
spectrum and then the role played by interactions.
A. Single-particle spectrum
Let us recall that the single particle term of the
tight-binding Hamiltonian up to nest-to-nearest neigh-
bors takes the form
Hˆ0 '
∑
α=s,p
∑
j
Eαnˆjα −
∑
α=s,p
∑
j
Jα(aˆ
†
jαaˆ(j+1)α + h.c.)
− J
∑
j
(
aˆ†jsaˆjp − aˆ†jsaˆ(j−1)p + h.c.
)
. (10)
where aˆ†jα (aˆjα) represent creation (annihilation) opera-
tors associated to each lattice site, with α = s, p.
The single-particle spectrum can be obtained by con-
sidering the following mapping to momentum space [21],
bˆkα =
∑
j e
ipikj aˆjα/
√
2. Then, the single-particle Hamil-
tonian can be written as
Hˆ0 =
∑
αβ
∫
B
dkhαβ(k)bˆ
†
kαbˆkβ , (11)
with hαβ(k) defined as
hαβ =
(
Es − 2Js cos(pik) −J(1− eipik)
−J(1− e−ipik) Ep − 2Jp cos(pik)
)
. (12)
For the single-band approach J ≡ 0, so that the dis-
persion relation takes the familiar form
Esbα (k) = Eα − 2Jα cos(kpi). (13)
In the general case, the diagonalization of hαβ yields the
following dispersion relation
Ecb± (k) = E+ − 2J+ cos(kpi) (14)
±
√
(E− + 2J− cos(kpi))
2
+ (2J)2 sin2(kpi/2),
with E± ≡ (Es ± Ep)/2, J± ≡ (Js + Jp)/2.
Then, the accuracy in reproducing the exact single par-
ticle Bloch spectrum can be measured by defining the
following quantity [21]
δEα ≡ 1
∆Eexα
√
d
2pi
∫
B
dk
[
Eα(k)− Esb/cbα (k)
]2
(15)
that represents the ratio of the quadratic spread between
the exact Bloch spectrum Eexα (k) and that obtained from
the single- or composite-band approach, to the Bloch
bandwidth ∆Eexα . The behavior of δEα as a function of
ε is shown in Fig. 8. This figure deserves a careful anal-
ysis. Close to ε = 1, the nearest-neighbor approxima-
tion works accurately only in the single-band approach,
and just for the lowest band (of type p). In the other
cases, the inclusion of next-to-nearest tunneling terms
would be required [21]. Actually, in that limit the dif-
ference between the exact Bloch bands and those calcu-
lated with the nearest-neighbors tight-binding approach
would be visible by eye. Then, it is evident starting from
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FIG. 8. (Color online) Plot of δEα (α = s, p, see text) as
a function of ε, as obtained from the single- and composite-
band approaches (indicated in the label as ‘sb’ and ‘cb’, re-
spectively).
7ε = 1.5, the composite-band approach provides an in-
creasing, very good accuracy in reproducing the single
particle spectrum, thanks to the fact the the system en-
ters a full tight-binding regime. Instead, the single-band
approach is characterized by a mixed behavior, that is
dramatically affected by the proximity of the resonance
point, where it definitely fails. Only for ε >∼ 2.2 the
single-band approach recovers a good accuracy level.
B. Interaction terms
Let us now turn to the interacting part of the many-
body Hamiltonian. The full expression reads
Hˆint =
g
2
∑
{αi}=s,p
∑
{ji}
aˆ†j1α1 aˆ
†
j2α2
aˆj3α3 aˆj4α4 · (16)
·
∫
dxW ∗j1α1(x)W
∗
j2α2(x)Wj3α3(x)Wj4α4(x), (17)
with g being the coupling constant. The leading term is
represented by usual Bose-Hubbard on-site interaction,
namely
Hˆonsite =
1
2
∑
α=s,p
Uα
∑
jα
nˆjα (nˆjα − 1) (18)
with Uα = g
∫
dx |Wjα(x)|4. In addition to this, here we
will consider also the effect of next-to-leading terms that
couple nearest neighboring wells, i.e. s and p wells. They
include a density-density interaction term
Hˆdens−dens =
g
2
I2s2p · nˆjsnˆjp, (19)
a density induced tunneling
Hˆdens−tun =
g
2
I1s3paˆ
†
jsnˆjpaˆjp+
g
2
I3s1paˆ
†
jsnˆjsaˆjp+(s↔ p),
(20)
and the tunneling of pairs
Hˆpair−tun =
g
2
I2s2p · aˆ†jsaˆ†jsaˆjpaˆjp + h.c. (21)
In the previous expressions we introduced an intuitive
notation for the integration integral within the j-cell in-
dicating how manyWannier function of a given type enter
into the integral
Iiskp ≡
∫
dx(Wjs(x))
i(Wjp(x))
k, (22)
taking into account that the Wannier functions can be
chosen as real [43]. Notice that there are also similar
terms that couple s−states in the j−th cell with p−states
on the left, that is the (j − 1)th cell. Observe, however,
that the sign of the density dependent tunneling “to the
left” is opposite to that “to the right” due to the asym-
metry of the p-orbital, in parallel with the standard tun-
neling. A sketch of the various tunneling and interaction
FIG. 9. (Color online) A sketch of the various tunneling
and interaction terms of the extended Bose-Hubbard model.
The color code is the same as that in Figs. 5 and 10. Jsp
schematically denotes two types of density dependent tunnel-
ings, mediated by s and p orbitals densities. Remember that
the nearest-neighbor tunneling coefficient J is strictly vanish-
ing within the single band approach.
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FIG. 10. (Color online) Plot of the (modulus of) the integrals
Iiskp characterizing the amplitude of various interaction terms
of the extended Bose-Hubbard Hamiltonian. Lines with sym-
bols correspond to the two-band approach, whereas plain lines
refer to the single band case. Observe that the two-bands ap-
proach yields generally much smaller corrections to standard
Bose-Hubbard terms, showing superiority over a single-band
Wannier functions.
terms of the extended Bose-Hubbard model is shown in
Fig. 9.
The relative weight of the various interaction terms
listed above is shown in Fig. 10 where we present
the behavior of the various integrals (in modulus) en-
tering in their definition, as obtained from the both
the single- and composite-band approaches (note that
I2s2p = I2p2s). This figure shows that, as far as interac-
tions are concerned, the composite-band model outper-
forms the single-band one, as the next-to-leading terms
are significantly smaller in the former case. Notice also
that (out of the resonant region) the values for on-site
interaction given by the two approaches are al most in-
distinguishable. This is expected due to the very similar
behavior of the bulk profiles of Wannier functions, see
Figs. 6 and 7.
8From Fig. 10 it is also evident that, in the range of 
considered here, the s − p density-density interaction is
completely negligible with respect to the on-site interac-
tion. Similarly small is the pair tunneling contribution -
as the integrals involved are exactly the same for contact
interactions. These findings parallel general discussion
for contribution of various interaction terms in the stan-
dard optical lattice - for a recent review see [44]. Let
us note, following [44], that the relative role of different
terms may be different for long-range, e.g. dipolar, in-
teractions which is, however, beyond the scope of this
paper. On the other hand, the significance of the den-
sity induced tunnelings with respect to the leading order
tunneling appearing in Hˆ0 depends on the value of the in-
teraction constant g and the lattice filling factors. When
g is small they can be safely neglected – see, however,
[44] and references therein.
VI. DISCUSSION
As mentioned in the introduction, superlattice poten-
tials are often proposed to be employed for generating
interesting model Hamiltonians. In particular, in this
context, the so called J1 − J2 (particularly for spins) or
t− t′ model was invoked with the non interacting part of
the Hamiltonian being of the form
Hˆ0 = −
∑
i
(
taˆ†i aˆi+1 + t
′aˆ†i aˆi+2 + h.c.
)
+
∑
i
Einˆi. (23)
Here t ≡ J1 corresponds to the nearest neighbor hopping
while t′ ≡ J2 is the next-nearest neighbor tunneling and
Ei stands for the on-site energy, common for all sites.
By adding different form of interactions, different models
are realized [18, 19, 31] exhibiting frustration and differ-
ent possible phases when arbitrary values of J1 and J2
parameters are assumed. It is often suggested that these
models may be realized in one-dimensional superlattices.
The present analysis, together with results of [21] for low-
est bands in optical superlattices, clearly indicates that
it may be quite hard to observe the phases suggested in
those papers. For lowest bands of superlattices [21] the
tunneling amplitudes are of the same sign while most in-
teresting phases [18, 19] apper for opposite signs of J1
and J2. For the discussed here s− p superlattice model,
the tunnelings break left-to-right symmetry so mapping
to J1−J2 model may be realised by changing the phases
of Wannier functions breaking the translational invari-
ance as discussed at the end of Sec. III for the resoant
case. The similar approach is possible also out of the
resonance. Still, as discussed extensively above, for the
optimal, two-bands approach the nearest neighbour tun-
neling always dominates the next nearest terms. Thus it
is impossible to reach J1 ≈ 2|J2| region, most interest-
ing for the appearance of Majumdar-Ghosh [45] phase.
The detailed discussion of possible phases in s − p su-
perlattice in the presence of interactions, also including
density-dependent tunnelings deserves a separate inves-
tigation.
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