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Time Domain Reflectometry Waveform Analysis with Second-Order
Bounded Mean Oscillation
Abstract
Tangent-line methods and adaptive waveform interpretation with Gaussian filtering (AWIGF) have been
proposed for determining reflection positions of time domain reflectometry (TDR) waveforms. However, the
accuracy of those methods is limited for short-probe TDR sensors. Second-order bounded mean oscillation
(BMO) may be an alternative method to determine reflection positions of short-probe TDR waveforms. For
this study, an algorithm of second-order BMO is developed. Example waveforms are analyzed with tangent-
line methods, AWIGF method, and second-order BMO to illustrate the difference among the three methods.
For some waveforms, second-order BMO appears be able to give more plausible results. Automatic
implementation was challenging for the second-order BMO. With second-order BMO, it is difficult to set a
default threshold suitably for all TDR waveforms. Thus, manual adjustment may be required to select a
suitable threshold for second-order BMO analysis
Disciplines
Agriculture | Soil Science | Statistical Methodology
Comments
This article is published as Wang, Zhuangji, Yuki Kojima, Songtao Lu, Yan Chen, Robert Horton, and Robert
C. Schwartz. "Time Domain Reflectometry Waveform Analysis with Second-Order Bounded Mean
Oscillation." Soil Science Society of America Journal 78, no. 4 (2014): 1146-1152. doi: 10.2136/
sssaj2013.11.0497. Posted with permission.
Rights
Works produced by employees of the U.S. Government as part of their official duties are not copyrighted
within the U.S. The content of this document is not copyrighted.
Authors
Zhuangji Wang, Yuki Kojima, Songtao Lu, Yan Chen, Robert Horton, and Robert C. Schwartz
This article is available at Iowa State University Digital Repository: https://lib.dr.iastate.edu/agron_pubs/402
 Soil Science Society of America Journal
Soil Sci. Soc. Am. J.78:1146–1152 
doi:10.2136/sssaj203.11.0497 
Received  22 Nov. 2013 
*Corresponding author (zhuangji@iastate.edu).  
© Soil Science Society of America, 5585 Guilford Rd., Madison WI 53711 USA 
All rights reserved. No part of this periodical may be reproduced or transmitted in any form or by 
any means, electronic or mechanical, including photocopying, recording, or any information storage 
and retrieval system, without permission in writing from the publisher. Permission for printing and for 
reprinting the material contained herein has been obtained by the publisher.
Time Domain Reflectometry Waveform Analysis with 
Second-Order Bounded Mean Oscillation
Soil Physics
Time domain reflectometry is a well-established electromagnetic technique used to estimate in situ soil water content nondestructively and continu-ously (Noborio, 2001). Time domain reflectometry waveforms can be 
obtained by measuring the change of reflection coefficient with respect to time. 
Time domain reflectometry waveform analysis, that is, determining the first re-
flection position (t1) and second reflection position (t2), is the crucial step in de-
termining the soil water content. Tangent-line methods are widely used in TDR 
waveform analysis. There are two variations of tangent-line methods commonly 
used to determine t2, that is, flat line method and slope line method (Or et al., 
2004; Evett, 2000). For given TDR waveforms, two tangent lines are determined 
at specific points, and the intersections of the two tangent lines are used to estimate 
the reflection positions. One of the tangent lines is determined at the point with 
the maximum derivative after t1 (i.e., second inflection of a waveform, tVmax2) for 
both methods. The other tangent-line is taken at the local minimum point (tmin) 
of the waveform in the flat line method, and in the slope line method it is taken 
at a prespecified anchor point between t1 and tmin. When using automatic analy-
sis for a set of TDR waveforms with tangent-line methods (e.g., winTDR), either 
the flat line method or the slope line method with a prespecified anchor point is 
applied to all of the waveforms. That nonadaptive travel time analysis may lead 
to errors in correctly identifying t2 for some TDR waveforms because of the va-
riety of TDR reflection features caused by variation in soil mineralogy, salinity, 
water content, and individual probe characteristics. Particularly when tmin locates 
nearer to t1 than to t2, tangent-line methods will usually underestimate t2. That 
effect can be observed from measurements with short probes at low permittivity. 
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Tangent-line methods and adaptive waveform interpretation with Gaussian 
filtering (AWIGF) have been proposed for determining reflection positions 
of time domain reflectometry (TDR) waveforms. However, the accuracy of 
those methods is limited for short-probe TDR sensors. Second-order bounded 
mean oscillation (BMO) may be an alternative method to determine reflection 
positions of short-probe TDR waveforms. For this study, an algorithm of second-
order BMO is developed. Example waveforms are analyzed with tangent-line 
methods, AWIGF method, and second-order BMO to illustrate the difference 
among the three methods. For some waveforms, second-order BMO appears 
be able to give more plausible results. Automatic implementation was challeng-
ing for the second-order BMO. With second-order BMO, it is difficult to set a 
default threshold suitably for all TDR waveforms. Thus, manual adjustment may 
be required to select a suitable threshold for second-order BMO analysis.
Abbreviations: AWIGF, adaptive waveform interpretation with Gaussian filtering; BMO, 
bounded mean oscillation; TDR, time domain reflectometry.
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Soil Physics
A correction for tangent-line methods by using linear regression 
based on a swath of points between t1 and tVmax2 has been used 
(Heimovaara and Bouten, 1990; Evett, 2000). However, this 
procedure can frequently produce errors in identifying t2, and 
manually checking each waveform and analysis result is recom-
mended to ensure accuracy of the results.
Thermo-TDR sensors developed by Ren et al. (1999) have 
been used in a wide variety of studies (Ren et al., 2003; Ren et al., 
2005; Liu et al., 2014). Thermo-TDR sensors can measure thermal 
properties as well as soil water content. The thermo-TDR sensor 
is a combination of dual probe heat pulse technique (Campbell et 
al., 1991) and TDR probes. To make accurate heat pulse measure-
ments, thermo-TDR sensors tend to have short probes. Time do-
main reflectometry waveforms measured with short probes may 
be affected by individual sensors or soil properties. For short TDR 
probes placed in soil with low permittivity, the reflection caused by 
the change in impedance as the step pulse enters the soil is close to 
or partially superimposed on the reflection at the termination of the 
probe (due to limited TDR resolution). Consequently, the local 
minimum and the shape of the waveform baseline before and after 
this minimum can be influenced by the interaction of these two re-
flections. Automatic analysis of short-probe TDR waveforms with 
tangent-line methods is therefore challenging, and an alternative al-
gorithm is desired which can make analysis more reliable.
A reevaluation of the TDR second reflection position is pro-
posed by Schwartz et al. (2013). An AWIGF algorithm is used to 
smooth (removes noise) the waveform. Under certain conditions, 
the local maximum of the second-order derivative of the smoothed 
waveform is used to determine t2. However, for short probes under 
conditions of low media permittivity, AWIGF is subject to errors 
because the shape of the waveform in the vicinity of the second re-
flection differs substantially from waveforms acquired from longer 
probes. For instance, the maximum second-order derivative of wave-
forms acquired with short probes can occur before the minimum in 
low-loss media, which is converse to the response observed in lon-
ger probes where the initial and final reflections are well separated. 
Waveforms measured in a low-permittivity medium with short 
probes can exhibit multiple, strong reflections near t2, such that the 
true t2 may not correspond to a larger change of the waveform com-
paring with those multiple reflections. These multiple reflections, 
which can be closely spaced, are smoothed by the AWIGF filter, and 
this operation may not preserve the position of the second-order 
derivative maxima associated with t2. Therefore, it is necessary to 
develop a more sensitive method in evaluating t2 of waveforms suit-
ably for short probes (<50 mm). In this paper, a second-order BMO 
method for TDR waveform analysis is proposed. Second-order 
BMO tends to determine the nonsmooth changes of the slope in the 
TDR waveforms, where the first-order derivative of the waveforms 
has a jump discontinuity, instead of searching the local maximum of 
second-order derivative. The physical assumption for second-order 
BMO is that the electromagnetic wave passing through a conjunc-
tion of conductance with different relative permittivity will lead 
to a nonsmooth change in the reflection coefficient (ρ) of a TDR 
waveform. At a nonsmooth change, the second-order BMO reaches 
a local maximum. Therefore, it is possible to determine the reflection 
positions by tracing the positions of the local maxima of the second-
order BMO. Compared with the linear regression in tangent-line 
method, second-order BMO tends to use the waveform data in lo-
cal intervals near the reflection positions to determine the reflection 
positions. That may reduce the influence from other portions of 
waveforms, particularly when the permittivity of the medium is not 
constant, or when the travel time between t1 and t2 is short relative 
to the rise time of the step pulse. Second-order BMO also has an 
ability to reduce the influence of noise. Thus, an additional smooth-
ing pretreatment may not be necessary when analyzing TDR wave-
forms with second-order BMO.
The objectives of this work are (i) to develop an algorithm 
for second-order BMO and (ii) to discuss the advantages and dis-
advantages of second-order BMO by showing examples of using 
the second-order BMO method to analyze measured waveforms.
THEORY
Time domain reflectometry waveform u(x) can be consid-
ered as a function of reflection coefficient. The BMO quantity 
(Stein, 1993) of a u(x) can be defined as,
( )
( ) ( )
( ) ( ) ( )
( )
, ,
1 1BMO , , d d
, ,Q x r Q x r
u x r u y u z z y
Q x r Q x r
= −∫ ∫  [1]
where Q is any cube whose sides are parallel to the coordinate 
axes; x is the point where the BMO operator is taken; r is the 
radius of the local interval centered at x; and y and z are the inte-
gral variables. It can be used to describe the jump discontinuities 
of a waveform (Zhang, 1996, Chen et al., 2010). An example for 
BMO is the one-dimensional step function
( )
1 ,    0
0 ,    0
x
f x
x
≥
= <
 [2]
There is a jump discontinuity of the function f(x) at x = 0. The 
BMO will assign the constant portions of the function to 0, and 
assign the jump discontinuity into an impulse function (Fig. 1).
Fig. 1. Bounded mean oscillation (BMO) operated on a step function.
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An integral approximation for the modulus of gradient was 
defined by Chen et al. (2013). Such an approximation in one-
dimensional space is represented as the following Z operator,
( ) ( ) ( )
2
1 1, ,    d d
2
r r
r r
Z u x r u x y u x z z y
r r− −
= + − +∫ ∫  [3]
where u(x) is integrable for a given open and bounded interval in 
one-dimensional space (see Appendix A). By using the approxi-
mation of gradient in Eq. [3], the second-order BMO is defined 
as Z2 (u, x, r)
( ) ( ) ( )2
2
1 1, ,   , , , ,  d d
2
r r
r r
Z u x r Z u x y r Z u x z r z y
r r− −
= + − +∫ ∫ [4]
The numerical scheme for the approximation of gradient in 
Eq. [3] can be expressed as,
( ) ( ) ( )00 02
  
1 1   , ,     
2
n n
i n j n
x jhZ u x r u x ih u
n h n=− = −
+= + −∑ ∑  [5]
where h is the sampling interval of a TDR waveform, 2n + 1 is 
the number of sampling points within the interval centered at x0 
with radius equal to r, and r = nh. A discrete expression for the 
Z2 (u, x, r) can be obtained by using Eq. [5] twice.
Suppose that a TDR waveform u contains additive noise 
ε ~ nid(0,σ2), then the magnitude of variances of gradient and 
second-order BMO of the given waveform caused by the noise 
ε, that is, var | Z (u, x0, r) |ε and var | Z2 (u, x0, r) |ε, can be esti-
mated by,
( ) 20
1var , ,  ~ Z u x r
ne
s
( )2 20 2
1var Z , ,  ~ u x r
ne
s  [6]
for fixed r and n  ¥. These equations show that as the number 
of sampling points increases, the magnitude of variance of the 
gradient and second-order BMO caused by noise is reduced (see 
Appendix A). Thus, the numerical scheme of second-order BMO 
is stable, and the effect of noise can be controlled.
After taking the second-order BMO of the original TDR 
waveforms, a default threshold is used to eliminate small values 
of second-order BMO. A numerical model can be used to iden-
tify the local maxima of second-order BMO which exceed a pre-
specified threshold. Thus, only the large peaks (local maxima) are 
used to determine the reflection positions.
Smoothing pretreatments by a moving average filter or a 
Savitsky-Golay filter have been used for automatic TDR wave-
form analysis. Adaptive waveform interpretation with Gaussian 
filtering is also defined as an adaptive pretreatment before taking 
the second derivative of the TDR waveforms. However, a poten-
tial risk for such linear neighborhood filters is that the second 
reflection positions may be blurred or removed during smooth-
ing. Thus, a nonlinear adaptive method based on the Perona-
Malik (Perona and Malik, 1990) model is used to smooth the 
waveforms and sharpen the reflection positions (see Appendix 
B) in the second-order BMO method. The second-order BMO 
method has an ability to constrain the effect of noise. Thus, the 
Perona-Malik model can be simply used as an optional choice to 
increase the accuracy for some challenging waveforms.
MATERIALS AnD METHODS
Time domain reflectometry measurements were made with 
thermo-TDR probes designed by Ren et al. (1999). The probes had 
three 40-mm-long and 1.3-mm-diameter stainless steel waveguides 
with 6-mm spacing. The probes were connected via 75-ohm coaxial 
cables (RG-187A/U, velocity fraction of propagation is 0.695) to a 
Tektronix 1502B cable tester (Tektronix, Beaverton, OR). For soil ex-
periments, TDR waveforms were measured at several water contents 
on three soils: Nicollet sandy clay loam (fine-loamy, mixed, superac-
tive, mesic Aquic Hapludolls), Ida silt loam (fine-silty, mixed, superac-
tive, calcareous, mesic Typic Udorthents), and Hanlon sand (coarse-
loamy, mixed, superactive, mesic Cumulic Hapludolls). The bulk 
densities of the Nicollet, Ida, and Hanlon soils were 1.2, 1.2, and 1.6 g 
cm-3, respectively. The observed TDR waveforms were analyzed with 
second-order BMO, winTDR (Or et al., 2004), and AWIGF method 
(Schwartz et al., 2013). The results of second reflection position, t2, 
were compared among the three methods. A MATLAB (MathWorks, 
Natick, MA) program for second-order BMO is available at http://
soilphysics.agron.iastate.edu/Research/Modeling/BMO.html.
RESuLT AnD DISCuSSIOn
(i) Comparison Between Second-Order Bounded 
Mean Oscillation and Tangent-Line Method (winTDR)
Figure 2a shows a waveform of Nicollet sandy clay loam 
with water content of 0.15 m3 m-3. The first reflection position, 
t1, is fixed as 0.694 ns. Both second-order BMO and flat line 
Fig. 2. Time domain reflectometry (TDR) waveforms with t2 determined 
by second-order BMO and by flat line and slope line methods. The 
minimum point was closer to t1 than to the t2. (a) Waveform of nicollet 
sandy clay loam with water content of 0.15 m3 m-3. (b) Waveform of 
Hanlon sand with water content of 0.08 m3 m-3.
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method are used to estimate the second reflection position, t2. 
The value of t2 given by the flat line method is 1.328 ns. The value 
of t2 given by second-order BMO is 1.428 ns. The relative per-
mittivity values for flat line method and second-order BMO are 
5.64 and 7.57, respectively. One reason for the different values of 
t2 seems to be the low relative permittivity of the soil. The wave-
form drops down immediately after t1, such that the minimum 
point, tmin, locates closer to t1 than to t2. Thus, the horizontal 
line tangents to tmin may not be related to t2. Compared with the 
flat line method, the second-order BMO method may provide a 
more plausible result for t2.
Figure 2b shows a waveform of Hanlon sand with water 
content of 0.08 m3 m-3. t1 is fixed as 1.081 ns. Second-order 
BMO and slope line method (with linear regression correction) 
are used to estimate t2. The value of t2 given by the slope line 
method is 1.815 ns. The value of t2 given by the second-order 
BMO is 1.701 ns. The relative permittivity values for slope line 
method and second-order BMO are 7.55 and 5.40, respectively. 
When the linear regression correction for the slope line method 
is used, a swath of waveform data between t1 and t2 is sampled 
to make the regression line. If the relative permittivity of the me-
dium is not constant along the probe, the regression line may not 
follow the trend of the waveform. However, the second-order 
BMO method focuses on a local interval around t2 to determine 
its position. Compared with the slope line method, the second-
order BMO method may give a more plausible result for t2.
(ii) Comparison Between Second-Order Bounded 
Mean Oscillation and Adaptive Waveform 
Interpretation with Gaussian Filtering Method
Figure 3 shows three waveforms of Ida silt loam. The sec-
ond-order BMO and the AWIGF method are used to estimate 
the second reflection position t2. Figure 3a shows a waveform of 
Ida silt loam with water content of 0.14 m3 m-3. The t1 is fixed as 
0.707 ns. The value of t2 given by second-order BMO is 1.461 ns. 
The value of t2 given by AWIGF method is 1.434 ns. The relative 
permittivity values for the two methods are 7.98 and 7.43, re-
spectively. Thus, Fig. 3a shows that for this waveform, and in fact 
for most waveforms, second-order BMO and AWIGF method 
provide similar results. Figure 3a also shows that second-order 
Fig. 3. Time domain reflectometry waveforms with t2 determined by second-order BMO and by adaptive waveform interpretation with Gaussian 
filtering (AWIGF) methods. Each row shows waveform (reflection coefficient) with values of t2 determined with second-order BMO and AWIFG, 
second-order BMO with corresponding t2 (red line), and second-order derivative using AWIFG with maximum value point (red circle) and 
corresponding t2 (red line), respectively. (a) Waveform of Ida silt loam with water content of 0.14 m
3 m-3. (b) Waveform of Ida silt loam with water 
content of 0.37 m3 m-3. (c) Waveform of Ida silt loam with water content of 0.13 m3 m-3.
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BMO provides sharper peaks than those from AWIGF method. 
Having sharper peaks may in some cases allow second-order 
BMO to be a more sensitive method than AWIGF method.
Figure 3c shows a waveform of Ida silt loam with water 
content of 0.13 m3 m-3. The t1 is fixed as 0.834 ns. The result 
of t2 given by second-order BMO is 1.554 ns. The result of t2 
given by AWIGF method is 1.248 ns. The relative permittivity 
values for those two methods are 7.28 and 2.41, respectively. The 
reason that the small relative permittivity value was obtained by 
AWIGF method is that it selects the tmin as t2 if the maximum 
second-order derivative value occurs before tmin. It is reasonable 
to select tmin as t2 for long TDR-probe waveforms, when tmin 
and t2 are similar. However, for short-probe waveforms, tmin is 
closer to t1 than to t2. Thus, choosing tmin as t2 may underesti-
mate the actual t2 value. The second-order BMO method is able 
to detect the nonsmooth change after tmin and assign a plausible 
value to t2.
Figure 3b shows a waveform of Ida silt loam with water con-
tent of 0.37 m3 m-3. The t1 is fixed as 0.720 ns. The value of t2 
given by second-order BMO is 2.081 ns. The value of t2 given 
by AWIGF method is 1.561 ns. The relative permittivity values 
for the two methods are 26.01 and 9.93, respectively. The reason 
for the small relative permittivity value estimated with AWIGF 
is because of the smoothing of the high-frequency content of 
the waveform, the concomitant identification of the maximum 
second-order derivative before the local minimum, and the 
consequent positioning of t2 at tmin. For this type of waveform, 
oversmoothing is shown as a drawback of AWIGF. Second-order 
BMO is more sensitive to nonsmooth changes than AWIGF, be-
cause the smoothing pretreatment is not necessary with second-
order BMO.
(iii) Challenge for Second-Order  
Bounded Mean Oscillation
Second-order BMO fails to provide effective automatic 
analysis. To do automatic analysis, a proper predefined threshold 
for identifying local maxima of second-order BMO is needed. 
The appearance of irregular (multiple) local maxima of second-
order BMO around t2 may lead to troubles in identifying the 
true t2. Figure 4 shows that the position of t2 can be altered by 
setting different thresholds. However, it is difficult to set a gen-
eral threshold works for all variations of TDR waveforms. Thus, 
manual adjustment is required to select the thresholds and t2. 
The calibration in liquids with known relative permittivity is rec-
ommended to set correct thresholds and t2.
SuMMARY
Second-order BMO is a physically based method. A nu-
merical scheme for second-order BMO quantity was developed 
to analyze short-probe TDR waveforms. There are two difficul-
ties in evaluating t2 for short-probe TDR waveforms. The first 
difficulty is that the tmin sometimes locates nearer to t1 than to 
t2, because of the low permittivity of the soil samples. The sec-
ond difficulty is that for some waveforms, t2 may correspond to a 
nonsmooth change of the waveform among multiple reflections. 
The first difficulty may cause the tangent-line method to wrongly 
pick the tangent point, and, also, it may cause the AWIGF meth-
od to improperly select tmin as t2. The second difficulty may cause 
the AWIFG method to fail to preserve the position of t2 during 
smoothing and consequently bias the estimation of t2. Because 
second-order BMO is a local (neighborhood) operator sensi-
tive to nonsmooth changes, and, in general, it does not require 
a smoothing pretreatment, it may be able to overcome these dif-
ficulties. However, total automatic implementation of second-
order BMO is difficult. The threshold, which is used to eliminate 
small values of second-order BMO, cannot be set suitably for all 
of the different kinds of waveforms. Thus, manual adjustment of 
the threshold is required.
AppEnDIx A 
Proofs of two statements in the note are provided. 
Proposition 1 is provided to prove that the approximation in Eq. 
[3] will converge to gradient. Proposition 2 is provided to prove 
the stability of estimations of the magnitude of the gradient and 
second-order BMO from a TDR waveform in Eq. [6] with ran-
dom noise by using Eq. [3], [4], and [5].
Proposition 1: Let W Î 1 be open and bounded. Suppose 
that the waveform u has finite integral and its derivative has finite 
integral, then for almost everywhere in Ω
( ) ( )
0 2
11    (   )dlim d
2
rr
r
rr
u x y u x z z y u x
rr+→ −−
+ − + = ∇∫∫
Fig. 4. An example showing different values of t2 with strong multiple 
reflections and irregular local maxima of BMO. The waveform is from 
nicollet sandy clay loam at water content of 0.15 m3 m-3. The two 
values of t2 are 1.441 ns and 1.715 ns.
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where Ñu(x) = u¢(x) is the gradient of u(x) in 1 .
proof
The proof of Proposition 1 follows the triangle in-
equality. First, for Î W x , ' '2
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r −
=∫  and 
'
2
1 ( ) d 0
r
r
u x y y
r −
=∫
 hold almost everywhere. Then we have
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The last term above will go to zero as 0r +→ , that is,
( ) ( ) ( )'
0 2
1lim    d 0
r
r
r
u x y u x u x y y
r+→ −
+ − − =∫
Thus, Proposition 1 is proven.
Proposition 2: Suppose that the TDR waveform  contains 
additive noise ε~nid(0,σ2) then the magnitude of variances of 
gradient and second-order BMO of a given signal caused by 
noise ε, that is, var | Z (u, x0, r) |ε and var | Z2 (u, x0, r) |ε, can be 
estimated by,
( ) 20
1var , ,  ~ Z u x r
ne
s
( )2 20 2
1var Z , ,  ~ u x r
ne
s
for fixed r and n  ¥.
proof
By using the folded normal distribution with the numeri-
cal scheme in Eq. [5] and the distribution of random noise, the 
magnitude of variance of the gradient of the waveform var | Z 
(u, x0, r) | can be estimated by
( ) 2 *20 2 2 2 2
2
2
*
2 2 *2 *
1 2  1 var , ,   
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2n + 1 is the number of sampling points; and r = nh is the radius 
of the integral in Eq. [2]. r is set as a fixed value in the numerical 
analysis. For a given TDR waveform, m j  is upper bounded, that 
is, 0 j Mm≤ ≤ , and the above equation can be simplified as
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1 2  1 var , ,   
2  1 2 2 1 var
2 1 2 11  ~ 
n
j
j n
nZ u x r
n r n r
n n u
n r n r
n O u
n r n
m s
s
p
s s
p
=−
+
≤ + −
+ +
≤ +
+  − ∇ + 
 
∑
for fixed r and n  ¥. The variance, var | Z(u, x0, r) |, has two 
parts, the variance of the signal due to the magnitude of gradient, 
Ñu, and the variance of the noise, s2, and
( ) 20
1var , ,  ~ Z u x r
ne
s
The variance of the second-order BMO caused by noise can 
be estimated as
( )2 2
2
1var Z , ,   ~ u x r
ne
s
Thus, Proposition 2 is proven.
AppEnDIx B
In the second-order BMO method, an adaptive smoothing 
treatment can be optionally applied to reduce the noise of the TDR 
waveforms. The goal of adaptive smoothing is that the constant and 
linear segments of the TDR waveforms are smoothed strongly, and 
the rest segments of the waveform are smoothed slightly.
It was suggested that the difference between the original and 
smoothed waveforms corresponds to a particular kind of para-
bolic equation (Lindenbaum et al., 1994). For a linear smooth-
ing process with Gaussian kernel, Gh, the parabolic equation can 
be represented as follows
( ) ( ) ( ) ( )2 20 0 0 *   ,       0hG u x u x h u x o h as hD +− = + →
( )
( ) ( )
( )
2
2 2
0
0 2
2 2
exp – /4 /4 d
 * 
exp  – /4 /4 d
h
h
h h
h
y x h u y h y
G u x
y h h y
p
p
−
−
 −
 =
 
 
∫
∫
[7]
Perona and Malik (1990) extended the theory to nonlinear 
partial differential equations. Buades et al. (2006) showed that the 
behavior of neighborhood filters could be approximated asymp-
totically by the parabolic equations. Thus, selective neighborhood 
filters are equivalent to nonlinear Perona-Malik models.
The general Perona-Malik evolutionary equation can be 
described as follows,
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( ) tu g u u =∇ ∇ ∇   [8]
where u is a waveform, and ( )g u∇  is a non-negative monoton-
ic decreasing function which takes the modulus of gradient as its 
independent variable. Physically, the reflection positions represent 
the change of electrical properties of the waveguide where the sec-
ond-order BMO value of TDR waveforms gets the local maxima. 
To preserve the reflection positions during smoothing process, Eq. 
[7] can be modified with another kernel,
( ) ( )
( )( )
( )( )
2 2
2
0
h 0 2 2
2
Z , ,  /4 ( )d
K x *u x
Z , , /4 d
h
h
h
h
f u x r y x h u y y
f u x r y h y
−
−
−  
=
  
∫
∫
 [9]
where f is a non-negative monotonic decreasing function. The 
corresponding Perona-Malik model is shown as follows (Chen 
et al., 2013),
( )( )( )Z , ,t nu g u x r u=∇ ∇    [10]
where the function gn(z) is,
( )
( )
( )
2 1
0
2 2 1
0
d
2 d
z
n
n z
n
f s s s
g z
nz f s s s
+
−
= ∫
∫
 [11]
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