Abstract-We define, in the frame of an abstract Wiener space, the notions of convexity and of concavity for the equivalence classes of random variables. As application we show that some important inequalities of the finite dimensional case have their natural counterparts in this setting.
Introduction
On an infinite dimensional vector space W the notion of convex or concave function is well-known. Assume now that this space is equipped with a probability measure. Suppose that there are two measurable functions on this vector space, say F and G such that F = G almost surely. If F is a convex function, then from the probabilistic point of view, we would like to say that G is also convex. However this is false; since in general the underlying probability measure is not (quasi) invariant under the translations by the elements of the vector space. If W contains a dense subspace H such that w → w + h (h ∈ H) induces a measure which is equivalent to the initial measure or absolutely continuous with respect to it, then we can define a notion of "H-convexity" or "H-concavity in the direction of H. Of course these properties are inherited by the corresponding equivalence classes, hence they are particularly useful for the probabilistic calculations.
The notion of H-convexity has been used in [17] to study the absolute continuity of the image of the Wiener measure under the monotone shifts. In this paper we study further properties of such functions and some additional ones in the frame of an abstract Wiener space, namely H-convex, H-concave, log H-concave and log H-convex Wiener functions, where H denotes the associated Cameron-Martin space. In particular we extend some finite dimensional results of [12] and [3] to this setting and prove that some finite dimensional convexity-concavity inequalities have their counterparts in infinite dimensions.
In the sequel (W, H, µ) denotes an abstract Wiener space, i.e., H is a separable Hilbert space, called the Cameron-Martin space. It is identified with its continuous dual. W is a Banach or a Fréchet space into which H is injected continuously and densely. µ is the standard cylindrical Gaussian measure on H which is concentrated in W as a Radon probability measure. In the classical case we have either W = C 0 ([0 respectively.
Let X be a separable Hilbert space and a be an X-valued (smooth) polynomial on W :
η i ( h 1 , w , . . . , h n , w )x i , with x i ∈ X, h i ∈ W * and η i ∈ C ∞ b (IR n ). The Gross-Sobolev derivative of a is defined as
∂ j η i ( h 1 , w , . . . , h n , w )x i ⊗h j , whereh denotes the image of h ∈ W * in H under the canonical injection W * ֒→ H (in the sequel we shall omit this notational detail and write h instead ofh when there is no ambiguity). The derivatives of higher orders ∇ k a(w) are defined recursively. Thanks to the Cameron-Martin theorem, all these operators are closable on all the L p -spaces and the Sobolev spaces ID p,k (X), p > 1, k ∈ IN can be defined as the completion of X-valued smooth polynomials with respect to the norm:
From the Meyer inequalities (cf., for instance [15] ), it is known that the (p, k)-norm, defined above, is equivalent to the following norm
where L is the Ornstein-Uhlenbeck operator on W (cf. [15] ) and we denote these two norms with the same notation. Since L is a positive, self adjoint operator, we can also define the norms, via spectral theorem, for k ∈ IR. It is easy to see that the spaces with negative differentiability index describe the dual spaces of the positively indexed Sobolev spaces. We denote by ID (X) the intersection of the Sobolev spaces {ID p,k (X); p > 1, k ∈ IN}, equipped with the intersection (i.e., projective limit) topology. The continuous dual of ID(X) is denoted by ID ′ (X) and in case X = IR we write simply ID p,k , ID, ID
where X ⊗ H denotes the completed Hilbert-Schmidt tensor product of X and H. Therefore δ = ∇ * is a continuous operator from ID p,k (X ⊗ H) into ID p,k−1 (X) for any p > 1, k ∈ IR. We call δ the divergence operator on W . Let us remark that from these properties, δ and ∇ extend continuously as operators from ID ′ (X ⊗ H) to ID ′ (X) and from ID ′ (X) to ID ′ (X ⊗H) respectively. Let us recall that, in the case of classical Wiener space, δ coincides with the Itô stochastic integral on the adapted processes. We recall that, if F is in ID p,1 (H) for some p > 1, then almost surely, ∇F is an Hilbert-Schmidt operator on H, and if F is an H-valued polynomial, then δF can be written as
where (e i , i ∈ IN) is any complete orthonormal basis in H.
In the sequel we shall use the notion of second quantization of bounded operators on H; although this is a well-known subject, we give a brief outline below for the reader's convenience (cf. [1] , [5] , [13] ). Assume that A : H → H is a bounded, linear operator, then it has a unique, µ-measurable (i.e., measurable with respect to the µ-completion of B(W )) extension, denoted byÃ, as a linear map on W (cf. [1, 5] ). Assume in particular that A ≤ 1 and define
. U is then a unitary operator on H × H, hence its µ × µ-measurable linear extension to W × W preserves the Wiener measure µ × µ (this is called the rotation associated to U , cf. [19] , Chapter VIII). Using this observation, one can define the second quantization of A via the generalized Mehler formula as
which happens to be a Markovian contraction on L p (µ) for any p ≥ 1. Γ(A) can be calculated explicitly for the Wick exponentials as
This identity implies that Γ(AB) = Γ(A)Γ(B) and that for any sequence (A n , n ∈ IN) of operators whose norms are bounded by one, Γ(A n ) converges strongly to Γ(A) if lim n A n = A in the strong operator topology. A particular case of interest is when we take A = e −t I H , then Γ(e −t I H ) equals to the Ornstein-Uhlenbeck semigroup P t . Also if π is the orthogonal projection of H onto a closed vector subspace K, then Γ(π) is the conditional expectation with respect to the sigma field generated by {δk, k ∈ K}.
H-convexity and its properties
Let us give the notion of H-convexity on the Wiener space W :
almost surely.
Remarks:
• This definition is more general than the one given in [17, 19] since F may be infinite on a set of positive measure.
• Note that the negligeable set on which the relation (1) fails may depend on the choice of h, k and of α.
• If G : W → IR is a measurable convex function, then it is necessarily H-convex.
• To conclude the H-convexity, it suffices to verify the relation (1) for k = −h and α = 1/2.
The following properties of H-convex Wiener functionals have been proved in [17, 18, 19] :
is a sequence of H-convex functionals converging in probability, then the limit is also H-convex. The following result is immediate from Theorem 3.1 :
If
for any h ∈ H and ϕ ∈ ID + , where (· , ·) 2 denotes the scalar product for the Hilbert-Schmidt operators on H .
We have also
Proof: Let (P t , t ≥ 0) denote the Ornstein-Uhlenbeck semigroup, P t F is again H-convex and Sobolev differentiable. Moreover ∇ 2 P t F = e −2t P t ∇ 2 F . Hence E[∇ 2 P t F ] = 0, and the positivity of ∇ 2 P t F implies that ∇ 2 P t F = 0 almost surely, hence ∇ 2 F = 0. This implies that F is in the first two Wiener chaos.
Remark: It may be worth-while to note that the random variable which represents the share price of the Black and Scholes model in financial mathematics (cf. [10] ) is H-convex.
We shall need also the concept of C-convex functionals:
, for almost all w ⊥ n , the partial map
has a modification which is convex on the space span{e 1 , . . . , e n } ≃ IR n .
Remark: It follows from Corollary 3.1 that, if f is H-convex and in some L p (µ) (p > 1), then it is C-convex. We shall prove that this is also true without any integrability hypothesis. We begin with the following lemma whose proof is obvious:
In order to prove the validity of the converse of Lemma 3.1 we need some technical results from the harmonic analysis on finite dimensional Euclidean spaces that we shall state as separate lemmas: 
, where "⋆" denotes the convolution of functions with respect to the Lebesgue measure. Then φ is a non-negative, continuous function, hence the set O = {x ∈ IR n : φ(x) > 0} is an open set. Since B has positive measure, φ can not be identically zero, hence O is non-empty. Besides, if x ∈ O, then the set of y ∈ IR n such that y ∈ B and x − y ∈ B has positive Lebesgue measure, otherwise φ(x) would have been null. Consequently O ⊂ B + B.
The following lemma gives a more precise statement than Lemma 3.2: Proof: It follows from an obvious change of variables that
almost surely, hence
almost surely, where φ(x) = 1 B ⋆1 B (x). Consequently, for almost all x ∈ IR n such that φ(x) > 0, one has (y, x − y) ∈ A, this means that
The following lemma is particularly important for the sequel:
Let f : IR n → IR + ∪ {∞} be a Borel function which is finite on a set of positive Lebesgue measure. Assume that, for any u ∈ IR n ,
dx-almost surely (the negligeable set on which the inequality (2) Proof: From the theorem of Fubini, the inequality (2) implies that
dx× dy-almost surely. Let B ∈ B(IR n ) be a set of positive Lebesgue measure on which f is bounded by some constant M > 0. Then from Lemma 3. (S + T ), x + u ∈ T and x − u ∈ S, hence, from the inequality (2) f (x) ≤ M , which shows that f is essentially bounded on the set 1 2 (S + T ) and this proves the convexity of U .
To prove the last claim, let x be any element of D and let V be any neighbourhood of x; without loss of generality, we may assume that V is convex. Then there exists a Borel set B ⊂ V of positive measure on which f is bounded, hence from the first part of the proof, there exists an open neighbourhood O ⊂ B + B such that f is essentially bounded on
Consequently V ∩ U = ∅, and this implies that x is in the closure of U , i.e. D ⊂ U . The fact that f = ∞ almost surely on the complement of U is obvious from the definition of D.
for any α, β ∈ [0, 1] with α + β = 1 and for any x, y ∈ IR n , where the negligeable set on which the relation (4) fails may depend on the choice of x, y and of α . Then g has a modification g ′ which is a convex function.
Proof: Assume first that g is positive, then with the notations of Lemma 3.4, define g ′ = g on the open, convex set U and as g ′ = ∞ on U c . From the relation (4), g ′ is a distribution on U whose second derivative is positive, hence it is convex on U , hence it is convex on the whole space IR n . Moreover we have {g ′ = g} ⊂ ∂U and ∂U has zero Lebesgue measure, consequently g = g ′ almost surely. For general g, define f ǫ = e ǫg (ǫ > 0), then, from what is proven above, f ǫ has a modification f ′ ǫ which is convex (with the same fixed open and convex set U ), hence lim sup ǫ→0 f ′ ǫ −1 ǫ = g ′ is also convex and g = g ′ almost surely.
Theorem 3.3 A Wiener functional F : W → IR ∪ {∞} is H-convex if and only if it is C-convex.
Proof: We have already proven the sufficiency. To prove the necessity, with the notations of Definition 3.2, H-convexity implies that h → F (w ⊥ n +w n +h) satisfies the hypothesis of Theorem 3.2 when h runs in any n-dimensional Euclidean subspace of H, hence the partial mapping w n → F (w ⊥ n + w n ) has a modification which is convex on the vector space spanned by {e 1 , . . . , e n }.
4 Log H-concave and C-log concave Wiener functionals Definition 4.1 Let F be a measurable mapping from W into IR + with µ{F > 0} > 0.
F is called log H-concave, if for any
almost surely, where the negligeable set on which the relation (5) fails may depend on h, k and on α.
We shall say that F is C-log concave, if for any complete, orthonormal basis
Let us remark immediately that if F = G almost surely then G is also log H-concave. Moreover, any limit in probability of log H-concave random variables is again log H-concave. We shall prove below some less immediate properties. Let us begin with the following observation which is a direct consequence of Theorem 3.3: Remark: F is log H-concave if and only if − log F is H-convex (which may be infinity with a positive probability), hence if and only if F is C-log concave.
is log H 2 -concave.
Proof: If F is log H × H-concave, so is also F ∧ c (c ∈ IR + ), hence we may suppose without loss of generality that F is bounded. Let (e i , i ∈ IN) be a complete, orthonormal basis in H 2 . It suffices to prove that
where E 1 denotes the expectation with respect to µ 1 . Let (P n , n ∈ IN) be a sequence of orthogonal projections of finite rank on H 1 increasing to the identity map of it. Denote by µ n 1 the image of µ 1 under the map w 1 →P n w 1 and by µ n⊥ 1 the image of µ 1 under w 1 → w 1 −P n w 1 . We have, from the martingale convergence theorem,
almost surely. Let (Q n , n ∈ IN) be a sequence of orthogonal projections of finite rank on H 2 increasing to the identity, corresponding to the basis (e n , n ∈ IN). Let w k 2 =Q k w 2 and w k⊥
has a log concave modification on the (n + k)-dimensional Euclidean space. From the theorem of Prékopa (cf. [12] ), it follows that
is log concave on IR k for any k ∈ IN (upto a modification), hence
is log H 2 -concave for any n ∈ IN, then the proof follows by passing to the limit with respect to n. Proof: Replacing F by F ∧ c = min(F, c), c > 0, we may suppose that F is bounded. It is easy to see that the mapping
dµ × dµ-almost surely. Let us recall that, since the image of µ × µ under the map (w, y) →Ã * w +Sy is µ, the terms in the inequality (6) are defined without ambiguity. Hence
is log H-concave on W from Theorem 4.1. Proof: Assume first that F is positive, let G = exp −F , then G is a positive, bounded C-log concave function. Define G n as
where V n is the sigma algebra generated by {δe 1 , . . . , δe n }, and (e i , i ∈ IN) ⊂ W * is a complete orthonormal basis of H. Since P 1/n E[G|V n ] = E[P 1/n G|V n ], the positivity improving property of the Ornstein-Uhlenbeck semigroup implies that G n is almost surely strictly positive (even quasisurely). As we have attained the finite dimensional case, G n has a modification G ′ n which is continuous on W and, from Corollary 4.1 and Corollary 4.2, it satisfies
almost surely, for any h, k ∈ H and a + b = 1. The continuity of G ′ n implies that the relation (7) holds for any h, k ∈ H, w ∈ W and a ∈ [0, 1]. Hence G ′ n is log-concave on W and this implies that − log G ′ n is convex on W . Define F ′ = lim sup n (− log G ′ n ), then F ′ is convex and Borel measurable on W and F = F ′ almost surely.
For general F , define f ǫ = e ǫF , then from above, there exists a modification of f ǫ , say f ′ ǫ which is convex and Borel measurable on W . To complete the proof it suffices to define F ′ as
The rest is now obvious. The following proposition summarizes the main results of this section:
Then the following are equivalent:
F is almost surely convex.
Similarly, for G : W → IR + , with µ{G > 0} > 0, the following properties are equivalent:
G is almost surely log-concave.
The notion of a convex set can be extended as 
Example: Assume that A is an H-convex subset of W of positive measure.
Then p A is H-convex, hence almost surely convex (and H-Lipschitz c.f. [19] ). Moreover, the {w : p A (w) ≤ α} is an H-convex set for any α ∈ IR + .
Extensions and some applications
Definition 5.1 Let (e i , i ∈ IN) be any complete orthonormal basis of H. We shall denote, as before, by w n = n i=1 δe i (w) e i and w ⊥ n = w − w n . Assume now that F : W → IR ∪ {∞} is a measurable mapping with µ{F < ∞} > 0.
We say that it is a-convex (a ∈ IR), if the partial map
is almost surely convex for any n ≥ 1, where |w n | is the Euclidean norm of w n .
We call G a-log-concave if
is almost surely log-concave for any n ∈ IN.
Remark: G is a-log-concave if and only if − log G is a-convex.
The following theorem gives a practical method to verify a-convexity or log-concavity:
Define the map F a on H × W as
Then F is a-convex if and only if, for any h, k ∈ H and α, β ∈ [0, 1] with α + β = 1, one has 
satisfies the inequality
µ-almost surely, where the negligeable set on which the inequality (9) fails may depend on the choice of h, k and of α.
Proof: Let us denote by h n its projection on the vector space spanned by {e 1 , . . . , e n }, i.e. h n = i≤n (h, e i ) H e i . Then, from Theorem 4.4, F is a-convex if and only if the map
satisfies a convexity inequality like (8) . Besides the term |w n | 2 being kept constant in this operation, it can be removed from the both sides of the inequality. Similarly, since h n → (w n , h n ) is being affine, it also cancels from the both sides of this inequality. Hence a-convexity is equivalent to
where k n is defined as h n from a k ∈ H. The second part of the theorem is obvious since G is a-log-concave if and only if − log G is a-convex. 
is a convex and continuous mapping from H intoL 0 (µ).
F ∈ L p (µ), p > 1 is β-convex if and only if
for any φ ∈ ID positive and h ∈ H, where ∇ 2 F is to be understood in the sense of the distributions ID ′ .
Example: Note for instance that sin δh with |h| H = 1, is a 1-convex and that exp(sin δh) is 1-log-concave.
The following result is a direct consequence of Prekopa's theorem:
Let G be an a-log concave Wiener functional, a ∈ [0, 1], and assume that V is any sigma algebra generated by the elements of the first Wiener chaos. Then E[G|V ] is again a-log-concave.
Proof: From Corollary 5.1, it suffices to prove the case V is generated by {δe 1 , . . . , δe k }, where (e n , n ∈ IN) is an orthonormal basis of H. Let
and let z ⊥ k,n = z k − z k,n . Then we have
is almost surely log-concave, the proof follows from Prekopa's theorem (cf. [12] ).
The following theorem extends Theorem 4.2 :
Let G be an a-log-concave Wiener functional, where a ∈ [0, 1). Then Γ(A)G is a-log-concave, where A ∈ L(H, H) (i.e. the space of bounded linear operators on H) with A ≤ 1. In particular P t G is a-log-concave for any t ≥ 0, where (P t , t ≥ 0) denotes the Ornstein-Uhlenbeck semi-group on W .
Proof: Let (e i , i ∈ IN) be a complete, orthonormal basis of H, denote by π n the orthogonal projection from H onto the linear space spanned by {e 1 , . . . , e n } and by V n the sigma algebra generated by {δe 1 , . . . , δe n }. From Proposition 5.1 and from the fact that Γ(π n Aπ n ) → Γ(A) in the strong operator topology as n tends to infinity, it suffices to prove the theorem when W = IR n . We may then assume that G is bounded and of compact support. Define F as
From the hypothesis, F is almost surely log-concave. Then, using the notations explained in Section 2:
where
which is a convex function of (x, y, ξ). Hence the proof follows from Prékopa's theorem (cf. [12] ).
The following proposition extends a well-known finite dimensional inequality (cf. [7] ):
Proof: Define the smooth and convex functions f n and g n on W by
Using the fact that P t = e −tL , where L is the number operator L = δ • ∇ and the commutation relation ∇P t = e −t P t ∇, for any 0 ≤ t ≤ T , we have (11) where (·, ·) 2 denotes the Hilbert-Schmidt scalar product and the inequality (11) follows from the convexity of f n and g n . In fact their convexity implies that P t ∇ 2 f n and ∇ 2 g n are positive operators, hence their Hilbert-Schmidt tensor product is positive. Letting T = t in the above inequality we have
Letting T → ∞ in (12), we obtain, by the ergodicity of (P t , t ≥ 0), the claimed inequality for f n and g n . It suffices then to take the limit of this inequality as n tends to infinity.
Proof: Without loss of generality, we may suppose that G is bounded. Using the usual notations, we have, for any h in any finite dimensional subspace
from the hypothesis, the integrand is almost surely log-concave on W n × L, from Prekopa's theorem, the integral is log-concave on L, hence the limit is also log-concave. Since L is arbitrary, the first part of the proof follows. To prove the second part, let g(h) = E[G(w + h)], then, from the log-concavity of g and symmetry of G, we have
Remark: In fact, with a little bit more attention, we can see that the map h → exp{
We have the following immediate corollary:
Assume that A ⊂ W is an H-convex and symmetric set. Then we have
for any h ∈ H.
Proof: Since 1 A is log H-concave, the proof follows from Proposition 5.3.
Proposition 5.4
Let F ∈ L p (µ) be a positive log H-convex function. Then for any u ∈ ID q,2 (H), we have
where E F denotes the mathematical expectation with respect to the probability defined as
Proof: Let F τ be P τ F , where (P τ , τ ∈ IR + ) denotes the Ornstein-Uhlenbeck semi-group. F τ has a modification, denoted again by the same letter, such that the mapping h → F τ (w + h) is real-analytic on H for all w ∈ W (cf. [19] ). Suppose first also that ∇u 2 ∈ L ∞ (µ, H ⊗ H) where · 2 denotes the Hilbert-Schmidt norm. Then, for any r > 1, there exists some t r > 0 such that, for any 0 ≤ t < t r , the image of the Wiener measure under w → w + tu(w) is equivalent to µ with the Radon-Nikodym density L t ∈ L r (µ). Hence w → F τ (w + tu(w)) is a well-defined mapping on W and it is in some L r (µ) for small t > 0 (cf. [19] , Chapter 3 and Lemma B.8.8). Besides t → F (w + tu(w)) is log convex on IR since F τ is log Hconvex. Consequently t → E[F τ (w + tu(w))] is log convex and strictly positive. Then the second derivative of its logarithm at t = 0 should be positive. This implies immediately the claimed inequality for ∇u bounded. We then pass to the limit with respect to u in ID q,2 (H) and then let τ → 0 to complete the proof.
Poincaré and logarithmic Sobolev inequalities
The following theorem extends the Poincaré-Brascamp-Lieb inequality (cf. [15] ):
Assume that F is a Wiener functional in ∪ p>1 ID p,2 with e −F ∈ L 1 (µ) and assume also that there exists a constant ǫ > 0 such that
almost surely, for any h ∈ H, i.e. F is (1 − ǫ)-convex. Let us denote by ν F the probability measure on (W, B(W )) defined by
Then for any smooth cylindrical Wiener functional φ, we have
In particular, if F is an H-convex Wiener functional, then the condition (13) is satisfied with ǫ = 1.
Proof: Assume first that W = IR n and that F is a smooth function on IR n satisfying the inequality (13) in this setting. Assume also for the typographical facility that E[e −F ] = 1. For any smooth function function φ on IR n , we have
(15) The function G(x) = F (x) + 1 2 |x| 2 is a strictly convex smooth function. Hence Brascamp-Lieb inequality (cf. [3] ) implies that:
To prove the general case we proceed by approximation as before: indeed let (e i , i ∈ IN) be a complete, orthonormal basis of H, denote by V n the sigma algebra generated by {δe 1 , . . . , δe n }. Define F n as to be E[P 1/n F |V n ], where P 1/n is the Ornstein-Uhlenbeck semigroup at t = 1/n. Then from the martingale convergence theorem and the fact that V n is a smooth sigma algebra, the sequence (F n , n ∈ IN) converges to F in some ID p,2 . Moreover F n satisfies the hypothesis (with a better constant in the inequality (13)) since
, where Q n denotes the orthogonal projection onto the vector space spanned by {e 1 , . . . , e n }. Besides F n can be represented as F n = θ(δe 1 , . . . , δe n ), where θ is a smooth function on IR n satisfying
for any x, y ∈ IR n . Let w n =Q n (w) = i≤n (δe i )e i , W n =P n (W ) and W ⊥ n = (I W −Q n )(W ) as before. Let us denote by ν n the probability measure corresponding to F n . Let us also denote by V ⊥ n the sigma algebra generated by {δe k , k > n}. Using the finite dimensional result that we have derived, the Fubini theorem and the inequality 2|ab| ≤ κa 2 + 1 κ b 2 , for any κ > 0, we obtain
where F ′ n denotes F n − log E[e −Fn ]. Since V n and V ⊥ n are independent sigma algebras, we have
hence, using the triangle inequality and the dominated convergence theorem, we realize that the last term in (16) converges to zero as n tends to infinity. Since the sequence of operator valued random variables
is essentially bounded in the strong operator norm, we can pass to the limit on both sides and this gives the claimed inequality with a factor 1 + κ, since κ > 0 is arbitrary, the proof is completed.
Remark: Let T : W → W be a shift defined as T (w) = w + u(w), where u : W → H is a measurable map satisfying (u(w + h) − u(w), h) H ≥ −ǫ|h| 2 .
In [17] and in [19] , Chapter 6, we have studied such transformations, called ǫ-monotone shifts. Here the hypothesis of Theorem 6.1 says that the shift T = I W + ∇F is ǫ-monotone. The Sobolev regularity hypothesis can be omitted if we are after a Poincaré inequality with another constant:
with E e −F is finite and that, for some constant ǫ > 0, 
for any cylindrical Wiener functional φ. In particular, if F is H-convex, then we can take ǫ = 1.
Proof: Let F t be defined as P t F , where P t denotes the Ornstein-Uhlenbeck semigroup. Then F t satisfies the hypothesis of Theorem 6.1, hence we have
for any t > 0. The claim follows when we take the limits of both sides as t → 0.
Example: Let F (w) = w + 1 2 sin(δh) with |h| H ≤ 1, where · denotes the norm of the Banach space W . Then in general F is not in ∪ p>1 ID p,2 , however the Poincaré inequality (17) holds with ǫ = 1/2.
Assume that there exists a constant ǫ > 0 such that
almost surely, for any h ∈ H. Let us denote by ν F the probability measure on (W, B(W )) defined by
In particular, if F is an H-convex Wiener functional, then the condition (18) is satisfied with ǫ = 1.
Proof: We shall proceed as in the proof of Theorem 6.1. Assume then that W = IR n and that F is a smooth function satisfying the inequality (18) in this frame. In this case it is immediate to see that function G(x) = 1 2 |x| 2 +F (x) satisfies the Bakry-Emery condition (cf. [2] , [4] ), which is known as a sufficient condition for the inequality (19) . For the infinite dimensional case we define as in the proof of Theorem 6.1, F n , ν n , V n , V ⊥ n . Then, denoting by E n the expectation with respect to the probability exp{−F ′ n }dµ, where
where we have used, as in the proof of Theorem 6.1, the finite dimensional log-Sobolev inequality to obtain the inequality (20). Since in the above inequalities everything is squared, we can assume that φ is positive, and adding a constant κ > 0, we can also replace φ with φ κ = φ + κ. Again by the independance of V n and V ⊥ n , we can pass to the limit with respect to n in the inequality (20) for φ = φ κ to obtain
To complete the proof it suffices to pass to the limit as κ → 0. The following theorem fully extends Theorem 6.3 and it is useful for the applications:
Assume that G is a (positive) γ-log-concave Wiener functional for some γ ∈ [0, 1) with E[G] < ∞. Let us denote by E G [· ] the expectation with respect to the probability measure defined by
dµ .
Then we have
for any cylindrical Wiener functional φ.
Proof: Since G ∧ c, c > 0, is again γ-log-concave, we may suppose without loss of generality that G is bounded. Let now (e i , i ∈ IN) be a complete, orthonormal basis for H, denote by V n the sigma algebra generated by {δe 1 , . . . , δe n }. Define G n as to be E[P 1/n G|V n ]. From Proposition 5.1 and Theorem 5.2, G n is again a γ-log-concave, strictly positive Wiener functional. It can be represented as
and due to the Sobolev embedding theorem, after a modification on a set of zero Lebesgue measure, we can assume that g n is a smooth function on IR n . Since it is strictly positive, it is of the form e −fn , where f n is a smooth, γ-convex function. It follows then from Theorem 6.3 that the inequality (21) holds when we replace G by G n , then the proof follows by taking the limits of both sides as n → ∞.
Example: Assume that A is a measurable subset of W and let H be a measurable Wiener functional with values in IR ∪ {∞}. If G defined by G = 1 A H is γ-log-concave with γ ∈ [0, 1), then the hypothesis of Theorem 6.4 are satisfied.
Definition 6.1 Let T ∈ ID
′ be a positive distribution. We say that it is a-log-concave if P t T is an a-log-concave Wiener functional. If a = 0, then we call T simply log-concave.
Remark: It is well-known that (cf. for example [15] ), to any positive distribution on W , it corresponds a positive Radon measure ν T such that < T, φ >= Wφ (w)dν T (w) for any φ ∈ ID, whereφ represents a quasi-continuous version of φ.
in ID
′ , where ε x 0 denotes the Dirac measure at x 0 and p τ is the heat kernel on IR. The inequality (24) implies that the distribution defined by φ → E[φ|F = x 0 ] = < ε x 0 (F ), φ > < ε x 0 (F ), 1 > is a-log-concave, hence the conclusion follows from Theorem 6.5.
Change of variables formula and log-Sobolev inequality
In this section we shall derive a different kind of logarithmic Sobolev inequality using the change of variables formula for the monotone shifts studied in [17] and in more detail in [19] . An analogous approach to derive log-Sobolevtype inequalities using the Girsanov theorem has been employed in [16] .
Theorem 7.1
Suppose that F ∈ L p (µ), for some p > 1, is an a-convex Wiener functional, a ∈ [0, 1) with E[F ] = 0. Assume that
for some 
and
for any smooth, cylindrical f . almost surely for any n ≥ 1, where · denotes the operator norm. Since the sequence (Λ n , n ∈ IN) is uniformly integrable, the limit of (29) exists in L 1 (µ) and the proof of (26) follows. The proof of the inequality (27) is now trivial. 
for any smooth, cylindrical f , where
Proof: Using the identity remarked by Holley and Stroock (cf. [8] , p.1183)
where P is an arbitrary probability measure, and H is defined by the relation (28), we see that the inequality (30) follows from Theorem 7.1 and the inequality (31) is trivial.
Remark:
If F is H-convex, then det 2 (I H + ∇ 2 L −1 F ) ≥ 1 almost surely. Hence in this case it suffices to assume that det 2 (I H + ∇ 2 L −1 F ) ∈ L ∞ (µ) and that |∇L −1 F | H ∈ L ∞ (µ).
