The conversion of IMDS specification to a Petri net is used to identify multiple deadlocks in one verification, using siphons. Model checking is used to verify if a siphon can become empty, which denotes a true deadlock in a purely cyclic system, like FMS (Flexible Manufacturing Systems). The extension of the verification by temporal checking allows to cover systems with any structure: cyclic, terminating, or with a more complex scheme. In addition, the proposed procedure allows to easily identify processes participating in partial deadlocks. Two types of deadlock can be identified: communication deadlocks and resource deadlocks.
The IMDS formalism was used, together with model checking technique [3] , to develop the Dedan program which finds various kinds of deadlock in a verified system [4] .
These are: communication deadlock (in the server view), resource deadlock (in the agent view), partial deadlock (in which a subset of system's processes participate) and total deadlock (concerning all processes). A counterexample is generated if a deadlock is found. A counterexample is a path leading from the start of the system to the deadlock.
In Dedan, automatic conversion between the server view and the agent view is performed. Also, observation of a global transition graph and simulation on this graph are possible.
Dedan is built in such a way that the specification of temporal formulas and temporal verification are hidden to a user.
The reason is that model checking techniques are seldom known by the engineers. Therefore, the program is constructed in such a way that a user specifies a system and simply "pushes the button" to check for the existence of a deadlock. The model checking technique has a disadvantage: the evaluation of temporal formula consists in finding a single global configuration (will be defined in Section IIIA) which causes the false result, which denotes a deadlock. A counterexample is a sequence leading from initial configuration to the deadlock. The designer may repair the erroneous specification and run the verification again. The scheme should be repeated multiple times, until all deadlocks are found and repaired.
The other technique of deadlock identification is finding siphons in a Petri net corresponding to a verified IMDS specification. A siphon is a Petri subnet, which cannot restore tokens if it is emptied [5] [6] [7] . If an empty siphon is reachable, it denotes a deadlock. The deadlock concerns the processes (server processes and/or agent processes) that take part in the siphon. Therefore, it may be total or partial deadlock. Siphon analysis can find multiple deadlocks in a system, because multiple siphons may exist in a net and the algorithms find all siphons in a single run [7] .
Siphon-based deadlock detection is used in some purely cyclic classes of Petri nets, used to model FMS (Flexible Manufacturing Systems) [8] [9] . However, many systems cannot be modeled as a cyclic Petri net. Some examples of such systems, for example an IoT (Internet of Things) distributed systems with multiple terminating processes, are mentioned in Section VI.
The previous paper [10] concerned identification of deadlocks in IMDS specifications which correspond to purely cyclic systems, like a class of FMS systems. The contribution of this paper is an application of siphon-based deadlock detection to systems of arbitrary schemes: cycling, terminating or intermediate (some processes are cyclic while other ones terminate). For this purpose an IMDS model is converted to a Petri net. Siphon detection is done in the Petri net, while identification of deadlocks and finding processes involved (partial deadlocks and total deadlocks are identified) is performed using reachability verification and temporal analysis in IMDS specification.
As a siphon may be emptied in different ways, thus it may lead to more than one deadlock. Model checking identifies one example of siphon emptying in a single run. Therefore our procedure does not guarantee identification of all deadlocks in a single run, one deadlock is found per reachable empty siphon. Still, a possibility of identification of multiple deadlocks (one for every emptied siphon) in a single procedure is a benefit. Additionally, the described procedure liberates from constraining siphon-based deadlock detection from purely cyclic systems only.
The described procedure gives a possibility of identification of multiple deadlocks in distributed systems specified in IMDS formalism, preserving communication duality, locality and autonomy of distributed components, and asynchrony of actions and communication.
In this paper, a background of static deadlock detection methods is given in Section II. A definition of IMDS is given in Section III. The definition is formulated differently from the paper [10] , where a distributed system was defined using four basic sets: servers, state values, services and agents. The present definition is much easier for readers, because it uses two basic sets: states and messages. The previously used four sets are used in IMDS implementation, mentioned in Section IV, where an example of a bounded buffer is presented. The conversion of IMDS specification to a Petri net, and deadlock detection using siphons and reachability is described in Section V. Section VI presents the application of proposed method to systems with various structures, including acyclic and hybrid ones. An example of a not purely cyclic system containing deadlock siphons and no-deadlock siphons is described in Section VII. A practical example is presented in Section VIII. Section IX concludes the paper.
II. RELATED WORK ON DEADLOCK DETECTION
Many deadlock detection techniques are described in the literature. Dynamic methods typically use some kind of waitfor graph [11] to discover a deadlock (ant typically to prevent a deadlock or to escape from it).
Static methods use a model of a system and explore it to find deadlocks. Model checking techniques are based on temporal reachability space verification. The activities of the system are expressed in terms of local features of its components, and the global reachability space of the system is constructed. The features of system components are given as temporal formulas and verified by the evaluation of them. Model checkers are often equipped with automatic deadlock detection procedures. Typically, deadlock is identified as "a state with no future", i.e., a strongly connected subgraph containing one state only: the deadlock itself [12] . Deadlock freeness is checked by a CTL temporal formula AG EX true (for any state a next state exists) [13] . Yet, total termination seems to be analogous state: no future exists. In cyclic system, where termination is not expected, the above formula identifies a deadlock. In terminating systems a deadlock should be distinguished from termination.
Temporal formulas can also be used to check partial deadlocks, in which some processes are involved in a deadlock, but other processes continue their run. Generally, in the case of partial deadlock detection, temporal formulas are based on the structure of verified models to identify deadlocks in individual processes [14] . The disadvantage of such an approach is that temporal formulas need to be developed individually for each analyzed system, using its specific features.
Some other approaches to partial deadlock detection use temporal formulas that are not related to the structure of a verified model. However, such model-unrelated formulas require the system to have specific properties [15] [16] . If a system is non-terminating (cycling), a discontinuation of a process is obviously a deadlock [3] . Conversely, a method [17] may be ascribed to terminating processes only. Some detection methods are used for specific architectures of systems. For example, WickedXmas approach uses nodes communicating by queues [18] .
Other set of static methods concern Petri nets. Some of them are based on analysis of reachability graph of a Petri net [19] . Total deadlock is a leaf in reachability graph -no outgoing transition is present. Thus, reachability graph analysis is similar to model checking techniques, and typically they are combined as temporal analysis of the graph. In both approaches it is hard to distinguish a deadlock from distributed termination: these methods are addressed to endlessly cycling systems [20] .
Alternatively, structural analysis of Petri net can be used. Structural analysis determines properties of models on the basis of their structure, so no exploration of the reachability 
III. INTEGRATED MODEL OF DISTRIBUTED SYSTEMS (IMDS)
A. Basic definition IMDS is defined in [1] [2] . In the present paper, the simplified version of IMDS is used, without dynamic process creation, which is suitable for static model checking. The formalism is founded on a basic observation: nodes on a distributed system (which are called severs in IMDS) receive messages, execute some actions changing their states upon accepted messages and finally send consecutive messages. Thus a distributed system may be defined as a relation between a finite set states of the servers P={p 1 ,p 2 ,…} and a finite set of messages M={m 1 ,m 2 ,…}. The relation  defining the actions is:
For an action , =((m,p),(m',p')) the first pair (m,p) is its input while the second pair (m',p') is its output.
A configuration T of a distributed system is a set of current states and pending messages. The messages in a configuration are current as well, but they are called pending to emphasize the fact that an action extracts from the configuration exactly one message, replacing it with a next message, and all other messages addressed to the action's server remain pending at the server. The system starts from its initial configuration T 0 , containing initial set of states and messages.
Every action =((m,p),(m',p')) converts a configuration T inp () to a new configuration T out () by replacing {m,p}T inp () with {m',p'}T out (). Behavior of a distributed system is described by a Labeled Transition System LTS [21] , containing all executions of the system. Nodes of the LTS (not called states for unambiguousness) are configurations and transitions are actions:
(transitions) The interleaving way of executing the action is assumed (one action at a time [22] ). Since all transitions in the LTS are instantaneous, it is assumed that message passing and actions take zero time. A timed version of IMDS, in which message passing and actions execution takes some periods of time, is also developed. This feature goes beyond the scope of this paper.
To differentiate between messages sent in different purposes (in a context of separate distributed computations), the autonomous sequential computations in a distributed system are extracted. The messages passed in a context of a given computation conform an agent. Thus the set of states P is split into subsets for the servers 1..n and the set of messages M into subsets for the agents 1..k:
The subsets are pairwise disjoint:
The initial configuration contains initial states of all servers, one state for every server, and initial messages of all agents, one message for every agent:
T 0 P i ={p 0i }, T 0 M i ={m 0i } The input and output state of an action concern the same server and the input and output message of an action concern the same agent:
Agents may terminate in special actions of the form =((m,p),(p')), where an output message is absent.
B. Processes
Is it useful to identify processes in a system, especially for verification purposes. Two "classical" models of distributed processes are used: client-server and RPC [23] . In the former model servers communicate by messages while in the latter one processes migrate forth and back. IMDS contains both models in a single specification, the models are extracted as the two perspectives: server view and agent view. A server process B in the server view is a sequence of actions connected by states of a server, as input and output states of an action concern the same server. Some actions may be unreachable and thus they would become "orphaned" (not included in any process), so the definition is extended to a set of all actions of a given server (rather than a sequence):
In the agent view, an agent process C is a sequence of actions connected by messages of an individual agent, because input and output messages of an action concern the same agent. As for server processes, the definition is extended to a set of all actions of a given agent:
As a result, a distributed system may be decomposed to server processes or to agent processes, giving the server decomposition B and agent decomposition C:
C. Locality, Asynchrony and Autonomy
An important feature of a distributed system is locality. In IMDS, locality means that no message may cause actions in distinct servers (for a message mM and two actions
Thus, a function target: MS assigns a target server for every message. A server component of a message and a state in the input pair of an action must match: target(m)=s i , pP j , i=j. A configuration contains exactly one state for every server, as this is required for initial configuration, and every action replaces its input state with a next state of the same server. Yet, multiple messages may be pending at given server in a configuration, which is natural. A set of actions in a distributed system determines which messages may be accepted in individual states. If a server allows a message to be accepted, an action is defined for this message together with the current state of the server. If the acceptance of a message is prohibited in a given state, no action is defined for this pair. Note that every server performs its action autonomously (only the current server's state and the messages pending at this server are considered). Also, the communication is asynchronous: a server process sends a message to some other server process (or in the agent view, an agent sets the server's state for some other agent) regardless of the current situation of a process with which it communicates (and every other process). As a result, the process may be called autonomous and asynchronous.
D. Deadlocks in IMDS
A deadlock in IMDS is defined as a discontinuation of a process (with an exception of process termination). As there are two views of processes, different type of deadlocks concern server processes communicating by messages and agent processes communicating by states of servers. There may be a communication deadlock that is not a resource deadlock [2] .
 a communication deadlock of a server process -when there are messages pending at the server, but no matching pair of any message with a current server state will occur;  a resource deadlock of an agent process -when an agent's message is pending at a server but it will never match any current or future state of this server.
For the identification of deadlocks, universal temporal formulas were elaborated [2] . Universality of the formulas means that they are independent on a structure of a given distributed system -only the two facts are concerned: if an action in a process is enabled and if it is executed. Therefore, temporal logic is built inside the verification tool and the user need not know temporal logic nor model checking technique.
The paper [2] presents a terminating distributed system in which two servers, every one containing a semaphore, are used by two agents (the third agent performs some other work to show a detection of a partial deadlock). This shows a communication deadlock in the server view and a resource deadlock in the agent view. The system is presented briefly in Sect VII. Another example [24] is the Automatic Vehicle Guidance System: in the server view the cooperation of the road segment controllers during the piloting of a vehicle is shown, while in the agent view the traffic from the vehicles perspective is presented. The deadlocks in both views are shown. Similar system is mentioned in Sect. VIII. In the IMDS specification of Karlsruhe Production Cell [25] , the controllers of individual devices are modeled as servers and the metal plates traveling through the cell are agents. Additional agents server for performing some actions without the plates, for example return to a rest position.
IV. EXAMPLE -BOUNDED BUFFER
An example of IMDS system is a buffer with producer and consumer agents (each of them starting at its own server). In IMDS notation, sets of servers S, agents A, state values V and services R are introduced explicitly. The services are used to distinguish between messages sent in given purposes to the servers (like operations wait and signal on a semaphore). The messages are triples (a,s,r), aA, sS, rR. The states of servers are pairs (s,v) , sS, vV, where v is a value that represents a given state. Thus an action (m,p)(m',p') is denoted ((a,s,r),(s,v))((a,s',r'),(s,v')). Note that the same agent a is used in an input and output message, in such a way a computation is continued. Likewise, the same server s is used in an input and output state. Also, the same server s is in input state and input message, which models an acceptance of a message on a server with its current state.
The server view of the system in Dedan notation is presented below. As in typical programming language, server types are introduced (lines 3, 12), with formal parameters that specify agents and other servers used in actions. Every server has sets of its states (l.4, 13), services (l.5, 14) and actions (l. [7] [8] [9] [10] [16] [17] [18] [19] ). An action in Dedan is denoted {a.s.r, s.v}{a.s'.r', s.v'}. Servers and agents are declared as variables (l.21-22, server types are omitted in the declaration because they have names equal to variables in this example). Lastly, actual parameters are passed to the servers and initial states are assigned to every server and initial messages are assigned to every agent (l. [24] [25] [26] .
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Obviously, one can expect two deadlocks in the example: two agents both trying to get from an empty buffer and two agents trying to put to a full buffer. In model checking, a verifier typically shows the former deadlock because it requires two get operations to be reached. However, the latter deadlock is reached after three put operations, which lengthens a counterexample. A model checker searches for first counterexample and then it stops the evaluation. Therefore the latter deadlock may be reported in a second verification run, after a modification of the system to avoid the former deadlock (if the modification does not repair both deadlocks).
V. DEADLOCK DETECTION IN A PETRI NET EQUIVALENT TO IMDS MODEL
The main task of the Dedan program is identification of deadlocks and distributed termination. The Conversion of an IMDS system to a Petri net offers the designer new possibilities:
 identification of some structural properties: structural conflicts, dead code, etc.,  temporal properties expressed in terms of Petri net,  observation of the system in a graphical form,  graphical simulation of a system run.
For this purpose a possibility of export of a model to a Petri net is included in Dedan. A format of ANDL (Abstract Net Description Language [26] ) is used, which is the input of Charlie Petri net analyzer [27] [28] . Fig. 1 shows a transition of a Petri net, which corresponds to an IMDS action. The input message and the input state are input places. The output message and the output state are output places (or only the output state in the case of a terminating action, Fig. 1b) . The initial marking of the Petri net has tokens in the initial places of server states and initial messages of agents. The graph of reachable markings is equivalent to the LTS of the IMDS system, where states and messages correspond to the places, actions correspond to the transitions and markings correspond to the configurations. 
 WIKTOR DASZCZUK: SIPHON-BASED DEADLOCK DETECTION IN INTEGRATED MODEL OF DISTRIBUTED SYSTEMS (IMDS)
The Petri net corresponding to the bounded buffer example is illustrated in Fig. 2 As the system falls into a deadlock, there should be siphons that may be emptied. A Petri net may contain a large number of siphons, but some of them are elementary, i.e., they do not contain other siphons [29] . Therefore, only elementary siphons need to be analyzed. The Charlie program reports 49 elementary siphons in the net. Every siphon should be tested for a reachability of its emptying. As an empty state place denotes a state which is absent in a configuration, and an empty message place denotes an absent message, an IMDS configuration should be found in which the siphon's states and messages are absent. A siphon may concern not all of the servers (and/or not all of the agents), in such a way partial deadlocks are found. One of the siphons found in our example is presented in Fig. 3 Fig. 4 The two deadlocks identified in the example. The dashed one is associated with the siphon in Fig. 3 The verification results in false. This means that the empty siphon is reachable, which denotes a deadlock. States of all three servers S [1] ,S [2] and buf take part in the siphon, so it is a total communication deadlock. Also, both agents A [1] and A [2] take part, denoting a total resource deadlock. Model checker generates a counterexample, in which both agents perform get on empty buffer (state (buf,elem0)). Charlie
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reports multiple siphons that may be emptied by two get operations on the empty buffer. All these situations constitute a single deadlock (but the counterexamples for individual temporal formulas may differ in the order of issuing get by the two agents). The configuration finishing all counterexamples leading to this deadlock is exactly the same. For a partial deadlock, configurations finishing the counterexamples may differ, but only in states/messages of servers/agents not taking part in the deadlock. In the example, all tests for emptying of the siphons either finish in one of the two deadlock configurations, or emptying occurs unreachable (such siphons do not denote a deadlock). Fig. 4 shows the two possible deadlocks that finish all reachable emptying of siphons. The ovals surround places of the two identified deadlocks: dashed ovals are associated with the siphon in Fig. 3 , which it is caused by two gets on an empty buffer. The other deadlock (dotted ovals) is caused by two puts on a full buffer. Distinguishing between the two deadlocks is based on the two configurations finishing the counterexamples.
VI. VERIFICATION OF SYSTEMS WITH VARIOUS STRUCTURES
Various systems can be modeled in IMDS, not only those having a shape of purely cyclic FMS. Fig. 5 shows some examples of shapes of not purely cyclic systems. In the figure "Ending Strongly Connected Subgraph" is a cycle from which no escape is possible. The pictures are schematic, showing general shape of a system. In IMDS specification every transition has two input places and two output places (or one in the case of agent-terminating action), see Fig. 1 .
 "linear" systems (like the example of "two semaphores" described in [2] : users issue wait on two semaphores, then they issue signal),  a system with a "leader" (initial part) and a main loop, sometimes called "lasso-shaped" [32] ,  terminating system with a main loop, for example WF-net system [33] ,  similar to lasso-shaped, but with an initial loop.
In some cases, for example in the acyclic system in Fig. 5 (on the top), the system may be easily converted to a cyclic one by connecting initial and terminating places. However in the analysis of distributed systems, especially those following the IoT paradigm, in which autonomous nodes agree their coordinated behavior. Such system may have multiple leaders (for every node) and multiple terminating places, where the nodes reach their goals. An example is Automatic Vehicle Guidance System presented in [24] . In IMDS model, servers implement road segment controllers while agents implement the vehicles. Such a system may be additionally complicated if endlessly-looping nodes are added, for example charging stations where serving agents run in cycles.
It is obvious that most of the leaders contain siphons that may be emptied. Yet, emptying of such a siphon does not denote a deadlock because the system runs further. This is the main difference in deadlock detection between purely cyclic and differently shaped systems. Fig. 5 Examples of acyclic and not purely cyclic systems containing emptyable and reachable siphons which are not deadlocks A solution of this problem is quite simple: an emptied siphon should be verified if it is a real deadlock or not. This is done using an additional temporal formula, which uses the same subformula  of an emptied siphon. A deadlock prevents a process from doing any move. Thus, the evaluation of AG( ) to false should be followed by application for every process (server and agent) the formula AG(  EF  /restricted to a process). The formula reads: always  is inevitably followed by not . Of course, this procedure may be applied to a system of any shape, cycling or not. For the example of emptyable siphon in Fig. 3 (we can pretend that we do not know that the system is purely cyclic) the verification should be performed as follows:
The result depends on a value of a formula for every process:
 true for every involved server -no communication deadlock,  false for all involved servers, and all servers are involved -total communication deadlock,  false for some involved servers, or for all servers involved but not all servers are involved -partial communication deadlock,  true for every involved agent -no resource deadlock,  false for all involved agents, and all agents are involvedtotal resource deadlock,  false for some involved agents, or for all agents involved but not all agents are involved -partial resource deadlock.
In the last three cases concerning agents, only nonterminated agents are taken under consideration, i.e. the agents which messages are present in the configuration corresponding to the emptied siphon. The verification procedure uses several well-known and widely used algorithms. Computational aspects of finding siphons are discussed in [34] : elementary siphons may be found in linear time for a large class of Petri nets (and needs some preprocessings in general case). Also, parallel solutions exist [35] .
The complexity of CTL model checking is P-Complete [36] , which means that the time of temporal formula evaluation is |LTS|||, where |LTS| denotes the number of nodes in a Kripke structure (it is the LTS of a verified system) and || is the length of a formula . Every formula AG( 1  EF  2 ) contains two temporal operators, so this evaluation cost is fixed. The verification should be repeated for every siphon, and according to each siphon for every server and every agent, i.e., the complexity is a number of elementary siphons  (n+k)  |LTS|, where n is a number of servers and k is a number of agents. As an example of system with leaders, we present a twosemaphores system consisting of two agents A1 and A2, each one running on its own server (proc1 and proc2). The agents use two semaphores semX and semY. They use the semaphores "crosswise", i.e., A1 issues operation wait to semX than to semY, while A2 does it in opposite order. To show a partial deadlock (not concerning all the servers/agents), the third agent A3 is added, running on its own server other and performing some looping calculations. The automata-like view of the system is presented in Fig. 6 (only servers' states and actions are shown, input and output messages in actions are omitted).
VII. EXAMPLE SYSTEM WITH LEADERS
The system converted to a Petri net if shown in Fig. 7 (a part after second wait in the agents is suppressed). The general shape of the system consists in sequences of actions in agents A1 and A2, leading from their start to their termination, and a separated Ending Strongly Connected Subgraph of agent A3 (depicted in Fig. 8) .
A verification in Charlie shows a siphon of an obvious deadlock, shown as places surrounded with denser dashed ovals (violet). This siphon is emptyable and the temporal formulas identifying processes involved show:
 Both agents A1 and A2 fall into resource deadlock.  Both servers semX and semY fall into communication deadlock.
There is also a siphon containing the place res (dotted oval, dark blue), but it is not emptyable -this does not denote a deadlock. There are four such siphons in the system (three of them are not indicated in the figure).
Four siphons formed by places proc1.start, proc2.start, A1.proc1.ini and A2.proc2.ini are emtyable (they are depicted as sparsely dashed ovals on the top of Fig. 7 ), but the temporal formulas show that these siphons do not denote deadlocks. They are typical leader siphons. Fig. 8 General shape of the two-semaphores system. The chain -servers proc1, proc2, semX, semY and agents A1, A2. The cycle -server other and agent A3.
ENDING STRONGLY CONNECTED SUBGRAPH

Summing up:
 A partial communication deadlock of processes semX and semY is identified, in which processes proc1, proc2 and other are not involved.  A partial resource deadlock of processes A1 and A2 is identified, in which process A3 is not involved.  Four not emptyable siphons are found (no-deadlock siphons).  Four emptyable leader siphons are found (no-deadlock siphons).
VIII. EXAMPLE APPLICATION TO AUTOMATIC VEHICLE GUIDANCE SYSTEM
We chose an Automatic Vehicle Guidance System (AVGS) verification to illustrate an application of our method. The AVGS system consists of a set of road segments (identifiers are taken from cardinal directions) with their controllers modeled as servers, for example on a crossing depicted in Fig. 9 . The controllers are very simple: they allow or deny a vehicle to take up a road segment, depending on its freeness or occupation. Vehicles are modeled as agents. When more than one vehicle approaches the crossing, routes for all the vehicles are prepared, for instance using a genetic algorithm. A route connects an entrance segment (A…) and a target segment (T…) of vehicle's travel. Obviously, in the model every route terminates. The routes are tested for deadlock freeness using siphon detection and temporal verification, described in this paper. This can be performed automatically, because in our methodology deadlock detection formulas are independent on the structure of a verified system. Deadlock-free route sets are executed while routes exposed to deadlocks are rejected. If a new vehicle appears, the whole procedure is repeated from current positions of all the vehicles on the crossing and approaching ones. The described procedure may find solutions unusual in ordinary vehicle traffic, for example one of the routes shown in Fig. 9 causes a vehicle to apply left side traffic for a while. Also, safe routes may be fond even if one road segment is blocked, for example by a broken vehicle. In verification, AVGS is similar to the two-semaphores system, without server other and agent A3.
TW
Other examples of systems that are based on terminating processes, which may be modeled using our approach, is taxi service [37] , business processes [38] or multi-agent systems based on Belief-Desire-Intention paradigm [39] IX. CONCLUSIONS An approach to deadlock detection is presented which is based on coupling IMDS formalism with Petri net structural analysis and model checking. The methodology allows to find total and partial deadlocks in two perspectives: servers communicating by messages and agents communicating by states of servers. As a result, communication deadlocks and resource deadlocks are identified, which highlights communication duality in distributed systems. Also, the specification in IMDS clearly identifies processes running in a system, which is sometimes difficult in ordinary Petri nets.
The methodology finds multiple deadlocks in a distributed system, preserving locality of decisions, autonomy of servers, and asynchrony of behavior and communication. In some rare cases, in which siphons can be emptied in various ways, not all deadlocks are identified in a single run, but the procedure may be repeated after correction of found deadlocks. However, we have not found any real-life example of a system with such feature, typically all deadlocks are found in a single run.
The presented deadlock detection procedure may be applied for system of arbitrary shape: cycling like a class of FMS systems, terminating like WF-nets, lasso-shaped, or IoT systems compound of multiple terminating and looping autonomous nodes.
A collection of programs is used for the described procedure: Dedan for specification, Charlie for siphon identification, internal Dedan model checker and Uppaal for verification. In the future, the whole procedure will be integrated in Dedan. This will allow to check for deadlocks and to perform other types of structural analysis in a uniform environment.
In the future, a timed version of the prosed procedure is planned, with application of UPPAAL timed automata [40] . ACKNOWLEDGMENT Extensive discussions with Wlodek Zuberek helped to significantly improve the article, especially in the new formulation of IMDS.
