Fuzzy measures for profit maximization with fuzzy parameters  by Liu, Shiang-Tai
Journal of Computational and Applied Mathematics 236 (2011) 1333–1342
Contents lists available at SciVerse ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Fuzzy measures for profit maximization with fuzzy parameters
Shiang-Tai Liu ∗
Graduate School of Business and Management, Vanung University, Chung-Li, Tao-Yuan 320, Taiwan, ROC
a r t i c l e i n f o
Article history:
Received 19 August 2009
Received in revised form 24 November
2009
MSC:
03E72
90C30
Keywords:
Profit
Fuzzy set
Extension principle
Geometric programming
Two-level mathematical program
a b s t r a c t
Profit maximization is an important issue to the firms that pursue the largest economic
profit possible. This paper extends the situation from the deterministic to uncertain, where
the coefficients are represented by fuzzy numbers. Intuitively, when the problem has fuzzy
parameters, the derived profit value should be a fuzzy number as well. The extension
principle is utilized to develop a pair of two-level mathematical programs to calculate the
upper and lower bounds of the profit value at α-cuts. Following the duality theorem and a
variable separation technique, the two-level mathematical programs are transformed into
a class of one-level signomial geometric programs to solve. An example is given to illustrate
the idea proposed in this paper.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Economic profit is the difference between revenue from selling output and the cost of acquiring the factors necessary to
produce it. A profit-maximizing firm chooses both its inputs and outputswith the sole goal of achievingmaximumeconomic
profits. That is, the firm seeks to maximize the difference between its total revenue and its total economic costs. If firms are
strict profit maximizers, they will adjust those variables that can be controlled until it is impossible to increase profits
further. Most production functions in the profit-maximization problem are represented as power functions. Traditionally,
the profit maximization problem is solved by the classical method of calculus.
Geometric programming is a methodology for solving algebraic nonlinear optimization problems. One of the remarkable
properties of geometric programming is that a problem with highly nonlinear constraints can be stated equivalently as one
with only linear constraints. This is because there is a strong duality theorem for geometric programming problems. If the
primal problem is in posynomial form, then a global minimizing solution to that problem can be obtained by solving the
dualmaximization. The dual constraints are linear, and linearly constrained programs are generally easier to solve than ones
with nonlinear constraints. Its attractive structural properties as well as its elegant theoretical basis have led to a number
of interesting applications and the development of numerous useful results.
When the production function is represented as a power function, the profit maximization problem can be treated as a
geometric program. Liu [1,2] employs geometric programming to solve the profit-maximizationproblems.Nodifferentiation
is required. However, Liu’s studies use deterministic models, i.e., the coefficients in the problems are crisp values. There are
situations when the data cannot be collected without error. If some parameters are imprecise or uncertain, then some crisp
values are usually assigned to those uncertain parameters to make the related solution procedures workable. Furthermore,
traditional calculus methods are difficult to apply to solving the profit-maximization with imprecise coefficients. To deal
quantitatively with imprecise information in making decisions, Zadeh [3] introduced the notion of fuzziness.
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Fuzzy set theory has been extensively employed in linear and nonlinear optimization problems [4–10]. Intuitively, when
the coefficients in the profit-maximization problem are fuzzy numbers, the derived profit value should be a fuzzy number
as well. Unlike previous researches, this paper employs geometric programming to find the long-run maximum profit for
the production function with Cobb–Douglas form under consideration of fuzzy coefficients and quantity discount. Based on
Zadeh’s extension principle [11,3,12], we construct a pair of two-level mathematical programming models, based on which
the upper bound and lower bound of the profit value are calculated at possibility level α. In other words, a fuzzy profit value
for the objective function of a profit-maximization problem with fuzzy parameters is derived.
The rest of this paper is organized as follows. We first present the long-run profit maximization problem with fuzzy
coefficients and quantity discount, and we formulate the problem in the form of two-level mathematical programs for
calculating the bounds of the profit value at α-cuts. We then transform the two-level mathematical programs into the
conventional one-level signomial geometric programs to solve. Finally, some conclusions are drawn from the discussion.
2. Basic concepts on fuzzy sets
Fuzzy sets are generalizations of crisp sets as a way of representing imprecise or vagueness in real world. A fuzzy set is
a collection of elements in a universe of information where the boundary of the set contained in the universe is ambiguous,
vague and otherwise fuzzy. Each fuzzy set is specified by a membership function, which assigns to each element in the
universe of discourse a value within the unit interval [0, 1]. The assigned value called the degree or grade of membership,
which specifies the extent to which a given element belongs to the fuzzy set or is related to a concept. If the assigned value
is 0, then the given element does not belong to the set. If the assigned value is 1, then the element totally belongs to the set.
If the values lies within the interval (0, 1), then the element only partially belongs to the set. Therefore, any fuzzy set can be
uniquely determined by its membership function.
Let X be the universe of discourse. A fuzzy set A˜ of the universe of discourse X is said to be convex if and only if for all x1
and x2 in X there always exist [11,3,12]:
µA˜(λx1 + (1− λ)x2) ≥ Min(µA˜(x1), µA˜(x2)).
Fuzzy sets can also be represented by intervals, which are called α-level sets or α-cuts. The α-level sets Aα of a fuzzy set A˜
are defined as
(A)α = [(A)Lα, (A)Uα ]
=

min
x
{(x, µA˜(x))|µA˜(x) ≥ α},maxx {(x, µA˜(x))|µA˜(x) ≥ α}

.
According to Zadeh’s extension principle [11,3,12], the fuzzy set A˜ can be expressed as
A˜ =

α
Aα, 0 < α ≤ 1.
Fuzzy numbers are special cases of fuzzy sets that are both convex and normal. A fuzzy number is a convex fuzzy set,
characterized by a given interval of real numbers, each with a grade of membership between 0 and 1. Its membership
function is piecewise continuous and satisfies the following conditions:
(a) µA˜(x) = 0 for each x ∉ [a, d],
(b) µA˜(x) is non-decreasing on [a, b] and non-increasing on [c, d],
(c) µA˜(x) = 1 for each x ∈ [b, c],
where a ≤ b ≤ c ≤ d are real numbers.
The most commonly used fuzzy numbers are triangular and trapezoidal fuzzy numbers, which are often denoted as
A˜ = (a, b, d) and B˜ = (a, b, c, d). Obviously, triangular fuzzy numbers are special cases of trapezoidal fuzzy numbers with
b = c. The membership functions of these two types of fuzzy numbers are respectively defined as
µA˜(x) =

(x− a)/(b− a), a ≤ x ≤ b,
(d− x)/(d− b), b ≤ x ≤ d,
0, otherwise
µB˜(x) =

(x− a)/(b− a), a ≤ x ≤ b,
1, b ≤ x ≤ c,
(d− x)/(d− c), c ≤ x ≤ d,
0, otherwise.
Their α-levels sets are (A)α = [(A)Lα, (A)Uα ] and (B)α = [(B)Lα, (B)Uα ]. With Zadeh’s extension principle [11,3,12], the
addition, subtraction, multiplication and division of fuzzy numbers can be equivalently represented as follows [13,12]:
Addition: (A)α(+)(B)α = [(A)Lα, (A)Uα ] + [(B)Lα, (B)Uα ] = [(A)Lα + (B)Lα, (A)Uα + (B)Uα ].
Subtraction : (A)α(−)(B)α = [(A)Lα, (A)Uα ] − [(B)Lα, (B)Uα ] = [(A)Lα − (B)Uα , (A)Uα − (B)Lα].
Multiplication: (A)α(•)(B)α = [(A)Lα, (A)Uα ](•)[(B)Lα, (B)Uα ] = [(A)Lα • (B)Lα, (A)Uα • (B)Uα ].
Division : (A)α(:)(B)α = [(A)Lα, (A)Uα ](:)[(B)Lα, (B)Uα ] = [(A)Lα/(B)Uα , (A)Uα/(B)Lα].
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3. The problem
Profits are defined as revenues minus cost. In the short run, there will be some factors of production that are fixed at
predetermined levels. Therefore, the production plans are immediately feasible. On the other hand, in the long run the firm
can adjust all of factors of production to pursue themaximization of the profit [14]. In other words, the firm is free to choose
the level of all inputs and the production plans are eventually feasible in the long-run profit-maximization problem. Thus
the long run profit-maximization problem can be posed as:
Profit = Z = max
x
pf (x)− vx (1)
x ≥ 0
where f (x) is a production function, which is a continuous, strictly increasing, and strictly quasiconcave function.
In economics, the Cobb–Douglas functional form of production functions is widely used to represent the relationship of
an output to inputs. While there are many factors affecting economic performance, the Cobb–Douglas production function
was proved to be remarkably accurate [14]. Moreover, this production function is a continuous, strictly increasing and
quasiconcave function that satisfies the requirement of (1). Consider a Cobb–Douglas production function f (x) = S∏ni=1 xaii .
The parameter S measures the scale of production, i.e., how much output we would get if we used one unit of each input;
the output elasticity ai, i = 1, . . . , n, measure how the amount of output responds to changes in the inputs. With the
Cobb–Douglas production function, we have the following profit maximization problem:
Z = max
x
p

S
n∏
i=1
xaii

−
n−
i=1
vixi (2)
x ≥ 0
where p is the market price per unit, S is the scale of production, and xi and vi are the ith input quantity and input price,
respectively.
Traditionally, the input price vi is assumed to be a constant and the profit maximization problem is solved by
differentiating the variable xi. In this research, we consider the input quantity discount and employ geometric programming
to derive the maximum profit for the production function with Cobb–Douglas form. When the suppliers offer quantity
discounts, the input price vi, i = 1, . . . , n, is a decreasing function. The quantity discount in this paper is represented
as the function vi = rix−bii , 0 ≤ bi < 1, which reflects an inverse relationship between input price and input quantity. The
discount factor bi measures relative change in input price with respect to corresponding change in quantity, and would be
a very small value. Any bi > 1 represents too much discounting and would be unrealistic. On the other hand, when bi = 0,
it means no discount. After considering quantity discount, the profit-maximization in (2) becomes the following problem:
Z(p, r, a, b) = max
x
p

S
n∏
i=1
xaii

−
n−
i=1
rix
1−bi
i (3)
x ≥ 0.
Since (3) is a nonlinear problem with exponents ai and bi, i = 1, . . . , n, we can treat this problem as an unconstrained
signomial geometric program, which contains n terms with negative coefficients.
In (3) all the coefficients must be precise. Intuitively, if any of the coefficients is imprecise and represented as a fuzzy
number, the objective value should be a fuzzy number as well. Let P˜ , R˜i, A˜i and B˜i denote the fuzzy counterparts of p, ri, ai
and bi, respectively. Then (3) becomes an unconstrained signomial geometric program with fuzzy parameters
Z˜(P˜, R˜, A˜, B˜) = max
x
p˜

S
n∏
i=1
xA˜ii

−
n−
i=1
R˜ix
1−B˜i
i (4)
x ≥ 0.
Note that only a production functionwith decreasing returns has an optimal solution in the profit function [15,14]. Therefore,
we assume that
∑n
i=1 A˜i < 1 in this study.
Let µP˜ , µR˜i , µA˜i , µB˜i denote their membership functions. We have,
P˜ = {(p, µP˜(p))|p ∈ S(P˜)}
R˜i = {(ri, µR˜i(ri))|ri ∈ S(R˜i)}
A˜i = {(ai, µA˜i(ai))|ai ∈ S(A˜i)}
B˜i = {(bi, µB˜i(bi))|bi ∈ S(B˜i)}
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where S(P˜), S(R˜i), S(A˜i) and S(B˜i) are the supports of P˜ , R˜i, A˜i and B˜i. Denote the α-cuts of P˜ , R˜i, A˜i and B˜i as:
(P)α = [(P)Lα, (P)Uα ]
=
[
min
p
{(p, µP˜(p))|µP˜(p) ≥ α},maxp {(p, µP˜(p))|µP˜(p) ≥ α}
]
(5a)
(Ri)α = [(Ri)Lα, (Ri)Uα ]
=
[
min
ri
{(ri, µR˜i(ri))|µR˜i(ri) ≥ α},maxri {(ri, µR˜i(ri))|µR˜i(ri) ≥ α}
]
(5b)
(Ai)α = [(Ai)Lα, (Ai)Uα ]
=
[
min
ai
{(ai, µA˜i(ai))|µA˜i(ai) ≥ α},maxai {(ai, µA˜i(ai))|µA˜i(ai) ≥ α}
]
(5c)
(Bi)α = [(Bi)Lα, (Bi)Uα ]
=
[
min
bi
{(bi, µB˜i(bi))|µB˜i(bi) ≥ α},maxbi {(bi, µB˜i(bi))|µB˜i(bi) ≥ α}
]
. (5d)
Similarly, let z = Z(p, r, a, b) defined in (3), we have Z Lα = minp,r,a,b{(z, µZ˜ (z))|µP˜(p) ≥ α,µR˜i(ri) ≥ α,µA˜i(ai) ≥ α,
µB˜i(bi) ≥ α} and ZUα = maxp,r,a,b{(z, µZ˜ (z))|µP˜(p) ≥ α,µR˜i(ri) ≥ α,µA˜i(ai) ≥ α,µB˜i(bi) ≥ α}. The extension
principle [11,3,12] states that
µZ˜ (z) = supmin
p,r,a,b
{µP˜(p), µR˜i(ri), µA˜i(ai), µB˜i(bi)|z = Z(p, r, a, b)}. (6)
That is, the membership grade of element z in Z(p, r, a, b) is equal to the minimum of the membership grade of p, ri, ai, and
bi in µP˜(p), µR˜i(ri), µA˜i(ai), and µB˜i(bi), respectively.
Now we are interested in deriving the fuzzy profit represented in (4). The major difficulty lies in how to deal with the
varying ranges of the fuzzy parameters in the objective function. One idea is to apply Zadeh’s extension principle [11,3,12].
Furthermore, the application of the extension principle to Z˜ can be viewed as the application of this extension principle to
the α-cuts of Z˜ [16]. If the α-cuts of Z˜ at all ‘α’ values degenerate to the same point, then this number is a crisp number.
Otherwise, it is a fuzzy number. In (6), fourmembership functions are involved. To deriveµZ˜ in closed form is hardly possible.
According to (6), the membership grade of µZ˜ (z) is the minimum of the membership grade of µP˜(p), µR˜i(ri), µA˜i(ai), and
µB˜i(bi). We need µP˜(p) ≥ α, µR˜i(ri) ≥ α, µA˜i(ai) ≥ α, and µB˜i(bi) ≥ α, and at least one µP˜(p), µR˜i(ri), µA˜i(ai), or µB˜i(bi)
equal to α such that z = Z(p, r, a, b) to satisfy µZ˜ (z) = α. To find the membership function µZ˜ , it suffices to find the right
shape function and left shape function of µZ˜ , which is equivalent to finding the upper bound Z
U
α and lower bound Z
L
α of the
α-cuts of Z˜ . Since ZUα is the maximum of Z(p, r, a, b) and Z
L
α is the minimum of Z(p, r, a, b), they can be expressed as:
ZUα Z = max

Z(p, r, a, b)|(P)Lα ≤ p ≤ (P)Uα , (Ri)Lα ≤ ri ≤ (Ri)Uα , (Ai)Lα ≤ ai ≤ (Ai)Uα ,
(Bi)Lα ≤ bi ≤ (Bi)Uα , i = 1, . . . , n

(7)
Z Lα = min

Z(p, r, a, b)|(P)Lα ≤ p ≤ (P)Uα , (Ri)Lα ≤ ri ≤ (Ri)Uα , (Ai)Lα ≤ ai ≤ (Ai)Uα ,
(Bi)Lα ≤ bi ≤ (Bi)Uα , i = 1, . . . , n

(8)
which can be reformulated as the following pair of two-level mathematical programs
ZUα = max
PLα≤p≤PUα
(Ri)
L
α≤ri≤(Ri)Uα
(Ai)
L
α≤ai≤(Ai)Uα
(Bi)
L
α≤bi≤(Bi)Uα
max
x
p

S
n∏
i=1
xaii

−
n−
i=1
rix
1−bi
i
x ≥ 0 (9)
Z Lα = min
PLα≤p≤PUα
(Ri)
L
α≤ri≤(Ri)Uα
(Ai)
L
α≤ai≤(Ai)Uα
(Bi)
L
α≤bi≤(Bi)Uα
max
x
p

S
n∏
i=1
xaii

−
n−
i=1
rix
1−bi
i
x ≥ 0. (10)
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To derive the upper bound of the objective value ZUα , since both the inner-level and the outer-level perform the same
maximization operation, one can simply assign p and ri to their upper bounds PUα and lower bounds (ri)
L
α , respectively. By
the same token, to derive the lower bound of the objective value Z Lα , one can set, respectively, p to its lower bound P
L
α and ri
to its upper bound (ri)Uα . Consequently, we can rewrite (9) and (10) as (11) and (12), respectively.
ZUα = max
(Ai)
L
α≤ai≤(Ai)Uα
(Bi)
L
α≤bi≤(Bi)Uα
max
x
PUα

S
n∏
i=1
xaii

−
n−
i=1
(ri)Lαx
1−bi
i
x ≥ 0
(11)
Z Lα = min
(Ai)
L
α≤ai≤(Ai)Uα
(Bi)
L
α≤bi≤(Bi)Uα
max
x
PLα

S
n∏
i=1
xaii

−
n−
i=1
(ri)Uα x
1−bi
i
x ≥ 0.
(12)
We first transform the inner programs of (11) and (12) into the standard form of geometric programs as follows:
ZUα = max
(Ai)
L
α≤ai≤(Ai)Uα
(Bi)
L
α≤bi≤(Bi)Uα
−min
x
n−
i=1
(ri)Lαx
1−bi
i − PUα

S
n∏
i=1
xaii

x ≥ 0
(13)
Z Lα = min
(Ai)
L
α≤ai≤(Ai)Uα
(Bi)
L
α≤bi≤(Bi)Uα
−min
x
n−
i=1
(ri)Uα x
1−bi
i − PLα

S
n∏
i=1
xaii

x ≥ 0.
(14)
The inner-level program in (13) calculates the objective value for each set of (ai, bi) defined by the outer program, while
the outer-level program determines the set of (ai, bi) that derives the largest objective value. Similarly, in (14) the inner-
level program calculates the objective value for each given set of (ai, bi), while the outer-level program determines the set
of (ai, bi) that produces the smallest objective value.
In the next sectionwe shall develop a solutionmethod to transform (13) and (14) into conventional geometric programs,
from which the fuzzy profit value of the profit-maximization problem with fuzzy parameters can be derived.
4. Solution procedure
Model (13) is to find a set of (ai, bi) that obtains the maximal objective value. However, solving (13) is not so
straightforward. The outer-level program and inner-level program of (13) have different directions for optimization, one for
maximization and the other for minimization. A transformation is required to make a solution obtainable. In the literature
the solution techniques for geometric program may be categorized as either primal-based algorithms that directly solve
the nonlinear primal problems, or dual-based algorithms that solve the equivalent linearly constrained dual [17]. In view of
Rajgopal and Bricker [18], the dual problem has the desirable features of being linearly constrained and having an objective
function with attractive structural properties, thus making it a natural candidate. In geometric programming, the degree of
difficulty d is defined as:
d = total number of terms− (total number of decision variables+ 1).
Since (3) has n + 1 terms and n decision variables, the degree of difficulty is 0. Theoretically, problem (3) is a signomial
geometric programming problem, where there is no automatic guarantee of a global optimum solution. However, since
there are no degrees of difficulty in this problem, the dual constraint equations for (3) are all that are needed to obtain the
dual solution variables w∗. This assumes that the resulting linear system is of full rank, and the solutions w∗ in turn yield
the values of x∗ for (3). Because the inner-level problems of (13) and (14) are derived from (3) and the numbers of terms and
decision variables of thee two problems are the same as that of (3), the degree of difficulty of the two inner-level problems
is also equal to 0. The primal–dual relationship thus exists in the inner-level problems of (13) and (14). In other words, (13)
and (14), respectively, have a dual feasible vector with a dual objective value equal to that of the primal objective at the
stationary point.
An unconstrained signomial geometric program is an optimization problem of the following form:
f (x) = Min
x
T−
t=1
σtct
n∏
i=1
xγtii (15)
where the function f (x) contains T terms, and σt and ct , t = 1, . . . , T , are the sign and cost coefficient of each term. In the
long run, the profit level in (3) should be a positive value. Based on Beightler and Phillips [19] and Duffinet al. [20], one can
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transform (15) into the associated dual program as follows:
d(w) = Max
w
−

T∏
t=1

ct
wt
σtwt−1
(16)
s.t.
T−
t=1
σtwt = −1
T−
t=1
σtγtiwt = 0, i = 1, . . . , n
wt ≥ 0, t = 1, . . . , T .
Once the dual variablesw∗t are all derived, the corresponding values of all primal variables x∗i are found from the following
equation [19,20]:
ct
n∏
i=1
xγtii = wtd(w∗), t = 1, . . . , T . (17)
Consequently, one can take logarithms and solve the resulting equation:
n−
i=1
γti ln xi = ln
[
wtd(w∗)
ct
]
, t = 1, . . . , T . (18)
With (16), we can transform inner-level program of (13) into the corresponding dual geometric program as follows:
−max
w
−

n∏
i=1
((ri)Lα/wi)
wi(pUα S/wn+1)
−wn+1
−1
(19)
s.t.
n−
i=1
wi − wn+1 = −1, (19.1)
(1− bi)wi − aiwn+1 = 0, i = 1, . . . , n, (19.2)
wi ≥ 0, i = 1, . . . , n+ 1,
where wi, i = 1, . . . , n + 1, are the dual variables of the original problem. From (19.2), we have wi = [ai/(1− bi)]wn+1.
Substituting these values into (19.1), one derives

1−∑ni=1 ai/(1− bi)wn+1 = 1. Since wn+1 must be nonnegative, it
implies that
∑n
i=1 ai/(1 − bi) < 1. In addition to
∑n
i=1 ai < 1, which is discussed in the previous section, we have an
additional assumption
∑n
i=1 ai/(1− bi) < 1 in this problem. Since (19) is the dual form of inner-level program of (13), we
can rewrite (13) as
ZUα = max
(Ai)
L
α≤ai≤(Ai)Uα
(Bi)
L
α≤bi≤(Bi)Uα
−max
w
−

n∏
i=1
((ri)Lα/wi)
wi(pUα S/wn+1)
−wn+1
−1
(20)
s.t.
n−
i=1
wi − wn+1 = −1,
(1− bi)wi − aiwn+1 = 0, i = 1, . . . , n,
wi ≥ 0, i = 1, . . . , n+ 1.
Now both inner-level and outer-level perform the same maximization operation, the two-level mathematical program
in (20) can be simplified to the following one-level mathematical program:
ZUα = maxw
n∏
i=1

(ri)Lα/wi
−wi
(pUα S/wn+1)
wn+1 (21)
s.t.
n−
i=1
wi − wn+1 = −1, (21.1)
wi − biwi − aiwn+1 = 0, i = 1, . . . , n, (21.2)
(Bi)Lα ≤ bi ≤ (Bi)Uα , i = 1, . . . , n, (21.3)
(Ai)Lα ≤ ai ≤ (Ai)Uα , i = 1, . . . , n, (21.4)
wi ≥ 0, i = 1, . . . , n+ 1.
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Model (21) is a nonlinear program with nonlinear terms biwi and aiwn+1 contained in (21.2). The nonlinear constraints
can be linearized by multiplying constraint (21.3) and (21.4) by wi and wn+1, respectively. Substituting biwi and aiwn+1,
respectively, by ui and vi, we obtain the following convex programming problem with linear constraints:
ZUα = maxw
n∏
i=1

(ri)Lα/wi
−wi
(pUα S/wn+1)
wn+1 (22)
s.t.
n−
i=1
wi − wn+1 = −1, (22.1)
wi − ui − vi = 0, i = 1, . . . , n, (22.2)
(Bi)Lαwi ≤ ui ≤ (Bi)Uαwi, i = 1, . . . , n, (22.3)
(Ai)Lαwn+1 ≤ vi ≤ (Ai)Uαwn+1, i = 1, . . . , n, (22.4)
ui, vi, wi, wn+1 ≥ 0, i = 1, . . . , n.
In other words, we are maximizing a convex function over a polyhedral region. If the problem has feasible solutions, the
objective value derived from (22) is exactly the upper bound of the objective value ZUα at a specific α-level for the original
problem (3). The primal solution x∗ can be obtained by transformation ofw∗ [19].
Model (14) is to find a set of (ai, bi) that obtains the minimal objective value. Denote the index sets I = {1, 2, . . . , n},
P = {i ∈ I |x∗i ≥ 1}, Q = {i ∈ I |0 < x∗i < 1}, and we have P ∪ Q = I . Suppose we know all the values of the decision
variables xi in advance. Model (14) can be transformed into the problem:
Z Lα = min
(Ai)
L
α≤ai≤(Ai)Uα
(Bi)
L
α≤bi≤(Bi)Uα
−min
x
−
i∈p
(ri)Uα x
1−bi
i +
−
i∈Q
(ri)Uα x
1−bi
i − pLαS
∏
i∈p
xaii
∏
i∈Q
xaii
x ≥ 0.
(23)
Clearly, if x∗i > 1, then (x
∗
i )
ai and (x∗i )1−bi are increasing functions. Under the circumstances, we should, respectively,
specify ai to its lower bound (Ai)Lα and the value of 1 − bi to its upper bound 1 − (Bi)Lα to derive the lower bound of the
objective value. On the other hand, if 0 < x∗i < 1, then (x
∗
i )
ai and (x∗i )1−bi are decreasing functions. In this case, we should
assign ai to its upper bound (Ai)Uα and the value of 1−bi to its lower bound 1− (Bi)Uα , respectively, to obtain the lower bound
of the objective value. Consequently, we can rewrite (23) as:
Z Lα = −Minx
−
i∈p
(ri)Uα x
1−(Bi)Lα
i +
−
i∈Q
(ri)Uα x
1−(Bi)Uα
i − pLαS
∏
i∈p
x(Ai)
L
α
i
∏
i∈Q
x(Ai)
U
α
i . (24)
At a specified α-level, this model is a signomial geometric program. Similar to (13), one can transform (24) into its dual form
as the following geometric program
Z Lα = Maxw
n∏
i=1

(ri)Uα/wi
−wi
(pLαS/wn+1)
wn+1 (25)
s.t.
n−
i=1
wi − wn+1 = −1,
(1− (Bi)Lα)wi − (Ai)Lαwn+1 = 0, i ∈ P
(1− (Bi)Uα )wi − (Ai)Uαwn+1 = 0, i ∈ Q
wi ≥ 0, i = 1, . . . , n+ 1.
Denote x∗i , i = 1, . . . , n, be the optimal solution in (24). The objective value is calculated as Z Lα = pLαS
∏
i∈p(x
∗
i )
(Ai)Lα∏
i∈Q (x
∗
i )
(Ai)Uα − ∑i∈p(ri)Uα (x∗i )1−(Bi)Lα − ∑i∈Q (ri)Uα (x∗i )1−(Bi)Uα . Clearly, the values ∏i∈Q (x∗i )(Ai)Uα ≤ ∏i∈Q (x∗i )(Ai)Lα and
−∑i∈Q (ri)Uα (x∗i )1−(Bi)Uα ≤ −∑i∈Q (ri)Uα (x∗i )1−(Bi)Lα , respectively. If we let I = P , i.e., x∗i ≥ 1, i = 1, . . . , n, and ZP =
pLαS
∏
i∈I (x
∗
i )
(Ai)Lα −∑i∈I(ri)Uα (x∗i )1−(Bi)Lα , we have Z Lα ≤ ZP . With this property, we can solve the problem by the approach of
two steps. At the first step, we assume that all xi ≥ 1, that is, I = P , and formulate the following conventional geometric
program to derive the initial objective value for (24):
ZP = Max
w
n∏
i=1

(ri)Uα/wi
−wi
(pLαS/wn+1)
wn+1 (26)
s.t.
n−
i=1
wi − wn+1 = −1,
(1− (Bi)Lα)wi − (Ai)Lαwn+1 = 0, i = 1, . . . , n,
wi ≥ 0, i = 1, . . . , n+ 1.
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We then solve this program. After transformation of wi, which is obtained from (26), to xi, if the optimal values for all
x∗i ≥ 1, it implies that the index sets I = P and Q is empty in (25). In other words, problems (25) and (26) have the same
mathematical forms. The derived objective value ZP from (26) is exactly the objective value Z Lα of (14), i.e., ZP = Z Lα . If, on
the other hand, not all x∗i ≥ 1, then it implies that this problem has a smaller objective value and we have the index set Q
according to the values of x∗i . We should continue to solve (25), the second step, for deriving the final objective value Z Lα ,
which is the lower bound of the objective values of the problem.
For two possibility levels α1 and α2 such that 0 < α2 < α1 ≤ 1, the feasible regions defined by α1 in Models (7)–(10)
are smaller than those defined by α2, respectively. Consequently, we have ZUα1 ≤ ZUα2 and Z Lα1 ≥ Z Lα2 ; in other words, the
right shape function is nonincreasing and the left shape function is nondecreasing. This property, based on the definition of
convex fuzzy set, assures the convexity of Z˜ . If both ZUα and Z
L
α are invertible with respect to α, then a right shape function
of R(z) = (ZUα )−1 and a left shape function of L(z) = (Z Lα)−1 can be obtained. From R(z) and L(z), the membership function
µZ˜ is constructed as:
µZ˜ =

L(z), Z Lα=0 ≤ z ≤ Z Lα=1
1, Z Lα=1 ≤ z ≤ ZUα=1
R(z), ZUα=1 ≤ z ≤ ZUα=0.
(27)
In this study, the values of ZUα and Z
L
α are derived from solving a pair of mathematical programs. In other words, they
cannot be solved analytically. Similar to the other calculation methods for µZ˜ [21,22,8], the numerical solutions for Z
U
α and
Z Lα at different possibility level α can be collected to approximate the shapes of R(z) and L(z), respectively.
5. An example
To illustrate the idea proposed in this paper, we consider the following profit-maximization problem with fuzzy
parameters:
Max
x1,x2,x3
(18, 19, 20)

9x(0.11,0.12,0.13)1 x
(0.15,0.16,0.17)
2 x
(0.38,0.39,0.40)
3

− (52, 54, 55)x(0.95,0.96,0.97)1
− (38, 39, 40)x(0.97,0.975,0.98)2 − (46, 47, 48)x(0.94,0.95,0.96)3 .
The notation used in this paper is (a, b, c) for a triangular fuzzy numberwith a, b, and c as the coordinates of the three vertices
of the triangle. The values of a, b, and c indicate, respectively, the most pessimistic, most possible, and most optimistic
values of a fuzzy number [13]. In this problem, there are three inputs x1, x2, x3, and the sale price P˜ = (18, 19, 20), the
scale of production S = 9, the output elasticity associated with each input A˜1 = (0.11, 0.12, 0.13), A˜2 = (0.15, 0.16, 0.17),
A˜3 = (0.38, 0.39, 0.40), the three input costs R˜1 = (52, 54, 55), R˜2 = (38, 39, 40), R˜3 = (46, 47, 48), and the discount
factors for each input cost B˜1 = (0.03, 0.04, 0.05), B˜2 = (0.02, 0025, 0.03), and B˜3 = (0.04, 0.05, 0.06).
Based on (18), the problem of finding the upper bound of the objective value ZUα can be formulated as
ZUα = Maxw
[
(52+ 2α)
w1
]−w1 [ (38+ α)
w2
]−w2 [ (46+ α)
w3
]−w3 [9(20− α)
w4
]w4
s.t. w1 + w2 + w3 − w4 = −1,
w1 − u1 − v1 = 0,
w2 − u2 − v2 = 0,
w3 − u3 − v3 = 0,
(0.03+ 0.01α)w1 ≤ u1 ≤ (0.05− 0.01α)w1,
(0.02+ 0.005α)w2 ≤ u2 ≤ (0.03− 0.005α)w2,
(0.04+ 0.01α)w3 ≤ u3 ≤ (0.06− 0.01α)w3,
(0.11+ 0.01α)w4 ≤ v1 ≤ (0.13− 0.01α)w4
(0.15+ 0.01α)w4 ≤ v2 ≤ (0.17− 0.01α)w4
(0.38+ 0.01α)w4 ≤ v3 ≤ (0.40− 0.01α)w4
ui, vi, wi, w4 ≥ 0, i = 1, . . . , 3.
For the α-level = 0, the upper bound of the profit ZUα=0 = 67.742 with w∗1 = 0.368, w∗2 = 0.497, w∗3 = 1.382,
w∗4 = 3.247. By applying (18), one can transformw∗ into x∗. The corresponding primal solution is x∗1 = 0.469, x∗2 = 0.884,
x∗3 = 2.129. At α-level = 1, ZUα=1 = 50.489, which occurs at w∗1 = 0.416, w∗2 = 0.546, w∗3 = 1.367, and w∗4 = 3.329. The
associated primal solution is x∗1 = 0.374, x∗2 = 0.701, x∗3 = 0.498. The first row of Table 1 lists the upper bound of the profit
ZUα of the example at eleven distinct α values: 0, 0.1, 0.2, . . . , 1.0.
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Table 1
The α-cuts of the profit at eleven α values for the example.
α 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
ZUα 67.742 65.825 63.954 62.126 60.342 58.601 56.899 55.238 53.617 52.034 50.489
Z Lα 37.260 38.444 39.657 40.901 42.173 43.478 44.814 46.182 47.584 49.019 50.489
To derive the initial lower bound of the objective value Z Lα , we first formulate the following geometric programming
problem via (26):
Z = Max
w
[
(55− α)
w1
]−w1 [ (40− α)
w2
]−w2 [ (48− α)
w3
]−w3 [9(18+ α)
w4
]w4
s.t. w1 + w2 + w3 − w4 = −1,
[1− (0.03+ 0.01α)]w1 − (0.11+ 0.01α)w4 = 0,
[1− (0.02+ 0.005α)]w2 − (0.15+ 0.01α)w4 = 0,
[1− (0.04+ 0.01α)]w3 − (0.38+ 0.01α)w4 = 0,
wi ≥ 0, i = 1, . . . , 4.
At the specific level α = 0, the objective value for this problem Z∗ = 42.799, which occurs at w∗1 = 0.336, w∗2 = 0.453,
w∗3 = 1.172, w∗4 = 2.961. The corresponding primal solution is x∗1 = 0.251, x∗2 = 0.478, and x∗3 = 1.047. Since 0 < x∗1 ,
x∗2 < 1 and x
∗
3 > 1, they did not satisfy the initial assumption that x
∗
1 ≥ 1, x∗2 ≥ 1, and x∗3 ≥ 1. The current solution is
not the lower bound of the objective value Z Lα , and we have the index sets P = {3} and Q = {1, 2}. Next, we formulate the
following geometric program per (25) to derive Z Lα:
Z Lα = Maxw
[
(55− α)
w1
]−w1 [ (40− α)
w2
]−w2 [ (48− α)
w3
]−w3 [9(18+ α)
w4
]w4
s.t. w1 + w2 + w3 − w4 = −1,
[1− (0.05− 0.01α)]w1 − (0.13− 0.01α)w4 = 0,
[1− (0.03− 0.005α)]w2 − (0.17− 0.01α)w4 = 0,
[1− (0.04+ 0.01α)]w3 − (0.38+ 0.01α)w4 = 0,
wi ≥ 0, i = 1, . . . , 4.
The optimal solution for this problem is Z Lα=0 = 37.260,w∗1 = 0.469,w∗2 = 0.600,w∗3 = 1.355,w∗4 = 3.424. The associated
primal solution is x∗1 = 0.299, x∗2 = 0.549, and x∗3 = 1.054. Note that Z Lα=1 = ZUα=1 = 50.489 in this example.With the same
solution procedure, we can derive Z Lα for different values of possibility level α. The values of Z
L
α at eleven distinct α values:
0, 0.1, 0.2, . . . , 1.0 are calculated and shown in the second row of Table 1.
The α-cut of the fuzzy profit represents the possibility that the profit will appear in the associated range. The larger the
α value, the lower the degree of uncertainty as indicated in Table 1. Since the fuzzy profit of the problem lies in a range,
different α-cuts show different intervals and the uncertainty level of the profit of the problem. Specifically, α = 0 has the
widest interval yet the lowest possibility, indicating that the profit of the problem will never fall outside of this range. At
the other extreme end of α = 1, it is the most likely profit of the problem. In this example, while the profit is fuzzy, its most
likely profit is 50.489, and it is impossible for its profit to fall outside the range of 37.260 and 67.742.
6. Conclusion
Most production functions in the profit-maximization problem are represented as power functions. Traditionally, the
profit maximization problem is solved by the classical method of calculus. When the production function is represented
as a power function, the profit maximization problem can be treated as a signomial geometric program. Unlike previous
studies, this paper uses fuzzy numbers to represent the uncertain parameters and develops a solutionmethod to finding the
long-run maximum profit for the production function with Cobb–Douglas form.
Based on Zadeh’s extension principle, this paper employs a two-level mathematical programming technique to find
the α-cuts of the fuzzy value of the game. By applying a dual formulation and a variable substitution technique, the
two-level mathematical programs are transformed to ordinary one-level linear programs to enable solving. The α-cuts
of different possibility levels can be used to approximate the membership function. The more α-cuts one calculates, the
better approximation one gets. When the fuzzy data degenerate to point data, the pair of two-level mathematical programs
degenerates to the conventional model of profit-maximization problem. From the theoretical side, this paper shows that
under a fuzzy environment, the profit derived from the model is a fuzzy number as well.
Usually, when some data are only approximately known, one may employ the fuzzy number ranking methods to obtain
crisp values or use the averages to make the model workable. Since only point solutions are obtained, much valuable
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information might be lost. Besides, the decision-maker might be over confident with the actually uncertain result. In this
paper, we employ the α-cuts method to derive the upper bound and lower bound of the profit value at different specific
α-cuts. The numerical solutions for the bounds of the profit values at different α-levels are collected to approximate the
membership function. Since the profit value of the model is expressed by the membership function rather than by point
values, more information is provided to make better decisions.
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