Abstract. In this paper, we consider generalized two variable Eisenstein series. We give analytic continuation and prove modular transformation formulae for them.
Introduction
B. C. Berndt [2] has given analytic continuation for a more general class of Eisenstein series and has proved modular transformation formulae for them. Using these results, he did many things with regard to transformation formulae and infinite series identities. The author [4, 5] , continuing his work, gave analytic continuation for a general class of non-holomorphic Eisenstein series and computed modular transformation formulae for them. In this paper, we consider generalized two variable Eisenstein series. Applying the properties of the confluent hypergeometric function, we give analytic continuation for generalized two variable Eisenstein series. And we compute the modular transformation formula for them. The confluent hypergeometric function 1 F 1 (α; β; z) is defined to be
where (x) n denotes the rising factorial defined by
It is easy to see that
is an entire function of α and β, for fixed z. Employing the integral representation of the function 1 F 1 (α; β; z), we see that [3] , p. 266, for Re β > Re α > 0,
Then the right hand side of (1.1) can be analytically continued to all values of α and β in C. An asymptotic representation of the function 1 F 1 (α; β; z) for large |z| is given by [3] , p. 271,
where |arg z| ≤ π − δ and the plus sign corresponds to Im z > 0 and the minus sign to Im z < 0.
Generalized two variable Eisenstein series
If w is a complex, we choose the branch of the argument defined by −π ≤ arg w < π. We write e(w) for e 2πiw . Let H = {τ ∈ C | Im(τ ) > 0}, the upper half-plane. Definition 2.1. Let τ 1 , τ 2 ∈ H and s, s 1 ∈ C. For Re s > 2, the generalized two variable Eisenstein series G(τ 1 , τ 2 , s, s 1 ; r, h) is defined to be
where the dash means (m, n) = (−r 1 , −r 2 ).
Let λ denote the characteristic function of the integers. For real x, α and Re(s) > 1, let
For a real number x, [x] denotes the greatest integer less than or equal to
where the dash means n = −r 2 . Firstly,
s) . (2.3)
Replacing m by −m and applying a generalization of the Lipschitz summation formula [6] , for Re s > Re s 1 > 1 (Re s > 2),
In a similar manner, for Re s > Re s 1 > 1 (Re s > 2),
Using (1.1) and (1.2), we see easily that the right hand sides of (2.4) and (2.5) are defined for all values of s 1 and s in C when |arg i(
And the function ψ(x, α, s) can be analytically continued to the entire s-plane [1] . Thus G(τ 1 , τ 2 , s, s 1 ; r, h) can be analytically continued to all values of s 1 and s in C when |arg i(
Next we derive the modular transformation formula for G(τ 1 , τ 2 , s, s 1 ; r, h) for all values of s, s 1 ∈ C. Let V τ = V (τ ) = aτ +b cτ +d denote a modular transformation with c > 0 for every complex τ . Let r = (r 1 , r 2 ) and h = (h 1 , h 2 ) denote real vectors, and define the associated vectors R and H by R = (R 1 , R 2 ) = (ar 1 + cr 2 , br 1 + dr 2 ) and
where C is a loop beginning at +∞, proceeding in the upper half-plane, encircling the origin in the positive direction so that u = 0 is the only zero of e −((cτ 1 +d)v+(cτ 2 +d)(1−v))u − e(cH 1 + dH 2 ) (e u − e(−H 2 ))
lying "inside" the loop, and then returning to +∞ in the lower half plane. Here, we choose the branch of u s with 0 < arg u < 2π.
Proof. Replace τ andτ by τ 1 and τ 2 , respectively, in the proof of Theorem 3.2 in [5] . Then the proof is done.
