In this paper, we propose a method for automatically constructing a passage-to-summary dataset by mining the Wikipedia page revision histories. In particular, the method mines the main body passages and the introduction sentences which are added to the pages simultaneously. The constructed dataset contains more than one hundred thousand passage-summary pairs. The quality analysis shows that it is promising that the dataset can be used as a training and validation set for passage summarization. We validate and analyze the performance of various summarization systems on the proposed dataset. The dataset will be available online at https://res.qyzhou.me/.
Introduction
The area of automatic text summarization has received a lot of attention recently (Rush et al., 2015; Cheng and Lapata, 2016; Nallapati et al., 2017; See et al., 2017; Zhou et al., 2017; Tan et al., 2017) . Many recent summarization models are working on two types of input, i.e., sentence level summarization (Rush et al., 2015; Chopra et al., 2016; Nallapati et al., 2016a; Zhou et al., 2017) and single document level summarization (Cheng and Lapata, 2016; See et al., 2017; Nallapati et al., 2017) . The development of these neural network summarization systems requires relatively large datasets (Rush et al., 2015; Hermann et al., 2015) .
The sentence level summarization dataset is constructed automatically by pairing the title and the first sentence in a news article (Rush et al., 2015) . The input sentence and the output title are extracted and cleaned heuristically from Annotated English Gigawords (Napoles et al., 2012) . The document level datasets being used frequently are newswire datasets such as CNN, Daily Mail and NY Times, * Contribution during internship at Microsoft Research. which are usually used to produce several sentences as the summary. However, to the best of our knowledge, no prior work has discussed summarizing a text passage which has the potential use for long document summarization, slides highlight generation (Wang et al., 2017) , language teaching (Huang, 2015) and so on. The above-mentioned datasets are either for sentence or document summarization, which ignores the passage granularity.
In this paper, we introduce a new summarization dataset which aims to explore the passage-tosummary granularity of text summarization task. We make the key observation that in two temporally adjacent Wikipedia page revisions, the passage in the article body and the sentence in the introduction, which are added simultaneously to a Wikipedia page, are possibly a passage-summary pair. Based on this assumption, we mine the English Wikipedia history dump to extract possible pairs. By cleaning and filtering the extracted data, we created a new passage-to-summary (PSG2SUM) dataset which contains 100,118 examples. Quality analysis and the comparison to other summarization datasets show that it is promising that PSG2SUM can be used as a training and evaluation dataset.
The collision between trains 608 and 653 happened on kilometer 8.055 at 17:42 (some sources says at 17:44). The speed of the steam train 608 was about 55 km/h, train 653 about 60 km/h. Both drivers tried to slow in the loose , but it was too late. A passenger steam train 608 at speed 55 km/h abreast collided with a diesel railcar 653 at speed 60 km/h. Our primary contributions are:
• A scalable, language agnostic method to arXiv:2004.02592v1 [cs.CL] 6 Apr 2020 create a passage-to-summary dataset from Wikipedia revision history.
• Fill the granularity vacancy of summarization datasets that we first present an open-domain, passage-to-summary corpus.
• Publicly release of the English PSG2SUM dataset on an anonymous URL for doubleblind review.
• The English version of PSG2SUM dataset will be available online at https://res.qyzhou. me/.
• We validate the performance of various summarization methods on PSG2SUM.
2 The PSG2SUM Dataset
Dataset Creation
Wikipedia maintains the history of its pages which contains a list of the pages' previous revisions 1 . The page revisions have been exploited for some NLP tasks, such as sentence splitting (Botha et al., 2018) , sentence compression (Yamangil and Nelken, 2008) and sentence simplification (Woodsend and Lapata, 2011; Yatskar et al., 2010) Most of the Wikipedia articles have lead sections 2 (also known as the lead or introduction, screenshot available in the Appendix). It serves as an introduction to the article and a summary of its most important contents. Therefore, we pair the passages in the main body and the sentences in the lead section to construct the PSG2SUM corpus. We make the assumption that in a page revision, a sentence added to the lead section is possibly the summary of one passage added to the article at the same time. Based on this assumption, we compare two temporally adjacent revisions of a page to extract the additions.
We first extract and clean text by stripping the Wikipedia markup language (wikicode) using mwparserfromhell 3 . Then the text in the lead section is split into sentences using the sentence splitting algorithm in Moses (Koehn et al., 2007) The sentences are then tokenized with the spaCy tokenizer. We compare the processed two page revisions using Python's difflib to extract the added sentences and passages.
Given all the added sentences S = {s 1 , . . . , s n } in the lead section and the passages P = {p 1 , . . . , p n } in the article, we use some heuristics to mine passage-summary pairs from them. Similar to Rush et al. (2015) , we find the possible candidates by calculating the unigram overlap to ensure the passage-summary relationship. Specifically, for the candidate passage-summary pair (p j , s i ), we first remove the stopwords from both the sentence i and passage j to get (p j , s i ) The candidate score is defined as the overlap rate:
For the candidate sentence s i in the lead section, we choose the passage with the maximum overlap score score ((p j , s i )). To filter out the misaligned passage-summary pairs, we set a minimum overlap rate threshold λ. Specifically, if score ((p j , s i )) is less than λ, we discard the candidate pair (p j , s i ).
Quality and Statistics of PSG2SUM
As the heuristic method cannot guarantee all the pairs are true passage-summary pairs, we manually check the quality of the constructed dataset. We randomly sample 50 examples and label them as the following:
• Good: The sentence is a summary of the given passage.
• Unsupported: The sentence is irrelevant to the passage. Or, some important content cannot be found in the passage, such as dates and places, which makes it not understandable.
Furthermore, we do the same labeling on 50 random examples from the English Gigawords sentence summarization dataset (Rush et al., 2015) which is also created automatically and cleaned with heuristics. As shown in Table 3 , overlap threshold λ = 0.6 is a good trade-off between the Good rate and the corpus size. For the 50 random examples, increase the threshold λ from 0.5 to 0.6 leads to a 12% absolute Good rate improvement with only 6,808 examples filtered. When increasing the threshold λ from 0.6 to 0.7, we only observe 2% Good rate improvement but the corpus size drastically shrinks to 68,070. Compared to the 56% good rate of the successful English Gigawords dataset, we choose the threshold value λ = 0.6. After filtering and cleaning, the final PSG2SUM dataset contains 100,118 passage-summary pairs. We randomly split the dataset into training, validation and testing sets, which have 92,118, 4000 and 4000 passage-summary pairs respectively.
Comparison to Other Datasets
Since 2001, NIST had organized the DUC summarization tasks (Over et al., 2007) . They provided high-quality, human-created document/multidocument summarization datasets. However, DUC dataset is too small to train an abstractive summarization system using artificial neural networks. For example, DUC 2002 task 1 only contains 567 documents associated with around 1.96 references. Therefore, large scale datasets are necessary for training neural abstractive summarization systems.
Abstractive sentence summarization has attracted research focus in recent years (Rush et al., 2015; Toutanova et al., 2016; Chopra et al., 2016; Nallapati et al., 2016a) . Rush et al. (2015) propose constructing a sentence summarization (or headline generation) dataset by pairing the first sentence and the title in a news article. They use the Annotated English Gigawords (Napoles et al., 2012) as the article source. As shown in Table 3 , though the Gigawords corpus contains some noise, it is still useful as a training and evaluation dataset. Considering the Good rate of PSG2SUM is about 10% higher than the English Gigawords dataset, it is promising that PSG2SUM can achieve the same goal.
Recently, newswire websites such as CNN, Daily Mail and NY Times have been used as sources for single document summarization. The NY Times is currently the largest summarization dataset as shown in Table 2 . However, it is bias toward extractive strategies, and limited work has used this dataset for summarization (Grusky et al., 2018) . CNN and Daily Mail (Hermann et al., 2015) have been frequently used in recent document summarization research. These datasets have been used for summarization as is (See et al., 2017) , or after pre-processing for entity anonymization (Nallapati et al., 2017) . Additionally, some systems mix CNN and Daily Mail as training data (Nallapati et al., 2017; See et al., 2017; Paulus et al., 2017) , whereas others use only Daily Mail articles (Cheng and Lapata, 2016; Nallapati et al., 2016b) . Therefore, it would be challenging for systems to make comparisons considering that previous works are using different versions of datasets.
All the above-mentioned datasets, including both the sentence level and the document level summarization datasets, are constructed or labeled using the newswire source, which leads to the fact that they are all in the news domain. The proposed PSG2SUM is constructed with the open-domain Wikipedia (Chen et al., 2017; Yang et al., 2015) . As far as we know, this is the first open-domain text summarization dataset. Table 2 summarizes the key features of existing summarization datasets and PSG2SUM. To the best of our knowledge, PSG2SUM is the first passage-to-summary dataset, which is with the same magnitude with the current frequently used CNN and Daily Mail datasets. The average input length of PSG2SUM is 4.83 sentences 3 Experiments
Models
We evaluate several summary models on the PSG2SUM dataset and the detailed model configurations can be found in the Appendix:
s2s (sequence-to-sequence) is a basic neural text generation model proposed by . In this work, we use the RNN-based s2s model with attention mechanism (Bahdanau et al., 2015) .
s2s+copy is an extension of s2s incorporated with copying mechanism (Gu et al., 2016; Gulcehre et al., 2016) .
PNG (Pointer-Generator Network) (See et al., 2017) is an extension of s2s with copying and coverage (Tu et al., 2016) mechanisms.
LEAD1 extracts the first sentence as the summary. The leading sentences baseline is also a strong baseline on newswire datasets such as CNN, Daily Mail and NY Times.
TextRank (Mihalcea and Tarau, 2004) is an unsupervised extractive method. We use the implementation in the Gensim package (Řehůřek and Sojka, 2010). , 2016) is an extractive neural model with a hierarchy architecture. It predicts the probability of being extracted for each sentence.
NN-SE (Cheng and Lapata

Evaluation Metric
We use ROUGE (version 1.5.5) (Lin, 2004) as our evaluation metric. ROUGE measures the quality of summary by computing overlapping lexical units, such as unigram, bigram, trigram, and longest common subsequence (LCS). Following previous works, we report ROUGE-1, ROUGE-2 and ROUGE-L metrics in the experiments.
Results
We validate various models on the PSG2SUM dataset, including abstractive models (s2s), extractive models (LEAD1, TextRank, NN-SE) and mixed models (s2s+copy, PGN). Table 4 shows the ROUGE evaluation results. We observe that extractive methods perform better in terms of ROUGE Recall. For example, the NN-SE model achieves the best recall performance among all the baseline models, i.e., 43.76 ROUGE-1 recall and 23.19 ROUGE-2 recall. In the meanwhile, the abstractive models achieve better ROUGE Precision scores.
The s2s + copy model has the best precision performance in ROUGE-1, -2 and -L. Surprisingly, we find that using coverage mechanism (PGN) leads to the precision drop but higher recall score (with longer output), although s2s+copy and PGN are statistically indistinguishable in terms of F1 score.
Conclusion
In this paper, we present a heuristic approach to automatic constructing a passage-to-summary dataset, PSG2SUM, by mining the Wikipedia page revision histories. The quality analysis shows that it is capable of being a training and evaluation corpus despite the imperfection that it contains some noise. Experiments on PSG2SUM show that extractive models tend to select longer sentences and achieves higher recall score, comparing with the ab-stractive and mixed models' tendency to generate high precision outputs. A Lead Section of Wikipedia 
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B Model Configurations
B.1 s2s
We use the model architecture introduced in Bahdanau et al. (2015) . The encoder and decoder are built with Gated Recurrent Units (GRU) (Cho et al., 2014) . The encoder is bidirectional, with 256 dimensional forward and 256 dimensional backward backward GRU. The decoder's hidden size is 512. The word vector size of encoder and decoder is 300. We use dropout (Srivastava et al., 2014) rate 0.5 to prevent model overfitting. During training, we use the Adam (Kingma and Ba, 2015) optimizer to learn the model with its default hyper-parameters. The mini-batch size is set to 64. During testing, we use beam search and the beam size is set to 5.
B.2 s2s+copy
The s2s+copy model is based on s2s, and augmented with copying mechanism (Gu et al., 2016; Gulcehre et al., 2016) . The training and testing configurations are identical to the s2s model.
B.3 PGN
We implement Pointer-Generator Networks (PGN) (See et al., 2017 ) based on s2s+copy model by adding the coverage loss function following (See et al., 2017) . The other configurations are identical to the s2s+copy model.
B.4 TextRank
We use the open-source implementation of Tex-tRank in the Gensim (Řehůřek and Sojka, 2010) toolkit. It refuse to summarization passages with less than three sentences. Therefore, we randomly select one sentence as the summary for passages shorter than three sentences.
B.5 NN-SE
We implement NN-SE model as mentioned in the paper (Cheng and Lapata, 2016) . During testing, we select the sentence with highest extraction score as the passage summary. 
C PSG2SUM Data Samples
