Derivative matrix Jordan matrix Vandermonde matrix Hadamard product Star product ( product) Block-matrix inner product a b s t r a c t Special matrices are very useful in signal processing and control systems. This paper studies the transformations and relationships between some special matrices. The conditions that a matrix is similar to a companion matrix are derived. It is proved that a companion matrix is similar to a diagonal matrix or Jordan matrix, and the transformation matrices between them are given. Finally, we apply the similarity transformation and the companion matrix to system identification.
hierarchical identification principle [14] [15] [16] which regarded the unknown matrix as the system parameter matrix to be identified.
A class of important matrices is the companion matrices having four forms: + · · · + a n−1 s + a n , i = 1, 2, 3, 4, where I n represents an identity matrix of size n × n.
According to the positions of the coefficients a i of p(s) in the matrix, we call A 1 the right-column companion matrix, A 2 the top-row companion matrix, A 3 the bottom-row companion matrix, and A 4 the left-column companion matrix.
The natural questions arise in the following:
1. Under what conditions a matrix can be transformed into a companion matrix by a similarity transformation? 2. What are the connections (i.e., transformation matrices) between the companion matrices? 3. How is a companion matrix transformed into a diagonal matrix or Jordan matrix by a similarity transformation?
The rest of this paper is organized as follows. Section 2 derives under what conditions a matrix is similar to a companion matrix and gives the corresponding transformation matrix. Section 3 proves that a matrix is similar to a block companion matrix if it is not similar to a companion matrix. Sections 4 and 5 derive the transformations between a companion matrix and a diagonal matrix or Jordan matrix.
The transformations into the companion matrices
This section discusses under what conditions a matrix is similar to a companion matrix.
The similarity transformation into A 1
For a given matrix A ∈ C n×n , if there exists a nonsingular matrix T i ∈ C n×n such that the similarity transformation:
holds, then what conditions should the matrix A satisfy. The following derives such conditions.
Let e i ∈ C n be the ith column of I n and
Assume that T 
Using the first n − 1 equations in (2), we have
Pre-multiplying the last equation in (2) by T −1 1 and using (3) give
Since the similarity matrices have the same characteristic equation:
+ · · · + a n−1 s + a n = 0, using the Cayley-Hamilton theorem gives
Pre-multiplying by T −1 1 and post-multiplying by b 1 and using (3) give
= −a n e 1 − a n−1 e 2 − · · · − a 2 e n−1 − a 1 e n = [−a n , −a n−1 , .
Using (2) and (6), we have
This can be summarized as the following theorem. 
n×n is a nonsingular matrix, then A is similar to a right-column companion matrix, i.e.,
The similarity transformation into
. . .
Thus, we have
− · · · − a n−1 r n A − a n r n ,
Using the last n − 1 equations in (8), we have
Post-multiplying the first equation in (8) by T 2 and using (9) give
Using (8)- (10), we have
This can be summarized as the following theorem.
Theorem 2. For a given matrix A ∈ C n×n , if there exists a row vector r n ∈ C 1×n such that the matrix
. . . Since A 3 = A T 1 , transposing both sides of (7) gives
Or
where T 3 = (T 
. . . 
The similarity transformation into A 4
Since A 4 = A T 2 , transposing both sides of (11) gives
where
From here, we have the following theorem.
Theorem 4.
For a given matrix A ∈ C n×n , if there exists a column vector l n ∈ C n such that the matrix T , we have
Since |T 1 | = −1 = 0, we have 
The transformations into the block companion matrices
The determinant of the companion matrix equals |A i | = a n . If a n = 0, then rank[
Thus, if rank[A] 2, then
A cannot be similar to any companion matrix. Theorems 1-4 indicate that a matrix A is similar to a companion matrix A i if and only if the matrix T i is invertible. In other words, T i has rank n (i.e., rank[T i ] = n) or T i has n linearly independent columns or rows.
If a matrix cannot be transformed into a companion matrix by a similarity transformation, then it is always transformed into a block companion matrix by a similarity transformation. The following answers this question.
From Theorem 1, we can see that if there does not exist a column vector b 1 ∈ C n such that T 1 has full-rank n, then assume that it has rank n 1 , i.e.,
contains only n 1 linearly independent column vectors. Without loss of generality, suppose that the first n 1 columns are linearly independent and then there exist not zero constants a ij (l) such that the following equality holds:
Choose a nonzero column vector
Similarly, we can always choose the nonzero column vectors
and
About the block companion matrix, we have the following theorem.
Theorem 5. For a given matrix
r such that the matrix
n×n is a nonsingular matrix, then A is similar to a right-column block companion matrix, i.e.,
which is an upper triangular partitioned matrix, the sub-matrices in the diagonal are right-column companion matrices with n i × n i , the sub-matrices above the diagonal are right-column matrices (i.e., all elements except the last column are zero), i.e.,
Proof. Since
Using (14)- (16) and the above equation, we have
When r = 3, n 1 = 4, n 2 = 3 and n 3 = 3, n 1 + n 2 + n 3 = n = 10, we have 
Similarly, we can give the top-row block companion matrix, a bottom-column block companion matrix and left-column block companion matrix.
The transformations between the companion matrix and the diagonal form
An n × n matrix can be transformed into a diagonal matrix (i.e., diagonal form) by a similarity transformation if there exist n independent eigenvectors and such a matrix is diagonalizable. If a matrix has distinct eigenvalues then such a matrix is also diagonalizable. The following discusses similarity transformations between the companion matrices and the diagonal form.
Define the Vandermonde matrices [17, 18] :
Theorem 6. Assume that the companion matrix
4 . This theorem indicates that the companion matrices with distinct eigenvalues are always similar to a diagonal matrix.
Proof. Let
Expanding gives
Taking l 1j = 1, we have
Thus, we have T 3 = V 3 and
Transposing gives V
. Let
Taking t nj = 1, we have
Thus, we have T 2 = V 2 and
Transposing gives V 
The transformations between the companion matrix and the Jordan form
A matrix that cannot be transformed into a diagonal matrix by a similarity transformation can be always transformed into a Jordan matrix (i.e., Jordan form). The following discusses linear transformations between the companion matrices and Jordan forms.
If the companion matrix A i ∈ C n×n has n same eigenvalues λ and a unique independent eigenvector, then A i is not diagonalizable but can be transformed into a Jordan form. Define a special matrix (row derivative matrix):
and a special matrix (column derivative matrix):
where f (λ) ∈ C 1×n is a row vector function of λ, p(λ) ∈ C n is the column vector function of λ. When f (λ) and p(λ) take some special forms, F i and F j have simple inverse matrices F 
If take
, then from (17), we have 
which is a unit lower anti-triangular matrix with the anti-diagonal elements 1 and whose jth column consists of the terms of (1 + λ) j−1 . Its inverse matrix is given by
which is a unit upper anti-triangular matrix with the anti-diagonal elements 1.
If take p(λ)
n , then from (18), we have 
which is a unit upper anti-triangular matrix with the anti-diagonal elements 1 and whose ith row consists of the terms of (λ + 1) n−i . Its inverse matrix is given by
which is a lower anti-triangular matrix with the anti-diagonal element 1. (18), we have 
which is a unit lower triangular matrix with the diagonal elements 1 and whose ith row consists of the terms of (λ+1)
which is a unit lower triangular matrix with the diagonal elements 1.
If take
, then from (17), we have . . .
which is a unit lower triangular matrix with the diagonal elements 1 and whose jth column consists of the terms of
n−j and
Theorem 7. Assume that the companion matrix A i ∈ C n×n has n same eigenvalues λ, then there exists a nonsingular matrix
This theorem indicates that the companion matrices with all the same eigenvalues are always similar to a Jordan matrix.
Proof. This theorem includes four cases with i = 1, 2, 3 and 4.
1. For the case with i = 1, let
The last row and the first n − 1 rows are
From (19), we have
From (20), we have
When i = n − 1 and taking r n−1,1 = 0, using (21), we have
Hence, we have
When i = n − 2 and taking r n−2,1 = 0, using (23) and from (22), we have
When i = n − 3, n − 4, . . . , 2, 1, from (22), we can find r i . Thus, we have
2. For the case with i = 2, let
Referring to the proof of Theorem 6 and from (25), we have
From (26), we have
When j = 2 and taking l n2 = 0, using (27) , we have
When j = 3 and taking l n3 = 0, using (29) and from (28), we have
When j = 4, 5, . . . , n, from (28), we can find l j . Thus, we have
3. For the case with i = 3, let
Referring to the proof of Theorem 6 and from (31), we have
From (32), we have
When j = 2 and taking l 12 = 0, using (33), we have
Hence,
1 0
From (37), we have
From (38), we have
When i = n − 1 and taking r n−1,n = 0, using (39), we have
When i = n − 2 and taking r n−2,n = 0, using (41) and from (40), we have
When i = n − 3, n − 4, . . . , 2, 1, from (40), we can find r i . Thus, we have
. . . Because A 3 has the eigenvalue λ = −1 with multiplicity 6, it can be transformed into a Jordan matrix. Construct It is easy to test If the bottom-row companion matrix A 3 ∈ C 7×7 has three eigenvalues µ and four eigenvalues ν, then we have 
Applications
In the area of system identification [19] [20] [21] [22] [23] [24] [25] [26] [27] , one task is to estimate the parameter matrix/vectors of the state space model:
x(t + 1) = Ax(t) + bu(t),
y(t) = cx(t), t = 0, 1, 2, . . .
where x(t) ∈ R n is the state vector, u(t) ∈ R is the system input and y(t) ∈ R is the system output, and A ∈ R n×n , b ∈ R n and c ∈ R 1×n are the parameter matrix/vectors to be identified.
According to Theorem 3, if the matrix = A 3x (t) +bu(t),
y(t) = cT 3x (t) =cx(t), (46) is called the observability canonical form in system and control, and contains only 2n parameters in A 3 andb because A 3 is a bottom-row companion matrix with n parameters andc is a unit vector. Therefore, it is simpler to identify the system in (45)-(46) than the system in (43)-(44) after the similarity transformation, using the input-output data {u(t), y(t)}.
