We focus on comparing different modelling approaches for intensive longitudinal designs. Two methods are scrutinized, namely the widely used linear mixed model (LMM) and the relatively unexplored Ornstein-Uhlenbeck (OU) process based state-space model. On the one hand, we show that given certain conditions they result in equivalent outcomes. On the other hand, we consider it important to emphasize that their perspectives are different and that one framework might better address certain types of research questions than the other. We show that, compared to a LMM, an OU process based approach can cope with modelling inter-individual differences in aspects that are more substantively interesting. However, the estimation of the LMM is faster and the model is more straightforward to implement. The models are illustrated through an experience sampling study.
Introduction

Intensive longitudinal data designs
New data collection strategies can provide a solid basis to achieve a greater ecological validity in the measurement of psychological phenomena (Walls, Jung, & Schwartz, 2006) . With modern technological devices, such as wearable computers or mobile phones, one can easily collect large volumes of longitudinal data from several individuals, in this way jointly measuring intra-and inter-individual variation. A typical example is the experience sampling method (Bolger, Davis, & Rafaeli, 2003; Csikszentmihalyi & Larson, 1987; Russell & Feldman-Barrett, 1999) , in which measurements from several individuals are acquired frequently in a natural setting. Typically, the participants of an experience sampling study carry a handheld computer, which beeps them several times a day according to a certain time scheme (preferably random or semirandom) and upon the beep the individual has to answer to a set of questions. The outcome of such a study consists of numerous waves of measurements for several individuals, and such data have been called intensive longitudinal data (ILD; Walls et al., 2006) .
ILD have some particular characteristics. First, the number of waves does not need to be (and often is not) equal for the participants, leading to unbalanced data. Second, the spacing of the data waves is very often unequal. Third, the participants might not share the same data collection schedule (i.e., a time unstructured design).
Besides the formal properties of the design, ILD are useful because they allow us to investigate different sources of variation both within and between individuals. Sources of variation that can be localized within individuals are measurement error, serial dependency, and variability due to the heterogeneity of within-person situations. Apart from intra-individual variation, individuals tend to differ on a variety of aspects (e.g., with respect to mean level and sizes of intra-individual variation).
As an example of such ILD collected through an experience sampling study, we will analyse a subset of a data set from the field of emotion research (Kuppens, Oravecz, & Tuerlinckx, 2010) . The study focused on exploring the changes in individuals core affect (Russell, 2003) , which is a consciously accessible momentary feeling of one's pleasure and activation level. In our application, we will analyse 50 measurements collected for a sample of 60 persons during a single day. In such a design, we definitely have to take into account different sources of variation, such as intra-individual variation and serial correlation structure. Moreover, it is of considerable interest to find out whether individuals differ with respect to these key terms.
Methods for ILD analysis
Different data analytic frameworks can exhibit different merits when they are applied to analyse ILD. We consider it useful to give a short overview of the possible approaches before we set the actual focus of the paper. Note that we restrict our focus to models for continuous outcomes.
A first method to consider is classical time-series analysis (TSA; e.g., Shumway & Stoffer, 2006) . In many intensive longitudinal designs, the length of each individual's measurement chain would permit a TSA. However, it is important to note that the great bulk of the classical TSA models (i.e., the ARIMA models) have been developed for equally spaced measurements. Moreover, while an interesting aspect of ILD lies in the opportunity to investigate and explain individual differences in terms of covariates, these models do not focus on these substantively meaningful problems. Although this framework is a possible candidate for ILD analysis, it will not directly be in the focus of the current paper.
A second method is structural equation modelling (SEM; e.g., Bollen, 1989; McArdle, 2009 , for a recent overview). The SEM approach is well developed and widely used in social sciences for exploring inter-individual variation, using latent variables to represent individual differences. The latent variables in the majority of the SEM models are assumed to be equally spaced, although they can be fitted for unequally or equally spaced data as well (McArdle, 2009 ). However, in ILD designs, this approach may not be feasible. First, assuming a large number of latent variables (because there are many measurements) may lead to numerical problems. Second, it may be important to take into account the time lag when modelling the latent states if one believes that there is a truly continuously changing latent process. An additional problem may be that in ILD one often encounters a larger number of observations than individuals, and this may result in a singular covariance matrix (for a summary of the problem and a possible solution, see Hamaker, Dolan, & Molenaar, 2003) . Although this framework provides a large variety of models, some of them are actually very close to the linear mixed model (LMM) framework which we discuss in this paper (see Skrondal & Rabe-Hesketh, 2004 , for more information). For these reasons, we do not focus on SEM in the current paper.
A third widely used method to analyse longitudinal data is the LMM framework (Laird & Ware, 1982; Verbeke & Molenberghs, 2000) , developed primarily in biostatistics (see Verbeke & Molenberghs, 2000) and educational research (Raudenbush & Bryk, 2002) . Depending on the area, the LMM is also called a multi-level and hierarchical model. LMMs can handle unequally spaced measurements and provide possibilities to analyse the different sources of variation listed above. This approach will be analysed further in this paper.
Finally, state-space models can also be used to analyse ILD. The core of this approach is to express the change by two sets of equations: a dynamic equation describing the changes in the true score of the variable and an observation equation which links the latent variables to the observed data. Note that the general set-up bears some resemblance to the SEM framework, in which a similar distinction is made between the structural and observation part. Therefore, some state-space models -especially the discrete time variants -can be translated into a corresponding SEM model (McCallum & Ashby, 1986) . In addition, the transition equation in a discrete time state-space model is related to a (possibly multivariate) time-series model for the latent data. Besides, there are close links between the state-space framework and the LMM, as has been demonstrated by Jones (1993) and Jones and Boadi-Boateng (1991) .
Despite the communalities between the state-space modelling framework and other models, it is treated separately since it comprises a broad class of models. In this paper, we will consider a particular instance of this class, the hierarchical Ornstein-Uhlenbeck (OU) process (or HOU model) recently proposed by Oravecz and Tuerlinckx (2008) and Oravecz, Tuerlinckx, and Vandekerckhove (2009a) based on earlier work by Oravecz, Tuerlinckx, and Vandekerckhove (2009b) and which can be seen as a state-space model in continuous time. It is different from typical state-space models because it allows for individual differences in all levels of the model, not only in the mean structure but also in the variances and serial dependencies. The HOU model will be explained in detail in Section 2.2.
Aim of the study and overview
The main goal of the paper is theoretical. We aim to compare the LMM with the HOU model to find the conditions under which they are equivalent and when they yield different results. Such an exploration should help in clarifying what the models can do and how they should be interpreted. It may also help to understand when one model is preferred over the other. For example, as we will see, the LMM provides a flexible and straightforward way of exploring inter-individual differences in the mean trajectory over time, while the main benefit of the HOU model based approach is to explore individual differences with respect to the dynamical properties of change, such as the serial correlation.
We also have a more pragmatic subgoal. In recent decades, estimation routines have been developed for the LMM using direct optimization of the likelihood. These routines have been implemented in many general purpose software packages (e.g., SAS, SPSS, R). The hallmark of these programs is that they work rapidly for a large amount of data. On the other hand, the inference for the relatively new HOU model is done in a Bayesian framework relying on Markov chain Monte Carlo techniques (see Robert & Casella, 2004) , which have been applied to other stochastic differential equation models as well (De la Cruz-Mesía & Marshall, 2003 Golightly & Wilkinson, 2006 ). An advantage of the Bayesian inference method in the case of the current model is that it uses exact conditional densities of the latent states in setting up the likelihood, so there is no approximation step involved. We will provide software codes for fitting both types of models in Appendices A-F. Although inference for the HOU model works well (see Oravecz & Tuerlinckx, 2008; Oravecz et al., 2009a) , it is much more computer and time intensive than fitting an LMM. For this reason, if under some circumstances both models tend to be equivalent or nearly equivalent, one may make use of existing LMM software to fit the HOU model.
The remainder of the paper has the following structure. We start by providing a general description of the two frameworks. Some exact or approximately equivalent representations are derived. Then an experience sampling data set is used to illustrate the derived results. Finally, we close the paper with some conclusions and a discussion.
Introducing the LMM and the HOU models
The LMM model
In the LMM framework, the repeated measurements are modelled using a linear regression model, in which some of the parameters are constant over individuals and others are subject-specific. The constant parameters are called fixed effects and the subjectspecific effects are assumed to be drawn from some distribution (mostly the normal) and are called random effects. The random effects reflect the natural heterogeneity in the population and represent a deviation from the mean in the population. ⑀ * as its variance. The residuals and the random effects are assumed to be independent of each other (in addition, the residuals are independent of one another). Note that in order to distinguish the parameters of the LMM and the HOU model, we add an extra asterisk ( * ) to every LMM parameter.
With respect to the mean structure of the model and the subject-specific deviations from it, the model as presented in equation (1) (with * > 0) and is illustrated in Figure 1 . The steepness of the decay in the autocorrelation is determined by the parameter * . It is important to note that in the LMM framework it is customary to assume that the serial correlation effect is a population phenomenon, and independent of the individual (Verbeke & Molenberghs, 1997) .
The HOU model
The HOU model builds further on the recent work of Oravecz et al. (2009b) who introduced an OU stochastic process based hierarchical model that is directly observable (hence without any measurement error). The model of Oravecz et al. (2009b) is based on the work of Blackwell (2003) and Brillinger, Preisler, Ager, and Kie (2004) , who applied a (single, non-hierarchical) OU process for modelling animal movements.
A straightforward way to present the HOU model would be to write the transition and observation equation, with the former containing the OU stochastic differential equation (OUSDE) representing the continuous time random change on the state level. However, because the OUSDE is one of the few stochastic differential equations with a closed-form solution, it is clearer to present the solution of the equation directly at the state level. 
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The model then becomes with Y ps standing for the observation for person p at occasion s and ps denoting the time difference between two consecutive measurements (see Section 2.1 for its definition). Equation 3 represents the transition equation of the state-space model by describing the changes in the 'true score' ps . The parameter p represents the mean level of the latent process (sometimes also called the attractor level or home base). The random innovation ps in equation (3) is normally distributed as
The somewhat complex variance term appears as such in the solution of the OUSDE; we will give a more detailed description later. Equation (4) of the HOU model adds measurement error to the 'true position' in order to get the observed data. This observation equation relates this part to the observed data by adding a measurement error ⑀ ps sampled from N(0, 2 ⑀ ). In some cases, it is helpful to rewrite the dynamic equation part of the HOU model by subtracting the mean level from both sides, arriving at a zero mean process ps :
The mean can then be added to the observation equation:
With this representation, it is more straightforward to derive the autocorrelation function of the process (see the exact derivation in Appendix A), which equals e − p ps . The same autocorrelation function holds for the original non-zero centred process ps . The autocorrelation is determined by p (with p > 0). If we keep the elapsed time ps fixed, and increase p , we can see that a higher value of p causes the autocorrelation function to approach 0, hence the position of the process ps will be very close to 0 (or ps close to p ). On the other hand, a low value of p causes the autocorrelation to approach 1, hence ps stays close to p,s−1 . Therefore, the parameter p can be interpreted as an adjusting force or centralizing tendency, controlling how strong the adjustment is to the mean level.
If we let the process run for a very long time (i.e., let ps →∞), it converges to a normal limiting distribution with p as its mean and ␥ as its variance. Hence, ␥ can be defined as the variance of the equilibrium distribution and can be interpreted as the true intra-individual variance.
Two remarks are in order. First, note that in this general formulation of the OU process we allow the parameters p and p to be person-specific but we have not yet assigned distributions to them. The reason is that we will first examine the equivalences with the LMM and then conclude what we may derive about the distributions for the random effects in the HOU if we assume that the random effects in the LMM are normally distributed. The reason for taking the LMM as a starting-point and concluding what the consequences are for the HOU is that in practice the LMM with normally distributed random effects will be used as a proxy for the HOU, and then it is important to know what the implications are for the HOU model. Second, we do not consider the variance parameter ␥ to be person-specific right now since variances cannot be modelled as a random effect in a LMM and it is not possible to transform the parameter out of the variance part of the model into the mean level.
To conclude these observations on the HOU model, we remark that substantive covariates x ps and z ps can be included as well. Howevers in the first instance, we will try to examine the equivalence between the LMM from equation (1) and the HOU from equations (3) and (4), without adding additional covariates in the HOU model.
Equivalences between the LMM and HOU for equally spaced data
No individual differences
To give a general idea of our working method, we start out from a very simple regression model with equally spaced observations and no individual differences (i.e., no random effects). Also, let us assume for now that there is no observation error in the HOU (so that Y ps = ps ). The equal time differences will be denoted by . We can then formulate the following simplified version of the HOU model:
Now, we rearrange its terms and equate it to a simple fixed effects model (hence with no random effects) in which we use the previous observation as a predictor:
where the distribution of ⑀ * ps is similar to the already introduced formulation in equation (1) (hence, we do not yet consider a split in two residual terms as in equation (2)). The covariate x ps from equation (1) equals Y p,s−1 , that is, the previous measurement for person p. An easily solvable system of nonlinear equations can then be derived:
The solution of this system shows how to transform the parameters of the regression model into the parameters of the HOU:
As we can see, the HOU parameters can be recovered exactly based on the regression estimates, apart from the positivity restriction on in the HOU model. In an application, one replaces the parameters by their estimates and the standard errors of the transformed parameters can be approximated using the delta method (see Agresti, 2002) .
Often, there is good reason to add (possibly time-varying) covariates. If we include such a covariate in the HOU model, denoted as x ps , we obtain Adding the covariate evidently only affects the mean structure. Then we can write out the equation system in the same manner as above. After solving it, we can see that nothing changes for the parameters already introduced (see equations (9)- (11)) and the regression coefficient of x ps in the HOU can be obtained by The linear regression model thus provides a straightforward way to estimate the parameters of the HOU model and the two models can again be considered equivalent. Because adding covariates does not pose additional problems, we will not consider the issue further in order not to complicate matters unnecessarily.
We note here that in some cases, it is also customary to centre a predictor in a LMM. If in the LMM one centres the predictor (i.e., grand mean centring: see Raudenbush & Bryk, 2002) , then the regression model has the following form:
The centred LMM can be obtained by approximating the second parameter in equation (8) by the sample meanŶ, and the corresponding HOU model has an easily interpretable equivalence, namely:
After grand mean centring, the LMM intercept ␤ 0 can be interpreted as , the mean level of the HOU model.
Individual differences in the mean level
Although we have been calling the models HOU and LMM, there has been no hierarchical or random part in the equations up to this point, since we have only looked at examples without differences between the units. Let us now add individual differences in the HOU model. First, let us assume that the parameter of the HOU model can differ among individuals, such that we can write that p = + m p . At this point, we do not specify a distribution for the person-specific parameter m p yet. Instead, we will approximate the model with the LMM in which all random effects have a normal distribution and then deduce what this implies for the HOU parameters. We write out the HOU model, rearrange the terms, and equate it with a corresponding LMM (i.e., a random intercept model) the following way:
, as is standard for a LMM. Again, we can derive a system of equations, solve it and find that there is an exact equivalence between the two models. For the fixed effect parameters , , and ␥ , the same formulas as in equations (9)- (11) 2 . This makes perfect sense as a distribution on m p .
Individual differences in the mean level and in the autocorrelation
Next, we make the autocorrelation parameter person-specific as follows: p = + a p . Because is restricted to be larger than zero, this assumption is not the most suitable one, but it is pragmatically motivated since it simplifies the derivations considerably. Unfortunately, the LMM is now no longer exactly equal to the HOU. But we can see that the equivalence approximately holds between the two models (by using a first-order Taylor series expansion):
where we have made use of the following approximation (based on the first-order Taylor series expansion e −x ≈ 1 − x): e −( + a p ) = e − e −a p ≈ e − (1−a p ). This is justified for a p small enough, say a p < 0.5. The magnitude of the product will depend on the size of a p and also on the time difference . For example, if we take a time difference of 2 hours, due to the characteristics of the exponential autocorrelation function, the autocorrelation values of 0.9 and 0.1 correspond to values ∼0.05 and ∼1.15, respectively. Then for a p values smaller than 0.25, our method provides a good approximation. For values outside this range, the LMM approach will lead to an underestimation of the HOU parameters (because the linear approximation is smaller than the exponential target). As we will see, this might prove to be a serious disadvantage when there is substantial inter-individual variation in the autocorrelation parameter. With respect to the distribution of the random effects, in the LMM framework it is assumed that the random intercept and slope are jointly normally distributed:
As before, and can be equated to the LMM parameters as is specified in equations (9) and (10). For the random effect a p , we can see that it is equal to the following function of LMM parameters and random effects:
Since this is a simple rescaling of the normally distributed random effect b p2 , the distribution of a p is also normal:
For the other random effect m p , the situation is somewhat more complicated:
This shows that m p is expressed in terms of a ratio of two random variables, so that the distribution of m p is no longer exactly normal. However, we can approximate the moments of m p and can simulate its distribution; see the corresponding derivations and simulations in Appendix B.
Finally, we encounter a problem with the variance of ps for person p, since it depends on a p (see equation (5) The corresponding derivations can be found in Appendix C.
To summarize, we have used the foregoing derivation to demonstrate the relation between the LMM and the HOU: first we linearized the random effect on , next we approximated the distribution of m p , and finally we set the person-specific variability of the error term equal to its expectation. Because of these approximations, it is good to check the overall equivalence of both models. For this purpose, we generated data according to the HOU, fitted the LMM, and used the conversion formulas to transform the results back to the HOU parameter scales.
We simulated data under the HOU model for 50 individuals, each having a time series of 50 equally spaced measurements ( was arbitrarily set equal to 0.3, but any other value could have been chosen). In the simulations, the mean level and the autocorrelation were allowed to vary randomly across persons as follows: p = + m p and p = + a p , where we assumed normal distributions for the random effects (see Table 1 for the precise values). The parameter estimates were found based on an LMM with random intercept and slope (estimation was done with the SAS procedure PROC MIXED; see the program script in Appendix D). Having obtained the LMM estimates, they were converted into the HOU estimates based on the equations presented above. Table 1 shows the averaged recovered estimates of 10 replications. It can be seen that the HOU parameters were recovered reasonably well. However, as the value Var(a p ) (i.e., the variance of the random effect on ) increases, the approximation for this parameter is negatively biased, due to the linear approximation for e a p , as described above. Table 1 . Simulation results with equally spaced data, random effect on and As a conclusion in certain cases, use of the LMM as a way of roughly estimating the HOU parameters seems to be justified. On a more fundamental level, the two models can be considered equivalent when there is no random effect or only a single random effect on the (mean level) parameter. The two models are nearly equivalent when there are random effects on both (mean level) and (autocorrelation). When the variability in a p is not too large, the LMM can be used as a proxy for the HOU.
Two remarks should be made with regard to our analysis. First, we have not discussed the case of only random effects in the autocorrelation separately, but from the analysis above, it can be deduced that this is another case in which the relation is only rough. Second, we did not turn the third HOU parameter, ␥ (i.e., the intraindividual variation), into a random effect. The reason is that it is impossible to estimate the population variation regarding this aspect of the model with the LMM because it will only affect the variation of 2 * ⑀ which is assumed to be constant. It shows, however, that the LMM is less well equipped to handle sources of person-specific variability.
In the next section, we will allow for unequal time differences between the measurements and additional measurement error.
Equivalences between the LMM and HOU for unequally spaced data
Individual differences in the mean level
If the measurements are not sampled at equal time intervals, using the previous position as a predictor to account for the autocorrelation structure of the data can lead to inaccurate results. As a demonstration, a simulation study similar to the previous one was set up, the only difference being that now the simulated data were not equally spaced, but the time difference varied uniformly between 0.01 and 1 h (the computer script used was similar to that in Appendix D). To be able to use the conversion formulas and express the estimates in terms of OU parameters, we used the average time difference for , namely 0.5 h. Table 2 displays the results. We can see that the autocorrelation parameter and its random effect were both heavily underestimated. Table 2 . Simulation results with unequally spaced data, random effect on and , and the estimates are calculated by using the average time difference However, the LMM framework is able to include serial correlation even when the measurements are unequally spaced, by means of an adequately defined residual term (see equation (2)). An additional advantage of such a model is that we can separate the variation due to the measurement error from the variation due to the serial correlation component.
Let us start from the HOU model as specified in equation (7) (16) and (17) can be equated term by term.
To verify our claim that both models are equivalent, we ran simulations to check how well the LMM model can recover the parameters from the HOU model that was used to simulate the data. The size of the data set was set to 50 individuals with 50 observations each for every simulation and with no missing data. We set the time scale to hours and the time difference uniformly distributed between 0.01 and 1 h, thus mimicking a typical experience sampling design. Again, SAS PROC MIXED was used to estimate the LMM parameters; see the fitted computer script in Appendix E. Different parameter values were chosen and 10 simulations were run with each setting. Table 3 displays the simulated values, with the averaged recovered estimates of the 10 simulations in parentheses. In the four settings, the level of the measurement error was increased step by step, keeping the rest of the parameters fixed. As we can see, even with a rather increased noise level, the parameters were recovered sufficiently. Our final conclusion is that the LMM approach was able to estimate the parameters of an HOU with a fixed autocorrelation structure (across persons). Table 3 . Simulation results with unequally spaced data with random effects on the mean parameter ()
Individual differences in the mean level and in the autocorrelation
By analogy with the previous section where the time differences were equal, we may wonder what happens with unequal time differences and a model with both random mean level and autocorrelation. The problem is that the LMM cannot incorporate both unequal time differences and random autocorrelation and thus we may ask how the parameter estimates are affected. We have run some simulations to investigate this problem. The simulations followed the same settings as before: the time difference was uniformly distributed between 0.01 and 1 h, SAS PROC MIXED was used to estimate the LMM parameters (the computer script in Appendix E was used again) and 10 simulations were run for each condition. However, now the only difference among the conditions was in the value of Var(a p ) (i.e., the variance of the random effect on ). Thus the stochastic contribution had a person-specific component, a p :
and Y ps was defined as in equation (16). The results of the simulations are displayed in Table 4 . We can observe that as the variance of the random effect of a p increases, the estimates of become slightly worse. Also, the estimated level of the measurement error increases as we raise the value of Var(a p ), although we did not change this parameter over the simulations. We can thus conclude that having a random person-specific effect in the autoregressive structure adds an extra bias to the autoregression parameter estimates, but the LMM method still does well in recovering the true values for most of the other parameters. Thus the model misspecification only has a local effect since the parameters not related to the autocorrelation are hardly affected. However, the disadvantage of this approach is that it gives no idea of the presence and size of the inter-individual differences in the autocorrelation structure. Table 4 . Simulation results with unequally spaced data with random effects on the mean parameter () and on the autoregression () parameter
Individual differences in the mean level and in the intra-individual variance
Additionally, in applications such as experience sampling studies, by calculating samplebased intra-individual variance (which can be considered a rough estimate of the ␥ parameter of the OU process) for the different persons, people are shown to exhibit variety. Moreover, some studies have shown (e.g., Kuppens, Van Mechelen, Nezlek, Dossche, & Timmermans, 2007 ) that if the sample-based person-specific intra-individual variances are calculated and correlated to some covariates, interesting associations might be revealed. Therefore, when the focus of the research is on inter-individual differences, we can take advantage of the OU approach in which the intra-individual variance parameter (␥ ) can be turned into a random effect (such as
Such an extension is not customary in the LMM framework: the corresponding LMM parameter * 2 is specified through the elements of the serial covariance matrix and * 2 is typically regarded as a population phenomenon.
To get some insight into the effect of inter-individual variation in this parameter, we again ran some simulations with the usual basic settings. SAS PROC MIXED was used again to estimate the parameters (the script used can be found in Appendix E), and the results are displayed in Table 5 . We found that even if there is some difference among individuals with respect to their intra-individual variation (Var(g p ) ranged from 0.01 to 6), the LMM recovers all parameters sufficiently, and with respect to ␥ it recovers the population mean. Again, the only disadvantage here remains that in the LMM approach we neglect possible individual differences in the intra-individual variation parameter. Table 5 . Simulation results with unequally spaced data with random effects on the mean parameter () and on the intra-individual variance (␥ ) parameter 4.4. Individual differences in the mean level, autocorrelation, and intra-individual variance Finally, we can let all HOU parameters be random at the same time. Table 6 displays the results of simulations with random effects on the mean parameter (), on the autoregression () parameter, and on the intra-individual variance (␥ ) parameter. The settings of the simulation study are similar to those of the studies reported above and SAS PROC MIXED was used to recover the parameters (see the computer script in Appendix E). As we can see, when the two random effects are not modelled by the LMM (a p and g p ), it is mainly the variability of a p that influences the recovery of the autoregression parameter . The other parameters are to a large extent not affected and the manipulation of Var(g p ) does not have a large influence (which was already the case when g p was the only unmodelled random effect). Table 6 . Simulation results with unequally spaced data with random effects on the mean parameter (), on the autoregression () parameter, and on the intra-individual variance (␥ ) parameter
Illustration of the relationship between the LMM and the HOU model in an experience sampling study
To illustrate the findings and the types of research questions which these models can address, we present an application of some of the models discussed to an experience sampling study. In the study, students carried a palmtop and were asked 50 times (at semirandom time points) during a single day to report their core affect. Core affect consists of a hedonic (pleasure-displeasure) and an arousal (deactivated-activated) dimension and is an important theoretical concept in the psychology of emotion (Barrett, Mesquita, Ochsner, & Gross, 2007; Russell, 2003) . To measure it, a person has to report their current core affect by locating it in a two-dimensional space defined by the axes pleasure and activation (the resulting measurement was a score from 1 to 99 on each axis but then rescaled by dividing the score by 10). In this paper, we analyse the activation measurements taken from 60 students.
A major difference between the previously introduced simulation studies and this application is that here we do not know the true model behind the data. Thus we cannot observe the effect of allowing for random effects in such a systematic way. However, we can still fit several possible models to the data set and compare the results. Given that the data have unequally spaced measurements, models taking this aspect into account are to be preferred. However, we will also discuss models that are based on equal time intervals for the sake of comparison. The unequally spaced time points were determined in a semi-random way: the gap between consecutive measurements is between 0.90 and 401.15 min. On average, 17.27 min elapsed between consecutive time points and the standard deviation was 11.90.
In total, eight models were fitted to the data and Table 7 shows the results. The upper four rows refer to the models fitted to the unequally spaced data, and for the lower four rows the time differences are assumed to be constant (and set equal to the average time difference of 0.28 h). The LMM parameters are estimated using SAS PROC MIXED (for the first model the corresponding script can be found in Appendix E, and for the second in Appendix D), which returns the maximum likelihood estimates. The different versions of the HOU model are fitted in WinBUGS; the corresponding scripts can be found in Appendix F (altogether five of them, following the order in which they appear in Table 7 , and for the last (sixth) OU model for equal time differences the same code was used as for the one with unequal time differences (the third one with all parameters person-specific), to facilitate their comparison). In order to facilitate comparison with the maximum likelihood method, we report the expected a posteriori estimate (the mean of the posterior distribution) for each of the parameters of interest. In addition and also for reasons of comparison, all parameter estimates were converted to HOU parameters.
In the LMM case, the model fitted with unequal time differences cannot contain a random effect for the autocorrelation parameter (therefore the entry for Var(a p ) contains 'np', for 'not possible'). If it is possible to estimate the variance of the random effect, but it is not done, the cell entry becomes 'ne' for 'not estimated'. For both the equal and unequal time interval methods, three versions of the HOU are estimated. The first HOU model is presented in equation (16) and does not allow for individual differences either in the intra-individual variance or in the autocorrelation. In the second HOU model (see equation (5)), the autocorrelation may differ across individuals (but not the intra-individual variance). The final HOU model is unrestricted and allows for individual differences at all levels. The same type of OU models are fitted by using the average time Table 7 . Results from the experience sampling data set using LMM and HOU models
Comparing the LMM and the HOU model 151 difference. In this way we consider the observations equally spaced. For this case, we can also estimate an LMM model which allows a random effect on the autoregression parameter. The second half of Table 7 displays the estimated results of these simplified models.
Although the statistical inference framework is different for the two models (frequentist vs. Bayesian), Table 7 indicates that the corresponding models give very similar estimates with respect to the mean level (i.e., and its uncertainty). In general, we can see that the participating students on average do not feel very activated (since the neutral point is 5) and the variance of the intercept ( 2 ) indicates that there is some inter-individual variation with respect to the average activation level. Only the HOU with individual differences in the mean level and autocorrelation but not the variance has a slightly lower estimated (both for equal and unequal time differences), but it still is in the overall range of uncertainty. Further steps can be taken to model the mean structure more extensively (e.g., by allowing for to vary over time), but we will not do that here.
With respect to the other parameters and uncertainty estimates, the variation across models is much larger than for the mean and the result depends much more on the chosen model. Nevertheless, a number of general issues should be emphasized. First, when the inter-individual variability of a p (i.e., Var(a p )) is estimated, it is quite large (around 2.5 for the unequal time difference models and around 1.5 for the equal time difference models). In addition, it should be noted that there is also quite some interindividual variability in intra-individual variance (i.e., the estimate of Var(g p ) is around 5.9). Such large variances indicate that it is important to take these individual differences in variability parameters into account.
Second, the variability of the autocorrelation (i.e., variance of a p ) and the measurement error interact with each other. If the variance of a p is not taken into account, the variability due to serial correlation shows up in the measurement error. This is especially notable in the unequal time difference models: without Var(a p ), the measurement error variance is about 1, but when estimating Var(a p ), the measurement error variance drops to about 0.2.
Third, the equal and unequal full HOU models give very similar results. This is due to the fact that for this data set there were very many measurements taken, such that the bulk of the inter-measurement times was concentrated around the mean. Taking the two previous issues together, we may distil the following advice: it is better to equalize the time differences than to ignore the inter-individual variability in autocorrelation.
Discussion
In this paper, our aim has been to provide a comparison of the traditional LMM approach and a more recent dynamical model for investigating ILD, the HOU model. In short, we can conclude that there are equivalences and approximate equivalences between both models. With equal time differences, only individual differences in the mean level and no measurement error, both models are exactly equal. The models are also equivalent under unequal time differences, only individual differences in the mean level but with measurement error. Altering any one of the conditions leads to a breakdown in equivalence. Of crucial importance is the size of inter-individual variation in the autoregression parameter (i.e., Var(a p )), because if it is large, the two models diverge with respect to the results.
In sum, there is a clear difference between the two model frameworks. The LMM approach focuses on the mean structure of the data and provides an efficient (and computationally fast) method for analysing it. However, if one is genuinely interested in the dynamic structure of the change over time and the inter-individual variation therein, the HOU is clearly more suitable. In such a case, the limitation of the LMM approach is apparent: it is only for equally spaced data that the autoregression parameter can be turned into a random effect, although in this case the residual variation cannot be split further into measurement error and intra-individual variation. Alternatively, applying the HOU approach offers a wider range of possibilities for modelling the dynamical properties. Random effects can be introduced with respect to the mean, autoregression, and intra-individual variation, and variation given by the measurement error can be separated from these factors. All in all, depending on the inclinations of the researcher, a model with the proper focus should be chosen.
We also note that a clear advantage of the LMM framework is the fast computation time. In the cases where equivalences and near equivalences were shown, this property of the LMM can be exploited for the faster estimation of the HOU model.
Another possible advantage of the HOU model concerns the case where more longitudinal variables are measured simultaneously. For instance, in the application section, it was outlined that at each time point, two measures were taken (pleasure and activation) and thus ideally a bivariate model would be used to analyse the data. A bivariate HOU model exists (Oravecz & Tuerlinckx, 2008; Oravecz et al., 2009a) that is naturally equipped to properly model the possible cross-effects between the two variables, not only in terms of cross-correlation, but also with respect to their dependence on each other over time. Furthermore, the cross-effect parameter can also be turned into a random effect. In contrast, an LMM approach would concentrate on the mean structure in the bivariate case as well, and differences with respect to dynamics (between the two variables as well as between persons) and dynamical crossed effects could not be taken into account by applying this framework. distribution with mean zero. In Figure 2 , normalized histograms for simulations of m p based on chosen values for the LMM parameters are shown; the black lines correspond to a normal distribution with the same mean and variance as the histograms. Among the plots, the covariance matrix of the random effects was changed (i.e., d * 11 , d * 22 , and d * 12 ) while the other parameters were kept fixed, namely to values ␤ * 0 = 3.5606 (corresponding to = 6 under the HOU model), ␤ * 1 = 0.4066 (corresponding to = 3 under the HOU model) and = 0.3. In the first two columns of the figure, the variance of the second random effect (for b * p2 ) was relatively small and then the normal approximation is almost perfect. The reason for this almost perfect approximation can be seen in equation (15): if the variance of b * p2 goes to zero, the random effect disappears from the formula and m p is a rescaled version of the normally distributed b * p1 . Also, the covariation (or correlation) does not seem to influence the approximation. However, increasing d * 22 causes more substantial deviation from the reference normal distribution since in that case the histograms become somewhat skewed to the right. To explore the approximation in more detail, we simulated distributions of m p based on large random effect variances, as shown in Figure 3 . We can see that the deviation from the reference normal distribution is more substantial now, and some histograms show a bimodal pattern. However, despite the discrepancies, the mean of m p is close to zero (such that is the average position in the population) and the variability is picked up quite well by the LMM parameters. 
Appendix C
Derivation of the equivalence between γ and the LMM parameters If it is assumed that Var(⑀ * ps ) approximates the unconditional variance of ps , that is, with the random effect a p averaged out, we get the following result:
To calculate E[e −2 a p ], we note that a p follows a normal distribution with mean zero and variance Var(a p ) equal to the expression given in equation (14) . Therefore, e −2 a p will be distributed log-normally with mean e (see Mood et al., 1974) . Inserting this result into equation (A1) then gives
F.3. OU model for unequal time differences with all parameters allowed to differ among persons
Compared to the previous script, we now allow the intra-individual variance parameter (denoted as 'gamma') also to differ among persons. As before, only the parts containing this parameter have to be changed:
F.4. OU model for equal time differences with only the mean level allowed to differ among persons F.5. OU model for equal time differences with person-specific mean level and autocorrelation
To allow for person-specific autocorrelation ('lambda') for equal time differences, the same changes should be made in the previous code as in Section F.2.
