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Abstract—This paper describes the implementation and per-
formance of adiabatic absorbing layers in an FFT-accelerated
volume integral equation (VIE) method for simulating truncated
nanophotonics structures. At the truncation sites, we place ab-
sorbing regions in which the conductivity is increased gradually
in order to minimize reflections. In the continuous setting, such
adiabatic absorbers have been shown via coupled-mode theory to
produce reflections that diminish at a rate related to the smooth-
ness of the absorption profile function. The VIE formulation
we employ relies on uniform discretizations of the geometry over
which the continuously varying fields and material properties are
represented by piecewise constant functions. Such a discretization
enables the acceleration of the method via the FFT and, further-
more, the introduction of varying absorption can be performed
in a straightforward manner without compromising this speedup.
We demonstrate that, in spite of the crude discrete approximation
to the smooth absorption profiles, our approach recovers the
theoretically predicted reflection behavior of adiabatic absorbers.
We thereby show that the FFT-accelerated VIE method is an
effective and fast simulation tool for nanophotonics simulations.
Index Terms—Integral equations, nanophotonics, adiabatic ab-
sorbers, method of moments (MoM), fast solvers.
I. INTRODUCTION
In recent years, numerical simulation has become an indis-
pensable tool in the component design process for silicon
photonics devices [1]. Fast and reliable electromagnetics (EM)
solvers are used to cheaply prototype new components such
as ring resonators and Mach-Zehnder interferometers, and to
test their resilience to manufacturing defects such as surface
wall roughness [2]. The most popular EM solvers in sili-
con photonics are, at present, those based on approximat-
ing Maxwell’s equations directly via finite element or finite
difference methods. We shall refer to such approaches as
differential equation (DE) methods since they discretize the
differential operator directly. An alternative approach is to
reformulate Maxwell’s equations as either surface or volume
integral equations over the structure of interest. It is well-
known that the integral equation (IE) approach gives rise to
a dense matrix system in contrast to the sparse matrices of
DE methods. Storing such a dense matrix requires O(N2)
memory, where N is the number of unknowns. However, fast
solvers with O(N logN) complexity for IE methods have
Samuel P. Groth and Jacob K. White are with the Department of Electrical
Engineering and Computer Science, Massachusetts Institute of Technology,
Cambridge, MA 02139, USA.
Alexandra Tambova and Athanasios G. Polimeridis are with the Skolkovo
Institute of Technology, Moscow, Russia
been developed (e.g., [3], [4]), thus allowing them to be
competitive with DE methods. Furthermore, IE methods have
the distinct advantage that they are dispersion free owing to
the fact that the Green’s function is an exact propagator of the
field [5]. This dispersion-free property is especially desirable
in the nanophotonics setting where the structures of interest
may span hundreds or thousands of wavelengths over which
dispersion could potentially lead to large phase errors.
Integral equation techniques have traditionally found their
application in exterior scattering problems where a wave im-
pinges on a finite obstacle and is scattered into the surrounding
infinite volume. IEs are desirable in this context since they
satisfy the radiation condition at infinity by construction and
reduce a computation over the infinite scattering domain to one
merely over the finite obstacle. In contrast, a DE method would
have to truncate the infinite domain at some distance from
the obstacle with an absorbing region or perfectly matched
layer (PML). When applied to unbounded obstacles such as
waveguides, IEs can be applied with a modified Green’s func-
tion constructed especially to take into account the unbounded
nature of the particular geometry. However, this is an involved
approach and so far has been applied successfully only for 2D
waveguide-type problems, e.g., in [6], [7]. A more pragmatic
and flexible approach is to introduce absorbing regions, as
is done in DE methods. One advantage of an IE approach
over DE is that the deployment of absorbing regions can be
more flexible and, further, they are required over a much
smaller region. Consider Fig. 1 in which we compare the
use of absorbing regions in DE and IE methods for a simple
waveguide splitter taken from [8]. In DE methods, one must
artificially truncate the entire computational domain, whereas
in IE methods, it is only necessary to truncate the portions
of the obstacle which extend away in an unbounded fashion;
here it is the waveguide branches or ports. The remainder of
the domain is truncated analytically via the IE formulation.
This leads to a considerably reduced computation domain.
Further note that the diagram in Fig. 1 is of a 2D slice. In
DE methods there must also be absorbing layers above and
below the waveguide whereas the IE method truncates in these
directions analytically by construction.
For domain truncations, PMLs have previously been used in
IE settings [9], however it is known that for certain scenarios,
PMLs fail [8]. In particular, when the material properties
are not analytic functions in the direction perpendicular to
the PML boundary. We consider one such example (a Bragg
grating) in detail in Section V-B. It is shown in [8] (albeit there
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Fig. 1. A 2D-slice comparison of use of absorbing layers/PMLs in differential
equation (FE/FD) methods and integral equation (VIE/SIE) methods.
in the context of FD methods) that a more robust approach
to domain truncation is to use adiabatic layers rather than
PMLs. Adiabatic layers are regions in which the conductivity
(absorption) of the medium is gradually increased. It was
shown in [10] that adiabatic absorbers are effective for surface
integral equations (SIEs). In this paper, we discuss the first
implementation of adiabatic absorbers in the volume integral
equation method. In particular, we use the fast open-source
VIE package MARIE [11], [12] for all simulations.
The layout of the paper is as follows. In Section II the general
setup of photonics simulations with the VIE is outlined. This
includes a description of the different geometries considered
in the numerical results section Section V, how the absorbers
are appended to the waveguides, and how the waveguides are
excited. Section III gives a brief review of the VIE formulation
and the discretization of the resulting VIEs. Section IV pro-
vides details of the adiabatic absorbers and summarizes results
pertaining to the reflections they produce as a function of their
length and the material properties. In Section V we examine
three examples: a straight dielectric strip waveguide, a Bragg
grating, and a Y-branch splitter. We observe that the adiabatic
absorber performs extremely well in the VIE setting, and
reproduces the theoretical results from the literature. Finally, in
Section VI we provide concluding remarks and discuss briefly
some numerical aspects of the performance of the VIE method
for these photonics problems. Finally, we discuss potential
future improvements in the application of the VIE method
to photonics simulations.
II. SETUP FOR PHOTONICS SIMULATIONS
In this paper, we consider three different nanophotonics struc-
tures: a dielectric strip waveguide (see Fig. 2), a Bragg grating
waveguide similar to that in [13] (see Fig. 3), and a Y-branch
splitter. All structures considered consist of a silicon (Si) core
surrounded by silicon dioxide (SiO2). The relative permittivity
of Si is wavelength dependent and we assume it obeys the
Lorentz model [1], [14], and the relative permittivity of SiO2 is
taken to be 1.4442 [1]. Note that in Section III, where the VIE
method is described, we assume the exterior medium has unit
relative permittivity. In order to make this equivalent to our
physical problem, we must scale the relative permittivity of Si
and the wavelength of the incident field accordingly (dividing
by 1.4442 and 1.444, respectively).
In order to excite the waveguide, a dipole is placed on the
center-line of the waveguide, λ/4 from the left end, where
λ represents the wavelength inside silicon. We add a small
imaginary shift to the dipole’s location in order to produce
a Gaussian beam propagating in the +x-direction. The shift
we use is −λj which was found to give a good compromise
between directionality and localization (for details see [10]).
A. Dielectric strip waveguide
The waveguide we consider in Section V-A is depicted in
Fig. 2. It occupies the space
0 ≤ x ≤ 13500nm, 0 ≤ y ≤ 500nm, 0 ≤ z ≤ 200nm.
This size, or similar, for the (y, z) cross-section is a popular
choice owing to its support of one dominant TE guided mode
in the free-space wavelength range of 1500nm to 1600nm. The
free-space wavelength of light considered is 1550nm which
equates approximately to a wavelength of λ = 446nm within
the silicon core. Therefore, the length of the waveguide is
roughly 30 wavelengths within silicon. In this problem, we
x
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Fig. 2. Problem setup for a Gaussian beam source within a silicon strip
waveguide with one absorber attached. Only one absorber is necessary for this
problem since the source has directionality and we anticipate no reflections
propagating in the −x-direction. The cladding medium is silicon dioxide.
expect all the waves to propagate in the +x-direction, hence
we append only one absorber, on the right-hand end of the
waveguide.
To discretize the waveguide, we use voxels of size 50/3nm
since this perfectly divides the dimensions of the structure.
Further, this represents approximately 27 voxels per wave-
length (inside silicon) which is a high enough resolution to
ensure accurate simulations.
3B. Bragg grating
The Bragg grating is a fundamental photonics component for
filtering out particular wavelengths from a signal [1]. Along
the propagation direction, the grating’s width has a periodic
modulation. This modulation leads to distributed reflections
which only interfere constructively in a narrow wavelength
band centered around the Bragg wavelength. In this band, the
input signal is strongly reflected, resulting in reduced trans-
mission through the grating. We perform a set of simulations
in Section V-B to show this band gap.
A typical Bragg grating is depicted in Fig. 3. Here we shall
use the following values for the geometrical parameters in the
figure:
D = 220nm, W = 500nm, ∆W = 40nm,
Λ = 320nm, N = 100.
The periodic part of the structure is preceded by a uniform
Λ
N × Λ
∆W
W
Absorber
Fig. 3. Top view of the layout for Bragg grating with period Λ, width W ,
corrugation depth ∆W , and length N ×Λ, where N is an integer. Since the
waves propagate in both directions due to reflections from the corrugations,
absorbers are required on both ends for simulations. To generate the 3D
structure, this layout is extruded a distance D in the z-direction (out of the
page).
region of length 10Λ (≈ 7λ), which is excited using the
dipole located in the same position as in the previous setup
for the strip waveguide. The characteristic modulation in the
waveguide leads to reflections and hence waves propagate in
both directions. Therefore, we require absorbing regions on
both ends to truncate the structure, in this example.
To discretize this geometry, and the Y-branch splitter to follow,
we use voxels of size 20nm. This size voxel is chosen since
it can perfectly represent the cross section of the waveg-
uides. Furthermore, at approximately 22 voxels per interior
wavelength, this resolution is fine enough to ensure accurate
simulations.
C. Y-branch splitter
The final geometry we consider is the Y-branch split-
ter/combiner shown in Fig. 4. The role of this device is to split
a signal from one waveguide equally into two, or to combine
two separate signals into one. The particular geometry we
use is similar to that in [1], [15]. The individual waveguide
branches each have (x, y)-cross section dimensions (W,D):
W = 500nm, D = 220nm,
and the geometry of the junction is described in detail in [15].
Fig. 4. Top view of the layout of a Y-branch splitter with adiabatic
absorbers appended to the waveguide-branch ends. This structure is excited
by a Gaussian beam injected just to the right of the left absorber. A right-
propagating mode is established, is split in half at the junction, and each half
propagates along its respective curved branch. The geometry for the junction
is taken from [15].
We terminate the ends of the waveguides using adiabatic
absorbers. The absorber lengths and absorption profiles shall
be specified in the results section.
III. VOLUME INTEGRAL EQUATIONS
We briefly summarize the VIE formulation we solve in this
paper. For a detailed derivation, see, e.g., [11], [16].
We consider the scattering of time-harmonic electromagnetic
waves with angular frequency ω by a dielectric, potentially
inhomogeneous, object occupying a bounded domain Ω in 3D
space R3. Throughout the time-dependance ejωt is assumed
with j =
√−1. The electric and magnetic properties are
defined as
 = 0, µ = µ0 in R3\Ω,
 = r(r)0, µ = µr(r)µ0 in Ω,
(1)
where 0 and µ0 are the free-space permittivity and perme-
ability, respectively. The relative permittivity and permeability
are written
r(r) = 
′
r(r)− j′′r (r),
µr(r) = µ
′
r(r)− jµ′′r (r),
(2)
with ′r, µ
′
r ∈ (0,∞) and ′′r , µ′′r ∈ [0,∞).
The total electric and magnetic fields (e,h) are composed of
incident and scattered fields(
e
h
)
=
(
einc
hinc
)
+
(
esca
hsca
)
, (3)
where the incident fields (einc,hinc) are generated by dipoles
or Gaussian beams in the absence of the scatterer. The scat-
tered fields can be expressed in terms of equivalent polariza-
tion and magnetization currents (j,m) as(
esca
hsca
)
=
( 1
ce
(N − I) −K
K 1cm (N − I)
)(
j
m
)
, (4)
where ce := jω0, cm := jωµ0, and I is the identity operator.
The integro-differential operators are defined as
Kf := ∇× S(f), (5)
N f := ∇×∇× S(f), (6)
where
S(f) :=
∫
Ω
G(r − r′)f(r′)dr′ (7)
4is the volume vector potential, G is the free-space scalar
Green’s function
G(r) :=
e−jk0|r−r
′|
4pi|r − r′| , (8)
and k0 = ω
√
0µ0 is the free-space wavenumber. The equiv-
alent current densities are given in terms of the fields as
j(r) = ce(r(r)− 1)e(r),
m(r) = cm(µ(r)− 1)h(r).
(9)
The JM-VIE formulation can be derived by combining (3), (4)
and (9) to obtain (see [11], [17] for more details):
(I −MT )
(
j
m
)
= CM
(
einc
hinc
)
, (10)
where
T =
( N −ceK
cmK N
)
, (11)
and
M =
( M 0
0 Mµ
)
, C =
(
ceI 0
0 cmI
)
. (12)
Here, M and Mµ are multiplication operators that multi-
ply by the respective local functions (r(r) − 1)/r(r) and
(µr(r)− 1)/µr(r).
The full JM-VIE formulation (10) is not necessary for the
photonics applications of interest here since magnetic currents
are not present. However, we include this formulation since
we will later consider the effect on absorber quality of intro-
ducing magnetic conductivity alongside electric conductivity.
For the majority of the paper we shall instead use the J-VIE
formulation which is simply obtained from (10) by setting the
magnetic current densities, m, to zero, giving
(I −MN ) j = ceMeinc. (13)
Observe that the integral operators in the formulations (10)
and (13) are both of the form identity plus diagonal multiplier
times compact. Such operators are desirable in our setting
for two main reasons: firstly, they are second kind integral
operators which are well behaved in terms of accuracy and
convergence; secondly, the influence of the material proper-
ties is confined to the diagonal multiplier M. This second
point means that the implementation of absorbing regions
is particularly simple in this VIE setting, since all we have
to do is alter the entries in the multiplier M in order to
introduce absorption, with the rest of the machinery remaining
unchanged. Furthermore, as we discuss in the next section,
the discrete forms of N and K both have Toeplitz structure
when uniform meshing is employed, which enables the FFT-
acceleration of the VIE method. This desirable structure is
unaffected by perturbing M, hence the fast nature of the
method remains.
A. Discretization
There are numerous discretization techniques available for
numerically solving the JM-VIE (10). Here we employ the
Galerkin method over a uniform (“voxelized”) discretization
of the domain. We represent the unknown currents j,m ∈
[L2(R3)]3 as piecewise constant functions on this voxelized
grid:
j ≈
∑
i
weipi, m ≈
∑
i
wmipi, (14)
where the weights wei, wmi are to be determined, and
pi =
1
(∆V )1/2
(15)
is a constant function with support restricted to voxel Vi. The
scaling the square root of the voxel volume ∆V is included
so that
〈pi,pj〉 = δij , (16)
where 〈·, ·〉 is the standard L2 inner product and δij is the
Kronecker delta.
Applying the Galerkin method to the JM-VIE (10), with
testing functions pi, gives rise to the linear system
(I−A)
(
we
wm
)
= C
(
be
be
)
, (17)
where I is the identity matrix; the discrete form of the integral
operator is
A =
(
A11 −ceA12
cmA21 A22
)
, (18)
where
(A11)ij = 〈MNpj ,pi〉, (A12)ij = 〈MKpj ,pi〉, (19)
(A21)ij = 〈MµKpj ,pi〉, (A22)ij = 〈MµNpj ,pi〉; (20)
and the right-hand side is
(be)i = 〈Meinc,pi〉, (bh)i = 〈Mµhinc,pi〉. (21)
In this paper, we represent the material properties, encapsu-
lated in M and Mµ, as piecewise constant functions across
the voxel grid. That is, we assume that M and Mµ are
constant on each voxel with its value being defined at the voxel
centers. This enables M and Mµ to be removed outside the
inner products above, thereby allowing (17) to be written in
the following simplified form:
(I−MT)
(
we
wm
)
= CM
(
einc
hinc
)
, (22)
where I is the identity matrix; the diagonal material properties
multipliers are
M =
(
M 0
0 Mµ
)
, C =
(
ceI 0
0 cmI
)
; (23)
the discrete form of the integral operator is
T =
(
N −ceK
cmK N
)
, (24)
5where
Nij = 〈Npj ,pi〉, Kij = 〈Kpj ,pi〉; (25)
and the right-hand side is
(einc)i = 〈einc,pi〉, (hinc)i = 〈hinc,pi〉. (26)
The uniform discretization we use is desirable because it
results in the matrices N and K being Toeplitz, hence
matrix-vector products using N and K can be performed
in O(N logN) operations with the use of the FFT, where
N is the number of voxels. Further, the piecewise constant
representation of the material properties means that intro-
ducing varying conductivity in an absorbing region does
not interfere with the Toeplitz structure of N and K. It
only affects the diagonal entries in the multiplier M. This
makes the implementation of absorbing regions in the VIE
method particularly straightforward, and does not compromise
the FFT-acceleration. We see in Section V that, even with
this crude piecewise constant representation for higher-order
polynomial conductivity profiles, our approach still recovers
the asymptotic behavior of the continuous analogues of these
profiles.
IV. REFLECTIONS FROM ADIABATIC ABSORBERS
A. Generic adiabatic absorbers
As mentioned in the introduction, an adiabatic absorber is a
region in which absorption is turned on gradually in order to
reduce reflections at the absorber interface. Specifically, we
define the absorption profile as
σ(x) =
{
0, x < 0,
σ0s(x/L), 0 ≤ x ≤ L,
(27)
where x = 0 is the beginning of the absorber of length
L. Observe that we have introduced a scaled coordinate
u = x/L ∈ [0, 1] for ease of presentation later on. Note
further that σ can represent either of the electric or magnetic
conductivities, σe, σm. In this paper, we consider the first four
monomials as our candidate absorption profiles:
s(u) =
{
0, u < 0,
ud, 0 ≤ u ≤ 1, (28)
for d = 0, 1, 2, 3. During this discussion of reflections from
absorbers, we shall refer specifically to these monomial ab-
sorption profiles.
B. Adiabatic absorbers in the EM setting
Here we discuss the form of our adiabatic absorbers in two
cases: when we include both electric and magnetic conduc-
tivity, and when we include only electric conductivity. As we
shall see, the former allows for impedance matching and hence
superior absorbers, but at the cost of solving for twice as many
unknowns.
Consider the simple waveguide setup depicted in Fig. 2.
Suppose that the waveguide begins at the origin and extends
to x = X before the absorbing region begins, and this region
terminates at x = X + L. Assume that the permittivity for
0 ≤ x ≤ X + L has the form:
r(x) =
{
′r(x), 0 ≤ x ≤ X,
′r(x)− j′′r (x), X < x ≤ X + L.
(29)
That is, the permittivity before the absorber is real and in the
absorber is complex.
If we are including magnetic conductivity, we have that the
magnetic permeability is
µr(x) =
{
1, 0 ≤ x ≤ X,
1− jµ′′r (x), X < x ≤ X + L.
(30)
In order to match the impedances between the waveguide and
the absorbing region, we set
µ′′r (x) =
′′r (x)
′r(x)
for X < x ≤ X + L. (31)
However, if we are not including magnetic conductivity, we
have that
µr(x) = 1, for all x. (32)
In this case, we may simply set m = 0 in (10), thereby halving
the number of unknowns.
C. Round-trip reflection and transition reflection
We consider two types of reflection caused by the adiabatic
layer, namely the round-trip and transition reflections. The
round-trip reflection, Rrt, is the reflection due to the wave
propagating all the way to the end of the absorber, reflect-
ing off the end, and returning back. Whereas the transition
reflection, Rt, is the reflection of the wave at the absorber’s
interface. We can derive approximate expressions for these two
types of reflection. For the round-trip reflection, we can just
consider the exponentially decaying wave as it propagates to
the end of the absorber and back. For the transition reflection,
we appeal to results from coupled-mode theory [18].
Round-trip reflection
The round-trip reflection Rrt can be shown to take the form
Rrt ∼ exp
{
−Dηxk0
∫ L
0
′′r (x)√
′r(x)
dx
}
, (33)
where 0 ≤ ηx ≤ 1. For a plane wave propagating purely in
the x-direction, ηx = 1. When the impedance is matched,
we have that D = 4; this comes from the fact that the wave
travels a distance 2L, then this is squared to obtain the reflected
power. When the impedance is not matched, it can be shown
that D = 2. The factor of two difference can be attributed to
the presence of two attenuating mechanisms in the matched
impedance case, namely the decay due to both the magnetic
and electric conductivities, whereas there is only the electric
conductivity in the unmatched case.
6Writing ′′r (x)/
√
′r(x) = σ0s(x/L)/ (ω0) and making the
change of variables u = x/L leads to the following form of
(33):
Rrt ∼ exp
{
−Dηx
√
µ0
0r
Lσ0
∫ 1
0
s(u)du
}
, (34)
where we have also made use of the identity k0 = ω
√
µ00.
For the monomial absorption profiles (28) under consideration
in this paper, this simplifies to
Rrt ∼ exp
−DLηx
√
µ0
0r
σ0
p+ 1
 . (35)
Now we can choose σ0 such that we obtain a desired round-
trip reflection Rrt via the following formula
σ0 = − (p+ 1) ln(Rrt)
DLηx
√
0r
µ0
. (36)
In the experiments section, we shall set ηx = 1 which may
lead to a slight under-estimation of the round-trip reflection
magnitude. (For a propagating mode, we expect ηx < 1
to be the ratio of the propagation constant to the interior
wavenumber, but we do not in general know ηx a priori.)
We choose values of σ0 high enough such that we can be
certain that the round-trip reflection is much smaller than the
error in our numerical scheme, even in the presence of this
under-estimation.
Transition reflection
An effective way to analyze the propagation of waves along a
waveguide with slowly varying properties (in this case, the
conductivity) is via coupled-mode theory (CMT). Here we
quote the appropriate results from [18] where the details can be
found in full. For a concise summary of the pertinent details of
CMT and the results of [18], the reader is referred to [8]. It is
shown in [18] that in the limit of slow variation in conductivity
(equivalently, the large L limit), the amplitude cr of a reflected
mode has the asymptotic form
cr(L) = s
(d)(0+)
M(0+)
∆β(0+)
[−jL∆β(0+)]−d +O(L−(d+1)),
(37)
where s(d)(0+) is the first non-zero derivative of the absorption
profile s(u) at u = x−XL = 0
+. Here M is a coupling
coefficient between the incident and reflected modes, and
∆β = βi − βr 6= 0 is the difference between the propagation
constants of the incident and reflected modes.
From Eq. (37) it follows that for uniform structures, the transi-
tion reflection Rt(L) ∼ |cr|2 scales as |M |2/L2d = L−2(d+1).
That is,
Rt = O(L−2(d+1)), as L→∞. (38)
This is confirmed by the numerical results given in the next
section.
The situation is more complicated in the case of periodic
structures where the phenomenon of slow light occurs near
and in a band gap. In such scenarios, while approaching a flat
band edge, we have that ∆β = βi−βr = 2
(
β − piΛ
) ∼ vg [18],
[8], where Λ is the period of the structure and vg is the group
velocity. Also, the coupling coefficient M is proportional to
1/vg , therefore we have that the transition reflection scales as
Rt ∼ |cr|2 = O(v−2(d+2)g ), for small vg, (39)
for periodic structures. “Slow light” corresponds to small vg ,
hence we anticipate the need for much longer absorbers in
order for the O(L−2(d+1)) decay of (38) to overcome this
unfavorable scaling when operating close to a band edge.
Such a periodic structure is the Bragg grating considered
in Section V-B. There we observe in practice this predicted
worsening in the performance of adiabatic absorbers.
V. NUMERICAL RESULTS
In this section, we demonstrate via numerical experiments that
the asymptotic results for adiabatic absorbers discussed in the
previous section are achieved in our VIE setting. We begin
by considering the simple scenario of the straight uniform
waveguide of Fig. 2 with an absorber of length L appended
to the right end. Values of L from 450nm to 9450nm in incre-
ments of 450nm are considered; this equates approximately to
1 to 20 interior wavelengths. The absorption profiles are the
monomials (28). For this example, we observe the asymptotic
behavior (38) of the transition reflection. Furthermore, we
observe that matching the impedances by introducing mag-
netic conductivity improves the absorber, however only by a
constant factor.
Next, we examine the behavior of adiabatic absorbers while
terminating an infinitely long periodic channel, which is, in
our case, the Bragg grating. First, to demonstrate the filtering
behavior of the Bragg grating, we obtain the transmission
spectrum for the finite grating of N = 100 periods. Next,
we terminate the grating of N = 50 periods by an absorber
of the same shape and with length ranging from 1Λ (≈ 0.7λ)
to 800Λ (≈ 585λ), where Λ = 320nm is the grating’s period.
The simulations performed using an absorber of length 900Λ
are used to generate the reference solutions. We demonstrate
that near a band gap, where the group velocity goes close to
zero, the effectiveness of adiabatic absorbers deteriorates. We
note that this is a problem inherent to such absorbers, as well
as PMLs, and is predicted by theory.
Finally, we examine the performance of absorbers of fixed
length and profile to truncate a Y-branch splitter which is an
oft-simulated nanophotonics structure [1]. For all simulations
performed, we use an iterative solver with tolerance 10−8 to
solve the arising discrete system.
A. Dielectric strip waveguide
Recall the definition of the geometry for this example from
Section II-A. To measure the transition reflection, we first
extract the field along the central axis of the waveguide, i.e.,
0 ≤ x ≤ 13500nm, y = 250nm, z = 100nm. The field on
this axis obtained using the longest absorber (L = 9450nm)
shall be taken as the “exact” solution and denoted E∞. Then
7the reflection coefficient, which is identified with the transition
reflection up to some constant, shall be calculated as follows
R :=
||E∞ −E(L)||2
||E∞||2 . (40)
Recall we are considering the reflected power, hence the
powers of 2. The norm is the L2 norm, that is we have that
||E∞ −E(L)||2 :=
∫ X
0
|E∞(x)−E(L)(x)|2dx. (41)
We begin by setting the round-trip reflection to be Rrt = 10−25
using the relation (36). Initially we solve for the electric
currents (related to e via (9)) alone, that is, we do not match
the impedances of the absorber and waveguide. The reflection
coefficients R for the first three absorption profiles as functions
of L are shown as the lines labeled e (for electric) in Fig. 5.
The figure shows that the observed transition reflection agrees
100 101
10-10
10-5
100
Fig. 5. Reflection coefficient versus absorber length L for first three monomial
absorption profiles when Rrt = 10−25. The lines labeled e correspond to
the case where only the electric field is solved for. The lines labeled e&m
correspond to the case where both the electric and magnetic fields are solved
for, with the impedance matched. Note that this impedance matching reduces
the reflection coefficient by approximately a factor of 100. We observe that
each of the first three monomials achieves the asymptotic convergence rate
of O(L−2(d+1)).
with the asymptotic result (38) for the first three monomials.
The reflection for the cubic profile, as shown in Fig. 6, appears
not to have reached the asymptotic regime before stagnating
at a value of R ≈ 10−11. In this regime, it appears that the
quadratic profile produces the smallest transition reflections for
absorbers of length less than 8λ. For absorbers of length 8λ
or more, the cubic profile is superior. In general, we remark
that, although increasing the polynomial degree (and hence
the smoothness of the transition from waveguide to absorber)
improves the asymptotic rate at which the transition reflection
diminishes, it also requires ever longer absorbers in order to
reach this asymptotic phase.
Next, it is interesting to observe the improvement in the
absorbing layer when magnetic currents are introduced, thus
allowing the impedance to be matched (albeit at the cost of
doubling the number of unknowns). The lines labeled with
e&m (for electric and magnetic currents) in Fig. 5 are the
matched impedance counterparts of the lines labeled e. The
100 101
10-10
10-5
100
Fig. 6. Reflection coefficient versus absorber length L for cubic absorption
profiles when Rrt = 10−25. The blue squares correspond to the case where
only the electric field is solved for. The red circles correspond to the case
where both the electric and magnetic fields are solved for, with the impedance
matched. Observe that the convergence is faster than the theoretical asymptotic
rate, implying the asymptotic range is not achieved for these absorber lengths.
In fact, for cubic and higher order profiles, the asymptotic range is not
achieved for any of the practical examples considered in this paper.
reflection coefficient is reduced by a factor of approximately
100, which is good, but not overwhelmingly so, and does not
justify the increase in computational cost of solving for the
additional magnetic currents. This reduction factor, however,
is not the piece of information we are really interested in.
We would like to know by how much we can reduce the
absorber length to maintain the same reflection. Suppose we
desire R = 10−8, which is sufficiently small for practical
purposes. The required absorber lengths to achieve this are
shown in Table I. Considering Rrt = 10−25, we see that,
the reduction in required absorber length when going from
unmatched impedances to matched impedances diminishes as
the monomial degree increases. For d = 0, the decrease is
thousands of wavelengths, whereas when d = 3, the decrease
is little more than one wavelength. Curiously, we observe that,
depending on which technique is used, either d = 2 or d = 3
provide the superior absorber. In any case, the small saving in
the simulation domain for d = 2, 3 does not justify doubling
the degrees of freedom.
Monomial Absorber length (L/λ)
degree, d Rrt = 10−25 Rrt = 10−10
e e&m e e&m
0 13,000 350 4,500 230
1 49 14 32 9.0
2 9.5 5.1 7.1 4.8
3 7.2 5.9 6.2 6.1
TABLE I
ABSORBER LENGTH (IN UNITS OF NUMBER OF WAVELENGTHS) REQUIRED
TO OBTAIN R = 10−8 . WE CHOOSE SUCH A VALUE FOR R SINCE IT IS
SUFFICIENTLY SMALL FOR PRACTICAL PURPOSES. SOME OF THE VALUES
FOR d = 0, 1 HAVE BEEN EXTRAPOLATED FROM FIG. 5 AND FIG. 7.
A cheaper way to reduce the transition reflection, and hence
the required size of the absorber, is to reduce the imposed
round-trip reflection Rrt. Consider Rrt = 10−10: the corre-
sponding results are shown in Fig. 7 and Table I. To obtain
R = 10−8 with a quadratic profile, say, we require an absorber
8of length 7.1λ for Rrt = 10−10(e), compared to 9.5λ for
Rrt = 10
−25(e), and 5.1λ for Rrt = 10−25(e&m). The
reduction is not quite as large as observed when introducing
magnetic currents (two wavelength less in fact), but it is
significant and we do not have to double the number of
unknowns.
It is also worth noting that in all our convergence graphs,
the reflection coefficient stagnates at some small value. This
is due to the difference between the phases of the round-trip
reflections contained in E(L) and E∞, for each L. Therefore,
we would anticipate that this small stagnation value should be
close to the enforced round-trip reflection. Indeed, this is the
case when Rrt = 10−10 in Fig. 7. However, this is not the
case when Rrt = 10−25 in Fig. 5. In the latter scenario, this is
because the numerical discretization error and iterative solver
tolerance are greater than the enforced round-trip reflection.
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Fig. 7. Reflection coefficient versus absorber length L for first three monomial
absorption profiles for two different round-trip reflections: Rrt = 10−25 (blue
crosses) and Rrt = 10−10 (red diamonds). An order of magnitude reduction
in the reflection coefficient is achieved by decreasing the imposed round-trip
reflection in this way.
The next step to optimize the adiabatic absorber is to balance
the round-trip and transition reflections for a given length L.
This entails enforcing the round-trip reflection to also follow
the power law (38). This leads to larger values of Rt for
smaller L, hence a smaller σ0 ∝ − ln(Rrt), and thus a smaller
transition reflection. Fig. 8 shows the result of balancing Rrt
and Rt for a constant absorption profile. We observe that the
reduction in the transition reflection is substantial for small
L. For larger L the reduction is less dramatic; this is due
to an additional factor of lnRrt ∼ lnL that now appears in
the asymptotic convergence rate. Note further that the line is
jagged rather than straight. This is due to the interference of
the now similar size round-trip and transition reflections. In
Fig. 8 are shown the reflection coefficients for the first three
monomial profiles. The improvement gained by balancing Rrt
and Rt appears to reduce as the polynomial degree of the
absorption profile is increased. Finally, we note that, although
balancing these two reflections gives a reduction in transition
reflection, it requires some trial and error in order to choose the
optimal constant Copt in the imposed power law for the round-
trip reflection Rt = CoptL−2(d+1). For practical purposes, one
would wish to perform such an optimization over all problem
parameters such as wavelength and refractive index. This is a
non-trivial task and, as can be seen, yields little gain. Further
exploration of such an optimzation is left to future work.
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Fig. 8. Reflection coefficient versus absorber length L for first three monomial
profiles for two different round-trip reflections: Rrt = 10−10 (blue crosses)
and Rrt = CoptL−2(d+1) (red diamonds). The second case is equivalent
to balancing the round-trip reflection with the transition reflection. Observe
the improvement achieved; this gain diminishes as the polynomial degree
increases.
B. Bragg grating
In this section, we consider the Bragg grating structure which
generates the phenomenon of slow-light for certain wave-
lengths; the wavelengths for which this occurs are effectively
filtered out of an input signal. We begin by demonstrating
the filtering behavior of a Bragg grating of finite length, as
described in Section II-B. In order to do so, we perform sim-
ulations on the setup in Fig. 3 over the free-space wavelength
range [1520,1570]nm at a sampling resolution of 0.5nm. A
quadratic absorber of length 2.2µm (≈ 5λ) is used on either
end. For each wavelength, the transmission T through the
Bragg grating is defined as the integrated square of the electric
field over a voxel-wide (y, z)-slice of the structure:
T =
∫∫
|E|2dydz. (42)
This chosen slice must be located after the Bragg grating
terminates and before the absorber begins. The normalized
transmission is plotted in Fig. 9. We observe a region in
which the transmission drops significantly; this is known
as the band gap, which here is approximately 20nm wide
with its center at a Bragg wavelength of 1545nm. At the
wavelengths corresponding to the band gap, the reflections
from the modulations of the Bragg interfere constructively and
hence lead to the light being strongly reflected. In this way,
a Bragg grating acts to filter out these wavelengths from an
input signal. The drop in transmission is related to the number
of periods in the grating, and for the very long gratings used
in practice, the transmission in the band gap is much closer
to zero than for the short example considered here.
If one were to analyze the group velocity, vg , it would be seen
to be positive away from the band gap, approach zero at the
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Fig. 9. Transmission through the Bragg grating of length 100 periods. The
Bragg wavelength is 1545nm and the band gap is approximately 20nm wide.
band gap edge, then be negative within the band gap (see [19]
for in-depth details on band gaps in periodic structures). Now
suppose we were to introduce an adiabatic absorber within
the periodically modulated region of the Bragg, as depicted
in the inset in Fig. 10. As discussed at the end §IV, the
transition reflection from this absorber would be dominated by
the O(v−2(d+2)g ) term as we go past a band gap edge. Thus
we would require extremely long absorbers before returning
to our asymptotic (in L) convergence rate of O(L−2(d+1)).
From a purely physical point of view, we should expect such
a deterioration in performance of absorbing layers in this
scenario. The aim of employing an absorbing layer is to allow
the truncation of the domain without incurring reflections.
However, the slow light phenomenon described above occurs
precisely due to the reflections from all the way along the
Bragg grating. By terminating the structure with an absorber,
we lose these important reflections and, more importantly,
we lose periodicity which is essential for the propagation of
Bloch waves. Therefore, we anticipate that extremely long
absorbers will be required to retain a sufficient number of
these reflections in order to mimic the field within the infinite
periodic structure.
We proceed by performing such a set of simulations in order
to model the infinite Bragg grating and thereby observe the
aforementioned behavior of the absorber. That is, we terminate
the periodically varying region with an absorber of the same
shape, as shown in Fig. 10. The absorption profiles are again
the monomials (28).
First, we excite the system at a free-space wavelength of
1520nm, away from the band gap edge, and thus the group
velocity is relatively large and positive. The round-trip reflec-
tion is fixed at Rrt = 10−10. The reflection coefficient R for
the four monomial profiles is shown in Fig. 10. Immediately
apparent is a clear stagnation in the transition reflection for
absorbers up to approximately 40λ. Beyond this point, the
transition reflections converge towards zero and we achieve
close to the asymptotic convergence rate O(L−2(d+1)) for
constant, linear, and quadratic profiles.
Next, we excite the grating close to the band gap edge, at
100 101 102 103
10-10
10-5
100
1520nm
Fig. 10. Reflection coefficient versus absorber length L for monomial profiles
with the round-trip reflection set to Rrt = 10−10. The Bragg grating is
excited at 1520nm free-space wavelength. The asymptotic convergence rates
are eventually achieved for the first three monomials.
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Fig. 11. Reflection coefficient versus absorber length L for monomial profiles
with the round-trip reflection set to Rrt = 10−10. The Bragg grating is
excited at 1538nm free-space wavelength.
a free-space wavelength 1538nm, corresponding to a lower
group velocity. Comparing Fig. 11 with Fig. 10, we can clearly
see that reflections worsen dramatically when the system is
excited near the band gap edge. Moreover, for all the profiles,
the asymptotic regime is not reached for the examined range
of absorber lengths, and the higher-order profiles become
superior only for very long absorbers with length greater than
approximately 200 wavelengths. In fact, note that the quadratic
absorber is superior to the cubic absorber even for the longest
absorber considered. At this wavelength, it appears that, by
extrapolating from the results, a quadratic absorber of length
approximately 900-1000 wavelengths would be required to
provide adequately small transition reflections, and hence well-
approximate the infinite Bragg grating.
We conclude this section on the Bragg grating by exploring
the dependency of this growth in reflection coefficient as a
function of wavelength. We fix the absorber length at 50
periods (≈ 36λ) and consider the quadratic profile, and calcu-
late the reflection coefficient at each free-space wavelength in
the range [1520,1570]nm, with the reference solutions being
calculated with quadratic absorbers of length 650 periods. The
results are shown in Fig. 12. We observe that the reflection has
two maxima, at 1540nm and 1550nm which correspond to the
10
band gap edges which can be observed in Fig. 9. These are the
points where the group velocity vg passes through zero as it
changes sign. Recall that the CMT predicts that this curve has
the shape O(v−8g ) (from substituting d = 2 into O(v−2(d+2)g )).
In light of these large reflections near or across the band gap,
there now appears to be a large amount of room for balancing
predicted reflections of size O(v−2(d+2)g ) with the round-trip
reflections in order to optimize the absorber (in a similar way
to the balancing of Rt and Rrt for the strip waveguide in
Section V-A). We expect that such a balancing could lead to
a significant reduction in the transition reflection, however the
optimized absorbers would still have to be much longer than
those for wavelengths away from the band gap due to the fact
that reflections from far down the Bragg grating are important
in approximating the infinite Bragg when we are near the band
gap.
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Fig. 12. The reflection coefficient versus free-space wavelength for an
absorber inside the “infinite” Bragg grating. The adiabatic absorber has a
quadratic profile and length 50 periods (≈ 36λ). Comparing to Fig. 9, observe
that the reflection from the absorber is large in and close to the band gap,
with the peaks corresponding to the band gap edges where the group velocity
changes sign.
For Bragg grating applications, typically the entire finite
grating is simulated, as was done at the beginning of this
section. Therefore, this difficult behavior of absorbing layers in
periodic media can be avoided. However, there are scenarios,
such as photonic crystals [19], where simulating the propaga-
tion of light through infinite periodic structures is of interest.
For such cases, it is interesting to further understand the
behavior of these absorbers in the slow-light regime in order
to optimize their performance. Such a study and optimization
shall be presented separately since it is not directly pertinent
to the majority of nanophotonics applications.
C. Y-branch splitter
As the final example, we consider a practical nanophotonics
simulation: the propagation of a guided mode through a Y-
branch splitter, depicted in Fig. 13. Simulations are useful
tools for optimizing the design of such structures. Indeed,
the particular geometry used here is taken from [15] where
numerical simulations are used to create this low-loss design.
In our simulation, the structure is excited at the left end by a
y-polarized Gaussian beam, establishing a guided mode in the
straight waveguide which is then split at the Y-branch junction.
To perform this simulation, each of the three branches is
truncated with an adiabatic absorber. We choose these ab-
sorbers to have quadratic profiles and to be of length 2.2µm
(≈ 5λ). We saw for the strip waveguide that this absorber with
Rrt = 10
−10 yielded a reflection coefficient of approximately
5× 10−8 (see Fig. 7).
Fig. 13. Real part of Ey (in-plane) for a silicon Y-branch splitter with SiO2
cladding at 1550nm.
The field produced by the simulation is shown in figures
13 and 14. In Fig. 13, we observe the real part of the in-
plane field. The highly confined guided mode propagating
from the left is clearly evident. As is passes through the
junction, it is split into two guided modes propagating along
the curved branches with very little energy being scattered
outside of the structure. In Fig. 14 the square of the field’s
magnitude is shown. Here one can see that fairly substantial
reflections from the junction are propagating back down the
left waveguide. This suggests that there is still some room
for improvement when it comes to optimizing this Y-branch
geometry. Ideally, precisely half of the energy of the incident
mode would propagate down each of the two curved branches,
thus requiring no reflection or scattering from the junction.
Fig. 14. |E|2 for a silicon Y-branch splitter with SiO2 cladding at 1550nm.
It is interesting to look at how effective the adiabatic absorbers
are in this simulation. We do this by running the same
simulation but now with absorbers of length 8.8µm (≈ 20λ).
The field produced by this simulation, E20λ, is used as the
reference solution to which we compare the field from the
2.2µm absorber simulation, E5λ. The relative difference
|E20λ −E5λ|2
max(|E20λ|)2
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is shown in Fig.15. This difference is similar to that analyzed
Fig. 15. Relative difference in solution (|E|2) obtained using absorbers of
length 5λ and 20λ. This difference can be attributed to the reflection from
the 5λ-length absorbers.
previously and can be attributed to the reflection from the
2.2µm absorbers. We observe the that the error is largest at
the right ends of the curved branches and reaches a maximum
of 5 × 10−6 which is substantially larger than the 5 × 10−8
observed for the straight strip waveguide of SectionV-A. This
increase is due to the oblique propagation of the guided
waves after having traveled through the bends. In the straight
waveguide of SectionV-A, the waves within the structure are
propagating almost perfectly parallel to the waveguide walls
and hence they enter the absorber at a perpendicular angle.
Such perpendicular incidence leads to the smallest possible
reflections at an interface (as can be seen from the classical
Fresnel equations, see, e.g., [20]). In the Y-branch, after the
waves pass through the junction and travel round the bends,
it is to be expected that the waves will now have a traverse
propagation component in addition to dominant longitudinal
component. This means that the waves entering the absorbers
appended to the right of the structure are doing so at a slightly
oblique angle, leading to larger reflections. Therefore, when
choosing appropriate length absorbers for bent waveguide
structures, one must be cognisant of this effect. However, in
the nanophotonics examples of interest here, where light is
channeled by waveguides, the propagation direction is never
too far from perfectly longitudinal, hence this effect will not
lead to catastrophically large reflections from absorbers.
D. Numerical aspects of the VIE method for photonics
To conclude the results section, we make some comments
on the solution of our discretized integral equation. In par-
ticular, we discuss the solution via an iterative Krylov sub-
space method such as generalized minimum residuals (GM-
RES) [21]. First, we remind the reader that the main focus
of this paper has been to solve the J-VIE (13) (we also
considered the full JM-VIE (10) for interest, but for photonics
applications only the J-VIE is required, see Section III) which,
when discretized, takes the form
(I−MN)we = ceMeinc. (43)
For an iterative solver, we are only required to compute the
matrix-vector product (MVP) of I − MN with a column
vector. The discretized integral operator N is a block-Toeplitz
matrix with 6N unique entries, where N is equal to the number
of voxels for the piecewise constant basis function imple-
mentation of the VIE method employed here [11]. Therefore
this dense operator only requires O(N) memory to be stored.
Further, the MVP of N with a vector can be computed in
O(N logN) with the use of the FFT. Then, since M is
diagonal, the total cost of the MVP with I −MN is also
O(N logN). Therefore the linear system (43) can be solved
via an iterative method such as GMRES with O(N logN)
cost.
A single MVP is fast owing to extremely efficient implemen-
tations of the FFT, e.g., [22]. However, if the matrix system
(43) is ill-conditioned or the eigenvalues of (I −MN) are
not clustered near 1, then potentially hundreds or thousands
of GMRES iterations, and hence MVPs, are required to
solve the system. Thereby creating a huge constant in the
aforementioned O(N logN) cost. Thus keeping this iteration
count small is crucial for the efficiency of the VIE method.
For low-frequency problems with the permittivity values con-
sidered here (for Si and SiO2), only a handful of GMRES
iterations are required to solve the integral equation, and so the
VIE method employed without a precondtioner is extremely
fast. However, as the number of wavelengths fitting across the
domain of our problem increases, so does the iteration count.
The problems arising in photonics involve light being chan-
neled by waveguides such as that in Fig. 2, such waveguides
have typical dimensions
(X,Y, Z) ≈ (20λ→ 2000λ, λ, λ/2),
where λ is the wavelength within the silicon. That is, the
geometry is small in the y- and z-dimensions, but potentially
very long (and hence high-frequency) in the x-dimension. For
such high-frequency problems, the iteration count of GMRES
is not small. In Fig. 16 we see the performance of GMRES
with tolerance 10−8 and without preconditioner for the waveg-
uide in Fig. 2 of lengths 10λ and 30λ, and with a 4.5µm
(≈ 9λ) quadratic absorber. Observe the stagnation of GMRES
at a relative residual of around 0.1 before it rapidly converges;
this is characteristic of high-frequency wave problems. It
can be shown (we discuss this in more detail in a future
publication) that this stagnation period, and hence the iteration
count, increases approximately linearly with the waveguide
length. This growth quickly leads to infeasibly large iteration
counts. Therefore, one must seek to precondition the system
(43).
A popular preconditioning strategy for Toeplitz systems is
to approximate the discrete operator by a circulant matrix.
We employed such a strategy for all the computations in
Sections V-A and V-B. Here we give a brief overview of this
strategy with in-depth details left to be provided in a separate
article. We implemented a modified version of the technique
proposed in [23] to create a block-circulant matrix W which
is closest to (I −MN) in the Frobenius norm. Circulant
matrices are diagonalized by the FFT, hence cheaply inverted.
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Fig. 16. Convergence history of GMRES (tol = 10−8) without restarts
for a straight waveguide of lengths 10λ and 30λ. Observe how, with no
preconditioner, the iteration count grows with the waveguide length. The
circulant preconditioner, on the other hand, leads to an iteration count
independent of the waveguide length.
After constructing and inverting the circulant preconditioner,
the following preconditioned system is solved via GMRES:
W−1(I−MN)we = W−1ceMwe. (44)
The preconditioned system has a matrix with eigenvalues well-
clustered near unity and hence, as can be seen in Fig. 16,
the convergence of GMRES is greatly improved. Furthermore,
we observe that the preconditioned iteration count is small
and does not grow at all with the length of the waveguide.
Therefore, the VIE method with circulant preconditioner is
an extremely fast simulation tool for long nanophotonics
structures.
VI. CONCLUSION
Integral equation methods are traditionally used to simulate the
scattering of waves from finite obstacles. However, when the
obstacle is infinite in extent, such as nanophotonic waveguide
structures, something must be done to truncate the domain
in order to make the simulation feasible. In this paper, we
presented and analyzed one such truncation approach, namely
the introduction of adiabatic absorbing regions. The novelty
of this paper lies in the application of adiabatic absorbers
within the VIE method. In particular, we employ a VIE
formulation that allows these absorbers to be introduced in
a simple and straightforward manner which importantly does
not affect the “fast” nature of the solver, thereby enabling rapid
nanophotonics simulations.
We have outlined the application of the VIE method and the
appropriate implementation of monomial adiabatic absorbers
within the VIE setting. We have shown that the behavior
of the reflections from these absorbers is in keeping with
the theoretically obtained asymptotic results from coupled-
mode theory. In particular, the transition reflections decay as
O(L−2(d+1)), where L is the length of the absorber and d the
degree of the monomial absorption profile. In Sections V-B,
we performed simulations for a practical problem arising in
photonics applications, namely the broadband simulation of
the transmission through a Bragg grating. It was seen that, if
the Bragg grating is simulated in its entirety and is truncated on
the straight portions by adiabatic absorbers, accurate simula-
tions result with short absorbers (approximately 5 wavelengths
long).
However, if the grating is truncated in the region of periodic
modulation, extremely long absorbers are required to reduce
transition reflections when near a band gap edge. Again, this is
in keeping with asymptotic results from coupled-mode theory.
In the nanophotonics applications of interest here, where
devices are to be simulated in their entirety, one is unlikely
to truncate a periodic structure with an absorber within the
region of modulation. Nevertheless, adiabatic absorbers can be
applied, in contrast to perfectly matched layers which break
down in such structures owing to the non-analyticity of the
geometry [8]. Therefore, with adiabatic absorbers in the VIE
method, we can accurately simulate the propagation of waves
within structures such as photonic crystals which have a large
array of industrial applications [19]. That being said, there is a
great deal of room for the optimization of adiabatic absorbers
in these slow-light scenarios. Such optimization requires a
careful study of the slow-light behavior and is sufficiently
involved to warrant a separate article on the subject from the
present authors.
The final structure we simulated was the Y-branch splitter.
We saw that, with quadratic absorbers of length 5λ, the
reflections from the absorbers were negligible when compared
to the total field. This was even in spite of the slightly larger
than anticipated reflections from the right hand absorbers
where the propagating waves had picked up a small trans-
verse component due to traveling round the waveguide bends.
When the waves enter the absorbers with off-perpendicular
incidence, the reflections are increased. However, in nanopho-
tonics structures, this transverse component will always be
small, therefore, the increase in reflection will not be too large.
Finally, we presented some results pertaining to the iterative
solution of the VIE’s discrete system. For high-frequency
problems (as encountered in photonics), the number of iter-
ations required for an iterative solver to converge are large,
regardless of the numerical method employed (e.g., finite
difference, finite element, integral equation). Therefore, all
numerical methods require effective preconditioners in order
to make their application efficient. When the VIE (13) is
discretized on a uniform grid, the resulting matrix in the
discrete system has a three-level Toeplitz form. An effective
preconditioner for this matrix can be obtained by making a
circulant approximation on one or more levels of this Toeplitz
matrix. The results presented in Section V-D showed that such
a preconditioner is extremely effective and renders the number
of iterations small and independent of the structure’s length. A
more detailed study of this preconditioning strategy for VIEs
shall also be presented in a separate article.
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