INTRODUCTION
first developed an equation linking the aerodynamic wall shear stress to the voltage across a thin film metallic gauge operated in constant temperature mode. This pointed the way to the use of such gauges for the general and widespread measurement of this stress. Their use for this purpose has, however, not become commonplace and very little development work on calibration has occurred since the 1960s'. Instead, the gauges have found use in the qualitative interpretation of the state of the boundary layer, such as the identification of turbulent puffs and slugs in pipe flow by Wygnanski and Champagne (1973) , or Gelbachs' (1992) determination of the flow structure on aircraft wings. Semi-quantative estimations of wall shear stress on turbine cascade blades by Hodson et al. (1994) , Solomon and Walker (1995) and Ubaldi et al. (1996) do not determine the gauge calibration constants but express the gauge output in terms of the main parameters of the gauge calibration equation.
The potential uses for calibrated gauges is considerable; they may be used for the direct measurement of the skin friction drag in mainframe aerodynamics and in the estimation of loss in turbomachinery. In both applications they are useful for the validation of predictive codes. Thin film gauges make very little impact on the measured boundary layer and they may be used in boundary layers that would be too thin or inaccessible for probing by any other means. Davies and Duffy (1995) made the most recent significant contribution to the gauge theory by introducing the true thermal dimensions of the gauge into the calibration relationship. This relationship was then used to calibrate gauges on a flat plate and a cylinder and then subsequently for measurement on a turbine blade in a linear cascade (Duffy et al., 1995) . This work was exclusively for laminar, incompressible flows with a favourable free-stream pressure gradient. This paper is a continuation of that work. The view that there is a universal calibration for incompressible laminar flow that is independent of flow species is reinforced by a set of data taken from air pipe flow and flow over a wedge, both of which are consistent with calibrations that have previously been published. Belief in the gauge theory is reinforced by noting its' consistency with other similar theories. A turbulent circular pipe calibration is then presented and the calibrated gauge is used to measure the turbulent wall shear stress on a turbine blade suction surface in a linear cascade. This measurement is in turn confirmed by comparison with a calibrated Preston tube measurement taken on the same blade.
LAMINAR CALIBRATION
The widespread use of hot film gauges for qualitative measurements has allowed them to be commercially manufactured by several companies. All work reported in this paper refers to one such gauge, the Dantec 55R47 glue-on thin film gauge, which consists of a nickel thin-film sensor, of dimensions 0.1mm in the flow direction, 0.9mm perpendicular to the flow and lpm thick, deposited on a 15mm x 7mm x 50wn ICapton substrate with a protective Quartz coating. The gauge is glued flush with a surface and operated in Constant Temperature Bridge (CTB) mode, when it is part of a Wheatstone bridge in the feedback loop of a high gain DC amplifier.
The principle of operation of the gauge lies in the coupling of the thermal and velocity boundary layers; the rate at which thermal energy is convected away from the element is proportional to the aerodynamic wall shear stress. The theoretical analysis of gauge operation in laminar flows, detailed by Davies and Duffy (1995) , uses the Von Karmen energy integral equation to equate the heat convected into a fluid element above the hot film gauge to the heat convected away. The gauge surface temperature distribution is known from thermographic images, allowing measurement of the following effective dimensions and characteristic temperatures:
Tan=427.0K Wa=0.95mm 11=336.2K Table 1 : Thin film gauge thermal dimensions.
These thermal values were found to be constant over a wide range of Reynolds numbers and between gauges, but vary with substrate conductivity and overheat ratio. Assumed velocity and temperature boundary layer profiles are adopted to solve the thermal 
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Figure 1: Pipe flow experimental rig schematic. energy integral equation. It is also assumed that the thermal boundary layer is much thinner than the velocity boundary layer, mimicking a high Prandtl number fluid.
The resulting hot film gauge calibration equation is:
Where:
2 Knowing all of the parameters of Eq. (1) except the dimensionless calibration constants a and b, the problem is to use a zero pressure gradient flow to find a and a free-stream pressure gradient flow to find b. These constants may be considered a factor of the forced convection cooling of the gauge. Although a and b could be determined by a two-point or even single-point calibration, accuracy and repeatability are greatly increased by plotting the variation of (V, 2-V.2) over a range of ty. The procedure adopted by Duffy a al. (1995) was to calibrate for a by measuring the velocity profile at the gauge position using a hot wire on a horizontal flat plate. b was found by taking gauge measurements from a circular cylinder and predicting the shear stress analytically. These findings are reinforced herein by further data from a circular pipe and a wedge.
It is interesting to note the non-dimensionalised form of the zero freestream pressure gradient calibration, Eq. (I):
The constant is taken from the calibration of Duffy a al. (1995) . The format is identical to that presented by Lighthill (1950) for a high Prandtl number flow:
Nu= 0516 Pr I/3 Re m C1 "3 . (3) It is also functionally identical to the Reynolds analogy applied to flow over a flat plate from Schlichting (1979) , Nu oc Pr I/3 Re 2/3 C f (4) thus giving further confidence in the generality of the calibrating equation. The calibrating constants a and b are applicable to any similar gauge with the same substrate, operating fluid and overheat. Therrnographic re-measurement would be required if any of these conditions were altered.
ZERO PRESSURE GRADIENT LAMINAR CAUBRA11ON
Pipe flow calibration provides a convenient calibrating flow field where the wall shear stress measurement in fully developed flow is simply found in any flow condition. The aerodynamic wall shear stress in a circular pipe of radius r in steady, fully developed flow is:
In the rig depicted in Fig. 1 , a fan draws laboratory air through a six metre length of aluminium circular pipe over a hot film gauge glued to the inner wall 3m from the bell-mouth entry. The drawn inner surface of the pipe has an average smoothness of 0.4um. The simple mechanical throttle downstream of the fan produces incremental air velocities up to 42m/s. The pressure differences between tappings were used to calculate ç. The gauge was carefully balanced and frequency optimised and the overheat set to 110K above ambient. Voltage outputs from a constant temperature bridge at known free-stream air velocities were digitally recorded on a PC equipped with a software-controlled analogue-to-digital data acquisition board. Each sample comprised 16,384 bridge voltage readings, recorded over 1.6 seconds at a sample rate of 10kHz.
The thin film gauge detected laminar flow up to very high values of Re, (4.5x104), which is consistent with experiments by Shapiro a al. (1954) . This laminar flow regime was found to be undeveloped from Pitot tube and hot wire traverses across the pipe diameter at stations 3m and 6m from entry. Langharrs ' (1942) formula for the laminar entry length of a pipe, E=0.057 Re, predicts an entry length of at least 500m, so the velocity profiles will not have developed appreciably between the 3m and 6m stations, as found in the traverses. The measured axial pressure drop in undeveloped pipe flow comprises both a fluid friction and momentum component due to the accelerating fluid core. Therefore the measured pipe pressure drop in laminar flow is not strictly the wall shear stress of Eq. (5). However, the laminar calibration in undeveloped pipe flow using Eq. (5) has been found to agree very closely with the flat plate calibration of Duffy et al. (1995) , as shown in Fig. 2 , indicating that the momentum change between tappings is small. The long entry length supports this view.
The pipe calibration depends on the acknowledgement of a pressure gradient across the gauge in order to measure the wall shear stress. Yet, a zero-pressure gradient calibration is sought. The necessary requirement is that the pressure difference must be large enough to measure accurately but small enough to make the second term of Eq. (1) considerably smaller than the first. This has been confirmed by the enumeration of the full gauge calibration equation after the determination of the first and second calibration constants. The second, pressure gradient term, was only 2% of the first term.
The Pitot-measured velocity profiles were also used to find the extrapolated wall shear stress, shown in The two methods of determining the first calibration constant, a, shown in Fig. 2 differ by only 1%, which confirms the generality of the hot film calibration.
PRESSURE GRADIENT LAMINAR CALIBRATION
The aluminium wedge shown in Fig. 3 was used to determine the second calibration constant, b, by calibrating the gauge in laminar flow with a favourable positive pressure gradient. Pressure gradient effects on boundary layer formation are well documented and the effect must be accounted for in most boundary layer measurements.
The wedge was placed in an atmospheric wind tunnel as shown in Fig. 4 . Tunnel pressures, p and pl, and the temperature, T, were measured at the positions shown in Fig. 4 . The free-stream turbulence intensity was measured using a hot wire as 0.8%. The hot film gauge was glued to the surface of the wedge 75mm downstream from the leading edge. The pressure profile in the region of the gauge was measured using the five static pressure taps on the wedge. Surface paint flow visualisation confirmed that the flow was twodimensional and gauge signals confirmed laminar flow over the range of Reynolds numbers considered. The data acquisition system was as described previously for the pipe flow, with 50kHz sampling.
The wall shear stress on the wedge at the gauge position was calculated using the Blasius solution for the boundary-layer equations. The more straight-forward similarity solutions were inapplicable as the gauge was mounted 75mm from the stagnation point. The pressure profile near the gauge, together with functions tabulated in Schlichting (1969) , were used to give the following form of the boundary layer solution:
pp r y = 2.23H u e; (7) X Eq. (7) was then used to predict the aerodynamic wall shear stress on the wedge. The gauge laminar calibration Eq. (1) is reexpressed in Eq. (8) to allow the second calibration constant, b, to be Measured graphically in Fig. 5 .
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B7?" by the peak in power density required to heat the gauge at the bursting frequency. Turbulent flow returns to the even distribution of power of laminar flow, but at a higher value. The four detection methods identify an approximate transition from undeveloped laminar pipe flow to fully developed turbulent flow in the Reynolds range of 3.9x1(t < Re, < 7.6x10'.
Figure 7: Effect of transition on power spectral density of signal from pipe-mounted gauge.
As the value of the second calibration constant of the gauge calibration Eq. (1) in turbulent flow is not known, it is not possible to evaluate the relative magnitude of these terms in turbulent pipe flow. However, the higher gauge voltages associated with turbulent flow raise the first term by the power six whilst lowering the second term by the power minus two. The second term is therefore also ignored for the turbulent pipe calibration. The zero flow voltage is interpolated from 
CASCADE MEASUREMENTS
The University of Limerick atmospheric tunnel described in the wedge calibration experiment can be reconfigured as shown in Fig. 9 to accommodate a 6-bladed linear cascade. Measurements of the wall shear stress near the trailing edge of a linear cascade blade are of particular interest in validating predictive codes. The Preston tube was calibrated in a similar manner to the hot film gauge when mounted on the inner wall of the pipe rig of Fig. 1 . The resulting calibration is shown in Fig. 11. The comparison of the Preston tube calibration with those of previous authors indicates an average 6% variance. This is indicative of the sensitivity of the Preston tube to flow type, or species.
The 14 static pressure tappings indicated in Fig. 10 measured the pressure gradient in the vicinity of the instruments. Determining the pressure gradient over the two sensors is important as neither calibration allows for severe pressure gradients. It was found that the blade-mounted Preston tube was within the pressure parameter range derived by Patel (1964) . Fig. 12 shows that the pressure gradient in the vicinity of the hot film gauge and Preston tube is small compared to the gradient measured in the cylinder and wedge experiments, allowing Eq. (9) to be used when evaluating the blade wall shear stress. The hot film gauge and Preston tube wall shear stress measurements are compared in Fig. 14 . The average correlation for data within the valid calibrations for both sensors is 3%. Although Zarbi (1991) found differences of up to 15% from calibrating a Preston tube in a flow species different to that measured, no such discrepancy was found in using the pipe calibration for cascade blade measurements. The above measurements of the actual, rather than pseudo, wall shear seem to be unique, so no comparisons with the literature are possible. 
CONCLUSIONS
• Previously published calibration data for a hot film in incompressible laminar flow with and without a favourable free stream pressure gradient are supported by new measurements.
• A gauge is successfully calibrated in incompressible turbulent pipe flow.
• The calibration constants derived may be used for any heated thinfilm gauge that is identical to the one tested here, mounted in air on an aluminium substrate at an overheat temperature of 110K.
• Measurements from a calibrated gauge are compared favourably with those taken from a Preston tube in turbulent flow on the suction surface of a linear turbine blade cascade.
