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Abstract 
An improved method using kernel density estimation (KDE) and confidence level is presented for model validation with small 
samples. Decision making is a challenging problem because of input uncertainty and only small samples can be used due to the 
high costs of experimental measurements. However, model validation provides more confidence for decision makers when im-
proving prediction accuracy at the same time. The confidence level method is introduced and the optimum sample variance is 
determined using a new method in kernel density estimation to increase the credibility of model validation. As a numerical ex-
ample, the static frame model validation challenge problem presented by Sandia National Laboratories has been chosen. The 
optimum bandwidth is selected in kernel density estimation in order to build the probability model based on the calibration data. 
The model assessment is achieved using validation and accreditation experimental data respectively based on the probability 
model. Finally, the target structure prediction is performed using validated model, which are consistent with the results obtained 
by other researchers. The results demonstrate that the method using the improved confidence level and kernel density estimation 
is an effective approach to solve the model validation problem with small samples. 
Keywords: model validation; small samples; uncertainty analysis; kernel density estimation; confidence level; prediction 
1. Introduction1 
Due to the rapid progress in computer technology 
and the prohibitive cost of full-scale testing, mod-
el-based simulation is increasingly dominant in the 
design and analysis of complex engineering systems. 
Therefore, the true accuracy and confidence of simula-
tion model has become an important topic with the 
high simulation requirements in engineering design. 
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Verification and validation (V&V) are the primary 
approaches to assess the accuracy and the reliability of 
computer models. Model verification is the process of 
determining that a computational model accurately 
represents the underlying mathematical model and its 
solution, but model validation is the process of deter-
mining the degree to which a model is an accurate 
representation of the real world from the perspective of 
the intended uses of the model [1]. Decision making is a 
challenge problem because of input uncertainty and 
only small samples can be used due to the high costs 
of experimental measurements. However, model vali-
dation provides more confidence for decision makers 
when improving prediction accuracy at the same time. 
The goal of model validation is to ensure the simula-
tion model with enough accuracy and to increase the Open access under CC BY-NC-ND license.
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prediction credibility of simulation models through 
comparing simulation model with experimental per-
formance measures. 
Model validation, which is a fundamental concept 
proposed by the U.S. Department of Energy, is mainly 
used in reliability assessment and decision making for 
storage management of nuclear weapons at the begin-
ning. Developing quantitative methods for model 
validation under uncertainty has attracted considerable 
interest in recent years. Professional Societies and 
Standards Committees have played an important role 
in guiding development in model validation, see, for 
example, guides published by AIAA [2], ASME [1] and 
NASA [3]. Oreskes [4] and Kleindorfer [5], et al. demon-
strated the meanings of model validation in terms of 
philosophy and methodology. Oberkampf, et al. sum-
marized the model validation concept in computational 
fluid dynamics [6-7] and presented a monograph [8] and 
a comprehensive framework [9] for model validation in 
scientific computing. Chen [10], Rebba [11] and McFar- 
land [12], et al. made some great contributions in model 
validation research also, and Youn, et al. [13] presented 
a hierarchical framework for model validation in en-
gineering product development recently. There is not a 
step-by-step guide for engineering practice because 
model validation is too complex to assess though some 
standards committees have presented a series of stan-
dards and guides. In addition, model validation frame-
work seems far from perfect when dealing with the 
issues due to many uncertainties included in practical 
engineering because the framework concept of uncer-
tainty quantification and model validation is not ma-
ture. 
The process of attempting to validate simulation 
models in this manner has been of significant interest 
recently to practitioners and researchers. In fact Sandia 
National Laboratories hosted a “Model Validation 
Challenge Workshop” in 2006 [14], which includes 
three model validation challenge problems in the field 
of statics, dynamics and heat transfer. The static frame 
problem [15-16] relates to a simple deterministic struc-
ture where only the material properties are unknown. 
All participants represent material properties using 
random fields model whose distribution is estimated 
by either parametric [16-19] or nonparametric [16-17, 20-21] 
procedures in model calibration level. Babuska [16-17] 
and Grigoriu [18], et al. studied the static frame chal-
lenge problem using traditional Bayesian updating 
method while Cheung and Beck improved it in Ref. [22]. 
Kennedy and O’Hagan [23] presented a new Bayesian 
updating method which takes bias into account and is 
worthy to extend. And Park [24] developed a method-
ology to quantify model probability under a Bayesian 
statistical framework recently. However, in cases 
where no prior information is available, Bayesian ap-
proaches do not provide an advantage. Kernel density 
estimation (KDE) is a nonparametric way of estimat-
ing the probability density function (PDF) of a random 
variable. It is interesting to notice that even though 
Refs. [16]-[17] and Ref. [21] applied kernel density 
estimates, their choices of the bandwidth are different. 
The method in Ref. [21] takes the amount of available 
data and the target confidence level into account while 
making minimal assumptions on the model. In addition, 
the choice of a validation metric [25] is a critical step in 
the model assessment. Therefore, metrics based on 
distance [16-17], normalized deviations [19, 21] or hy-
pothesis testing [20] are applied to quantifying the 
comparison of the experimental measurements and 
mathematical model output. However, Rutherford [26] 
presented an approach that is rather complicated, yet 
worthy of attention. The details of model metric can be 
seen in Ref. [25] and Ref. [27]. All participants result 
in a wide range of different results. Babuska and Tem-
pone [28] summarized some solutions to the static frame 
validation challenge problem lastly. 
In this paper, the confidence level method [21, 29] is 
introduced and the optimum sample variance is deter-
mined using a new method in KDE. As a numerical 
example, the static frame model validation challenge 
problem presented by Sandia National Laboratories 
has been considered in order to describe the achieve-
ment process of model validation. 
2. Basic Theories 
2.1. Confidence level for small samples 
There are a limited number n of data points which 
are supposed to be available, for example 2£n£40. 
Let the variables a and b denote the lower and upper 
bounds of an interval that embeds the available sample 
set ( 1, 2, , )ix i n= " . These bounds are given by 
 
min max min
max max min
1 ( )
2 2
1 ( )
2 2
a x x x
n
b x x x
n
⎧ = − −⎪⎪ −⎨⎪ = + −⎪ −⎩
 
(1)
 
where xmin and xmax are the minimum and the maxi-
mum values of available sample set, respectively. And 
 
min 1
max 1
min( )
max( )
ii n
ii n
x x
x x
=⎧⎪⎨ =⎪⎩
£ £
£ £
 (2) 
The probability of a new observation out of [a, b] is 
defined as 
 { [ , ]} 1 ( ) d 0
b
n k
a
p P x a b f x x k+= ∉ = − >∫  (3) 
while that in the interval is denoted as q and given by 
 1 ( ) d
b
a
q p f x x= − = ∫  (4) 
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where q satisfies the constraint of 0<q£1. Assuming 
that the observed dispersion of the data points is 
equivalent to n independent and identically distributed 
(IID) realization of sample points from an unknown 
distribution f (x). Under the assumption of independent 
realization the probability of this event is given by 
 
1
     
n
n
i i
i
q P x a x b
=
⎧ ⎫= ⎨ ⎬⎩ ⎭∩ £ £  (5) 
The methodology is to identify a probability p that is 
not exceeded with a certain confidence, but not to de-
termine the most likely value for qn. By this procedure, 
one does not draw statistical conclusions of one single 
value qn from small samples. Since statistical point 
estimates based on few data points may show a sub-
stantial change having additional samples, one single 
value cannot safeguard a robust result. 
Instead of the derivation of the most likely value of 
qn, qn is used for the determination of the probability 
that the model parameters outside the interval bounds 
as defined in Eq. (1). The significance level is de-
noted as α, which is the substitution of the probabil-
ity that one sample falls within the bounds qn, i.e., 
α=qn, so 
 1( , ) 1 1 np n qα α= − = −  (6) 
which is an explicit function of the chosen confidence 
level and the number of samples. Table 1 shows the 
effect of the selection of typical values for the signifi-
cance level as a function of the available data points. 
Table 1  Probability p(α, n ) as a function of significance 
level α and the number of data points n [21] 
p(α,n) 
α 
n=3 n=5 n=20 n=30 n=300
0.01 0.784 6 0.601 9 0.205 7 0.142 3 0.015 2 
0.02 0.728 6 0.542 7 0.177 7 0.122 3 0.013 0 
0.05 0.613 6 0.450 7 0.139 1 0.095 0 0.009 9 
0.10 0.535 8 0.369 0 0.108 7 0.073 9 0.007 6 
0.50 0.206 3 0.129 4 0.034 1 0.022 8 0.002 3 
 
2.2. KDE with small samples 
It is difficult to get the true distribution of small 
samples using parametric method because there is no 
information enough to estimate the PDF when few 
data points are available. However, KDE [30-31] which 
does not need any assumptions is the most general 
nonparametric density estimation method. The com-
mon KDE in the general form based on a sample 
( 1,2, , )ix i n= "  is 
 
1
1 1ˆ ( ) ( - )
n
i
i
f x K x x
nh h=
⎛ ⎞= ⎜ ⎟⎝ ⎠∑  (7) 
where K(·) is the kernel function that is positive, and 
( ) d 1K x x =∫ ; h is the window width, also called the 
smoothing parameter or bandwidth. The best band-
width h must be selected as small kernel bandwidth 
results in a ragged density, while wide bandwidth 
yields a smoother density function.  
A commonly used univariate parametric kernel is 
the Gaussian or normal kernel given by 
 ( ) 21 1exp
22
K x x⎛ ⎞= −⎜ ⎟π ⎝ ⎠
 (8) 
The best bandwidth h is estimated using the rule of 
thumb 
 
1/ 51.06h nσ −=  (9) 
when Gaussian kernel is selected firstly. And then the 
determination of the standard deviation can be given 
by the established PDF, which must fulfill 
 ( , ) d ( , ) d ( , )
a
b
f x x f x x p nσ σ α∞
−∞
+ =∫ ∫  (10) 
where σ2 is the best sample variance. And obviously, the 
integrands and the limits of integration both depend on n, 
so the integral can be solved only numerically. 
2.3. The optimum variance selection 
It is a critical procedure to determine the optimum 
sample variance for model validation in order to in-
crease the credibility of model prediction in this study. 
The optimum sample variance is determined only by 
Eq. (10) in Ref. [21], while in this paper the algorithm 
for selecting the optimum variance can be imple-
mented as follows: 
1) Calculate the bounds a and b using the given 
samples based on Eq. (1). 
2) Calculate the confidence level p(α, n) using the 
given significance level α and sample size n based on 
Eq. (6). 
3) Determine the best bandwidth h using the given 
samples and calculate the standard deviation σ1 based 
on Eq. (9). 
4) Calculate the optimal standard deviation σ2 
through the iterative solution using the bounds a, b, the 
confidence level p(α, n), and the initial value σ1 based 
on Eq. (10). 
5) Calculate the optimum standard deviation 
σopt=max(σ1, σ2) and the optimum bandwidth hopt based 
on Eq. (9). 
6) KDE is achieved using the optimum bandwidth 
hopt based on Eq. (7). 
From the above procedure we can see that the optimal 
standard deviation σ2 is selected in Ref. [21] and σopt is 
selected in this paper to ensure more safety of the system. 
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3. Static Frame Model Validation Realization 
3.1. Problem description 
The calibration, validation and accreditation ex-
periments described in Ref. [15] and Ref. [32] create 
the validation pyramid as Fig. 1 shows. In Fig.1, R is 
the midpoint of the sample bars, Fc and Fv are tensile 
force of calibration and validation experiments respec-
tively, F is the point load in accreditation experiment, 
and r the uniform load of intensity in the prediction 
frame structure. 
 
Fig. 1  Static frame model validation pyramid 
      framework [15, 32]. 
At the lowest level of the pyramid are the simple 
calibration experiments. On the highest level are very 
complex experiments and their computational analyses. 
Some of them are called accreditation (certification) 
experiments and serve as the basis for the demonstra-
tion of compliance with regulatory requirements. 
Sometimes, tests on the lower level might be accredi-
tation tests, too.  
3.2. Model calibration 
The objective in this section is to build the KDE 
model based on the calibration experiments and to 
calibrate the model. All results will be shown for sig-
nificance levels α1=0.02 and α2=0.10, respectively. 
We use the compliance model instead of the mod-
ulus of elasticity E(x) along x of the bar (see Eq.(11)) 
because it is simple. 
 1( )
( )
x
E x
θ =  (11) 
Therefore, the compliance denotes θ0 to replace the 
modulus of elasticity E0 at the midpoint of the bar sam-
ples in Ref. [15] and the elongation can be written as 
 cc
c
0c
( )d
lF
l x x
A
θδ = ∫  (12) 
Let ηc be the average of the compliance along the lc 
 c c c
c
0c c c
1 ( )d
l A l
x x
l F l
η θ δ= =∫  (13) 
where the elongation δlc has been measured and can be 
seen in Ref. [15] for a deterministically known cross 
section area Ac, length lc and tensile force Fc.  
The mean of θ0 and ηc can be fixed with experimen-
tal data  
 c
0
c
0
1c
c
1c
1ˆ
1ˆ
c
N
i
i
N
i
i
N
N
θ
η
μ θ
μ η
=
=
⎧ =⎪⎪⎨⎪ =⎪⎩
∑
∑
 
(14)
 
and the variance of θ0 and ηc are specified by 
 c
0 0
c
c c
2 2
0 0
1c
2 2
c c
1c
1 ˆvar( ) [ ( ) ]
1 ˆvar( ) [ ( ) ]
N
i
i
N
i
i
N
N
θ θ
η η
θ σ θ μ
η σ η μ
=
=
⎧ = + −⎪⎪⎨⎪ = + −⎪⎩
∑
∑
 
(15)
 
where Nc is the number of samples, and the standard 
deviation 
0θσ  and cησ  are derived from Eqs. (8)- 
(10) based on the calibration experiments.  
Figures 2-3 show the assumed probability density 
function for θ0 and ηc for all three cases and for both 
significance levels α1=0.02 and α2=0.10 respectively. 
In the figures, the test data points are also indicated. 
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Fig. 2  PDF of θ0 for different sample sizes. 
 
 
 
Fig. 3  PDF of ηc for different sample sizes. 
It can be observed that all testing data fall into the 
estimated ranges and the ranges are decreasing with 
the increase of the significance level α, i.e. a decrease 
of the confidence level in Figs. 2-3. In addition, the 
KDE changes obtained from the PDF become smaller 
as the sample size increases. 
Table 2 shows the standard deviation results for all 
cases and levels of significance. 
Table 2  Results of variance var(θ0) and var(ηc) 
var(θ0)/(10−11m2·N−1)2 var(ηc)/(10−11m2·N−1)2 Sample 
size α1=0.02 α2=0.10 α1=0.02 α2=0.10 
Nc=5 9.547 3.578 0.627 0.252 
Nc=20 0.955 0.603 0.507 0.281 
Nc=30 0.690 0.481 0.404 0.244 
 
Table 2 shows that the variance of compliance as the 
midpoint var(θ0) is decreasing with the number of 
samples increases, and it changes little when Nc varies 
from 20 to 30, but the variance of ηc changes little for 
all numbers of samples. In addition, the greater the sig-
nificance level, the smaller the variances of θ0 and ηc. 
It needs to assess the calibration model before the 
final model prediction. 
3.3. Random field model 
We assume that the covariance function of θ(x) re-
lates to the variance θ0 as stationary random fields be-
cause not all the compliance values are measured. 
Given the longitudinal coordinates of two points x1 and 
x2, the covariance function is defined as 
 1 2
1 2 0
corr
cov( ( ), ( )) var( ) exp
x x
x x
l
θ θ θ ⎛ ⎞−= −⎜ ⎟⎜ ⎟⎝ ⎠
 
(16)
 
where lcorr>0 is called the correlation length. 
If length l of a bar and cross section area A are axi-
ally loaded by a force F, then the variance of its elon-
gation is 
2
1 2
0 1 22 0 0 corr
var( ) var( ) exp  d d
l l x xFl x x
lA
θ ⎛ ⎞−δ = −⎜ ⎟⎜ ⎟⎝ ⎠∫ ∫
 (17) 
By combining this equality with Eq. (16), we derive 
 1 2
1 22 0 00 corr
1
2
var( ) 1 exp  d d
var( )
2 2 e 1
l l
z
x x
x x
ll
z z
η
θ
−
⎛ ⎞−= − =⎜ ⎟⎜ ⎟⎝ ⎠
⎛ ⎞+ −⎜ ⎟⎝ ⎠
∫ ∫  
(18)
 
where z= lcorr /l. 
By setting lc=20 cm and using the fixed 
0
ˆθμ  and 
already calculated var(θ0) and var(ηc), we can solve 
Eq. (18) to get lcorr listed in Table 3. 
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Table 3  Correlation length lcorr 
lcorr/cm 
Sample size 
α1=0.02 α2=0.10 
Nc=5 6.795 7.320 
Nc=20 80.89 69.07 
Nc=30 106.8 80.14 
3.4. Model validation assessment 
The validation experiments of the elongation δlv can 
be seen in Ref. [15]. The characteristics of the sample 
bars are their cross section Av=Ac, their length 
lv=lc=80 cm, respectively and the tensile force Fv=Fc. 
Hence, the validation results have the following mean 
and variance 
 v v
v 0
v
2 2
v v
v v2
v
( ) ( )
var( ) var( )
F l
E l E
A
F l
l
A
θ
η
⎧ δ =⎪⎪⎨⎪ δ =⎪⎩
 
(19)
 
where 0( )E θ can be estimated by sample means 
0
ˆθμ and vvar( )η can be used to infer directly from Eq. 
(18) respectively.  
We define the normalized deviations as 
 v( ) v
( )
v
( )
var( )
i
i
l E l
l
ξ δ − δ= δ
 
(20)
 
for all cases and significance levels.  
It is suggested to consider the domain m [ 1,1]ξ ∈ −  
as good value because var(δlv) is less than one stan-
dard deviation of δlv from δlv(i), where ξm denotes the 
observed average. We may consider m [ 2, 2]ξ ∈ −  ac-
ceptable, but the largest deviation |ξ| should not exceed 
the value 3. If any ξ(i)>3, then the calibration model 
must be rejected. We only need to increase var(δlv) 
because E(θ0) is fixed and determined. To increase 
var(δlv), we increase lcorr which is equivalent to an in-
crease in var(η), see Eq. (18). Table 4 shows the mean 
and the maximum of normalized deviation ξ. 
Table 4  The observed mean and maximum of normal- 
ized deviation ξ  
α1=0.02 α2=0.10 Case 
ξm max(|ξ|) ξm max(|ξ|)
Nc=5, Nv=2 0.342 0.602 0.538 0.947 
Nc=0, Nv=4 −0.423 0.717 −0.583 0.988 
Nc=30, Nv=10 −0.320 0.987 −0.434 1.339 
 
It can be observed from Table 4 that the deviation ξm 
lies within the good domain, which implies that the 
mathematical model is regarded to be validated.  
3.5. Model accreditation assessment 
An auxiliary function φ is defined in Ref. [15] as 
 2 0  2( )
( ) 2  2     
s s l
s
l s l s l
ϕ <⎧= ⎨ −⎩
£
£ £
 (21) 
where l is the length of the beam under consideration. 
In accreditation cases, the vertical displacement of 
midpoint of the beam is 
 1
1
01
1( ) ( ) ( ) ( )d
2
B C
ly yw Q M s s s s
I
δ δ θ ϕ+= − ∫  (22) 
where M1 (s) = u φ (s), and u is the vertical point load; 
I1 is the constant cross section moment of inertial of 
Beam 1 in the accreditation frame, l1 the length of this 
beam, and δyB and δyC are the vertical displacement of 
the ends of this beam. 
Assuming that ψ is a continuous function in an in-
terval [0, l ] and if Eq. (16) is assumed, then 
 
0
0 0
( ) ( ) d var( ) ( ) d
l l
E t t t t tψ θ θ ψ⎛ ⎞ =⎜ ⎟⎝ ⎠∫ ∫  (23) 
and  
 
0
0
0 0 corr
var ( ) ( )d var( )
( ) ( ) exp d d
l
l l
t t t
s t
s t s t
l
ψ θ θ
ψ ψ
⎛ ⎞ = ⋅⎜ ⎟⎝ ⎠
⎛ ⎞−−⎜ ⎟⎜ ⎟⎝ ⎠
∫
∫ ∫
  
(24)
 
For the accreditation experiments, the relationship 
between the elongation of the bars and the coordinates 
of the displacements of the beam ends is given in Ref. 
[15]. We can infer that 
1
1 1 2 2 4 4
0
1 2 4
1
01
( ( )) ( )
2 2 2
1 ( ) ( )d
l
F l F l F l
E w Q E
A A A
M s s s
I
θ
ϕ
⎛= − − −⎜⎜⎝
⎞⎟⎠∫
   
(25)
 
and 
1
1 2 4
1
01
var( ) 2var( ) 2var( )
var( ( ))
4
1var ( ) ( ) ( )d
l
l l l
w Q
M s s s s
I
ϕ θ
δ + δ + δ= +
⎛ ⎞⎜ ⎟⎝ ⎠∫
 
(26)
 
where Fi (i=1,2,3,4) and Ai (i=1,2,3,4) stand for the 
tensile forces applied to bars or beam and the cross 
section areas of bars or beam. 
The quantities var(δli) (i=1,2,3,4) can be evaluated 
like Eq. (19) because var(θ0), the axial forces, the cross 
section areas and lcorr are known quantities. 
To obtain the integral in Eqs. (25)-(26), Eq. (23) and 
Eq. (24) are used, where we set ψ (t) = M1 (t) = u φ (t) 
and φ is defined in Eq. (21). 
Like in Section 3.2, Table 5 shows the deviations 
 ( ) ( ( ))
var( ( ))
i
i
w Q E w Q
w Q
γ −=  (27) 
for all cases and significance levels. It is suggested to 
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accept the accreditation if all values [ 2,2]iγ ∈ − . It can 
be observed that all deviations are within this domain.  
Table 5  Observed normalized deviation γ of w(Q) 
α1=0.02 α2=0.10 Sample size 
 γ1 γ2 γ1 γ2 
Nc=5, Na=1 −0.629  −0.991  
Nc=20, Na =1 0.149  0.202  
Nc=30, Na=2   0.072 4 −0.726 0.094 5 −0.948 
 
3.6. Model prediction 
The validation experiments demonstrate the validity 
of the mathematical model with a tendency to conser-
vative slight over-estimation of the response, and the 
accreditation experiments show that the prediction is in 
a good agreement with the measured displacement. 
One is therefore ready to proceed with good confi-
dence for the prediction, which is actually the focus of 
interest. 
The vertical displacement of midpoint of the beam 
is 
 4
4
04
1( ) ( ) ( ) ( )d
2
B C
ly yw P M s s s s
I
δ δ θ ϕ+= − ∫  (28) 
in prediction case; where M4(s)=vs(l4−s)/2, and v is the 
uniform load of intensity, I4 the constant cross section 
moment of inertial of Beam 4 in the prediction frame, 
l4 the length of this beam, and δyB and δyC are the ver-
tical displacement of the ends of this beam. 
For the prediction problem, E(w(P)) and var(w(P)) 
can be determined in a parallel way, and the results are 
shown in Table 6. 
Table 6  Prediction of mean and variance of w(P) 
α1=0.02 α2=0.10 Case 
E(w(P))/mm σ(w(P))/mm E(w(P))/mm σ(w(P))/mm
Nc =5 −2.654 0.076 7 −2.654 0.048 7 
Nc =20 −2.761 0.084 3 −2.761 0.060 8 
Nc =30 −2.750 0.080 0 −2.750 0.058 4 
 
For the failure probability 
 { }f p( ) }P P w P w= £  (29) 
where wP=−3.0 mm. We select two different ways to 
evaluate the failure probability. When no distribution 
needs to be assumed, the one-sided Chebyshev ine-
quality is adopted in one method and normal distribu-
tion is assumed in another. 
For a general random variable X with a finite vari-
ance in one-sided Chebyshev inequality 
 
2
var( ){ ( ) }
var( )
XP X E X
X
ε ε+ +³ £
 (30) 
where ε>0. If we replace X by the random variable 
−w(P), set ε=−wP+ E(w(P)) and define 
 
f1 2
var( ( ))
var( ( )) ( ( ( )) )P
w Pp
w P E w P w
= + −
 (31) 
then pf1 is an upper bound of Eq. (29).  
If normal distribution is assumed for w(P), define 
 ( )
var( ( ))
Pw P w
w P
β −=  (32) 
and 
 f 2 1 ( )P β= −Φ  (33) 
where ( )Φ ⋅ denotes the cumulative standard normal 
distribution function and pf2 is the failure probability 
of Eq. (29).  
Firstly, comparing pf1 and pf2 in Table 7, we see that 
all pf1 are larger than pf2 as the upper estimation of pf1 
is given too large, because there is not any distribution 
assumption for Chebyshev inequality. Secondly, it can 
be observed that the failure probabilities of both pf1 
and pf2 decrease with the increase of the significance 
level α. Thirdly, the difference of failure probability is 
not significant between Nc=20, 30, but the failure 
probability varies greatly when the sample size Nc var-
ies from 5 to 20. 
Table 7  Prediction of failure probability pf 
α1=0.02 α2=0.10 Sample 
size pf1 pf2 pf1 pf2 
Nc=5 4.67×102 3.11×10−6 1.94×10−2 5.71×10−13
Nc =20 1.11×101 2.29×10−3 6.08×10−2 4.26×10−5 
Nc =30 9.27×102 8.80×10−4 5.16×10−2 9.03×10−6 
4. Conclusions 
1) The improved confidence level and KDE method 
can be used to cope with the model validation problem 
with small samples. 
2) The improved optimum variance selection ap-
proach increases the credibility of model validation to 
ensure more safety of the system. 
3) The results show a wide range of failure prob-
ability values due to different sample sizes and inher-
ently subjectivity in validation process. So we must 
add sample size appropriately to increase confidence 
and develop new methodologies to reduce the subjec-
tivity in the validation process. 
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