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Chapter 1
Introduction
Scanning near-field optical microscopy (SNOM) [Betz92, Pohl94, Paes96] is an
attractive imaging technique that combines the well-known advantages of optical
microscopy with a resolution beyond the classical diffraction limit. Consider-
able effort has been invested recently on exploration of new contrast mechanisms
[Hart03, Shub02]. Advanced detection configurations [Sick01, Meye03a] and im-
proved tip production techniques [Voll01, Gros03] have further increased reso-
lution. The question of artifacts, one of the main caveats in SNOM [Hech97,
Gucc01], is being addressed [Jord99, Laba00].
While these efforts to improve the physical acquisition of SNOM raw data
represent the mainstream of the current work in SNOM, harnessing the power
of sophisticated computational methods [Hata99, Carn00, Carn01, Carn04] for
the exploitation of the raw data remains a niche field. There are other areas
of science, particularly astronomy, where sophisticated exploitation of the raw
data through computational methods is at least as important as their efficient
acquisition through the experimental system. Through improved re-analysis data
from the first space probes, launched 30 years ago, can still be made to yield new
scientific insights that would otherwise have necessitated a new mission. Another
striking example is the Hubble Space Telescope, which stood on the brink of
failure because of a faulty main mirror. Through computational data exploitation,
the error was pinpointed from Earth so that it could be computationally corrected
from the acquired images and remedied physically in a later repair mission.
This work, a synopsis of which is given in [Kien05], is about the development of
an integrated framework that combines improvements of the physical data acqui-
sition and novel computational data exploitation methods to produce improved
SNOM images. Using an existing magneto-optical SNOM system (Chapter 2)
as an object of study, we reconsider all the processing stages that the raw data
undergo. We develop more efficient strategies for forming the raw image from the
raw data and for filtering the raw image. Moreover, we propose to extend the
concept of image deconvolution [Hels67] to SNOM, so that the image resolution
can be improved beyond the diameter of the aperture. We show that this idea
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introduces new insights and opens various new and efficient paths both towards
the exploitation of conventionally acquired raw data and towards novel detection
concepts for raw data acquisition. To demonstrate their practical use, our main
methods are applied to actual SNOM images and investigated through simula-
tions. Although initiated for our SNOM and tested (mainly) on SNOM images,
most of our methods can also be applied to other scanning microscopy systems.
Our work is organized as follows.
In Chapter 2 we describe the SNOM system under study, which is the starting
point of our work, and our objectives.
Although our focus is on improving the SNOM images formed from given raw
data, be they good or not, the potential gain from improved data exploitation
can reasonably be expected to depend on the purity of the physical raw data. We
therefore include measures that improve the raw data themselves in the recon-
sideration of our SNOM. Chapter 3 deals with these measures: we provide direct
access to the real raw data, instead of accepting the traditional condensed version,
which was far less informative. To this end, we implement a separate data acqui-
sition circuit in addition to the existing system. We have found, experimentally,
that the polarization of the detected light depends on the tip–sample separation,
which gives rise to crosstalk between the topography and the magneto-optical
image. Consequently, we have prepared and used topography-free test samples.
We also present a method of refining poorly fabricated tips and give modifications
to the shear-force distance controller that prevent undesired oscillations of the
tip–sample distance.
In Chapter 4 we improve the formation of the raw image. A main obstacle is
the noise under which the desired information is usually buried. Low-frequency
noise is transformed into a stripe-like artifact by the scanning image acquisition;
high-frequency noise obscures the disclosure of fine features and detail that is the
very essence of microscopy. To suppress noise, we must first improve the statistics
of the resulting raw image by exploiting previously unused portions of the raw
data and computing medians where means were previously used. We refine the
existing approach for suppression of low-frequency noise by modeling it in each
scan line using a low-degree polynomial instead of a constant, and using this
polynomial for a line-wise noise compensation. We show that this considerably
reduces stripe-like artifacts, which were prominent in many previously acquired
images.
High-frequency noise is suppressed better by the median than by the mean,
but usually there is still a lot of it present in the raw image. Consequently,
a subsequent de-noising of the raw image remains necessary. In Chapter 5 we
discuss the main problem of filtering: to find a favorable compromise between
the conflicting objectives of noise suppression and feature retention. Our starting
point for an improvement of filtering beyond the efficiency of the Fourier filtering
used previously is a well-known perception: Fourier filtering is tuned manually
using only one parameter (the cut-off frequency). As filtering based on wavelet
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analysis has very many tunable parameters, its use can in principle result in a
better compromise. However, the problem is to find the correct parameter settings
without knowing much about the nature of the noise or about the desired sample
features. To this end, we propose the “piloted wavelet filtering” approach. This
is based on (i) a pilot image; (ii) a relative similarity measure that compares two
images (not an absolute measure that rates the quality of one image but is on
the other hand much harder to devise); and (iii) approximate knowledge of the
size of the aperture that was used for the acquisition of the raw image.
Chapter 6 considers whether it is possible in aperture-mode SNOM to obtain
a final resolution that is better than the aperture diameter a. While a is of the
order of 100 nm, typical SNOM scan units can move the aperture across the
sample with sub-nm precision. Consequently, the image is usually acquired in
a scan grid with a spacing d that is much finer than a. In this scanning mode,
however, the areas imaged at adjacent scan points overlap: any circular sample
area of diameter a contributes to the optical signal at multiple scan points. This
“smears” sample features that are much smaller than a. To overcome this unde-
sired effect we propose to employ image deconvolution [Hels67]. The basic idea
is to computationally invert the imaging process with the intention of recovering
previously blurred details and thereby increasing the resolution beyond previous
limits. As the core element of the deconvolution, we have developed a mathe-
matical model for the imaging process that is sufficiently precise for the intended
purpose, yet computationally tractable. Using this model, deconvolution works
in a prototypical setting. However, its high sensitivity to image noise turns out to
be the central problem for its application to real SNOM images. Consequently,
the previously mentioned wavelet de-noising is a necessary prerequisite for suc-
cessful deconvolution. Further methods of analyzing and reducing sensitivity to
noise will be developed. The user has a choice between an iterative algorithm
that is economical in RAM and a semi-analytic algorithm that is 40 times faster,
at the expense of using considerably more RAM.
In Chapter 7 we apply our essential filtering and deconvolution methods to
simulated images, actual SNOM images and scanning electron microscope images.
We demonstrate the efficiency of our methods and investigate the suspected de-
pendence of their potential gain on the purity of the initial raw data. We find
that this dependence actually exists: basically, “poor” raw data can be exploited
to yield a “fair” image, but “good” raw data are required for an “excellent” fi-
nal result. Sophisticated data exploitation therefore complements rather than
supersedes sound physical data acquisition.
As already mentioned, our methods—especially deconvolution—induce new
insights and open paths both towards a further refinement of data exploitation
and towards novel concepts for physical data acquisition. Those explorative and
continuative concepts are sketched in Chapter 8. We show that because of statis-
tical noise a limitless reduction of the aperture diameter a would not make sense
even if it were technologically feasible. The statistics of the signal–noise ratio
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may be superior for an image that has been acquired with a larger aperture and
subsequently deconvolved. Deconvolution is therefore not a makeshift solution
until finer apertures are available, but is much more fundamentally important.
We find that for quadratic apertures, the fabrication of which is feasible, the
equations governing deconvolution become much simpler; this adds to the known
advantage of quadratic apertures over circular ones: better polarization preser-
vation. Moreover, our formalism for deconvolution supplies a fundamentally new
mode of image acquisition that exploits the dither motion of the tip (which is
present for the purpose of shear-force distance control). The basic idea is to de-
termine by Fourier analysis the portion of the optical signal that oscillates with
the same frequency. This portion of the signal, which can be extracted using a
lock-in amplifier, is brought about by very small, only intermittently illuminated,
areas (“moon crescents”) on the fringes of the aperture. An image acquired using
this method becomes readable through a modified deconvolution. It shuts out
unwanted light contributions that have not been exchanged between the aperture
and the sample, and has a higher resolution from the start. Finally, we assess the
applicability of our methods to other scanning microscopies, and propose further
refinements.
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Chapter 2
SNOM system under study and
objective of this work
2.1 Principles of scanning near-field
(magneto-)optical microscopy
2.1.1 From classical to near-field microscopy
Optical microscopy is a versatile and non-destructive technique that requires nei-
ther a vacuum nor special preparation of the sample. However, it was taken
for granted for a long time that optical microscopy could not resolve structures
much smaller than the wavelength λ of visible light (400–700 nm) because of the
diffraction limit [Abbe73, Rayl96]: each spot on the sample emits its own diffrac-
tion pattern. A classical optical microscope illuminates all spots at once and
is therefore responsible for distinguishing the corresponding diffraction patterns
from one another (Figure 2.1 top). This, however, is only possible if the spots
are farther apart than
dmin =
λ
2n sin(θ)
(2.1)
where n is the refractive index of the medium between the lens and the sample
(Rayleigh criterion). Features that are closer together than dmin cannot therefore
be distinguished (resolved) from one another. Many microscopists use shorter
wavelengths and/or introduce a high-n immersion fluid [Pohl58] between the lens
and the sample to improve the resolution.
An alternative is to illuminate the spots one by one, so that “resolution”,
in the classical sense, from one another is not necessary. This is achieved by
illuminating the sample through a probe that emits laser light from an aperture
much smaller than λ (typically 100 nm) at its apex (Figure 2.1 bottom). The
probe is scanned over a grid of points on the sample surface with a mesh of 10–
20 nm. At each scan point, the detected light intensity is recorded and mapped
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onto the image to represent the optical information from the currently illuminated
spot.
Figure 2.1: Classical microscopy (top) vs. near-field microscopy (bottom).
The image differs from a classical microscope image not only because it is ac-
quired through a different technique, but also because it is made using a different
light. Fourier transformation of Eq. (2.1) into spatial frequency space reveals
[Vigo92, Vigo92a, Rose00] that a diffraction-limited image consists exclusively of
spatial frequencies ~k for which
ki ≤ 1
c
ωn sin(θ) = |~k| sin(θ), i ∈ {x, y, z} (2.2)
holds, where c is the speed of light in vacuum and ω is the angular frequency
of the light. To obtain higher-resolution information about features in the (x, y)
plane of the sample, spatial frequencies kx and ky that violate Eq. (2.2) must be
probed. We must therefore illuminate the sample with light that contains those
spatial frequencies. |~k| remains fixed at nω/c, so kz must be imaginary. Thus,
the corresponding electric field
E (~r, t) = E0 exp
(
i~k~r − iωt
)
(2.3)
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is exponentially damped in the z direction, which is why the light is called
“evanescent” (vanishing) or “near-field” light. The decay length is typically
[Ober95] of the order of 20 nm. To exploit the information conveyed by the
evanescent light, we must therefore bring the probe into the near field of the
sample. We want to detect the evanescent light using a conventional optical sys-
tem at a macroscopic distance, so at least part of it must be converted back into
“normal” light with non-imaginary kz on interaction with the sample.
Because the intensity of the near-field light depends exponentially on the
probe–sample distance z, this distance must be kept constant at typically 5–10
nm using a feedback control loop with an appropriate controller. The input of
such a controller is the control error, i.e., the difference between (i) the measured
amplitude of an externally excited “dither” motion of the tip parallel to the
sample surface (which is damped through shear-force interaction on approach to
the sample surface) and (ii) a chosen setpoint for this amplitude. The amplitude
setpoint corresponds to the desired probe–sample distance and the control error
to the difference ∆z between the actual and the desired distance. To reduce the
control error (by means of the piezo-electrical effect), the output voltage of the
controller is applied to a piezo to which the probe is fixed. The basic idea is
that when the probe approaches a topographic feature on the sample, the probe–
sample distance deviates from its desired value only for a short time, which is
until the controller has found a new equilibrium state (i.e., output voltage) that
brings the emerged control error back to zero. Any topographic features will,
therefore, show up in the output voltage of the controller, which can therefore
be used to generate a topographic image of the sample simultaneously with the
optical image. In a scanning tunneling microscope (STM), this control loop is
about 20 times faster because the probe–sample distance is gauged electrically by
means of the tunnel current instead of mechanically by means of a dither motion.
The disadvantage is that this requires the sample to be (semi-)conductive. These
microscopes have it in common that they use the piezoelectrical effect for the
(x, y) motion in the sample plane as well as for the control of z.
2.1.2 Magneto-optical imaging
When a magnetic, absorbing sample is illuminated with a linearly polarized beam,
both the transmitted beam (Faraday effect) and the reflected beam (Kerr effect)
are polarized elliptically, with the long axis rotated against the incident polar-
ization. From a classical point of view (Lorentz dispersion), an electron excited
by a beam of light is forced into a cyclotron trajectory in the (x, y) plane. It has
the cyclotron frequency
ωc =
eH
mc
, (2.4)
where e is the electron’s charge and m its mass, and the magnetic field H corre-
sponds to the sample magnetization in the z direction. Consequently [Fuma92],
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the resonance frequencies for right circular polarized (RCP, “+”) and left circular
polarized (LCP, “−”) light are shifted about the normal resonance frequency ω0
by
ω0± = ω0 ∓ 1
2
ωc (2.5)
This results in different indices of refraction for RCP and LCP light, so the RCP
and LCP components of linearly polarized light are phase shifted, which gives
rise to the magneto-optical effects.
Figure 2.2: Magnetic circular dichroism in a ferromagnet (top) and in a param-
agnet without an external field (bottom) [Brun96].
However, magneto-optical effects in ferromagnets are microscopically caused
by an interplay of exchange interaction and spin-orbit coupling, and thus are
unthinkable without quantum mechanics [Brun96]. Spin-orbit coupling splits,
e.g., a doubly degenerate d state into two m = ±1 states a few tens of meV
apart on the energy scale. Exchange interaction shifts the energies of the states
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occupied by spin-up vs. spin-down electrons against each other by about 1–2 eV.
Thus, spin-up vs. spin-down electrons in the m = +1 vs. m = −1 state must all
be excited by photons of different energies to reach the same available state above
the Fermi energy. Because of the selection rules, transitions from m = +1 vs.
m = −1 states are additionally associated with photons, and thereby circularly
polarized light, of different helicities (Figure 2.2).
The net effect (Figure 2.2 top) is that if a ferromagnetic sample is illuminated
with monochromatic (laser) light, different absorption coefficients for RCP and
LCP light result, which in turn give rise to magneto-optical effects. In a param-
agnet (Figure 2.2 bottom), there is no magneto-optical effect unless an external
field is applied. In a solid, however, there are energy bands instead of the sharp
energy levels sketched in Figure 2.2, so the magneto-optical effects are very small.
The Faraday effect rotates the incident light’s polarization by only a few degrees
and the Kerr effect only by a few tenths of a degree.
Despite this rather low signal, magneto-optical microscopy is well known as a
valuable technique for studying the micromagnetic behavior of magnetic samples
[Mcco03, Park03]. In contrast to magnetic force microscopy (MFM), there is
no danger of unintentionally modifying the magnetization of the sample during
imaging, and the technique is insensitive to external magnetic fields. It can
therefore be used to study the magnetic reactions of samples to such fields.
2.2 Physical data acquisition
2.2.1 Optical system
The optical system of our SNOM is sketched in Figure 2.3. Light from a frequency-
doubled Nd:YAG laser (λ=532 nm) is launched into a single-mode optical fiber
(core diameter 3 µm, cladding diameter 125 µm), using a fiber launcher that con-
sists of an iris diaphragm, a lens on an (x, y) stage, a fixed microscope objective
and a fiber holder on an (x, y, z) stage. The whole fiber launcher is mounted on
another (x, y) stage.
The fiber passes through the linear motor that controls the probe–sample
distance. At its other end, the light is transferred into the probe and emitted
from the aperture onto the sample surface. At that point, only a small portion
of the light is still steadily polarized; most of the polarization is statistically
scrambled by the fiber and the probe. The light transmitted by or reflected from
the sample is detected using an analyzer. In this work we consider only the
transmission configuration.
The analyzer consists of a periodically driven photoelastic modulator, a po-
larizer and a photomultiplier mounted on a stage that can be rotated around the
optical axis. There is an angle of 45 degrees between the preferred directions of
the modulator and the polarizer. The lock-in amplifier, which is tuned to twice
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Figure 2.3: Optical system of the SNOM under discussion
the drive frequency of the modulator, passes only the steadily polarized light. Its
output s is given by [Fuma98]
s = A| sin(2ϕ)|, (2.6)
where A is a constant and ϕ is the angle between the polarizer’s preferred di-
rection and the incident light polarization. By rotating the detector, searching
for a minimum of s(ϕ) (“V curve”, Figure 2.4), the incident polarization can be
quantitatively measured, insensitive to intensity fluctuations [Egge97]. However,
if this were done at each scan point it would take about a week to acquire an
image. To acquire a magneto-optical image, the detector is therefore rotated a
few degrees away from the minimum (marked in Figure 2.4) so that the polariza-
tion contrast is transformed into an intensity contrast. The polarization contrast
is then discriminated from the intensity contrast by rotating the detector to the
other slope of the V curve, which reverses a polarization contrast in the image.
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Figure 2.4: V-curves taken at different (x, y) positions on a sample (from
[Egge97])
2.2.2 Scanner
The scanner [Rose00] is a piezo tube with a three-prong stainless-steel sample
holder. The sample holder is designed to trap only a small fraction of the light
reflected from the sample. A clip presses the sample onto the holder. The probe
sits inside a Nanomotor1 fixed onto the same baseplate as the scanner; it can
move only in the z direction. Scanning in the (x, y) plane is achieved by applying
voltages between individual segments of the scanner’s outer electrode and its
grounded inner electrode; by means of the piezoelectric effect; this bends the
scanner slightly in the x and y directions. It should be noted that this moves the
sample and not the probe.
The optical fiber holding the probe, which comes from the fiber launcher
(Section 2.2.1), is glued to a tuning fork [Karr95] that senses the dither motion,
and is in turn glued to a holder for connection with the Nanomotor. A driving
piezo that excites the dither motion is mounted on the same holder. Alternatively,
the dither motion can be excited using the dither segments on the Nanomotor.
Regardless of the edge length L of the scanned area, the tip is always scanned
across a grid of 256 by 256 points. The spacing d of the grid is therefore directly
related to L. Typically, L is about 5 microns, which leads to a d of about 20 nm.
d is the resolution that would theoretically be obtained if an ideal tip with an
aperture diameter a equal to d were used. If a (typically of the order of 100 nm)
is much larger than d, the sample areas imaged at adjacent scan points (x, y) and
1Nanomotor is a registered trademark of Dr. Volker Klocke Nanotechnik, Pascalstr. 17,
52076 Aachen, Germany.
14
Figure 2.5: SNOM scanner (adapted from [Rose00])
(x+d, y) overlap. This leads to a resolution that is a little better than a; smaller
features, however, appear smeared in the image.
2.2.3 Tip preparation
The system under discussion can use tapered optical fibers [Mu¨nn98, Rose00], as
well as tips that can be glued to the flat end of the optical fiber. Tapered optical
fibers (Figure 2.6a) are easy to produce, though it is difficult to control their
reproducibility. A protrusion at the apex of the tip may preclude the aperture
from entering into the near field of the sample, so no near-field light at all is
available [Rose01]. The usually steep taper angle of tapered fibers allows for a
good topographic resolution, but limits the light throughput and maximum input
power.
Professor Kassing’s group (University of Kassel) supplies microfabricated alu-
minum pyramids [Oest98, Oest98a] with an aperture at their apexes, and which
sit on silicon cantilevers that can be glued to optical fibers (Figure 2.6b). They
have a shallower taper angle, which is to be preferred when topographic resolu-
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Figure 2.6: Probe tips: a) metal-coated tapered optical fiber; b) microfabricated
aluminum pyramid. c) ready-to-use probe with aluminum pyramid tip [Kien99]
tion is not an issue for the sake of a higher throughput [Sta¨h96, Kien99], and
can be batch-fabricated reproducibly. However, gluing such a tip to a fiber is a
critical process. A piezo positioning stage [Rose00, Kien99] is required to align
for maximum light throughput before curing the glue. Additionally, if the silicon
cantilever is not exactly parallel to the sample surface, the far end of the can-
tilever may make shear-force contact with the sample and preclude the actual tip
from ever entering the sample’s near field. Even a tilt of 2–3 degrees is problem-
atic. If it cannot be remedied by intentionally tilting either the sample or the
probe [Kien99], the probe is unusable.
The diameter and shape of the aperture are determined by scanning electron
microscopy (SEM). However, this is not always accurate. As the SEM does not
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show the thickness of the material, what appears as a solid wall may in fact be a
thin, transparent film, so the aperture may be larger than expected. Additionally,
the aperture is frequently altered during a measuring session, especially during
the critical approach to the sample under shear-force distance control. Therefore,
all determined aperture sizes should be regarded as estimates only.
2.3 Data exploitation
2.3.1 Formation of the raw image
x
y
+x scan, data taken
-x scan, no data taken
next scan line
(x,y)
Figure 2.7: Scanning process and formation of the raw image
To capture the physical data, the computer controlling the SNOM is fitted
with a Meilhaus ME300 analog-digital converter (ADC) that captures the time-
dependent shear-force feedback (z(t)) and optical (s(t)) signals from the system.
For the optical signal, the real and imaginary components are acquired through
separate channels. When triggered by the SNOM control software, this ADC
acquires a fixed number of samples and computes a mean from them for each
quantity. These means are returned to the control software.
An image is formed (Figure 2.7) by assigning all z(t) resp. s(t) values to (x, y)
positions. To this end, the control software triggers the ADC at each scan point
(x, y). The mean z value is directly mapped onto the topographic image. From
the means of Re s and Im s, an absolute value is computed and mapped onto the
magneto-optical image. The probe then proceeds to the next scan point. After a
line has been scanned in the +x direction, the probe moves at normal scanning
speed back to the beginning of the line (i.e., in the −x direction) before making a
step in the +y direction to start the next line. It therefore passes each scan point
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twice. However, the ADC is only triggered when a scan point is passed during
+x motion of the probe, so the data available during −x motion of the probe are
omitted.
It should be noted that this image formation implies a compaction of the
data. After a four-minute scan, only two images of 145 KBytes each are written
to disk. The underlying raw data for z(t), Re z(t) and Im z(t) would occupy 72
MBytes if continuously acquired at a typical rate of 64,000 samples per second.
2.3.2 Corrections for long-term drifts
Figure 2.8: Magneto-optical image of a commercial MO disk: a) as measured, b)
corrected for long-term drifts
Because the tip has a fast and a slow axis of motion, the x and y axes in the
image represent different time scales. This does not distort the imaging of actual
sample features, which contribute only functions of (x, y) that do not depend
explicitly on t to the image. Long-term signal drifts, however, are warped by this
time-anisotropic treatment and produce a stripe-like artifact (Figure 2.8a).
To correct for long-term drifts, the mean value is computed for each scan line
y and subtracted from all values in the line. This ensures that the mean intensity
and the image contrast produced by actual features are more or less uniform
throughout the image. However, the resulting image may still show prominent
artifacts (Figure 2.8b). This is disadvantageous, because an artifact affects not
only the visibility but also the credibility of image features.
2.3.3 Fourier de-noising
Because of the nature of evanescent light (i.e., it nearly vanishes), the signal-
to-noise ratio in SNOM is inherently unfavorable. SNOM images, therefore, fre-
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quently contain high-frequency noise, which obscures the rendering of fine features
that is the very essence of microscopy. Images are therefore transformed into the
frequency domain using the Fast Fourier Transform and de-noised by applying
a low-pass filter. What passes that filter is transformed back into the original
image space. Because a small change in the cut-off frequency does not change the
outcome of this procedure dramatically, it is safe to adjust the cut-off frequency
manually with the available knowledge of the expected image features in mind.
All image processing is done using the SXM shell [Brod92], which runs on
top of the commercial PV-WAVE data analysis and visualization package and
provides an integrated environment for the various tasks associated with scanning
probe microscope images.
2.4 Motivation and objectives of this work
In the absence of topographic artifacts [Hech97, Rose01], image noise and the
limitation of the resolution by the size of the aperture are the main bottlenecks of
aperture-mode SNOM. Because an aperture emits little light and absorbs most of
the rest, there is usually little signal available, and the thermal damage threshold
limits the maximum input power [Rosa95, Sta¨h96]. This small signal is burdened
with noise from various sources. The system described above is particularly
prone to noise: most of the light is depolarized in the probe [Egge98] and thus
is discarded by the lock-in amplifier, so the acquired image must be extracted
from even less photons, and the statistical basis for it is weak. Additionally,
the image is sensitive not only to intensity noise, but also to polarization noise,
which is much more difficult to control. The optical fiber, which is required to
illuminate the tip because there is no clear optical path through the Nanomotor, is
the main source of polarization noise. Even if “polarization-preserving” fibers are
used, minimal mechanical or thermal disturbances produce polarization rotations
far larger than those produced by sample features [Egge00]. Efforts under way
elsewhere to improve the signal-to-noise ratio include (i) separating magnetic
from nonmagnetic polarization alterations by means of a Sagnac interferometer
[Meye03a, Meye03b]; (ii) optimizing the taper shape of the probe for maximum
throughput by means of numerical simulations [Hiro00, Naka01]; (iii) modulating
the probe–sample separation and retrieving only the modulated light by means of
a lock-in amplifier [Park00, Brun00]; and (iv) designing experiments so that the
signal’s wavelength is different from the noisy background [Iked01, Gucc03] and
can therefore be separated from it by means of spectral filtering. Spectral filtering
is especially favorable because it can cope with signal-to-background ratios of up
to 10−15 : 1, which are prevalent in experiments like second-harmonic generation
(SHG).
Going hand in hand with the noise problem is the resolution problem. As a
simple approximation, the size of the smallest resolvable features is proportional
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to a, while the throughput of the probe is proportional to the area of the aper-
ture and thus to a2. The available intensity therefore vanishes faster than the
resolution improves. Additionally, reproducible fabrication of smaller apertures
becomes disproportionately more difficult, which is particularly undesired be-
cause probes are consumables. Finally, 12.4 nm, which is twice the skin depth of
aluminum [CRC97], is the lower size limit for any useful aperture regardless of the
fabrication method. Therefore, many SNOM systems are operated in the aper-
tureless configuration [Berg99, Aigo99], which relies on local field enhancement
by a sharp metal tip.
As already mentioned, this mainstream work in the field of SNOM aims at
improving the physical data acquisition, while computational improvement of the
data exploitation remains a niche. The motivation for our work is that we see a
technological gap in this situation for the following reasons:
• What matters in the end is the amount of desired information extracted
from a SNOM measurement. Clearly, the information gained by an experi-
ment depends essentially on the quality of the acquired raw data, which
in turn depends on the soundness of the physical measurement device.
However, it is known from many domains of experimental science that the
amount of information finally gained may be increased considerably if so-
phisticated computational methods for data exploitation are applied. In
extreme cases (e.g., x-ray tomography), computational data exploitation is
required for the raw data to be interpretable at all.
• Not all measures of improving physical data acquisition are available to ev-
eryone because these measures are frequently not compatible with existing
systems. Some measures may be feasible in principle, but carry a pro-
hibitive price tag. On the other hand, improvements to data exploitation
can be tailored to existing systems, and with the ever-increasing amount of
computing power on every desktop, they are not costly.
• As in the example of the first space probes, improved data exploitation can
make existing physical data yield new scientific results.
This work aims at developing a methodical framework for improved data ex-
ploitation in SNOM. This general objective covers the following tasks:
(i) The more the raw data are affected by noise, the more difficult it will be
to extract information from them. Noise and artifacts not only obscure
the desired information, but destroy at least a portion of it. Only the
portion of the information that has been obscured but not yet destroyed is
accessible to sophisticated information extraction methods. To demonstrate
the potential of such methods, we must therefore make at least the obviously
possible improvements to our SNOM and our test samples, so that the raw
data we work with are as good as possible. A promising approach to this end
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is to obtain direct access to the raw data instead of working with condensed
versions, and using them all instead of omitting half of them during image
formation.
(ii) Once access to all raw data is gained, a broader spectrum of tools is at our
disposal to form the raw image. We aim at systematic methods to exploit
these additional degrees of freedom for the purpose of obtaining improved
raw images.
(iii) Previously, Fourier filtering was used to de-noise the raw image. In various
other domains of science, however, de-noising based on wavelet filtering has
proven to be superior. Consequently, we consider it promising to investigate
the potential of wavelet filtering for SNOM.
(iv) The strongest motivation for our work came from the large gap between
typical spacings d of the scanning grid and typical aperture sizes a: at ad-
jacent scanning points, the sample areas from which optical information
is collected overlap. Details finer than a therefore become visible, but ap-
pear smeared. It is therefore promising to tailor the well-known concept
of image deconvolution [Hels67, Carn00, Carn01, Carn04], which is essen-
tially an inversion of the imaging process, to our SNOM imaging process:
this should recover the smeared details and thereby increase the resolution
beyond previous limits.
(v) To prove the usefulness of a method, two separate kinds of tests are required.
For the user, the interesting question is whether the method is profitable
in a real laboratory setting. This question can be answered by testing
the method on actual SNOM images. However, it is equally important to
understand how and why the improvement is brought about. Systematic
investigation to this end can be performed using simulated images and
images that represent special limiting cases.
(vi) As many scanning image acquisition techniques are akin to each other to
various degrees, we expect methods that are successful on SNOM images
to be successful on images acquired using other scanning techniques as well
with little modifications. Additionally, we expect a positive feedback on our
SNOM itself in the form of new insights about how our SNOM could be
improved to yield better raw data in the first place. We therefore consider
it promising to explore these aspects as well.
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Chapter 3
Improved physical data
acquisition
3.1 Provision of direct access to the raw data
Existing image formation techniques (Section 2.3.1) keep only images and discard
the underlying raw data. This is economic in terms of disk space, but comes at a
price. Raw physical data are precious because any method of image formation and
information can be applied to them, so that the final image continues to benefit
from all future progress in those fields without the need for new measurements.
Additionally, if the credibility of the data exploitation is ever challenged, a check
of the physical data is the only way to prove that the information has really been
extracted from the physical data and not added to them as a processing artifact.
It is therefore highly advisable, and often required by some code of ethics, to
keep the physical data whenever possible. While it is still not feasible to store
the huge amounts of data generated by some particle physics experiments, disk
space is no longer an issue for SNOM, given the explosive growth in hard drive
capacities. We are therefore compelled to obtain direct access to our physical
data.
Unfortunately, because the system relies on computing means of the acquired
samples in the analog digital converter (ADC), the physical data never leave the
ADC. There is therefore no easy way to gain access to them without compromis-
ing our existing system. We therefore resort to a “piggy-back” solution that is
implemented on top of our existing system, which continues to operate in parallel
(Figure 3.1). Inside a separate data acquisition computer sits an Adlink DAQ-
2005 ADC with four analog input channels. Re s(t) and Im s(t) are converted by
two of the channels as before. The x(t) and y(t) signals from the analog outputs
of the scan control unit are attenuated to match the ADC’s range and converted
by the two remaining channels, so that the s(t) data can be correlated with (x, y)
positions on the sample surface. Once triggered by software, the ADC acquires
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scan control unit
data acquisition computer
SNOM
SNOM control computer
z voltage x,y voltages
z feedback Re(s), Im (s)
x,y,z
setpoints
raw data
Figure 3.1: Integration of a separate computer that provides direct access to the
raw data (yellow) into the existing system (gray). Flows of information that
sustain the scanning process are drawn in blue, those for data acquisition in
green.
samples of all four quantities simultaneously at a resolution of 16 bits per sam-
ple and a rate of 64,000 samples per second for four minutes. The data is then
written to a 128-MByte file on disk.
The existing SNOM control program on the original computer is still respon-
sible for doing the actual scan and acquiring topographic and magneto-optical
images as usual (Section 2.3.1). They are still required for on-line, visual control
over the scanning process; image formation from the newly acquired raw physical
data is done off-line after the measurement. In fact, nothing changes for the user
except that the separate data acquisition must be started manually before each
scan.
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3.2 Discovery of crosstalk between the tip–sample
distance and the detected light’s polariza-
tion
3.2.1 Motivation
Figure 3.2: SNOM (a, b) and MFM (c, d) measurements on an array of Co/Pt
multilayer dots on a glass substrate.
For any extraction technique to yield useful information, it is necessary that
the acquired physical data basically reflect just the desired information without
crosstalk from other sources. It has long been known [Hech97, Gucc01] that there
is crosstalk between the sample topography and the optical signal: when any part
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of the probe approaches a topographic feature, the probe is lifted by shear-force
distance control, altering the mean distance between the aperture and the sample
surface. This in turn alters the detected near-field light intensity, which decays
exponentially with increasing aperture–sample distance.
While the polarization measurement is reduced to an intensity measurement
when an image is acquired, polarization contrast can be distinguished from in-
tensity contrast by rotating the analyzer system (Section 2.2.1). If the image
contrast reverses, this is because of a polarization contrast. We regarded this as
a proof that the contrast is of magneto-optical origin—until we made a suspicious
observation.
Figure 3.2 shows SNOM (a/b) and MFM (c/d) measurements made on Co/Pt
multilayer dots on a glass substrate1 after the sample had been exposed to a
magnetic field of 1.5 Tesla parallel to the sample plane. Because of their donut
shape, their magnetic preferred direction (“easy axis”) is in the sample plane;
consequently, the MFM image (Figure 3.2d), which is sensitive to the magneti-
zation component perpendicular to the sample plane, shows only contrast that
is induced by the topography (Figure 3.2c). We therefore expected the SNOM
image (Figure 3.2b) to show a pure intensity contrast, which would not reverse
when the analyzer system was rotated.
However, the SNOM image clearly shows a strong polarization contrast that
passes the usual test. Even without knowledge of the corresponding MFM image,
it would appear highly improbable that this polarization contrast is of magneto-
optical origin: if the dots’ easy axis had some component perpendicular to the
sample plane, the corresponding magnetization should be oriented out of the
plane for roughly one half of the dots and into the plane for the other half after
relaxation from the applied in-plane magnetic field. This is clearly not the case
here. The dots all look the same and are strongly correlated with the topographic
image (Figure 3.2a). Apparently, there is crosstalk between the topography and
the magneto-optical image. We suspect that this, like the topographic crosstalk
with the optical image, is brought about by the varying aperture–sample separa-
tion.
3.2.2 Impact of the aperture–sample distance on the po-
larization
To measure the influence of the aperture–sample distance on the polarization,
we must bring the probe into the near field of the sample and then retract it in
the z direction in a controlled way, while keeping it over a fixed (x, y) position
on the sample surface. We cannot use our shear-force distance control for this
purpose because there is no shear-force interaction between the probe and the
sample beyond a distance of about 30 nm. On the other hand, we cannot simply
1F. Rousseaux, L2M/CNRS, F-92220 Bagneux, France
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move the probe towards the surface and then disable distance control altogether,
because this is too high a risk for the probe.
sample surface
z position
u
z caused
by u
+umax-umax
Figure 3.3: z position of the tip as a function of the controller output u without
(green curve) and with (red curve) a shift ∆z induced by bias voltage ∆u
Instead, we proceed as sketched in Figure 3.3: according to the measured
control error (Section 3.5), the distance controller generates an output voltage
u that is applied to the z piezo. If we add a negative bias voltage ∆u to the
controller output u (using an analog summer) and supply the resulting signal
u−∆u to the z piezo, we alter z. This induces a reaction of the controller, so the
previous z position is restored within the settling time of the feedback control
loop. At a certain level of ∆u, the maximum output umax of the controller is
reached. Past this point, further increasing ∆u no longer induces a stronger
reaction from the controller. Instead, the tip is retracted from the sample surface
by an amount ∆z, which is directly correlated to ∆u through the piezo constant
of the z piezo.
For the acquisition of the data shown in Figure 3.4, we positioned the tip near
a Co/Pt multilayer film sample and then applied an increasing bias voltage as
explained above to gradually retract the tip. At each measuring point along the
way, we acquired a V-curve (Section 2.2.1) to quantitatively determine from its
minimum the polarization of the detected light. We find that the polarization
oscillates with an amplitude of about two degrees and with a period of about λ/4
(λ=488 nm in this case).
An independent way of measuring this effect is to mount the sample on the
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Figure 3.4: Dependence of the detected light’s polarization on the tip–sample
separation
SNOM slightly tilted (Figure 3.5). We first acquired a normal topographic image
to obtain a quantitative measure for the sample tilt. After that we applied a
fixed bias voltage, so that the tip could follow the sample tilt only to the upper
left of the dashed line, as shown in Figure 3.5. To the lower right of that line,
the tip was therefore retracted from the sample surface. In this area, a stripe
pattern forms in the polarization-sensitive image. Quantitative V-curve polariza-
tion measurements at the points marked in Figure 3.5 confirm the polarization
contrast. They also indicate that the oscillation amplitude of the polarization is
even higher (about 6.5 degrees) for the gold sample than for the magnetic Co/Pt
multilayer sample investigated in Figure 3.4. The same measurement was made
with the same tip on a nonconducting sample (glass microscope slide), yielding
an oscillation amplitude of about two degrees.
By calibrating a line scan (Figure 3.6) from Figure 3.5 in the direction of the
sample tilt (perpendicular to the dashed line in Figure 3.5) with a line scan along
the same line taken from the initial topographic image, we can quantitatively
determine the aperture–sample distance increase that gives rise to one period of
the polarization’s oscillation. We find 120 nm, which is about λ/4 (λ = 488 nm).
3.2.3 Consequences
Because the Faraday rotation of typical magneto-optical materials is a couple
of degrees at most, the observed crosstalk between the aperture–sample separa-
tion and the measured polarization severely affects measurements on corrugated
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Figure 3.5: Visualization of a varying aperture–sample separation’s polarization
artefact on a sputtered gold sample
magneto-optical samples. The magneto-optical resolution is limited to the total
diameter of the tip (on the order of 300 nm) on these samples and, where the
topography changes, no reliable data can be acquired at all. This is undesirable,
because the edges of the nano-patterned magnetic features are frequently the
most interesting regions of the sample under study.
Unlike random noise, which obscures the desired information, this is a sys-
tematic error that destroys the information. It cannot therefore be remedied by a
computational post-processing technique, but only by modifications to the phys-
ical data acquisition process. In SNOM systems with an electromagnet [Egge00],
field-dependent imaging may be used to verify the magneto-optical origin of the
polarization contrast. Another approach, which we will elaborate in the following
section, is to eliminate the problem by magnetically patterning samples without
disturbing the topography.
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Figure 3.6: Determination of the polarization oscillation period from Figure 3.5
3.3 Fabrication of topography-free test samples
3.3.1 Nonmagnetic latex projection pattern
Researchers at Ulm University developed a fabrication method for nonmagnetic
calibration samples that can be used to investigate the optical properties of
SNOM probes (Figures 3.7a–3.7c, [Well02]). A glass substrate is dip-coated with
a diluted (10−4 solids) solution of 90 nm latex nanospheres. After the solvent has
evaporated, a statistical distribution of individual nanospheres is left on the sam-
ple, which is then DC-sputtered with 25 nm of aluminum. When the nanospheres
are finally removed, using toluene, the end result is an aluminum film with 90
nm holes.
The diameter of the holes is considerably smaller than the total diameter of
the tip. The tip cannot therefore dip into the holes, which consequently should
not be visible in the topographic image and should not produce any crosstalk
with the (magneto-)optical image.
Figure 3.7d shows a scanning electron micrograph of a calibration sample
we have fabricated using this method. Dark spots indicate holes, bright spots
indicate latex spheres left over after lift-off. Figure 3.8 is a SNOM image of
a different area on the same sample. Although the holes transmit more light
than the aluminum film, they appear dark because Figure 3.8 was acquired in
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(d)
Figure 3.7: (a)–(c): fabrication of a nonmagnetic calibration sample (from
[Well02]). (d): scanning electron micrograph of a calibration sample produced
by this method.
polarization-sensitive mode. When the analyzer system is rotated about its axis,
the contrast reverses (Section 2.2.1).
3.3.2 Magnetic latex projection pattern
We extended the above concept to produce magnetically nano-patterned samples
(Figure 3.9). A 15 nm Co/Pt multilayer film is DC-sputtered onto an Al2O3
substrate and capped with a 3 nm SiO2 layer by means of RF sputtering, so that
the latex nanospheres stick to it after the subsequent dip-coating. By means of
Ar+ ion beam etching, the film is then removed except where protected by the
nanospheres (Figure 3.9a). 15 nm of Pt is then DC-sputtered onto the sample
to replace the removed Co/Pt (Figure 3.9b). After removing the spheres, the
end result (Figure 3.9c) consists of Co/Pt dots embedded in a nonmagnetic Pt
matrix. It should be noted that, unlike the preparation of the nonmagnetic test
sample (previous section), the spheres cannot be removed with solvent alone, as
they are protected by the Pt on top of them. We wiped them from the sample
using a sheet of cleaning paper soaked in solvent and light pressure.
Figures 3.10a and 3.10b are SNOM images of such a nonmagnetic test sample.
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Figure 3.8: SNOM image of the calibration sample (Figure 3.7d)
They were acquired with scan grid spacing d = 19.85 nm after the sample had
been exposed to an in-plane magnetic field of 1.5 Tesla. The image formation
techniques discussed previously, including the correction for long-term drifts (Sec-
tion 2.3.2), were used to produce Figures 3.10a and 3.10b. Because the dots have
perpendicular magnetic anisotropy, they are supposed to flip randomly to either
“up” or “down” magnetization after the field is switched off. This behavior is in-
deed observed. In Figure 3.10a, bright areas correspond to dots magnetized “up”,
dark areas to dots magnetized “down”, and the middle tones to Pt. Between the
acquisitions of Figures 3.10a and 3.10b, the analyzer system was rotated (Section
2.2.1); the reversal of the contrast confirms its magneto-optical origin. The dots
are also visible in the MFM image (Figure 3.10c). Two additional MFM images
(not shown here) were acquired after the sample had been saturated in the “up”
resp. “down” direction using an out-of-plane magnetic field. In each image, the
dots appear uniformly magnetized, and the contrast is reversed between the two
images. This is an independent confirmation that the dots are indeed magnetic
features.
If the sample is to have an arbitrary magnetic pattern instead of a random
distribution of uniform dots, this fabrication method can be modified to use e-
beam lithography instead of the SiO2 layer and dip coating. However, problems
are to be expected during the final lift-off of the e-beam resist for the reason
stated above. Beneath the Pt layer, the photoresist survives even O2 plasma
etching and/or a dip into “piranha solution” (H2O2 + H2SO4). Lift-off may be
possible if the Pt layer is grown by MBE instead of being sputtered [Klau04].
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Figure 3.9: Extension of the fabrication concept for calibration samples (Figure
3.7) to magnetic samples
3.4 Refinement of tip preparation
A probe that is unusable because the actual tip cannot reach the sample (Section
2.2.3) presents a problem that cannot be remedied by data exploitation, as no
data are acquired at all. To avoid this point of failure, we developed the idea
of growing the aluminum pyramids on silicon disks that have a diameter a little
larger than the optical fiber, so that all stray light from the fiber’s cladding is
shadowed off but the tilt is no longer a problem. When the silicon disk has been
glued to the end of the fiber, it is simply broken out of the wafer on which it was
supplied. We thank Andreas Rosenberger and the Kassing group for transforming
this idea into reality.
After upgrading our probe fabrication stage to use a higher laser power for
illumination of the optical fiber, we discovered that the aluminum pyramids we
had obtained do not completely shadow off all light (except for the aperture, of
course) as intended, despite nominally having sufficiently thick walls. Instead,
they are semitransparent. This makes the effective aperture much larger than
the actually fabricated one, impeding the resolution. Again, it was necessary
to remedy this in the first place rather than correct for it afterwards during
data exploitation. We DC-sputter the tips with about 100 nm of aluminum to
seal them completely, and then mill apertures into their tops using a focused
ion beam (FIB), access to which is generously provided by the Wieck group at
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Figure 3.10: SNOM image (a) and reverse-contrast SNOM image (b) of a topo-
graphically flat magnetic test sample produced according to Figure 3.9. MFM
image on a different area of the same sample (c).
Bochum University. The FIB is a dual-beam system that includes an ion gun as
well as an electron gun, so that the result of the milling can be examined directly
afterwards without unintentionally sputtering away more material. Using Au+
ions, apertures of 100 nm or less can be milled in a matter of seconds.
Figure 3.11a shows the apex of a tip that has been “renovated” by applying the
above method. Figures 3.11b and 3.11c show results acquired using a renovated
tip from a magneto-optical recording media, onto which bits had previously been
written using a commercial thermomagnetic writer2. The bits, which encode the
smallest units of information, appear very large and very sparsely spaced. This
visualizes the diffraction limit of conventional magneto-optics, and indicates that
a further drastic increase in magneto-optical storage density may be feasible.
Although the sample contains no nanopatterned features, the sharpness of the
2D. Weller, IBM Research Division, Almaden Research Center, San Jose, California
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Figure 3.11: apex of a pyramidal tip “renovated” by sputtering and FIB milling
(a); topographic and magneto-optical image of a commercial MO disk acquired
with a renovated tip ((b) and (c), respectively)
image indicates that the instrument was not yet at its resolution limit when
Figures 3.11b and 3.11c were acquired.
3.5 Improvement of shear-force distance control
The existing distance controller [Rose00] has an approach mode and a closed-
loop mode. In approach mode, the Nanomotor moves the probe towards the
sample in coarse steps until shear-force interaction between the probe and the
sample can be detected, i.e., until the probe–sample distance ∆z is just a few
tens of nanometers. Closed-loop feedback mode holds ∆z constant despite the
disturbances acting on it: without feedback, ∆z would vary with the scanning
motion of the tip because the sample surface never lies exactly in the plane defined
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Figure 3.12: Integration of a phase-lead compensator into the distance control
feedback loop
by the ~x and ~y basis vectors of the scanning motion. Additionally, ∆z must be
sufficiently large to avoid collisions between the probe and topographic features
on the sample.
In the existing control system, the actual dithering amplitude f of the probe
(“z” feedback in Figure 3.1) is compared with a pre-set reference value fr. The
difference ∆f is amplified by a factor of K and delivered to an integrator. Its
output voltage u (“z voltage” in Figure 3.1) is applied to the Nanomotor’s piezo,
which changes the z position of the tip. In principle this type of control has the
potential to reduce a control error ∆f until it vanishes completely. However, it
has an unfortunate tendency to induce permanent oscillations in ∆z. Through the
exponential dependence of the near-field light intensity on the aperture-sample
distance, these oscillations periodically alter the detected intensity. They may
also damage the tip and/or the sample. Previously, the only way to suppress
these oscillations was to decrease K, which in turn increased the settling time of
the feedback loop and necessitated impractically slow scanning speeds to avoid
collisions.
It is state of the art that the introduction of a phase-lead compensator with
the transfer function
Glead(s) = Klead
aleadTleads+ 1
Tleads+ 1
, (3.1)
which adds a positive phase to the system, may improve the damping of oscil-
lations in a control system [Mess98, Chen00]. We therefore integrated such a
compensator into our feedback loop (Figure 3.12), specifying alead and Tlead so
that the phase is increased in the frequency domain up to the desired bandwidth
of the closed-loop system, and tuning Klead manually. Because the compensator
is only required for the closed-loop mode, and the approach mode does not work
with the compensator, the probe must initially be moved near the sample surface
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with the compensator disabled. The compensator is then gradually enabled to
avoid switchover spikes, which might cause a collision.


Figure 3.13: ∆z oscillations with the phase-lead compensator disabled (a) and
enabled (b). One grid square is 0.1 seconds on the time axis (horizontal) and
about 5.5 nm on the ∆z axis (vertical).
Figure 3.13 demonstrates the effect of the phase-lead compensator on our
system. A (known bad) probe was moved near the sample surface, and K was
increased to induce oscillations (Figure 3.13a). Their amplitude is up to about 17
nm, which is most probably more than the probe–sample separation; the irreg-
ularities in the amplitude are therefore likely to be caused by collisions between
the probe and the sample surface. Obviously, no SNOM measurement could be
made under these conditions. The phase-lead compensator was then enabled,
and the oscillations virtually disappeared (Figure 3.13b). They reappeared after
the compensator was disabled again.
As a minor mechanical amendment to the shear-force distance control mecha-
nism, we no longer glue the driving piezo that excites the probe “dither” motion
to its holder using an elastic glue. We glue the piezo to an elastic buffer (a
sticky pad for scanning electron microscopy) using cyanoacrylate glue and glue
the buffer in turn to the holder with the same glue. The cyanoacrylate glue
binds much faster than the previously used elastic glue, which requires as long
as six hours until its mechanical properties no longer change. The procedure is
more reproducible, which cuts down on the number of failed attempts, and the
assembly usually outlasts several probes; this saves a significant amount of time.
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Chapter 4
Improved raw image formation
4.1 Motivation
Figure 4.1: Best individual image from a series of 10 successively acquired images
(a) and average over all 10 images after correction for sample drift (b)
It is well known that the accuracy with which a physical quantity is measured
can be increased by repeating the measurement several times, which allows for a
better statistical distinction of the signal from the noise. However, this requires
much more measurement time. Additionally, either all measurement conditions
must be kept constant throughout this extended time, or any changes (e.g., drifts)
must be taken into account during data exploitation.
To illustrate this for the domain of SNOM, we successively acquired 10 SNOM
images of the same sample area. The sample is a Co/Pt multilayer with out-of-
plane magnetic anisotropy; an asterisk having in-plane anisotropy was patterned
on it by means of irradiation with Be2+ ions at an energy of 100 keV and a
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dose of about 1016 ions/cm2. Figure 4.1a shows the best individual image from
this series. Investigation of the complete series by means of two-dimensional
correlation revealed that the correlation between two successive images takes its
maximum if they are shifted against each other by a few tens of nanometers.
Apparently there is a long-term drift of the scanned area over the sample surface;
this is most likely caused by a drift of the sample against its holder. Correcting all
images for this drift and averaging them supplies Figure 4.1b, which is obviously
an improvement over Figure 4.1a. However, the measurement takes 10 times
as long and there is an uncertainty as to whether other types of drift remain
undetected and therefore uncorrected.
+x data -x data
median
per pixel
+x image -x image
x hysteresis correction
improved raw image
median
per pixel
improved
de-striping
improved
de-striping
Figure 4.2: Improved image formation from raw data. New or upgraded process-
ing stages are marked in yellow.
We conclude that before taking prolonged measurement times into consid-
eration, all options for a better exploitation of the given raw data should be
exhausted. To this end, we improve the image formation from the raw data by
the following measures:
(i) We analyze the statistical distribution of the individual intensity values
(about 100) that are acquired while the tip hovers above one given scan
point. We conclude that to suppress the influence of bad data points,
the median of all individual values is much more favorable as a resulting
intensity value for the scan point than the mean used previously (Section
4.2).
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(ii) Based on the same statistical analysis, we improve the correction for long-
term drifts to reduce stripe-like artifacts (Section 4.3).
(iii) In addition to the data acquired during +x motion of the probe, which were
previously exploited, we also acquire and use the data that can be captured
during −x motion of the probe. Applying (i) and (ii) separately to the
+x and −x data, we obtain a +x image and a −x image. After taking a
hysteresis effect of the x scan piezo into account, we unite them into the
final raw image (Section 4.4).
The general scheme of this improved raw image formation is shown in Figure 4.2.
Details are described in the following.
4.2 Use of medians instead of means
Figure 4.3: Time series of 100 individual intensities acquired at two different
scan points (blue and red curves); corresponding histograms of the frequency
distributions of intensity values (small insets).
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Figure 4.3 shows typical time series of 100 successive individual intensity val-
ues (samples) acquired at two different scan points. The small insets in Figure
4.3 show the frequency distributions of the intensity values. Considerable noise
is present in both time series. In the frequency histograms, this produces high
frequency values for intensities far away from the approximately gaussian core of
the histogram; this is why these values are commonly called outliers. Addition-
ally, the time series denoted by the red curve in Figure 4.3 appears to be subject
to a long-term drift, which gives rise to a skew in the corresponding frequency
histogram.
It is well known that the median is a more favorable estimate for the true
intensity than the mean both in case outliers are present and in case the histogram
is skewed. This is because computation of the mean gives both outliers and
a skewed part of the histogram a much higher weight than its gaussian part.
Consequently, we replace the mean by the median. The direct access to the raw
data that we implemented is required to compute the median—previously the
output of the ADC was the mean, and we had no choice but to use it.
For each scan point (x, y), we compute the median M+(x, y) over the optical
signal samples acquired during +x motion and the median M−(x, y) over the
samples acquired during −xmotion of the probe. They form two separate median
raw images.
4.3 Improved correction for long-term drifts
Previously, long-term drifts, which give rise to stripe-like artifacts, were corrected
by subtracting from each scan line its mean intensity value. Compared with the
uncorrected raw image (Figure 4.6a), much but not all of the stripe-like artifact
resulting from the drifts was removed in such images (Figure 4.4a). Specifically,
on closer examination of Figure 4.4a the artifact varies in visibility along the
affected lines. This suggests that the description of long-term drifts as line-wise
constants is not sufficiently precise and should be refined.
To this end, we first analyze for all scan points (x, y) the statistics of the
difference ∆(x, y) = M+(x, y)−M−(x, y), which is a measure for the long-term
drift. In the absence of noise and drifts, these differences vanish, as the intensity
of each scan point is then constant throughout the image acquisition. (Here and
in the following, any mention of the coordinates (x, y) implies that the x scan
piezo hysteresis between +x and −x data has been corrected as shown in the
next section.) We group the established differences into three classes, depending
on whether the M+(x, y) value at the corresponding scan point (x, y) is “low”,
“medium” or “high”. Figure 4.5 shows the corresponding frequency histograms.
As all distributions have roughly the same standard deviation, we conclude that
the long-term drift does not depend on the intensity of the underlying undisturbed
signal. It can therefore be described as an additive disturbance.
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2 μm
 
Figure 4.4: Raw images made from the underlying raw data of Figure 4.6: (a)
with previous drift correction (Section 2.3.1); (b) with polynomial drift correction
(m = 6)
Consequently, we model long-term drifts (and other low-frequency noise) for
each scan line y as a polynomial in x with a low, user-adjustable degree m.
We determine the coefficients by fits to the M+y (x) resp. M
−
y (x) values for the
scan line, obtaining two polynomials P+y (x) resp. P
−
y (x) for each scan line. The
underlying idea is that features usually found in SNOM images are much smaller
than the length of a scan line and are described by high spatial frequencies, so
that they will not be captured by this fit. We then use the polynomials P+y (x)
and P−y (x) to compensate for long-term drifts according to
M+c (x, y) = M
+(x, y)− P+y (x) (4.1)
M−c (x, y) = M
−(x, y)− P−y (x) (4.2)
The resulting images M+c (x, y) and M
−
c (x, y) are corrected for x piezo hysteresis
and superimposed into a final image Mc(x, y) according to
Mc(x, y) =
1
2
(
M+c (x, y) +M
−
c (x, y)
)
(4.3)
The polynomial degree m is adjusted by the user considering available knowledge
of the expected image features. If such knowledge is not available, m can be
initially set to the safe value one and then increased so long as image features are
shown more clearly without their changing qualitatively. Our method literally
extends the previous one, as the latter corresponds to the special case m = 0. We
can therefore improve the previous results, but are not precluded from reverting
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Figure 4.5: Frequency histograms of the ∆j(x, y) discrepancy between +x and
−x intensities for low, medium, and high M+(x, y)
to m = 0 if this turns out to be optimal for a particular image. We will thus not
obtain worse results with our approach.
Figure 4.4b shows the result obtained from the underlying raw data of Figure
4.6 withm = 6. The stripe-like artifact, which was still present in Figure 4.4a, has
been completely removed. In addition, Figure 4.4b clearly exhibits features that
were present but barely discernible in Figure 4.4a. The overall image contrast
is also increased, as a lesser portion of the available gray scale is used up by
fluctuations because of noise. Note that Figure 4.4b is smaller than Figure 4.4a
because of the required x piezo hysteresis correction (Section 4.4).
It should be noted that the additive characteristics of the low-frequency noise
are essential for our method. If the noise depended on the underlying undisturbed
signal, a much more complicated polynomial would be required to describe it,
which in turn would remove at least part of the image features along with the
noise. This is the case if, e.g., an amplification factor in the data acquisition
chain varies randomly.
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4.4 Exploitation of all raw data
As mentioned, during a complete scan the probe passes any given scan point (x, y)
twice at different times: once during the +x scan and once during the −x scan
of the line y. Previously, data were only recorded during the +x scan (Section
2.3.1). Our goal is to exploit also the data that can be captured during the −x
scan. We cannot simply average the +x and −x intensity values for a scan point,
however, as we must take the long-term drift between them into account (see
previous section). We therefore form separate +x and −x images, correct each
of them for long-term drift, and unite them into one raw image afterwards.
a) b)

~200 nm
offset
Figure 4.6: Hysteresis effect of the x scan piezo: (a) +x and (b) −x images
formed from the raw data of the same scan.
For the result to be meaningful, however, we must additionally take into
account that the electric history of the x scan piezo is different when a given scan
point is approached during +x resp. −x motion. +x and −x data for a given
scan point (x, y) are therefore acquired not only at different times, but also at
slightly different places. This is a visible effect that must be corrected for: Figure
4.6 shows images made of the +x data (a) and −x data (b) acquired during the
same scan of a Co/Pt multilayer sample. As the marks on the images indicate,
features appear shifted between Figures 4.6a and 4.6b in the x direction.
As a first-order approximation, we regard the shift as constant throughout
the image. Consequently, we measure it by determining which shift in the x
direction produces the maximum two-dimensional correlation between the +x
and −x images, and form one raw image by applying that shift before averaging
the +x and −x images. We crop off the fringes of the image where only +x or
only −x data are available. For the example given in Figure 4.6, we find that
the shift is on the order of 200 nm, which is larger than many features typically
found in SNOM images.
43
Chapter 5
Improved image filtering through
wavelet analysis
In Chapters 3 and 4 we have presented methods of suppressing noise and artifacts
from known sources during acquisition of the raw data and during formation of
the raw image from the raw data. Clearly, any possible improvement in these
areas remains a priority, because any image post-processing builds on the purity
of the raw image. Post-processing can raise information above the threshold of
discernibility that is only weakly manifested in the raw data, but nothing can be
gained if no information is present at all.
Moreover, there is always a potential for image processing because no ex-
perimental system is perfect. Even obvious optimizations may be impractical to
implement on an existing system. For example, doing away with the polarization-
scrambling optical fiber would essentially require re-building our system from the
ground up to provide a clear optical path from the laser to the tip.
Additionally, the conclusion that the physical data acquisition must be im-
proved is usually made on the basis of images. Thus, without having seen Figure
3.2, we would not have been alerted to the distance dependence of the light’s
polarization (Section 3.2), and therefore would not have done anything about it
(Section 3.3). Usually it is only vaguely known what to expect in the image, so
it may not be immediately obvious from the raw image what is wrong with it. In
this case, the raw image must be processed until features are pointed out clearly.
Only then can decisions be made on how well the visible features correspond to
the reality of the sample surface, and only then can we give feedback for further
improvement of the physical data acquisition.
A widely used method in the field of image processing is image filtering. Im-
age filtering aims at removing disturbances from an image while preserving its
interesting features. Whether a filtering method yields an acceptable compromise
between these conflicting objectives depends on its ability to discriminate largely
unknown noise from largely unknown features. Filtering is therefore an inher-
ently difficult task. In our SNOM system, Fourier filtering was previously applied
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to de-noise raw images, and the conflict mentioned above was clearly evident in
many of our images. On the other hand, filtering based on the emerging wavelet
analysis has been shown to outperform Fourier filtering in other domains of sci-
ence. We therefore investigate in this chapter the potential of wavelet analysis
for the filtering of SNOM images.
We begin with the generic procedure for filtering, a recapitulation of the well-
known Fourier filtering and a short outline of wavelet filtering. After comparing
the essential properties of both approaches, we develop different methods that
tailor wavelet filtering to the specific problem of de-noising SNOM images, so that
the end result contains less disturbances but more features than the outcome of
Fourier filtering.
5.1 From Fourier filtering to wavelet filtering
5.1.1 Generic procedure for filtering
T T-1
Figure 5.1: An image contains interesting information about sample features
(blue), but is affected by noise (grey dots). The image is mapped from its original
space into a work space (“w-space”) by means of a transform T. In w-space, the
features can be better distinguished from the noise, so the noise can be removed
more accurately (red cross). Finally the de-noised image is mapped back into the
original space through the inverse transform T−1.
Both the well-known Fourier filtering and the emerging wavelet filtering follow
the same generic procedure (Figure 5.1) for ridding an image of noise. The noisy
image is transformed from the original space (“o-space”) into a work space (“w-
space”), which has a coordinate system (i.e., basis functions) chosen so that
signal and noise can be more accurately distinguished from one another in w-
space than in o-space. By means of a filtering strategy, the noise is removed in
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w-space; the rest is transformed back into o-space to form the de-noised image.
However, Fourier filtering and wavelet filtering employ different basis functions
and different filtering strategies in w-space.
To clarify the differences and similarities between Fourier filtering and wavelet
filtering, we initially limit our discussion to the case of a real-valued, one-dimensional,
noisy signal f(t) that depends only on time t. To actually de-noise images, we
use both filtering algorithms in a form that works on two-dimensional, discretely
sampled sets of data.
5.1.2 Fourier filtering
Fourier filtering assumes that the actual features and the noise are represented by
quite different frequency spectra. It uses the frequency domain as w-space, which
is spanned by trigonometric basis functions. To transform the noisy function f(t)
into w-space, it is written as a superposition of different frequencies ω by means
of
f(t) =
1
2pi
+∞∫
−∞
F (ω) exp(iωt) dω (5.1)
where
F (ω) =
+∞∫
−∞
f(τ) exp(−iωτ) dτ (5.2)
is the frequency spectrum (known as the Fourier transform) of f(t). F (ω) de-
scribes how much of the harmonic function with frequency ω is contained in f(t).
High-frequency noise is removed by a filtering strategy that modifies F (ω): be-
yond a user-specified cut-off frequency ωc, the filtered frequency spectrum F
∗(ω)
decays (e.g., exponentially) towards zero, so that higher frequencies are essen-
tially removed from the filtered signal f ∗(t) obtained by substituting F ∗(ω) into
Eq. (5.1). Because a small change in ωc does not bring about a dramatic change in
F ∗(ω) and hence in f ∗(t), it is safe to adjust ωc on the basis of available knowledge
about the expected features. Fourier filtering is therefore easy to operate.
However, the frequency spectra of the noise and the features frequently over-
lap, particularly at discontinuities. Sharper features require higher frequencies in
F (ω) to represent them. If the level of noise requires that ωc is chosen to be lower
than some of the frequencies pertaining to actual features, these features will suf-
fer from the filtering. The underlying reason is that the harmonic functions are
not localized in the time domain and F (ω) therefore contains no temporal (or
in the case of images: spatial) information. Consequently, there is a well-known,
usually marked trade-off between feature retention and filtering efficiency.
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Figure 5.2: Examples of wavelets: (a) coif5 wavelet; (b) db4 wavelet; (c) bior3.3
wavelet [Math02]
5.1.3 Basics of wavelets
Wavelets Φ(t) are basically functions that are local both in the time domain, so
that
+∞∫
−∞
Φ(t) dt = 0, (5.3)
and in the frequency domain, so that their Fourier transform Ψ(t) fulfills
+∞∫
−∞
|Ψ(ω)|2
|ω| <∞ (5.4)
From one wavelet Φ(t) (called the “mother wavelet”), new wavelets can be con-
structed by means of dilation and translation along the t axis according to
Φj,k(t) = 2
−j/2Φ
(
2−jt− k
)
(5.5)
with integers j and k. Provided that for all functions x(t) from the space R2 of
all square integrable functions ∑
j,k
dj,k = ||x||2 (5.6)
holds, the wavelets Φj,k form an orthonormal basis of R
2. Analogous to Eq. (5.1),
the noisy function f(t) can then be written as
f(t) =
∑
j,k
dj,kΦj,k(t) (5.7)
where the dj,k can be computed in an analogous way to Eq. (5.2) through
dj,k =
+∞∫
−∞
f(t)Φj,k(t) dt (5.8)
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An individual dj,k is called a wavelet coefficient. The set of wavelet coefficients
required to describe a function f(t) is called the wavelet transform of f(t). Unlike
the value of F (ω) (Eq. (5.2)) for a particular ω, every dj,k is tied to a specific
point in time by the value of k, so it represents temporal (or for images: spatial)
information as well as frequency information. If f(t) is nonzero only on a finite
interval, its wavelet transform consists of a finite number of nonzero coefficients;
the Fourier transform requires an infinite number of harmonics ω for an exact
representation of f(t) in this case.
Wavelet filtering is done similarly to Fourier filtering: from the wavelet coeffi-
cients dj,k of f(t), the filtering strategy produces modified coefficients d
∗
j,k, which
are substituted into Eq. (5.7) to yield the filtered function f ∗(t). Typical filtering
strategies for images are outlined in the following section.
Some examples of wavelets are shown in Figure 5.2 . Many different families
of wavelets have been constructed since Grossmann and Morlet first introduced
wavelet theory in the course of their geophysical research [Gros84]; for most
wavelets, no closed analytical formula is available. While it is in principle possible
to construct one’s own wavelets, this becomes hard if the wavelets are to have
favorable properties for filtering operations.
5.1.4 Wavelet filtering
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Figure 5.3: An image (grey) is successively decomposed into horizontal, vertical
and diagonal details at multiple levels j corresponding to feature sizes 2j.
To filter an image, a two-dimensional multi-scale analysis [Harp98] is usually
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performed on it (Figure 5.3): using the low-pass and high-pass filters associated
with the “mother wavelet” in use, the image information is split up into horizon-
tal, vertical and diagonal details as well as a coarse “approximation” for j = 1,
representing features of size 21 = 2 pixels. The approximation is then analyzed
in the same way for j = 2, i.e., with respect to features of size 22 = 4 pixels.
This process is repeated until the scale of the coarsest image features expected
is reached. The complete image is then a sum of all details and the remaining
approximation at the coarsest analyzed scale. Only the details are filtered; the
remaining approximation is left untouched. For our SNOM images, j = 3 (feature
size 8 pixels, which is about 160 nm) is generally appropriate. This organization
of the wavelet coefficients in w-space allows for a highly flexible characteriza-
tion and removal of noise, even if the noise varies during the four-minute image
acquisition time.
If noise is present only at specific locations in Figure 5.3 (i.e., inside w-
space), it can be removed by setting the corresponding wavelet coefficients to
zero [Torr01]. White noise, however, is smeared evenly over all coefficients in-
side w-space [Dono93]. In this case, filtering is usually achieved by setting
all wavelet coefficients with absolute values below certain thresholds λ to zero
[Dono94, Dono95]. This technique, called “wavelet thresholding” or “wavelet
shrinkage”, locally adapts to the feature richness in different areas of the image.
Where only noise is present, it is removed. Where a feature is present, lifting
certain wavelet coefficients above their thresholds, noise is removed from all co-
efficients except those pertaining to the feature. This technique exploits the fact
that the signal is usually concentrated in a few large coefficients (a fact which
is actively exploited in the JPEG2000 image compression standard). Wavelet
thresholding therefore has the potential to produce an image that retains all
important features but retains only a negligible amount of noise.
Whether this result is actually obtained, however, critically depends on setting
the filtering thresholds correctly [Marp02]. To de-noise a data set consisting
of n observations, the “universal threshold” proposed by Donoho and Johnson
[Dono93, Dono94]
λU =
√
2 log(n)σ , (5.9)
where σ is the assumed standard deviation of the noise, is commonly used. σ
is usually estimated from the wavelet coefficients on the finest analyzed scale
according to
σ =
1
0.6745
median(d1,k) (5.10)
In contrast to Fourier filtering, a small increase in one of the thresholds may
cause many wavelet coefficients with values that were previously just above the
threshold to be downgraded to “below the threshold” status. Likewise, a small
decrease of a threshold may upgrade many coefficients to “above the threshold”.
Small changes to the filtering thresholds can therefore have dramatic effects on the
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outcome of the filtering. The filtering thresholds, therefore, cannot be adjusted
manually. Additionally, the well-known problem [Smit99] that wavelet de-noising
may introduce anisotropic artifacts into the image must be addressed.
5.2 Wavelet de-striping
Figure 5.4: removal of stripe-like artifacts from Figure 2.8 using (a) Fourier
filtering and (b) wavelet de-striping
Despite the improved correction for long-term drifts (Section 2.3.2), the im-
age may still contain stripe-like artifacts. As mentioned before, artifacts destroy
not only the visibility but also the credibility of an image. We therefore pro-
pose a further processing stage that relies on the ordered representation of the
image information inside w-space (see previous section). Recall that stripe-like
artifacts vary rapidly perpendicular to the scanning direction, but are relatively
constant in the scanning direction. Inside w-space, they are therefore represented
by wavelet coefficients that represent low spatial frequencies in the scanning di-
rection and high spatial frequencies in the perpendicular direction. Consequently,
by discarding all such coefficients we can cure the symptom (but not remove the
source) of the stripe-like artifacts.
In contrast to [Torr01], this technique requires previous application of either
the old or the improved long-term drift correction, so that the average intensities
of the scanning lines are normalized throughout the image. This cannot be done
inside w-space, as the scope of the wavelet coefficients is always local.
Figure 5.4b shows Figure 2.8b after application of this technique. Even though
the image had previously been treated with only the old long-term drift correc-
tion, the stripe-like artifact is completely removed. In contrast, attempting to
achieve the same result using Fourier filtering fails (Figure 5.4a). If the cut-off
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frequency is set low enough for the stripe-like artifact to disappear, many of the
features disappear as well, and the whole image is visibly blurred.
5.3 Wavelet de-noising
5.3.1 The Problem
a) b)
c) d)
2 μm
Figure 5.5: Failed attempts to de-noise Figure 7.4a using wavelet filtering: (a)
some noise remaining; (b) filtering overcompensated. Additionally, an additional
diagonal artifact is superimposed on both (a) and (b). (c) sharp discontinuities
littered over the image; (d) image (c) deconvolved.
While development of a wavelet de-striping method (see previous section) was
straightforward, because stripe-like artifacts could easily be identified inside w-
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space, de-noising using wavelet filtering is a more challenging task because the
noise (as mentioned above) pollutes all of w-space. Initially, we discriminated
between signal and noise at the statistically motivated universal threshold (Eqs.
(5.9) and (5.10)). However, the resulting images frequently showed one or more
of the following shortcomings:
(i) The achieved compromise between the conflicting objectives of noise re-
moval and feature retention was unsatisfactory. Either some noise remained
(Figure 5.5a), or the filtering overcompensated and removed finer image fea-
tures as well (Figure 5.5b). In either case, the resulting image was no basis
for subsequent resolution enhancement by deconvolution (Chapter 6).
(ii) The resulting image had additional diagonal “features” (i.e., artifacts) that
were not present in the raw image (Figures 5.5a and 5.5b).
(iii) Sharp discontinuities one or a few pixels in size were added to the resulting
image (Figure 5.5c). Post-processing of the filtered image by deconvolution
to increase its resolution amplified those artifacts so much that the end
result (Figure 5.5d) was worse than the original.
Obviously, the noise cannot be distinguished accurately enough from the signal
by a method that does not consider information about the image acquisition
process and/or expected features, but treats a SNOM image the same way as
a photograph. Two approaches to including this information in the de-noising
process appeared plausible at first sight, but were found wanting after careful
consideration:
• Based on a large set of existing SNOM images, derive criteria for rating
the quality of SNOM images and formulate an absolute measure Γ that
takes a SNOM image as input and yields a scalar quality index q as out-
put. Optimize the filtering threshold to maximize q. The problem with this
approach is that such a measure should be based on fairly general criteria,
as the properties of tips, samples and noise usually vary considerably be-
tween measurements. In the end, very little additional information could
be gained and exploited to improve the result of the filtering.
• Image a known calibration sample first to obtain a “fingerprint” of the noise,
and transfer this knowledge to the de-noising of the image of the unknown
sample acquired subsequently. This would at least adapt the filtering to
our particular SNOM system. However, there is great uncertainty as to
how exactly the imaging conditions can be reproduced between two sepa-
rate measurements on different samples. Any discrepancies alter the noise
characteristics, which are known not to be constant even for the duration of
one image acquisition (Section 4.3). Some of the noise in the actual image
might therefore not be recognized using such a “fingerprint”.
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This reasoning motivated us to tailor wavelet de-noising to a given raw image by
exploiting the following additional items of information:
(i) the (approximate) size of the aperture with which the image was acquired
(ii) a rough mathematical model that describes the SNOM imaging process
(convolution model, see Chapter 6)
(iii) an approximate characterization of the noise present in the given raw image
As a result, we developed “piloted wavelet de-noising”. Given a more or less
noisy SNOM image, it determines the vector ~t of wavelet filtering thresholds that
de-noises the SNOM image without the shortcomings mentioned above.
5.3.2 Piloted wavelet de-noising
The method is based on the fundamental idea of optimizing the filtering thresh-
olds ~t by de-noising a simulated “mixed” image M that is “strongly related”
to the given SNOM image R, so that thresholds that are found to optimally de-
noiseM are also favorable for the de-noising of R. For the construction ofM , the
sources of information mentioned previously are exploited. The high sensitivity
of deconvolution to noise and artifacts is used as a “sensor” for the optimization.
An outline of this method, simplified for clarity, is sketched in Figure 5.6.
Figure 5.7 shows examples of the different types of images that are used in the
process. The starting point for the construction ofM is a gauging imageG (shown
in Figure 5.7) that contains a random distribution of features with different sizes,
down to the size of the smallest features that we want to recover from R. This
image is subjected to convolution (with an aperture similar to the one that was
used to acquire R) according to Eq. (6.8) to form the “pilot image” P that plays
the role of an undisturbed raw SNOM image. M is now formed by blending
(mixing) P with R; it simulates a SNOM image that is disturbed by noise similar
to the noise in R. The mixing ratio s remains a tunable parameter because the
level of noise in R is initially unknown. M is de-noised using a vector ~t of de-
noising thresholds and subsequently deconvolved with the same aperture that
was used to produce P to form a test image T . We have found experimentally
that a three-level multi-scale analysis using the Daubechies db4 wavelet and “soft
thresholding” is appropriate for our purposes. By means of a similarity measure κ
that takes the two images T and P as input and yields a scalar similarity κ(T, P )
as output, the quality of T is evaluated. The de-noising thresholds ~t are varied
until κ(T, P ) takes its maximum value. As M and R have undergone similar
processing stages and are burdened with similar noise, the thresholds ~t that are
appropriate to de-noise M are also deemed appropriate to de-noise R.
An essential advantage of this sophisticated method is that it requires only a
relative measure κ that compares two images instead of an absolute measure Γ
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Figure 5.6: To optimize the de-noising thresholds, an image M is mixed from
a simulated pilot image P with known features and the acquired raw image R.
Because the construction of M is strongly related to the acquisition of R by
SNOM, the optimal de-noising thresholds for M are also favorable for R.
that rates one image. Relative measures are much easier to devise than absolute
measures, especially if no reliable calibration standard is available as an “anchor”
for an absolute measure. The results that we present in Chapter 7 were obtained
using the well-known two-dimensional correlation (Section 5.3.3). An alternative
measure will be presented in Section 8.5.
A refinement, which is omitted for clarity in Figure 5.6, is provided for the
de-noising of magneto-optical images. The key method of determining the source
of image contrast is to rotate the analyzer system around the optical axis. If
the contrast is of magneto-optical origin, it reverses. Therefore, an image A and
the reversed-contrast image C(A) can be considered as essentially the same. It
therefore makes sense to require the piloted wavelet filtering presented above to
be invariant with respect to contrast reversal. In Section 5.3.4 this invariance is
specified, and we show that it is met if we form two mixed images M1 and M2
54



 

Figure 5.7: Raw image R, one half each of gauging image G and convolved pilot
image P , mixed imageM and final test image T (M de-noised and deconvolved).
The objective for the optimization of the de-noising thresholds is maximum sim-
ilarity κ between T and P .
according to
M1 = s · P + (1− s) ·R (5.11)
M2 = s · CP + (1− s) ·R, (5.12)
and use
γ(~t) = max {κ(DW~tM1), P ), κ(DW~tM2, CP )} , (5.13)
as the objective function to be maximized. Here and in the following, C denotes
contrast reversal,Wt denotes wavelet de-noising with thresholds ~t, and D denotes
deconvolution. For clarity, we omit all brackets and the index ~t where this is not
misleading.
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5.3.3 Image similarity evaluated by two-dimensional cor-
relation
For the results of piloted wavelet de-noising to be meaningful for a specific pur-
pose, the choice of the similarity measure κ is essential. Ideally, the value of
κ should only be affected by those differences between the pilot and the test
images that are deemed to disturb the intended purpose. No other differences
should affect the value of κ. For example, the presence of white noise affects the
discernibility of features and should therefore decrease κ. On the other hand, a
multiplication of all intensity values by a factor of two only alters the contrast
of the image while leaving all features unchanged. It should therefore leave the
value of κ unchanged. This reasoning suggested that the absolute value of the
well-known two-dimensional correlation could be a suitable similarity measure:
κ2D(A,B) =
∣∣∣∑i,j (aij − a¯) (bij − b¯)∣∣∣√(∑
i,j (aij − a¯)2
) (∑
i,j
(
bij − b¯
)2) (5.14)
where the matrices A and B represent images with intensity values aij and bij,
respectively. a¯ and b¯ represent the means of all values in A and B, respectively.
In the following, we will abbreviate the addition of a scalar h to all values aij by
“h + A”, regarding h as a homogeneous matrix the size of A with all elements
equal to h.
Obviously, multiplying either A or B by a constant c places the factor c in both
the numerator and the denominator and therefore does not change κ2D(A,B).
Addition of a constant intensity a to all elements of either A or B is cancelled
out because it affects A¯ and B¯ as well. We therefore have the favorable properties
κ2D(a+ A,B) = κ2D(A,B) (5.15)
κ2D(c · A,B) = κ2D(A,B) (5.16)
This is desired because, as mentioned above, these image modifications do not
specifically target the actual features of the image.
5.3.4 Invariance with respect to contrast reversal
For this investigation, we consider contrast inversion of an image R according to
CR = 2r¯ −R, (5.17)
where r¯ is the mean of all elements of R. Furthermore, we call the two images A
and A∗ “equivalent” and write
A∗ ≈ A (5.18)
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if a homogeneous matrix h exists for which
A∗ = A+ h (5.19)
is valid. Such equivalent images can be considered to represent essentially the
same image, as the homogeneous part h can be removed by a suitable image
normalization. Consequently, for specification and proof of the desired invariance,
only equivalence rather than equality of images is required.
(i) First we show that (a) applying wavelet de-noisingW to R with subsequent
contrast reversal C and (b) applying wavelet de-noising W to the reversed-
contrast image CR, both with the same de-noising thresholds ~t, supplies
equivalent images. In short, we claim
WCR ≈ CWR. (5.20)
For the proof, we first consider that the left-hand side of Eq. (5.20 is given
by WCR = W (h − R) with some homogeneous matrix h. This matrix h
does not affect the “detail” wavelet coefficients that are modified by the
de-noising. It contributes only to the “approximation” that represents the
very coarsest image features and is left unchanged by the de-noising. Thus,
W (h−R) = h+W (−R) (5.21)
holds. Reversing the sign of R reverses the signs of all wavelet coefficients,
so we arrive at
WCR = h−WR. (5.22)
Comparison with Eq. (5.17) applied to WR proves Eq. (5.20).
(ii) We now show that application of the piloted wavelet de-noising method to
R and CR supplies the same optimal de-noising thresholds ~topt.
For the proof, we substitute Eqs. (5.11) and (5.12) into Eq. (5.13). Thus,
the value of the objective function γ for the image R is given by the maxi-
mum of
|κ2D(DW (sP + (1− s)R), P )| (5.23)
and
|κ2D(DW (sCP + (1− s)R), CP )| . (5.24)
However, for the image CR the value of γ is given by the maximum of
|κ2D(DW (sP + (1− s)CR), P )| (5.25)
and
|κ2D(DW (sCP + (1− s)CR), CP )| . (5.26)
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To prove the above claim, we show that (5.26) equals (5.23) and (5.25)
equals (5.24).
From Eq. (5.15) and Eqs. (5.17)–(5.19), it follows that
A ≈ A∗ ⇔ κ2D(A,B) = κ2D(A∗, B) (5.27)
for all images B. Consequently, we may replace matrices by equivalent
matrices in the terms (5.23)–(5.26) without affecting the value of κ2D.
Because of
C(sP + (1− s)R) = (sCP + (1− s)CR), (5.28)
term 5.26 equals
|κ2D(DWC(sP + (1− s)R), CP )| . (5.29)
Because of Eq. (5.20) and because application of D to a homogeneous image
supplies a homogeneous image, we may swap W and C. As will be evident
from the derivation of deconvolution in Section (6.2), deconvolution of two
equivalent images supplies two equivalent images, so we may also swap D
and C. Therefore, (5.29) is equal to
|κ2D(CDW (sp+ (1− s)R), CP )| . (5.30)
In this term, the images from term (5.23) appear in reversed-contrast form.
Because Eqs. (5.15) and (5.17) imply
κ2D(A,B) = κ2D(CA,CB), (5.31)
it follows that term (5.23) equals term (5.26).
Because of Eq. (5.31), term (5.25) equals
|κ2D(CDW (sP + (1− s)CR), CP )| . (5.32)
Swapping C and D as well as W and D as explained above, term (5.32)
becomes
|κ2D(DWC(sP + (1− s)CR), CP )| , (5.33)
which, as explained above, can be rewritten as
|κ2D(DW (sCP + (1− s)R), CP )| . (5.34)
This is equal to term (5.24), so the proof is now complete.
The key to the above proof is to establish the identities (5.23) = (5.26) and
(5.24 = 5.25). This is the reason why we require the two mixed images M1 (Eq.
(5.11)) and M2 (Eq. (5.12)) we introduced in Section 5.3.2.
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5.3.5 Optimization procedure
In the above filtering strategy, s is left as a free parameter that, like the cut-off
frequency in Fourier filtering, is tuned manually for the image under discussion.
For the chosen s value, the corresponding optimized filtering thresholds are auto-
matically determined by maximizing γ
(
~t
)
. Because every computation of γ
(
~t
)
for a vector ~t of thresholds includes a de-noising of the full image as well as a
subsequent deconvolution, it is computationally very expensive. Additionally, be-
cause a small change in one of the thresholds may affect many wavelet coefficients
and thereby image features, γ
(
~t
)
may contain discontinuities. In this case, the
well-known gradient-based optimization algorithms would fail. Consequently, we
investigated the following two approaches for performing the optimization.
The first approach is to scan ~t through a fixed grid in ~t-space. In principle,
this always finds the absolute maximum of γ if the grid is fine enough, but it
is certainly not economic in computation time. We used this grid technique
to explore the qualitative dependence of γ on both ~t and s, and found it to
be relatively simple. A more sophisticated approach employs the Hooke–Jeeves
algorithm. This is a direct optimization algorithm that only evaluates γ itself
without computing any gradients. It constantly switches between (i) varying
each individual threshold by a small amount to probe for a possible improvement
of γ (exploration), and (ii) varying the threshold that offers the most promise of
improving γ by a larger amount (pattern move, extrapolation). A main advantage
of the Hooke–Jeeves algorithm is that a fixed budget of γ evaluations can be
meaningfully implemented. Basically, the user enters the amount of computation
time to spend, and the best result achievable within that time is produced.
However, the Hooke–Jeeves algorithm [Hook61, Kell99] works less globally
than the grid technique, so that it might settle for a local optimum rather than
the global one. To suppress this tendency, we choose meaningful initial values for
~t as follows: we assume that features smaller than half the size of the aperture
used to acquire the image are most likely noise, and therefore set the initial
thresholds for all feature sizes below that limit to one half of the largest wavelet
coefficient that is present for that feature size. For larger feature sizes, we assume
that considerably less noise is present, and set the initial threshold to one quarter
of the largest wavelet coefficient. Starting from these initial values, the Hooke–
Jeeves algorithm produced approximately the same de-noising results as the grid
technique, but within a quarter of the computation time.
5.4 Isotropization of wavelet filtering
Wavelet filtering, though potentially very efficient, is notorious for introducing
preferred directions (mainly diagonal, as shown in Figures 5.5a and 5.5b) into the
image where none actually exist. Additionally, we observe pixel artifacts (Figure
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5.5c) that appear to be anisotropic as well. Those artifacts are particularly detri-
mental to subsequent resolution improvement by deconvolution (Chapter 6), so
they must be suppressed.
To eliminate the artifacts at their source, at least partially, all de-noising is
done using an algorithm (the a` trous algorithm [Chau01]) that is meant to be
isotropic in the first place. To remedy the artifacts that still occur, we have
developed two different approaches. They are both based on the idea of rotating
the raw image R under discussion by an angle ϕ, filtering it, and rotating the
result back to the original orientation: doing this for all angles ϕ = 0, 1, . . . , 359
degrees and averaging the filtered results should produce an image in which only
real features prevail, while anisotropic artifacts that depend on ϕ are cancelled
out.

(i)
(ii)
W
(iii) (iv)R
–
R
Figure 5.8: Straightforward procedure to de-noise a raw image R from a given
angle ϕ. The result Rϕ is a quarter the size of R.
The first approach, sketched in Figure 5.8, is straight-forward. Rotating R
by ϕ produces an image (i). Because wavelet filtering requires an axis-parallel
image, only a cut-out (ii) from (i) can be used further. Filtering of (ii) supplies
(iii), which is rotated by −ϕ back to the original orientation of R (iv). Usually,
only an axis-parallel end result can be used further; this (Rϕ) is cut out from (iv).
Obviously, the size of Rϕ depends on ϕ. For the average WR over all angles ϕ
to be meaningful, however, it is highly desirable that all Rϕ have the same size.
This can only be achieved by cutting (ii) and finally Rϕ for all ϕ to the sizes that
occur in the “worst case” ϕ = 45 degrees: all Rϕ, and therefore the end result of
the procedure, are then a quarter the size the raw image R.
The second approach (Figure 5.9) produces a final result that has the same
size as R: we copy R nine times into a 3 × 3 matrix and rotate this by ϕ to
form (i). Filtering of an axis-parallel cut-out (ii) from (i) supplies (iii), which is
rotated back by −ϕ to form (iv). From this, the portion that corresponds to the
central R in the 3 × 3 matrix is cut out to form Rϕ. We then average all Rϕ to
form WR. The basic idea is that the two axis-parallel cuts required to form a
Rϕ only eat into the “padding” around the central R, but never into the central
R itself. Therefore, all Rϕ and WR have the same size as R.
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Figure 5.9: By “padding” R with copies of itself before it is de-noised at an angle
ϕ, an end result Rϕ that has the same size as R can be produced.
In Figure 5.10, wavelet de-noising with this isotropization method has been
applied to Figure 7.4a with the same de-noising thresholds used to generate Figure
5.5c. The improvement over Figure 5.5c is evident. There is a small price to pay
for this highly desirable property: during filtering, the fringes of the Rϕ might
be influenced by the adjacent “padding” images. However, we found this effect
to be negligible for our SNOM images.
Results of our piloted wavelet de-noising method are presented in Chapter 7
together with the results of deconvolution (Chapter 6). As deconvolution is very
sensitive to noise, the high quality of de-noised and subsequently deconvolved
images is our prime indicator for the efficiency of the de-noising.
2 μm
Figure 5.10: Figure 7.4a wavelet de-noised with the same de-noising thresholds
as Figure 5.5c, but with isotropization (second approach).
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Chapter 6
Resolution improvement by
image deconvolution
Figure 6.1: Non-overlapping (top) and overlapping (bottom) scanning modes of
SNOM.
The main advantage of SNOM, as already mentioned, is that it can achieve
a higher resolution than classical microscopy, which is limited by diffraction to
a resolution on the order of the wavelength λ. In the aperture configuration of
SNOM, the resolution is essentially determined by the size of the aperture (Figure
6.1). Let us consider a circular aperture with diameter a (typically, a ≈ 100 nm).
We may make the spacing d of the scan grid equal to a, so that the sample areas
illuminated at adjacent scan points do not overlap (Figure 6.1 top). In this case,
the resolution is equal to a. However, as typical scan units are capable of moving
the tip with sub-nm precision, a spacing
d << a (6.1)
is usually chosen. In this case, the sample areas illuminated at adjacent scan
points do overlap (Figure 6.1 bottom). Consequently, the achieved resolution
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is somewhat better than a. However, because every circular sample area with
diameter a now contributes to the optical signal at multiple scan points, features
smaller than a appear smeared in the image.
A straightforward approach to improving the resolution further is to use
smaller apertures. However, this entails both a technical and a fundamental
problem. The technical problem is that the fabrication of apertures becomes
disproportionately more difficult with decreasing a (Section 3.4), up to the point
where a is determined by the skin depth of the material that bounds the aperture.
The fundamental problem, which is discussed in Section 8.1 in detail, is that the
signal intensity decreases so steeply with decreasing a that the final resolution
obtained is limited by the inevitable noise.
Motivated by this reasoning, we developed a computational approach to fur-
ther improve the resolution. It is based on a mathematical inversion of the imag-
ing process, which is a widely used approach in the field of image restoration
[Hels67, Gona95, Carn00, Weli04]. (For reasons mentioned in Section 6.2, we call
such an inversion “deconvolution”.) Theoretically, application of deconvolution
to an image acquired with a scan grid d smaller than a (i.e., overlapping mode)
should recover the fine features buried underneath the smeared image. Obvi-
ously, a key element necessary for this approach is a mathematical model of the
imaging process that is (i) sufficiently precise, and for which (ii) the inversion is
still computationally tractable. We will develop such a model in Section 6.2.
A common issue with deconvolution is its high sensitivity to noise. Based on
general assumptions about the nature of the noise, integrated approaches that
combine de-noising and deconvolution into one regularized process have been
developed to address this problem ([Hels67, Carn00, Carn01, Carn04], details
in Sections 6.2 and 6.6.1). In contrast, we separate de-noising and deconvolution
in order to exploit the potential of nonlinear wavelet filtering and to tailor the
de-noising to the actual noise present in the image under discussion (Chapter 5).
In [Hels67, Carn00, Carn01, Carn04], the imaging process is described by a
continuous model that is later discretized. On the other hand, we set up the model
as a discrete model from the beginning, directly utilizing the given scan points.
Details and advantages of this model are presented in the following Sections. For
the solution of the deconvolution equation, we provide two options: (i) a RAM-
economic, but slow iterative algorithm, and (ii) a numerical-analytical algorithm
that is 40 times faster but demands much more RAM.
6.1 Superposition of simultaneously illuminated
spots
For deconvolution, a hard-to-establish exact physical model is unnecessary; in-
stead, we can use a sufficiently precise model of the imaging process. In this
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Figure 6.2: Because of the special analyzer system (Section 2.2.1), distinction
between coherent and incoherent light is not necessary in the superposition of
simultaneously illuminated spots.
section, we give the physical reasoning to show that a linear model appears
promising. This model is supported experimentally by the results obtained with
it (Chapter 7). We are aware that it is only first-order approximation to the
complex imaging process in the near field [Hata99].
We assume that the sample surface consists of many small spots k, each of
which is homogeneous in its (magneto-)optical properties. A large aperture that
emits a homogeneous intensity across its whole area illuminates many of those
spots at any given time, so the electric field that reaches the analyzer system
is a superposition of individual contributions from many individual spots. It
is well-known that the incoherent superposition of two electric fields adds their
field intensities, while the coherent superposition adds their amplitudes. Our
SNOM system uses coherent laser light, but we do not know to what extent
the light remains coherent when passing through the tip, the aperture and the
sample. Fortunately it is not necessary to investigate this physically (and re-
check at least once for every new tip). The special properties of our analyzer
system (Figure 6.2) greatly simplify the superposition of light contributions from
multiple illuminated spots into the final optical signal, at least to a first-order
approximation. For this approximation to be valid, the polarizer must be rotated
to almost complete extinction (which we do in our measurements).
We consider the light transmitted through a small, homogeneous sample spot
k. Because of the near-extinction, only a tiny fraction (10−3) of the light that en-
ters the analyzer system is steadily polarized. The rest is statistically polarized.
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Only the steadily polarized fraction is polarization-modulated by the modula-
tor, so that its electric field component along the polarizer’s polarization, which
is evaluated further, varies periodically about its mean xk. The corresponding
component for the statistically polarized remainder is a constant background bk.
The detector therefore registers a scalar intensity proportional to (bk + xk)
2. Its
periodically modulated part, which is registered by the lock-in amplifier, is given
to a first-order approximation by
Ik ∝ 2bkxk (6.2)
because the xk << bk (see above). Ik is a measure of the local (magneto-)optical
properties of the sample spot k.
We assume that the aperture illuminates a set of r spots homogeneously and
that the sample exhibits only polarization contrast, so that the background bk is
the same constant b for all illuminated spots. If the light contributions from all
spots are coherent, the intensity registered by the detector is
ID,coh ∝
(
r∑
k=1
(b+ xk)
)2
(6.3)
Its periodically modulated portion that passes the lock-in amplifier is to a first-
order approximation
Icoh ∝ 2mb
r∑
k=1
xk (6.4)
If the contributions are incoherent, the detector registers a signal
ID,incoh ∝
r∑
k=1
(b+ xk)
2 (6.5)
the periodically modulated portion of which is, to the same approximation,
Iincoh ∝ 2b
r∑
k=1
xk (6.6)
We conclude that, regardless of whether the light that reaches the analyzer system
is coherent or incoherent, the output of the lock-in amplifier is proportional to
the sum of the xk.
6.2 Modeling the imaging process
To model the imaging process, we initially assumed a simple point model for the
sample (Figure 6.3 left): the sample is represented by a grid of points j, each
of which carries an intensity xj. Using the linear superposition of intensities
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Figure 6.3: Representation of the sample in the point model (left) and tile model
(right).
from the previous section, the intensity Ii recorded at scan point i is obtained by
summing up the intensities xj of all scan points j that are “seen” by the aperture
at that scan point. Combining these equations for an n × n-pixel SNOM image
(with n × n scan points) and an m × m point grid, we obtain a linear system
with n2 equations and m2 unknowns. Solving this system for the xj supplies the
desired inversion of the imaging process (deconvolution). m ≤ n is a tunable
parameter that determines to what degree the system is overdetermined, i.e., to
what degree the obtained solution is a least-squares solution rather than an exact
solution. Least-squares fitting is a well-known method for evaluating noisy data;
consequently, we expect the solution to be less sensitive to noise for lower m (i.e.,
a higher degree of least-squares fitting). On the other hand, finer details are
recovered with higher m. Unfortunately, this point model produces an artifact:
if all the xj are identical, the obtained Ij values are not identical, because—as
shown in Figure 6.3 (left)—the aperture may not “see” the same number of points
j at all scan points i. We found this discretization artifact to be too prominent
and concluded that a more exact model was required.
We abandoned the discretization by introducing a tile model (Figure 6.3 right):
we model the sample as an array of m×m square tiles j, each of which carries an
intensity density xj. Assuming linear superposition again, the intensity Ii at the
scan point i depends on which portion gij of the square j is seen at scan point
i. The nomenclature is illustrated in Figure 6.4. Identical intensity densities xj
throughout the image now produce a set of identical intensities Ii, provided that
no part of the aperture ever leaves the modeled area. To ensure this, we use the
smallest square that contains the areas illuminated by the aperture for all scan
points i as the modeled areaM that is divided into tiles (as shown in Figure 6.4).
Consequently, after m ≤ n has been chosen, the edge length l of the individual
tiles is given by
l =
(n− 1) ∗ d+ a
m
(6.7)
This determination of M obviously also ensures that every tile is illuminated
by the aperture at least for one scan point i, provided that the upper left tile
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Figure 6.4: Details and nomenclature of the tile model that is the basis for
deconvolution. Only the upper left part of the modeled sample area M is shown.
The circle corresponds to the illuminated area at the upper left point i of the
scan grid.
is illuminated by the aperture at the upper left scan point (“corner condition”).
Each xj then contributes to at least one Ii and is therefore determinable. In
the rare special cases where the “corner condition” is not met, we remove all
undeterminable xj (i.e., those that contribute to no Ii) from the linear system
that we will now derive.
In the tile model, we write the intensity density Ii registered at scan point i
as
Ii =
l2
A
m2∑
j
gijxj. (6.8)
Here, gij ∈ [0 . . . 1] is the portion of the tile j that is illuminated at scan point i,
and xj is the intensity density of that grid square (Figure 6.3 right). l
2/A, where
A is the total area of the aperture, normalizes the Ii and their constituents xj to
the same order. For xj ≡ 1, the value of Ii is obviously equal to the number N(i)
of tiles illuminated by the aperture at scan point i, where a partially illuminated
tile contributes the corresponding fraction gij to N(i). As we have organized our
tile grid in a way that the aperture never leaves the modeled area M ,
N(i) ≡ A
l2
(6.9)
is valid for all i.
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We combine the equations (6.8) for all n2 (typically 60,000) scan points i to
obtain the system of linear equations
~I =
l2
A
G~x (6.10)
in the m2 (typically 16,000) unknowns xj, which are the required intensity den-
sities of the tiles xj. Here, G depends on the given n, d, and aperture geometry
as well as on the chosen l (or m). For convenience, we introduce the matrix
H =
l2
A
G (6.11)
so that Eq. (6.10) simplifies to
~I = H~x (6.12)
Because of Eq. (6.9), the sum of all elements j in each line i of H is 1. This
ensures
xj ≡ h ⇒ Ii ≡ h (6.13)
Consequently, we have the desired property that an homogeneous image of di-
mension m2 with all xj equal to h is transformed into an homogeneous image of
dimension n2 with all Ii equal to h as well. In the following, we abbreviate both
homogeneous images as h where this is not misleading.
The improved accuracy of the tile model comes at a price: determination of
H in the tile model is much more complicated, and therefore computationally
much more expensive, than in the point model. Given the values of n, d and the
aperture geometry and having chosen l (or m), the relevant portion gij of the
grid square j that contributes to Ii must be computed for all j, and this must be
repeated for all scan points i. There are two approaches for this computation:
(i) For an arbitrary aperture geometry, the gij can be determined by a purely
numerical method, akin to pi: A list of µ random points inside the tile j
is computed; gij is the number of those points that are within the area
of the aperture at scan point i, divided by µ. However, this requires a
discretization of the tiles (and possibly also the aperture) into points, and
is painfully slow depending on µ (which determines the accuracy).
(ii) For the most interesting case of a round or elliptical aperture, we compute
the intersections between the aperture and the tile j using analytically solv-
able integrals, so that we just have to evaluate stem functions. Obviously,
this produces more accurate results in considerably less computation time.
However, computation of H for a new imaging situation still takes on the
order of several hours.
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In mathematics, convolution integrals
y(x) =
∫
f(x− τ)w(τ) dτ (6.14)
are frequently used. For a window function w(τ) with
w(τ) = 1 τ ∈ [−a
2
,+
a
2
]
w(τ) = 0 elsewhere (6.15)
this corresponds to the imaging of f(x) with the aperture a, assuming linear su-
perposition. Convolution integrals of the form (6.14) are already being exploited
for the purpose of image restoration [Hels67]. Though we model our imaging pro-
cess discretely from the beginning, we therefore refer to Eq. (6.12) as convolution
and to its inversion, which we will discuss in Section 6.3, as deconvolution. In
contrast to approaches that discretize a continuous model for the use on images
[Hels67, Carn00, Carn01, Carn04], our discrete approach allows for a transparent
consideration of discretization effects on the noise and eliminates the need for a
special treatment of the image borders.
We use Eq. (6.12) not only for deconvolution, but also in the forward direc-
tion to produce simulated SNOM images ~I. These are used in Sections 6.5 and
7.1 to test the reliability of deconvolution under controlled conditions. For the
simulations presented there, we have used a higher-resolution ~x and scaled Eq.
(6.12) up accordingly to avoid discretization artifacts.
For the resolution to be in fact increased by deconvolution, and for the equa-
tion system to have at least as many equations as unknowns, the choice of l (and
thereby m) is bounded by
d ≤ l << a (6.16)
Clearly, a smaller l increases the potential gain in resolution. However, we have
found experimentally (and verified numerically, see Section 6.6) that the sensi-
tivity of deconvolution to noise also increases. If little noise is present, a small
value of l may be used. For our SNOM images, however, we found l ≈ 2 · d to be
an appropriate trade-off.
6.3 Deconvolution
To invert the imaging process and deconvolve the aperture from a given image ~I,
~I is substituted on the right-hand side of Eq. (6.12), which is then solved for ~x. ~x
is the deconvolved image. We consider Eq. (6.12), where ~I is an acquired SNOM
image. This system has more equations than unknowns (typically about 61,000
equations and about 16,000 unknowns). In this case, an exact solution usually
does not exist. However, it is well-known [Kuhn76] that a least-squares solution
that:
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(i) minimizes the least-square equation error, i.e.,
Q(~x) = (H~x− ~I)T (H~x− ~I)→ minimum (6.17)
(ii) minimizes the Euclidian norm of ~x, i.e.,
|~x| =
√
~xT~x→ minimum (6.18)
exists, is unique and can be obtained by
~x = H+~I (6.19)
where H+ is the Moore–Penrose pseudo-inverse [Penr55] of H. ~x represents the
desired deconvolution of the acquired image ~I.
If H has rank m2, so that HTH is regular, H+ has the simple form
H+ = (HTH)−1HT (6.20)
which follows directly from condition (6.17): Q(~x) is given by
Q(~x) = (~I −H~x)T (~I −H~x) (6.21)
which can be simplified to
Q(~x) = ~I T ~I − 2~I TH~x+ (H~x)TH~x (6.22)
with the gradient
gradQ(~x) = −2~I TH+ 2HTH~x (6.23)
and this gradient is zero for the solution
~x = (HTH)−1HT ~I (6.24)
We found numerically that all the matrices H we constructed as described above
do indeed have rank m2, so we can use Eq. (6.20).
To obtain ~x according to Eq. (6.19), it would be highly impractical to compute
H+ directly, as one copy of a typical matrix G would occupy about 7.7 GBytes of
RAM, and more than one copy is usually required for the computation ofH+. We
have therefore developed two different methods of obtaining the same solution:
(i) We exploit the fact that H is very sparse (typically < 0.1% nonzeros), and
obtain the same solution numerically using MATLAB’s “lsqr” algorithm.
The burden on RAM is negligible, but the computation takes on the order
of 1.3 minutes on a 3 GHz Pentium 4 machine.
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(ii) If many images ~I must be deconvolved using the same imaging geometry,
for instance in piloted wavelet de-noising (Section 5.3.2), much time can be
saved. “lsqr” is not economic because it completely starts over for every new
~I. However, as mentioned above, H+ is too large for us to store. However,
we can store (HTH) (because it only has m2 elements) and HT (because it
is as sparse as H). (HTH) can be inverted numerically using MATLAB’s
“inv” function once at the beginning (in about 3 minutes). After that, all
deconvolutions reduce to multiplying ~I from the left first with HT and then
with (HTH)−1 (in about 2 seconds). We do not make an approximation
here, but obtain the same solution as usual at a considerably lower (by a
factor of 40) computational expense. However, this method uses very much
RAM (from about 700 MBytes to over 3 GBytes, depending on a and l).
6.4 Algebraic and geometric properties of de-
convolution
For the solution (6.24), Q(~x) becomes
Q(~I) = ~I T ~I − 2~I THH+~I + (HH+~I)THH+~I (6.25)
The last addend can be simplified further:
(HH+~I)THH+~I = ~I TH+THTHH+~I (6.26)
Substituting H+ from Eq. (6.20) and utilizing the symmetry of HH+ from the
definition of the pseudo-inverse yields
(HH+~I)THH+~I = ~I THH+~I (6.27)
so that
Q(~I) = ~I T ~I − ~I THH+~I (6.28)
By definition of the Moore–Penrose pseudo-inverse,
HH+H = H (6.29)
Substituting this into Eq. (6.28) yields
Q(~I) = ~I T ~I − ~I THH+HH+~I (6.30)
Comparison of Eqs. (6.28) and (6.30) yields
HH+~I = HH+HH+~I (6.31)
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Figure 6.5: Geometric interpretation of convolution (by means of H) and decon-
volution (by means of H+).
which implies that the eigenvalues of HH+ can only be either one or zero. There-
fore, Eq. (6.30) implies
0 ≤ Q(~I) ≤ ~I T ~I (6.32)
A related insight into the mechanism of deconvolution is supplied by geometric
reasoning (Figure 6.5): Eq. (6.12) is a linear mapping from the m2-dimensional
~x-space S(~x) into the n2-dimensional ~I-space S(~I). As H has full rank m2, the
image of S(~x) produced by H is a subspace SH(~I) of dimension m
2 < n2 of S(~I).
Let S∗H be the subspace (with dimension n
2 −m2) orthogonal to SH(~I), so that
S(I) = SH(~I)⊕ S∗H(~I) (6.33)
Then Eqs. (6.19) and (6.24) define bijective mappings between S(x) and SH(~I).
Consequently, all images ~I ∈ SH(~I) are deconvolved with zero error Q(~I). The
deconvolution of other images ~I can be interpreted as follows: ~I is decomposed
according to
~I = ~IH + ~I
∗
H , IH ∈ SH(~I), I∗H ∈ S∗H(~I) (6.34)
Only ~IH is mapped into S(~x) by H
+. ~I∗H does not contribute to the result of
deconvolution. However, because of Eq. (6.17), the error Q(~I) is in this case
given by (~I∗H)
T ~I∗H . Consequently, ~I = ~IH implies Q(~I) = 0, and ~I = ~I
∗
H implies
Q(~I) = ~I T ~I. Altogether, Eq. (6.32) is confirmed and better understood.
These algebraic and geometric considerations have the following implications:
(i) If an acquired image ~I is additively affected by noise ~IN , deconvolution of
the resulting image ~I + ~IN is only affected by the part of IN that is in
SH(~I). Therefore, the effect of noise on the result of deconvolution may
vary greatly. The error Q(~I) is largest if the noise does not affect the
deconvolution at all, so it supplies no information about whether ~I is noisy
or not.
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(ii) To analyze the impact of noise on the deconvolution of an acquired image ~I,
it is sufficient to investigate Eq. (6.12) for convolution instead of the much
more complicated Eq. (6.24) for deconvolution.
(iii) Because of Eq. (6.13), an homogeneous image h~x ∈ S(~x) is mapped onto an
homogeneous image h~I ∈ SH(~I) by Eq. (6.12). Consequently, deconvolution
of h~I restores h~x, i.e.,
Dh~I = h~x (6.35)
Moreover, Eq. (6.24) shows that any two images ~I ∈ S(~I) and ~J ∈ S(~I)
fulfill
D(~I + ~J) = D~I +D~J (6.36)
and
D(a~I) = aD~I (6.37)
These properties ensure that for two images ~I ∈ S(~I) and ~J ∈ S(~I) that
are equivalent in the sense of Section 5.3.4,
~I ≈ ~J ⇒ D~I = D~J (6.38)
applies and that there is invariance with respect to contrast reversal
DC~I ≈ CD~I (6.39)
Therefore, the image transformations
~I ⇒ a~I (6.40)
and
~I = ~I + h~I (6.41)
which are typically used to normalize the brightness (by adding an appro-
priate offset) and contrast of images, do not interfere with deconvolution.
This has already been used in Section 5.3.4 to prove the invariance of piloted
wavelet de-noising with respect to contrast reversal. Eq. (6.36) additionally
ensures that if noise ~IN is added to an image ~I to form
~I ′ = ~I + ~IN (6.42)
the influence of the noise on the result D~I ′ of deconvolution can be inves-
tigated by deconvolving ~I and ~IN separately. D~I
′ is then given by
D~I ′ = D~I +D~IN (6.43)
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6.5 Impact of uncertainties in the aperture size
Because the matrix H in Eq. (6.12) depends on the aperture geometry, knowl-
edge about the aperture is required to deconvolve it from the acquired SNOM
image. The exact size and shape of the aperture, however, are only known with
a relatively large uncertainty (Chapter 2.2.3). We must know how critically the
result of deconvolution depends on the correct aperture size being used.
 
  
2 m
Figure 6.6: (a) test structure and (b) test structure convolved with a = 100nm.
Deconvolution of (b) with: (c) a = 80 nm, (d) a = 100 nm, and (e) a = 120 nm.
To this end, we convolve a test structure (Figure 6.6a, assembled from multiple
copies of a photograph [Rada02]) using a = 100 nm (Figure 6.6b). Unlike the
optical information on an actual sample, the “original” ~x information that we
use in this simulation is available only as a discrete grid of pixels. To minimize
the artifacts resulting from this discretization, we interpolate (using MATLAB’s
“interp2” function) the 248× 248-pixel Figure 6.6a to 2480× 2480 pixels before
the convolution. We then deconvolve Figure 6.6b with various aperture sizes
into 126× 126-tile images, which we then interpolate back to the original size of
248× 248 pixels (Figures 6.6c–e). The latter interpolation ensures that features
in Figures 6.6c–e are drawn to the same scale as features in Figures 6.6b; it
would be very misleading if this were not the case. For all images, d is 20
nm and l is 40 nm, which are typical values. We find that even if the a used
for deconvolution is 20% smaller or larger than the a that was actually used to
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acquire the image, deconvolution still produces a meaningful result. Additionally,
the type of artifact present in the deconvolution result may contain a hint on how
a should be corrected. We therefore conclude that the uncertainty with which
the aperture size can be determined in our laboratory setting is not a serious
obstacle for deconvolution.
6.6 Sensitivity to image noise
6.6.1 Experimental observation
  2 m
Figure 6.7: (a) One-pixel disturbance ~Ii,j. Deconvolution of (a) with aperture
a = 100 nm, scan grid d = 19.85 nm and tile edge lengths: (b) l = 20 nm and
(c) l = 40 nm.
Because deconvolution exploits relationships between neighboring image pix-
els and couples the intensity values of all image pixels by means of the linear
equation system in Eq. (6.12), it is to be expected that noise in the acquired
image has a more or less strong impact on the result. In fact, this is a common
issue with inversion techniques [Hels67, Carn00, Carn01, Carn04]. In [Hels67],
this is addressed through integration of a noise regularization term, which is based
on assumptions about general statistical properties of the noise, into the linear
equation system. Carney and Schotland [Carn00, Carn01, Carn04] construct the
pseudoinverse that solves the linear deconvolution equation in the form of a sin-
gular value decomposition (SVD), and regularization is performed by imposing a
cut-off on small singular values.
In contrast to these integrated approaches, we separate de-noising and decon-
volution in order to exploit the potential of nonlinear wavelet de-noising and to
tailor the de-noising to the actual noise present in the image (Chapter 5). We
therefore solve Eq. (6.12) as it is without regularization; the central question is
whether its sensitivity to residual noise is tolerable or not. To investigate this,
we use Eq. (6.43) and deconvolve the most elementary disturbances ~Ii,j. These
one-pixel disturbances consist of an homogeneous background with only one pixel
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at (i, j) set to a different intensity value. In our example ~Ii,j, which is shown in
Figure 6.7a, this single different pixel is located near the middle. Figures 6.7b
and 6.7c demonstrate the striking deconvolution results D~Ii,j obtained on this
~Ii,j. The one-pixel disturbance deconvolves to a ripple-like pattern, which be-
comes more prevalent for lower l (Figure 6.7b) than for higher l (Figure 6.7c).
We conclude that
(i) Certain kinds of noise appear much worse in the deconvolved image. Specif-
ically, localized noise may be spread out over most (if not all) of the decon-
volved image.
(ii) If noise with high spatial frequencies (such as in the middle of Figure 6.7a)
is deconvolved, the result may contain marked low spatial frequency com-
ponents. This is undesired because the noise is transformed to the domain
of frequencies where actual fine features, which are to be recovered by de-
convolution, reside. Consequently, de-noising (i.e., separation of the actual
features from the noise) should applied before deconvolution (i.e., to the
raw image) and not after deconvolution. Our wavelet filtering methods
presented in Chapter 5 therefore turn out to be a promising preparation for
deconvolution.
(iii) The impact of noise can be reduced by increasing l at the cost of some
resolution.
(iv) The maximum possible enhancement of an image by deconvolution depends
on the amount of noise in the image. More noise means that less can be
gained by deconvolution—up to the point where the deconvolved image is
worse than the original.
6.6.2 Quantitative sensitivity measure
To rate the sensitivity of deconvolution D to noise for any given image ~I, we
derive a sensitivity measure s(~I). For this measure to be invariant with respect
to m and n, we introduce the specific norms
p(~I) =
√
~I T ~I
n
=
|~I|
n
(6.44)
and
p(~x) =
√
~xT~x
m
=
|~x|
m
(6.45)
for the acquired image ~I and the deconvolved image ~x = H+~I, respectively. Here,
| | represents the usual Euclidian norm. The value of p can be interpreted as the
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average pixel intensity value of the image. We then define
s(~I) =
p(~x)
p(~I)
=
n
m
· |~x||~I| =
n
m
√√√√~I TH+TH+~I
~I T ~I
(6.46)
which rates the sensitivity of deconvolution against noise in ~I. According to Eq.
(6.35), deconvolution of an homogeneous n×n image h~I produces an homogeneous
m×m image h~x with the same intensity value h . Therefore, for all homogeneous
images h~I
s(h~I) = 1 (6.47)
is valid, which is appropriate. If, however, ~I is caused by noise and we find s(~I) >
1, we have established that deconvolution amplifies this disturbance, possibly
making the resulting ~x worse than the original ~I.
Figure 6.8: Visualization of the sensitivities s(~Ii,j) to one-pixel disturbances ~Ii,j
by means of a sensitivity map (for n = 248, l = 65 nm, d = 19.85 nm and
a = 200 nm). The mean and the standard deviation of the s(~Ii,j) are s¯ = 6.76
and σ = 2.33, respectively. s(~Ii,j) is shown in the ranges 0 ≤ s ≤ s¯ (white),
s¯ < s ≤ s¯+ σ (blue), s¯+ σ < s ≤ s¯+ 2σ (green) and s > s¯+ 2σ (red).
To investigate one-pixel disturbances systematically (Figure 6.7), we now de-
convolve all possible one-pixel disturbances ~Ii,j and plot the resulting values of
s(~Ii,j) in a sensitivity map (Figure 6.8). We find that the mean value s¯ is given
by s¯ = 6.76 (with standard deviation σ = 2.33), and that the individual values of
s(~Ii,j) vary greatly (between 4.89 and 66.0) among the ~Ii,j probed in Figure 6.8.
For comparison we consider 250 randomly generated disturbances ~IR,i with
Gaussian distribution. The corresponding values for s(~IR,i) have a mean of 5.88
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and a standard deviation of 0.14. We conclude that while the average sensitivity
to one-pixel disturbances is comparable to the sensitivity to random disturbances,
there are some one-pixel disturbances that have much worse effects on the image
and should therefore be avoided (see Section 8.5.2).
6.6.3 Singular value-based sensitivity analysis
We now determine the “worst case” for deconvolution, i.e., the disturbances ~I
that produce the largest values of s(~I). To this end, we evaluate Eq. (6.46)
analytically, using the following, well-known prerequisites from matrix algebra
[Zurm61]:
(i) LetK be a rectangular (not necessarily quadratic) real-valued matrix. Then
KTK is a positively semidefinite quadratic matrix with non-negative eigen-
values λi. Its roots σi =
√
λi are the singular values of K.
(ii) The effect of K on a vector ~x with matching dimension (Rayleigh quotient)
is bounded by
λmin(K
TK) ≤ ~x
TKTK~x
~xT~x
≤ λmax(KTK) (6.48)
(iii) Let ~vi be the eigenvector of K
TK corresponding to the eigenvalue λi, i.e.,
KTK~vi = λi~vi (6.49)
Then
~vTi K
TK~vi
~vTi ~vi
= λi (6.50)
applies.
(i) and (ii) imply that the maximum possible value of s(~I) is given by
max(s(~I)) =
n
m
√
λmax(H
+TH+) =
n
m
σmax(H
+) (6.51)
However, it is impractical to evaluate Eq. (6.51) directly: H+TH+ and H+ are
very big matrices (n2×n2 and m2×n2, respectively). As we have seen in Section
6.3, computation of H+ from the sparse H results in a serious “fill-in”, so that
H+ occupies about 7.7 GBytes of RAM. To obtain the same result in a much
more economical way, we exploit the additional knowledge about the geometric
properties of deconvolution that we gained in Section 6.4: we decompose a given
image ~I according to Eq. (6.34) and use the previously established result that
the ~I∗H component does not affect D~I. Consequently, the search for max(s(~I))
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can be limited to images ~I ∈ SH(~I). Because we have previously found S(x) and
SH(~I) to be isomorphic, the ~Imax for which
s(~Imax) = max(s(~I)) (6.52)
holds corresponds to a unique ~xmax for which
s(~xmax) = max(s(~x)) = max(s(~I)) (6.53)
is valid. We can therefore perform the search for max(s(~I)) in S(x) using the
forward imaging equation (6.12):
max(s(~I)) =
n
m
max
√
~xT~x
~xTHTH~x
=
n
m
√√√√ ~xT~x
min(~xTHTH~x)
(6.54)
Applying (i) and (ii), we arrive at
max(s(~I)) =
n
m
· 1√
λmin(H
TH)
=
n
m
· 1
σmin(H)
(6.55)
The benefit of this is thatHTH is much smaller (m2×m2) thanH+TH+ (n2×n2),
H+ (m2×n2) andH (n2×m2). If there is not enough RAM available to determine
the singular values of H directly (using MATLAB’s “svds” routine), they may
therefore be determined via the eigenvalues of HTH (using MATLAB’s “eigs”
routine).
To visualize all singular values σi of H, we sort them into a list, ordered by
their magnitude. Figure 6.9 shows a plot of the σi versus their index k in this list.
The minimum singular value is σmin = 0.0394, which corresponds to a maximum
sensitivity max(s(~I)) = 91.22.
Eq. (6.55) can also be used to analyze the influence of the model parameter
l—the edge length of the tiles—on the sensitivity of deconvolution to noise. In
Figure 6.10, max(s(~I)) is plotted as a function of l. This confirms quantitatively
what we already inferred qualitatively from Figures 6.7b and 6.7c: that increasing
l decreases the sensitivity of deconvolution to noise.
As all singular values of H are nonzero, HTH is regular (as is required for the
solution (6.24) of Eq. (6.12)). Because of the above property (iii), the sensitivity
s(vi) associated with the eigenvectors vi and the corresponding eigenvalues λi of
HTH is given by
s(~vi) =
n
m
· 1
σi(H)
(6.56)
We transform the eigenvectors ~vi ∈ S(~x) into vectors ~I ∈ SH(~I) by solving
HT ~Ii = ~vi (6.57)
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Figure 6.9: Singular values of the H matrix for a = 200 nm, l = 75 nm and
d = 19.85 nm. Eigendisturbances corresponding to singular values below the
dotted line are amplified by deconvolution.
for ~Ii. These are the images that, if added to a given image ~I, result in the
addition of
~xi = D~Ii = (H
TH)−1~vi =
1
λi(H
TH)
~vi (6.58)
to the deconvolution result D~I. We therefore call the ~xi the “eigenimages” and
the ~Ii the “eigendisturbances” of H. They induce the following reasoning: that
the noise in an acquired SNOM image can be decomposed into components cor-
responding to the individual eigendisturbances. Components that correspond
to the smallest singular values will be amplified most by deconvolution. Conse-
quently, deconvolution results for noisy images will lead to artifacts that resemble
predominantly the eigenimages for the smallest singular values. Knowledge of the
eigenimages allows us to discriminate whether features visible in a deconvolved
image are actual features because of resolution improvement or artifacts because
of amplification of noise.
To visualize this reasoning, Figure 6.11 shows some examples for ~Ii and cor-
responding xi. Figures 6.11b, the “worst case”, resembles some of the artifacts
observed when deconvolving one-pixel disturbances (Figures 6.7b and 6.7c). Fig-
ure 6.11c strongly resembles noise that has been removed incompletely because
of inappropriate wavelet de-noising thresholds. Consequently, the correspond-
ing xi (Figure 6.11d) resembles typical artifacts that deconvolution produces in
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Figure 6.10: Dependence of the worst-case sensitivity max(s(~I)) on the model
parameter l, for a = 200 nm and d = 19.85 nm
this case. By contrast, Figure 6.11e strongly resembles features from noise-free
SNOM images, for which deconvolution can be expected to yield a gain in reso-
lution (Figure 6.11f). We will exploit our knowledge of these eigenimages later
in the analysis of Figure 7.3.
Additionally, while the “worst case” disturbance (Figure 6.11a) is not spread
out across the image by deconvolution (Figure 6.11b), it should be recalled that
pollution of most (if not all) of the image after deconvolution was the striking
property of the one-pixel disturbances investigated in Section 6.6.1. The fact that
these disturbances are not eigenimages of H explains why they pollute the image
in this way: deconvolution of a one-pixel disturbance ~I1 according to Eq. (6.24)
implies two matrix multiplications to ~I1 from the left. Because H
T , like H, is
extremely sparse, the disturbance is spread only to a very small number of pixels
in HT ~I1. It is the application of (H
TH)−1 that spreads non-eigendisturbances
across the image. Eigendisturbances, on the other hand, are only multiplied by
the corresponding λi((H
TH)−1).
81
a) b)
c) d)
e) f)
Figure 6.11: Eigendisturbances (left) and eigenimages (right) for the singular val-
ues from Figure 6.9 with indexes 1 (top row), 1000 (middle), and 4500 (bottom).
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Chapter 7
Simulations and experimental
case studies
7.1 Test on a simulated model image
Figure 7.1 demonstrates the potential benefit of the wavelet de-noising and de-
convolution techniques presented here for an assumed sample structure (AFM
image, a), which shows typical features of interest (we picked a cut-out from Fig-
ure 8.7d). Convolution of (a) with aperture a = 200 nm and scan grid d = 19.85
nm yields (b), where fine features are smeared as mentioned above. Deconvolu-
tion of (b) with model parameter l = 40 nm produces (g). The features in (g)
are much finer than the features in (b) and the aperture a (drawn in the lower
left corner of Figure 7.1). In fact, (g) essentially contains the same features as
(a). Keeping in mind that (b) represents the best image currently obtainable
with aperture a = 200 nm, we conclude that deconvolution has a big potential
for resolution improvement, at least in the noiseless case.
To investigate the impact of noise, a more realistic SNOM image (c) was
constructed by adding noise, which had been extracted from a real SNOM image.
Deconvolution of (c) fails with l = 40 nm (not shown here). Even with the
considerably larger l = 65 nm (f), we find a marked pattern that is not present
in the original (a) and can therefore be identified as an artifact. (In reality,
where the true image is unknown, we would have identified it as an artifact as
well because it corresponds to the eigenimage Figure 6.11d.) Applying wavelet
de-noising to (c) produces a nearly noise-free image, (d). Deconvolution with
l = 65 nm (e) recovers from (d) some fine detail of (a), though not as much
as in the noiseless case (g). This example illustrates that the potential of our
post-processing methods depends on the purity of the initial raw data: basically,
a poor raw image can be upgraded to fair, but a good raw image is required
for an excellent end result. Post-processing, therefore, complements rather than
supersedes improved physical data acquisition and image formation.
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Figure 7.1: (a) AFM image assumed as original image; (b) convolved with a =
200; (c) noise superimposed; (d) wavelet filtered; (g), (f), (e) images b, c and d
deconvolved.
What happens during convolution, superposition with noise, de-noising and
deconvolution can be visualized even better in wavelet space. In Figure 7.2, the
wavelet coefficients for the three feature sizes 2, 4 and 8 are drawn in red, green
and blue, respectively. It is immediately evident that by means of convolution,
information is drawn from smaller feature sizes towards larger ones (Figure 7.2b).
After superposition with noise, the information on the finer scales is no longer dis-
cernible at all (Figure 7.2c). It reappears after wavelet de-noising (Figure 7.2d);
however, it is not fully recovered: compared with Figs. 7.2a and 7.2b, Figure
7.2d is significantly blurred. This blurring is partially remedied by deconvolution
(Figure 7.2e).
Our image processing methods have passed this simulation test; the next
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    
Figure 7.2: Magnitudes of the wavelet coefficients corresponding to the feature
sizes 2 (in red), 4 (green) and 8 (blue) for Figures 7.1a–e.
question is: how well do they work on actual raw data acquired with our SNOM?
The remainder of this chapter is dedicated to the investigation of this question.
7.2 Test on a magnetic projection pattern
We now re-analyze the underlying raw data of Figure 3.10a, which is a SNOM
image of the magnetic latex projection pattern described in more detail in Section
3.3.2. The data were acquired with an aperture of about 120 nm diameter and
scan grid spacing d = 19.85 nm. Figure 7.3a is the raw image obtained using
our improved image formation (Chapter 4) with polynomial degree m = 2. It
contains significantly less low-frequency noise than Figure 3.10a, which is the
result of the previous image formation, and is therefore a better basis for post-
processing. However, deconvolution of this image (with model parameter l = 40
nm) fails: the result obtained (Figure 7.3b) shows a pattern that we can identify
as an artifact, as it corresponds to the eigenimage shown in Figure 6.11d and no
hint of this pattern can be discerned in Figure 7.3a.
Fourier de-noising of Figure 7.3a results in Figure 7.3c. Obviously, much of
the high-frequency noise is removed. However, deconvolution (Figure 7.3d) still
fails: while there are a lot less artifacts than in Figure 7.3b, they are still too
prominent, so that there is no gain from deconvolution.
Piloted wavelet de-noising (Section 5.3.2) supplies Figure 7.3e, which at first
glance is not very different from Figure 7.3c. Similarly to Figure 7.3c, the high-
frequency noise has been removed. The details, however, are slightly more dis-
cernible in Figure 7.3e than in Figure 7.3c, indicating that piloted wavelet de-
noising supplies a better compromise between the conflicting goals of feature
retention and noise removal than Fourier de-noising. This observation is strongly
underlined by Figure 7.3f, which results from deconvolution of Figure 7.3e: While
disturbing artifacts are absent, many details that are hinted at but not clearly dis-
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cernible in Figure 7.3a now emerge. We conclude that the intended improvement
of the resolution by means of deconvolution is established in Figure 7.3f. This
and the similarity of the observations to the simulation in Section 7.1 support
the linear model (Section 6.2) on which deconvolution is based.
7.3 Test on other magnetic samples
Figs. 7.4a–d show results obtained on a 30 nm Co/Pt multilayer system. The raw
data were acquired with an aperture of about 100 nm diameter and a scan grid
spacing d = 19.85 nm. The raw image (Figure 7.4a), formed from the raw data
using the previous image formation (Section 2.3), shows a significant amount of
noise. Fourier de-noising reduces the noise and reveals some details (Figure 7.4b
bottom). However, subsequent deconvolution (Figure 7.4b top) fails: the residual
noise is amplified to artifacts similar to the eigenimage Figure 6.11d, and no
further details are revealed. Wavelet de-noising of Figure 7.4a reduces the noise as
well as Fourier de-noising. However, as Figure 7.4c shows, it extracts considerably
more details from Figure 7.4a. The resulting compromise between noise removal
and feature retention is so good that subsequent deconvolution with l = 40 nm
enhances the resolution still further (Figure 7.4d). This image clearly shows the
meandering domain structure that is typical for Co/Pt multilayer systems in their
demagnetized state.
A similar result is obtained for a magneto-optical SNOM image of a 30 nm
Co film, which has in-plane magnetic anisotropy but exhibits out-of-plane magne-
tized features because it is in a multi-domain state (Figs. 7.4e–h). It was acquired
with an aperture of about 50 nm diameter with d = 9.925 nm. While Fourier
de-noising (Figure 7.4f) reveals some details and subsequent deconvolution (not
shown in Figure 7.4) fails, wavelet de-noising (Figure 7.4g) reveals considerably
more details, and its outcome is further enhanced by deconvolution (Figure 7.4h).
The domain pattern in this image appears much more regular than that in Figure
7.4d, and no meandering fine structure of the domains is observed.
In both cases deconvolution reveals details that are present but barely dis-
cernible in the raw and de-noised images. These results again support the linear
model on which deconvolution is based.
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D
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a) b)
c) d)
e) f)
Figure 7.3: (a) Improved image formation, (c) Fourier de-noising and (e) piloted
wavelet de-noising applied to the underlying raw data of Figure 3.10a; (b, d and
f) deconvolutions.
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a) b)
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e) f)
2 μm
1 μm g) h)
Figure 7.4: Raw image of a 30 nm Co/Pt multilayer (a); lower half of (a) Fourier
de-noised (b bottom) and subsequently deconvolved (b top); (a) wavelet de-noised
(c) and subsequently deconvolved (d). Raw image of a 30 nm Co film (e); (e)
Fourier de-noised (f); (e) wavelet de-noised (g) and subsequently deconvolved (h).
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Chapter 8
Advanced investigations and
applications for and beyond
SNOM
In our development of new methods for improved extraction of information from
raw SNOM data (Chapters 4–6), the primary goal was to establish a complete
chain of processing stages that could provide an incontestable gain over the pre-
vious state-of-the-art-method. Once this goal has been reached (Chapter 7), it
becomes desirable to explore the potential in different directions. We investigate
the fundamental value of deconvolution compared with the use of a finer aper-
ture (Section 8.1). We demonstrate that the deconvolution technique, which was
originally developed for improved exploitation of given raw data, unveils further
progress in the physical acquisition of the raw data: we succeed in greatly simpli-
fying the machinery of deconvolution when square (instead of the usual circular)
apertures are used to acquire the image (Section 8.2). Moreover, we exploit the
dither motion of the tip, which is a core element of the shear-force distance regu-
lation, to identify the signal that has been exchanged between the aperture and
the sample and to make the effective aperture arbitrarily small (Section 8.3).
We show that our data exploitation methods, though originally developed for
magneto-optical SNOM, have a much broader domain of application (Section
8.4). Finally, we sketch possible refinements of our methods (Section 8.5).
8.1 Deconvolution vs use of finer apertures
In the aperture configuration of SNOM, the straightforward way to improve the
resolution is to reduce the size of the aperture. However, we have already pointed
out that it is very difficult to reproducibly produce tips with smaller apertures,
and that there is a fundamental lower limit on the aperture size. This motivated
us to improve the resolution by deconvolution rather than through the use of
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smaller apertures. Let us now assume that the user’s task is to achieve a spatial
resolution of a1, and that the following two options are available:
(i) Produce a fine aperture with diameter a1 and use it to acquire the raw data
directly with the intended resolution.
(ii) Produce a larger aperture (diameter a2 > a1) much more easily, acquire the
raw data with resolution a2 and then deconvolve to resolution a1.
In deciding which option is more favorable, both the effort required to produce
tips with aperture sizes a1 and a2 and the measurement effort required to achieve
a given accuracy ε in the final image must be taken into account. We will quantify
the latter effort in the following.
We start with our experimental observation that the noise is Gaussian and
increases with decreasing aperture size. This can be understood by regarding
image acquisition with a larger aperture as an averaging over many local noise
sources. To exploit this observation for the task at hand, we model the light
emission of the sample surface by the following “Gaussian elementary model”.
We divide the sample surface into square surface elements with edge length
ζ. ζ is much smaller than the aperture size a, yet it is chosen so as to be large
enough for the intensity density of any individual surface element to vary around
its mean in a Gaussian way with a variance of σ, analogously to Figure 4.5. We
assume σ to be the same across the whole sample surface. The analog-digital
converter spends time T (a) on acquiring an individual intensity sample Ij(x, y)
at scan point (x, y), and this sample results from µ(a) elementary measurements
of individual surface elements, where µ(a) is given by
µ(a) =
T (a)a2
τζ2
(8.1)
where τ is the time required for a single elementary measurement. Altogether, N
samples Ij(x, y) are acquired, and their mean I¯(x, y) is mapped onto the optical
image (Section 2.3.1; we use the mean instead of the median here for simplicity).
To an error probability of α, the true intensity I(x, y) that would have been
registered in the absence of any fluctuations is then bounded by the confidence
interval
|I(x, y)− I¯(x, y)| ≤ t(α,Nµ(a)− 1) σ√
Nµ(a)
=: A (8.2)
where the t(α,Nµ(a) − 1) are the t fractiles [Zeid96]. Given that the task of
a SNOM measurement is to determine I¯(x, y) with a preset accuracy A and a
pre-set spatial resolution a1, to a preset error probability α, we can compare the
times T1 and T2 that are required to solve this task by the approaches (i) and
(ii) mentioned above.
Approach (i) uses a scan grid spacing d = a1 (non-overlapping scan mode,
Figure 6.1 top) to acquire them×m image directly at resolution a1. Approach (ii)
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uses a finer scan grid spacing d′ (overlapping scan mode, Figure 6.1 bottom) to
acquire an n×n image, n > m, which is then deconvolved with model parameter
l = a1 to an m×m image with resolution a1. Because disturbances are amplified
by deconvolution, σ is multiplied by an amplification factor s∗ if approach (ii) is
used. For images ~I with mean intensity zero, s∗ is basically equivalent to the s
from Eq. (6.46), so we will write s instead of s∗ in the following.
Given a fixed number N of intensity samples Ij(x, y) per pixel, the difference
between both approaches essentially lies in the times T1 and T2 required to pro-
duce the same end result. We compute the A according to Eq. (8.2) for both
approaches (i) and (ii); equating them results in
t(α,Nµ(a1)− 1) σ√
Nµ(a1)
= t(α,Nµ(a2)− 1) s · σ√
Nµ(a2)
(8.3)
For the evaluation of Eq. (8.2), we first assume
Nµ(a1) ≥ 20 (8.4)
Nµ(a2) ≥ 20 (8.5)
Then
t(α,Nµ(a1)− 1) ≈ t(α,Nµ(a2)− 1) (8.6)
applies [Zeid96]. For low intensities, this remains valid as long as the Gaussian
model can be downscaled, i.e., the noise emitted by the individual surface elements
remains Gaussian for small values of ζ and τ .
Substituting µ(a1) and µ(a2) according to Eq. (8.1) into Eq. (8.3) leads to
1
a1
√
T (a1)
=
s
a2
√
T (a2)
(8.7)
which can be rewritten
a1
a2
· s =
√√√√T (a2)
T(a1)
(8.8)
It takes time T1 = m
2T (a1) to acquire the m ×m image according to approach
(i), and time T2 = n
2T (a2) to acquire the n×n image according to approach (ii).
Substituting this into Eq. (8.8) results in the equation
T2
T1
=
a21
a22
· n
2
m2
· s2 (8.9)
which provides the desired comparison between the measurement efforts for ap-
proaches (i) and (ii). In Figure 8.1, the ratio T2/T1 according to Eq. (8.9) is
plotted for aperture a2 = 200 nm and scan grid spacing d = 19.85 nm for an
image containing Gaussian noise. We find that image acquisition with a bigger
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Figure 8.1: Ratio T2/T1 of the times required for image acquisition with aperture
a2 = 200 nm and deconvolution, and direct image acquisition with aperture a1 = l
when the image contains Gaussian noise.
aperture a2 and subsequent deconvolution always takes more time than direct
image acquisition with a smaller aperture a1. The required extra time is consid-
erable, but not extreme: For a2 = 200 nm and l = 100 nm, a factor of about 13 is
required to achieve resolution l = 100 nm without producing a 100-nm aperture.
Remembering that the fabrication of smaller apertures becomes disproportion-
ately more difficult, this may be a reasonable tradeoff.
Additionally, it should be noted that the assumption of Gaussian noise leads
to an overestimation of T2/T1: we de-noise the images using wavelet filtering
before deconvolution, so that many disturbances that would be amplified by
deconvolution are removed. However, an analysis of T2/T1 after wavelet filtering
is difficult: As mentioned in Section 5.1.4, noise is spread out evenly over all
wavelet coefficients, altering them all by a small amount. Whether the sum of
the image features and the alteration by the noise is above or below the de-noising
thresholds obviously depends on the image features. In contrast to Fourier de-
noising, the effects of wavelet de-noising on the features and the noise cannot
therefore be analyzed independently.
Finally, there are circumstances under which the assumptions in Eqs. (8.4)
and (8.5) are no longer valid. In samples with sub-nano resolution, the individual
surface elements can no longer be assumed to carry an intensity density. Instead,
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they either emit a photon or not during the time interval τ , so that the recorded
samples Ij(x, y) vary around their means in a binomial instead of a Gaussian
distribution. For larger numbers of events (i.e., recorded photons), this binomial
distribution can be approximated by a Gaussian distribution [Zeid96]. For smaller
numbers of events, however, the resulting Gaussian distribution can no longer
be downscaled arbitrarily, so that the assumptions in Eqs. (8.4) and (8.5) are no
longer valid. Consequently, the approximation Eq. (8.6) breaks down in this case.
Instead, we must consider that the confidence interval for the small aperture a1
may be up to a factor of 10 larger than that for the bigger aperture a2. As the
confidence intervals enter T2/T1 quadratically, we conclude from Figure 8.1 that in
the case of very low intensities, image acquisition with aperture a2 and subsequent
deconvolution may become considerably faster than direct image acquisition with
aperture a1.
8.2 Deconvolution for square apertures
8.2.1 Motivation
As mentioned, our microfabricated tips initially had square apertures, because
these preserve the light polarization better than circular apertures. It was only
their semi-transparency that forced us to renovate them (Section 3.4), which
produced circular apertures. Thus, tips with square apertures are, in princi-
ple, available, and it makes sense to discuss the machinery of convolution and
deconvolution for this special case.
8.2.2 Modeling the imaging process
Let R and S be two axis-parallel squares with edge lengths r resp. s (Figure
8.2). S represents a square aperture, R stands for one of the tiles with which the
sample is modelled in Section 6.2. For clarity, we denote horizontal edges with
index 1 and vertical edges with index 2. Let p be the fraction of r1 that is in
s1, and q the fraction of r2 that is in s2, so that the intersection area R ∩ S has
edge lengths pr1 and qr2. If the intensity density x that R emits per unit area
is homogeneous, the total intensity emitted by R ∩ S is given by xpr1qr2. The
contribution of R ∩ S to the intensity density in S is therefore given by
∆(R→ S) = xpr1qr2
s1s2
(8.10)
We now divide the two-dimensional computation of ∆(R → S) into two one-
dimensional computations along the coordinate axes. To this end, we define an
intermediate rectangle U with edge lengths r1 and s2. Eq. (8.10) yields
∆(R→ U) = xqr2
s2
(8.11)
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RS
R∩S
=(R∩U)∩S
U
s1
s2
r1
r2
Figure 8.2: Reducing the two-dimensional intersection of the square tile R with
the square aperture S to two one-dimensional intersections (i) of interval s2 with
interval r2 and (ii) of interval s1 with interval r1.
where the q is supplied by a one-dimensional intersection. Analogously,
∆(U → S) = ∆(R→ U)pr1
s1
(8.12)
where a one-dimensional intersection supplies p. Multiplication of Eqs. (8.11)
and (8.12) and comparison with Eq. (8.10) results in
∆(R→ S) = ∆(R→ U)∆(U → S) (8.13)
The computation of ∆(R → S) by a two-dimensional intersection can thus be
reduced to (i) computation of ∆(R → U) and (ii) determination of the portion
of ∆(R→ U) that contributes to the intensity in S. Both operations (i) and (ii)
require only the evaluation of a one-dimensional intersection. Generalized to the
whole image, this means that convolution (and deconvolution) of the image can
be split up into separate operations along the two coordinate axes.
Analogously to Section 6.2, we divide the smallest squareM that contains the
areas illuminated by the aperture of edge length a at all scan points i in the n×n
grid with spacing d into m ×m square tiles. M has edge length (n − 1) · d + a;
the edge lengths l of the tiles are given by
l =
(n− 1) · d+ a
m
(8.14)
Along each coordinate axis, these square tiles correspond to the intervals
J(h) = [(h− 1)l, hl] , h = 1, . . . ,m (8.15)
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The square illuminated areas correspond along each coordinate axis to the inter-
vals
J∗(k) = [(k − 1)d, (k − 1)d+ a] , k = 1, . . . , n (8.16)
Provided that a > l, the portion fk,h of the tile interval J(h) that lies within the
aperture interval J∗(k) can be calculated very easily:
• If hl ≤ (k − 1)d, fk,h = 0.
• If hl > (k − 1)d,
– if (h− 1)l ≤ (k − 1)d, fk,h = (hl − (k − 1)d)/l.
– if (h− 1)l > (k − 1)d, fk,h = 1.
• If (h− 1)l ≥ (k − 1)d+ a, fk,h = 0.
• If (h− 1)l < (k − 1)d+ a,
– if hl ≥ (k − 1)d+ a, fk,h = ((k − 1)d+ a− (h− 1)l)/l.
– if hl < (k − 1)d+ a, fk,h = 1.
We now combine the individual intensity density values x of the m2 square tiles
into an m × m matrix X instead of a vector ~x with m2 elements as in Section
6.2. Combining all fk,h values into a matrix F, we find that
Z∗ =
l
a
XFT (8.17)
is the convolution (analogous to Eq. (6.8)) of X with the square aperture (repre-
sented by F) along its rows: Each element (i.e., pixel) z∗ij results from the scalar
product of line i in X with line j in F, which essentially sums up the products
of the individual tile intensities times k along line i times their contributions to
the total intensity registered at scan point j. Likewise,
Z =
l
a
FZ∗ =
l2
a2
FXFT (8.18)
is the same convolution applied to Z∗ along its columns. Analogous to Eq. (6.8),
the factor l2/a2 normalizes the values in X and Z to the same order. For sim-
plicity, we write
Z = QXQT (8.19)
with
Q =
l2
a2
F (8.20)
as we did in Eq. (6.12) for the circular case.
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8.2.3 Deconvolution
We consider an n× n image Z that has been acquired by a square aperture with
edge length a scanned in a grid with spacing d. To deconvolve Z, we choose m
and determine l from Eq. (8.14). We compute the corresponding n×m imaging
matrix Q and set up the linear matrix equation (8.19), where the elements of the
matrix X are the desired intensity densities of the tiles. We must now solve this
equation for X.
First, we find that because the matrixQ is much smaller than the matrixH in
Eq. (6.12) and is set up using simpler computations than H, it can be computed
about four orders of magnitude faster than H.
We also find that Eq. (8.19) is much less cumbersome to solve than Eq. (6.12)
for a circular aperture: by multiplying both sides with QT from the left and Q
from the right, Eq. (8.19) can be transformed into
QTZQ = QTQXQTQ (8.21)
Because of the small size of Q, it can be immediately verified (using MATLAB’s
“rank” command) that Q has full rank m. Therefore, (QTQ)−1 exists, and we
obtain a solution of Eq. (8.21) according to
X = (QTQ)−1QTZQ(QTQ)−1 (8.22)
To interpret this solution, we multiply Eq. (8.19) from the right first with Q and
then with (QTQ)−1, which results in
QX = ZQ(QTQ)−1 (8.23)
This matrix equation can be transformed into a conventional linear equation
system of the form
M~x = ~b (8.24)
where M is an (m · n)×m2 sparse matrix produced by diagonally concatenating
m copies of Q, ~x contains contains all elements of X read out column by column
from left to right, and ~b is the right-hand side of Eq. (8.23) transformed in the
same way. Eq. (8.24) has a Moore–Penrose solution
~x = (MTM)−1MT~b (8.25)
which is known to minimize the mean square error (M~x − b)T (M~x − b). From
our construction of Eq. (8.24), it is immediately clear this solution contains the
same elements as the Penrose solution of Eq. (8.19) according to Eq. (8.22). This
proves that Eq. (8.22) is meaningful in the sense that it is the best solution to
Eq. (8.19) with respect to the above square error.
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8.2.4 Impact of square apertures on image acquisition and
deconvolution
The main result is that in both optical and magneto-optical SNOM, square aper-
tures have tremendous advantages over circular apertures for image acquisition.
Both the computation of the imaging matrix and its inversion for deconvolution
are drastically simplified. The same applies for rectangular apertures, to which
the above formalism can easily be extended.
Consequently, for a square or rectangular aperture all image processing can be
done much more quickly, using much less RAM. This means that we can achieve
the same results with much less effort, which is even more important for further
improving piloted wavelet de-noising where most of the time is spent performing
deconvolutions.
2 μm
Figure 8.3: Figure 7.4c deconvolved with a square aperture. The result closely
resembles Figure 7.4d, which was produced from Figure 7.4c by deconvolution
with a circular aperture. The edge length of the square aperture is about 1/
√
2
of the diameter of the circular aperture.
Even if we use a circular aperture for imaging, we can benefit from the re-
sults obtained for the square case: according to Section 6.5, deconvolution is not
very sensitive with respect to uncertainties in the size of the aperture. Conse-
quently, deconvolution of an image that has been acquired with a circular aperture
of diameter a can be acceptably approximated by deconvolution with a square
aperture of edge length a/
√
2 in a much shorter time than it would take to set
up and solve Eq. (6.12). This is demonstrated in Figure 8.3: Deconvolution of
the wavelet de-noised raw image of a 30 nm Co/Pt multilayer (Figure 7.4c) with
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a square aperture with an edge length of 77 nm (without any additional artifact
suppression) supplies a result that is very similar to the result previously obtained
through deconvolution with a circular aperture with diameter 110 nm.
Consequently, we may use this fast approximation for preliminary investiga-
tions. For instance, we may deconvolve an image that has been acquired with an
unknown circular aperture with many different square apertures.
√
2 times the
square aperture edge length for which the least amount of artifacts occurs can
then serve as a suitable estimate for the actual diameter of the circular aperture.
8.3 Dither-sensitive image acquisition
8.3.1 Motivation and principle
In our SNOM, a harmonic modulation of the polarization is used to label the
portion of the light that conveys the desired information about the magnetic
properties of the sample. This modulated portion of light is then extracted by
the lock-in amplifier, which is tuned to twice the modulation frequency ω. This
concept is in principle very effective, but has one weak point: the labelling of
the desired signal is not performed where the tip and sample interact. Steadily
polarized disturbances from other sources may therefore affect the image. This
is especially true for the “internal reflection” geometry, where the aperture both
illuminates the sample and collects the light reflected from the sample [Kien99].
In this configuration, much of the light is reflected before it ever reaches the
sample. Modulation of the polarization is not sufficient to extract the signal
from this background. Our attempt to employ an additional modulation of the
tip–sample separation failed because it causes crosstalk into the magneto-optical
signal (Section 3.2).
a
p
Figure 8.4: Aperture of diameter a dithering with amplitude p; steadily and
periodically illuminated areas (blue and orange, respectively).
This observation motivates the following non-conventional concept for data
acquisition by SNOM: As mentioned, for the purpose of shear-force distance
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control, the tip is always in a sinusoidal “dither” motion parallel to the sample
surface in the x direction, so that
xi(t) = xi,0 + p sin(ωt) (8.26)
is valid for all scan points i. The aperture (Figure 8.4) therefore illuminates a
large central area steadily and two small “moons” on the fringes of that central
area periodically. The lock-in amplifier normally used to discriminate between
steadily and statistically polarized light (Section 2.2.1) is now tuned to the dither
frequency ω to extract the contribution of those moons to the recorded optical
signal. For the time being, we limit the discussion to the investigation of the opti-
cal (not magneto-optical) properties of the sample without additional modulation
of the polarization. The mentioned moons now form the effective aperture—the
modulation of the desired signal is performed at exactly the spot where the mea-
surement takes place.
8.3.2 Modeling the imaging process and deconvolution
As in Section 6.2, we model the sample surface as a grid of tiles j with the
intention of recovering their individual intensity densities xj. However, because
of Eq. (8.26), the binding H of tiles j to scan points i (Eq. (6.12) now depends on
the time in a periodic (though not sinusoidal) way with frequency ω. Because the
lock-in amplifier gives us the first harmonic ω of the Ii(t) for all scan points i, we
require the Fourier coefficient of the first harmonic for all Ii(t). This coefficient
depends on p rather than ω, so we label it with p in the following. Arranging
these required quantities into a matrix Hp, the question is how to determine this
matrix. Its analytical computation is rather complicated. We therefore discretize
one period of oscillation into discrete points
ϕk = 2pi
k
M
, k = 1, . . . ,M (8.27)
whereM is a tunable parameter that determines the accuracy. We then compute
Hp(ϕk) = H(x = x0 + p sin(ϕk)) (8.28)
in the same way as the usual H, but with the center of the aperture shifted in the
x direction by p sin(ϕk). In the well-known integral formula for the computation
of Fourier coefficients, we now exploit the fact that
H(t) = H(−t) (8.29)
applies, and approximate the integral by the sum over all k. The required matrix
Hp is then given by
Hp =
M∑
k=1
sin(ϕk)Hp(ϕk) (8.30)
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Analogously to Eq. (6.12), we therefore have the imaging equation
~I = Hp~x (8.31)
where ~I is the acquired image and ~x represents the intensity densities of the
individual tiles in the grid with which the sample is modelled.
In this mode of data acquisition, the acquired image ~I is not easy to interpret,
as two spatially separated moons contribute to the recorded intensity at each scan
point. The desired human-readable image ~x is obtained by solving Eq. (8.31) for ~x
according to Section 6.3. It should be noted, however, that Hp does not have full
rank, as addition of a constant to all unknowns does not influence the resulting
image. Therefore, its pseudo-inverse does not have the simple form (6.20), so that
the fast approach (ii) in Section 6.3 is not viable in this case. However, pegging
one unknown to an arbitrary value may result in a smaller equation system that
does have full rank.
8.3.3 Sensitivity with respect to uncertainties of the dither
amplitude
The size of the effective aperture depends on the dither amplitude p, which is
difficult to determine experimentally. While the oscillation amplitude of the
driving piezo is known from the applied sinusoidal voltage and the piezo constant,
its effect on p depends on the exact dimensions of the assembly that contains
• the driving piezo
• the tuning fork holder
• the tuning fork
• the tip
as well as on the mechanical properties of the various glues that hold this assembly
together. Neither is it easy to measure p experimentally. p is, therefore, only
known with some uncertainty. In the following, we analyze for one example of
how this uncertainty affects the solution of Eq. (8.31).
Figure 8.5 is the analog of Figure 6.6 for the deconvolution of conventionally
acquired images: an AFM image ~x (Figure 8.5a) is transformed into a simulated ~I
image (Figure 8.5b) by applyingHp in the forward direction with a = 200 nm and
p = 20 nm. This image could be expected if the features from the AFM image
were imaged with SNOM in the dither-sensitive mode. Deconvolution is then
attempted with the sameHp (Figure 8.5c) as well asHp for p = 24 nm and p = 30
nm (Figures 8.5d and 8.5e, respectively). Obviously, an incorrect assumption for
the dither amplitude p induces artifacts, especially on the fringes of the image; in
fact, the worst artifacts have been cut from Figures 8.5d and 8.5e because they
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Figure 8.5: (a) AFM image. (b) Simulating dither-sensitive acquisition of (a)
with a = 200 nm and p = 20 nm. Subsequent deconvolutions with (c) the correct
p = 20 nm as well as (d) the incorrect p = 24 nm and (e) p = 30 nm.
would have completely dominated the image contrast. We nonetheless conclude
that, analogously to the conventional deconvolution, it is possible to determine
the correct p by intelligent guessing (or through an optimization algorithm).
8.3.4 Impact of dither-sensitive image acquisition
Dither-sensitive image acquisition has the following remarkable properties:
(i) As explained in the motivation for the development of the dither-sensitive
image acquisition, only light that has actually been exchanged between the
aperture and the sample surface passes the lock-in amplifier and contributes
to the optical signal. This assists the suppression of disturbances caused
by stray light.
(ii) The size of the effective aperture can be adjusted through the oscillation
amplitude of the driving piezo without touching the physical measurement
device.
(iii) Specifically, this makes it possible to work with an effective aperture that is
much smaller than the actual physical aperture. This is favorable, because it
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is very difficult to produce physical tips with small apertures. Additionally,
the effective aperture has a higher throughput than a physical aperture of
the same size.
Property (i) may be exploited in detection configurations where both the signal
and the background are both steadily polarized and cannot therefore be distin-
guished sufficiently by the modulation of the polarization, for instance in the
internal reflection configuration mentioned above. In this case, a combination of
dither-sensitive image acquisition and polarization-sensitive detection may be de-
sirable. This is a challenge, because the two modulation frequencies are distinct
(32 kHz vs 100 kHz), which precludes using a cascade of two lock-in amplifiers. To
detect only the signal modulated with both frequencies, a single lock-in amplifier
tuned to the sum or the difference of the two frequencies could be used. However,
this would utilize less than half of the modulated signal, sacrificing much of the
achieved improvement in the signal-to-noise ratio.
We conclude that dither-sensitive image acquisition is a promising approach
that has the potential to overcome previous physical limits of the aperture size
and the required signal-to-noise ratio, and that it should therefore be investigated
further.
8.4 Applicability to other scanning microscopies
c)a) d)b)
1 m
Figure 8.6: Figure 3.8, (a) Fourier de-noised, (b) Fourier de-noised and decon-
volved, (c) wavelet de-noised, (d) wavelet de-noised and deconvolved.
To assess the applicability of deconvolution to non-magnetic SNOM, we con-
sider the SNOM image (Figure 3.8) of the nonmagnetic latex projection pattern.
Because of the fabrication process, which is described in Figure 3.7, the features of
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Figure 8.7: (a) noisy SEM image; (b) Fourier de-noised; (c) wavelet de-noised;
(d) AFM image taken from another area of the same sample.
this sample have particularly sharp edges. It is well known that Fourier de-noising
yields a rather poor compromise between noise removal and feature retention at
sharp edges because many high-frequency Fourier components are required to
describe the edges accurately. Consequently, the sharp edges are blurred when
Figure 3.8 is Fourier de-noised (Figure 8.6a). Even so, there is still enough noise
left in Figure 8.6a for deconvolution to fail (Figure 8.6b). By contrast, piloted
wavelet de-noising leaves the sharp edges intact while at the same time removing
even more of the noise (Figure 8.6c). This is evident especially after deconvolution
of Figure 8.6c, which yields a further—albeit slight—improvement in resolution
(Figure 8.6d).
Although our piloted wavelet de-noising method was designed to improve
SNOM images, it can be also used (without subsequent deconvolution) for other
scanning microscope images. Figure 8.7a is a very noisy scanning electron micro-
graph of a topographic test sample (Co/Pt dots on a glass substrate). Fourier
de-noising (Figure 8.7b) of Figure 8.7a removes some of the noise, but no fine
structure of the dots is discernible. By contrast, a fine structure appears after pi-
loted wavelet de-noising (Figure 8.7c) of Figure 8.7a. Similar features are clearly
visible in an AFM image (Figure 8.7d) taken from another area of the same
sample, which proves that piloted wavelet de-noising actually extracts more true
information out of Figure 8.7a than Fourier de-noising.
Finally, we stress that the linear superposition of intensity portions emitted
from different surface elements of the sample is the only requirement for the ap-
plicability of our deconvolution method. This applies automatically if incoherent
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light is used for imaging. If the light is coherent, the portion of the light that con-
veys the desired information must be recorded together with a large background,
from which it is later separated. This applies to our magneto-optical SNOM
system because of the special properties of our analyzer system. Moreover, this
always applies if the image is acquired in the dither-sensitive mode.
8.5 Towards future refinements
8.5.1 Inhomogeneous intensity profile of the aperture
In our modeling of the SNOM imaging process, we have assumed that the in-
tensity emitted by the aperture is homogeneous across the whole area of the
aperture (Section 6.1). We have obtained convincing results using this approxi-
mation (Chapter 7). However, the accuracy of deconvolution may be increased
further by taking the actual intensity profile P (α, β) into account. Here, α and
β are the two spatial coordinates that span the area of the aperture.
Let us first consider the ideal but rare case in which P (α, β) is known. For
example, the dither motion of a homogeneously emitting aperture might be taken
into account without switching to dither-sensitive image acquisition (Section 8.3)
by describing the moving aperture as a stationary, inhomogeneously emitting
effective aperture. Modeling the imaging process as described in Section 6.2,
we arrive again at Eq. (6.8), where the gij are the portions of the emitted light
that illuminate tile j at scan point i. However, the gij are no longer given by
intersection areas of tiles j with the illuminated areas at scan points i, which
we determine by analytical or numerical integration. Instead, P (α, β) must be
included as a weighting factor in the integration. This may become very cum-
bersome, especially if P (α, β) is so complicated that slow numerical integration
must be used.
To reduce the required additional effort, we approximate the inhomogeneous
intensity profile P (α, β) by
P (α, β) ≈ c1P1(α, β) + c2P2(α, β) + . . .+ crPr(α, β), (8.32)
where the Pk are normalized homogeneous intensity profiles that can only take
the functional values one and zero (Figure 8.8). This means that the Pk describe
apertures as considered in Chapter 6. For each k and corresponding Pk, we can
therefore set up an imaging equation
~I = Hk~x. (8.33)
Because of the assumed linear superposition of intensity contributions (Section
6.1), the imaging equation for the full P (α, β) can be approximated by
~I = (c1H1 + c2H2 + . . .+ crHr) ~x, (8.34)
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Figure 8.8: Rotation-symmetrical, inhomogeneous intensity profile P (α, β) =
P (r) with r =
√
α2 + β2 and approximation of P (r) by four homogeneous inten-
sity profiles Pk(r).
which appears appropriate, because deconvolution is not particularly sensitive to
uncertainties in the aperture size (Section 6.5).
For the investigation of different intensity profiles P (α, β), it may suffice to
compute only one set of matricesHk and change the ck to model different profiles.
Likewise, the ck may be tuned so that the deconvolved image becomes optimal
in the more realistic case that P (α, β) is initially unknown.
8.5.2 Extended use of the sensitivity map
In Section 6.6.2, we introduced the sensitivity map and used it for visualizing the
impact of one-pixel disturbances. We now return to this idea and propose two
further applications of the sensitivity map.
(i) We go back to Eq. (6.12). Multiplying this equation on both sides with an
n× n diagonal matrix W from the left results in
W~I =WH~x. (8.35)
Multiplying both sides from the left by HTWT results in
HTWTW~I = HTWTWH~x (8.36)
with the Moore–Penrose solution
~x =
(
HTWTWH
)−1
HTWTW~I. (8.37)
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This solution minimizes the quadratic error
Q = w(1, 1)2ε21 + w(2, 2)
2ε22 + . . .+ w(n
2, n2)2ε2n·n, (8.38)
where the w(k, k) are the diagonal elements of the matrix W and the ε2i
are the quadratic errors of the n2 underlying scalar equations in Eq. (8.35).
These errors are weighted with the w(k, k) in the determination of Q. For
the solution of the previous Eq. (6.12) according to Eq. (6.24), all w(k, k)
are equal to one.
Figure 8.9: Modified sensitivity map that results if the reciprocal values of the
sensitivities from Figure 6.8 are used as weights in Eq. (8.35). The color code is
the same as in Figure 6.8.
Obviously, the choice of W supplies interpretable degrees of freedom for
influencing the resulting solution. Considering the sensitivity map in Figure
6.8, a promising approach is to choose the w(k, k) so that the influence of
equations that correspond to pixels with high sensitivities is decreased. For
a first test of this approach, we have chosen the reciprocal values of the
sensitivities as w(k, k). Figure 8.9 shows the resulting sensitivity map for
the corresponding Eq. (8.35). It is evident that the periodic pattern of
higher-sensitivity pixels in the central part of Figure 6.8 has disappeared,
while the sensitivities are increased for pixels on the fringes of Figure 8.9.
This first, promising result suggests an exploration of whether the w(k, k)
can be optimized in such a way that Eq. (8.36) is regularized [Clay02], i.e.,
the impact of noise on subsequent deconvolution is minimized.
(ii) In the development of a modified SVD regularization [Carn00, Carn01,
Carn04] to Eq. (6.12) that acts only on the small manageable (HTH)−1
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part of the pseudo-inverse (6.24), a visualization of the regularization’s
effect through the sensitivity map may be very helpful.
(iii) We may also exploit our knowledge of the sensitivity map during image
acquisition by giving up the simple scan mode that spends an equal amount
of time on data acquisition at each scan point. It would be more profitable
to make the acquisition time dependent on the sensitivities: At scan points
that are more critical for deconvolution, the acquisition time should be
increased so that the resulting measurement is more accurate.
8.5.3 Alternative image similarity measure and approach
towards an artifact measure
The task of piloted wavelet de-noising (Section 5.3.2) is to find de-noising thresh-
olds that provide a good compromise between the two conflicting goals of noise
suppression and feature retention. At its core, the similarity between the pilot
image and the de-noised mixed image is evaluated. The idea is that a poor simi-
larity between these two images indicates that either too many features have been
blurred by the filtering, or too much noise (causing artifacts under deconvolution)
is left after filtering. This means that the similarity measure must discriminate
between the noise and the relevant signal.
In Section 5.3.3, we use the well-known two-dimensional correlation as a sim-
ilarity measure. It works acceptably; however, its decisions do not always cor-
respond to those of a human expert (experienced user). Considering that the
expert knows a lot about typical characteristics of noise, of potential artifacts
and of expected image features, the human decision is usually deemed very re-
liable. That is why the cutoff frequency in Fourier de-noising is often tuned
manually by visual inspection, and why our piloted wavelet de-noising assists
rather than replaces the user: based on the similarity measure, the search space
is screened for promising images that are then subjected to the judgement of
the user. Thus, the preselection is made by the similarity measure, but the final
selection is left to the user.
Better matching between the automatic pre-selection and the judgement of
the user means less work is left to do, and bigger search spaces become tractable.
We start from the requirement that the similarity measure should detect dif-
ferences between the pilot image and the filtered mixed image caused by either
excessive feature extinction or artifacts caused by excessively weak filtering. Other
types of differences between the two images should remain undetected and there-
fore unpenalized; otherwise the search space would be unnecessarily bounded,
and good solutions might be excluded. The two-dimensional correlation ignores
such changes as a constant offset or multiplication by a constant, because of the
invariance properties according to Eqs. (5.15) and (5.16). This is desirable, as
such changes do not impair the discernibility of the features. However, there are
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Figure 8.10: Decomposition of a de-noised image ~I (blue), a deconvolution result
D+~I with few artifacts (green), and a deconvolution result D−~I with many ar-
tifacts (red) into the eigenimages of the H matrix for l = 65 nm. Aperture size
a = 200 nm for both D+~I and D−~I.
other irrelevant image changes that are not ignored and are therefore penalized.
Let image B be derived from image A by leaving the lower half of A unchanged
and adding a constant offset to the upper half. For a big offset, the resulting cor-
relation κ2D(A,B) becomes very small, though the underlying features basically
remain unchanged.
To improve on this shortcoming, we propose a wavelet-based correlation: we
determine the wavelet coefficients of a multi-scale analysis (according to Figure
5.3) for horizontally, vertically and diagonally oriented features in the images A
and B. For each image pixel (k, h), we arrange all wavelet coefficients pertaining
to that pixel in vectors wA(k, h) and wB(k, h), respectively. Now we compute the
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two-dimensional correlations
κ2D(wA(k, h), wB(k, h)) (8.39)
and use their median
κW = median(κ2D(wA(k, h), wB(k, h))) (8.40)
to compare A and B. Like the conventional correlation, this measure ignores
global image changes in the form of constant offsets and factors applied to all
image pixels. However, it additionally ignores local changes of this type that are
applied only to some image pixels, as most of the values (8.39) remain unchanged.
This measure can be refined by including into wA(k, h) and wB(k, h) only
those wavelet coefficients that are deemed relevant to the discernibility of the
expected image features. We consider it worthwhile to investigate the extent to
which this will improve the correspondence between the decisions of the similarity
measure and the human expert.
Finally, we see another approach to improving the optimization in piloted
wavelet de-noising. Currently, the similarity measure must consider both ex-
tinction of features, as well as emergence of artifacts. If an additional measure
was provided solely for detecting artifacts, the optimization would become more
transparent and the result might be improved further.
To this end, we propose exploiting the concept of eigenimages (Section 6.6.3)
for measuring the presence of artifacts. The basic idea is to write the input image
as a linear combination of the eigenimages corresponding to the imaging matrix
H used for deconvolution. Figure 8.10 compares such decompositions for a de-
noised image ~I, a deconvolution of ~I with few artifacts, and a deconvolution of ~I
with many artifacts. The logarithms of the coefficients in the linear combination
are plotted above the number of the corresponding eigenvector. The eigenvectors
are ordered according to the magnitudes of the corresponding singular values,
so that approximately the first 1000 eigenvectors represent the most prominent
artifacts. Figure 8.10 shows that the number of artifacts present is correlated
with the magnitudes of the coefficients for the first 1000 eigenvectors.
Based on this observation, it should be feasible to design the desired artifact
measure. Once this measure is available, the automatic pre-selection of promising
settings for the de-noising thresholds can be modified so that the retention of
features and the presence of artifacts can be evaluated independently. Based on
this pre-selection, the user can make a more informed final decision by visual
inspection.
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Chapter 9
Conclusions
It is an ongoing challenge in every form of microscopy to improve resolution.
Using light with shorter wavelengths or filling the gap between the objective and
the sample with an immersion fluid are two straightforward steps that improve
the resolution of optical microscopy. However, diffraction (see Chapter 2.1.1)
physically limits how much resolution can be gained in this way. Migrating from
conventional microscopy to SNOM removes this physical barrier and therefore
allows for a much higher resolution. However, the difficulty of producing tips
with arbitrarily small apertures and the low throughput of very small apertures
impose practical limits on the resolution that can be reproducibly achieved.
Our work is motivated by the idea that for further progress beyond these
practical limits, a holistic approach is most promising. The quality of the final
image depends on the efficiency of all the processing stages applied to the infor-
mation from the sample. Therefore, it is advisable to scrutinize both the physical
apparatus supplying the raw data and the methods used to exploit the raw data
for the desired information with respect to further possible improvements. Some-
times the physical apparatus is inaccessible, and a more sophisticated exploitation
of existing raw data is the only way to gain new scientific insights: the cost of
launching new space probes instead of re-analyzing the existing data would have
been prohibitive, and the repair mission to Hubble would have been impossible if
the error in its main mirror had not been pinpointed by sophisticated exploitation
of the poor raw data. While these are extreme examples, the general tendency
is that the required investment in money and effort to improve the physical ap-
paratus increases disproportionately with the improvement achieved in the final
image. At the same time, implementing more sophisticated data exploitation
methods becomes cheaper and easier because the available computing power is
increasing rapidly. It may therefore produce the desired improvement in the final
image at a lesser cost, or at least yield clues on where the efforts to improve the
physical apparatus should be directed.
The starting point of our work was the observation that the precision of the
scanning unit is much better (below 1 nm) than the size of usual apertures (about
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100 nm). Consequently, the scan grid spacing is usually so fine that the areas
illuminated by the aperture at adjacent scan points overlap. This reveals some
features smaller than the aperture; however, they appear smeared, because any
given area of the sample contributes to the optical signal at multiple scan points.
Our guiding vision was to recover the underlying details of these features by
setting up a mathematical model for this smearing and then improving actually
acquired images by deconvolution, i.e., by application of the computationally
determined inverse of the model.
A main result of this work is that this well-known concept can be successfully
tailored to our application: using a linear approximation for the imaging process,
the resolution of both simulated images and actual (magnetic and non-magnetic)
SNOM images is improved. However, the extreme sensitivity of deconvolution
to the noise is the main obstacle. Unlike known integrated approaches, we over-
come it by separating de-noising and deconvolution. This allows us to exploit
the potential of wavelet de-noising and to base the de-noising directly on the
actual noise present in the acquired image (and not on assumptions on statistical
characteristics of the noise, which would be difficult to prove).
To be specific, we reconsider the whole processing chain that works towards
suitability of the image for deconvolution and consists of
(i) the physical data acquisition
(ii) the formation of the raw image
(iii) de-noising of the raw image
in our holistic search for possible improvements, either to prevent image distur-
bances in the first place, or at least remove them by means of suitable filtering.
As a second main result of our work, we improved all three stages so much that
disturbances are suppressed well enough for deconvolution not to produce arti-
facts from them, while the blurred features are preserved so that deconvolution
can extract the desired details from them:
• The most essential improvement is the replacement of the Fourier de-noising
used previously by wavelet de-noising: Our novel piloted optimization of
the de-noising thresholds tailors the de-noising to the SNOM image under
discussion. Compared with Fourier de-noising, this results in a more favor-
able compromise between noise removal and feature retention. Remarkably,
this optimization only requires a readily available image similarity measure
that compares two images, instead of an image quality measure that rates
one image, which would be very hard to devise.
• Our key improvements of the physical data acquisition are the fabrication of
topography-free test samples, which eliminates the crosstalk we discovered
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between the topography and the magneto-optical signal, and the refine-
ment of aperture preparation, which supplies a clearer raw signal. Addi-
tionally, we refined the shear-force distance control to reduce the danger of
tip crashes.
• Direct access to the raw data is required to form improved raw images from
them. Because only a condensate of the raw data was previously accessible
in our existing apparatus, we set up a separate data acquisition circuit that
records all available raw data. A better raw image is then formed from these
data by computing medians instead of means and by refining the model for
the long-term drifts that give rise to stripe-like artifacts.
Most of these strategy elements can be applied not only to magneto-optical
SNOM images, but also to other scanning imaging systems. This is especially
true for the inconspicuous, but very general and very important, recording of
all raw data. Many codes of ethics already require that the raw data and not
a condensate be recorded. Wherever this is possible, it should become standard
practice, so that
(i) the validity of all image formation and image processing techniques is ver-
ifiable and
(ii) any future progress in the rapidly developing field of data exploitation can
produce new insights from the acquired raw data.
We frequently observed that images acquired with smaller apertures are much
noisier than images acquired with larger apertures. This motivated us to inves-
tigate under which circumstances acquisition of an image with a larger aperture
and subsequent deconvolution to the desired resolution is preferable to direct
acquisition of the image with a smaller aperture that immediately gives that
resolution. For large intensities, we find that direct acquisition with the small
aperture is quicker. However, fabrication of the smaller aperture may cost more
effort than is saved compared with use of the larger aperture, so use of the large
aperture with subsequent deconvolution can actually be competitive with use of
the small aperture. Additionally, if the intensities are so low that quantization of
the emission comes into play, use of the larger aperture actually becomes quicker.
In this case, deconvolution is not only an expedient way to overcome the practical
limits of aperture fabrication, but also overcomes another physical limit.
Deconvolution can be carried out with only numerical computations. How-
ever, the result of a numerical computation is only valid for one particular situ-
ation, and supplies no understanding of the algorithm. By contrast, analytical
computations solve large classes of problems at once (possibly with tremendous
savings in computation time), and present the inner workings of the algorithm in a
human-readable form. Consequently, we strived for analytical solutions wherever
possible. Essential results in this direction are
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• reduction of deconvolution to multiplying the image vector by two storable
matrices
• elaboration of algebraic and geometrical properties of deconvolution
• analysis of the sensitivity against disturbances based on the singular values
of the imaging matrix
Finally, in our holistic quest for improvement of the final image, we do not ex-
plore the different stages of the processing chain separately, but ask what impact
progress in one stage may have on the other stages. To this end, we propose two
modifications to the physical data acquisition that appear particulary promising
with the further processing stages in mind:
(i) If the image is acquired with a square aperture instead of a round or ellipti-
cal one, the imaging matrix becomes much smaller (e.g., 250×250 instead of
61000×16000). Consequently, its computation is speeded up by a factor of
several thousand, and it becomes much more practical to analyze its prop-
erties. Because quadratic apertures are already being produced for other
physical reasons, this should be of great practical importance. Addition-
ally, the simplified formalism for square apertures could be used as a fast
approximation for round apertures, e.g., to determine the size or intensity
profile of the aperture used to acquire a given image.
(ii) The dither motion of the tip parallel to the sample surface can be used to
extract the optical signal from small areas on the fringes of the aperture,
which are illuminated periodically at the dither frequency. In this case, the
size of the effective aperture can be made arbitrarily small by decreasing the
dither amplitude. At the same time, the small effective aperture has a much
higher optical throughput than a metal aperture of the same size. Images
acquired in this way require a reconstruction quite similar to deconvolution
to become interpretable. An essential benefit of this novel image acquisition
is that only light that has actually been exchanged between the aperture
and the sample contributes to the optical signal. In geometries with a
particularly low signal-to-background ratio, this may supply the essential
modulation of the signal that is required to extract it from the background
if no other (e.g., spectral) discrimination between signal and background
is available. A prime example is the “internal reflection” geometry, which
uses the aperture both to illuminate the sample and collect the reflected
light.
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