Abstract. Let S(t) denote the argument of the Riemann zeta-function
Introduction
In the theory of Riemann zeta function, it is important to understand the distribution of its non-trivial zeros in the critical strip (0 ≤ ℜ(s) ≤ 1) and on the critical line (ℜ(s) = In the above formula, the function S(t), for t ∈ R and for t not an ordinate of any zero of ζ(s), is defined as
where arg ζ(1/2 + iT ) is obtained by the continuous variation of arg ζ(s) along the broken line starting from the point s = 2 (where arg ζ(2) = 0) and then going first to the point s = 2 + iT and then to s = 1/2 + iT . If T is an ordinate of a non-trivial zero of ζ(s) then we define
(S(T + ǫ) + S(T − ǫ)).
For a detailed exposition on S(t), we refer to [11] , [16, Chapter IX] . From now onwards, we will denote log log . . . log k times
T by log k T .
In this paper, we investigate large positive and negative values of S(t) assuming that the RH is true. Note that under RH, Littlewood [12] proved that
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The best explicit upper bound know for S(t) under RH is due to Carneiro, Chandee and Milinovich [5] S(t) = 1 4 + o(1) log |t| log 2 |t| .
However, a heuristic argument of Farmer, Gonek and Hughes [8] suggests that for |t| ≤ T the optimal upper bound for S(t) is C log T log 2 T . On the other direction, without assuming RH, the best known large value obtained for S(t) is due to Tsang [17] , where he proved that
Under RH, using the resonance method, Bondarenko and Seip [3] showed that max
But from the above formula we can not say whether for some
log T log log log T log log T or S(t) ≤ −c(β)
log T log log log T log log T
. The best we can say about large positive and negative values of S(t) is due to Montgomery [13] S(t) = Ω ± ((log |t|/ log 2 |t|) 1/2 ).
In this paper we improve the above Ω ± result. 
±S(t) ≥ c(β)
log T log log log T log log T .
Our theorem uses the resonator constructed by Bondarenko and Seip [2] , and combines it with a new convolution formula for log ζ(s) which is inspired from Montgomery's paper [13] . Below we give a brief overview of the resonance method and the ideas used to prove our theorem.
The resonance method was first effectively used by Soundararajan [15] to show the large values of ζ(1/2 + it). Later Aistleitner [1] combined certain estimates of GCD sums with Hilberdink's version of the resonance method [9] to obtain large values of ζ(σ + it), 1/2 < σ < 1. Bondarenko and Seip [2] used the connection to the GCD sum to prove 
where Λ(n) is the von-Mangoldt function defined by
and Φ(t) = e −t 2 is the Gaussian kernel. Note that the kernel, tΦ((log 2 T )t), here is an odd function whose Fourier transform is purely imaginary. So we can get a convolution formula for S(t) by considering only its imaginary part and integrate with the resonator as follows
We may verify that the above formula implies (1).
The main idea in this paper is to use the following convolution formula proved in Proposition 1 2i π
n := max (0, log 2 T − |log 2 T − log n|) and w (2) n := max (0, 2 log 2 T − log n) . Note that in the real part of the left hand side of the formula, the kernel
, is even and either always positive or always negative. On the right hand side we shifted the positive and negative weights to the imaginary part of the coefficients of the Dirichlet polynomial, and the real part of the coefficients of the Dirichlet polynomials are always positive. Since the real part of the right hand side of our formula is a Dirichlet polynomial with positive coefficients, we find its large value as in [3] .
An important difference of our convolution formula from that of Montgomery is that we need a long enough Dirichlet polynomial to resonate. The length of our Dirichlet polynomial is (log T ) 2 where in Montgomery's paper it is c log 2 T . This difference restricts us to only have positive and negative weights instead of any complex weight. This is also the reason that we can not construct similar convolution formula to show the existence of large negative values of
or to show the large negative values of log |ζ(σ + it)| for 0 < σ < 1. Note that S 1 (t) and log |ζ(σ + it)| are related by the following formula [16, Theorem 9.9]
Montgomery's method [13] and Bondarenko and Seip's method [3] can be generalized to show the existence of large negative values of S 1 (t), whereas our method can not have such a generalization.
Another interesting fact to note in our proof is that the optimal length of the Dirichlet polynomial to resonate should be (log T ) c , c > 1. Coincidentally, the length of the resonator used in [3] is of size ≪ (log T ) 2 ; in other-words, primes between (log N ) ≤ p ≤ (log N ) 2 contributes the most to show large values of S(t). This helps us to adopt the resonator from [3] and prove Lemma 2.
We also like to remark that our method can be generalized to argument of other zeta function (see [6, Section 4] ) and to the higher order argument functions S n (σ, t) (see [7] ).
Convolution Formulas
where w n := max(0, 2α − |H − log n|).
Proof. Note that 1 2πi As the Dirichlet series , where w n is as defined before w n = w n (α, H) = max(0, 2α − |H − log n|).
Now we move the path of integration towards left to lie on the following five line segments:
Let the integration along L j be I j . Then
Further,
Finally, integral I 3 gives the main term:
Under Riemann Hypothesis, the integral in the statement of the lemma is sum of I j s, and hence we get our required result.
The motivation behind the next proposition is to construct a kernel which is completely positive or completely negative.
n := max (0, log 2 T − |log 2 T − log n|) and w (2) n := max (0, 2 log 2 T − log n) .
Proof. Let E(H, α) denote the equation in Lemma 1:
Taking the following linear combination, we get our required formula
The Resonator
We will use the resonator defined in [2] . The resonator R(t) is defined as a Dirichlet polynomial:
where M ′ is a suitable set of positive integer whose construction is given below. Let N be a large integer, 0 < γ = 1 − ǫ < 1, and let P be the set of all primes p such that e log N log 2 N < p ≤ log N exp ((log 2 N ) γ ) log 2 N.
The coefficients r(n) are related to some multiplicative function f defined over P . Let f (n) be a multiplicative function supported on set of square free numbers such that for each prime p
for p ∈ P, 0 otherwise .
Let P k be the set of all primes p such that e k log N log 2 N < p ≤ e k+1 log N log 2 N for k = 1, . . . , [(log 2 N ) γ ]. Fix 1 < a < 1/γ. Let M k be the set of integers with at least a log N k 2 log 3 N prime divisors in P k , and let M ′ k be the set of integers in M k that have prime divisors only in P k . Define
Let J be the set of integers j such that
Let m j be the minimum of (
Finally, we define the coefficients of r(m j ) of the resonator as follows:
We will choose N = [T κ ], for some 0 < κ ≤ 1. Also define Φ(t) = e −t 2 . The following two lemmas have been proved in [2, 3] .
Fix ν such that 0 < ν < 1. Let L k be the set of integers in supp(f ) that have at most ν log N k 2 log 3 N prime divisors in P k , and let L ′ k be the set of integers from L k that have divisors only in P k . Define
The only new calculation we need to do about the resonator is the following lemma, which will be used in the next section.
Proof. Note that
Plugging in the above lower bound to the left of the equation in our lemma, and using Lemma 3, we have our required statement.
Influence of the Resonator
Now we need to integrate our convolution formula in Proposition 1 with the resonators. This can be broken down to the following two propositions.
Proof. We integrate the the formula in Proposition 1 with |R(t)| 2 Φ((t log T )/T ) to have 2i π 
Λ(n)w
(1) n (log 2 T )(log n) n
(log 2 T )(log n) n
(log T ) 6 .
From the real part, we have (log 2 T )(log n)
Using the Selberg's bound [14] for second moment of S(t) and Cauchy-Schwarz inequality, we have −it |R(t)| 2 φ t T dt ≫ T log T log log log T log log T n∈M f (n) 2 .
Proof of the Main Theorem
Follows from combining Lemma 2, Proposition 2 and Proposition 3, and then adjusting power of T .
