Abstract. In this paper we introduce a generalization of the c-planarity testing problem for clustered graphs. Namely, given a clustered graph, the goal of the SPLIT-C-PLANARITY problem is to split as few clusters as possible in order to make the graph c-planar. Determining whether zero splits are enough coincides with testing c-planarity. We show that SPLIT-C-PLANARITY is NP-complete for c-connected clustered triangulations and for non-c-connected clustered paths and cycles. On the other hand, we present a polynomial-time algorithm for flat c-connected clustered graphs whose underlying graph is a biconnected seriesparallel graph, both in the fixed and in the variable embedding setting, when the splits are assumed to maintain the c-connectivity of the clusters.
Restrictions on the c-planarity testing problem that have been considered in the literature include: (i) assuming that each cluster induces a small number of connected components [8, 4, 11, 10, 1, 2, 12] (in particular, the case in which the graph is c-connected, that is, each cluster induces one connected component, has been deeply investigated); (ii) considering only flat hierarchies, where all clusters different from the root of T are children of the root [3, 6] ; (iii) focusing on particular families of underlying graphs [3, 13] ; and (iv) fixing the embedding of the underlying graph [6, 12] .
We show that SPLIT-C-PLANARITY is NP-hard even for flat c-connected clustered graphs whose underlying graph is triconnected (hence even for flat c-connected embedded clustered graphs). On the other hand, we show that SPLIT-C-PLANARITY is polynomial-time solvable for flat c-connected clustered graphs whose underlying graph is a biconnected series-parallel graph (both if the underlying graph has fixed or variable embedding) if the splits are assumed to preserve the c-connectivity of the graph. Tables 1 and 2 summarize the time complexity of SPLIT-C-PLANARITY. Observe that, being acyclic, every c-connected clustered tree is trivially c-planar. Also, in an outerplanar embedding of any outerplanar graph no cycle contains a vertex in its interior. Therefore, every c-connected clustered outerplanar graph is c-planar.
The rest of the paper is organized as follows. In Sect. 2 we introduce some preliminaries; in Sect. 3 we prove the NP-hardness of SPLIT-C-PLANARITY for flat cconnected clustered triangulations; in Sect. 4 we show a polynomial-time algorithm for SPLIT-C-PLANARITY on flat c-connected biconnected clustered series-parallel graphs; in Sect. 5 we show the NP-hardness of SPLIT-C-PLANARITY for flat non-c-connected clustered paths and cycles; in Sect. 6 we conclude and present some open problems.
Background
We refer to [5] for basic definitions about graphs and embeddings, and to [8, 4, 11, 3, 10, 1, 6, 2, 13, 12] for basic definitions about clustered graphs and c-planar drawings.
A series-parallel graph is inductively defined as follows. An edge (u, v) is a seriesparallel graph with poles u and v. Denote by u i and v i the poles of a series-parallel series composition of a sequence G 1 , . . . , G k of series-parallel graphs, with k ≥ 2, is a series-parallel graph with poles u = u 1 and v = v k such that v i and u i+1 have been identified, for each i = 1, . . . , k − 1. A parallel composition of a set G 1 , . . . , G k of series-parallel graphs, with k ≥ 2, is a series-parallel graph with poles
The SP Q-tree of a series-parallel graph G is the tree representing the series and parallel compositions of G. Let G be a seriesparallel graph with poles u and v and with a fixed plane embedding E o . The leftmost path (resp. rightmost path) of G is the path (w 1 = u, w 2 , . . . , w k = v) (resp. (z 1 = u, z 2 , . . . , z h = v)) such that: (i) w 2 follows w 1 (resp. z 2 precedes z 1 ) in the counterclockwise order of the vertices incident to the outer face of
in the counter-clockwise order of the edges incident to w i (resp. incident to z i ). The leftmost and rightmost paths of G are also called extreme paths of G.
General C-Connected Clustered Graphs
We show the NP-hardness of SPLIT-C-PLANARITY for flat c-connected clustered graphs whose underlying graph is triconnected. This is done by means of a reduction from HAMILTONIAN-CIRCUIT [9] , which takes as an input a triconnected, planar, and cubic graph G(V, E) and asks whether a simple cycle exists in G traversing each node v ∈ V exactly once. Given an instance of HAMILTONIAN-CIRCUIT, consider a planar drawing of it and the dual graph G of G (see Fig. 1(a) ). Observe that, since G is cubic, G is a triangulation. Construct an instance C(G , T ), k of SPLIT-C-PLANARITY as follows. Graph G is obtained by adding to G a node v i in each face f i and by connecting v i to the three vertices incident to f i (see Fig. 1(b) ). Tree T has height two and has a cluster μ i for each added vertex v i and a cluster μ 0 containing all the vertices of G . The value of k is set to one. We make use of the following result appeared in [7] : Lemma 1. (Feng [7] ) Let C(G, T ) be a clustered graph where G is a triangulation. Then C is c-planar only if C is c-connected. Proof: Suppose C(G , T ), 1 admits a solution. Since G is triconnected, in any planar drawing of G each vertex v i inserted into an internal face f i of G is inside a cycle of vertices belonging to cluster μ 0 . Hence, C(G , T ) is not c-planar, and at least one split of cluster μ 0 has to be performed in order to turn C(G , T ) into a c-planar graph.
Suppose that a split of cluster μ 0 into two clusters μ a and μ b exists such that the obtained clustered graph C(G , T ) is c-planar (see Fig. 1(c) ). The split is a bipartition of the vertices of G into V a and V b . By Lemma 1, the two graphs induced by V a and V b are connected. Hence, the edges between V a and V b form a cutset. A cutset in G corresponds to a cycle C in G [14, pg. 16 ]. Since C(G , T ) is c-planar, each vertex v i inserted into a face f i of G is adjacent both to a vertex in μ a and to a vertex in μ b . This is equivalent to saying that C traverses each vertex of G exactly once (see Fig. 1(d) ). Suppose that a Hamiltonian circuit C exists in G. Split μ 0 so that nodes internal to C belong to μ a and nodes external to C belong to μ b . The obtained graph C(G , T ) is c-planar. In fact, C determines a cutset in G , hence μ a and μ b induce connected graphs. Further, since C is Hamiltonian, the graphs induced by μ a and μ b are acyclic.
Since C(G , T ), 1 can be constructed in polynomial time and since the problem is easily seen to be in NP, the following holds. 
Series-Parallel C-Connected Clustered Graphs
In this section, we show that SPLIT-C-PLANARITY is polynomial-time solvable if: (i) the input graph is a flat c-connected clustered graph whose underlying graph is a biconnected series-parallel graph, and (ii) the splits have to maintain the c-connectivity of the input graph. Observe that the reduction shown in Sect. 3 proves that SPLIT-C-PLANARITY is NP-complete if: (i) the input graph is a flat c-connected clustered graph, and (ii) the splits have to maintain the c-connectivity of the input graph (namely, such a condition is always met when splitting clusters of a clustered triangulation). Throughout this section, we assume that every set of splits turning a c-connected clustered graph into a c-planar clustered graph maintains the c-connectivity of the graph.
Series-Parallel Graphs with Fixed Embedding
We show a polynomial-time algorithm that, given a flat c-connected clustered graph C(G, T ), where G is a biconnected series-parallel graph with fixed planar embedding E, computes the minimum number of splits turning C into a c-planar clustered graph. The algorithm performs a bottom-up visit of the SPQ-tree T of G, rooted at any P -node corresponding to a parallel composition of two series-parallel graphs B 1 and B 2 , where B 1 is an edge e and B 2 is the rest of the graph. Topologically, such a choice corresponds to assuming that e is on the outer face of a plane embedding E o corresponding to the planar embedding E. However, there are O(n) ways of making such a choice, hence the test is repeated a linear number of times. Throughout this subsection, we assume that E is fixed and that e is on the outer face of E o . We denote by μ(u) the only cluster different from the root of T containing vertex u.
For each node t of T corresponding to a series-parallel graph B with poles u and v, the algorithm computes six labels α(t), β(t), γ(t), δ(t), (t), and φ(t). Such labels represent the minimum number of splits on C turning (B, T [B]) (that is, the clustered graph whose cluster hierarchy is the tree obtained from T by performing the splits on C and by restricting to the clusters containing vertices of B) into a c-planar clustered graph satisfying, respectively, the following conditions (see Fig. 2 ): 
When (B, T [B]
) satisfies a certain condition, we equivalently say that t satisfies the same condition. In general, it could be not possible to make t satisfy a certain condition with any set of splits. For example, if μ(u) = μ(v), no set of splits makes u and v belong to the same cluster, hence labels α(t), β(t), γ(t), δ(t), and (t) have no meaning for t. In such cases, we set the corresponding labels to ∞.
We observe the following lemmata:
Lemma 3. Consider any set of splits turning C(G, T ) into a c-planar clustered graph C (G, T ). Then, (B, T [B]) satisfies exactly one of Conditions A, B, C, D, E, and F.

Lemma 4. If (B, T [B]) satisfies Condition A, B, C, D, or F, then (B, T [B]) is a c-connected clustered graph. Also, if (B, T [B]) satisfies Condition E, then each cluster in T [B] induces one connected component in B, except for μ(u), which induces two connected components, one containing u, and the other containing v.
We now sketch how to compute α(t), β(t), γ(t), δ(t), (t), and φ(t).
In the base case, t is an edge (u, v) and the six labels can be easily computed. Namely, if u and v belong to distinct clusters, then α(t) = β(t) = γ(t) = δ(t) = φ(t) = ∞, and (t) = 0. If u and v belong to the same cluster, then α(t) = 0, β(t) = γ(t) = δ(t) = (t) = ∞, and φ(t) = 1.
Consider a node t of T corresponding to a series-parallel graph B. Let t 1 , . . . , t k be the children of t, corresponding to series-parallel graphs B 1 , . . . , B k . Let u i and v i be the poles of B i . Inductively suppose that the labels of t 1 , . . . , t k have been computed.
The main idea is that if a set S of splits makes (B, T [B]) satisfy Condition A, B, C, D, E, or F, then several constraints on the conditions that are satisfied by the children of t can be deduced, also based on whether t is an S-node or a P -node.
As an example, if t is a P -node satisfying Condition C, then either t i exists satisfying Condition C or not. If such a t i exists, then all the t j with j < i satisfy Condition A and all the t j with j > i satisfy Condition E; namely, if any t j with j < i satisfies Condition As a result of the above argumentations, a set of k-tuples is associated to Condition x, where x ∈ {A, B, C, D, E, F }, for each node t of T with k children. Each tuple is such that if t i satisfies the condition indicated at the i-th item of the tuple, for each i, then t satisfies Condition x. Then, the minimum number of splits turning (B, T [B] ) into a c-planar clustered graph satisfying Condition x is the minimum among the values associated with the tuples, where the value associated with each tuple is obtained by summing up the labels corresponding to the conditions of the tuple, paying attention to those splits counted more than once in different nodes t i . We get the following: 
Theorem 2. Let C(G, T ) be a flat c-connected clustered graph whose underlying graph G is an n-vertex biconnected series-parallel graph with a fixed planar embedding E. The minimum number of splits turning C into a c-planar clustered graph while maintaining the c-connectivity of every cluster can be computed in O(n
4 ) time.
Series-Parallel Graphs with Variable Embedding
We sketch how to extend the result of Sect. 4.1 to the variable embedding scenario. As in the fixed embedding case, we perform a bottom-up visit of the rooted SPQ-tree T of G, while computing some labels for each node t of T . However, in this case, we have to determine some embeddings of the series-parallel graph B corresponding to t. labels β(t), γ(t), and δ(t) of the fixed embedding scenario, as in the variable embedding setting it is not known a priori which are the rightmost and the leftmost path of t. 4 ) time.
For each node t of T , we compute five labels α(t), β(t), γδ(t), (t), and φ(t). Labels α(t), (t), and φ(t)
Theorem 3. Let C(G, T ) be a flat c-connected clustered graph whose underlying graph G is an n-vertex biconnected series-parallel graph. The minimum number of splits turning C into a c-planar clustered graph while maintaining the c-connectivity of every cluster at each split can be computed in O(n
Non-C-Connected Clustered Graphs
We open this section by showing that, given a flat non-c-connected clustered graph C(G, T ), where G is a biconnected series-parallel graph, it is NP-hard to find the minimum number of splits turning C into a c-planar clustered graph. Namely, we perform a reduction from NAE3SAT [9] , which takes in input a collection of clauses, each consisting of three literals, and asks whether a truth assignment to the variables exists such that each clause has at least one true literal and at least one false literal. Given a clustered graph C(G, T ) and a vertex v of G with four incident edges e 1 , e 2 , e 3 , and e 4 , we introduce a gadget that forces such edges to appear in this circular order around v in any c-planar drawing of any clustered graph obtained from C with less than σ splits. We construct around v a pinwheel gadget of size σ by inserting, in each edge e i , 2σ vertices v i,j , with j = 1, . . . , 2σ. For each pair (e i , e i+1 ) we add σ child-clusters to the root of T and assign v i,j and v i+1,j+σ to the same cluster, for j = 1, . . . , σ. Proof: Suppose, for a contradiction, that there exists a c-planar drawing of a clustered graph obtained from C with less than σ splits such that the order of the edges around v is e 1 , e 3 , e 2 , and e 4 , the other cases being analogous. Consider the σ clusters involving vertices of both e 1 and e 2 . Since less than σ splits are allowed, at least one of such clusters is not split. Hence, the region of the plane delimited by the border of such a cluster, by e 1 , and by e 2 either encloses vertices v 3,j , with j = 1, . . . , 2σ, and does not enclose vertices v 4,j , with j = 1, . . . , 2σ, or vice versa. It follows that all the σ clusters involving vertices of both e 3 and e 4 are split, contradicting the hypothesis.
Given an instance ϕ of NAE3SAT with n variables and c clauses we construct the corresponding instance C ϕ (G ϕ , T ϕ ), 2c of SPLIT-C-PLANARITY as follows. Graph G ϕ contains a cycle C with two notable vertices v L and v R (see Fig. 6 ), and a path
Observe that, in any planar embedding of G ϕ , such a path, together with C, determines two regions (both inside or both outside C) that we arbitrarily denote by R T and R F . G ϕ also contains two edges e Fig. 7(a) ).
For each variable x i , with i = 1, . . . , n, and for each clause c j , with j = 1, . . . , c, we insert into p Suppose C ϕ , 2c admits a solution. In order to obtain a c-planar clustered graph from C ϕ , at least two splits are needed for ν j,1 and ν j,2 as a whole (see Figs 7(b) and 7(c)); further, if the literal gadgets l ∈ (j) of clause c j are all three in the same region, then at least three splits are needed for ν j,1 and ν j,2 as a whole (see Fig. 7(e) ). It follows that, since only 2c splits turn C ϕ into a c-planar graph, there exists a truth assignment such that each clause has a TRUE and a FALSE literal.
Since C ϕ , 2c can be constructed in polynomial time and since the problem is easily seen to be in NP, the following holds.
Theorem 4. SPLIT-C-PLANARITY is NP-complete when the input is a flat non-c-connected clustered series-parallel graph.
By modifying the above reduction, it is possible to show that SPLIT-C-PLANARITY is NP-complete even for a non c-connected clustered tree, path, or cycle.
Namely, we introduce the open pinwheel gadget of size σ, whose vertices have degree at most two, to replace a pinwheel gadget of size σ in the reduction from NAE3SAT. Such a gadget is obtained from a pinwheel gadget around vertex v by removing v and joining edges e 1 and e 2 and edges e 3 and e 4 (or edges e 1 and e 4 and edges e 2 and e 3 ) with a path of σ vertices belonging to clusters μ 1 , . . . , μ σ (see Fig. 8 ). 
Theorem 5. Problem SPLIT-C-PLANARITY is NP-complete when the input graph is a non-c-connected cycle or path.
Proof sketch: Construct instance C ϕ (G ϕ , T ϕ ), 2c corresponding to the instance ϕ of NAE3SAT with c clauses as in the reduction used in Theorem 4. Add an edge connecting v L with v R and add two pinwheel gadgets around v L and v R . Observe that all the vertices have degree two or four and that all the vertices of degree four have a pinwheel gadget around them. Replace each pinwheel gadget with an open pinwheel gadget of the same size in such a way that the underlying graph G * of the obtained clustered graph C * (G * , T * ) is a cycle, as shown in Fig. 8(c) . By Lemma 7, any c-planar drawing of a clustered graph obtained from C * with less than 2c splits corresponds to a c-planar drawing of a clustered graph obtained from C ϕ with less than 2c splits, and vice versa. Lemma 6 ensures that instance ϕ admits a solution if and only if instance C * (G * , T * ), 2c of SPLIT-C-PLANARITY admits a solution. To prove that the problem is NP-complete also for paths it suffices to turn G * into a path by "opening" edge (v L , v R ) (dashed edge of Fig. 8(c) ).
Theorem 5 implies that SPLIT-C-PLANARITY is NP-complete when the input is a nonc-connected tree both in the fixed and in the variable embedding setting.
Conclusions
In this paper we introduced the SPLIT-C-PLANARITY problem, which takes as an input a clustered graph C(G, T ) and an integer k ≥ 0 and asks whether C can be turned into a c-planar clustered graph C (G, T ) by performing at most k cluster splits.
We proved that SPLIT-C-PLANARITY is NP-hard, even for non-c-connected clustered paths and cycles, and for c-connected clustered triangulations. Further, SPLIT-C-PLANARITY is not fixed-parameter tractable with respect to k, as it is NP-hard even with k = 1. However, it could still be the case that SPLIT-C-PLANARITY is fixed-parameter tractable with respect to k, when the underlying graph of the input clustered graph is a path, a cycle, or a graph in a similarly simple graph family. Namely, the reduction we presented in the c-connected case uses a constant k, but deals with triconnected graphs, while the reduction we presented for the non-c-connected case deals with paths and cycles, but uses a k which is function of the size of the problem.
We proved that for flat clustered graphs whose underlying graph is a biconnected series-parallel graph SPLIT-C-PLANARITY is polynomial-time solvable, if the splits are assumed to maintain the c-connectivity of the clusters. We believe the following extensions of such a result to be interesting: (i) non-flat clustered graphs; (ii) simplyconnected series-parallel graphs; (iii) splits not maintaining the c-connectivity.
