Abstract-Kinetic quantitation of dynamic positron emission tomography (PET) studies via compartmental modeling usually requires the time-course of the radio-tracer concentration in the arterial blood as an arterial input function (AIF). For human and animal imaging applications, significant practical difficulties are associated with direct arterial sampling and as a result there is substantial interest in alternative methods that require no blood sampling at the time of the study. A fixed population template input function derived from prior experience with directly sampled arterial curves is one possibility. Image-based extraction, including requisite adjustment for spillover and recovery, is another approach. The present work considers a hybrid statistical approach based on a penalty formulation in which the information derived from a priori studies is combined in a Bayesian manner with information contained in the sampled image data in order to obtain an input function estimate. The absolute scaling of the input is achieved by an empirical calibration equation involving the injected dose together with the subject's weight, height and gender. The technique is illustrated in the context of 18 -Fluorodeoxyglucose (FDG) PET studies in humans. A collection of 79 arterially sampled FDG blood curves are used as a basis for a priori characterization of input function variability, including scaling characteristics. Data from a series of 12 dynamic cerebral FDG PET studies in normal subjects are used to evaluate the performance of the penalty-based AIF estimation technique. The focus of evaluations is on quantitation of FDG kinetics over a set of 10 regional brain structures. As well as the new method, a fixed population template AIF and a direct AIF estimate based on segmentation are also considered. Kinetics analyses resulting from these three AIFs are compared with those resulting from radially sampled AIFs. The proposed penalty-based AIF extraction method is found to achieve significant improvements over the fixed template and the segmentation methods. As well as achieving acceptable kinetic parameter accuracy, the quality of fit of the region of interest (ROI) time-course data based on the 
I. INTRODUCTION

M
OLECULAR imaging with dynamic positron emission tomography (PET) studies can be used to evaluate local biologic characteristics of tissue, in vivo. Comprehensive quantitation of dynamic PET data relies on kinetic modeling. However, most kinetic models require specification of an arterial input function (AIF) describing the activity of the radiotracer in the arterial supply to the tissue of interest [28] . In practice, there are situations where it is inconvenient or impossible to obtain this information by direct sampling. In a clinical setting, blood sampling by arterial catheterization necessitates specific technical expertise and additional complexities in laboratory practice. Moreover, such sampling generally adds to patient discomfort and may even introduce potential risks. With animal studies there are further issues of concern-small animals such as the mouse or rat have difficult vascular access and do not have the blood volumes necessary to make direct sampling feasible [17] , [57] . Overall there is considerable interest in methods which enable blood information to be recovered with little or no direct sampling. Chen et al. [11] identified two general approaches to this problem, including 1) methods based on adaptation of the cardiac PET technique of Gambhir et al. [18] and 2) methods that are based on scaling of a population template blood curve derived from past experience with the radiotracer [14] , [43] , [49] , [58] . Further studies based on representation of voxel-level PET time-course data via factor analysis models have also been considered [13] , [34] , [42] , [56] , [57] , [63] .
The focus in this work is on studies where the identification of an isolated arterial blood pool is problematic due both to the physical size of possible arterial pools in the field of view (i.e., scanner resolution) and to spillover contamination resulting from the high degree of tracer retention in surrounding tissue (kinetics of the radiotracer). Dynamic cerebral studies with FDG exhibit both these features. We propose a formulation that involves a synthesis of information derived from localized time-course data recovered at potential blood sources in 0278-0062/$26.00 © 2010 IEEE the image volume and a priori statistical information derived from previous experience with the tracer. Although the identification of potential blood regions via co-registered imaging data [37] (MR or CT angiography) may sometimes be possible, it is of practical interest to have methods which can identify blood regions using the dynamic PET data only. Techniques based on cluster analysis [36] and segmentation [46] have potential.
Here we propose a shape-driven segmentation technique that is guided by a novel cross-correlation of the image set with a historical template blood curve. Segmentation is also used to extract potential patterns of spillover contamination. Our work extends the familiar recovery-spillover formulation developed by Gambhir et al. [18] in the cardiac imaging context, to a more general context in which the contamination and recovery parameters affecting individual voxels are considered. The result is a mixture model representation of voxel-level time-course data within the blood region [46] . Components of variation in a historical database of a priori arterial blood curves are evaluated using a flexible parametric model. This model allows individual arterial blood curves to be represented as a parametric deformation of a reference template curve. The statistical distribution of the blood model parameters provides a basis for quantifying the types of curves which are consistent with past experience. This is a relevant source of information for specification of a blood curve in a new study. We develop a penalty based formulation that allows the synthesis of the information from the image data and the a priori blood curves. A statistical analysis of the relation between study (injected dose) and subject-level factors (gender, weight, height) and the scale of the arterial blood curve, provides an empirical approach to scaling the image-extracted input function without concurrent blood sampling.
The outline of the paper is as follows. Section II describes the methodology. Section III describes a study used for evaluation of the approach. The results are reported in Section IV. The paper concludes with some discussion.
II. METHODOLOGY
We begin with an overview of the approach. The problem is to estimate the AIF based on the acquired dynamic PET image data set and some supplementary concurrent information for the study (including dose and subject-specific variables such as height, weight, and gender). The image and supplementary information are symbolically denoted by and , respectively. We introduce a flexible family of AIF curves that are parameterized by a multidimensional shape parameter, , and a scale parameter, . These AIFs are of the form for positive times, . For any , the maximum of is required to be unity, thus the scale parameter simply represents the maximum of the AIF. Conceptually, the AIF estimation problem is expressed symbolically as: given the information , recover the parameters . We propose a strategy in which the estimation of scale is based solely on the measured -data, whereas the estimation of the shape uses both the and information. Historical studies (involving cases where the -data and directly sampled AIFs have been simultaneously recorded), are used to develop the AIF representation and to characterize the statistical relation between the AIF scale and the -information. This statistical relation is then applied to obtain a scale estimate for the data at hand; see Section II-D. There are a variety of reasons why a similar approach is not practical for the estimation of the shape of the AIF. While it is feasible to evaluate a simple historical relation between the -data information and shape, incorporation of the image data is more complex. The excessive dimensionality, and indeed, the varying structure of the imaging information (e.g., variations in fields of view, resolution, physiology, etc.) restricts the ability to empirically describe the historical relation between the shape and the image data. The method pursued here involves modeling of the observed image data in terms of the shape and then combining that with a separate analysis of the statistical dependence of shape on the -information. Thus, the approach is designed to choose a value for the AIF shape which is consistent with both image and historical information. There are a variety of ways in which this could be accomplished. If prior distributions for given and sampling distributions for given were available, then a standard Bayesian formulation could be applied [6] . But for reasons which will become clear below, this is not practical and as a result a more approximate Bayesian analysis based on a penalized likelihood-type formulation is used [23] , [35] . Thus, we propose an estimator of which is defined as the minimizer of a cost (objective) function consisting of a linear combination of compliance to the image data and the historical information (associated with ). The cost function is given by (1) where measures compliance to the image data and measures compliance to the historical information. There is a rich theory that justifies consideration of such estimators [35] , [60] . Indeed, many established approaches to parameter estimation, including methods for kinetic analysis in PET, can be formulated in these terms, e.g., [8] . Furthermore, a variety of PET image reconstructions based on filtered back-projection, the method of regularization and maximum a posteriori schemes can also be formulated in this way [23] , [44] , [50] , [52] . Thus estimators resulting from the minimization of cost functions like have a favorable pedigree. That is not to say that there is not a need to validate the utility of the approach in each new setting. This is a critical part of the current investigation; see Sections III and IV.
It should be appreciated that there are often a variety of ways to specify the functions and in a penalty approach and still achieve very reasonable estimators. For example in the context of PET reconstruction a range of MAP and regularization estimators which correspond to quite different specifications for data fit and prior distributions, have been found effective. Our specification for the functions and is developed in detail in Sections II-A and II-B. For the historical compliance we consider a set of feature vectors (functions), denoted by , and using multivariate regression tools [62] the conditional mean and covariance matrix of these features within the historical set are approximated. In terms of these quantities, the plausibility of an AIF shape is assessed by the Mahalanobis distance [40] of from , i.e., the quadratic form . A mixture model [46] extension of the Gambhir et al. [18] spillover and recovery formulation used for extraction of blood curves from cardiac PET studies, is used to develop the image component, , of the cost function. This is based on a weighted least squares deviation between voxel-level PET time-course measurements and their prediction based on the normalized AIF. Due to uncertainties with regard to what level of deviation to expect (i.e., the standard deviation of departures of data from model predictions), the least squares measure is integrated to obtain a criterion that is independent of this unknown standard deviation. This calculation, which is a standard Bayesian device [6] , yields a factor proportional to the logarithm of a weighted residual sum of squares (WRSS) measure as our image data contribution to the cost function. Hence, the overall cost function for selection of and hence the AIF, is of the form (2) where has an interpretation as an effective degrees-of-freedom depending on dose, the frequency of temporal and spatial sampling and the spatial auto-correlation between voxels. If given is approximately Gaussian then can be viewed in Bayesian terms to define a prior distribution. Optimization of the cost function and its interpretation in more formal Bayesian terms is considered in Section II-C. The section ends with a description of a segmentation methodology for possible automated identification of blood pool regions within the image set. This can be useful in cases where the interactive identification based on anatomic knowledge of the tissue volume is not available.
A. Parameterization of AIFs and Construction of the Historical Penalty
A number of previous studies have found parametric representations to describe the behavior of the time-course of FDG activity in the arterial blood following a bolus injection into a peripheral vein [16] , [20] , [43] , [58] . Both physiologically motivated and more empirical curve fitting techniques have been effective [38] . Although the methodology presented in this paper does not essentially depend on the particular form of parameterization used to represent blood curves, for demonstration purposes it is helpful to focus on a particular form. We consider a representation defined by a parametric manipulation or deformation of an adaptively defined reference population template. In this approach, we start with a fixed template curve, , defined over a (spatial) domain and create parametric variations by a series of manipulations designed to vary its shape without altering its uni-modal character. A specific construction for the template based on historical data is provided below, but let us suppose for now that the template is given. Assume for is normalized to have a maximum of unity and is uni-modal. For values of outside , is simply extended by nearest-neighbor extrapolation ( for and for ). Let the location of the peak be denoted . Deformation is achieved via four positive parameters , denoted by a vector , that manipulate the location of the peak , the rise to and fall away from the peak and the tail height . For and the deformed blood curve is given by and (3) for . is evaluated outside of by near-neighbor extrapolation. The deformed function has its maximum at . Note is monotone increasing in with and the limit of being either 0 or as tends to 0 or . If then . The parameters and control the speed of the rise to and fall away from the peak. Since , raising to the power , as indicated, manipulates the height of the tail. Some examples of blood curves achieved with different values of are shown in Fig. 1 . Based on experience with collections of arterially sampled FDG blood curves, this simple model adequately represents components of variation [38] . Supporting data are presented in Section IV. , as the observed blood curve which, after adjustment for a time-shift and scale , minimizes the overall misfit to the collection of historical curves. Thus, each one of the observed normalized curves, for , is considered in turn as a possible template and residual sum of squares misfit to the collection of historical curves is calculated as (4) The final template is selected to be where minimizes the residual sum of squares sequence . For fixed , the optimization over is a simple least squares computation. The optimization over uses a simple grid-search-2-s steps over an interval ranging 2 min is effective. For each , these latter optimizations are required for each in the inner sum in (4) . The optimal template is found by enumeration of the possible solutions in (4) . Note in the highly unlikely event (this has never happened in our experience) that two or more curves yield the same minimum value for the cost function-we propose randomly choosing one of them as the template.
Given the template, , each of the curves in the historical data set can be represented by a specific deformation. For the th curve the scale and shape are selected to minimize the residual sums of squares deviations between the data and the optimally shifted and parametrically deformed template, i.e., (5) Again the optimization over uses a simple grid-search. For the optimization of a standard nonlinear least squares optimization with numerical gradients is used [15] . Combining the scale and shape parameters with the associated set of supplementary -information gathered for each study in the historical set yields a dataset . This dataset enables us to develop an understanding of the relation between the scale and shape and the -information. This is a classical statistical regression problem [26] . By a variety of established classical and newer techniques, it is often possible to construct approximations for the conditional distribution of the output/response variable or some transformation of it (here scale or shape) in terms of the inputs/covariates ( -information). In the context of our own FDG dataset (see Sections III and IV), these analyses have led us to a feature vector consisting of the logarithmically transformed components of the shape parameter in combination with the logarithm of a contrast ratio (CR). The CR is defined as the ratio of the area under the AIF in a 5-min window 60 min after the peak to the area under the AIF in a 1-min period centered at the peak. Thus the feature vector used is . The feature vector is found to be amenable to a simple linear representation of the conditional relation with the -information. Specifically, we find (6) where is a coefficient matrix of dimension ( is the row-dimension of the -information and the superscript is to emphasize the relation to scale features) and is a 5 5 covariance matrix. The Mahalanobis distance metric is used to assess the historical compatibility of a proposed value for the scale , i.e., (7) Our analysis in Section IV finds that is well approximated by a distribution. Remarkably, this would follow if the distribution of conditional on were Gaussian [40] . With such an interpretation the historical compliance function could be viewed as twice the negative log-likelihood for conditional on . Since the CR is necessarily a function of the AIF parameters, one might anticipate some inherent redundancy in the feature vector specification. This would indeed be the case if the elements of the feature vector were linearly related (they clearly are not). In general, the principal components [40] of the feature vector covariance matrix can be used to assess the degree of linear dependence among features (see Section IV). But it should be appreciated that over-elaboration of the feature vector is by no means problematic. In fact, by expressing the Mahalanobis distance in terms of the principal components of the covariance, one can see that it places the strongest emphasis on deviations from components that show the least variation. In the case that the feature vector had linearly dependent components, any proposed shape vector whose feature did not conform with this dependence, would have an infinitely large Mahalonobis distance. Hence, it would correctly be found to have unacceptable compliance with the historical data.
B. Modelling the Image Data Information
An approximate likelihood is also used to quantify the imaging data information. The image data consist of a set of voxels corresponding to an approximate arterial blood pool region in the field of view of the PET scanner. The region could be user-defined or automatically identified by a suitable segmentation process; see Section II-E. The data in comprise of a collection of time-course vectors and . The value is the PET measured radiotracer activity uptake in the th time-bin, , of data acquisition at the th voxel. The total number of time bins is . Following a number of previous contributions to this topic, most notably Gambhir et al. [18] , we model the activity using a 2-component scaled mixture of signals arising from the underlying blood source of interest and contaminating surrounding tissue. The blood component is of the form where is a time-shift of the AIF. The need for this shift is to allow for the arrival of the AIF to the region . There may also be dispersion in the local arterial network but in the context of cerebral FDG kinetics the flow-related dispersion effects, which are on the order of 2-4 s [59] , are not of practical importance, although accounting for dispersion is important with flow tracers. The tissue contaminant may vary depending on the voxel and is selected from a collection of possible patterns identified by the user or by a segmentation process; see Section II-E. Thus, the final statistical model for the blood region of interest (ROI) data at the th voxel is expressed as (8) where the parameters and are recovery and spillover factors and specifies the contaminating pattern most relevant to this voxel. Based on prior experience, we model deviations by with approximately Gaussian with mean zero and constant variance [46] . However, one should appreciate that the pseudo-Poisson structure of PET uptake data limits the formal applicability of the Guassian except in areas with high tracer activity. The weight approximates the relative precision of ; the variance of is approximately proportional to . We set where for the total uptake and is the sample variance of the proportional uptake pattern for . Note that the temporal component of the weighting is consistent with a commonly used approach in fitting kinetic models to PET data [28] ; the spatial structure reflects the pseudo-Poisson property of uptake (variance proportional to the mean). Theoretically, more efficient weighting schemes could be constructed but it is far from clear if such improvements can be practically realized in a finite sample setting. Indeed, the considerable experience with fitting techniques used in kinetic analysis of PET data would suggest that this is not a direction where significant improvements in efficiency could be achieved. A more extensive discussion of this issue is contained in O'Sullivan [46] . The weighted residual sums of squares achieved by optimal selection of the spillover, recovery and contamination factors is denoted where
The computation required is carried out using standard quadratic programming codes [46] . With further adjustment for the shift , the overall misfit of the model is assessed by the total weighted residual sum of squares (10) The approximation of weighted sums of squares statistics from linear and nonlinear models by scaled or Gamma distributions is well established [6] , [24] , [35] . In the context of the normal weighted linear model the approximation is exact [62] . In view of this, at the true value of we might expect the distribution of the -values to approximately correspond to a scaled distribution. Formally, if the Gaussian approximation were true, the degrees-of-freedom would be the number of time-points less the number of fitted parameters, i.e., 3 for the recovery, spillover, and contaminant pattern. Even though -values are spatially correlated, a histogram of these values permits the distribution to be assessed. Empirically (see Section IV) we find the scaled distributions is applicable but the degrees-of-freedom needs to be quite a bit less than the value of which might be suggested by a naive Gaussian approximation. This is consistent with earlier work in the context of mixture models for PET data [46] . In our analysis, we allow to be adapted based on observed -values. It is well-known that PET image reconstruction introduces spatial auto-correlation [9] , [30] , [39] . Assuming a first-order spatial auto-correlation between the -values measured at distinct voxels, the mean and variance of the misfit can be described by (11) where and is the voxel-to-voxel correlation coefficient, c.f. [46, Sec. 2] . 1 Again, it is natural to approximate the weighted residual sums of squares by scaled or Gamma distributions. The mean and variance of a Gamma distribution are and , respectively [6] . In view of this, we model the distribution by a Gamma distribution with parameters given by (12) The approximate Gamma distribution of the weighted residual sum of squares, suggests that for any we regard the image data information being evaluated by a likelihood of the form (13) Thus, the information contained in the image data relating to the shape parameters will be assessed by . Note that the likelihood in (13) is well calibrated in the sense that for fixed the optimal estimator of based on maximization of this function is . This can be expected to be unbiased. The classical likelihood for a normal linear model based on independent observations [62] would have a factor in place of . Thus the likelihood function in (13) is defined to reflect that the effective degrees-of-freedom in the image data is and not simply the product of the number of voxels by the number of temporal samples . Intuitively, this is reasonable since the presence of auto-correlation should reduce the effective number of independent spatial elements from to and the pseudo-Poisson pattern should reduce the temporal contribution from to .
Unfortunately, the likelihood in (13) cannot be directly used without knowledge of . However, since is determined by a range of factors including count rate, instrumentation (reconstruction methods) and biology, it is unlikely that its value can be reliably specified. In statistical terms, is a nuisance parameter. Uncertainty with regard to the value of limits the ability to directly use the weighted residual sum of squares in the cost function for determination of . A standard approach for dealing with this issue is to specify an a priori distribution for the nuisance parameter and use the resultant marginal posterior distribution to obtain inferences for parameters of interest; see Box and Tiao [6] for examples. In the present setting, employing Jeffery's noninformative prior and integrating, the marginal likelihood becomes (14) Since compliance is expressed as two times the negative loglikelihood, we obtain (15) Note that in many contexts where Bayesian methods are applied, uncertainty with regard to the scale of the prior is treated in a fashion similar to the above. In particular, the derivation of the AIC [1] criterion is obtained in this way. The present situation is different because the prior information is fixed by the historical data and uncertainty is expressed with regard to the strength of the sample information ( uncertainty).
C. Computation
Combining the historical and imaging data cost functions gives a criterion for estimation of the AIF shape parameters. Our proposed penalty-based AIF is where is chosen to minimize (16) and is defined in the next section. The optimization problem for is simplified by consideration of the penalized weighted least squares cost function (17) for . Remarkably, the critical points (including the minimizer) of can be obtained from the critical points of the penalized weighted least squares function. This is because with we have (18) For fixed , let be the minimizer of . The computation of the -values is obtained by application of standard nonlinear least squares codes [15] . Formally, as decreases with increasing , the intersection of the line of identity , with the graph (19) identifies the value of , , for which is the minimizer of the function . Alternatively a 1-D grid search of over can be used to find the value which minimizes . Formally, the local uniqueness of critical points is a key consideration in any nonlinear optimization problem. In the present setting random transects of in the neighborhood of is a practical diagnostic for assessment of this. More theoretical analysis based on fixed-point results require conditions on the higher order derivatives (see, for example, Cox and O'Sullivan [12] ). The -values can be mapped into a probability scale by comparing to the distribution of the corresponding Mahalanobis distances in the historical data. This provides an a priori assessment of the degree of compliance of with the historical data. Let be the observed frequency with which values of Mahalanobis distances exceed the value in the historical data.
D. Scaling
Here, we model the relation between scale and the supplementary variables in the historical dataset . Our analysis finds a linear model for the logarithmically transformed scale to be reasonable, i.e., (20) where is a -dimensional regression coefficient and model deviations are mean zero with homogeneous variance [62] . It follows that the optimal mean square error estimator for the logscale is . Thus if is the estimate of the regression coefficient from the historical data, the scale estimate for the current study is (21) Some Alternatives: In certain contexts [2] , [18] , it has been possible to model the structure of the recovery pattern and use it as a basis for scaling. Underlying these approaches is an assumption that it is possible to specify an arterial blood source,
. Given and sufficient experience with the imaging system the recovery can be represented by a convolution between the assumed system point-spread,
, and the indicator function for the source blood region. At the th voxel we have (22) Hence, the scale of an image derived blood curve could be unbiasedly estimated by a simple linear regression formula (23) where are theoretical recovery coefficients. Often however, lack of specific knowledge of the relevant arterial blood source,
, and perhaps to a lesser extent uncertainty in the system point-spread, limits the applicability of this technique. In our experience with cerebral FDG studies the approach has not shown promise; see the illustration in Section IV-B.
A further possibility might be to assume a recovery value for a collection of voxels in the blood ROI. For example, if the average recovery over the set of voxels is expected to reach a value , then an appropriate use of this information is to simply scale the image derived blood curve so that the estimated recovery is consistent with this expected value, i.e., (24) This approach is readily extended to enable the image-derived blood curve to be scaled to achieve a desired value for any scale-dependent quantity, e.g., a blood volume or a flux over a normal tissue region in the field of view. However, the degree of confidence one might have in specifying a value for the reference practically limits the objectivity of the approach.
E. Identification of the Blood ROI and Tissue Contaminant Patterns
Interactive user identification of relevant blood pools on the basis of imaging data is often difficult and time-consuming so an automated approach can have some practical utility. We apply a segmentation algorithm described in detail in O'Sullivan [46] . The method is based on a split-and-merge strategy and is designed to segment data on the basis of scaled time-course information. Voxel-level time-course data are scaled by the total uptake for the voxel. In statistical terms segmentation can be thought of as an adaptation/generalization of regression tree methodology [7] to the case where the independent variables in the regression are voxel coordinates and the dependent variable is a vector. If the voxel coordinate information is ignored, segmentation reduces to more classical cluster analysis [25] . There are many methodologies available for segmentation. The approach used is based on an adaptation of Bose and O'Sullivan [5] and Chen et al. [10] . First recursive splitting is used to reduce the tissue volume to a large number of boxes with the property that the data within each box has a high degree of homogeneity (low sums of squares deviation from the mean scaled time-course). This is followed by a merging process that recursively combines regions whose union leads to the smallest increase in regional inhomogeneity. Initial regions are the boxes produced by the splitting process; typically, this may be several thousand in number. There are two phases in the merging process. During the first phase regions are required to comprise of contiguous groups of voxels; in the second phase this constraint is relaxed and regions are allowed to be combined even if they are not adjacent. The motivation for the first phase is partially computational and partially because it tends to correctly identify components of tissue which are spatially contiguous and relatively homogeneous, such as sections of grey matter in the brain. The second phase provides the ability to capture more diffuse signals arising from isolated regions scattered throughout the tissue volume-signals from blood pools can be identified with the approach. Further details of the segmentation algorithm, including validation data are provided in O'Sullivan [46] .
It is important to clearly appreciate that our segmentation scheme does not aspire to identify a collection of voxels that are in arterial vessels. Indeed in the case that the target volume only consisted of a single isolated arterial blood pool FBP reconstruction would typically lead to all voxels in the field of view having the same shaped time course, even though only a very few would actually correspond to arterial blood. Hence, in this hypothetical example, while our segmentation would try to include all voxels in subsequent analysis an alternative segmentation focusing on the arterial pool would entail consideration of a much more restricted (and noisy) collection of voxels. This is illustrated with the example in Section IV-B. Our segmentation method allows a subset of image voxels to be considered. We focus on voxels whose time-course pattern shows a strong cross-correlation with the template blood curve defined in Section II-A above. Specifically, for each voxel we compute the statistic (25) where for and is the weighted average of the -values for . The segmentation algorithm focuses on the voxels with the largest -values (the top 10% are considered). The algorithm produces a collection of possible segments/regions (typically 3-4 because the number of voxels used is substantially limited). These regions could be examined interactively to identify a blood pool region but, by default, the region whose segmented time-course pattern shows the strongest cross-correlation with the template blood curve is used to define the blood region . An illustration of this is provided in Section IV-B.
Segmentation is also used to extract the patterns, , representing contamination. Again the segmentation algorithm from O'Sullivan [46] is applied, but this time a different procedure is used to focus on voxels likely to include contamination sources. The voxels considered are ones which are in the proximity but not quite bordering the blood region. Let represent the convolution between the indicator function, , associated with the blood ROI and the 3-D Gaussian, , whose point-spread corresponds to the spatial resolution of the scanner. Note the total spillover at voxel from the blood region is proportional to . Let be the normalized convolution, , scaled to have a maximum of unity. The set of voxels where the impact of spillover from the blood region is smaller than is given by the set . Let be the image voxel corresponding to the 'th largest value of in . We define an aura of the blood region with spillover threshold and voxels by (26) In the case of cerebral FDG studies, values of and have been found effective, although the identified tissue contaminant signal is not found to be highly sensitive to these particular values (indeed a factor of 2 increase or decrease in or did not influence results). Extraction of the tissue contaminants is based on segmentation of voxels in the blood region aura. The segmentation results in time-course patterns for each segment. The top patterns showing the least correspondence to the template blood curve are used to define the space of contaminators . Again the algorithm does not seem sensitive to the choice of -values between 2 and 8 provide similar results.
III. EVALUATION OF THE APPROACH: STUDY DETAILS
-Fluorodeoxyglucose (FDG) is the most widely used radiotracer in PET [47] . When scanning is conducted in dynamic mode together with blood sampling, kinetic analysis can be applied to extract estimates of metabolic parameters related to the tissue's consumption of glucose [47] . We consider a set of representative FDG studies from a 10-year period at the University of Washington. The data relate to cerebral PET_FDG studies in 91 human subjects; 79 of these were patients with disease (mostly cancer) and there are 12 subjects from a study of the cerebral glucose lumped constant in normals [22] . All studies involved catheterized blood sampling of a radial artery. We emphasize from the outset that our analysis finds no systematic differences between the blood curves of normal and nonnormal subjects; see Section IV-A. In the present validation, the nonnormal subjects are used for construction of an a priori distribution for arterial blood curves and for calibration of the scaling technique. Detailed evaluation of blood curve specification is carried out using the normal subjects. Three approaches to AIF specification without concurrent blood sampling are considered; a fixed population template-the curve as defined via (4), a time-course produced by segmentation, and a spillover and recovery adjusted curve produced by the penalty-based estimation technique-c.f. (16) . All three curves are scaled using the empirical relation with dose and other study covariates (see Section II-D). The , and AIFs are compared to the radially sampled AIF, denoted , directly and also in terms of their impact on kinetic analysis. Relevant details of the data and the statistical methods used for comparisons are described here.
A. Data Acquisition
The studies involved a 1-or 2-min intravenous infusion of FDG radiotracer followed by dynamic PET imaging of the time-course of the radiotracer in the brain using a GE Advance scanner. Following injection, dynamic time-binned volumetric images of the radioactivity (measured in counts)
were acquired over a 90-min time period. A total of 31 ( in the notation of Section II) time binned scans were obtained. Temporal sampling frequency varied throughout the 90 min: 1-min preinjection scan followed by 4 (15-s) scans, 4 (30-s) scans, 4 (1-min) scans, 4 (3-min) scans, and 14 (5-min) scans. Each scan provided a time-binned image volume with a total voxels arranged on a regular lattice in transverse slices throughout the brain-35 (4.5 mm thick) planes with 128 128 (2.1 mm 2.1 mm) pixels per plane. Blood sampling was carried out in all subjects using an automated blood sampler connected to an arterial catheter inserted into the radial artery. One-milliliter samples were obtained typically at 20-s intervals initially, followed by progressively longer intervals [20] , [22] . The covariate ( -information) recorded for each study included: the injected dose, the duration of the bolus infusion, gender, age, height, weight, body surface area, and lean body mass index. In the normal subjects, regions of interest (ROIs) corresponding to eight structures within the grey matter (thalamus, caudate, parietal, frontal lobe, putamen, temporal lobe, cerebellum, and occipital cortex) as well as a white matter and whole brain regions were identified using co-registered MR scans [22] . FDG time-course data for each of the 10 ROIs in each of the 12 normal subjects were considered-120 data sets in all.
B. Historical Blood Curve Data Analysis
All arterially sampled blood curves are examined for conformity to the parameterized blood input function model. The best least squares fit of the model to the sampled arterial data is calculated for each curve. Weighted least squares fits are also considered but these are not found to impact any of our results. Restricting to the nonnormal studies, regression analysis is used to assess the relation between study covariates ( -values) and shape feature-parameters , c.f. (6) . A similar regression analysis is applied to analyze the relation between the logarithm of the scale and the study covariates, c.f. (20) . In both cases, an all-subsets regression analysis is applied and only variables showing significant association with the response are retained. For any component of not included in the regression, the components of the coefficient values are simply set to zero. The deviations of the blood curve feature parameters adjusted for study covariates are examined in a variety of ways: 1) normal subject values are compared to nonnormals using a repeated measures analysis of variance applied to the raw and ranked data [24] and 2) principal components [40] based on the sample correlation matrix of residual deviations are examined for approximate conformity to Gaussian assumptions. Specifically, the empirical distribution of the values of the quadratic form (where is the sample covariance matrix of the deviations in the historical data) is evaluated for conformity to a distribution.
C. Assessment of Alternative Arterial Input Functions
In each study, four AIFs are available, labelled , , , above. We consider both direct and kinetic assessment of differences between these AIFs. Direct comparisons require timing and scaling adjustments. This is because the timing on the PET scanning and the blood sampling are not fully synchronized. Our comparisons take the radially sampled AIF as the reference after it is first time-shifted (via kinetic modeling of whole brain time-course data as described below) to align with the period of PET data acquisition. Other AIFs are then aligned to the time-shifted radially sampled AIF. This approach allows deviations to be examined with an emphasis over the period of the PET data acquisition. Plots of the aligned curves are provided for each of the 12 normal studies.
Kinetic comparisons between AIFs are based on the twocompartment FDG model [27] , [48] ; see Fig. 2 . Time-course data from each ROI are modeled using each AIF to produce estimates of each of the four kinetic constants listed in Fig. 2 as well as a blood volume. This kinetic analysis uses standard weighted nonlinear least squares, e.g., Graham et al. [22] . For comparisons between different blood curves, we focus attention on a set of eight parameters . Aside from flow and the blood volume , the parameters here represent: an FDG flux , a distribution volume estimate for glucose , rates of phosphorylation and dephosphorylation , a mean transit time for glucose , and an extraction fraction for glucose . Note these eight parameters are selected for their established scientific relevance in the context of glucose and FDG [19] . With time-course data for the 120 ROIs the eight parameters are determined in each of four ways based on the alternative choices for the input function. This gives a total set of values for consideration. For each parameter, the combined set of values across the 12 normal subjects and 10 region combinations constitute a classic repeated-measures design [24] , [41] . An overall analysis can be obtained using a linear model with effects for ROI and AIFs. For example, with the flux parameter if denotes the flux value for region and subject using the AIF denoted by , the linear model is (27) for , , and . The errors are assumed to be independent with mean zero and unit variance. The parameter represents the pure error. For convenience, we set so that the , , and terms represent systematic deviations between flux parameters obtained using the template, segmentation and penalty estimated AIFs and the flux achieved using the radially sampled AIF. A direct estimate of these terms is obtained by averaging the within ROI differences of flux parameters obtained using , or AIF and the flux obtained by the radially sampled AIF, i.e., for the template AIF we have (28) with analogous formulas for and . The statistical significance of these effects could be assessed using a simple paired t-test but to reduce the reliance on standard Gaussian error assumptions, a more robust paired Wilcoxon rank test is used [51] . The magnitude of the pure error [ in (27) ] provides a useful reference for evaluation of the practical importance of Fig. 2 . Two-compartment model for FDG [27] , [48] .
effects. The subject-to-subject variation in parameters, pooled across regions, is another useful reference. If the systematic effects are small relative to the pure error or the subject-to-subject variations, then they are likely to be of limited practical importance. The pure error is estimated by the linear model analysis; this is denoted by . We assess subject-to-subject variation using only the flux values calculated with the radially sampled AIF. Thus for each region we first compute the sample variance of the 12 flux values and then average these variances to obtain the overall subject-to-subject variation. We denote the square root of the subject-to-subject variation by .
The other components of the parameter set are treated in an identical way to the flux. Apart from these eight parameters, we also draw comparisons in terms of the fit of the kinetic model to the ROI time course data. The mean of the weighted squared deviations between the model fit and the data is used. To facilitate comparisons between parameters, systematic deviations and measures of variation are reported as percentage values relative to the average over the normal subjects of whole brain values for the parameter (computed using the radially sampled AIF). Thus, if is the whole brain average for a particular parameter, we report between subject and within ROI variation as well as the systematic deviations on a percentage scale, i.e., the fractional values expressed as percentages.
IV. RESULTS
We begin by presenting results of the analysis of the historical blood curve data. Next, we present an illustration of penalty and segmentation AIF extraction for a normal cerebral PET-FDG study. This includes consideration of a number of relevant intermediates in the calculation, as discussed in Section II. The final part of this section reports a complete set of results for each of the 12 normal cerebral PET-FDG studies. The kinetic assessment of the accuracy of the three possible approximate AIFs relative to the true radially sampled AIF is presented.
A. Analysis of Historical Blood Curve Data
The collection of normalized arterial blood curves for FDG studies are presented together in Fig. 3(a) . Note that even after adjusting for scale, there is substantial variability. Point-by-point normalized residual deviations of the optimized fixed template and deformed template [parameterized AIF in (3)] fits are summarized by box-plots in Fig. 3(b) . These residuals, denoted and for the fixed and deformed template models, are defined by (4) and (5)] for subject . The four-parameter deformed template model (parametric AIF) represents a marked improvement over a fixed template. Due to its nonlinear nature, the four template adjusting parameters cannot be used to linearly predict the derived contrast ratio (CR)-a multiple linear regression model with the four blood model parameters only explains 57% of the variability in the contrast ratio. Thus the CR captures an additional component of variation which is not described by a linear combination of the four template adjusting parameters. Results of multiple linear regression of blood curve feature parameters on study covariates are presented in Table I together with the corresponding analysis for the logarithmic scale values
. The values for these regressions vary from 70% for the scale to 35% for the contrast ratio feature. Residuals from all analyses show substantial agreement with Gaussian assumptions. There is no theoretical reason for this behavior apart perhaps from the general tendency for many empirical measurements to approximately follow Gaussian laws. Regression parameter estimates and standard errors are reported in Table I . These values were computed by least squares but results showed only minor variations when computed using alternative robust regression techniques. Note the size of the standard errors is inversely proportional to the number of historical samples-cutting the historical sample in half would have the effect of increasing the standard errors by a factor of -roughly a 40% increase.
Principal components of AIF features adjusted for covariates, i.e., , are presented in Table II . Fig. 3(c) plots the percent variance explained as a function of the number of principal components. Roughly 90% of the total variance is explained by the first 3 components. As Table II shows over these components all five variables are strongly weighted-none of the individual variables can be ignored. The distribution of normalized Malhalanobis deviations, e.g., , are found to show no significant deviation from a -distribution-we obtain a -value of 0.14 using a Kolmogorov-Smironov test [51] . Note this pattern would be expected if the individual deviations Fig. 4 . Normal subject illustration (9 in Fig. 6 ). Left: The radially sampled arterial AIF (A, red), penalty estimate (P, black), template (S, green) and segmentation (S, pink). The spillover correction (averaged over all blood region voxels) is shown in blue. Right: FDG uptake (grey) on transverse, sagittal and coronal slices centered in the region of the blood ROI (pink) identified by segmentation. The aura of the blood ROI is indicated (blue).
could be considered as a sample from a multivariate Gaussian distribution. The covariate adjusted feature vectors for AIF shape as well as the corresponding deviations for the logarithmic scale [(6) and (19) ] showed no systematic distinction between normals and nonnormal studies. Two sample analyses using either standard t-test or rank-based methods find no statistically significant mean differences between normals and nonnormals. An overall repeated measures analysis, jointly considering the feature deviations associated with blood curve parameters as well as corresponding deviations for the log-scale, also finds no significant differences between the structure of blood curves from nonnormal and normal subjects.
B. An Illustration
Details of the extraction of AIFs ( , , and ) for a representative normal subject (labeled 9 in Fig. 6 ) are presented in Figs. 4 and 5. For this case the blood ROI identified by the segmentation algorithm is found to be substantially centered over a section of the left carotid artery. Transverse, sagittal and coronal slices of FDG uptake through the blood ROI are shown in Fig. 4 . The aura of the blood ROI includes nearby sections of grey and white matter. Recall that the segmentation is based on shape characteristics of the observed time-course and not its absolute scale. As a result it is reasonable that voxels adjacent to the exact location of the carotid are included in the blood ROI. This is discussed at the beginning of Section II-E. While the segmentation blood curve shows some spillover contamination, the proposed analysis addresses this problem. The penalty extracted AIF is a very close match to the arterially sampled curve (Fig. 4) . The average spillover adjustment is reminiscent of a typical decay-corrected FDG time-course associated with brain tissue. This is shown in Fig. 4 . Further details of the analysis are provided in Fig. 5 . The weighted residual sum of squares misfit, , plotted as a function of shows improving fits to the image data are obtained with smaller values of the penalty parameter . On the other hand, the degree of conformity to the reference distribution for arterial FDG curves increases with larger values of the penalty parameter. Note that conformity here is measured by the fraction of Malhalanobis deviations in the historical data, Fig. 3(d) , that exceed . From Fig. 5(a) , the behavior of the cost function, (16) , over the collection of AIFs parameterized by indicates a pattern which is consistent with a well-behaved quasi-convex cost function. There is no indication that the procedure used to compute the penalty based AIF should have difficulty. The penalty estimated AIF is in the 35th percentile of the distribution of historical AIFs. The conformity of the voxel level weighted residual sums of squares values, (16) , to a scaled distribution is remarkably good [ Fig. 5(b) ]. No evidence of departure from the scaled distribution is found-a standard Kolmogorov-Smironov test [51] produced a -value of 0.71. Note this is an important part of the assumption leading to the development of the penalty-based estimation criterion; see the discussion following (11) . Our analysis estimates a degrees-of-freedom for each study and different values (between 10 and 15) are found for the different studies. The correspondence between the estimated and theoretical recovery coefficients values obtained by convolving the indicator of the blood ROI with a 3-D Gaussian with a FWHM set to 6.5 mm, is shown in Fig. 5(c) . Although there appears to be an approximate linear relation, the strength of this relation over voxels in the blood ROI is not impressive . The final plot in Fig. 5(d) shows the relation between spillover and recovery coefficients. As might be expected, higher spillover is generally associated with lower recovery.
C. Assessment of Approximate AIFs
The penalty estimated AIF for each of the normal subjects is shown in Fig. 6 together with the corresponding template and pure segmentation AIFs. Note that in this figure all curves are normalized to the same peak height. This facilitates comparison of curve shapes. Difficulties with the pure segmentation curves are most pronounced at late time points. In two studies (labeled 2 and 5 in Fig. 6 ), the injection of tracer actually preceded the initial 1-min scan. Remarkably, in spite of this, a reasonable AIF reconstruction is still obtained. Three cases, labeled 4, 7, and 12 in Fig. 6 , show obvious deviation between the arterial and the template curves. Apart from these the fixed template is in good agreement with the radially sampled AIF. Deviations between the radially sampled AIF and the three candidate AIF estimates were computed. The median absolute deviations are the least for the penalty estimated AIF -about
and volume of distribution (K =(k + k )) parameters computed using the radially sampled (A), penalty (P), segmentation (S), and the template (T) AIFs. Table III . After adjustment for individual ROIs, there are statistically significant average percent deviations between kinetic parameters produced by each of the arterial curves. Notably, in the case of the penalty and the template AIFs, the magnitude of the percent deviations are small in comparison to the measurement error (reported as the within ROI percent coefficient of variation in Table III ) and in comparison to the between subject variation in the parameter values (between subject percent coefficient of variation in Table III ). As noted above the fixed template approach shows a statistically significant deviation in the flux parameter. In the context of this tracer, where flux estimation is perhaps the key parameter of interest, this is certainly a concern. A more technical but also a more worrying concern is the behavior of the fit statistic. Relative to the radially sampled AIF, the template AIF produces significantly inferior fits to the ROI time-course data. In contrast, the data-fit with the penalty extracted AIF shows no systematic deviation from that achieved with the radially sampled AIF.
V. DISCUSSION
We have developed a novel approach to the extraction of AIFs from dynamic PET imaging data. The method requires no concurrent blood sampling. The technique employes a penalty formulation which enables the information from a priori arterial blood curve data sets to be combined with the image data at hand. Thus, the approach can be viewed as a hybrid of a number previously defined techniques which have tended to separately concentrate on either imaging data or a priori blood curve information [11] , [13] , [14] , [18] , [63] . Our methodology provides the opportunity for blood regions to be specified by an automated segmentation tool that uses only dynamic PET image data as input. Thus the method can be applied in a more routine fashion by technical support staff who may not have detailed expertise in relevant vascular anatomy.
Our validation has focused on cerebral FDG studies in humans. Given the relatively small blood pools within the field of view and the high degree of FDG uptake in brain tissue (a consequently high degree of spillover), the extraction of blood curve information in this setting is challenging. We have emphasized a kinetic model assessment of extracted blood curves. In the context of FDG studies flux is usually the parameter of primary diagnostic significance, our consideration of other parameters provides a more detailed technical test of the accuracy of the AIF extraction technique. A further motivation for this comprehensive kinetic evaluation, is based on the fact that the FDG model is used more generally as a way to quantify dynamic PET data with a variety of other PET radiotracers.
While the present work has been substantially motivated by, and has been validated in, the context of cerebral FDG PET studies in humans, the methodology developed has potential applicability in many other settings where there is significant a priori data providing experience with the dynamics of the PET tracer in arterial blood. The adaptation and validation of the techniques developed here to other tracers and to other imaging contexts (including small animals) is currently being pursued.
Overall, the methodology developed in this paper has a potential to improve the level of kinetic information recovered by PET imaging in clinical and animal subject populations, where routine concurrent blood sampling is not practical.
