Standard versions of the maximum principle for optimal control problems with pathwise state inequality constraints are satis ed by a trivial set of multipliers in the case when the left endpoint is xed and lies in the boundary of the state constraint set, and so give no useful information about optimal controls. Recent papers have addressed the problem of overcoming this degenerate feature of the necessary conditions. In these papers it is typically shown that, if a constraint quali cation is imposed, requiring existence of inward pointing velocities, then sets of multipliers exist in addition to the trivial ones. A simple, new approach for deriving nondegenerate necessary conditions is presented, which permits relaxation of hypotheses previously imposed, concerning data regularity and convexity of the velocity set.
Introduction
Consider the optimal control problem (P) Minimize g(x(1)) (1) subject to _ x(t) = f (t; x(t); u(t)) a.e. t 2 0; 1] (2) x(0) = x 0 x(1) 2 C u(t) 2 (t) a.e. t 2 0; 1] h (t; x(t)) 0 for all t 2 0; 1];
for which the data comprises functions g : IR n 7 ! IR, f : 0; 1] IR n IR m 7 ! IR n , h : 0; 1] IR n 7 ! IR, and a multifunction : 0; 1] IR m .
The set of control functions for (P) is U := fu : 0; 1] 7 ! IR m : u is a measurable function; u(t) 2 (t) a.e. t 2 0; 1]g:
The state trajectory is an absolutely continuous function which satis es (2) . The domain of the above optimization problem is the set of admissible processes, namely pairs (x; u) comprising a control function u and the corresponding state trajectory x which satisfy the constraints of (P). We say that an admissible process ( x; u) is a strong local minimizer if there exists > 0 such that g( x(1)) g(x (1)) for all admissible processes (x; u) satisfying kx(t) ? x(t)k L 1 :
Necessary conditions for such problems, in the form of a Maximum Principle, have been known for many years. 
for t near 0. Loosely speaking, this is the requirement that there exist control functions pushing the state away from the state constraint boundary. A variety of nondegenerate necessary conditions have been derived, covering problems with nonsmooth as well as smooth data, problems in which the dynamic constraint involves a di erential inclusion, or a di erential equation, and in which the state constraint is formulated as a set inclusion as well as a functional inequality. (See 1], 2] and the references therein.) A feature of earlier work, treating nonsmooth data, is the need to impose hypotheses requiring (a) the velocity set f(t; x; (t)) is convex, (b) the data are Lipschitz continuous with respect to the time variable.
In 1], for example, these hypotheses have an important role in ensuring the closure of certain sets of functions and that certain perturbation terms introduced in the analysis can be suitably estimated.
Simple new methods are introduced in this paper for proving nondegenerate necessary conditions, based on applying standard necessary conditions to the optimal control problem (P), after an appropriate modi cation of the data \near" to the left endpoint has been made. Their main advantage is that they are valid even when hypotheses (a) and (b) above are violated. The price we pay for reducing the hypotheses in this way is that the constraint quali cation (6) is replaced by inf u2 (t) h x (t; x 0 ) (f(t; x 0 ; u) ? f(t; x 0 ; u(t)) < 0 for t near 0. (Strictly speaking, we shall impose some \nonsmooth" uniform version of this hypothesis.) A similar hypothesis was imposed in 4]. This constraint quali cation depends on strong local minimizer ( x; u) and so is not, in general, directly veri able. However in certain cases a priori regularity properties of optimal controls permit veri cation of this hypothesis (see 4]).
We conclude with some de nitions. We de ne the limiting normal cone The limiting subdi erential of a lower semicontinuous function f : IR n 7 ! IR f+1g at a point x 2 dom f is de ned as @f(x) := fy : (y; ?1) 2 N epif (x; f(x))g:
We de ne also @ > x h(t; x) to be the following \hybrid" partial subdi erential of h in the x variable @ > x h(t; 
?q(1) 2 N C ( x(1)) + @g( x(1)); (8) (t) 2 @ > x h(t; x(t)) -a.e. ;
suppf g ft 2 0; 1] : h (t; x(t)) = 0g ;
for almost every t 2 0; 1], u(t) maximizes over (t) u 7 ! H(t; x(t); q(t); u)
and, Under the stated hypotheses, the theorem excludes one kind of multiplier triviality, namely (14). However it still allows = 0. It can be shown that, if we assume x(1) 2 int C and also strengthen (CQ) to require the existence of > 0 and > 0 such that for a.e. t 2 0; 1]
f(t; x(t);ũ(t)) ? f(t; x(t); u(t))] < ?
for all 2 @ > x h(s; x(s)) and s 2 f 2 0; 1] : h( ; x( )) = 0g \ t ? ; t + ], then the multipliers ( ; p; ) whose existence is asserted in Thm. 2.1, must satisfy > 0. Thus, implicit in Thm. 2.1 is a normal form of the Maximum Principle, valid under stronger hypotheses.
Proof of the Results
In what follows we shall assume that h(0; x 0 ) = 0, since, otherwise, the conditions of Thm. 2.1 cannot be satis ed by the trivial multipliers (5). 
where we de ne f(t; x) := f(t; x;ũ(t)) ? f(t; x; u(t)):
Hereũ is the control function featuring in the constraint quali cation (CQ) The key idea of the proof is to replace the original control problem by one in which the state constraint is eliminated on 0; ], for arbitrary small . The multipliers for this new problem are nondegenerate. We then obtain a set of multipliers for the original problem by passing to the limit # 0. Our construction is of such a nature that the limiting multipliers are nondegenerate.
The following Lemma, 3.1, stated without proof, is a simple consequence of the hypotheses imposed on the data and standard Gronwall-type estimates. 
for all trajectories x solving system (S).
Proof. r( ) := h(t; x(t) + (x(t) ? x(t))):
In view of the properties of h as a function of x, r is continuous. We have also that r(0) = h(t; x(t)) 0; r(1) = h(t; x(t)) > 0: 
(t; x(t)) ? r( ) = t x(t) ? x(t) ? (x(t) ? x(t))] = (1 ? ) t x(t) ? x(t)]
for some t 2 co @ x h(t;x), andx in the segment (x(t); x(t)+ x(t)? x(t)]). As r( ) > 0 for all 2 ( m ; 1], we have that h(t;x) > 0, which implies that co@ x h(t;x) @ > x h(t;x). It follows that t 2 @ > x h(t;x). Here we have used the fact that the norm of every element of the subdifferential is bounded by the Lipschitz rank of the function. In the last two inequalities we have used (CQ) and (18).
Since r is continuous and r( m ) = 0 it follows that h(t; x(t)) 0:
This contradicts (19). The proof is complete. 
subject to _ x(t) = f(t; x(t); u(t)) + v(t) f(t; x(t)) a.e. t 2 0; i ) _ x(t) = f (t; x(t); u(t)) a. 
Note that we can write the rst dynamic equation as _ x(t) = f (t; x(t);û(t)) a.e. t 2 0; i )
The functionû is a measurable function andû(t) 2 (t). These facts combine with the previous lemma to ensure that all admissible state trajectories x for (P i ) such that kx(t) ? x(t)k L 1 < 0 are contained in the set of admissible trajectories of (P). Moreover the process (x; (u; v)) ( x; ( u; 0)) for (P i ) has cost identical to that of (P). We have proved the following Lemma. Lemma 3.3 For each i, the process ( x; ( u; 0)) is a strong local minimizer for (P i ). Now we apply a strengthened version of the Maximum Principle in 3] to the strong local minimizer ( x; ( u; 0)) for (P i ), in which @ > h replaces a coarser hybrid subgradient used in 3] and the transversality conditions are expressed in terms of the limiting normal cone and limiting subdi erential in place of their convex hulls. The modi cations to the analysis to achieve those re nements are indicated in 7] .
These necessary conditions for problem (P i ) assert the existence of an arc 
The constraint quali cation (CQ) implies ?p(t) f(t; x 0 ) = f(t; x 0 ) < ? a.e. t 2 0; i ):
On the other hand the maximization condition on v (28) implies that p i (t) f(t; x(t);ũ(t)) ? f(t; x(t); u(t))] 0 a.e. t 2 0; i ):
But expanding this last expression we can write p i (t) f(t; x(t)) = p(t) f(t; x 0 ) + (p i (t) ? p(t)) f(t; x 0 ) + p i (t) f(t; x(t)) ? f(t; 
