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Abstract
We describe the architecture of a network, in which the traffic flow
is controlled by a market. The network access is controlled by a trusted
access node, that separates traffic into best effort and first class traffic,
adds a source route header, and shapes the traffic. The network core
consists of rapid forwarding devices, such as label switches, and source
routing gateways. Network services, including dynamic routing, load
balancing, and fault tolerance, are built by bundling the transmission
capacity in several independent network domains into a service, a
bundle of resources with the right properties. The service is priced as
financial derivative contract, and traded on a market, independent of
the network access control. Besides describing the network model, we
show how to implement parts of the network access node functionality
on a standard Linux machine. The implementation has been tested
on a system of virtual Linux machines.
Keywords: Quality-of-Service, Communication Networks, Bandwidth Mar-
kets, Admission Control
1 Introduction
This paper describes a communications network architecture that supports
capacity reservation, and the network components that are necessary to im-
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plement it. It also shows how parts of the required functionality can be
implemented on a standard Linux machine.
The building block of the Internet is the autonomous system, AS, a collec-
tion of subnetworks managed by a single entity. An AS is a network domain
connected to other ASes by gateways. Inside an AS, the packets’ path to-
wards the appropriate gateway is determined by an internal routing protocol,
e.g. OSPF [1]. The AS path, the lists of ASes to traverse on the remaining
path, is determined by inter-domain routing protocols, e.g. BGP4 [2].
In the Internet, the ASes forward incoming traffic from the entry gateways
to the exit gateways with best effort service. This means that some traffic
will be lost when the network becomes congested, and the end-users cannot
do anything about the situation but to wait. Current inter-domain routing
protocols cannot guarantee that the incoming traffic to an AS will not exceed
the AS’ capacity. In practice the current protocols do not distribute the load
over many paths. Nor do they allow the users to send traffic to the same
destination on parallel paths to avoid congested areas, or to reduce the loss
probability. These issues must be addressed to achieve a better performance
of the Internet.
To avoid network congestion for sensitive traffic, and to reduce the packet
loss, one must do a combination of sending less traffic into the network,
prioritize traffic, reserve capacity, and send traffic over many paths.
In the proposed architecture, the network user acquires “first class capac-
ity” between an entry and exit gateway in the ASes on one or more AS paths
between the source and destination. A source route in the packet header lists
the entry routers of the path, so that the AS path is controlled by the sender.
The traffic is shaped by the sender’s access node at the network edge, so that
the sender will not send more than the acquired capacity. Assuming that the
access nodes can be trusted by the ASes, this guarantees that the incoming
traffic will not exceed the capacity in any AS.
Since all incoming first class traffic is shaped when it comes to the AS,
the routers do need to maintain per-flow state information to guard against
over-use. Thus the number of flows that each router can handle is infinite, as
long as the total traffic does not exceed the router’s capacity. To guarantee
that the first class traffic is delivered, an AS must strictly prioritize the
first class traffic over the best effort traffic. It must also estimate the first
class capacity between its gateway nodes, in order to not sell more than the
available capacity.
To be able to buy capacity on an entire path, the capacity must be ac-
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quired in a bundle on the network capacity market. In previous contributions
[3, 4], we have shown how this market could be run, and how the trading of
bundles could be executed. The idea is that the network owners sell first class
transit capacity in their ASes. The capacity sold in divisible units, shares, so
that different service levels can be built as different mixes of first class and
best effort traffic. To free the end-user from the risk involved with trading
bundles, a financial broker, or middleman, computes a deterministic spot
price for the demanded service as the price of a financial derivative contract.
Its value can be computed from the prices of underlying network capacity re-
sources. The middleman performs the actual trading, and eventually delivers
the capacity to the end-user.
While the AS managers are free to use traditional routing methods inside
the AS, routing guided by market prices moves the inter-domain routing from
the network to the trading middlemen outside the network core. Moving out
the routing opens up for a host of new services. They are implemented as
derivative contracts, and the trading to construct the service is determined
by the optimal hedging strategy for a portfolio short in the derivative. New
services can easily be introduced without modifying the network core.
Current protocols use reservation in the routers to allocate resources, or
they only give statistical guarantees. The IntServ protocol [5] reserves per-
flow capacity in each router on the default path. The main critique towards
IntServ is that it will not scale up to the number of flows that go through
the core Internet routers [6].
To avoid IntServ’s scaling problems, the DiffServ protocol [7] classifies
the packets of many flows into a small number of classes. All packets in
one class get the same treatment inside one AS, thus getting a statistical
service guarantee. DiffServ cannot give Quality-of-Service guarantees for the
entire path. When the traffic crosses an AS boundary, the local service level
agreement (SLA) defines how the traffic classes should be translated across
the border. For instance, a receiving AS may down-rank part of the incoming
high class packets if the sender has sent too many.
Source routing comes with the cost of requiring larger packet headers, but
it has the benefit of moving routing decisions to the edges of the network. It is
supported in the popular Internet protocols today. While destination based
routing is the default behavior in IPv4, IPv6, and MPLS, source routing
can be achieved with the loose source route (LSR) IP Option [8] in IPv4,
the Routing Header [9] in IPv6, and by Next Hop Label Forwarding [10] in
MPLS.
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The focus of this paper is not network capacity markets, as they have
been treated elsewhere, but the network architecture, and the components
that are necessary to realize a network in which capacity can be traded
in the above sense. In the next section we will go through the roles and
components of the proposed network architecture, and their relation to the
current Internet standards. Section 3 will discuss the results from a proof-
of-concept implementation of some of the functionality of the network access
node, and section 4 summarizes the results and concludes.
2 Network architecture
The participants in today’s Internet are network providers that sell capacity
between each other on different levels, similar to whole-sale and distributor
levels. The end-users can typically only buy access to a provider’s network. In
this section we describe another network architecture that is intended to allow
the network participants to automatically trade capacity for entire paths,
not just for access. The functionality can be achieved with standard network
components, and without changes to the network core, but the bandwidth
market for end-users changes the customer/provider relationship between
network providers and end-users. The rest of this section goes through the
participants and the components of the proposed network architecture.
2.1 Subnetworks
The network is a super-network composed of many many inter-connected
subnetworks. Each subnetwork is owned by an autonomous organization,
such as an Internet provider, a company, or a university. The network has
border gateways, which are connected to other networks at exchange loca-
tions (see fig. 1). The border gateways have two different roles, they act as
entry or exit gateways. Although one gateway typically performs both tasks,
it is clarifying to distinguish between the two.
The subnetworks are roughly the same networks that today are BGP4
ASes, although they do not need to run the BGP4 protocol or use the AS
numbering. They are centrally managed networks that are connected to one
or more exchange location.
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path: r1, r2, r3
Autonomous network
Border router
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r2
r1
    DATA
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Exchange location
Figure 1: A first class data packet contains the coarse route (r1, r2, r3) in
the packet header. It lists the exit gateways in the different subnetworks the
packet traverses. Subnetworks are interconnected at exchange locations.
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Figure 2: Inside a domain the packet is forwarded along a preconfigured path.
It is up to the network owner to use traffic engineering methods to setup and
balance the load in the internal network.
2.2 Intra- and inter-domain routing
Inside a subnetwork, internal nodes are only concerned with routing the
traffic to the appropriate exit gateway. The subnetwork has preconfigured
routing paths with bounded capacity between its gateways. (see fig. 2) The
paths are set up by existing standard internal routing protocols, or by more
advanced traffic engineering methods that balance the local load (e.g. [11]).
The network handles traffic in two classes, traditional best effort destina-
tion routed traffic, and a new first class source routed traffic. The first class
packet header contains a source route, the list of addresses to the gateway
it should traverse. When a first class packet arrives from an external exit
gateway to an entry gateway, the entry gateway checks the packet header for
the address of the next exit gateway to determine which preconfigured path
to use. The packet is then fast forwarded through the internal network along
the path.
A border gateway that only handles first class traffic can have a very
short, i.e. very fast, routing table. The table only needs to contain entries
for the gateways in the other networks connected to the same exchange loca-
tion, because the first class packet header contains the next border gateway
address. When the packet arrives to an exit gateway, it advances the next-
destination pointer in the packet header, and sends the packet to the next
subnetwork on the path (see fig. 3).
In the network, best effort traffic runs side by side with first class traffic.
Since the network owner is obliged to deliver the first class traffic between
the border gateways, the internal forwarding protocol must support traffic
prioritization. Otherwise, bursts of best effort traffic may cause congestion
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Figure 3: When a packet leaves one subnetwork, the source route in the
packet header is examined by the exit gateway, and the packet is forwarded
to the correct entry gateway of the next subnetwork.
and losses in the first class traffic. The entry gateway tunnels incoming
packets in a QoS capable protocol, or sets the appropriate QoS bits in the
packet header.
Prioritization in an IPv4 network domain can be achieved by using the
precedence bits in the Type-of-service field to give incoming first class traffic
priority over other traffic. If IPv6 is used inside the network domain, the
routers can be configured to use the DiffServ Expedited Forwarding for the
first class traffic [7]. Expedited forwarding is a service class that forwards
the packets with minimal delay. Even if one does not have an IPv6 network,
class-based queuing is built into most popular routers, including Cisco routers
[12], Intel routers (previously Xircom) [13], and Linux computers [14]. If IP
is tunneled over MPLS [10], Cisco routers can use the EXP field to carry the
packet priority, in order to guarantee QoS within the network domain.
A more sophisticated approach is the virtual time scheduling by Zhang et
al. [15]. In it, the packets are stamped with a virtual time stamp that is used
in the queuing inside the network. The packets are forwarded in manner that
allows bounds buffer sizes and network delays to be computed, and therefore
guaranteed.
Source routing and traffic prioritization is implemented in today’s routers,
but it is usually turned off for transit traffic, since, if uncontrolled, it can
be exploited in various computer security attacks, in particular denial of
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Figure 4: Traffic from one part of the network may interfere with other
traffic and cause congestion. Therefore, the network owner must configure
its network to guarantee the capacity for the first class traffic.
service attacks. It is not sufficient to simply turn on the functionality without
improved network access control. In this architecture, network access nodes
control the individual users’ access, in order to prevent packet flooding and
malicious use of source routing.
2.3 Capacity on preconfigured paths
The preconfigured paths between the border routers have bounded capacity.
To determine how much traffic that can be allowed at the border, the path
capacity must be estimated. It can be done by active or passive measurements
[16, 17]. Traffic engineering can be used to rebalance the load of a network
so that the available capacity increases (see [18] for a survey and references
to current methods).
The amount of traffic that can be sent on one path depends on how much
traffic that is sent on other paths. Therefore, the network owner can provide
delivery guarantees on one path only if the traffic on the other paths is limited
so that it cannot interfere and cause congestion in the internal routers on the
path (see fig. 4).
Getting guaranteed service quality from the network implies that the re-
ceived quality should not be disturbed by other flows, such as other senders
that transmit above their allowed rate. Only over-transmitters should expe-
rience congestion loss and loss due to policing. Therefore, the network traffic
limiter must be able to distinguish between individual flows, in order to be
able to give delivery guarantees. However, the large number of flows through
the core border routers makes it infeasible for border gateways to limit traffic
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by other than statistical means, i.e. throwing away random packets (from
some packet class) when congestion occurs.
A shaping strategy that does not live up to these demands is the DiffServ
shaping. It shapes flow aggregates, and is thus unable to provide delivery
guarantees. It shapes traffic on several locations on the path, potentially on
every network provider border crossing. Shaping flow aggregates suffers from
a ”tragedy of the commons” problem [19, 20], which means that average con-
sumers will pay indirectly for the heavy consumers. To address the problems
of DiffServ, the proposed network uses shaping at the network edge. The
shaping is done only once, and for the entire path. The device responsible
for this is the Access Node.
2.4 Access nodes
Today, no shaping of individual flows is done for the entire network path.
Aggregated shaping takes place at many of the AS borders along the path,
but only for the aggregated traffic volume. Traffic shaping late in the path
is disadvantageous, as late drops consume capacity in early routers, without
delivering any packets.
To avoid the problems with statistical shaping in the network, shaping
must be handled at the access nodes where the network users connect to the
Internet. The traffic from one user goes through an access node, and the
access node shapes the traffic from the user to prevent him to send more
than the allowed amount of first class traffic. The access node shapes each
individual flow to a certain configured rate. Excess traffic is reclassified as
ordinary best effort traffic. The traffic is only sent as first-class if there is
enough available capacity on the entire path. Since one access node only
is responsible for a limited number of users, it can shape individual flows
without becoming a bottleneck. Since the traffic is shaped at the network
edge, no shaping of individual flows needs to be performed in the network
core.
The access nodes enforce a distributed access control policy that shape
individual flows, and they control the entire access to the first class capacity
(see fig. 5). An access node on one network may admit traffic that goes
to another network far away. The network owners must therefore trust the
access nodes to not admit more traffic than fits in the capacity owned by the
user.
As was pointed out above, unless the traffic is shaped at the edge, no
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Autonomous network
The Internet
Access node
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Figure 5: The network access is controlled by network access nodes. They
admit access to the core network, the Internet. Each access node is responsi-
ble for a limited number of users. The access node uses only local information
(i.e. o talking to the network routers) to check that the sender owns sufficient
capacity in all the subnetworks that the packet will traverse.
service guarantee can be given, in a scalable way, on the entire path through
the network. As far as the authors are aware, this requires the use of trusted
node. The reason for this is that it is infeasible to do any book-keeping of the
traffic in the network core nodes to detect malicious access nodes. However,
the need for trusted access nodes is a weakness in the architecture. If an
access nodes are compromised, or run by dishonest network managers, they
can admit more than the allowed traffic. The sum of the incoming traffic
in some other AS would then exceed the available capacity, and packet loss
would result. With dishonest network managers, the core network will only
be able to provide statistical guarantees for the traffic. It is not proven
here that it is impossible to provide an access control that can detect access
nodes that admit too much traffic. It may be that such a system can be
constructed, and it would then be an important improvement to the access
control presented here.
2.5 Capacity tokens
Before admitting first-class traffic to the network, the access nodes must be
certain that a user has the right to send through the remote subnetwork. A
user proves its right to send by showing a capacity token to the access node.
Sending on a path spanning many ASes requires tokens for each AS on the
path.
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The tokens are contracts that specify the details regarding the capacity.
A token is a binary strings that is cryptographically signed [21] by a trusted
authority, and therefore it cannot be forged by the user. The tokens must
be such that they cannot be double-spent by the user. The token exchange
protocol must also guarantee that no tokens can be lost or created during
the exchange.
The capacity tokens are traded on the network capacity markets. Users
can exchange the tokens between each other, or though market middlemen.
Since the trading needs to be fast, exchange of tokens between users may
not involve communication with any server in the subnetwork, or the token
exchanges will flood the network with excessive traffic.
To these ends, the token string contains the user’s identity, the entry and
exit gateways of the subnetwork through which the traffic may be sent, the
amount of capacity, a time stamp, and the identity of the access node that
may admit the traffic. The signature can be verified by everybody, but a
signature cannot be forged more easily that an exhaustive search through a
space with size on the order of two to the number of bits in the key.
2.6 Access node configuration
The access node performs three tasks:
• it keeps a list of which capacity tokens that belongs to each user,
• it shapes traffic coming from the users, and
• it adds a source route header to the first class packets.
The access node maintains lists of the owned tokens, routing paths, etc., re-
configures shaping devices, and encapsulates packets in source routing head-
ers.
2.6.1 Token access list
The user’s computer tells the access node that it has acquired network capac-
ity in some subnetworks by showing the capacity tokens. Before the token
is added to the capacity table (see fig. 6), the access node verifies the sig-
nature, and that the token is not already in the table. The user cannot give
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x.y.z.10        exch 0                 exch  1             300
x.y.z.10        exch 1                 exch  2             200
x.y.z.10        exch 2                 exch  3             200
Capacity table Path cache
Owner IP   From exch loc.   To exch. loc   Amount (kb/s) nr    src, dst                         Hops                      amount
45     x.y.z.10,  a.b.c.3        r1, r2, r3                      200
Figure 6: Each access node has a capacity (or token) table in which it lists
the capacity owned and used by each user. The path table lists the explicit
coarse route for a given path, and is the basis for the source route header
that is prepended to the first class packets.
the token to more than one access node, since the name of the access node
is in the token.
When revoking a token from an access node, the user gets a signed receipt
from the access node. This revocation receipt is needed to be able to sell the
capacity on a network capacity market [3].
2.6.2 Headers
When the users sends data, the packets can be of three types:
• best-effort,
• access node routed, or
• explicitly routed.
The user signals the type to the access node by using a signaling field in the
IP packet header.
When receiving a best-effort packet, the access node does nothing with
the packet, and treats it as traditional IP traffic. When receiving an access
node routed packet, the access node constructs a path to the destination, out
of the user’s capacity listed in the capacity table. Finding a path can be done
with a minimal spanning tree algorithm [22]. The path is cached and reused
the next time. The access node routed type is to facilitate the transition
between the normal IP communication, and reserved capacity communication
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LABEL=45
src, port, dest, port
first−class
src routed, lbl, 3 hops
r1, r2, r3
DATA
LABEL=45
src, port, dest, port
first−class
Figure 7: Inside the network, the packet is forwarded encapsulated with a
source routing header. The header is prepended to the packet by the access
node after access has been granted. The encapsulation is removed by the last
exit router.
by removing the need for the user to explicitly reserve a path, and it is
optional to implement in the access node.
When receiving an explicitly routed packet, it is the user that determines
the path. The path access right is verified by the access node, and then
placed in the cache. Each path has an index in the path cache. To send on
a specific path, the index is written into the signaling field of the packet.
For the source routed traffic, i.e. the access node routed and the explicitly
routed traffic, the data packets are encapsulated in a transport protocol
that supports source routing, such as IPv6, MPLS, etc. (see fig. 7) The
encapsulating header contains the coarse path that the packet will take.
2.6.3 Shaping
The traffic that leaves the access node is shaped with a class based token
bucket filter. Class based filters sort the incoming traffic into different classes
and then subjects them to various delays, reclassifications, and routing, de-
pending on the class.
The shaper has one class per path. The class based filter are reconfigured
when the class path table is updated. A filter is configured to admit the
lowest rate on the path. If two paths share a token, the sum of the flows in
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the streams is regulated by an explicit filter for that token.
The shaper does not buffer the packets. Instead, packets that arrive too
fast (“out of profile”) are reclassified as best-effort traffic, and the source
route header is removed.
3 Implementation of the access node
Parts of the shaping functionality described in the previous section was imple-
mented as a proof-of-concept, using the iptables firewall [23], and the iproute2
[14] traffic shaping software available for Linux kernels 2.4 and later.
Iptables is originally a firewall tool that has advanced packet filtering
capabilities, and it is used to set up packet matching rules and actions.
Incoming packets are matched against the rules, and if a rule matches, the
associated action is executed. This can be to drop the packet, or to change
the contents of the packet header, etc.
The class based filter in the access node was implemented with an iproute2
Hierarchical Token Bucket, HTB [14]. The choice of signaling field depend
on the IP version used. For IPv4 we chose to use the TOS field [8] to signal
to the access node. For IPv6, both the DS field and the flowlabel [9] were
considered. Initially we intended to use IPv6 to do the filtering, but it was
abandoned when it was discovered that multiple routing tables are work in
progress, and not yet supported in the Linux IPv6 stack (as of vers. 2.4).
The functionality was implemented, and a network of four virtual Linux
machines was set up (see fig. 8), using the UML software [24]. User Mode
Linux, UML, lets the user run a Linux kernel as a normal process. The
kernel acts as an own host machine, and it can be configured to use a virtual
network, or even to use the real network. The virtual network was used to
verify that the shaping did indeed take place as expected.
The access node functionality is divided into four pieces; an access dae-
mon, a filter, a header writer, and a shaper. Below we show how these were
implemented in the test implementation
3.1 Access daemon
The access daemon (see fig. 9) that manages the capacity list is implemented
as a user space program. This is sufficiently fast, since the daemon only
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Figure 8: The client A wants to send to node D. By signaling in the packet
TOS field, the user can control which path the traffic is sent by the access
node.
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Figure 9: The user communicates with the access daemon to set up paths
and show network tokens, and the access daemon sets up the access filtering,
the header writer that encapsulates packets, and the shaper. The traffic can
then pass rapidly through the access node.
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configures the shaping devices (which run in the OS kernel), and does not
handle the actual traffic.
The access daemon listens for messages from the network users. The
messages are
• addToken(token, revocation key)
• retractToken(token, signature)
• reservePath(path, capacity)
• constructPathTo(dest, capacity)
• unreservePath(path id)
Since the goal of the testbed is to test the shaping functionality, the testbed
does not implement any public key infrastructure, and therefore no crypto-
graphic keys are used. The sender is identified by his IP source address. In
a real-world scenario, the user and the access daemon communicate over an
authenticated, secure channel.
3.1.1 addToken
The token is verified by checking the signature, that the date stamp is greater
than the latest date stamp, and that it is addressed to the access node. The
token and the revocation key is then added to the access node’s list of tokens
for the user. The same token cannot be added twice, because it contains a
date stamp, and the latest date stamp is stored by the access node.
3.1.2 retractToken
It is verified that the sender has the right to retract the token, i.e. that the
signature is made by the private key of the revocation key pair, and that
no reserved paths use the capacity that the token represents. If the token is
used in a path, a command parameter tells if the path should be unreserved,
or if the command should return with an error message. If the token can be
retracted, it is removed from the token list, eventual paths are unreserved,
and a signed receipt that the access node has removed the token is returned.
The token date stamp is stored to prevent the same token being added again.
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3.1.3 reservePath
An explicit list of tokens (or token hash numbers) is given as parameter. The
access node verifies that they form a gap free path, that the tokens belong
to the owner, and that sufficient capacity exists along the path. An unused
path id is chosen and returned to the user. The reserved path is entered into
the path table.
The access filter is configured to send packets on this path to the header
writer.
A packet header is constructed, and the header writer is configured to
write the header to packets on the path.
The shaper is configured to only admit the allowed amount traffic on the
path.
3.2 Access filter
In the testbed, the TOS field was used as the signaling field. The field
determines if the user wants the packet to receive first class or best effort
service, and whether the traffic is explicitly routed or access node routed.
3.2.1 Best effort
If the packet is marked for best effort service, it is sent to the low priority
best effort queue, and is only sent when there is no first class traffic that can
be sent.
3.2.2 Access node routed
If a path matching the source and destination in the packet header exist in
the path table, then the packet is explicitly routed according to that path.
If there is no matching path, the access node constructs such a path, using
a minimal spanning tree algorithm, and enters the path into the path table.
Then the packet is explicitly routed according to that path.
3.2.3 Explicitly routed
In the testbed, the path id was written into the higher bits of the TOS field.
Although the TOS-field is small, it is sufficient with only a small number of
path ids, since they are unique for every source-destination pair. Initially,
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we intended to use the flowlabel field of the packet for IPv6. Under IPv4,
the 20 bit path id was to be appended 20 bits to the end of the packet, and
stripped off by the access node.
The access node extracts the path id from the packet header. If there is
no matching path id in the path table, the packet is sent to the best effort
queue, otherwise it is sent to the header writer.
3.2.4 Implementation
The access filter was implemented by routing rules for the iptables tool and
the iproute2 tool. Iptables is a firewall utility that can select and classify
packets, and iproute2 can shape packets based on various attributes, such as
the iptables class. The user uses iptables to write the desired signaling value
into the TOS-filed, by the rule
The following command configures the user to set the TOS field of its
outgoing packets to a certain value:
> iptables -A PREROUTING -t mangle \
-s <src ip> -d <dst ip> -p tcp --dport <dst port> \
-j TOS --set-tos <value>
The first line tells iptables to match the packet before the kernel routing
is performed. The second line is the matching criteria, specifying that the
packet must have the specified source IP, destination IP, and destination
port. The third line (the -j switch) specifies the action to take if the matching
criteria is fulfilled. We use the action module TOS, which has the ability to
change the value of the TOS field.
3.3 Header writer
In the tests, the testbed uses a stripped version of the header writer in which
the TOS field is interpreted as the id of the source routed path. In the full
testbed, the header writer encapsulates the packet in a packet with a source
routing header. The source routing header for the packet has been prepared
by the access daemon. After the source routing header has been prepended
to the packet, it is sent to the shaper. The header writer is also implemented
with the iptables tool.
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The access daemon can configure the header writer to add the encapsu-
lating header with the help of a new matching module called label, and a
new action module, PREPEND. Label matches on the IP packet flowlabel.
PREPEND takes a hexadecimal byte string which it prepends packet. The
byte string is the precomputed path from the path table.
In an alternative implementation, the iptables line could use the label
filter and the PREPEND action to achieve the header writer functionality.
> iptables -A PREROUTING -t mangle \
-p ipv6 -s <src ip> -m tos --tos 8 -m label <path id> \
-j PREPEND 0x3f0af4400f3ad...
Above, TOS=8 denotes that it is a first class packet, and the hex string in
the end (0x3f0...) is to illustrate the header that should be written to the
packet.
A similar rule for access node routed traffic is added, and a third rule
that sets and resets the relevant fields, including the flowlabel, of best effort
traffic.
3.4 Shaper
The shaper is configured to only allow a certain rate of first class traffic to
leave the access node. Traffic that arrives faster than the configured rate
is called out-of-profile. The shaper can work in two modes, where it either
buffers out-of-profile packets, or reclassifies out-of-profile packets.
3.4.1 Buffer out-of-profile packets
In this mode, the shaper is configured as a hierarchical token bucket (see
fig. 10). The path id determines to which class the packet belongs. The
hierarchical token bucket can be configured to allow the different classes
to borrow capacity from each other, however, this feature must be turned
off here, as it will otherwise admit too much traffic, and cause congestion
downstream. This is done by setting the class configured rate equal to its
ceiling rate.
All packets for which there is no explicitly configured class, i.e. best effort
traffic, are sent to a low priority class with a configured rate of zero but with
an infinite ceiling rate. That means that it will not be guaranteed any service
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root qdisc
handle 1:0
root class
handle 1:1
filters
u32  1 0x000FFFFF at 0 flowid 1:3 
u32  2 0x000FFFFF at 0 flowid 1:4 
u32  3 0x000FFFFF at 0 flowid 1:5 
ceil 1000Mbps
rate 0 
handle 1:2
"best effort" "path 1"
handle 1:3
rate 1Mbps
ceil 1Mbps
"path 2"
handle 1:4
rate 700kbps
ceil 700kbps
"path 3"
handle 1:5
rate 1Mbps
ceil 1Mbps
.
.
.
Figure 10: The queuing discipline for the ’buffer out-of-profile packets’
shaper. The root class has filters that sort the packets into different classes
depending on the path id, which is stored in the flowlabel field of IPv6 pack-
ets. Each class is configured to only admit the lowest rate on the entire
path.
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by the node, but it is able to send as long as no other class may transmit.
All traffic which is out-of-profile is buffered, with one buffer for each class.
This way the sender does not have to adjust its rate, but buffer overflows
may cause buffer drops.
The root qdisc (queuing discipline), and the best effort class are created
with
> tc qdisc add dev eth0 root handle 1:0 htb default 2
> tc class add dev eth0 parent 1:0 classid 1:1 htb \
rate1000 Mbit ceil 1000Mbit
> tc class add dev eth0 parent 1:1 classid 1:2 htb \
rate0 Mbit ceil 1000Mbit
The first line stays that default traffic (all that is not reserved) should go to
class 1:2, the best effort class. The third class creates an intermediary class.
We need to create the intermediary class because children to the root class
cannot borrow capacity from each other. The third line says that the best
effort traffic should not be guaranteed any capacity, but only be sent out
from the access node when there is no first class traffic to send.
To create a traffic class for a path, we add a class and a filter
> tc class add dev eth0 parent 1:1 classid 1:3 htb \
rate 1Mbit ceil 1Mbit
> tc filter add dev eth0 protocol ip parent 1:0 prio 1 \
u32 1 0x000FFFFF at 0 flowid 1:3
which directs packets with flowlabel = 1 to class 1:3.
3.4.2 Unmark out-of-profile packets
In this mode, the shaper has no send buffers. Instead, packets that are out-
of-profile are stripped of their source route header, reclassified as best effort
packets, and sent to the best effort queue. This requires that it is possible
to route packets differently depending on them being in- or out-of-profile.
It is not possible to configure the iproute2 hierarchical token bucket to to
this, although it is possible to write another queuing discipline based on the
HTB that has this ability. However, this was not tested in the experiment
described here.
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Figure 11: Measurement of capacity sharing between flows through an access
node. The total link capacity is bounded to 300 kbit/s. Three flows start at
time 0, 10, and 20 respectively. The first flow ends at time 30. Each flow
is guaranteed 100kbit/s, but may borrow unused capacity from the other
flows. As more flows enter the access node, the throughput approaches the
guaranteed rate. When flows leave, the throughput goes up.
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3.4.3 Comments
The shaper’s ability to shape traffic was measured with tcpdump. In the test
three flows were guaranteed a minimal capacity, but they were able to use
unused capacity of other nodes.
The unmark mode has the advantage that it will not place high demands
of buffer space on the access node. Reclassified packets may be lost during
the transmission through the network, and a sender that uses an ordinary IP
stack will adapt to the loss by reducing the traffic so that only the reserved
rate is sent. Another advantage with the unmark mode is that it can use
more than the reserved capacity when the network is not congested, without
any specific intelligence at the sender side. However, it is possible to achieve
better performance with an application that is aware that some traffic is sent
with best effort service, and some with first class service. By intelligently
choosing which packets that are sent with which service, the application
can minimize the effect of packet loss. This is useful for instance for video
streaming where key frames can be sent with first class service, and frame
modifications can be sent with best effort service.
Alternatives to the HTB shaping setup were also considered. A very
costly but flexible setup is to have the access node configure a virtual network
interface for each network token that a user has provided, where the shaping
device is a stand-in for a real shaping device at the subnetwork edge. The
access daemon then configures the internal routing tables so that a specific
flow is routed (inside the access node) through all the virtual devices before
it exist the node. This has the advantage that flows can share capacity
between each other more flexibly. Consider for instance two flows that both
flow through A and then through B1 or B2 respectively. The flows alternate
between 50 and 150 kbps. If they can share the capacity in A, it is sufficient
to allocate 200 kbps in A, otherwise 300 kbps is necessary. Experimentation
with this setup showed however that the routing in Linux IPv6 cannot handle
this yet. The iptables6 packet support for multiple routing tables is not
implemented yet.
4 Summary and discussion
This paper has described the architectural components for controlling the
access to a network which provides and discriminates between first-class ser-
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vice and best-effort service. The access control is made by an access node
at the network edge. The access node verifies that access has been granted
through all subnetworks that are requested before it admits traffic.
The internal nodes use fast local routing protocols, such as label switch-
ing, for delivering the traffic between network exchange locations. Each
subnetwork is responsible for configuring its internal network so that it guar-
antees the delivery between its border nodes. The path inside the subnetwork
can vary as the network owner uses traffic engineering methods to balance
the local network load.
Since the end user can control the coarse network route by “source rout-
ing”, an external bandwidth market can be used to construct various services
such as failure safe paths, virtual leased lines, etc. The coarse route is en-
tered into the packet header by the access node, but only if the end user has
purchased the necessary capacity on the bandwidth market.
The access node is responsible for three tasks. Granting access, encapsu-
lating the data in a source routing protocol, and shape the traffic so that it
does not exceed the allowed rate.
The modules that execute the tasks are configured by an access daemon.
It is a user level process at the access node that is responsible for the book-
keeping and signaling with the end user, or the service providing middleman
that trades capacity on behalf of the end user. We describe the necessary
protocol for communicating with the access node, and the tables for network
tokens, the path cache, and the backlog. The communication with the ac-
cess daemon uses a public key infrastructure to establish the identities of the
communicating users.
The shaping can handle out-of-profile first class traffic either by buffering
it at the access node, or by reclassify it for best effort service and transmit
it immediately. The setup uses the buffer method.
The access node functionality in this architecture has been implemented
in a testbed with virtual Linux hosts, and a virtual network, running con-
currently on one host. Thus, the real network tools have been used, not
simulated tools. The cryptographic infrastructure is not implemented in this
testbed yet. Experience from the testbed showed that extensions to the kernel
level filters have had to be made to provide all the necessary packet classi-
fication functionality. It also showed that the current Linux IPv6 stack is
not mature enough to handle some configurations. In particular, the current
iptables6 implementation does not correctly handle multiple routing tables.
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