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The Busemann-equation is a classical equation coming from ﬂuid dynamics. The well-
posed problem and regularity of solution of Busemann-equation with nonlinear term
are interesting and important. The Busemann-equation is elliptic in y > 0 and is
degenerate at the line y = 0 in R2. With a special nonlinear absorb term, we study a
nonlinear degenerate elliptic equation with mixed boundary conditions in a piecewise
smooth domain. By means of elliptic regularization technique, a delicate prior estimate
and compact argument, we show that the solution of mixed boundary value problem
of Busemann-equation is smooth in the interior and Lipschitz continuous up to the
degenerate boundary on some conditions. The result is better than the result of classical
boundary degenerate elliptic equation.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The Busemann-equation (see [1,2]) is the following equation
uxx + ymuyy = f (x, y,u) (1.1)
which is a classical equation coming from ﬂuid dynamics. Busemann-equation is elliptic in y > 0 and is hyperbolic in y < 0,
if m is odd. The line y = 0 is degenerate line in R2. In this paper, we study mixed boundary value problem of Busemann-
equation with nonlinear term that f (x, y,u) = up(p > 1) in the following Lipschitz domain Ω:
Ω = {(x, y): 0 < x < 1, 0 < y < 1}.
Clearly, in Ω , the Busemann-equation is elliptic and the line y = 0 is degenerate line. Here we should point out that our
Busemann-equation, boundary conditions and the regularity of boundary do not ﬁt into the following form discussed in
[3–5]:
−
n∑
i, j=1
aij(x)∂
2
i ju +
n∑
i=1
bi(x)∂iu + c(x)u = f (x), x ∈ Q , u|Σ2∪Σ3 = g, (1.2)
where ∂Q ∈ C2, aij(x),bi(x), c(x), f (x) ∈ Cα(Q¯ ) (α > 0), g(x) ∈ C1(Q¯ ) and c(x) > 0. In addition, Σ2 and Σ3 represent the
characteristic (degenerate) part and the noncharacteristic (degenerate or nondegenerate) part of ∂Q respectively, where the
Fichera function b(x) < 0 for x ∈ Σ2. Under these fundamental assumptions and more assumptions, the Lipschitz regularity
or higher regularity of u up to the degenerate boundary was proved in [3–5]. One should keep in mind that the largeness
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for us to use the approach in [3,4] or [5] to study the Lipschitz regularity of weak solution for our problem. The study
about degenerate equations, especially which come from ﬂuid dynamics, has obtained a lot of results. In [6–17], there are
some studies of a variety of patterns of simpliﬁed degenerate equations by either numerical simulations or the analysis.
Here, we specially mention a notable work on the regular reﬂection of weak shocks in [13]. The authors S. Canic, B.L. Keyﬁtz
and H.K. Eun proved the existence of a solution to the weak regular reﬂection problem near the degenerate curve for the
unsteady transonic small disturbance (UTSD) model for shock reﬂection by a wedge. The UTSD equation is described as
follows
ut + uux + v y = 0, vx − uy = 0. (1.3)
It can be derived by asymptotic reduction from the transonic full potential equation when the ﬂow around slender body
at free-stream speed is close to sonic speed (see [13] and so on). In the coordinate system (ζ,η) with ζ = ξ + η24 and
ξ = xt , η = yt , system (1.3) can be replaced by the second-order equation by eliminating v
Q (u) =
(
(u − ζ )uζ + u
2
)
ζ
+ uηη = 0. (1.4)
In the domain Ω which is very near to the degenerate line, they only show that (1.4) has a solution
u ∈ C2+α(Ω) ∩ C(Ω¯) if the artiﬁcial Dirichlet boundary value is given in the small subsonic domain. In this paper, by
means of elliptic regularization technique, a delicate prior estimate and compact argument, we show that the solution of
mixed boundary value problem of Busemann-equation with nonlinear term is smooth in the interior and Lipschitz con-
tinuous up to the degenerate boundary on some conditions. The result is better than classical result of degenerate elliptic
equation with Dirichlet boundary problem. We believe that this kind of regularity result on the solution will be rather
useful. Why we can obtain the result which beats the general results of Kohn and Nirenberg [3], or Oleinic and Radkevic
[5]. The reasons are not easy to see from the classical theory. But it can be seen from the [14,15]. In [14,15], a mixed bound-
ary value problem of nonlinear boundary degenerate elliptic equation was studied. If it is above zero on the degenerate
boundary, then the regularity at the boundary is Hölder with Hölder exponent 1/2. If it is below zero on the degenerate
boundary, then it is Lipschitz. Our paper is organized as follows: In Section 2, we propose the problem and propositions.
In Section 3, to overcome the diﬃculties caused by the degeneracy, we will use the technique of elliptic regularization.
This derives a uniform elliptic equation depending on the small parameter 	 > 0. Thanks to the special structure in the
regularized equation and boundary conditions, we can obtain some prior estimates on the regularized solution and its ﬁrst
order derivative, which is independent of the parameter 	 . In Section 4, a compact argument yields the proof on the Main
Theorem.
2. Problem and proposition
We assume that Ω = {(x, y): 0 < x < 1, 0 < y < 1}, and Σ1 = {(1, y): 0 < y < 1}, Σ2 = {(x,1): 0 < x < 1}, Σ3 =
{(0, y): 0 < y < 1}, Σ4 = {(x,0): 0 < x < 1}. We consider the following problem
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
uxx + ymuyy = up (p > 1, m 2) in Ω,
α1ux + β1uy + c1u = f1(x, y) 0 on
{
(1, y): 0 < y  1
}
,
α2ux + β2uy + c2u = f2(x, y) 0 on
{
(x,1): 0 x 1
}
,
α3ux + β3uy + c3u = f3(x, y) 0 on
{
(0, y): 0 < y  1
}
,
u = f4(x, y) 0 on Σ¯4,
(2.1)
where α1 < 0, β1 < 0, c1 < 0; β2 < 0, c2 < 0; α3 > 0, β3 < 0, c3 < 0; p > 1, m  2; f1, f2, f3, f4 are bounded, smoothing
enough and
f ′′4xx  f
p
4 .
Proposition 1. For any h 0, if the following problem
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
uxx +
(
ym + h)uyy = up (p > 1, m 2) in Ω,
α1ux + β1uy + c1u = f1(x, y) 0 on
{
(1, y): 0 < y  1
}
,
α2ux + β2uy + c2u = f2(x, y) 0 on
{
(x,1): 0 x 1
}
,
α3ux + β3uy + c3u = f3(x, y) 0 on
{
(0, y): 0 < y  1
}
,
u = f4(x, y) 0 on Σ¯4
(2.1′)
has a solution u ∈ C2(Ω) ∩ C(Ω¯) and u  0, then the solution is unique.
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wxx +
(
ym + h)wyy = (up1 − up2 ) in Ω,
α1wx + β1wy + c1w = 0 on
{
(1, y): 0 < y  1
}
,
α2wx + β2wy + c2w = 0 on
{
(x,1): 0 x 1
}
,
α3wx + β3wy + c3w = 0 on
{
(0, y): 0 < y  1
}
,
w = 0 on Σ¯4.
Let w(x0, y0) = max(x,y)∈Ω¯ w(x, y). If (x0, y0) ∈ Ω and w(x0, y0) > 0, then (wxx + (ym + h)wyy)|(x0,y0)  0 and
(up1 − up2 )|(x0,y0) > 0. This is impossible. If (x0, y0) ∈ Σ¯1 and w(x0, y0) > 0, then (α1wx + β1wy + c1w)|(x0,y0) < 0. This
is impossible. If (x0, y0) ∈ Σ¯2 and w(x0, y0) > 0, then (α2wx + β2wy + c2w)|(x0,y0) < 0. This is impossible. If (x0, y0) ∈ Σ¯3
and w(x0, y0) > 0, then (α3wx + β3wy + c3w)|(x0,y0) < 0. This is impossible. If (x0, y0) ∈ Σ¯4, then w(x0, y0) = 0. Hence
w(x, y) 0. Similar w(x, y) 0. Hence w ≡ 0, and u1 = u2. We complete the proof of Proposition 1. 
3. The uniform estimates on solution to regularized problem of (2.1)
First, we consider the following regularized approximate problem of (2.1):⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
uxx +
(
ym + 	)uyy − 	u = u|u|p−1 (p > 1, m 2) in Ω,
α1ux + β1uy + c1u = f1(x, y) 0 on
{
(1, y): 0 < y  1
}
,
α2ux + β2uy + c2u = f2(x, y) 0 on
{
(x,1): 0 x 1
}
,
α3ux + β3uy + c3u = f3(x, y) 0 on
{
(0, y): 0 < y  1
}
,
u = f4(x, y) 0 on Σ¯4,
(3.1)
where 	 > 0. Then, for the ﬁxed 	 > 0, (3.1) is uniformly elliptic equation in Ω with Dirichlet boundary condition on
degenerate boundary and discontinuous oblique boundary condition on the rest of boundary. From Theorem 1 of [18],
Theorem 4 of [19] and Schauder approach (see [20,21]), problem (3.1) has a unique solution u	 ∈ C1(Ω¯) ∪ C2(Ω) and
u	  0. Write Ωδ = {(x, y) ∈ Ω: dist((x, y),Σ4) > δ > 0}. By the classical elliptical theories (see [20,21]), we have
Lemma 1. There is an M1 > 0, independent of 	 , such that 0 u	  M1 in Ω .
Note 1. By u	  0 and Proposition 1, the solution u	 of problem (3.1) is the solution of the following problem also:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
uxx +
(
ym + 	)uyy − 	u = up (p > 1, m 2) in Ω,
α1ux + β1uy + c1u = f1(x, y) 0 on
{
(1, y): 0 < y  1
}
,
α2ux + β2uy + c2u = f2(x, y) 0 on
{
(x,1): 0 x 1
}
,
α3ux + β3uy + c3u = f3(x, y) 0 on
{
(0, y): 0 < y  1
}
,
u = f4(x, y) 0 on Σ¯4.
(3.2)
Lemma 2. There is an M2(δ) > 0, independent of 	 , such that u	 ∈ C1+2α(Ω¯δ) (0 < 2α < 1) and ‖u	‖1+2α,Ω¯δ  M2(δ), if
(x, y) ∈ Ω¯δ , where
‖u	‖1+2α,Ω¯δ = sup
(x,y)∈Ω¯δ
|u	 | + sup
(x,y)∈Ω¯δ
|u	x| + sup
(x,y)∈Ω¯δ
|u	 y|
+ sup
(x,y)	=(x′,y′)
(x,y),(x′,y′)∈Ω¯δ
|u	x(x, y) − u	x(x′, y′)|
(
√
(x− x′)2 + (y − y′)2)2α
+ sup
(x,y)	=(x′,y′)
(x,y),(x′,y′)∈Ω¯δ
|u	 y(x, y) − u	 y(x′, y′)|
(
√
(x− x′)2 + (y − y′)2)2α .
Let S = {(x, y): (x, y) is the corner point of Ω}. Write Sδ = {(x, y): dist((x, y), S) δ}.
Lemma 3. u	 ∈ C3(Ωδ \ Sδ) and there is an M3(δ) > 0, independent of 	 , such that |∇3u	 | M3(δ), if (x, y) ∈ Ωδ \ Sδ).
Lemma 4.Write v = |∇u	 |2 + cu2	 with c > 0 large enough. If the maximum value of v can be obtained in Ω , then there is an M4 > 0,
independent of 	 , such that v  M4 .
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u	xxx +
(
ym + 	)u	xyy − 	u	x = pup−1	 u	x. (3.3)
Multiplying u	x on the both side of (3.3), we have
u	xxxu	x +
(
ym + 	)u	xyyu	x − 	u2	x = pup−1	 u2	x. (3.4)
Similarly, we have
u	xxyu	 y +
(
ym + 	)u	 yyyu	 y +mym−1u	 yyu	 y − 	u2	 y = pup−1	 u2	 y . (3.5)
(3.4) + (3.5), we have
vxx +
(
ym + 	)v yy − 2(u2	xx + u2	xy)− 2(ym + 	)(u2	xy + u2	 yy)
+ 2mym−1u	 yyu	 y − 2c
(
ym + 	)u2	 y − 2cu2	x − 2c(ym + 	)u	u	 yy
− 2cu	u	xx − 2	v = 2pup−1	 v − 2cpup+1	 − 2	u2	 . (3.6)
If (x	, y	) ∈ Ω , and v(x	 , y	) = max(x,y)∈Ω v > 0.
Case 1: lim	→0 y	 = δ > 0. The Lemma 4 is obtained by Lemma 2.
Case 2: lim	→0 y	 = 0.
I1 =
(
vxx +
(
ym + 	)v yy)∣∣(x	 ,y	 )  0,
I2 = −2u2	xx − 2
(
ym + 	)(u2	xy + u2	 yy) 0,
I3 = −2cu	u	xx − 2c
(
ym + 	)u	u	 yy,
I4 = −2u2	xy + 2mym−1u	 yu	 yy − 2cu2	x − 2c
(
ym + 	)u2	 y,
I5 = −2	v −2	u2	 .
By uxx + (ym + 	)uyy − 	u = up (p > 1, m 2), then
I3 = −2cu	u	xx − 2c
(
ym + 	)u	u	 yy = −2c(up+1	 + u2	) 0;
by v y = 2u	xu	xy + 2u	 yu	 yy + 2cu	u	 y = 0 on (x	, y	) and Hölder inequality, then on (x	, y	):
I3 + I4 = −2u2	xy − 2mym−1(u	xu	xy + cu	u	 y) − 2cu2	x − 2c
(
ym + 	)u2	 y − 2c(up+1	 + u2	)
 J − 2mcym−1u	u	 y − 2c
(
up+1	 + u2	
)− 2c(ym + 	)u2	 y,
where
J = −2u2	xy − 2mym−1u	xu	xy − 2cu2	x.
By Hölder inequality, we get: |−2mym−1u	xu	xy| 2u2	xy + 12m2 y2(m−1)u2	x . Hence, if c m2 > 12m2, noticing 0 < y < 1, we
have J  0, and
I3 + I4 = −2u2	xy − 2mym−1	 (u	xu	xy + cu	u	 y) − 2cu2	x − 2c
(
ym	 + 	
)
u2	 y − 2c
(
up+1	 + u2	
)
−2mcym−1	 u	u	 y − 2c
(
up+1	 + u2	
)− 2c(ym	 + 	)u2	 y(c m2).
If m = 2, then by Hölder inequality, on (x	 , y	):
I3 + I4  2cu2	 + 2cy2	u2	 y − 2c
(
up+1	 + u2	
)− 2c(y2	 + 	)u2	 y −2cup+1	 .
If m > 2, then by Hölder inequality, on (x	 , y	):
I3 + I4 m2cym−2	 u2	 − 2c
(
up+1	 + u2	
)
.
Notice lim	→0 y	 = 0, c m2 and we choose 	 small enough, then, on (x	, y	)
I3 + I4  0.
From (3.6) and I5, we get
2pup−1	 v − 2cpup+1	  0.
Hence, we complete the proof of Lemma 4. 
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an M5 > 0, independent of 	 , such that |v| < M5 .
Proof. If (x	, y	) ∈ Σ1, and v(x	 , y	) = max(x,y)∈Σ1 v > 0. Then v y = 2(u	xu	xy + u	 yu	 yy + cu	u	 y)|(x	 ,y	 ) = 0 and vx =
2(u	xu	xx + u	 yu	xy + cu	u	x)  0 if (x, y) ∈ Bδ((x	 , y	)) ∩ Ω for some small δ > 0. Noticing boundary condition on Σ1,
then ⎧⎪⎨
⎪⎩
(u	xu	xy + u	 yu	 yy + cu	u	 y)
∣∣
(x	 ,y	 )
= 0,
α1ux + β1uy + c1u = f1(x, y) on Σ1,
uxx + (ym + 	)uyy − 	u = up on Σ1.
(3.7)
From Lemma 3, we have
α1uxy + β1uyy + c1uy = f ′1y(x, y) on Σ1. (3.8)
Case 1: If |u	x|(x	 ,y	 ) < M or |u	 y|(x	 ,y	 ) < M , then the result is true by (3.7) and Lemma 1.
Case 2: If
lim
	→0 |u	x|(x	 ,y	 ) = lim	→0 |u	 y|(x	 ,y	 ) = +∞,
by (3.7), we have
lim
	→0
u	x
u	 y
= −β1
α1
.
By (3.7), (3.8), we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
u	xy =
f ′1yu	 y − c1u2	 y + cβ1u	u	 y
α1u	 y − β1u	x
u	 yy =
− f ′1yu	x + c1u	xu	 y − cα1u	u	 y
α1u	 y − β1u	x
u	xx =
( f ′1yu	x − c1u	xu	 y + cα1u	u	 y)(ym + 	)
α1u	 y − β1u	x + 	u	 + u
p
	
on (x	, y	) ∈ Σ1. (3.9)
Noticing
1
2u2	 y
vx = 1
u2	 y
(u	xu	xx + u	 yu	xy + cu	u	x) on (x	, y	), (3.10)
by (3.9) and lim	→0 u	xu	 y = −
β1
α1
< 0, we claim
vx < 0 for small 	 > 0.
In fact,
lim
	→0
cu	u	x
u2	 y
= 0,
lim
	→0
u	 yu	xy
u2	 y
= lim
	→0
f ′1yu2	 y − c1u3	 y + cβ1u	u2	 y(
α1u	 y − β1 u	xu	 y
)
u3	 y
= − c1α1
α21 + β21
< 0,
u	xu	xx
u2	 y
= ( f
′
1yu
2
	x − c1u2	xu	 y + cα1u	u	xu	 y)(ym + 	)(
α1u	 y − β1 u	xu	 y
)
u3	 y
+ 	u	u	x + u
p
	 u	x
u2	 y
= J1
(
ym + 	)+ J2.
But
lim
	→0 J2 = lim	→0
	u	u	x + up	 u	x
u2	 y
= 0
and
lim
	→0 J1 = lim	→0
( f ′1yu2	x − c1u2	xu	 y + cα1u	u	xu	 y)(
α1u	 y − β1 u	xu	 y
)
u3	 y
= − c1β
2
1
(α21 + β21 )α1
< 0,
then
lim
	→0
u	xu	xx
u2
= lim
	→0 J1
(
ym + 	)+ lim
	→0 J2  0.	 y
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vx < 0 for small 	 > 0.
This is impossible. We complete the proof of Lemma 5. 
Lemma 6. Let v = |∇u	 |2 + u2	 . If the positive maximum value of v can be obtained on Σ3 = {(0, y): 0 < y < 1}, then there exists
an M6 > 0, independent of 	 , such that |v| < M6 .
Proof. If (x	 , y	) ∈ Σ3, and v(x	 , y	) = max(x,y)∈Σ3 v > 0. Then v y = 2(u	xu	xy + u	 yu	 yy + cu	u	 y)|(x	 ,y	 ) = 0 and vx =
2(u	xu	xx + u	 yu	xy + cu	u	x) 0 if (x, y) ∈ Bδ((x	, y	)) ∩ Ω for some small δ > 0. Noticing u	 y|(x	 ,y	 ) 	= 0 and boundary
condition on Σ3, then⎧⎪⎨
⎪⎩
(u	xu	xy + u	 yu	 yy + cu	u	 y)
∣∣
(x	 ,y	 )
= 0,
α13ux + β13uy + c13u = f3(x, y) on Σ3,
uxx +
(
ym + 	)uyy − 	u = up on Σ3.
(3.11)
From Lemma 3, we have
α13uxy + β13uyy + c13uy = f ′3y(x, y) on Σ3. (3.12)
Case 1: If |u	x|(x	 ,y	 ) < M or |u	 y|(x	 ,y	 ) < M , then the result is true by (3.11) and Lemma 1.
Case 2: If
lim
	→0 |u	x|(x	 ,y	 ) = lim	→0 |u	 y|(x	 ,y	 ) = +∞,
by (3.11), we have
lim
	→0
u	x
u	 y
= −β3
α3
> 0.
By (3.11), (3.12), we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
u	xy =
f ′3yu	 y − c3u2	 y + cβ3u	u	 y
α3u	 y − β3u	x
u	 yy =
− f ′3yu	x + c3u	xu	 y − cα3u	u	 y
α3u	 y − β3u	x
u	xx =
( f ′3yu	x − c3u	xu	 y + cα3u	u	 y)(ym + 	)
α3u	 y − β3u	x + 	u	 + u
p
	
on (x	, y	) ∈ Σ3. (3.13)
Noticing
1
2u2	 y
vx = 1
u2	 y
(u	xu	xx + u	 yu	xy + cu	u	x) on (x	, y	),
by (3.13) and lim	→0 u	xu	 y = −
β3
α3
> 0, similar to the proof of Lemma 5, we have
vx > 0 for small 	 > 0.
This is impossible. We complete the proof of Lemma 6. 
Lemma 7. Let v = |∇u	 |2 + u2	 . If the maximum value of v can be obtained on Σ2 = {(x, y): 0 x 1, y = 1}, then there exists an
M7 > 0, independent of 	 , such that |v| < M7 .
Proof. From Lemma 2 and Theorem 1 of [20], we complete the proof of Lemma 7. 
Lemma 8. Let v = |∇u	 |2 + cu2	 . If the maximum value of v can be obtained on Σ4 = {(x, y): 0 < x < 1, y = 0}, then there exists
an M8 > 0, independent of 	 , such that |v| < M8 if f ′′4xx  f p4 .
Proof. First, we let
w(x, y) = μye−γ y + f4(x),
where μ > 0, γ > 0. Then we have
wx = f ′4x, wxx = f ′′4xx  f p, wy = μe−γ y − μγ ye−γ y, wyy = μγ 2 ye−γ y − 2μγ e−γ y .4
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wxx +
(
ym + 	)wyy − 	w  wp in Ωγ0 = {(x, y): 0 < x < 1, 0 < y < γ0},
and
w = f4 on (x,0) ∈ Σ¯4,
w  u	(x, γ0) on (x, γ0) ∈ Σ¯ ′2 =
{
(x, γ0): 0 x 1
}
,
α1wx + β1wy + c1w  f1 on (1, y) ∈ Σ¯ ′1 =
{
(1, y): 0 < y  γ0
}
,
α3wx + β3wy + c3w  f3 on (0, y) ∈ Σ¯ ′3 =
{
(0, y): 0 < y  γ0
}
,
then we have
u	 − f4 μye−γ y .
Similarly
f4 − u	 μye−γ y .
Hence |u	 − f4|μye−γ y and we complete the proof of Lemma 8. 
Corollary. For any ∀	 > 0, there exists an M > 0, independent of 	 , such that
|∇u	 | M.
4. Main Theorem and its proof
Main Theorem. The problem (2.1) has a unique classical solution u ∈ C2(Ω) ∩ C0+1(Ω¯) and u is Lipschitz continuous to boundary
of Ω .
Proof. The uniqueness of solution of problem (2.1) is obtained by Proposition 1. We only prove the existence of solution of
problem (2.1). By Lemmas 1–8 and Corollary, there exists a u ∈ Cα(Ω¯) (0 < α < 1) such that u = lim	i→0 u	i on Ω¯ . First,
we prove u satisﬁes uxx + ymuyy = up in Ω . For any (x0, y0) ∈ Ω , there exists a δ > 0 such that (x0, y0) ∈ Ωδ \ Sδ , from
Lemmas 1–3, we get: u ∈ C2+α(Ωδ \ Sδ) ∩ C1+α(Ω¯δ)(0 < α < 1). Because
u	i xx +
(
ym + 	i
)
u	i yy − 	u	i = up	i (p > 1, m 2) in Ωδ \ Sδ,
hence we get: ∇u	i → ∇u (	i → 0) at (x0, y0) ∈ Ωδ \ Sδ and
uxx + ymuyy = up (p > 1, m 2), |∇u| M at (x0, y0) ∈ Ωδ \ Sδ.
Then u ∈ C0+1(Ω¯) ∩ C2+α(Ω) (0 < α < 1) and
uxx + ymuyy = up (p > 1, m 2) in Ω.
Second, we prove u satisﬁes the boundary condition. On {(1, y): 0 < y  1}: For any (1, y0) ∈ {(1, y): 0 < y  1}, there
exists a δ > 0 such that (1, y0) ∈ Ωδ \ Sδ . Because u ∈ C2+α(Ωδ \ Sδ) (0 < α < 1) and
α1u	i x + β1u	i y + c1u	i = f1(x, y) 0 at (1, y0) ∈
{
(1, y): 0 < y  1
}
,
hence
α1ux + β1uy + c1u = f1(x, y) 0 at (1, y0) ∈
{
(1, y): 0 < y  1
}
,
and
α1ux + β1uy + c1u = f1(x, y) 0 on
{
(1, y): 0 < y  1
}
.
On {(x,1): 0 x 1}: For any (x0,1) ∈ {(x,1): 0 x 1}, there exists a δ > 0 such that (1, y0) ∈ Ω¯δ . Because u ∈ C1+α(Ω¯δ)
(0 < α < 1) (by Lemma 2) and
α2u	i x + β2u	i y + c2u	i = f2(x, y) 0 at (x0,1) ∈
{
(x,1): 0 x 1
}
,
hence
α2ux + β2uy + c2u = f2(x, y) 0 at (x0,1) ∈
{
(x,1): 0 x 1
}
,
and
α2ux + β2uy + c2u = f2(x, y) 0 on
{
(x,1): 0 x 1
}
.
190 Z. Xu et al. / J. Math. Anal. Appl. 357 (2009) 183–190On {(0, y): 0 < y  1}: For any (0, y0) ∈ {(0, y): 0 < y  1}, there exists a δ > 0 such that (0, y0) ∈ Ωδ \ Sδ . Because
u ∈ C2+α(Ωδ \ Sδ) (0 < α < 1) and
α3u	i x + β3u	i y + c3u	i = f3(x, y) 0 at (0, y0) ∈
{
(0, y): 0 < y  1
}
,
hence
α3ux + β3uy + c3u = f3(x, y) 0 at (0, y0) ∈
{
(0, y): 0 < y  1
}
,
and
α3ux + β3uy + c3u = f3(x, y) 0 on
{
(0, y): 0 < y  1
}
.
On {(x,0): 0 x 1}: By Lemma 1 and Corollary, u ∈ Cα(Ω¯) (0 < α < 1) such that u = lim	i→0 u	i on Ω¯ , and u	i = f4(x, y)
on {(x,0): 0 x 1}, we get
u = f4(x, y) on
{
(x,0): 0 x 1
}
.
We complete the proof of Main Theorem. 
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