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Abstract
We study nonnegative solutions of the ﬁltration equation ut ¼ DjðuÞ in RNðNX2Þ; where j
is continuous, increasing and sublinear. More precisely, we study the Razor Blades, i.e.,
solutions which may be singular at jxj ¼ 0 for t40; and start with zero initial data. We ﬁrst
prove a nonexistence result when j is too sublinear and we show an axial trace result in the
other case: there exist a time t  tðuÞ and a Radon measure l on ½0; tÞ such that
ut ¼ DjðuÞ þ d0#lðtÞ in D0ðRN 	 ½0; tÞÞ:
Then u has a strong singularity on jxj ¼ 0 for any t4t: We then prove existence of such
solutions for any l and t as above, and give a uniqueness result for those solutions. Finally, we
make a complete study of self-similar solutions (in the power case) which classify the possible
asymptotic behaviours.
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1. Introduction
In this paper, we intend to give a complete classiﬁcation of the nonnegative
solutions to the sublinear ﬁltration equation
ut ¼ DjðuÞ in D0ðRN
*
	 ð0;NÞÞ; ð1:1Þ
where NX2: More precisely, we assume that uðx; 0Þ ¼ 0 for xa0; but allow inﬁnite
values of u on the t-axis fjxj ¼ 0g and want to classify the different solutions which
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may exist. Let us ﬁrst recall that there is an important literature concerning similar
investigations for elliptic and parabolic equations like
ðEÞ  Du7uq ¼ 0; ðPÞ ut  Du þ uq ¼ 0:
For the elliptic equation (E), these works were initiated ﬁrst by Serrin [31] (see also
[17,22,33]). We refer to the book of Ve´ron [34] for a complete overview of such
results, as well as further references. Concerning parabolic equations, let us mention
the works of Brezis–Friedman [5] and Kamin–Peletier [19,20], where singularities are
considered in the initial data. In the case of the heat equation with absorption (P),
existence of a so-called Very Singular Solution (VSS) was discovered by Brezis et al.
[6] and Galaktionov et al. [16]. This special solution, which may be viewed as a
classical solution with initial data ‘‘þN  d0’’ plays an important role in describing
singular solutions and long-time behaviour. Then, generalizations of the VSS were
obtained for porous medium and p-Laplace equations [26,27], respectively:
ðPMEÞ ut  Dum þ uq ¼ 0;
ðPLEÞ ut  divðjrujp2ruÞ þ uq ¼ 0;
and a complete classiﬁcation of singular solutions for (PME) was performed by
Kamin et al. in [21].
More recently, Marcus and Ve´ron introduced the concept of Trace for (E) and (P),
which allows for a complete classiﬁcation of solutions by means of generalized Borel
measures [23–25], and the author extended their results to (PME) in [8,9] (and with
Vazquez in [13]). Let us recall that a nonnegative Borel measure n may be written as
n ¼ ðS; mÞ; where n blows-up on some compact set SCRN and m is a Radon
measure on the regular set R ¼ RN\S: Thus, in the case n ¼ þNd0; we have the
decomposition S ¼ f0g; m ¼ 0:
In the case of the so-called fast-diffusion equation
ut ¼ Dum; 0omo1; ð1:2Þ
existence of solutions with singular initial data was shown by Brezis–Friedman [5],
and Pierre [29] showed that the initial trace of distributional solutions is necessarily
locally bounded (i.e., it is a Radon measure). Hence, general Borel measures such as
‘‘þN  d0’’ are not allowed in this setting. However, Vazquez and Ve´ron [32]
obtained a singular solution in the range mcomo1; mc ¼ ðN  2Þ=N; which has the
self-similar form
Uðx; tÞ ¼ Ctjxj2
 ! 1
1m
; C40: ð1:3Þ
This solution was named Razor Blade in [32] referring to the way the singularity
advances along the t-axis. We will use the same terminology here, but in a somewhat
wider sense (see deﬁnition below). The particularity of this solution is reﬂected in the
fact that the constant singularity at x ¼ 0 is strong, i.e., U is never locally integrable
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near x ¼ 0:
8r; t40;
Z
Brð0Þ
Uðx; tÞ ¼ þN:
Hence U is not a distributional solution, although it is a classical solution for xa0:
As for equation (P), this special solution is very important to describe more general
singularities and the asymptotic behaviour of solutions. In this spirit, the author and
J.L. Vazquez extended the whole theory of weak solutions of (1.2) to take into
account solutions like (1.3), which was named infinite point-source solution (IPSS) in
[11,12]. The nondistributional theory developed there is complete since we showed
well-posedness of the Cauchy-problem with initial data any Borel measure, but only
strong singularities are allowed for t40: Thus, this theory leaves out solutions with
weak singularities, i.e., integrable singularities of u; like in the following example (see
for instance [30]):
ut  Dum ¼ d0ðxÞ#1ðtÞ in RN 	 ð0;NÞ;
uðx; 0Þ ¼ 0 in RN :
(
ð1:4Þ
It is the purpose of this paper to give a complete description of all singular
solutions which start with zero initial value for xa0 and which may be singular on
the t-axis, that is on the set fx ¼ 0; tX0g: Thus, we include solutions like (1.3) and
(1.4) in order to complete the works initiated in [11,12]. We also complete previous
studies of singularities for parabolic equations in which singularities were only
supported at time t ¼ 0: Moreover, we will perform the analysis for the more general
ﬁltration equation (1.1).
The ﬁltration function j is assumed here to be sublinear. The analysis for super-
linear j’s will be performed in [10]. Thus, we assume that 0pjðuÞpCum for some
C40 and mo1: However, it is well-known at least in the case jðuÞ ¼ um; that if m is
too small, namely
0ompmc ¼ N  2
N
;
then no fundamental solution exists, whereas they always exist if m4mc: This
phenomenon is due to the fact that below mc; if the initial data is too singular, then it
does not diffuse (see [5,29]). Technically speaking, this is also a consequence of the
lack of regularizing effect from L1 into LN when mpmc:
We will thus make an extensive use of the works of Dahlberg and Kenig [15] who
studied the weak solutions of
ut ¼ DjðuÞ in RN 	 ð0;NÞ; ð1:5Þ
under the following assumptions: the ﬁltration function j is continuous in ½0;NÞ;
with jð0Þ ¼ 0; j is derivable in ð0;NÞ and there exists two constants g; m such that
mcogp
uj0ðuÞ
jðuÞ pmo1:
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We will follow the same assumptions in this paper, and call Lnsub the class of such
ﬁltration functions j that are concave, but we will study a different class of
solutions: we consider a function uX0 in %Q ¼ RN 	 ½0;NÞ such that
(H1) uAC0ð %Q;Rþ,fþNgÞ:
(H2) ut ¼ DjðuÞ in D0ðRN
*
	 ð0;NÞÞ:
(H3) uðx; 0Þ ¼ 0 for xa0:
If u is continuous in RN 	 ð0;NÞ; then the works of [15] prove that necessarily,
either u  0; or u is a fundamental solution with mass c40: In any other case, we will
call u a Razor Blade.
Deﬁnition 1. A Razor Blade is a function uX0 satisfying (H1)–(H3) which is not
zero and not a fundamental solution. In particular, u is not bounded near x ¼ 0; at
least for some t40:
We can always assume that
sðuÞ ¼ infft40 j uðx; tÞ40 for some xARNg ¼ 0;
thus leaving out the possibility that u be identically zero on some time interval ð0; tÞ:
The case sðuÞ40 can be treated by initializing the problem at t ¼ sðuÞ: Note also
that a Razor Blade u could become continuous in the whole space RN after some
time s40; thus becoming a weak solution on RN 	 ðs;NÞ: As we shall see, in some
sense, any Razor Blade is of type (1.4) on some interval ð0; tÞ (with a measure
instead of 1ðtÞ), and then of type (1.3) for t4t: Let us now mention our main
results:
(A) Nonexistence when 0pgpmpmc: In this range, we prove that no singular
solution can exist. This is a consequence of the fact that isolated points have zero
capacity in W 2;1=ð1mcÞ; hence the t-axis is not ‘‘seen’’ by the equation. This result was
already proved in [11] in the power case. Thus, in the rest of the paper we shall
assume that mcogpmo1; and we note Lnsub the class of such ﬁltration functions.
(B) Infinite point-source solutions. This kind of solutions have only strong
singularities at x ¼ 0 for any t40; and they only exist for jALnsub: In the case
jðuÞ ¼ um; existence and uniqueness of the IPSS was obtained in [11] after
separation of variables. For general j’s, existence is easily obtained by taking limits
of fundamental solutions, but separation of variables is not available to us. Thus, we
use another proof to show uniqueness of the IPSS.
(C) Existence of an axial trace. If jALnsub; we prove that the behaviour of singular
solutions near the t-axis may be described as follows: for any singular solution u;
there exists a time tðuÞA½0;N and a measure lAMþð½0; tÞÞ such that
ut ¼ DjðuÞ þ d0ðxÞ#lðtÞ in D0ðRN 	 ½0; tÞÞ;
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while u has a standing strong singularity on the axis for any t4t:
8t4t; 8r40;
Z
jxjor
uðx; tÞ dt ¼ þN:
Thus, we may describe the ‘‘trace’’ of u on the axis by trjxj¼0ðuÞ ¼ ðl; tÞ; also noting
S ¼ ½t;NÞ (the singular set). The possible presence of initial mass placed at x ¼ 0 is
then included in l: it is exactly lð0Þ: The techniques involved here are rather close to
the ones that were used by different authors for elliptic equations.
(D) Existence of Razor Blades. We prove existence of singular solutions possessing
an arbitrary axial trace ðl; tÞ for jALnsub: This is achieved by considering the
equation with a forcing term and passing to the limit when the forcing term
converges weakly to the axial measure.
(E) Uniqueness of Razor Blades. Our uniqueness result is based upon the works of
Dahlberg and Kenig [15], through the use of a minimal solution with a given axial
trace. Thus we prove that any Razor Blade is uniquely determined by its axial trace
ðl; tÞ; which gives the complete classiﬁcation of such solutions.
(F) Self-similarity and asymptotic behaviour. In the power case jðuÞ ¼ um; with
mcomo1 and ðlðtÞ; tÞ ¼ ðts;þNÞ the Razor Blade has the special form:
uðx; tÞ ¼ taf ðxtbÞ;
where f satisﬁes an elliptic equation. Note that in this case, the IPSS is given by
(1.3). From the behaviour of f at x ¼ 0; we deduce the following asymptotics:
If som=ð1 mÞ; u behaves like ts=m when t-þN:
If s ¼ m=ð1 mÞ; u behaves like tm=ð1mÞ when t-þN; but not like (1.3).
If s4m=ð1 mÞ; u behaves like (1.3) when t-þN:
On the other hand, in presence of strong singularities, i.e., if toN; then u behaves
like (1.3) when t-þN:
The paper ends with a comments section and an appendix.
2. Preliminaries
2.1. Notations and assumptions
We consider the class Lsub of sublinear ﬁltration functions j satisfying:
jAC0ð½0;NÞÞ; jð0Þ ¼ 0; j0 exists everywhere on ð0;NÞ; j0ðuÞ40 for u40 and
such that for some g and m;
0ogpuj
0ðuÞ
jðuÞ pmo1: ð2:1Þ
Moreover, we require the normalization condition jð1Þ ¼ 1: As we pointed out in
the Introduction, the critical exponent mc ¼ ðN  2Þþ=N plays a crucial role in the
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existence of solutions. Thus we are led to consider the following subclass Lnsub of
ﬁltration functions:
Deﬁnition 2. The subclass Lnsub consists of concave ﬁltration functions jALsub
satisfying
mcogp
uj0ðuÞ
jðuÞ pmo1: ð2:2Þ
As a consequence, there exists some constant n40 such that
ugpjðuÞpum for uX1; ð2:3Þ
0pjðuÞpun for 0ouoN; ð2:4Þ
0pjðuÞpub for 0ouo1; ð2:5Þ
where b ¼ minfm; ng: Moreover,
gug1pj0ðuÞpmum1 for uX1: ð2:6Þ
Let us recall (see Deﬁnition 1) that a Razor Blade u is a nonnegative function which
is not identically zero, and not a fundamental solution of (1.5), satisfying
(H1) uAC0ð %Q;Rþ,fþNgÞ:
(H2) ut ¼ DjðuÞ in D0ðRN
*
	 ð0;NÞÞ:
(H3) uðx; 0Þ ¼ 0 for xa0:
Any Razor Blade u may be considered as a solution of
ut ¼ DjðuÞ in D0ðRN
*
	 ½0;NÞÞ;
since we assume that uðx; 0Þ ¼ 0 in the continuous sense for jxja0:
2.2. Weak solutions of the nonsingular problem
We refer to [15] for proofs of the following facts concerning the ﬁltration equation:
ut ¼ DjðuÞ in D0ðRN 	 ð0;NÞÞ:
Let us ﬁrst recall the local L1- and LN-estimates of Dahlberg and Kenig: Hj is the
function
HjðsÞ ¼
1 if 0oso1;
sp½jðsÞ=sN=2 if s41;
(
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where pX1 is a constant depending only on N and g; m; and
cx0;R ¼ c
x  x0
R
 
RN ; cACN0 ðRNÞ; 0pcp1;
c ¼ 1 in BR and c ¼ 0 in fjxj42Rg: For any y40; we note
CyðcÞ ¼
Z
RN
jDcj 11yc y1y
 1y
;
and there exists a c ¼ %c such that Cbð %cÞ; Cmð %cÞoN; where b ¼ minfm; ng: Note
that Cyð %cx0;RÞ ¼ R2Cyð %cÞ: Then we have:
Theorem 2.1 (Dahlberg–Kenig). Let jALsub: Then for any continuous weak solution
u of ut ¼ DjðuÞ in B2Rðx0Þ 	 ½s; t; there exists two constants C1; C2 such that if
max
Z
RN
uðx; tÞ %cx0;RðxÞ dx;
Z
RN
uðx; sÞ %cx0;RðxÞ dx
	 

pC1;
Z
RN
uðx; tÞ %cx0;RðxÞ dx
 1b

Z
RN
uðx; sÞ %cx0;RðxÞ dx
 1b
pC2jt  sj=R2:
If the max is greater than C1; then
Z
RN
uðx; tÞ %cx0;RðxÞ dx
 1m

Z
RN
uðx; sÞ %cx0;RðxÞ dx
 1m
pCjt  sj=R2:
If, moreover, we assume that mcogpmo1; that is, jALnsub; then for any weak
solution uAC0ðB4Rðx0Þ 	 ½0; T Þ; if t=R241; we have
sup
xABRðx0Þ
Hjðuðx; tÞÞ
pC 1
tN=2
Z
B4Rðx0Þ
uðx; 0Þ dx þ Gjðt=R2Þ  ðt=R2ÞN=2
( )
: ð2:7Þ
In fact, the Cauchy problem is well-posed provided jALnsub:
Theorem 2.2 (Dahlberg–Kenig). Let jALnsub: Then any continuous distributional solution
u of ut ¼ DjðuÞ has a trace at t ¼ 0 which is a Radon measure. Moreover, for any Radon
measure m; there exists one and only one continuous solution u with initial trace m:
In particular, we have existence and uniqueness of fundamental solutions, i.e., the
solutions vc with initial data cd0:
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2.3. Nonexistence of Razor Blades
We begin with the nonexistence of Razor Blades and fundamental solutions when
jALsub; with 0ogpmomc: This result extends Lemma 10.2 of [11], and the proof is
similar.
Theorem 2.3. Let jALsub with 0ogpmomc and uAC0ðRN
*
	 ½0;NÞÞ such that
ut ¼ DjðuÞ in D0ðRN
*
	 ½0;NÞÞ:
Then u  0 a.e. in RN 	 ½0;NÞ:
Proof. For T40 arbitrary, we will ﬁrst prove that uAL1ð0; T ; L1locðRNÞÞ: Since f0g
has zero C2;1=ð1mÞ-capacity (because momc), there exists a sequence vnACN0 ðRNÞ
such that 0pvnp1; vn ¼ 1 on a neighbourhood of f0g and vn-0 in W 2;1=ð1mÞðRNÞ:
For a4 2
1m; and cAC
N
0 ðRNÞ; nonnegative, we use the test function
zan ¼ ½cð1 vnÞaACN0 ðRN* Þ:Z
uðtÞzan 
Z t
0
Z
jðuÞDzan ¼ 0; ð2:8Þ
since the support of zn is outside f0g: Then we estimateZ t
0
Z
jðuÞjDzanjpCðzanÞ
Z T
0
Z
uzan
 m
with
CðzanÞ ¼ T1m
Z
jDzanj
1
1mz
 am
1m
n
 1m
pCðm; NÞjjcjjW 2;1=ð1mÞðRN Þ:
The estimate of CðzanÞ comes from easy computations and the fact that ð1 vnÞ
remains bounded in W 2;1=ð1mÞðRNÞ: Thus integrating (2.8) on ð0; TÞ; one getsZ T
0
Z
uzanpC0
Z T
0
Z
uzan
 m
: ð2:9Þ
Hence it follows that for some constant C00 depending only on m; N and
jjcjjW 2;1=ð1mÞðRN Þ; Z T
0
Z
uzanpC00ðm; N; jjcjjW 2;1=ð1mÞðRN ÞÞ: ð2:10Þ
Passing to the limit when n goes to inﬁnity, and using the fact that c is arbitrary, we
obtain that uAL1ð0; T ; L1locðRNÞÞ: Now we take cACN0 ðRN 	 ½0; TÞÞ; and put zn ¼
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cð1 vnÞ as test function, where vn is as above:Z
uðtÞzn 
Z t
0
Z
u@tzn 
Z t
0
Z
jðuÞDzn ¼ 0:
When n goes to inﬁnity, the two ﬁrst terms converge by dominated convergence and
for the last one, we use both the fact that zn -
n-N
j in W 2;1=ð1mÞðRNÞ; and that
jðuÞAL1=mð0; T ; L1=mloc ðRNÞÞ (because jðuÞpC2um and (2.10)), so thatZ t
0
Z
jðuÞDzn -
n-N
Z t
0
Z
jðuÞDc:
Hence we obtain that u satisﬁesZ
uðtÞc
Z t
0
Z
uct 
Z t
0
Z
jðuÞDc ¼ 0;
which means that uAL1ð0; T ; L1locðRNÞÞ-C0ðRN 	 ½0; TÞÞ is a solution of
ut  DjðuÞ ¼ 0 in D0ðRN 	 ð0; TÞÞ;
with zero initial data. We have now to prove that u  0: Let us ﬁrst note that by the
estimates of Dahlberg–Kenig (see Theorem 2.1 with s ¼ 0), one has for some
constant C ¼ Cðm; T ; NÞ40; and R big enough:Z
BRðx0Þ
uðx; tÞ dtpCRN2=ð1mÞ:
Actually, the estimates of Proposition 5.1 are valid for x0a0; but since the constants
are independent of x0 (and u is locally integrable near x0), we have also the estimate
at x0 ¼ 0: The problem now is that since mpmc; letting R go to inﬁnity does not yield
uðtÞ ¼ 0: However, using the same technique as in the proof of [18, Theorem 2.3],
one easily obtains that u  0 almost everywhere:
If we set wðxÞ ¼ R t0 jðuÞðx; sÞ ds; which is deﬁned almost everywhere in RN ; then
w is subharmonic (in the sense of distributions). Indeed, if cACN0 ðRNÞ; cX0;
/Dw;cS ¼
Z t
0
Z
RN
jðuÞDc ¼
Z
RN
uðtÞcX0;
and thus
wðx0Þp C
RN
Z t
0
Z
BRðx0Þ
wðxÞ dx
p C
0
RN
Z t
0
RNð1mÞ
Z
BRðx0Þ
uðsÞ
" #m
ds
pC00R2m=ð1mÞ;
which goes to zero when R goes to inﬁnity. &
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2.4. Some comparison results
The following result is proved in [11, Proposition 1.4] in the case jðuÞ ¼ um: The
adaptation to j’s satisfying (2.2) requires only minor changes.
Lemma 2.4. Let jALnsub; O a regular open subset of R
N (not necessarily bounded)
and u; v be two weak solutions of
ut ¼ DjðuÞ in D0ðO	 ðt1; t2ÞÞ:
We assume that u and v are continuous in %O	 ½t1; t2 and that uðx; tÞpvðx; tÞ on
@O	 ðt1; t2Þ: Then for every tAðt1; t2Þ; and every R40; noting OR ¼ O-BRð0Þ; we
have the estimateZ
OR
ðu  vÞþðtÞp
Z
O2R
ðu  vÞþðt1Þ þ C  RN2=ð1mÞ:
In particular, if uðt1Þpvðt1Þ; then
upv in %O	 ½t1; t2:
Proof. Let us ﬁrst assume that j is smooth and that u; v are also smooth. Then it is
clear that using (5.2) and (5.3), the method employed in [11, Proposition 1.4] applies
with obvious adaptations. Now, to handle the general case, let us notice that by
Corollary 2.8 of [15], any weak solution may be viewed as a local uniform limit of
smooth solutions fukg for the problem associated with a smooth jk: Hence we derive
the inequality for the uk and vk and pass to the limit to get the same for u and v: &
We end this section by the ‘‘Radiation Lemma’’, which was done in the power case
in Lemma 2.1 of [11]. Although the adaptations here are easy, we give a proof since
we shall refer frequently to this result in the present paper.
Lemma 2.5. Let jALnsub and uAC
0ðQ;Rþ,fþNgÞ such that, noting O ¼
fðx; tÞ j uðx; tÞoNg;
ut ¼ DjðuÞ in D0ðOÞ:
Assume that there exists a point yARN and a sequence tn-0 such that for any r40;Z
BrðyÞ
uðx; tnÞ dx -
tn-0
þN:
Then for any c40; noting vcdy the fundamental solution with mass c at x ¼ y; we have
uXvcdy in R
N 	 ð0;NÞ:
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Proof. The proof is almost the same as in the case jðuÞ ¼ um [11, Lemma 2.1]: Let y
be as above, c40 ﬁxed and 0oroR: We choose t40 such thatZ
BrðyÞ
uðx; tÞ dxX2c;
and since the integral may be inﬁnite, let fAC0ðBRðyÞÞ with compact support in
BrðyÞ such that
0pf ðxÞouðx; tÞ;
Z
BrðyÞ
f ðxÞ dx ¼ c;
which is always possible if t is small enough. Let vc;r be the solution of the following
problem:
@tvc;r ¼ Djðvc;rÞ in BRðyÞ 	 ðt; TÞ;
vc;rðx; tÞ ¼ 0 on @BRðyÞ 	 ðt; TÞ;
vc;rðx; tÞ ¼ f ðxÞ in BRðyÞ:
8><
>:
Assuming temporarily that u and vc;r are positive and smooth in OR ¼ O-fBRðyÞ 	
ðt; TÞg; we may compare them exactly as in [11, Lemma 2.1]:
0 ¼ vc;rðx; tÞouðx; tÞ on @BR 	 ðt; TÞ;
while vc;rðtÞouðtÞ in BR by deﬁnition of vc;r: Thus, vc;r and u remain strictly ordered
up to a time
t0 ¼ maxftAðt; TÞ j uðx; tÞ4vc;rðx; tÞ 8xABRðyÞg4t:
If t0 is ﬁnite, then there exists a x0ABRðyÞ such that uðx0; t0Þ ¼ vc;rðx0; t0Þ and clearly
x0e@O because u is inﬁnite on @O: Thus there exists a small cylinder
%BZðx0Þ 	 ½t1; t0CO-fBRðyÞ 	 ðt; t0g:
In this small cylinder, by continuity and positivity of both u and vc;r; we see that it is
impossible for them to touch (because u  vc;r40 in this set, satisﬁes a
nondegenerate equation), thus t0 is inﬁnite, which proves that
u4vc;r in BRðyÞ 	 ðt; TÞ:
Now using Corollary 2.8 of [15], we know that in the general case, u and vc;r may be
approximated by smooth, positive solutions in OR; (and a smooth j), so that after
passage to the limit,
uXvc;r in BRðyÞ 	 ðt; TÞ:
The proof ends as in [11] by letting r-0; t-0 : vc;r converges to the fundamental
solution with mass c at y; but in BRðyÞ 	 ð0; TÞ: Finally R-þN gives by
uniqueness:
uðx; tÞXvcdyðx; tÞ in RN 	 ð0; TÞ;
hence the result since T40 is arbitrary. &
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3. The inﬁnite point-source solution
We now deﬁne a special kind of Razor Blade, which is the IPSS. This kind of
solution, having strong singularities at x ¼ 0 for any t40 was completely studied in
[11] in the case jðuÞ ¼ um: We give below a generalization of our results.
Deﬁnition 3. An IPSS is a Razor Blade such that for any t40; any r40;Z
Brð0Þ
uðx; tÞ dx ¼ þN:
3.1. Existence of maximal and minimal IPSS
We will construct below two IPSS, a minimal and a maximal one.
Lemma 3.1. Let jALnsub and for any c40; let vc be the fundamental solution with
mass c placed at x ¼ 0: Then
%
Ujðx; tÞ ¼ lim
csþN vcðx; tÞ
is an IPSS which has the self-similar form
%
Ujðx; tÞ ¼
%
f ðjxjt1=2Þ;
%
fAC0ð0;NÞ: ð3:1Þ
Moreover, for any other IPSS u;
uX
%
Uj in Q:
Proof. It is clear that the limit
%
Uj exists in R
N
*
	 ½0;NÞ by local uniform estimates in
this set (see (2.7) with vc ¼ 0 outside x ¼ 0), the limit being monotone. Moreover,
%
Uj is continuous in R
N
*
	 ð0;NÞ; and is not integrable near x ¼ 0 for any t40 (by
the estimates of Theorem 2.1 with s ¼ 0; when c-þN). Thus
%
Uj is indeed an
IPSS. Now we deﬁne the scaling operator
Tkuðx; tÞ ¼ uðkx; k2tÞ;
which transforms any solution u into another solution Tku: In particular, Tkvc is
another fundamental solution, but the mass is changed:
Tkvcð0Þ ¼ kNd0ðxÞ:
Thus by uniqueness of continuous solutions,
vckN ðx; tÞ ¼ Tkvcðx; tÞ ¼ vcðkx; k2tÞ:
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Letting c increase to þN yields the following invariance for
%
Uj:
%
Ujðx; tÞ ¼
%
Ujðkx; k2tÞ;
and taking k ¼ 1=t1=2 gives
%
Ujðx; tÞ ¼
%
Ujðxt1=2; 1Þ ¼
%
f ðjxjt1=2Þ:
Since
%
Uj is continuous in R
N
*
	 ð0;NÞ; it is clear that
%
fAC0ð0;NÞ: Finally, the
minimality of
%
Uj comes from the Radiation Lemma (Lemma 2.5), with y ¼ f0g:
since u is an IPSS, then for any c40;
uXvc in Q;
so that letting c-þN gives the result. &
Lemma 3.2. Let jALnsub and for e; c40; let us consider the weak solution ve;c in Q
with initial data
ve;cð0Þ ¼
c if jxjpe;
0 if jxj4e:
(
Then
%Uj ¼ lim
er0
lim
csþN ve;c
is an IPSS which has the self-similar form %Ujðx; tÞ ¼ %fðjxjt1=2Þ; with %fAC0ð0;NÞ:
Moreover, for any IPSS u; we have
up %Uj in Q:
Proof. The existence of %Uj does not pose any problem, as well as the properties of %f;
provided we prove that %Uj has the self-similar form. This last property will follow
from the maximality of %Uj; as we shall see later. Let us ﬁrst prove that %Uj is indeed
the maximal IPSS.
It is clear (by local uniform estimates) that when c-þN; Ue ¼ lim vc;e exists and
it is a continuous function in Qe ¼ fjxj4eg 	 ½0;NÞ; such that
@tUe ¼ DjðUeÞ in D0ðQeÞ:
Moreover, we claim that for any yABeðxÞ;
Ueðx; tÞX
%
Ujðx  y; tÞ in Q: ð3:2Þ
This claim comes again from the Radiation Lemma (Lemma 2.5), with any yABeðxÞ:
In fact, we prove that for any c40; Ueðx; tÞXvcðx  y; tÞ and pass to the limit as
c-þN: Thus (3.2) proves that Ue  þN on Be 	 ð0;NÞ; and that
UeAC0ðQ;Rþ,fþNgÞ; that is, Ue tends to þN as jxj-e; locally uniformly in
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time. When e decreases to zero, we get in the limit,
%Ujðx; tÞX
%
Ujðx; tÞ in Q;
which proves that %Uj is indeed an IPSS since %Uj satisﬁes the equation in R
N
*
	
ð0;NÞ and %Ujðx; 0Þ ¼ 0 for xa0:
Now for any IPSS u; and any e40; we may compare u with Ue in Qe: we ﬁrst
use Lemma 2.4 with O ¼ fjxj4e0g and t1 ¼ 0: For any t40 and e0 sufﬁciently
close to e;
Ueðx; t þ tÞXuðx; tÞ on jxj ¼ e0; tX0;
Ueðx; tÞXuðx; 0Þ ¼ 0 on jxjXe0;
so that
uðx; tÞpUeðx; t þ tÞ in jxjXe0; tX0:
Letting t-0 and e0-e yields
uðx; tÞpUeðx; tÞ in Qe:
Thus when e-0; we ﬁnd up %Uj; which proves that %Uj is maximal.
Finally, we prove the self-similar form for %Uj: notice that
Tk %Ujðx; tÞ ¼ %Ujðkx; k2tÞ
is another IPSS, which implies (by maximality of %Uj) that for any k40;
%Ujðkx; k2tÞp %Ujðx; tÞ:
But changing the variables this way: kx ¼ y; k2t ¼ s yields that for any k40;
%Ujðy; sÞp %Ujðy=k; t=k2Þ;
so that %Uj has the self-similar form
%Ujðx; tÞ ¼ %fðjxjt1=2Þ ¼ %Ujðxt1=2; 1Þ;
and continuity of %f follows from the continuity of %Uj: &
3.2. Uniqueness of the IPSS
The uniqueness of the IPSS was shown in [11] by using the separate-variable form
Uj ¼ t1=ð1mÞf ðxÞ; where f satisﬁes a well-known elliptic problem which has a unique
solution. However, for general j’s, this separate-variable form is not available to us,
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which implies to ﬁnd some new argument. In fact the proof is quite simple, but we
need before to study the behaviour of
%
f:
Lemma 3.3. Let
%
f be as in Lemma 3.1. Then
%
f is nonincreasing on ð0;NÞ; and
lim
Z-0þ %
fðZÞ ¼ þN; lim
Z-þN %
fðZÞ ¼ 0:
Proof. We will note
%
f ¼ f : The limit at þN is easily shown: we know that
%
Uj is
continuous up to t ¼ 0 for xa0 and takes on the zero initial data for xa0; so that
for xa0;
f ðjxjt1=2Þ ¼
%
Ujðx; tÞ-
t-0
0;
which implies that f-0 when Z-þN:
Step 1. Monotonicity in the smooth case. Let us assume that j and f are smooth.
Then we write the equation satisﬁed by f under the form:
½ðj 3 f Þ0ZN10 ¼ 1
2
ZNf 0: ð3:3Þ
Assume that there exists ZAð0;NÞ such that f 0ðZÞ40: Then there exists a
neighbourhood of Z where f 0 remains positive, so that f is locally increasing. Since
f goes to zero at inﬁnity, there exists a point Z040 and an e40 such that
f 0ðZ0Þ ¼ 0 and f 0o0 in Z0; Z0 þ e½:
Thus we integrate (3.3) between Z0 and Z1AZ0; Z0 þ e½:
ðj 3 f Þ0ZN1Z1Z0¼ jð f ðZ1ÞÞf 0ðZ1ÞZN11 ¼ 12
Z Z1
Z0
ZNf 0ðZÞ dZ40:
But we reach a contradiction since j040 and f 0ðZ1Þo0: Thus, in the case when j
and f are smooth,
f 0p0 on ð0;NÞ:
In fact, the exact assumption needed is that jAC1; which implies that f is regular
where it is positive.
Step 2: Monotonicity in the general case. Since j is not assumed to be smooth, we
approximate it by smooth ﬁltration functions jk; such that jk-j locally uniformly
in ð0;NÞ; and let vkc be the fundamental solution with initial data cd0 associated with
jk: Then from Theorem 2.1 follows a local uniform bound of the v
k
c in R
N
*
	 ½0;NÞ;
which is also uniform with respect to k since Hjk converges to Hj locally uniformly
in ð0;NÞ: Thus when c increases to þN; we have a uniform convergence (with
respect to kAN and ðx; tÞ in compact subsets of RN
*
	 ½0;NÞ) of the vkc to the
E. Chasseigne / J. Differential Equations 187 (2003) 72–10586
minimal IPSS associated with jk; noted
%
Ujk : Since the convergence is uniform with
respect to k; we may write
lim
c-þN limk-þN
vkc ¼ lim
k-þN
lim
c-þN v
k
c ;
which yields
%
Uj ¼ lim
k-þN %
Ujk :
By Step 1, we know that Z/
%
fkðZÞ ¼
%
UjkðZ; 1Þ is nonincreasing in ð0;NÞ; thus the
same result holds for Z/
%
fðZÞ ¼
%
UjðZ; 1Þ in the limit.
Step 3. Limit at Z ¼ 0: Since
%
f is nonincreasing, we know that the following limit
exists:
lim
Zr0þ %
fðZÞA½0;N:
Now this limit cannot be ﬁnite because
%
Uj is not integrable near x ¼ 0 for t40: Thus
lim
Z-0 %
fðZÞ ¼ þN;
which ends the lemma. &
Thanks to this lemma, we can now prove the uniqueness of the IPSS.
Theorem 3.4. Let jALnsub: Then there exists a unique IPSS noted Uj:
Proof. We give below a simple proof which works in the case N ¼ 1: We only need
to show that %Uj ¼
%
Uj: Since
%
Ujðx; tÞ ¼
%
fðjxjt1=2Þ; let us consider the function
Weðx; tÞ ¼
%
fðjxjt1=2  eÞ in Pe ¼ fjxjt1=24eg:
It is clear that We is a solution of ut ¼ DjðuÞ in Pe which takes on the value þN on
fjxjt1=2 ¼ eg (by Lemma 3.3). Thus we are able to compare We with %Uj in this set.
In fact, we shall ﬁrst compare WeðtÞ and %Ujðt  tÞ on
Qe;t ¼ fjxjt1=2Xeg-ft4tg;
in order to avoid the problem at ðx; tÞ ¼ ð0; 0Þ: Then
Weðx; tÞ ¼ þNX %Ujðx; t  tÞ on fjxjt1=2 ¼ eg-ft4tg;
Weðx; tÞX %Ujðx; 0Þ ¼ 0 on fjxjt1=2 ¼ eg:
However, Qe;t is not regular so that we may consider a sequence fQng of regular
open sets converging to Qe;t: If n is big enough, Qn is sufﬁciently close to Qe;t and
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thus by continuity of the solutions, we have
Weðx; tÞX %Ujðx; t  tÞ on @Qn:
By a variant of Lemma 2.4 (see [11, Proposition 1.4], with obvious adaptations
concerning the surface integrals), we obtain
Weðx; tÞX %Ujðx; t  tÞ in Qn:
Letting successively n-þN; t-0 yields
Weðx; tÞX %Ujðx; tÞ in Pe;
and ﬁnally e-0 gives the result:
%
UjX %Uj in RN
*
	 ð0;NÞ:
Hence
%
Uj  %Uj; which establishes uniqueness of the IPSS. &
3.3. Solutions having only strong singularities
We end this section with the construction of another kind of Razor Blade, starting
with nonzero initial data for x ¼ 0; which will be useful later on. This lemma comes
from our work with Juan-Luis Vazquez [11] in the case jðuÞ ¼ um: In fact, the
arguments we used there hold also for our j’s since they only rely upon a basic
comparison lemma (Lemma 2.4), and the Radiation Lemma 2.5. We thus omit the
proofs.
Lemma 3.5. Let jALnsub and u0AC
0ðRN
*
Þ; u0X0: Then there exists a unique
uAC0ðRN 	 ½0;NÞ;Rþ,fþNgÞ such that
ut ¼ DjðuÞ þ u0ðxÞ#d0ðtÞ in D0ðRN
*
	 ½0;NÞÞ;
and u has strong singularities on x ¼ 0 for any t40:
Proof. See [11]. &
4. The axial trace result
We now turn to the question of giving a sense to the value of singular solutions on
the t-axis. In fact, we shall see that either we are in presence of a strong singularity at
any time t40 (the IPSS), or we can deﬁne the trace of u on jxj ¼ 0 by the second
member created in the equation.
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Theorem 4.1. Let jALnsub and u be a Razor Blade. Then either u  Uj (the IPSS), or
there exists a t  tðuÞA0;N such that
uAL1locð½0; tÞ 	 RNÞ; while for any t4t; uðtÞeL1locðRNÞ:
In particular, uðtÞXUjðt  tÞ for any t4t:
Proof. If, there exists a sequence tn-0 such that
R
Brð0Þ uðx; tnÞ-þN for any r40;
then we prove as in the Radiation Lemma [11] that for any c40; uXvc where vc is
the fundamental solution with mass c40 concentrated at x ¼ 0: Letting c-þN
yields that uXUj; which proves that u is an IPSS. Thus by uniqueness of the IPSS,
u  Uj:
Now, if ucUj; we can deﬁne t by
t ¼ supft40 j uðx; tÞAL1locðRNÞg
and it is clear that uðtÞ is not integrable for any t4t: Moreover, the lower estimate
for such a solution comes also from the Radiation Lemma (Lemma 2.5). &
We shall noteS ¼ ½t;NÞ and R ¼ Rþ\S; according to the notations employed in
[11]. We now prove the axial trace result on R ¼ ½0; tÞ :
Theorem 4.2. Let jALnsub and u be a singular solution and t ¼ tðuÞ as above. Then
there exist a measure l in Mþð½0; tÞÞ; such that
ut ¼ DjðuÞ þ d0ðxÞ#lðtÞ in D0ðRN 	 ½0; tÞÞ:
Proof. Since uAL1locð½0; tÞ 	 RNÞ; we may consider the distribution
T ¼ ut  DjðuÞAD0ð½0; tÞ 	 RNÞ:
Since ut ¼ DjðuÞ in Q* ; and uð0Þ ¼ 0; the support of T is included in f0g 	 ½0; t;
and thus T has necessarily the form
T ¼ d0ðxÞ#lðtÞ þ
XN
i¼1
@id0ðxÞ#siðtÞ;
where l and fsigi¼1::N are Radon measures on ½0; tÞ: Indeed, if we use a test function
and look at the integration by parts formula in an exterior ball jxj4r; we see that T
is of order zero in t and order 1 in x: Moreover, if we consider a test function of the
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form ceðxÞ ¼ cðx=eÞ; where 0pcp1 has compact support in B1ð0Þ; we ﬁnd thatZ
uðtÞce 
1
e2
Z t
0
Z
jðuÞðDcÞðx=eÞ dx dt
¼
Z t
0
cð0; sÞ dlðsÞ þ 1
e
XN
i¼1
Z t
0
@icð0; sÞ dsiðsÞ:
But
1
e2
Z t
0
Z
jðuÞDcðx=eÞ

p 1e2
Z t
0
Z
jxjoe
jðuÞðx; tÞ dx dt
p eN2
Z t
0
Z
jxjo1
jðuÞðy; tÞ dy dt;
which remains bounded as e-0 for NX2: SinceZ
uðtÞce and
Z t
0
cð0; sÞ dlðsÞ
remain also bounded as e-0; we deduce that necessarily, si ¼ 0 for any i ¼ 1yN;
and the result is proved. Moreover, it is clear that the measure l is nonnegative, by
taking suitable test functions. &
Deﬁnition 4. Let jALnsub: For any Razor Blade u; we thus deﬁne the axial trace of u
by
trjxj¼0ðuÞ ¼ ðl; tÞ:
Remark. The initial value at t ¼ 0 of any Razor Blade may be cd0; for some cX0 (or
c ¼ þN for the IPSS). In fact, this initial value is taken into account in lð0Þ; hence
if toN; we may either write ut ¼ DjðuÞ þ d0ðxÞ#lðtÞ in D0ðRN 	 ½0; tÞÞ; or
ut ¼ DjðuÞ þ d0ðxÞ#lðtÞ in D0ðRN 	 ð0; tÞÞ;
uð0Þ ¼ lð0Þ in the sense of weak convergence
in measure:
8><
>:
5. Existence of razor blades
We begin with the following estimates for the problem with a forcing term.
Proposition 5.1. Let jALnsub smooth and u0AC
N
0 ðRNÞ; fACN0 ðQÞ both nonnegative.
Then if u is a smooth solution of the following problem:
ut  DjðuÞ ¼ f in D0ðRN 	 ð0;NÞÞ;
uð0Þ ¼ u0 in RN ;
(
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we have the following bounds for u:
sup
tA½0;T 
Z
RN
uðx; tÞ dx;
Z t
0
Z
RN
uðx; tÞ dx dtpjjf jjL1ðQÞ þ jju0jjL1ðRN Þ:
Moreover, for any pomþ 2=N; there exists a Cðp; g; m; N; R; T ; u0; f Þ40 such thatZ T
0
Z
BR
uðx; tÞppCðp; g; m; N; R; T ; jju0jjL1ðB2RÞ; jjf jjL1ðB2R	ð0;TÞÞÞ:
Proof. Step 1. We denote by Cð f ; u0Þ the quantity
Cð f ; u0Þ ¼ jjf jjL1ðQÞ þ jju0jjL1ðRN Þ;
and following [18], we consider a test function cy; where cACN0 ðOÞ; 0pcp1 and
c ¼ 1 on BR; c ¼ 0 outside B2R: Then clearly,Z
RN
uðx; tÞcyðxÞ dx 
Z t
0
Z
RN
jðuÞDðcyÞpCð f ; u0Þ; ð5:1Þ
and we can estimate (see [18, Lemma 3.1])
Z t
0
Z
RN
jðuÞjDðcyÞjpCðcÞ
Z t
0
Z
RN
ucy
 m
; ð5:2Þ
with
CðcÞpc0RNð1mÞ2 ¼ CðRÞ: ð5:3Þ
Then writing XðtÞ ¼ R t0 RRN uc; we obtain the inequality
d
dt
X ðtÞpCð f ; u0Þ þ CðRÞX mpCðRÞðX þ 1Þ þ Cð f ; u0Þ:
Then using Gro¨nwall’s lemma, we get
XðtÞpfCð f ; u0Þ þ CðRÞgeCðRÞt;
which implies thatZ t
0
Z
BR
uðx; tÞ dx dtpfCð f ; u0Þ þ c0RNð1mÞ2gec0RNð1mÞ2t:
Since m4mc; Nð1 mÞ  2 is negative so that letting R increase to inﬁnity yieldsZ t
0
Z
RN
uðx; tÞ dx dtpCð f ; u0Þ:
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Then we come back to (5.1), using (5.2) and (5.3) to getZ
BR
uðx; tÞ dxpCðRÞ
Z t
0
Z
RN
uj
 m
þCð f ; u0Þ;
hence the result after letting R-þN; since CðRÞ-0 and uAL1ðQÞ:
Step 2: We now turn to the local estimate, which is done in [?] in the case of the
equation ut ¼ Dum  up; m41: The presence of the reaction term f instead of up
does not change the arguments of the proof, so that we shorten some passages: let us
take fACN0 ðB2RÞ with 0pfp; f ¼ 1 on BR; jrfjpCR1 and let us multiply the
equation by uað1þ uaÞ1f2: After integrating by parts, we obtain
Z
B2R
f2
Z uðx;tÞ
0
sa
1þ sa ds dx
þ 4að1 aÞ2
Z t
0
Z
B2R
f2 u
2a
ð1þuaÞ2 j
0ðuÞjru1a2 j2 dx dt
p
Z t
0
Z
B2R
2f
ua
ð1þ uaÞ rjðuÞrf dx dt
þ
Z t
0
Z
B2R
f2
ua
ð1þ uÞa f dx dtþ
Z
B2R
f2
ua
ð1þ uÞau0 dx:
By the Schwarz inequality,Z t
0
Z
B2R
2f
ua
ð1þ uaÞrjðuÞrf dx dt


p 2að1 aÞ2
Z t
0
Z
B2R
f2
u2a
ð1þ uaÞ2 j
0ðuÞjru1a2 j2 dx dt
þ CðaÞ
Z t
0
Z
B2R
u1þaj0ðuÞjrfj2 dx dt;
and thus we get Z t
0
Z
B2R
f2
u2a
ð1þ uaÞ2j
0ðuÞjru1a2 j2 dx dt
pCða; R; jjf jjL1ðB2R	ð0;TÞÞ; jju0jjL1ðB2RÞÞ
	 1þ
Z t
0
Z
B2R
u1þaj0ðuÞjrfj2 dx dt
	 

:
Using (2.6), we obtain
C01
Z t
0
Z
B2R
f2
u2a
ð1þ uaÞ2u
g1jru1a2 j2 dx dt
pCða; R; f ; u0Þ 1þ C02
Z t
0
Z
B2R
umþajrfj2 dx dt
	 

:
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Now if we put u1 ¼ maxfu; 1g; and using ug1jru
1a
2 j2 ¼ Cða; gÞjruma2 j2; we obtain
for some C ¼ Cða; g; m; R; jjf jjL1ðB2R	ð0;TÞÞ; jju0jjL1ðB2RÞÞ thatZ t
0
Z
B2R
f2jru
m1a
2
1 j2 dx dtpC 1þ
Z t
0
Z
B2R
f2jru
ma
2
1 j2 dx dt
	 

:
Using Sobolev’s imbedding when NX3; we haveZ t
0
Z
B2R
u
m1þ2=Na
1 f
2 dx dtpC 1þ
Z t
0
Z
B2R
umþajrfj2 dx dt
	 

:
Finally, we take f ¼ cb; cACN0 ðB2RÞ; 0pcp1; c ¼ 1 on BR where
bX
gþ 2=N  a
g mþ 2=N  2a
to get Z t
0
Z
B2R
u
m1þ2=Na
1 c
2b dx dt
pC 1þ
Z t
0
Z
B2R
c2bugþ2=Na dx dt
  mþa
gþ2=Na
8<
:
9=
;;
which in turn gives the result, with Cða; g; m; N; R; T ; jjf jjL1ðB2R	ð0;TÞÞ; jju0jjL1ðB2RÞÞ:
Note that the assumption
mcogpmo1
is necessary to conclude by this method. Indeed, this implies that for some a40 small
enough,
mþ aogþ 2=N  a;
so that the last Ho¨lder’s inequality is possible. In the case N ¼ 1 or N ¼ 2; the
Sobolev’s imbedding is a little different, but the result covers all the range
0ogpmo1: &
Now we can prove our existence result:
Theorem 5.2. Let jALnsub; t40 and lX0; lc0 a Radon measure on ½0; tÞ: Then there
exists a Razor Blade u with axial trace ðl; tÞ: This means that
ut  DjðuÞ ¼ lðtÞ#d0ðxÞ in D0ðRN 	 ½0; tÞÞ;
and u has strong singularities at x ¼ 0 for t4t:
uðx; tÞXUjðx; t  tÞ for t4t: ð5:4Þ
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Proof. Let us consider an approximation rnAC
N
0 ðQÞ; rnX0; such that rn,l#d0 in
RN 	 ½0; tÞ: Let also jk be a sequence of smooth ﬁltration functions converging to j
locally uniformly, satisfying also (2.2). Then from standard parabolic results, we
know there exists a smooth solution uk;n of
ut  DjkðuÞ ¼ rnðx; tÞ in D0ðRN 	 ½0; tÞÞ:
By Corollary 2.8 of [15] (with obvious adaptations to handle the regular right-hand
side of the equation), we know that the sequence uk;n converges locally uniformly to
some un which is a solution of
ut  DjðuÞ ¼ rn in D0ðRN 	 ½0; tÞÞ:
Now we write the equation in the weak form: for any cACN0 ðRN 	 ½0; tÞÞ;

Z t
0
Z
RN
unct 
Z t
0
Z
RN
jðunÞDc ¼
Z t
0
Z
RN
rnðx; tÞcðx; tÞ dx dt:
Outside the axis jxj ¼ 0; we have local uniform bounds for the un; so that (up to
extraction), un converge pointwise to some u: Moreover, the estimates of Proposition
5.1 remain valid for un; which give bounds for un in L
p
locðRN 	 ½0; tÞÞ; for any pomþ
2=N: Since mþ 2=N41; we have equi-integrability of the un and also of jðunÞ: there
exists a pAð1; mþ 2=NÞ such that for any measurable set ECRN 	 ½0; t;Z Z
E
unpjEj11=p
Z Z
E
upn
 1=p
pCjEj11=p;
Z Z
E
jðunÞpC2
Z Z
E
ðunÞmpC2jEj1m=p
Z Z
E
upn
 m=p
:
Thus by equi-integrability and pointwise convergence, we obtain in the limit:

Z t
0
Z
RN
uct 
Z t
0
Z
RN
jðuÞDc ¼
Z t
0
cð0; tÞ dlðtÞ;
that is,
ut  DjðuÞ ¼ lðtÞ#d0ðxÞ in D0ðRN 	 ½0; tÞÞ:
Then the LNloc estimates outside jxj ¼ 0 yield that uðtÞ is deﬁned and it is continuous
in RN
*
: Now we initialize the problem at time t ¼ t by the solution v constructed in
Lemma 3.5, which starts with u0ðxÞ ¼ uðx; tÞ for xa0 and possesses a strong
singularity at x ¼ 0 for any t40: Then it is clear that the solution
wðx; tÞ ¼ uðx; tÞ if tA½0; t;
vðx; tÞ if t4t
(
is the Razor Blade we were looking for. The lower bound (5.4) follows from Lemma
3.5. &
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6. Uniqueness of Razor Blades
We begin with a local comparison result, adapted from [15]
Lemma 6.1. Let O be a regular bounded open subset of RN ; t1ot2 two real numbers
and jALsub: Assume that u; vAC0ð %O	 ½t1; t2;RþfþNgÞ-L1ðO	 ðt1; t2ÞÞ;
uðt1Þpvðt1Þ and
ut  DjðuÞ ¼ vt  DjðvÞ in D0ðO	 ðt1; t2ÞÞ:
Then
uðx; tÞpvðx; tÞ in %O	 ½t1; t2:
Proof. The proof follows [14, Lemma 2.3]. The modiﬁcation here is that we allow
inﬁnite values for the functions u and v in D ¼ O	 ðt1; t2Þ: In fact, this is not a
problem since
Aðx; tÞ ¼
jðuÞ  jðvÞ
u  v if uðx; tÞavðx; tÞ;
j0ðuÞ if uðx; tÞ ¼ vðx; tÞ
8<
:
remains bounded when u or v is inﬁnite, because (2.6) implies that j0ðuÞ-0 as
u-N: Thus, we may use the dual method which we summarize here, referring to
[14, Lemma 2.3] for the details.
Let
Ak ¼ jjðuÞ  jðvÞjek þ ju  vj þ ek; where ekr0;
and for sAðt1; t2Þ; hACN0 ðOÞ; hX0; let Zk be the solution of the problem
@tZþ AkDZ ¼ 0 in D;
Z ¼ 0 on @O	 ðt1; sÞ;
ZðTÞ ¼ h in O:
8><
>:
Note that Ak is bounded away from 0 and þN and continuous, so that the existence
of a smooth ZkX0 is clear. Then using Zk as test function, we getZ
ðu  vÞðs; xÞhðxÞ dx
p
Z s
t1
Z
O
ðu  vÞðA  AkÞDZk
p
Z s
t1
Z
O
AkjDZkj2
 1=2 Z s
t1
Z
O
ðu  vÞ
Ak
2
ðA  AkÞ2
" #1=2
pCek
Z s
t1
Z
O
jjðuÞ  jðvÞj
 1=2
:
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Indeed,
R s
t1
R
O AkjDZkj2pCðhÞ and ðA  AkÞ ¼ ekA=ðek þ ju  vjÞ; so that
ðu  vÞ
Ak
2
ðA  AkÞ2pekjjðuÞ  jðvÞj:
Thus when k-N; we get Z
ðu  vÞðs; xÞhðxÞ dxp0;
and since hX0 is arbitrary, we deduce that uðsÞpvðsÞ in O: Since s also is arbitrary,
the result holds. &
From this result, we construct a minimal solution to our problem, and deduce
uniqueness of Razor Blades.
Theorem 6.2. Let mcomo1 and ðl; tÞ be any axial trace. Then there exists a unique
singular solution u with axial trace ðl; tÞ:
Proof. If t ¼ 0; then we know that u  Uj; the IPSS. If not, t40 and
uAL1locð½0; tÞ; L1locðRNÞÞ;
while u is not integrable near x ¼ 0 for any time greater than t:
Step 1: Construction of a minimal solution. For 0osot and R40; let us consider
the solution vs;R of the following problem:
vt ¼ DjðvÞ þ lðtÞ#d0ðxÞ in BR 	 ð0; sÞ;
vðx; 0Þ ¼ 0 in BR;
vðx; tÞ ¼ 0 on @BR 	 ð0; sÞ:
8><
>:
It is easy to construct such a solution, with an approximation of l#d0 which is
smooth. Indeed, if fn,l#d0; the associated solution vn (which exists by classical
theory) will be bounded by the solution wn in the whole space with the same forcing
term. Hence we deduce that the vn will be uniformly bounded in L
pðBR 	 ð0; sÞÞ; for
any 1opomþ 2=N; and also locally uniformly bounded in
QnR;s ¼ ðBR\f0gÞ 	 ½0; s:
Thus after some extraction, we know that vn converges to some solution vR;s which is
continuous in QnR;s and will take the lateral and initial data in the classical sense.
Then Lemma 6.1 applies, which gives
vR;spu in BR 	 ð0; sÞ:
Now we let s increase to t and R to þN; which yields a solution v of the problem in
RN 	 ð0; tÞ; and for any other solution u;
vpu in RN 	 ð0; tÞ;
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that is, v is minimal in the set of Razor Blades. Note that v may be constructed
independently of any other solution since vR;s is unique.
Step 2: Uniqueness on ð0; tÞ: On this interval, we use exactly the method of [15,
Lemma 3.26], which is even easier in our case since we have a minimal solution v: Let
u be any Razor Blade with axial trace ðl; tÞ and v the minimal solution constructed
on RN 	 ð0; tÞ with right-hand side l#d0 on ð0; tÞ: Starting from
@tðu  vÞ ¼ DðjðuÞ  jðvÞÞ;
if cACN0 ðRNÞ and w ¼ u  vX0; we obtain
d
dt
Z
cðxÞwðxÞpCCmðcÞ
Z
cðxÞwðx; tÞ dx
 m
þ CCbðcÞ
Z
cðxÞwðx; tÞ dx
 b
:
We refer to [15, Lemma 3.26] for the proof that integrating this ODE and using the
fact that
hðx; tÞ ¼
Z t
0
fjðuÞ  jðvÞgX0
is subharmonic in x; one gets h  0 in RN 	 ð0; tÞ: Hence
uðx; tÞ ¼ vðx; tÞ in RN 	 ½0; tÞ;
which proves that u is uniquely determined on ½0; tÞ; and also uðx; tÞ for xa0 (by
continuity).
Step 3: Uniqueness on ðt;NÞ: On this interval, u has strong singularities at x ¼ 0
for any t: But the value of u at t ¼ t is uniquely determined by l as Step 2 showed.
Thus we may apply Lemma 3.5: on ðt;NÞ; uðtÞ is uniquely determined by uðtÞ; thus
u is uniquely determined on RN 	 ½0;NÞ by the axial trace ðl; tÞ: &
7. Self-similarity and asymptotic behaviour
In this section, we consider the power-case jðuÞ ¼ um; with mcomo1 and want to
investigate the different asymptotic behaviours depending on the axial trace ðl; tÞ:
We begin with a study of the case toN; i.e., Sa|; which is contained in [11] (for
t4t).
Then in the case t ¼ þN; we consider (as a model) the case of power right-hand
side lðtÞ ¼ ts for some sX0: We denote by us the unique solution of
ut ¼ Dum þ tsd0ðxÞ in D0ðRN 	 ½0;NÞÞ;
and we shall see, the asymptotic behaviour differs according to the power sX0:
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7.1. The case toN
Let us ﬁrst mention what happens in the case of an axial trace ðl; tÞ; with ﬁnite t:
In this case, u is of VSS type for t4t; and more precisely, we have
uðx; tÞX Cðt  tÞjxj2
 ! 1
1m
¼ vt;N:
In fact, u may be viewed as an extended continuous solution in RN 	 ½t;NÞ with
trace ðf0g; uðtÞÞ at t ¼ t: Hence the asymptotic behaviours of u are given in [11], for
instance:
lim
t-þN t
1
1mju  vt;Nj ¼ 0;
locally uniformly in RN
*
: This shows that when t is ﬁnite, the long-time behaviour is
given by the IPSS, that is, u grows like t
1
1m for jxja0:
Proposition 7.1. Let u be a singular solution with axial trace trjxj¼0ðuÞ ¼ ðl; tÞ; where
toþN: Then locally uniformly in RN
*
; we have
uðx; tÞ A
t-þN Oðt
1
1mÞ:
More precisely, the following development is locally uniform in RN
*
:
uðx; tÞ ¼ Ctjxj2
 ! 1
1m
þOðt m1mÞ:
7.2. The case 0psom=ð1 mÞ
We shall now investigate the general case sX0 and ﬁnd self-similar solutions to see
the behaviour near jxj ¼ 0 and t ¼ þN:
Proposition 7.2. If 0psp m
1m; the solution us has the self-similar form
usðx; tÞ ¼ taf ðx=tbÞ; a ¼ 2sþ 2 N
Nðm  1Þ þ 2; b ¼
m  sð1 mÞ
Nðm  1Þ þ 2; ð7:1Þ
where f ¼ fs40 is the unique continuous (with extended values) solution of
Df m þ af  bZ  rf ¼ d0 in RN : ð7:2Þ
In particular,
usðx; tÞ Bjxj-0 t
s=mENðxÞ locally uniformly in time; ð7:3Þ
usðx; tÞ B
t-þN t
s=mENðxÞ locally uniformly in RN
*
: ð7:4Þ
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Proof. If we look for solutions under the self-similar form, we get the above
representation and we look for solutions with zero initial data for jxja0; thus for
b40; which requires indeed
0psom=ð1 mÞ:
We refer to Appendix A for the existence of solutions to (7.2), and the behaviour
which is given by
f ðxÞBENðxÞ1=m near jxj ¼ 0;
so that as jxj-0;
usðx; tÞBtaENðxtbÞ1=mBtaþðN2Þb=mENðxÞ:
A straightforward computation shows that aþ ðN  2Þb=m ¼ s=m; which gives
usðx; tÞBts=mENðxÞ1=m as jxj-0:
The second behaviour is obtained by a similar computation. &
Remark. When b41=2; i.e., soðN  2Þþ=N; then ao0; but since f-0 at þN; the
initial data of the self-similar solution is zero at t ¼ 0; for jxja0: Let us also mention
three special cases:
The case s ¼ 0: Here b ¼ m=fNðm  1Þ þ 2g and a ¼ ð2 NÞ=fNðm  1Þ þ 2g;
which leads to a cancellation of the power of t in the asymptotic behaviour. In fact, it
is clear that
u0ðx; tÞpENðxÞ1=m;
since ENðxÞ1=m is a stationary solution with positive initial data, but more precisely,
s ¼ 0 implies that locally uniformly in RN
*
;
u0ðx; tÞ -
t-þNENðxÞ
1=m:
The case s ¼ ðN  2Þþ=N: We have a self-similar solution with b ¼ 1=2 and a ¼ 0:
uðN2Þþ
N
ðx; tÞ ¼ f ðxt1=2Þ:
The case s ¼ m=ð1 mÞ: In this case, we have the separate-variable form
u m
1m
ðx; tÞ ¼ t 11mf ðxÞ;
where cðxÞ ¼ f mðx ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 mp Þ satisﬁes
Dcþ cq ¼ d0; 1oq ¼ 1=mo NðN  2Þþ
:
We know (see [34] and the references therein) that in this range, such a solution
exists, is unique and as above, cðxÞ behaves like ENðxÞ as jxj-0 (see also appendix).
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7.3. The case s4m=ð1 mÞ
We prove now that when s4m=ð1 mÞ; the long-time behaviour is given by the
IPSS, that is, uðtÞ always grows like t1=ð1mÞ; which is the greatest power of time one
can get (because any singular solution is majorized by the IPSS).
Theorem 7.3. Let s4m=ð1 mÞ: Then the following limit holds:
lim
t-þN t
1
1mjusðx; tÞ  vNðx; tÞj ¼ 0;
locally uniformly in RN
*
:
Proof. For k41; let us consider the transform TkðusÞ ¼ k1=ð1mÞusðx; ktÞ: Then
@tTkðusÞ  DTkðusÞm ¼ k
m
1mþstsd0:
Thus it is clear that when k-þN; TkðusÞðx; tÞ-vNðx; tÞ locally uniformly in
RN
*
	 ½0;NÞ: Indeed, since s4m=ð1 mÞ; the right-hand side converges to þNd0
as k-þN (this monotone convergence does not pose any problem). In particular,
for t ¼ 1 we have
lim
k-þN
k
1
1musðx; kÞ ¼ Cjxj2
 ! 1
1m
;
locally uniformly in RN
*
: Finally taking t ¼ k yields the result. &
Remark. When s ¼ m=ð1 mÞ; uðtÞ also grows like t1=ð1mÞ; but the IPSS does not
give the long-time behaviour. In fact, in this case one has
lim
t-þN t
1
1musðx; tÞ ¼ f ðxÞ;
since equality always holds for any t:
8. Extensions and comments
We would like to end this paper with some extensions of the results in this paper,
and make some comments.
8.1. General filtration
The study of Razor Blades in the case of super-linear j’s can be handled by
similar techniques. However, the main difference in that case is that localization of
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strong singularities is not possible. This is also the case for the heat equation (i.e.,
jðuÞ ¼ u): the limit of fundamental solutions blows up everywhere. This fact may be
seen as a consequence of the absence of local back-and-fro control of mass. We refer
to our forthcoming paper [10] concerning this problem. Some interesting questions
also arise when we consider the general ﬁltration equation ut ¼ DjðuÞ; with
mcomp
uj0ðuÞ
jðuÞ pnoþN:
Under this assumptions, we may encounter both effects of slow and fast diffusion.
Some results are also contained in [10], but we hope to give a complete description
what happens in this case in future works.
8.2. Right-hand side measures
We can easily adapt existence and uniqueness techniques to get the following
result:
Theorem 8.1. Let lsX0 be a measure which is singular with respect to the Lebesgue
measure in RN 	 ð0;NÞ: Then there exists a unique solution u of the following
problem:
ut  DjðuÞ ¼ ls in D0ðRN 	 ð0;NÞÞ;
uðx; 0Þ ¼ 0 in RN \suppðmsÞ:
(
Proof. We use the same approximation scheme, with right-hand side fn,ls:
Uniform bounds in L
p
loc for any 1opomþ 2=N come from Proposition 5.1, and
since the support of ls is closed, of zero measure, we get local uniform outside
suppðlsÞ; so that almost everywhere convergence holds (up to extraction). Thus, we
may pass to the limit in the problem and get a solution. Uniqueness follows from
Lemma 6.1 and construction of a minimal solution, following the proof of Theorem
6.2 (steps 1 and 2). &
It should also be noticed that existence and uniqueness may be drawn for Radon
measure as initial data, using similar arguments. However, if the right-hand side has
a support of positive measure, then pointwise convergence may not hold on this
support, so that convergence of the approximations is not clear.
8.3. Extended theory of filtration
A complete extension of the theory of fast-diffusion equations with strong
singularities for general functions j is performed in. Also, a number of results in the
present paper are also valid when j is not concave (same reference).
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9. Uncited references
[1–4,7,28]
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Appendix A. An elliptic problem
We prove here some existence result for the equation
Dcþ acq  bx  rðcqÞ ¼ d0ðxÞ in RN : ðA:1Þ
More precisely, we shall show that given b40 and aAR; there exists a unique
solution c continuous in RN
*
: Moreover, such a solution is positive, smooth in RN
*
and belongs to L1ðRNÞ: Finally, c has the following behaviour near zero:
cðxÞ B
jxj-0
ENðxÞ: ðA:2Þ
A.1. Existence of solutions
Let us ﬁrst consider the approximate problem:
Dcþ acq  bx  rðcqÞ ¼ f ðxÞ:
It is clear that for any nonnegative fACN0 ðRNÞ; there exists a smooth solution u40
in RN ; and if we assume that f is radial, decreasing, then u is also. Thus the term
bx  rðcqÞ is nonnegative and by comparison, 0pcpcn; where
Dcn þ aðcnÞq ¼ f :
When we take a sequence fn-d0 in D
0ðRNÞ; we then have uniform estimates of the
corresponding cnn in L
pðRNÞ for any 1opoN=ðN  2Þþ (whether a is positive or
not). By standard LNloc estimates, we can extract a sequence converging locally
uniformly, and thus cn also converges in L
pðRNÞ for any p as above. We then take a
test function jACN0 ðRNÞ:Z
RN
cnDjþ a
Z
RN
cqnj b
Z
RN
x  rðcqnÞj ¼
Z
RN
fnj;
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and setting c ¼ lim cn; we have convergence of every term except the second which
is not clear. We rewrite it asZ
RN
x  rðcqnÞj ¼
Z
RN
divðxjÞcqn;
and since cqn converges at least in L
1
locðRNÞ; we may pass to the limit in the equation:Z
RN
cDjþ a
Z
RN
cqj b
Z
RN
x  rðcqÞj ¼ jð0Þ:
Then cALqlocðRNÞ; cX0 solves the problem
Dcþ acq  bx  rðcqÞ ¼ d0ðxÞ in D0ðRNÞ:
A.2. Uniqueness, regularity and behaviour near zero
Regularity and uniqueness of such a c may be drawn from classical elliptic
arguments, but we also can deduce them from our work. Indeed, if c is continuous
and satisﬁes (A.1) in the sense of distributions, then setting
uðx; tÞ ¼ taf ðxtbÞ;
with f ¼ cq and a; b as in (7.1), we obtain that u is a singular solution which satisﬁes
ut  Dum ¼ tsd0ðxÞ in RN :
Hence, by uniqueness of singular solutions (Theorem 3.4), we have u  us; which
implies that u is smooth in RN
*
	 ð0;NÞ; and the same for c in RN
*
: Smoothness and
positivity of u come from the fact that jðuÞ ¼ um is smooth (see [11,12] for the
proofs). Note also that since u is a singular solution with empty singular set,
uðtÞAL1ðRNÞ for any t40; thus cALqðRNÞ; whatever a: This is important since it
shows that the term b R
RN
x  rðcqÞ has an important effect in the equation as
jxj-N (the Green kernel is not integrable at inﬁnity).
We ﬁnally show the asymptotic behaviour of c near jxj ¼ 0: Noting f ¼
þacq  bx  rðcqÞAL1locðRNÞ; we have
Dcþ f ¼ d0 in D0ðRNÞ:
The following method is well-known and can be found in [34] for instance: let
%c ¼ c EN ; where EN is the Green kernel in RN ; then
D %cþ f ¼ 0 in D0ðRNÞ;
and %c is regular in RN
*
; so that by radiality, we may write
ðrN1 %crÞr ¼ f ðrÞ;
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and if 0oro1; we obtain
rN1r %cðrÞ ¼
Z 1
r
f þ uð1Þ:
Since fAL1loc; then r
N1
r
%cðrÞ has a limit c has r-0: If ca0; then %c behaves like c0r2N
near zero, which is impossible because D %c would create a Dirac mass. Thus c ¼ 0
and we obtain the development near jxj ¼ 0:
cðxÞ ¼ ENðxÞ þ oðjxj2NÞ;
which proves (A.2).
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