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Fiducial cross-section measurements of the production of a
prompt photon in association with a top-quark pair at√
s = 13 TeV with the ATLAS detector at the LHC
Joshua Wyatt Smith
The cross sections for top-quark pair production in association with a photon are measured
in a fiducial volume with the ATLAS detector at a centre-of-mass energy of 13 TeV. Results
are presented using proton-proton collision data collected by the LHC during 2015 and 2016,
amounting to a total of 36.1 fb−1. This also presents the first tt¯γ cross-section measurements
performed in the dilepton channels. Exactly one photon is required to have pT > 20 GeV and
be isolated based on track and calorimeter information. At least two (four) jets are required
in the dilepton (single-lepton) channels, with at least one jet originating from a b-quark. Two
separate neural network algorithms are used to help reduce the impact backgrounds play in the
final measurements. The Prompt Photon Tagger is trained on information from energy deposits
in the calorimeters to distinguish prompt photons from hadronic fake photons. The output of
this neural network is fed into the Event-level Discriminator that uses event information to
classify signal from the sum of all backgrounds. A maximum likelihood fit is performed on the
output of the Event-level Discriminator to determine the fiducial cross section of the signal
process. The fiducial cross section for the single-lepton and dilepton channel are measured
to be 521 ± 9(stat.) ± 41(sys.) fb and 69 ± 3(stat.) ± 4(sys.) fb, respectively. In total, eight
cross-section measurements are performed and all agree with theoretical next-to-leading-order
predictions.
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Prologue
The study of high energy particle physics revolves around understanding our universe at the
most fundamental level. At this level, the constituents of matter and the forces they feel (the
electromagnetic, weak, and strong forces) are described by the Standard Model of particle
physics. The Standard Model has been confirmed to incredibly high precision over countless
experiments for more than 50 years. And yet, we know it is not the full picture. Perhaps the
most exciting and profound part is that it can only explain around 4% of everything we know
in the entire universe. The Large Hadron Collider at CERN was built to explore and probe the
Standard Model. By colliding (mainly) protons at high energies, quarks, gluons, leptons, and
bosons are created in abundance. The study of these particles and their interactions provide
physicists with the data to continue to expand our knowledge of the universe.
The top quark is especially interesting for several reasons. Its very large mass and its strong
coupling to the recently discovered Higgs boson seem to hint that this particle is special. The
top quark is also the only quark to decay before it has a chance to hadronise. It presents us with
a unique opportunity to study the direct fundamental properties of a quark through the decay
products. By probing the top-photon coupling at increasing centre-of-mass energies we are
continuously putting the Standard Model to the test. While making precision measurements
useful for other analyses, we are essentially looking for a scale at which our model does not
describe the data anymore. It must exist, we are just not sure where and how this new physics
will manifest.
The analysis presented in this thesis measures the cross section for photons radiated from
top-quark pairs, the so-called tt¯γ process. The data was collected in 2015 and 2016, and
amounts to 36.1 fb−1 of proton-proton collisions at
√
s = 13 TeV. Similar measurements of the
tγ coupling have been performed by the CDF, ATLAS, and CMS experiments, all with less
data and lower centre-of-mass energies. For the first time the tt¯γ cross-section measurements
are performed in the dilepton channels, as well as the single-lepton channels. Modern machine
learning algorithms play an important role in the strategies chosen for this analysis.
This thesis is laid out as follows: the introduction (Chapter 1) provides brief theoretical
background material in the form of the Standard Model and machine learning in high energy
physics. Chapters 2 - 4 lay the groundwork for the experimental setup as well as the experiment-
wide algorithms essential for object reconstruction and identification. Chapter 5 describes the
analysis strategy, signal, and background processes for the
√
s = 13 TeV analysis. Two unique
neural networks using object- and event-level information are presented in Chapter 6. An
overview of the systematic uncertainties used in the analysis is provided in Chapter 7, and
the final results with in-depth discussions are presented in Chapter 8. This is followed by
conclusions in Chapter 9.
In general the appendix is home to supporting material for the above studies. However,
Appendix A presents an overview of work done during this PhD in porting the ATLAS software
stack (Intel x86 based) to the ARM architecture. Appendices B - E contain support material for
1
Prologue
the analysis strategy, the object- and event-level neural networks, the systematic uncertainties,
and the final results.
The analysis presented in this thesis [1] was first presented at the 11th International Workshop
on Top Quark Physics (TOP 2018).
2
CHAPTER 1
Introduction
1.1. Brief summary of the Standard Model
The Standard Model (SM) describes the behaviour of three out of the four fundamental forces
we can observe. These are electromagnetism, the weak force, and the strong force. Many physi-
cists have contributed to the SM over the last century. While the theory itself was formalised
in the 1970’s, the building blocks such as Quantum Electrodynamics (QED) [2–6] were created
well before that.
The SM is the combination of three renormalisable, local gauge invariant quantum field
theories, two of which (electromagnetism and the weak force) are unified into the electroweak
force [7–10]. The vector fields of the local symmetry SU(3)C×SU(2)L×U(1)Y give rise to these
three fundamental interactions. The first term (SU(3)) describes the strong interaction in the
framework of Quantum Chromodynamics (QCD) [11–13]. The second two terms (SU(2)L ×
U(1)Y ) describe the electroweak interaction.
Particles can be described as excitations of scalar and vector fields. There are 12 spin-12
fermions and five force mediators or gauge bosons. Interactions between fermions are mediated
by the exchange of gauge bosons. Photons (γ) mediate the electromagnetic force, W±- and
Z0-bosons mediate the weak force, and gluons (g) carry the strong force.
The masses of the W±- and Z0-bosons, as well as the prediction of a new heavy scalar boson,
arise through spontaneous symmetry breaking of the SU(2)L × U(1)Y gauge symmetry. This
is achieved through the Brout-Englert-Higgs mechanism [14, 15], first predicted in 1964. By
interacting with the heavy scaler field, fermions also acquire mass. In 2012 the Higgs-boson
particle was discovered by the ATLAS and CMS collaborations at the LHC [16,17].
The interaction between fermions and the photon can be described by the electromagnetic
Lagrangian in the framework of QED:
LQED = Lfermion + Lphoton + Linteraction
= ψ¯(i/∂ +m)ψ − 1
4
FµνF
µν − qψ¯γµAµψ. (1.1)
The first term describes the kinematics of the spin-12 fermion field (ψ/ψ¯). The second term
describes the kinematics of the photon field Aµ, where Fµν is the electromagnetic field tensor
defined as Fµν = ∂µAν − ∂νAµ.
The last term describes the interaction between the photon and fermion field, and is directly
proportional to the charge (q) of the fermion. Thus, probing this vertex probes the structure of
3
1. Introduction
the coupling as well as the coupling strength of photons to fermions. It is the particles which
we can measure in collider experiments that enable us to infer properties about the associated
interacting fields.
Of the fermions, six are called quarks and six are called leptons. They are ordered in three
generations (essentially by mass), where each quark has an “up-type” (up (u), charm (c), top
(t)) and “down-type” (down (d), strange (s), bottom (b)) particle. The leptons consist of
charged particles (e, µ, τ) and their neutral counterparts, the neutrinos (νe, νµ, ντ ). Each of
the up-type quarks carries a fractional electric charge of 23e,
1 while down-type quarks carry
−13e. Charged leptons carry integer charge (−1e), while the neutrinos are neutral and only
interact via the weak force. All quarks also carry colour charge labelled (somewhat arbitrarily)
as red, green or blue. Due to colour confinement [18], quarks and gluons can not be observed
as free particles but rather hadronise to form colour neutral composite particles called hadrons.
Two examples of hadrons are baryons, which have three quarks (uud in the case of protons),
and mesons (ud¯ in the case of a charged pion)2. All of the observable matter in the universe is
comprised of three particles from the first generation: u-quarks, d-quarks and electrons.
For each fermion there exists an antiparticle, essentially identical, except that additive quan-
tum numbers (such as charge and weak isospin) have opposite values. For quarks and neutrinos
these particles are denoted with bars (i.e. u¯, t¯, ν¯e), while for charged leptons the charge is simply
reversed (e+, µ+, τ+).
Leptons, both charged and neutral, can interact via the weak interaction and so are organised
into left-handed doublets and right-handed singlets, defined as:(
νl
l−
)
L
, l−R .
Of the left-handed doublets, the charged leptons have a corresponding third-component of
weak isospin3, I3 = −12 , while the neutral leptons have I3 = 12 . Right-handed singlets have
I3 = 0. The SM does not accommodate right-handed neutrinos, and all neutrinos in the SM
are assumed to be massless. However, small oscillations between neutrino flavours have been
observed, meaning their masses are actually non-zero [21].
Quarks are sensitive to the weak and strong forces and therefore also transform as dou-
blets and singlets. However, there exists cross-generational coupling between the quarks. The
representations can be written as:(
qu-type
q′d-type
)
L
, qu-type,R, qd-type,R,
where for the left-handed doublets the up-type quarks have I3 =
1
2 and the down-type quarks
have I3 = −12 . For the right-handed singlets, I3 = 0. The weak eigenstates (q′) are translated
to the mass eigenstates (q) of the down-type quarks via the CKM matrix [22,23].
The SM of particle physics as described above is summarised in Figure 1.1. For each particle
the charge, mass and spin is depicted and grouped according to generation number (and im-
plicitly by I3). Also included are the interaction terms represented by lines connecting various
particles. For example, gluons have colour charge, as do quarks. Thus, gluons can couple
to themselves as well as quarks. Photons can interact with any charged particle; the electron,
muon, tau, all six quarks and the W -boson. The W - and Z-vector bosons4 couple to themselves
and the Higgs-boson (H). Since they lack colour charge, they do not couple to gluons.
1Throughout this thesis natural units are used. This involves setting c = ~ = 1. Masses, energies and momenta
are expressed in GeV. Additionally, charges are expressed as absolute values of the electron, e.
2Tetraquarks (two quarks and two antiquark-quarks) and pentaquarks (four quarks and one antiquark) have
also been observed at the Large Hadron Collider [19,20].
3This quantum number must be conserved in all weak interactions.
4In this thesis V -boson refers to the W - and Z-boson, and not the photon.
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Figure 1.1.: The Standard Model of particle physics ordered by generation and particle type;
quarks, bosons (force mediators) and leptons. Also included are the possible inter-
actions for each boson represented by connecting lines.
The predictions of the SM have been measured to high degrees of accuracy [24] and have yet
to be conclusively proven wrong. However, there are gaps missing in the formalism of the SM.
A few such examples are:
• Gravity is not included in the SM.
• The masses of particles are not predicted by the SM but rather must be experimentally
determined (along with other parameters).
• Neutrinos do not have mass in the SM, yet experimental observation shows their ability
to oscillate between different flavours. This depends on the mass squared differences, and
thus requires them to have some mass [21].
• The SM describes only about 4% of the entire universe. The rest, 74% dark energy and
22% dark matter, are believed to exist through indirect experimental evidence [25–27].
We know that dark energy and dark matter exist, however, we know very little about
them.
By interpreting our measurements in the framework of the SM, these gaps could manifest
themselves as new particles or unexplained interactions.
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1.1.1. The top quark
This section gives a brief overview of the properties of the top quark. A more thorough
treatment can be seen in [28].
After the discovery of the b-quark at Fermilab in 1977 [29], a weak isospin partner was
needed to fulfil the prediction of the SM, just as the previous two particle generations have
weak isospin partners. The top quark was discovered in 1995 at the Tevatron at Fermilab in
proton-antiproton collisions [30,31].
Production
Top quarks are predominantly created in pairs (top-antitop) through the processes of quark-
antiquark annihilation (qq¯ → tt¯) or gluon-gluon fusion (gg → tt¯) in proton-proton collisions. At√
s = 13 TeV, approximately 90% of top-quark pairs are created through gluon-gluon fusion.
In 2009, 14 years after the discovery of the top quark, electroweak production of single-top
quarks was observed in the s- and t-channels5 at the Tevatron [33, 34]. Single-top quarks are
also created at the LHC and have a cross section around two to three times lower than that of
pair production. The dominant process (about 70%) is from the t-channel production, ub→ dt
or d¯b→ u¯t via a virtual W -boson. Other processes include the s-channel, ud¯→ tb¯ (also via a
virtual W -boson) as well as production of a top quark with a real W -boson, gb→Wt.
In hadron colliders, top-quark pair production can be factorised into two “pieces” and con-
voluted with one another, known as the factorisation theorem [35]. As a function of the
centre-of-mass energy (CME,
√
s) and the top-quark mass, the cross section of tt¯ production
from proton-proton collisions is described as
σpp→tt¯(
√
s,mt) =
∑
i,j=q,q¯,g
∫
dxidxjfi(xi, µ
2
f )fi(xj , µ
2
f )
· σˆij→tt¯(mt,
√
sˆ, xi, xj , αs(µ
2
R), µ
2
R). (1.2)
The term on the first line is governed by non-perturbative QCD and describes the modelling of
the protons, where fi(xi, µ
2
f ) is the parton distribution function (PDF) for parton i. The PDFs
describe the fraction of momenta (xi) the partons possess from the parent hadron. The PDFs
are experimentally determined [36–38] and are evaluated as a function of the factorisation scale
µf , which separates perturbative from non-perturbative QCD. The bottom term describes the
interaction using perturbative QCD where the cross section is a function of the top-quark
mass, the CME in the parton-parton rest frame (
√
sˆ), the strong coupling constant αs, and the
renormalisation scale µR. This term includes the matrix element calculation which can occur
at various levels of precision.
Decay and backgrounds
The SM predicts that top quarks decay essentially 100% of the time to a W -boson and b-quark.
Decays to the s- and d-quarks are strongly suppressed by the CKM matrix. The W+-boson
decays to a pair of up-type (u- or c-) and down-type (d¯-, s¯-, b¯-) quarks 67% of the time, or a
charged lepton (l+) and the corresponding neutrino (νl) around 33% of the time (summed total
for the three charged leptons). The decay of the W -boson categorises the channels in which
we choose to make top-quark measurements. For instance t → W+b → l+νb is categorised as
a leptonic decay, whereas t→W+b→ qq¯b is classified as a “hadronic” decay.
The branching ratios for tt¯ decay are shown in Figure 1.2. When both W -bosons decay to a
quark-antiquark pair and a b-quark, this is classified as “all hadronic” and occurs 46% of the
5Here, s-, t-, u-channels refer to the Mandelstam variables [32].
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time. When one W -boson decays leptonically (l = e, µ, τ) this is classified as the single-lepton
channel and occurs 45% of the time. If both W -bosons decay leptonically then this is called
the dilepton channel and occurs 9% of the time. In the context of this thesis, an “inclusive”
measurement includes all but the “all hadronic” channels. Figure 1.3 shows the diagrams for
gluon-gluon initiated tt¯ production for the single-lepton and dilepton decay channels.
The main irreducible6 backgrounds in tt¯ measurements arise from the production of a lepton-
ically decaying W - or Z-boson with jets in the single-lepton and dilepton channels, respectively.
The electroweak single-top processes can also significantly contribute to the tt¯ background with
extra jets from background QCD processes. However, the flavour of the jets is a powerful dis-
criminant to help distinguish these backgrounds from the signal. As the CME increases the tt¯
production cross section increases faster than that of the respective backgrounds, essentially
turning the LHC into a top-quark factory. Thus, the signal to background ratio becomes larger.
all hadronic
46%
τ+jets15%
μ+jets
15%
μ+jets
15%
τ+ τ1%
τ+ μ2%
τ+ μ2%
μ+ μ1%
μ+ μ2%
μ+ μ1%
Figure 1.2.: Branching ratios for tt¯ decay [24].
Figure 1.4 shows all tt¯ cross section measurements performed at the Tevatron and LHC
as a function of the CME. Theoretical calculations to which the measurements are compared
are performed at next-to-next-to-leading order (NNLO) with next-to-next-to-leading logarithm
(NNLL) order calculations for soft gluon resummation [39]. All measurements agree with the
theoretical prediction.
Properties
Due to the very large mass of the top quark it is expected that it plays an important role in
electroweak symmetry breaking. The lifetime is approximately 0.5 × 10−24s, which is about
an order of magnitude smaller than the timescale for the hadronisation process of quarks.
Thus, it decays before it has a chance to hadronise. This means that the properties are
transferred directly to the decay products. This makes for interesting measurements in which
the underlying dynamics of quarks can be studied. A select few properties and results are
highlighted, while a full overview can be found in [24].
6Irreducible backgrounds have the same final state as the signal
7
1. Introduction
t
t¯
W+
W 
q
q¯0
b¯
⌫`
`+
b
<latexit sha1_bas e64="mZwcsof/qUq+PbIDHKIAZE+a5ng =">AAAIx3icrVXNctMwEDa/CeGvhSMXD y1DAddjuTH0UoaBC9xghjadSUKQHdnRV D+OLIcWjw68Hm/AA/AeSI6bpElKcqgny Sja79v9drXyhinBmfS8P9eu37h563atf qdx9979Bw83Nh8dZTwXETqMOOHiOIQZI pihQ4klQcepQJCGBLXCkw/G3hohkWHOv sqzFHUpTBiOcQSl3upt3v7dCVGCWRHTO MYEqSJGZywRMB2ohm1PjeXWS7UD9j0HB N4LbdRmbciQLKAQ/EePIKaKPTegVE2tU kCcDORkg6BYFhg42HfwnoObDg6maGGgB QcO9x2+pz+Bw5sO17+vx6Bn9nBo7761k wmlSEjOmSMRMzkeADdQhfY6SnQE9V/US EoNm8GkA8gkpxOUZ1BahgHyptLBQ0ggi 9CEEguEfqJKmZwmqYsoKL4Q0K8C+qrE8 tQe5lCc2CnEYhUPGAmX8Z79nwiC1eTzx AkMETkotjshFEVHolNZSKW21bQiY4ib4 T46KA+rygoEqgpQAq7Mt1EPLnfNpU554 jmBlMIZj7ueOb7gXF1pXjztCb3SdJkk0 7jTM5xXdFV1XPDcWN6bQJlrMjI3ZVljL sXrSvjmJq2DL3sflxE0CQcruz9smXsZD odTnyHPZjrSc/fnat1S317poiwpha+Dg rJnW3bpZdUNmeQ1bvAFeJU9MPf4omDC8 ssUA7e5qHh3uWJTqTUVT14rYIVi3/h0O Ji+osrARYfCExTy0/ae61PabZNuMVSmH 9YAzvakJj3fNkR/njiLCk3nar1rOWd5r 4MIKb0212JotOkCc0CLKioBJn45ADqI9W eGUeP8fzm5Gr2NLc/1ysdeXIBqsWVVz+ fext9On0c5RUxGBGZZG7xJZVdPM4kj47 CTZyiF0QlMUFsvGaQo6xbl0NVHp3f6ds yF/jJpl7uzjALSLDujoUZSKAfZvM1sLr O1cxnvdwvM0lx3TDQOFOdEvxZsM8HtPh YokuRML2AksNZqRwMoYCT1nL8QxYxymi pdFzBfhcXFke8CzwVf/K1376sK1a0n1l NrxwLWG+ud9dH6bB1aUQ3UWrXvNVj/VO f1Uf10DL1+reI8ti489V//AC0e4GY=</ latexit><latexit sha1_bas e64="mZwcsof/qUq+PbIDHKIAZE+a5ng =">AAAIx3icrVXNctMwEDa/CeGvhSMXD y1DAddjuTH0UoaBC9xghjadSUKQHdnRV D+OLIcWjw68Hm/AA/AeSI6bpElKcqgny Sja79v9drXyhinBmfS8P9eu37h563atf qdx9979Bw83Nh8dZTwXETqMOOHiOIQZI pihQ4klQcepQJCGBLXCkw/G3hohkWHOv sqzFHUpTBiOcQSl3upt3v7dCVGCWRHTO MYEqSJGZywRMB2ohm1PjeXWS7UD9j0HB N4LbdRmbciQLKAQ/EePIKaKPTegVE2tU kCcDORkg6BYFhg42HfwnoObDg6maGGgB QcO9x2+pz+Bw5sO17+vx6Bn9nBo7761k wmlSEjOmSMRMzkeADdQhfY6SnQE9V/US EoNm8GkA8gkpxOUZ1BahgHyptLBQ0ggi 9CEEguEfqJKmZwmqYsoKL4Q0K8C+qrE8 tQe5lCc2CnEYhUPGAmX8Z79nwiC1eTzx AkMETkotjshFEVHolNZSKW21bQiY4ib4 T46KA+rygoEqgpQAq7Mt1EPLnfNpU554 jmBlMIZj7ueOb7gXF1pXjztCb3SdJkk0 7jTM5xXdFV1XPDcWN6bQJlrMjI3ZVljL sXrSvjmJq2DL3sflxE0CQcruz9smXsZD odTnyHPZjrSc/fnat1S317poiwpha+Dg rJnW3bpZdUNmeQ1bvAFeJU9MPf4omDC8 ssUA7e5qHh3uWJTqTUVT14rYIVi3/h0O Ji+osrARYfCExTy0/ae61PabZNuMVSmH 9YAzvakJj3fNkR/njiLCk3nar1rOWd5r 4MIKb0212JotOkCc0CLKioBJn45ADqI9W eGUeP8fzm5Gr2NLc/1ysdeXIBqsWVVz+ fext9On0c5RUxGBGZZG7xJZVdPM4kj47 CTZyiF0QlMUFsvGaQo6xbl0NVHp3f6ds yF/jJpl7uzjALSLDujoUZSKAfZvM1sLr O1cxnvdwvM0lx3TDQOFOdEvxZsM8HtPh YokuRML2AksNZqRwMoYCT1nL8QxYxymi pdFzBfhcXFke8CzwVf/K1376sK1a0n1l NrxwLWG+ud9dH6bB1aUQ3UWrXvNVj/VO f1Uf10DL1+reI8ti489V//AC0e4GY=</ latexit><latexit sha1_bas e64="mZwcsof/qUq+PbIDHKIAZE+a5ng =">AAAIx3icrVXNctMwEDa/CeGvhSMXD y1DAddjuTH0UoaBC9xghjadSUKQHdnRV D+OLIcWjw68Hm/AA/AeSI6bpElKcqgny Sja79v9drXyhinBmfS8P9eu37h563atf qdx9979Bw83Nh8dZTwXETqMOOHiOIQZI pihQ4klQcepQJCGBLXCkw/G3hohkWHOv sqzFHUpTBiOcQSl3upt3v7dCVGCWRHTO MYEqSJGZywRMB2ohm1PjeXWS7UD9j0HB N4LbdRmbciQLKAQ/EePIKaKPTegVE2tU kCcDORkg6BYFhg42HfwnoObDg6maGGgB QcO9x2+pz+Bw5sO17+vx6Bn9nBo7761k wmlSEjOmSMRMzkeADdQhfY6SnQE9V/US EoNm8GkA8gkpxOUZ1BahgHyptLBQ0ggi 9CEEguEfqJKmZwmqYsoKL4Q0K8C+qrE8 tQe5lCc2CnEYhUPGAmX8Z79nwiC1eTzx AkMETkotjshFEVHolNZSKW21bQiY4ib4 T46KA+rygoEqgpQAq7Mt1EPLnfNpU554 jmBlMIZj7ueOb7gXF1pXjztCb3SdJkk0 7jTM5xXdFV1XPDcWN6bQJlrMjI3ZVljL sXrSvjmJq2DL3sflxE0CQcruz9smXsZD odTnyHPZjrSc/fnat1S317poiwpha+Dg rJnW3bpZdUNmeQ1bvAFeJU9MPf4omDC8 ssUA7e5qHh3uWJTqTUVT14rYIVi3/h0O Ji+osrARYfCExTy0/ae61PabZNuMVSmH 9YAzvakJj3fNkR/njiLCk3nar1rOWd5r 4MIKb0212JotOkCc0CLKioBJn45ADqI9W eGUeP8fzm5Gr2NLc/1ysdeXIBqsWVVz+ fext9On0c5RUxGBGZZG7xJZVdPM4kj47 CTZyiF0QlMUFsvGaQo6xbl0NVHp3f6ds yF/jJpl7uzjALSLDujoUZSKAfZvM1sLr O1cxnvdwvM0lx3TDQOFOdEvxZsM8HtPh YokuRML2AksNZqRwMoYCT1nL8QxYxymi pdFzBfhcXFke8CzwVf/K1376sK1a0n1l NrxwLWG+ud9dH6bB1aUQ3UWrXvNVj/VO f1Uf10DL1+reI8ti489V//AC0e4GY=</ latexit><latexit sha1_bas e64="tgiKYJiJiLywAShgqJakrkYr4Ts =">AAAI1HicrVXNcts2EGZ+GqlK2zjJs RdO7EzTluYQtJj44kwmvfTYzsRWZiRVB SmQwhg/FAi6cVmcOrnmwfIGeYC+RxcUL cmSHOkQjKSBsN+3+2GxwMY5o4UOgk+3b t+5+9W9Vvvrzv1vvv3uwd7DR2eFLFVCT hPJpHob44IwKsipppqRt7kimMeM9OLzX 6y9d0FUQaV4oy9zMuQ4EzSlCdawNHp47 +MgJhkVVcrTlDJiqpRcikzhfGI6rrsw1 ks/mWfoOPBQFPwIRjCDoSC6wkrJv0aMC FMd+RHnZmHVCtNsoucLjKS6osijoUePP Nr1aLRAKwutJPJk6Mkj+ESe7HoSfp/PQ E/d6dQ9fOlmc0qVsVIKTxNh93iC/MhU4 PUigwjms6gLrQG2hMknWGjJ56jAokCGB cqugeAxZlgkZE5JFSF/k0aZXmwSkqg4v RYwbAKGpsbK3J2WWJ27OaZqGw9ZCTfxn n6eiKLt5KuNMxwTdlIdDGKsqoEm73Slj Tkwi4zMIH5Bx+SkPqxmVygyTYAa8MV8W /XoZtdSw5bnnjPMOV7yeBjY44uu1NXm9 dOe0xtNN0myhbs4w1VFXyqPa547m2sTG XtNLuxN2VSYG/GQidDepF3wde3TOgKQa LS1+uOevZfxdLrwGctiqSID/3gl1z3zx 8+QlA2pCCEoqmu259Zett2Q+b5mBb4Gb 3aP7D2+LpiJ8ibFyO+uKz7crNhmakfF8 2cFbVEcWp+eRIsnqg5cDTg+J7F81z/yQ 86HfTaspsbWww7A5ZoE0g8HlhiuEpdRs a1c0LuTc1GOBoSx2mt3JwagbRXYA1pX0Q iw8esGMCBivNSMOlf/687VGe3tB35QD3 d9gprJvtOMYUFFxojLSA7PyGjvv8FYJi UnQicMF0Ufvcj1EFqbpon1PigLkuPkHG ekD1OBOSmGVd2B4RxhZeymUsFXaLdeXW ZUmBfFJY8BybGeFKs2u7jJ1i91ejysqM hLKJ9kFigtGbwRrm3n7pgqkmh2CROcKA pa3WSCFU40NP1rUWxf57mBJKHVlKxPzk IfBT76Pdx/9bpJV9v53nniPHOQ88J55f zq/OacOkkLtXqtP1uifdb+p/1v+/0Mev tWw3nsXBvtD/8DuaLl9Q==</latexit><latexit sha1_bas e64="tgiKYJiJiLywAShgqJakrkYr4Ts =">AAAI1HicrVXNcts2EGZ+GqlK2zjJs RdO7EzTluYQtJj44kwmvfTYzsRWZiRVB SmQwhg/FAi6cVmcOrnmwfIGeYC+RxcUL cmSHOkQjKSBsN+3+2GxwMY5o4UOgk+3b t+5+9W9Vvvrzv1vvv3uwd7DR2eFLFVCT hPJpHob44IwKsipppqRt7kimMeM9OLzX 6y9d0FUQaV4oy9zMuQ4EzSlCdawNHp47 +MgJhkVVcrTlDJiqpRcikzhfGI6rrsw1 ks/mWfoOPBQFPwIRjCDoSC6wkrJv0aMC FMd+RHnZmHVCtNsoucLjKS6osijoUePP Nr1aLRAKwutJPJk6Mkj+ESe7HoSfp/PQ E/d6dQ9fOlmc0qVsVIKTxNh93iC/MhU4 PUigwjms6gLrQG2hMknWGjJ56jAokCGB cqugeAxZlgkZE5JFSF/k0aZXmwSkqg4v RYwbAKGpsbK3J2WWJ27OaZqGw9ZCTfxn n6eiKLt5KuNMxwTdlIdDGKsqoEm73Slj Tkwi4zMIH5Bx+SkPqxmVygyTYAa8MV8W /XoZtdSw5bnnjPMOV7yeBjY44uu1NXm9 dOe0xtNN0myhbs4w1VFXyqPa547m2sTG XtNLuxN2VSYG/GQidDepF3wde3TOgKQa LS1+uOevZfxdLrwGctiqSID/3gl1z3zx 8+QlA2pCCEoqmu259Zett2Q+b5mBb4Gb 3aP7D2+LpiJ8ibFyO+uKz7crNhmakfF8 2cFbVEcWp+eRIsnqg5cDTg+J7F81z/yQ 86HfTaspsbWww7A5ZoE0g8HlhiuEpdRs a1c0LuTc1GOBoSx2mt3JwagbRXYA1pX0Q iw8esGMCBivNSMOlf/687VGe3tB35QD3 d9gprJvtOMYUFFxojLSA7PyGjvv8FYJi UnQicMF0Ufvcj1EFqbpon1PigLkuPkHG ekD1OBOSmGVd2B4RxhZeymUsFXaLdeXW ZUmBfFJY8BybGeFKs2u7jJ1i91ejysqM hLKJ9kFigtGbwRrm3n7pgqkmh2CROcKA pa3WSCFU40NP1rUWxf57mBJKHVlKxPzk IfBT76Pdx/9bpJV9v53nniPHOQ88J55f zq/OacOkkLtXqtP1uifdb+p/1v+/0Mev tWw3nsXBvtD/8DuaLl9Q==</latexit><latexit sha1_bas e64="tgiKYJiJiLywAShgqJakrkYr4Ts =">AAAI1HicrVXNcts2EGZ+GqlK2zjJs RdO7EzTluYQtJj44kwmvfTYzsRWZiRVB SmQwhg/FAi6cVmcOrnmwfIGeYC+RxcUL cmSHOkQjKSBsN+3+2GxwMY5o4UOgk+3b t+5+9W9Vvvrzv1vvv3uwd7DR2eFLFVCT hPJpHob44IwKsipppqRt7kimMeM9OLzX 6y9d0FUQaV4oy9zMuQ4EzSlCdawNHp47 +MgJhkVVcrTlDJiqpRcikzhfGI6rrsw1 ks/mWfoOPBQFPwIRjCDoSC6wkrJv0aMC FMd+RHnZmHVCtNsoucLjKS6osijoUePP Nr1aLRAKwutJPJk6Mkj+ESe7HoSfp/PQ E/d6dQ9fOlmc0qVsVIKTxNh93iC/MhU4 PUigwjms6gLrQG2hMknWGjJ56jAokCGB cqugeAxZlgkZE5JFSF/k0aZXmwSkqg4v RYwbAKGpsbK3J2WWJ27OaZqGw9ZCTfxn n6eiKLt5KuNMxwTdlIdDGKsqoEm73Slj Tkwi4zMIH5Bx+SkPqxmVygyTYAa8MV8W /XoZtdSw5bnnjPMOV7yeBjY44uu1NXm9 dOe0xtNN0myhbs4w1VFXyqPa547m2sTG XtNLuxN2VSYG/GQidDepF3wde3TOgKQa LS1+uOevZfxdLrwGctiqSID/3gl1z3zx 8+QlA2pCCEoqmu259Zett2Q+b5mBb4Gb 3aP7D2+LpiJ8ibFyO+uKz7crNhmakfF8 2cFbVEcWp+eRIsnqg5cDTg+J7F81z/yQ 86HfTaspsbWww7A5ZoE0g8HlhiuEpdRs a1c0LuTc1GOBoSx2mt3JwagbRXYA1pX0Q iw8esGMCBivNSMOlf/687VGe3tB35QD3 d9gprJvtOMYUFFxojLSA7PyGjvv8FYJi UnQicMF0Ufvcj1EFqbpon1PigLkuPkHG ekD1OBOSmGVd2B4RxhZeymUsFXaLdeXW ZUmBfFJY8BybGeFKs2u7jJ1i91ejysqM hLKJ9kFigtGbwRrm3n7pgqkmh2CROcKA pa3WSCFU40NP1rUWxf57mBJKHVlKxPzk IfBT76Pdx/9bpJV9v53nniPHOQ88J55f zq/OacOkkLtXqtP1uifdb+p/1v+/0Mev tWw3nsXBvtD/8DuaLl9Q==</latexit>
(a) single-lepton
t
t¯
W+
W 
⌫¯`
` 
b¯
⌫`
`+
b
<latexit sha1_base64="LFXpcNIdDGcVhSVMKVgDQERADkU=">AAAIj3icrVXNb ttGEGbS1lbVn9jNsYcStQM4DU1waTH2xYHRXtpbCtRRAEkVltSSWnh/qOXSjUvsS/Tt+gB9iN46S9GiZEm1DiEkYbXzzcw3sx934pzRQgfB30+efvLpZ3v7nc+7X3z51 dfPDg6/eVfIUiXkOpFMqvcxLgijglxrqhl5nyuCecxIP775ydr7t0QVVIrf9F1ORhxngqY0wRq2xod7fw1jklFRpTxNKSOmSsmdyBTOp6bruq2x3vrBnKCLwENR8BKMY AZDQXSFlZJ/jBkRpjrzI85Na9UK02yqFxuMpLqiyKOhR8882vNo1KKVhVYSeTL05Bl8Ik/2PAm/r+egF+5s5p6+cbOFS5WxUgpPE2FrvER+ZCqIeptBBvO/qFutAbaEy adYaMkXqMCigIYFyp6B5DFmWCRk4ZIqQv4kDTPdFglNVJyuJAybhKGpsTJ3ZyVWN26OqXrMD1kK2/xerHBnOCbssjoexlhVQ00+6Eobc2zaouYQv6ATcln3uyGGItMkq AEfLTaKIPb20FJDuYvIGeYcL0U8DewJRPfsavP6gS3cG07bKFnttcfwkNHH6uNKZNftblEXMlbot1brm6S1EQ+NCO27sAu+Vi+tM4ATjR7Vb9y3b1Y8m7UxY1ksiTHwL x60um9+fwU92dCJEJKiWrJ9t47ymMYXdc31vQZvqkf2TVwlzES5jTHye+uMTzcztp3akfHiYkCPMK5j2gNurz+buBpyfENi+WFw5oecjwZsdK80UZrxkDB2bKz7Tn6At jUBfi3PsnxjK19gvVNMUbYsejuzeFXjo3UWDQGbv77Ih0RMloZK9/5/PYG644OjwA/qx11foGZx5DTP2/HBP8OJTEpOhE4YLooBOs/1CKaSpokNOCwLkuPkBmdkAEuBOS lGVT084QBhZ+KmUsFXaLfeXfaoMC+KOx4DkmM9LR7a7OYm26DU6cWooiIvQTfJPFFaMrgbXDuJ3QlVJNHsDhY4URS4uskUK5xomNcrWexI5rmBvqCHXVhfvAt9FPjo1/ Do6semQx3nW+d758RBzrlz5fzsvHWunWTv3/3v9k/2X3YOO+edN52rOfTpk8bnubPydH75D/HUzG0=</latexit><latexit sha1_base64="LFXpcNIdDGcVhSVMKVgDQERADkU=">AAAIj3icrVXNb ttGEGbS1lbVn9jNsYcStQM4DU1waTH2xYHRXtpbCtRRAEkVltSSWnh/qOXSjUvsS/Tt+gB9iN46S9GiZEm1DiEkYbXzzcw3sx934pzRQgfB30+efvLpZ3v7nc+7X3z51 dfPDg6/eVfIUiXkOpFMqvcxLgijglxrqhl5nyuCecxIP775ydr7t0QVVIrf9F1ORhxngqY0wRq2xod7fw1jklFRpTxNKSOmSsmdyBTOp6bruq2x3vrBnKCLwENR8BKMY AZDQXSFlZJ/jBkRpjrzI85Na9UK02yqFxuMpLqiyKOhR8882vNo1KKVhVYSeTL05Bl8Ik/2PAm/r+egF+5s5p6+cbOFS5WxUgpPE2FrvER+ZCqIeptBBvO/qFutAbaEy adYaMkXqMCigIYFyp6B5DFmWCRk4ZIqQv4kDTPdFglNVJyuJAybhKGpsTJ3ZyVWN26OqXrMD1kK2/xerHBnOCbssjoexlhVQ00+6Eobc2zaouYQv6ATcln3uyGGItMkq AEfLTaKIPb20FJDuYvIGeYcL0U8DewJRPfsavP6gS3cG07bKFnttcfwkNHH6uNKZNftblEXMlbot1brm6S1EQ+NCO27sAu+Vi+tM4ATjR7Vb9y3b1Y8m7UxY1ksiTHwL x60um9+fwU92dCJEJKiWrJ9t47ymMYXdc31vQZvqkf2TVwlzES5jTHye+uMTzcztp3akfHiYkCPMK5j2gNurz+buBpyfENi+WFw5oecjwZsdK80UZrxkDB2bKz7Tn6At jUBfi3PsnxjK19gvVNMUbYsejuzeFXjo3UWDQGbv77Ih0RMloZK9/5/PYG644OjwA/qx11foGZx5DTP2/HBP8OJTEpOhE4YLooBOs/1CKaSpokNOCwLkuPkBmdkAEuBOS lGVT084QBhZ+KmUsFXaLfeXfaoMC+KOx4DkmM9LR7a7OYm26DU6cWooiIvQTfJPFFaMrgbXDuJ3QlVJNHsDhY4URS4uskUK5xomNcrWexI5rmBvqCHXVhfvAt9FPjo1/ Do6semQx3nW+d758RBzrlz5fzsvHWunWTv3/3v9k/2X3YOO+edN52rOfTpk8bnubPydH75D/HUzG0=</latexit><latexit sha1_base64="LFXpcNIdDGcVhSVMKVgDQERADkU=">AAAIj3icrVXNb ttGEGbS1lbVn9jNsYcStQM4DU1waTH2xYHRXtpbCtRRAEkVltSSWnh/qOXSjUvsS/Tt+gB9iN46S9GiZEm1DiEkYbXzzcw3sx934pzRQgfB30+efvLpZ3v7nc+7X3z51 dfPDg6/eVfIUiXkOpFMqvcxLgijglxrqhl5nyuCecxIP775ydr7t0QVVIrf9F1ORhxngqY0wRq2xod7fw1jklFRpTxNKSOmSsmdyBTOp6bruq2x3vrBnKCLwENR8BKMY AZDQXSFlZJ/jBkRpjrzI85Na9UK02yqFxuMpLqiyKOhR8882vNo1KKVhVYSeTL05Bl8Ik/2PAm/r+egF+5s5p6+cbOFS5WxUgpPE2FrvER+ZCqIeptBBvO/qFutAbaEy adYaMkXqMCigIYFyp6B5DFmWCRk4ZIqQv4kDTPdFglNVJyuJAybhKGpsTJ3ZyVWN26OqXrMD1kK2/xerHBnOCbssjoexlhVQ00+6Eobc2zaouYQv6ATcln3uyGGItMkq AEfLTaKIPb20FJDuYvIGeYcL0U8DewJRPfsavP6gS3cG07bKFnttcfwkNHH6uNKZNftblEXMlbot1brm6S1EQ+NCO27sAu+Vi+tM4ATjR7Vb9y3b1Y8m7UxY1ksiTHwL x60um9+fwU92dCJEJKiWrJ9t47ymMYXdc31vQZvqkf2TVwlzES5jTHye+uMTzcztp3akfHiYkCPMK5j2gNurz+buBpyfENi+WFw5oecjwZsdK80UZrxkDB2bKz7Tn6At jUBfi3PsnxjK19gvVNMUbYsejuzeFXjo3UWDQGbv77Ih0RMloZK9/5/PYG644OjwA/qx11foGZx5DTP2/HBP8OJTEpOhE4YLooBOs/1CKaSpokNOCwLkuPkBmdkAEuBOS lGVT084QBhZ+KmUsFXaLfeXfaoMC+KOx4DkmM9LR7a7OYm26DU6cWooiIvQTfJPFFaMrgbXDuJ3QlVJNHsDhY4URS4uskUK5xomNcrWexI5rmBvqCHXVhfvAt9FPjo1/ Do6semQx3nW+d758RBzrlz5fzsvHWunWTv3/3v9k/2X3YOO+edN52rOfTpk8bnubPydH75D/HUzG0=</latexit><latexit sha1_base64="m22itU0diuz0o4RqdismrPE/9qg=">AAAIl3icrVXNb ttGEGbS1lbUP6c9BT2UqB3AbWiCS4uJL26DFihybIA6MiCpwpJaUgvvD7VcOnGJfYm8XR6gD9FbZylalCyp1iGEJKx2vpn5ZvbjTpwzWugg+PDg4Seffra333nU/fyLL 7/6+uDxN28KWaqEXCSSSXUZ44IwKsiFppqRy1wRzGNG+vHVb9bevyaqoFL8qW9yMuI4EzSlCdawNX68934Yk4yKKuVpShkxVUpuRKZwPjVd122N9dZP5hidBR6Kgh/BC GYwFERXWCn5dsyIMNWpH3FuWqtWmGZTvdhgJNUVRR4NPXrq0Z5HoxatLLSSyJOhJ0/hE3my50n4fT4HPXVnM/fkZzdbuFQZK6XwNBG2xnPkR6aCqNcZZDD/i7rWGmBLm HyKhZZ8gQosCmhYoOwZSB5jhkVCFi6pIuRv0jDTbZHQRMXpSsKwSRiaGitzd1ZideXmmKr7/JClsM3v6Qp3hmPCzqujYYxVNdTkna60MUemLWoO8Qs6Ied1vxtiKDJNg hrw0WKjCGJvDy01lLuInGHO8VLEk8CeQHTLrjavH9jCveG0jZLVXnsMdxl9rD6uRHbd7hZ1IWOFfm21vklaG/HQiNC+C7vga/XSOgM40ehe/cZ9+2bFs1kbM5bFkhgD/ +xOq/vmr2fQkw2dCCEpqiXbd+so92l8Uddc32vwpnpk38RVwkyU2xgjv7fO+GQzY9upHRkvLgZ0D+M6pj3g9vqziashx1cklu8Gp37I+WjARrdKE6UZDwljR8a67+QHa FsT4NfyLMs3tvIF1jvFFGXLorczi2c1Plpn0RCw+euLfEjEZGmodG//1xOoOz44DPygftz1BWoWh07zXE7AK4drZHzwz3Aik5IToROGi2KAXuR6BNNJ08QGHpYFyXFyhT MygKXAnBSjqh6icJCwM3FTqeArtFvvLntUmBfFDY8BybGeFndtdnOTbVDq9GxUUZGXoJ9knigtGdwRrp3I7oQqkmh2AwucKApc3WSKFU40zO2VLHY089xAf9Ddbqwv3o Q+Cnz0Ojx8+WvTqY7znfODc+wg54Xz0nnl/OFcOMnev/vf7x/vo86Tzi+d3zuv5tCHDxqfb52Vp/P6P+VO0AQ=</latexit><latexit sha1_base64="m22itU0diuz0o4RqdismrPE/9qg=">AAAIl3icrVXNb ttGEGbS1lbUP6c9BT2UqB3AbWiCS4uJL26DFihybIA6MiCpwpJaUgvvD7VcOnGJfYm8XR6gD9FbZylalCyp1iGEJKx2vpn5ZvbjTpwzWugg+PDg4Seffra333nU/fyLL 7/6+uDxN28KWaqEXCSSSXUZ44IwKsiFppqRy1wRzGNG+vHVb9bevyaqoFL8qW9yMuI4EzSlCdawNX68934Yk4yKKuVpShkxVUpuRKZwPjVd122N9dZP5hidBR6Kgh/BC GYwFERXWCn5dsyIMNWpH3FuWqtWmGZTvdhgJNUVRR4NPXrq0Z5HoxatLLSSyJOhJ0/hE3my50n4fT4HPXVnM/fkZzdbuFQZK6XwNBG2xnPkR6aCqNcZZDD/i7rWGmBLm HyKhZZ8gQosCmhYoOwZSB5jhkVCFi6pIuRv0jDTbZHQRMXpSsKwSRiaGitzd1ZideXmmKr7/JClsM3v6Qp3hmPCzqujYYxVNdTkna60MUemLWoO8Qs6Ied1vxtiKDJNg hrw0WKjCGJvDy01lLuInGHO8VLEk8CeQHTLrjavH9jCveG0jZLVXnsMdxl9rD6uRHbd7hZ1IWOFfm21vklaG/HQiNC+C7vga/XSOgM40ehe/cZ9+2bFs1kbM5bFkhgD/ +xOq/vmr2fQkw2dCCEpqiXbd+so92l8Uddc32vwpnpk38RVwkyU2xgjv7fO+GQzY9upHRkvLgZ0D+M6pj3g9vqziashx1cklu8Gp37I+WjARrdKE6UZDwljR8a67+QHa FsT4NfyLMs3tvIF1jvFFGXLorczi2c1Plpn0RCw+euLfEjEZGmodG//1xOoOz44DPygftz1BWoWh07zXE7AK4drZHzwz3Aik5IToROGi2KAXuR6BNNJ08QGHpYFyXFyhT MygKXAnBSjqh6icJCwM3FTqeArtFvvLntUmBfFDY8BybGeFndtdnOTbVDq9GxUUZGXoJ9knigtGdwRrp3I7oQqkmh2AwucKApc3WSKFU40zO2VLHY089xAf9Ddbqwv3o Q+Cnz0Ojx8+WvTqY7znfODc+wg54Xz0nnl/OFcOMnev/vf7x/vo86Tzi+d3zuv5tCHDxqfb52Vp/P6P+VO0AQ=</latexit><latexit sha1_base64="m22itU0diuz0o4RqdismrPE/9qg=">AAAIl3icrVXNb ttGEGbS1lbUP6c9BT2UqB3AbWiCS4uJL26DFihybIA6MiCpwpJaUgvvD7VcOnGJfYm8XR6gD9FbZylalCyp1iGEJKx2vpn5ZvbjTpwzWugg+PDg4Seffra333nU/fyLL 7/6+uDxN28KWaqEXCSSSXUZ44IwKsiFppqRy1wRzGNG+vHVb9bevyaqoFL8qW9yMuI4EzSlCdawNX68934Yk4yKKuVpShkxVUpuRKZwPjVd122N9dZP5hidBR6Kgh/BC GYwFERXWCn5dsyIMNWpH3FuWqtWmGZTvdhgJNUVRR4NPXrq0Z5HoxatLLSSyJOhJ0/hE3my50n4fT4HPXVnM/fkZzdbuFQZK6XwNBG2xnPkR6aCqNcZZDD/i7rWGmBLm HyKhZZ8gQosCmhYoOwZSB5jhkVCFi6pIuRv0jDTbZHQRMXpSsKwSRiaGitzd1ZideXmmKr7/JClsM3v6Qp3hmPCzqujYYxVNdTkna60MUemLWoO8Qs6Ied1vxtiKDJNg hrw0WKjCGJvDy01lLuInGHO8VLEk8CeQHTLrjavH9jCveG0jZLVXnsMdxl9rD6uRHbd7hZ1IWOFfm21vklaG/HQiNC+C7vga/XSOgM40ehe/cZ9+2bFs1kbM5bFkhgD/ +xOq/vmr2fQkw2dCCEpqiXbd+so92l8Uddc32vwpnpk38RVwkyU2xgjv7fO+GQzY9upHRkvLgZ0D+M6pj3g9vqziashx1cklu8Gp37I+WjARrdKE6UZDwljR8a67+QHa FsT4NfyLMs3tvIF1jvFFGXLorczi2c1Plpn0RCw+euLfEjEZGmodG//1xOoOz44DPygftz1BWoWh07zXE7AK4drZHzwz3Aik5IToROGi2KAXuR6BNNJ08QGHpYFyXFyhT MygKXAnBSjqh6icJCwM3FTqeArtFvvLntUmBfFDY8BybGeFndtdnOTbVDq9GxUUZGXoJ9knigtGdwRrp3I7oQqkmh2AwucKApc3WSKFU40zO2VLHY089xAf9Ddbqwv3o Q+Cnz0Ojx8+WvTqY7znfODc+wg54Xz0nnl/OFcOMnev/vf7x/vo86Tzi+d3zuv5tCHDxqfb52Vp/P6P+VO0AQ=</latexit>
(b) dilepton
Figure 1.3.: Examples of the tt¯ process for gluon-gluon production and single-lepton and dilep-
ton decay channels.
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Figure 1.4.: A summary of all tt¯ cross section measurements performed at the Tevatron and
LHC as a function of the CME, compared to the NNLO QCD calculation with
NNLL resummation. Measurements made at the same CME are slightly offset for
clarity [40].
Direct mass measurements of the top quark have been performed at the Tevatron [41] and
at ATLAS [42] and CMS [43,44] at the LHC. A global average results in 173.0± 0.4 GeV [24].
Indirect measurements of the top-quark mass from cross sections have also been performed at
D∅ [45] at the Tevatron, as well as at ATLAS [46–48] and CMS [49, 50]. The global average
results in 173.1± 0.9 GeV [24], consistent with the direct mass measurements.
After the discovery of what was believed to be the top quark, one hypothesis was that it
could be an exotic quark with charge −43e [51]. Measurements made at the Tevatron, and more
recently at the LHC, strongly reject this hypothesis [52,53].
The top-quark width is expected to be fairly large given that the lifetime is very small.
Deviations from the expected decay width could hint at new physics. A global average results
in Γt = 1.41
+0.19
−0.15 GeV [24], which agrees with theoretical predictions.
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1.1. Brief summary of the Standard Model
An interesting measurement of top-quark pairs is that of the spin correlation [54]. The SM
predicts that the angles of the decay products from the top quark are correlated with the
top polarisation. In tt¯ pairs, the spin correlations between each of the top quarks can be
inferred from angles between the respective decay products. At
√
s = 7 TeV the measurements
made by ATLAS were consistent with the SM [55, 56]. However, in a recent measurement
at
√
s = 13 TeV with the ATLAS detector, a 3.2σ deviation from the SM is observed [57].
It should be mentioned that the same mis-modelling is observed in the analysis presented in
this thesis at a lower significance of 1.5σ. However, it will not be presented and differential
distributions can be seen in [1].
In qq¯ → tt¯ events at leading order (LO), the top quark (antitop quark) moves in the direction
of the incoming quark (antiquark). However, at next-to-leading order (NLO) interference terms
from additional Feynman diagrams cause an asymmetry between this symmetrical angular
production. The asymmetry can be exaggerated by Beyond SM (BSM) physics. Tension
with the SM was first seen at measurements made at the Tevatron [58]. However recent
measurements done at
√
s = 8 TeV in ATLAS and CMS [59–65] all agree with theoretical
SM predictions. Interestingly, the charge asymmetry between top-quark pairs produced at the
LHC is expected to be magnified in tt¯γ production [66], however this measurement has yet to
be performed.
Lastly, a measurement of how the top quark couples to photons probes the electromagnetic
coupling. This is the central theme in this thesis and is explained in the next section.
1.1.2. Top-quark pair production in association with a photon
A cross-section measurement of a prompt photon in association with a top-quark pair (tt¯γ) can
be interpreted as a direct probe of the electromagnetic coupling of the top quark as explained
above. Anomalous top-quark couplings could manifest as shape discrepancies in various kine-
matic distributions or in cross-section measurements [67,68]. The results can also be interpreted
in the framework of an effective field theory in the search for new physics [69,70].
In addition to being radiated from a top quark, photons can be radiated from any of the
charged particles resulting from top quark decay, as well as the incoming partons in proton-
proton collisions. The processes that contribute to the background of tt¯ are essentially the
same for tt¯γ, albeit with smaller cross sections. However, overall it is fake photons and leptons
that contribute the most to the tt¯γ backgrounds. These are discussed further in Chapter 5.
We can artificially construct two “processes” in which to classify photons considered as signal.
• Radiative top production: This is the sought after signal process, specifically when photons
are radiated from off-shell top quarks (Figure 1.5a, 1.5b, 1.5c). An interference term
can also enter in the form of initial state radiation (ISR) from the incoming quarks
(Figure 1.5d). As mentioned previously, as the CME increases, so too does the cross
section of tt¯ production from gluon-gluon fusion. Thus, the contribution of photons
radiated from the incoming quarks is only O(10%).
• Radiative top decay : Photons are radiated from any of the charged particles from the
decay of the top quark. This includes photons from b-quarks (Figure 1.6a), W -bosons
(Figure 1.6b), and leptons (Figure 1.6c). Also included is the radiation from the on-shell
top quark.
In all diagrams, the coupling of a quark to the photon is described by the last term in Equa-
tion 1.1. Distinguishing these processes is difficult (and in the case of ISR from top-quark
radiation, an ill posed question) as all result in prompt photons. However, for radiative top-
decay contributions we can exploit the kinematic properties and constituents of each event.
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1. Introduction
Placing cuts between leptons and photons in the η-φ plane helps reduce this contribution. This
will be explained in Chapter 5.2.
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Figure 1.5.: Examples of the tt¯γ process at LO from quark-antiquark annihilation and gluon-
gluon fusion. Photons are radiated during top quark production or from initial
partons. All diagrams are considered as signal.
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(c)
Figure 1.6.: Example diagrams of top quark decays where photons are radiated from charged
particles. All diagrams are considered as signal.
Status of tt¯γ analyses
Evidence of the tt¯γ process occurred at the CDF experiment at the Tevatron [71] at a CME of
1.96 TeV. A total dataset of 6.0 fb−1 from pp¯ collisions was used to measure the cross section
resulting in σtt¯γ = 180±80 fb. A ratio of the tt¯ to tt¯γ cross section was also measured resulting
in σtt¯/σtt¯γ = 0.024± 0.009. Measuring the ratio allows for smaller uncertainties due to various
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experimental effects either cancelling out or being reduced. Subsequent measurements have
been carried out at the LHC in both the ATLAS and CMS experiments.
Observation at 5.3σ was seen at the LHC by ATLAS at
√
s = 7 TeV with a total dataset
size of 4.59 fb−1 [72]. The measurement was carried out in the single-lepton channel resulting
in a fiducial cross section, σtt¯γ × BR = 64± 8(stat) +17−13(syst)± 1(lumi) fb per lepton flavour.
CMS performed an analysis at
√
s = 8 TeV with an integrated luminosity7 of 19.7 fb−1. The
fiducial measurement was done in the single-lepton channel where they measured the ratio to
the tt¯ cross section, σtt¯/σtt¯γ = (5.2± 1.1)× 10−4 [73]. The tt¯γ cross section is extrapolated to
all single-lepton final states resulting in σtt¯γ × BR = 515± 108(stat+syst) fb per single-lepton
flavour.
ATLAS carried out another measurement at
√
s = 8 TeV in the single-lepton channel with
an integrated luminosity of 20.2 fb−1 [74]. The cross section yielded σtt¯γ = 139 ± 7(stat.) ±
17(syst.) fb. For the first time this analysis included differential measurements of the transverse
momentum and pseudorapidity of the photon.
In summary, all the above measurements have been carried out in some form of the single-
lepton channel, and all agree with SM predictions. The cross-section results scaled to the
respective theoretical NLO predictions (represented by the dashed vertical line) are summarised
in Figure 1.7.
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Figure 1.7.: Summary of the previous tt¯γ cross-section measurements performed at the Teva-
tron and LHC, scaled and compared to the respective theoretical predictions (rep-
resented by the dashed vertical line at one). The luminosity for the CMS mea-
surement is scaled by 0.75 for better readability. The shaded bands represent the
theoretical errors obtained from dedicated calculations for each analysis.
7The integrated luminosity is the total amount of data collected over a certain period. The instantaneous
luminosity corresponds to the incoming number of particles per second and is determined by the accelerator
properties.
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1.2. Machine learning in high energy physics
The goal of all detector components and algorithms used in high energy physics (HEP) is
essentially to identify particles more efficiently with smaller uncertainties. The goal of all
analyses is to examine and extract meaningful information from the data.
Multivariate analyses (MVAs) in HEP take many inputs (called variables or features) and
reduce this complexity to find new features in data. Some examples that CERN has conven-
tionally used in the past are Likelihoods, Kalman fitters [75], Boosted Decision Trees (BDTs,
which the Higgs boson discovery of 2012 used) and neural networks (NNs). The latter two
belong to a class of algorithms called Machine Learning (ML). When ML algorithms are used
two steps are essential: training a model which is time and central processing unit (CPU)
intensive, and inference of the model. Inference refers to the process of applying the trained
algorithm to unseen data. This is a CPU in-expensive task. ML techniques for training (and
inference) have progressed significantly in the last few years with specific emphasis on NNs. A
new class, Deep neural networks (DNNs), has large implications for the workflows in HEP8.
With the huge amount of data collected (and still to be collected) at the LHC, deeper NNs are
possible, thus further exploring the fundamentals of physics interactions.
Some topics in which ML can help HEP are highlighted in dedicated reports [76,77] as well
as detailed studies and research papers. A selection of some general themes (with examples
where available) are explained below.
• (Fast) Simulation [78]: Simulation plays a crucial role as it enables us to compare our
collected data to a theory (Chapter 3.2). The events in the simulated data must have
gone through the same interactions as the real data do through the detectors. That means
each particle and its interaction with matter needs to be simulated accurately. This is an
incredibly CPU intensive task, especially in calorimeters where particle showers occur.
An area of research is to learn these “shower shape variables” through DNNs, or more
specifically Generative Adversarial Networks (GANs) [79]. Inference of already simulated
datasets could save significant amounts of CPU time.
• Triggering: The decision to accept or reject events is made by the online and offline
components of a triggering system in a detector (Chapter 2.2.5). Key to the success
is the speed and accuracy in which decisions are made to keep only a tiny fraction of
interesting events. Also key is how to define what constitutes an interesting event. DNNs
essentially have the capability of increasing the efficiency of various triggers by using all
reconstructed particle information and kinematics. This could mitigate the possibility of
throwing away interesting events based on a more fuller description of the constituents
of the event.
• Object (and event) reconstruction and identification [80–88]: A large proportion of DNN
studies focus around jet physics. This involves studying the quark/gluon jet substructure
that leaves different signatures in calorimeters, an ideal problem for Recurrent Neural
Networks (RNN) with Long Short Term Memory (LSTM) units or Convolutional Neural
Networks (CNN). These algorithms have originally been developed for the field of natural
language processing and image recognition. This thesis makes use of novel techniques for
object identification (Chapter 6.1) and event classification (Chapter 6.2).
• Uncertainty mitigation [89]: An interesting area of research involving NNs it to mitigate
the systematic uncertainties that arise in any HEP analyses. The key lies in “pivoting”
8The term “Deep” is very subjective. Essentially, it can mean many trainable parameters from hundreds of
thousands to tens of millions or even larger. For this reason DNN and NN are often used interchangeably.
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between sensitivity or robustness in a classification problem. This introduces a novel
technique using GANs.
• Anomaly detection [90]: From the nominal operation of each component of a detector,
to storing massive amounts of data on hardware, everything needs constant monitoring.
In the case of failure an appropriate response needs to be carried out. Conventionally
this is done to some degree by electronic sensors, but ultimately always ends up at an
“expert” taking action. By detecting or even forecasting anomalies based on enormous
amounts of data, algorithms could detect and fix, or even just notify the correct expert
significantly faster than humans. Another type of anomaly detection applies to physics
processes. By training a NN on simulation (which is a theory such as the SM) we create
output distributions. These outputs are non-linear transformations and so can represent
non-trivial properties that are otherwise hidden. By inferring on unseen collected data,
assumptions can be made on the validity of the theory.
The above points generally rely on some well simulated datasets that provide the labels that
are used in training. In cases where labels are not available (for example training on actual
data) or when the labels are not implicitly trusted, novel methods have been developed [91–94].
While some of these techniques are still in early development, we can imagine the advantages
that DNNs without labels may provide. An example would be not telling the network what
to look for, but rather looking for patterns that occur naturally in the data, which can be
interpreted as re-discovering fundamental physics with very little or no bias to a given theory.
1.2.1. Core concepts
A brief introduction to some core concepts, common algorithms, and architectures used in this
thesis will be presented here.
The typical goal of an NN algorithm is to search for a function which maps a given space
or set X (which are some observed data points with associated features) to lower dimensional
space Y (which are the target labels). In doing so, a loss function or cost function is optimised.
The transformation of an input variable (x) into a hidden state (hi) is expressed as
hi+1 = gi(Wihi + bi), (1.3)
where i represents the ith transformation. For the first transformation, h0 = x. Wi is called
a weight matrix and bi is the bias vector. These are the parameters that are updated in the
process of optimising a loss function, the so-called training of the NN. For this thesis, weight
matrices and bias vectors are initialised uniformly in the range [0, 1]. gi is called the activation
function. This is often a non-linear function with the only requirement being that it needs to
be differentiable. This thesis makes use of three different activation functions;
• ReLu: g(z) = max(0, z)
• Sigmoid: g(z) = 1
1+e−z
• Softmax: g(z) = e
zj∑
k=1 e
zk
, for j number of inputs to final layer, with k final outputs.
For all given weights and biases we want an algorithm that describes y for all inputs x. In this
thesis, ideally, signal and background events are classified such that
y =
{
0, if background
1, signal.
(1.4)
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Thus, binary cross entropy is used as the loss function and defined as:
Loss(y,p) = −ylog(p) + (1− y)log(1− p), (1.5)
where y are the given labels and p are the predictions made by the network. The loss becomes
small (close to 0) when y is roughly equal to the output, p. The training stage of a NN involves
minimising the loss function using gradient descent. The significant advancements in ML that
we have seen since the 1990’s is largely due to the invention of back-propagation [95]. By taking
partial derivatives, weights and biases in all hidden layers are able to be updated with respect
to the loss function in significantly less time. This allows for the training of deeper networks.
Overtraining occurs when the NN has learned too much about the training dataset. Generali-
sation to unseen data could result in artificial trends emerging based on the learned fluctuations
in the training set. Two regularisation methods in the form of layers are used to reduce any
overtraining that may occur (in addition to the general k-fold cross validation checks presented
later).
• Batch Normalisation [96]: During training, the distribution of inputs at each layer changes
as the parameters of the previous layer change. This leads to slower training as the overall
learning rate is reduced due to parameter initialisation. It is also difficult to train models
with saturating non-linearities (such as for a sigmoid or tanh activation layers). This
is referred to internal covariate shift. The solution is surprisingly simple and effective:
normalise each batch so that it has a mean of 0 and a standard deviation of 1.
• Dropout [97]: A dropout layer sacrifices some performance for the generalisation of the
NN. During training, a percentage (supplied as a hyper-parameter in which to optimise)
of neurons are evicted from the training epoch9. This ensures the NN does not become
too dependent on specific neurons, which can lead to overtraining. Essentially what this
technique is doing is training many slightly different NNs simultaneously.
1.2.2. Tools and libraries
An underlying theme in this thesis is the use of industry standard, open-source machine learning
libraries in ATLAS. While this may not sound profound, it is. It represents a large change to
the workflow of how ML is used within HEP at CERN, specifically within ATLAS. By using
modern libraries such as TensorFlow [98], Theano [99] and Keras [100], new approaches to ML
can be achieved making the ideas presented above possible.
This thesis presents work on an analysis that was one of the first studies to use modern
NN libraries on ATLAS data and not on phenomenological datasets that most of the studies
presented above use. It presents a challenge because the ATLAS software stack is large (about
6.5 million lines) with the vast majority written in C++. It was built at a time when machine
learning in HEP was not foremost in people’s minds. Modern ML libraries generally have
python (and only much more recently, C++) interfaces, which would need significant restruc-
turing of our code to be able to use. For this reason ROOT [101] (the standard “swiss army
knife” of tools in HEP) and the TMVA library [102] have been popular in HEP, simply because
the code was designed around ROOT data structures.
ROOT and TMVA were developed at CERN and are maintained by developers based at
CERN. However, there are good reasons to use industry standard (yet open-source) libraries.
For instance, at time of writing, TensorFlow and Keras have around 1600 and 700 contributors
to their respective codebases since their “founding” in 2015.10 In comparison, ROOT has just
over 200 contributors spanning over about 18 years11. A larger user-base ensures access to
9An epoch refers to one full cycle of training on the training dataset.
10Taken from their respective Github code repositories.
11Taken from www.openhub.net.
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cutting edge algorithms, better documentation and more helpful forums.
A strategy that has propelled the use of ML in HEP is based on the premise that training
and inference of a NN are two steps that are completely independent of each other. The
training stage can take place in any environment, often making use of graphical processing
units (GPUs), which considerably speeds up the training of complex networks. Inference has
more restrictions, and in the case of ATLAS needs to have a low CPU footprint and be written
in C++. The analysis presented in this thesis makes extensive use of Lightweight Trained
Neural Network (lwtnn) [103], which was created to bridge the gap between training using
modern ML libraries, and inference of the NN within ATLAS (and CERN in general). It has
enabled rich ML studies using novel techniques that are coming to fruition.
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CHAPTER 2
The LHC and the ATLAS experiment
The European Organisation for Nuclear Research (CERN) is currently the largest scientific
laboratory in the world. CERN is a high energy particle physics laboratory founded in 1954,
where many important discoveries have been made. These include (among others) the discovery
of neutral currents in 1973 [104], W - and Z- bosons [105,106], direct charge-parity (CP) viola-
tion [107] and the Higgs boson in 2012 [16, 17]. Various accelerators have been commissioned
at CERN with the latest being the Large Hadron Collider (LHC). This chapter discusses the
LHC and describes the ATLAS detector which sits on one of the four main interaction points
(IP) on the LHC ring.
2.1. The Large Hadron Collider
Figure 2.1 shows the schematics for how particles are injected into the LHC. The protons
originate from a bottle of hydrogen where the electrons are stripped off and injected into the
Linear accelerator 2 (Linac 2). They are accelerated to an energy of 50 MeV where they then
enter the Booster and are accelerated up to 1.4 GeV. From there the protons enter the Proton
Synchrotron (PS) where they are accelerated up to 25 GeV within a ring with a circumference
of 628 m. The protons then enter the Super Proton Synchrotron (SPS), which is the second
largest accelerator at CERN. It has a circumference of 7 km and was first switched on in 1976.
It was at this accelerator that the W and Z bosons were discovered. Protons are accelerated
up to 450 GeV before they are injected into the final accelerator: the LHC.
The LHC [108] is 27 km in circumference and crosses the border of Switzerland and France
in multiple places. It is the final stage in the chain of accelerating particles to the design
centre of mass energy (
√
s) of 14 TeV. It is made up of eight straight segments and eight arcs
which contain dipole magnets to keep the particles in a circular orbit. There are 1232 dipole
magnets and 392 quadrupole magnets that steer the beam along its 27 km trajectory. Special
focusing magnets squeeze the beam at four IPs to induce collisions. The LHC was designed to
accommodate 2808 proton bunches per beam (with 1011 protons in a bunch) and with a spacing
of 25 ns per bunch. This means a peak instantaneous luminosity of around 1.2×1034 cm−2s−1,
which translates to just under 1 billion collisions per second.
A detector sits at each of these IPs. There are the two general purpose detectors:
• ATLAS (A large Toroidal LHC ApparatuS) [109] is a general purpose detector designed to
probe many aspects of particle physics from “bump hunting” (detection of new particles)
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LHC 2008, 27 km
SPS 1976, 7 km
Booster 1972, 157 m
PS 1959, 628 m
Linac 2
Figure 2.1.: A simplified view of the CERN accelerator complex. Interaction points are shown
as yellow squares. Each element in the chain serves to accelerate particles (black
arrows) to higher energies, culminating at the LHC. This schematic applies to
protons being injected into the LHC. For heavy ions, a slightly different initial
injector scheme is used, which is not shown.
18
2.2. The ATLAS detector
to SM precision measurements, to Beyond the SM (BSM) and supersymmetry (SUSY)
searches. It is the largest HEP detector in the world. ATLAS will be described in detail
in Section 2.2.
• CMS (Compact Muon Solenoid) [110] is a second general purpose detector with the
same physics goals as ATLAS. The redundancy is needed to ensure that discoveries are
verifiable. While the physics goals are the same, the detector itself and the software and
algorithms are different to ATLAS.
There are two other detectors with more specific aims1:
• ALICE (A Large Ion Collider Experiment) [111] studies the properties of the universe
an infinitesimal time after the Big Bang. Specifically, it studies the quark-gluon plasma
that forms under conditions of extremely high temperatures and densities. They require
heavy nuclei to be collided such as lead-lead, proton-lead or even Xenon atoms. Special
runs of the LHC are requested where protons are switched to heavy ions.
• LHCb (LHC beauty) [112] focuses on b-physics (hadrons that contain b quarks) which
play an important role in probing the asymmetries of nature. It could answer questions
like the imbalance of matter versus anti-matter in our universe. LHCb takes advantage of
the production asymmetry of the signatures of interest and only has detectors in a more
forward region of one of the beam directions.
2.2. The ATLAS detector
The ATLAS detector, shown in Figure 2.2, is 25 m tall and 44 m long, weighing about 7000 tons.
It is symmetric and is made up of many sub-detectors. The IP is located at the centre of the
detector, which defines the origin of the coordinate system used henceforth. The beam axis
is defined by the z-axis with the x-y plane transverse to the beam axis. The polar angle,
θ is measured from the beam axis and is often expressed in terms of the pseudorapidity2,
η = −ln tan(θ/2), while the azimuthal angle, φ is measured around the beam axis. A cone
∆R =
√
∆η2 + ∆φ2, can be expressed as the angular distance in the η − φ plane. Quantities
such as the transverse momentum (pT), transverse energy (ET) and missing transverse energy
(EmissT ) are expressed in the x-y plane.
Figure 2.3 shows a cross section of the ATLAS detector and how it can be split into four main
components (each of which have further sub-components). The inner detector (ID) is largely
responsible for tracking. With millions of read-out channels and thus high resolution, this
detector provides a snapshot of tracks for charged particles. Ionising gases or semiconductor
material is used in these detectors. ATLAS has two critical magnet systems. The first surrounds
the inner detector with a homogeneous 2 T magnetic field to detect charge type and particle
momentum. The second critical magnet is the large toroidal magnet for which ATLAS is
named. This toroidal magnet provides an in-homogeneous field of between 0.5 and 4 Tesla.
The electromagnetic (EM) calorimeters measure energy from photons and electrons due to
1There are multiple smaller experiments that branch off from the LHC, but these four detectors are the only
ones that sit at beam IPs.
2This quantity is preferred over θ since the differences in pseudorapidity are Lorentz invariant under boosts
along the beam axis. The relationship can be shown as:
θ = 90◦, η = 0
θ = 0◦, η = ∞
θ = 45◦, η = 0.88
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Figure 2.2.: An overview of the ATLAS detector (including humans for scale) with some of the
sub-detectors labelled.
their interactions with matter. Pair production and bremsstrahlung are such examples. The
hadronic calorimeters measure the energy deposits of heavier particles (such as protons and
neutrons) due to their interaction with matter. Muons are minimal ionising particles and
so are able to traverse the entire detector. Thus, the muon detectors encapsulate the other
detectors and form the outer layer. The interaction of neutrinos with matter is negligible. For
this reason neutrinos pass through the detector and are reconstructed as “missing transverse
energy” (EmissT ), which is possible due to energy conservation. These components are described
further in the next sections.
2.2.1. Magnets
Charged particles feel a force due to an electric and magnetic field (the Lorentz Force). Their
bending radius is proportional to their momentum. Thus, magnets are essential to determine
the momentum and charge type of various particles. ATLAS has two magnet systems which
influenced much of the design for the rest of the experiment. These are the solenoid and toroid
(with separate end-caps) magnets. Figure 2.4 shows the geometry of the magnet systems. At
the centre lies the ID (the first four layers) which is surrounded by the solenoid magnet. The
eight toroid coils as well as the end-cap coils are also shown.
The solenoid magnet has an outer diameter of 2.56 m and a length of 5.8 m and has its
conductive windings between the inner and outer layer of width 12 mm. Care had to be taken
to reduce the amount of material before the calorimeter, yet remain steady and lightweight.
The conductive coils are made from Niobium-titanium (NbTi), which is reinforced with an
aluminium alloy. The solenoid fully encompasses the ID and provides a homogeneous 2 T field,
while only contributing a total of 0.66 radiation lengths, X0
3. The toroid magnet system con-
sists of a barrel and end-cap segments. The barrel components consists of eight coils encased in
3The radiation length is a property of a material defined as the length at which a charged particle loses 0.368
(or 1/e) of its energy when traversing the material.
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ATLAS Experiment © 2018 CERN
Figure 2.3.: A cross section of the ATLAS detector showing the main detector components and
the different points at which particles interact with the detector. Deflection or
curvature of particles due to the solenoid magnet are also shown. Deflection or
curvature due to the toroid magnet are in and out of the page and so can not be
seen.
ATLAS Experiment © 2018 CERN
Figure 2.4.: The solenoid magnet (the last layer on the cylinder) surrounds the ID. The eight
air-coils for the toroid magnets as well as the end-caps are also shown.
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circular stainless-steel vacuum tubes. The overall barrel toroid length is 25.3 m while the outer
diameter is 20.1 m. The net Lorentz force acting on each coil is approximately 1400 tonnes,
directed inwards. The structural deflection of the barrel toroid had to be taken into account
in the construction of magnet infrastructure. The end-cap toroids consists of eight flat, square
coil units and eight wedges. These are joined to form a structure that can withstand a Lorentz
force of 250 tonnes. Both the barrel and the end-caps toroids consist of pure Al-stabilised
Nb/Ti/Cu conductor.
2.2.2. The Inner Detector
Three sub-components make up the Inner Detector (ID), all placed within a homogeneous 2 T
magnetic field provided by the solenoid. This allows for accurate determination of charged
particles’ momenta. By order of distance from the beam-pipe these are the Pixel Detector,
the Semiconductor Tracker (SCT) and the Transition Radiation Tracker (TRT). Figure 2.5a
shows the location of each component. All components have a barrel and end-cap elements.
Not shown is the Insertable B-Layer (IBL), which is part of the pixel layer and was added after
Run 1. A crucial consideration in designing the ID was to minimise the material used in the
construction, and thus ensure particles reach the calorimeters. Depending on the value of |η|,
the radiation length varies from about 0.5 X0 (for around |η| < 0.7) to approximately 2.5 X0,
the densest material being due to the barrel and end-cap infrastructure plates at approximately
|η| = 1.5 and |η| = 2.7. Figure 2.5b shows a more detailed schematic of the ID, which includes
these end-plates. Also shown are radii for each component from the beam-pipe, as well as the
lengths of the detectors in the z-plane. The resolution for the ID as a function of the transverse
momenta is σ(pT)/pT ≈ 0.05%pT[GeV]⊕ 1%.
Pixel detectors
The Pixel detectors (based on silicon semiconductor technology) provide high resolution vertex
measurements for charged particles within |η| < 2.5 and consist of more than 80 million pixels.
Originally it consisted of three layers but after Run 1, ATLAS installed an Insertable B-Layer
(IBL) [113], which contains smaller pixels and thus enhances the capabilities of detecting b-
tagged jets. The IBL is placed 33.2 mm away from the beam-pipe, with the three original layers
placed at 50.2 mm, 88.5 mm and 122.5 mm from the beam-pipe, as shown in Figure 2.5b. The
older three layers and disks of the Pixel Detector modules have an accuracy of 10 µm in the
R-φ plane and 115 µm in the z or radial plane for single hits. The IBL is accurate to 8 µm in
the R-φ plane and 40 µm in the z direction.
Semiconductor Tracker
The SCT contributes to high precision measurements of track impact parameters and has a
coverage of |η| < 2.5. It functions similar to the Pixel detectors in that it is based on silicon
semiconductor technology. It is composed of four cylindrical barrel layers and 18 planar end-
cap discs. A slight tilt and overlaying sensors allows for 2D measurements of particle hits. The
SCT barrel and disk modules have an accuracy of 17 µm in the R-φ plane and 580 µm in the
z or radial plane.
Transition Radiation Tracker
The TRT is made up of 4 mm diameter tubes of polyimide, cut to 144 cm for the barrel and
37 cm for the end-caps. Around 73 layers in the barrel and 160 straw planes in the end-cap
provide high track curvature measurements through transition radiation up to a coverage of
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Figure 2.5.: a) An overview of the ATLAS ID with the different components. b) Quarter-slice
of the ID showing the main detectors and dimensions. Also shown is the solenoid
magnet. Not shown is the IBL which was added during the first long shutdown of
the LHC in 2013. It would be shown in b) at a radius of R = 33.2 mm from the
beam-pipe [109].
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|η| < 2.0. The TRT is also able to discriminate between pions and electrons due to high
thresholds on the signal energy. The barrel straws are placed parallel to the beam axis, while
the end-cap disks place the straws perpendicular to the beam-axis. The straws are filled with a
Xe/CO2/O2 gas mixture and the anodes consist of tungsten wires plated with gold. The TRT
modules have an electron collection time of approximately 48 ns and a drift-time accuracy of
around 130 µm.
2.2.3. Calorimeters
Figure 2.6 shows the layout of the EM and hadronic calorimeters in ATLAS. Both have full
φ coverage around the beam axis with a total pseudorapidity coverage of |η| < 4.9. The EM
calorimeters consist of a barrel (EMB) and end-cap (EMEC) components.
Figure 2.6.: The layout of the electromagnetic and hadronic calorimeters in the ATLAS detec-
tor [109].
The hadronic calorimeter sits behind the EM calorimeters and includes the central barrel
part and extended barrel part (the Tile calorimeter). Liquid Argon (LAr) hadronic end-cap
calorimeters (HEC) and LAr forward calorimeters (FCal) also form part of the overall hadronic
calorimeter, which is most suited to EmissT measurements and jet reconstruction. The EMB has
a total coverage of |η| < 1.475, while the EMECs have a coverage of 1.375 < |η| < 3.2. The EM
calorimeter is a lead-liquid argon detector where lead plays the role of the absorber and LAr the
active material. The accordion shape is motivated to avoid cracks in coverage in the azimuthal
direction. The EMEC is split into two separate wheels that cover the range 1.375 < |η| < 2.5
and 2.5 < |η| < 3.2. The first and most finely grained layer of the EMB (and the first wheel
of the EMECs) is the LAr strip layer which gives high precision measurements of EM energy
clusters in the η-direction. The second layer collects the majority of the energy deposition of
the EM shower and so has a coarser granularity. The third layer collects the tail of the energy
distribution and so is the least granulated layer. Figure 2.7 shows a slice of the EM calorimeter
at η = 0 (i.e. perpendicular to the beam axis and therefore a barrel component where high
precision physics is carried out), specifically the three layers and the accordion-like geometry.
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The resolution in the η-φ plane is also given for each layer, as well as the radiation lengths.
The Tile calorimeter has coverage of |η| < 1.7 and is made of steel (the absorbing material)
and silicon as the scintillating material. The HEC has coverage of 1.5 < |η| < 3.2 and is a
copper/LAr sampling calorimeter. The FCal has coverage of 3.1 < |η| < 4.9 and is split into
three modules. The first, an EM calorimeter makes use of a copper absorber and a LAr active
material. The second two modules cater to hadronic needs and use mainly a tungsten absorber
(to cater for high absorption lengths) with LAr active material.
The energy resolution for the calorimeters is parameterised by σ(E)/E = (a/
√
E[GeV])⊕ b.
For the EM calorimeters a ≈ 10% and b ≈ 0.7%, while for the hadronic calorimeters a ≈ 50%
and b ≈ 3% in the barrel and end-cap, and a ≈ 100% and b ≈ 10% in the forward region.
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Figure 2.7.: A sketch of a barrel module for the electromagnetic calorimeter. Shown are the
three layers with the η-φ resolution and radiation lengths [114].
A relevant example detailing the effectiveness of the different layers in the EM calorimeter
for this thesis is shown in Figure 2.8. Two event displays depict the presampler4, then a
layer of lead, followed by the finely grained LAr strip layer and the two coarser layers. A
prompt photon candidate (left image) and a pi0 candidate (right image) in the three layers
of the EM calorimeter are shown. A pi0 decays into two photons and so for many analyses
looking at prompt photons, these are considered fake photons from hadron decays and thus
background. The prompt photon candidate shows a more collimated energy deposition in the
finely grained first layer of the EM calorimeter, whereas the pi0 decay shows a more spread out
energy deposit due to the presence of two photons. In the second layer of the calorimeter the
two energy deposits look similar. Thus, the LAr strips are essential for prompt versus fake
photon identification.
4The presampler is a thin layer of LAr that sits in front of the EM calorimeter. It is designed to correct for
energy loss from particles in the ID and solenoid.
25
2. The LHC and the ATLAS experiment
ATLAS Experiment © 2018 CERN
(a) Energy deposit signatures from a
photon candidate.
ATLAS Experiment © 2018 CERN
(b) Energy deposit signatures from a pi0
candidate.
Figure 2.8.: Two event displays showing a a) photon candidate and a b) pi0 candidate decaying
to two photons in the presampler and three different layers of the EM calorimeter.
Lead separates the presampler from the three layers of the EM calorimeter.
2.2.4. Muon spectrometers
The components of the muon spectrometers have a coverage of |η| < 2.7 (but trigger on |η| <
2.4) and work together with the in-homogeneous field provided by the air-coil toroidal magnet
(for |η| < 1.4) and the two end-cap magnets (for 1.6 < |η| < 2.7). The region 1.4 < |η| < 2.6
receives magnetic field contributions from both magnets. Thus, muons are curved due to the
magnetic field lines that are mostly perpendicular to the particles, and the detectors can make
accurate measurements of the particles’ momenta. The momentum resolution for muons with
pT greater than 1 GeV is approximately σ(pT)/pT = 10%. The layout of the muon detector
systems is shown in Figure 2.9. It consists of four major types of sub-detectors. Two serve as
tracking: monitored drift tubes (MDT) and cathode strip chambers (CSC); and two serve as
muon triggers: resistive plate chambers (RPC) and thin gap chambers (TGC).
MDTs and CSCs
The MDTs are made up of drift tubes filled with an Ar/CO2 gas mixture with a diameter
of 30 mm. A gold-plated tungsten-rhenium wire of diameter 50 µm at a potential of 3080 V
collects charges due to the ionisation of gas when a particle traverses the chamber. This
allows for an average resolution of 80 µm per tube. They cover up to |η| < 2.7, except in
the innermost end-cap layer where |η| < 2.0. The CSCs cover the innermost layer and have a
coverage of 2.0 < |η| < 2.7. To account for higher than expected backgrounds in this forward
region, multi-wire proportional chambers with cathodes segmented into strips are used creating
a higher granularity. A potential of 1900 V is applied. The ionising gas used is a mixture of
CO2 and CF4. The resolution of a CSC chamber is 40 µm in the z-direction and 5 mm in
the φ-direction. The locations of the MDT wires and CSC strips are aligned with an optical
alignment system and are actively monitored. This ensures that the resolution of a muon
trajectory is known to less than 30 µm.
RPCs and TGCs
The RPC and TGC form a muon triggering system in the pseudorapidity region of |η| ≤ 2.4.
They provide fast information of muons traversing the ATLAS detector. Some examples that
they help with are muon transverse momentum measurements, bunch crossing identification and
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tracking information. RPCs are used in the barrel region. They consist of a parallel electrode-
plate filled with a CO2/C5H10 mixture at a distance of 2 mm from each other. The electric
field in the gap is 4.9 kV/mm. Three concentric cylindrical layers around the beam axis cover a
pseudorapidity region of |η| ≤ 1.05 in the barrel and provide good time and spatial resolution.
The TGCs are used in the end-cap regions, 1.05 < |η| < 2.4 and make use of multi-wire
proportional chambers. The wire-to-cathode distance is always smaller than the wire-to-wire
distance, and thus they provide a high rate capability and good time resolution. In addition
to functioning as a trigger, they also provide the second φ coordinate which compliments the
MDT measurements. The ionising gas is a mixture of CO2 and n-C5H12 and has an operation
potential of 200 V.
2.2.5. Triggers
With a bunch crossing rate of 40 MHz at the ATLAS IP, a system in which only interesting
events are saved is crucial. In Run 1 ATLAS used a three level trigger system (one level was
hardware based and two were software) to reduce the number of data saved to the order of a
few hundred Hertz. For Run 2, ATLAS revisited its trigger and data acquisition pipeline to be
able to cope with the increased data and more challenging run conditions.
An upgraded custom-made electronic hardware trigger is used as the first trigger (L1). It uses
information from a subset of detectors such as the triggering calorimeters and muon detectors
to highlight candidate objects in regions of interest (RoI). Candidate objects are muons, EM
clusters, jets, taus, missing transverse energy, and total energy. This reduces the event rate
down to about 100 kHz. These RoIs then seed the second trigger. This is called the High
Level Trigger (HLT) and replaces the older level 2 (L2) and event filter layers. A dedicated
HLT computing farm makes use of shared algorithms to merge RoIs to allow for more efficient
CPU processing, and thus a more efficient trigger. The HLT reduces the event rate from the
L1 trigger of 100 kHz to a more manageable 1 kHz, which is then written to disk.
Figure 2.9.: The layout of the four main muon detector components for the ATLAS detector.
Also shown are the two toroid magnet components [109].
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CHAPTER 3
Analysed data and Monte Carlo
3.1. Data
This thesis makes use of data collected with the ATLAS detector in 2015 and 2016 at
√
s =
13 TeV. This makes up only part of the LHC’s Run 2 dataset1. Strict requirements are placed on
the quality of the data, requiring only good luminosity blocks2. This corresponds to 3213 pb−1
and 32885 pb−1 of data collected in 2015 and 2016, respectively. Figure 3.1 shows the total
integrated luminosity that the LHC delivered and what ATLAS recorded for the years 2015 and
2016. The difference in delivered and recorded luminosity can be due to a number of reasons
ranging from problems in ATLAS data acquisition software and hardware, to the process of
the ATLAS detector reaching data taking conditions once stable beams have been announced
by the LHC.
Figure 3.2 shows the mean number of interactions per bunch crossing (pileup) for the years
of 2015 and 2016. This corresponds to the mean of the Poisson distribution for the number
of interactions calculated per bunch crossing. Higher pileup makes object identification more
difficult and thus increases the systematic contributions that have to be taken into account.
As the LHC increases its energy and instantaneous luminosity, the problem of larger pileup
profiles becomes more prolific and needs to be addressed.
3.2. Monte Carlo datasets
Theoretical models are needed for which collected data can be compared against. The process
of going from a theoretical prediction to a Monte Carlo (MC) dataset that is in the same
format and has the same detector biases as ATLAS data is a complex process requiring three
main steps (and many sub-steps). These are: event generation, detector simulation and object
reconstruction.
1A total of around 120 fb−1 of data is expected to be collected by the end of Run 2, i.e. the end of 2018.
2A run in which ATLAS is collecting data is made up of luminosity blocks corresponding to around a minute
of data-taking each. A good luminosity block defines whether those data are good for physics analyses. This
requirement can be different if, for example, an analysis does not make use of a certain phase space of the
detector that was not operating nominally.
29
3. Analysed data and Monte Carlo
Day in 2015
23/05 20/06 18/07 15/08 12/09 10/10 07/11
]
-
1
To
ta
l I
nt
eg
ra
te
d 
Lu
m
in
os
ity
 [fb
0
1
2
3
4
5
 = 13 TeVs     ATLAS Online Luminosity
LHC Delivered
ATLAS Recorded
-1Total Delivered: 4.2 fb
-1Total Recorded: 3.9 fb
(a) 2015
Day in 2016
18/04 16/05 13/06 11/07 08/08 05/09 03/10 31/10
]
-
1
To
ta
l I
nt
eg
ra
te
d 
Lu
m
in
os
ity
 [fb
0
10
20
30
40
50
 = 13 TeVs     ATLAS Online Luminosity
LHC Delivered
ATLAS Recorded
-1Total Delivered: 38.5 fb
-1Total Recorded: 35.6 fb
2/17 calibration
(b) 2016
Figure 3.1.: The total integrated luminosity delivered by the LHC and recorded by the ATLAS
detector in 2015 and 2016 [115].
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Figure 3.2.: The pileup profile for 2015 and 2016 data recorded with the ATLAS detector [115].
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Event Generation
Event generation is the first step, which essentially has four “ingredients”. Protons are com-
posite particles made up of quarks and gluons, together forming partons. When protons collide
Parton Distribution Functions (PDF) are needed to determine the fraction of momenta that
these partons have. These PDFs are experimentally determined and are dependent on the
CME. The PDF sets that are used in this analysis are: NNPDF2.3LO [116], NNPDF3.0NLO [117]
and CT10 [118]. PDFs are used as parameterisations to the next step, the hard scattering
process, which is the Matrix Element (ME) calculation. The ME is the perturbative approach
to modelling the process of interest, which can be represented by Feynman Diagrams. Different
orders of precision can be modelled, with higher precisions being computationally more expen-
sive and sometimes not practical. Amplitudes or probabilities for certain processes are a result
of the ME calculation. Once the ME has been calculated and final state particles produced
accordingly, ME particles are showered. Partons emit photons or gluons via the QCD or QED
mechanisms due to bremsstrahlung, which can cause multiple cascades of particles. These then
need to be taken into account when calculating the final kinematic distributions for an event.
The process of adding QCD and QED bremsstrahlung is the showering of the ME. The last
stage, called hadronisation, is when hadrons are formed from partons and are allowed to decay
until stable particles are formed. This is due to QCD confinement which says quarks and gluons
can not exist as individual particles, but need to form hadrons.
The steps above can in full or in part be carried out by what is called a MC generator.
They can be interfaced to different PDFs or showering algorithms if necessary. The main
MC generators used in this analysis are: MadGraph5 aMC@NLO (MG5 aMC) [119], Sherpa [120],
PowHeg-Box v1 and PowHeg-Box v2 [121–125], and Pythia 8 [126]. Sherpa provides its own
showering and hadronisation model, while other generators need to be interfaced to a generator
like Pythia 8 or Herwig 7 [127,128].
There are many parameters that are not necessarily well modelled in the above steps. MC
tuning is needed to account for unforeseen circumstances such as multiple parton interactions
or an increase in the strong coupling constant at low energies. This is done using tunes pro-
vided through empirical studies to data. The tunes used in this analysis are A14 [129] and
Perugia2012 [130].
Detector Simulation
The simulation of particles through the ATLAS detector is done using Geant 4 [131]. This
step is the most CPU intensive as the interaction of each particle and its decay products needs
to be simulated with the respective parts of the detector. The simulation of a single event can
take anywhere from around 2 minutes to about 8 minutes depending on the complexity of the
event. Millions of events for a given process need to be simulated. As previously mentioned,
pileup plays an important role in the performance of object reconstruction and needs to be
simulated accurately. Pythia 8 is responsible for simulating the pileup due to QCD processes.
Tuneable parameters called A2 [132] and the MSTW2008LO [133] parton distribution functions
(PDF) set are used. Techniques such as using pre-simulated electromagnetic showers can be
used with a small penalty on accuracy, and as mentioned in Chapter 1.2, further research using
ML techniques is being done to significantly speed up the simulation process by several orders
of magnitude.
Object reconstruction
Detector properties combined with software algorithms are able to reconstruct objects for real
and simulated data that pass through the detector (as shown in Figure 2.3). In general this
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is done using the ATLAS software infrastructure [134]. Object reconstruction is explained in
more detail in Chapter 4.
3.2.1. Nominal signal and background MC samples
The tt¯γ signal sample is modelled at LO using MG5 aMC and the NNPDF2.3LO pdf set. Parton
showering is simulated with Pythia 8 using the A14 tune. The five flavour scheme is used where
all quark masses except the top mass are set to 0. The top quark mass is set to 172.5 GeV
with a decay width of 1.320 GeV and the fine structure constant is set to 1/137. A set of
kinematic cuts is needed to avoid infrared and collinear divergences. The photon and lepton
transverse momenta are required to be larger than 15 GeV, while the absolute value of the
pseudorapidity is required to be less than 5.0. A minimum ∆R distance of 0.2 is required
between the photon and any charged particle in the final state. Higher order predictions of the
tt¯γ process are incredibly CPU intensive and are not realistic to compute. NLO k-factors are
used as a correction factor to account for higher orders in the QCD calculation (Section 3.2.2).
The nominal tt¯ MC sample is generated with PowHeg-Box v2 with NNPDF3.0NLO, and inter-
faced to Pythia 8 using the A14 tune and NNPDF2.3LO set.
The production of W/Z+jets is done with Sherpa 2.2.1 while the dedicated W/Z+jets+γ
(W/Zγ) samples are generated with Sherpa 2.2.2. Both use the NNPDF3.0NLO pdf set.
The single top-quark processes (t-, s- and tW -channels) are produced with PowHeg-Box v1.
Each channel is generated using the CT10 PDF set and interfaced to Pythia 6, with the t-
channel also using the Perugia2012 tune.
The diboson (WW , WZ and ZZ) samples are simulated using Sherpa 2.1 with the CT10
pdf set. The tt¯+Z/W (tt¯V ) samples are produced with MG5 aMC, interfaced to NNPDF3.0NLO
PDF set and showered with Pythia 8.
3.2.2. Signal sample NLO normalisation
The nominal tt¯γ MC sample at reconstruction level is LO as explained above. Thus, so called
k-factors are used to correct the prediction to NLO precision. This calculation has been done in
the approximation of a stable top quark [135], and extended to allow the decay of top quarks at√
s = 14 TeV [136]. The authors from [136] performed dedicated calculations for
√
s = 13 TeV
in the single-lepton and dilepton channels, which are used in this analysis. The NLO calculation
was performed in the fiducial regions defined in Chapter 5.1.1 at parton level, separately for the
single-lepton and dilepton channels. The LO calculation was performed at particle level3 and
care is taken so that objects at particle level correspond to those at parton level. For example,
photons and leptons should be produced from the matrix element and not the parton shower.
The k-factor is calculated as
k-factor =
σpartonNLO
σparticleLO
. (3.1)
Systematic uncertainties in this theoretical calculation enter from sources such as the renor-
malisation and factorisation scales, PDFs, jet cone sizes (to evaluate the impact of additional
radiation) and multiple parton interactions. This yields different systematic uncertainties in
the single-lepton and dilepton channels, with the total uncertainty equating to 20% and 15%,
respectively. Future versions of this analysis should place high priority on reducing these theo-
retical uncertainties. For more information on the k-factors and NLO cross-section calculation,
refer to [1].
3Particle level is defined as events generated in the hard-process before detector simulation and reconstruction
occurs.
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Object reconstruction and identification
Crucial to any successful analysis in HEP is the localisation, reconstruction, and identification
of the physics objects within the ATLAS detector. A combination of the detector’s geometry
and material composition as well as advanced algorithms allow physicists to determine the
object type, be it a photon, electron, muon, jet, or missing transverse energy (EmissT ). The
different elements in the detector that play crucial roles in determining each object have been
shown in Chapter 2.2. This Chapter presents an overview of the different algorithms used in
ATLAS.
4.1. Electron and photon objects
Due to the similarity between electrons and photons and the comparable signatures they leave
in the calorimeters, the reconstruction of these objects happens simultaneously. Information
from the ID, presented in Chapter 2.2.2, and both the electromagnetic calorimeter (EMC) and
the hadronic calorimeter (HCAL), presented in Chapter 2.2.3, are used. An overview of the
reconstruction of electrons and photons follows.
• First, a seed cluster in the EMC is formed. A grid of ∆η ×∆φ = 0.025 × 0.025 (corre-
sponding to the granularity in the barrel region of the EMC middle layer) is formed in
the η-φ plane of the EMC. A tower for each element in the grid is formed by integrating
the total energy over the presampler, first, second and third layers of the EMC. Then,
for every element in the defined EMC space, a sliding window algorithm [137] is used to
form EM energy cluster candidates. A defined region of 3 × 5 cells1 in the η-φ plane is
moved 0.025 steps in either the η or φ direction and searches for energy deposits whose
summed transverse energy is greater than 2.5 GeV. These energy deposits form a seed
cluster. Often candidate seeds can overlap and so an overlap removal is defined. If two
candidate seeds overlap within an area of η × φ = 5 × 9 cells, the candidate with the
larger transverse energy is taken. If the transverse energy of the clusters is within 10%
of each other, then the cluster with the largest individual tower is taken.
• Track reconstruction in the ID proceeds in two steps. The first is a pattern recognition
technique which is based on energy loss due to interactions with detector material [138].
The second step is a track fit. The ATLAS Global χ2 Track Fitter [139] is used with
1This cluster size changes slightly for barrel versus endcap parts of the EMC.
33
4. Object reconstruction and identification
either a pion or an electron hypothesis. These tracks are then loosely matched to the
seed clusters in the EMC.
• These loosely-matched tracks can have hits in different parts of the detectors. From these
hits, vertices are used for conversion reconstruction. For example, a converted photon
can be associated with two-track conversion vertices. An unconverted photon would have
no associated tracks.
• Finally, based on track information, conversion vertices and the seed cluster, an algorithm
decides whether an object will be reconstructed as an electron, photon or both.
Central to electrons and photons is the use of “shower shape” variables. These are various
properties of the electromagnetic showers that are exploited to allow for effective object differ-
entiation. A list with explanations of these variables is shown in Table 4.1. References to these
shower shape variables will be made in this, and later chapters.
Name Description
Hadronic leakage
Rhad or Rhad1 Transverse energy leakage in the HCAL normalised to transverse energy
of the photon candidate in the EMC. In the region 0.8 ≤ |η| ≤ 1.37,
the entire energy of the photon candidate in the HCAL is used (Rhad),
while in the region |η| < 0.8 and |η| > 1.37 the energy of the first layer
of the HCAL is used (Rhad1)
Energy ratios and width in the second layer of EMC
Rη Energy ratio of 3× 7 to 7× 7 cells in the η × φ plane
Rφ Energy ratio of 3× 3 to 3× 7 cells in the η × φ plane
wη2 Lateral width of cluster in η × φ = 3× 5:
√∑
i Eiη
2
i∑
i Ei
−
(∑
i Eiηi∑
i Ei
)2
Energy ratios and widths in the first (strip) layer of EMC
wη1(ws3) Energy weighted width using 3 strips around the maximum:√∑
i Ei(i−imax)2∑
i Ei
wtot,s1(ws) Energy weighted width using 20 strips around the maximum, see wη,1
fside Energy within 7 strips without 3 central strips normalised to energy in
3 central strips
Eratio Ratio between difference of first 2 energy maxima divided by their sum
(Eratio = 1 if there is no second maximum)
∆E Difference between the second energy maximum and the minimum be-
tween first and second maximum (∆E = 1 if there is no second maxi-
mum)
Table 4.1.: Summary of the shower shape variables used for electron and photon reconstruction
and identification. Summations over i run over the cluster constituents.
From here, different requirements on photon and electron identification and isolation deter-
mine the purities and efficiencies in which these objects are selected.
4.1.1. Photons
Photon identification [140] is performed by using rectangular cuts on the shower shape variables
shown in Table 4.1. As shown in Figure 2.8, photons originating from different processes are
characterised by the shapes of the electromagnetic shower developments through the EMC
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and HCAL. The variables in Table 4.1 characterise this. Two identification reference points
are calibrated within ATLAS; Loose and Tight . The Loose selection is based on information
provided by the second layer of the EMC as well as the HCAL. This corresponds to the
variables Rhad, Rhad1, Rη and ωη2 . This analysis mostly uses the Tight selection, which makes
use of all shower shape variables in Table 4.12. Information from the strip layer in the EMC is
included, thus Tight events are a subset of the Loose events. To account for the slightly different
shower shape energy deposits between converted and unconverted photons, the working points
are optimised separately. To account for the calorimeter geometry and the effect of slightly
different materials, the working points are also calibrated as a function of η.
To obtain a purer sample of prompt photons, isolation plays a crucial role. It significantly
reduces the contribution from photons both from hadronic decays or hadrons misidentified as
photons. Isolation for photons is based on the transverse energy in a ∆R size cone around
the photon (excluding the photon’s transverse energy). Transverse energy can originate either
from tracks or from calorimeter deposits.
• EtopoetconexT is defined as the calorimeter isolation and is obtained from summing the
transverse energy of the topological clusters around a cone of ∆R < x100 . Contributions
from the photon candidate itself and pileup are subtracted.
• pcone20T is defined as the track isolation and is obtained by summing the transverse mo-
menta of all tracks (excluding those from photon conversions) with pT > 1 GeV around
of cone of ∆R < 0.2. A distance requirement to the primary vertex along the beam axis,
|z0sinθ| < 3 mm, must also be fulfilled.
There are three provided working points within ATLAS, which are shown along with their
definitions in Table 4.2. This analysis generally makes use of the FixedCutTight isolation
working point.
Working point Calorimeter isolation Track isolation
FixedCutTightCaloOnly Etopoetcone40T < 0.022pT + 2.45 [GeV] none
FixedCutTight Etopoetcone40T < 0.022pT + 2.45 [GeV] p
cone20
T /pT < 0.05
FixedCutLoose Etopoetcone20T < 0.065pT p
cone20
T /pT < 0.05
Table 4.2.: The 3 defined isolation working points for photons.
The efficiencies of Tight photons are measured in data using three methods. This enables
coverage of a wide ET that is not possible otherwise. The cleanest source of prompt photons
is measured in Z → llγ decays for the efficiencies of ET = 10 GeV up to approximately
100 GeV. Event yields after this are too low. For photons of about 25 < ET < 150 GeV the
electron extrapolation method is used from Z → ee decays. Here, the showers that electrons
make in the calorimeters are slightly altered to reflect those of photons. The last method in
which efficiencies are measured applies to photons in the range 25 GeV < ET < 1.5 TeV. A
photon sample is collected using single-photon triggers. The efficiency is essentially derived
by comparing those events that pass the Tight track-based isolation criteria to the full Tight
photon sample. In all the above methods various isolation criteria for the photons are applied.
Figure 4.1 shows the efficiencies for the range 0.6 ≤ |η| < 1.37 for converted and unconverted
Tight photons. The three methods used to obtain the efficiencies complement each other at
different energy scales. The error bars include the statistical and systematic uncertainties
associated with each method. The large spikes are from fewer statistics. These efficiency
measurements are combined to provide scale factors to correct for data/MC mis-modelling.
2In some studies, such as for the hadronic fake background in Chapter 5.4 this requirement is reversed.
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Figure 4.1.: The efficiencies for Tight photons shown for the three complementary meth-
ods [141].
An important aspect to the shower shape variables is that of the correction factors that
are applied to simulated samples. Samples used in photon identification are simulated with
Geant4 and the ATLAS reconstruction pipeline. However, Geant4 reproduces the shower
shapes of photons imperfectly and so an offset occurs when comparing these MC samples to real
data. Corrections are derived from Z → llγ and γ+jet MC samples which take into account
systematic and statistical errors. An example is shown in Figure 4.2. This shows the MC
simulation before and after corrections have been applied, compared to the measured data for
a given bin of η. Corrections to shower shape variables are essential for photon identification
in ATLAS. All above efficiencies are performed using the corrected shapes, and from hereon,
this analysis only makes use of the corrected variables.
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Figure 4.2.: The ωs3 shower shape variable. This compares the original simulated events to real
data, as well as the final corrected simulated events [141].
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4.1.2. Electrons
Electron identification [142] follows an MVA likelihood based approach in which variables from
Table 4.1 are used as inputs. An overall probability that the object is a signal electron is
calculated. These probabilities form a discriminant, which at different values or “working
points” define different purities of electrons. Three working points are provided in ATLAS,
which in increasing order of background rejection are Loose, Medium and Tight . This analysis
makes use of the Tight working point. This equates to efficiencies (measured in Z → ee and
J/ψ → ee events) of around 80% for ET = 30 GeV and increases with higher ET.
Electrons are often required to fulfil isolation requirements. Two variables are defined;
Econe0.2T and p
varcone0.2
T .
• Econe0.2T is the sum of the transverse energy of clusters formed in the calorimeters, within
a cone of ∆R = 0.2 around the electron cluster.
• pvarcone0.2T is the sum of the transverse momenta of all tracks within a cone of
∆R = min(0.2, 10 GeV/ET) around the candidate electron track.
This analysis makes use of the Gradient isolation working points, which uses cuts on the two
above variables to target specific efficiencies. For Gradient isolation, this targets a total isolation
efficiency of electrons (between the combination of calorimeter and track based isolation) of
90% (99%) at 25 GeV (60 GeV).
4.2. Muons
Muon reconstruction [143] in ATLAS relies on information from the ID (Chapter 2.2.2), the
muon spectrometer (MS, Chapter 2.2.4) and calorimeters (Chapter 2.2.3). The ID provides
track measurements and information related to distances from the IP. The MS provides accurate
momentum measurements with high resolutions for muons. The calorimeters supplement the
MS and ID with information regarding energy loss. From combining information from the
sub-detectors, four main types of muons are identified:
• Combined muons: Tracks are present in both the MS and the ID for which reconstruction
is performed separately. A combined track is formed with a global refit to the hits of
both sub-detectors.
• Segment-tagged muons: A track in the ID can be extrapolated to the MS, but is only
associated with one track segment in the MDT or CSC chambers. These muons are often
low pT tracks, or muons that fall into the reduced MS acceptance regions.
• Calorimeter-tagged muons: Tracks in the ID and a minimum-ionisation energy deposit
in the calorimeter can be identified as a muon. The purity of this type of muon is very
low, but it recovers acceptance in areas of the ATLAS detector in which the MS has poor
coverage.
• Extrapolated muons: Tracks in the MS that are not matched to tracks in the ID are
extrapolated back to the IP taking into account the energy loss in the calorimeter. These
muons are predominantly used in the region 2.5 < |η| < 2.7, for which the ID does not
cover.
This thesis makes use of Medium identification criteria. This default selection in ATLAS is one
that minimises the systematic uncertainties during reconstruction and calibration. Combined
muon tracks are required to have at least three hits in at least two MDT layers. Extrapolated
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muon tracks are required to have at least three hits in MDR/CSC layers and are used only in
the region 2.5 < |η| < 2.7. Contamination from hadrons misidentified as muons is reduced by a
requirement on the ratio of the muon’s pT in the MS and ID. Efficiencies are measured using a
tag-and-probe method in almost pure J/ψ → µµ or Z → µµ events with at least one Medium
muon. In the region |η| < 2.5, the efficiency is measured to be close to 99% for pT > 5 GeV.
Prompt muons from W - and Z-boson decays are more isolated then muons originating from
semileptonic decays in jets. Thus, isolated muons are important when selecting final channels
as well as suppressing background. Isolation makes use of track and calorimeter based isolation
variables. The track based variable, pvarcone30T , is defined as the scalar sum of all transverse
momenta of the tracks with pT > 1 GeV (excluding the muon track itself) in a cone of ∆R =
min(10 GeV/pµT, 0.3) around the transverse momentum of the muon, p
µ
T. The calorimeter
based isolation variable, Etopoetcone20T , is the sum of the transverse energy from topological
clusters in a cone of ∆R = 0.2 around the muon (excluding the muon itself).
Relative isolation variables are used to define various working points that are used in different
analyses. The Gradient based isolation working point is used in this thesis, described as cuts
placed on (pvarcone30T /p
µ
T, E
topocone20
T /p
µ
T). The efficiency for this working point (measured in
Z → µµ events) achieves greater than 90% (99%) efficiency for muons at 25 GeV (60 GeV).
4.3. Jets
Due to colour confinement and the requirement for particles to have zero net colour charge,
quarks and gluons can not exist by themselves, but rather form hadrons through the process
of hadronisation (Chapter 1). These hadrons then decay into a collimated spray of particles
termed jets. The reconstruction and identification of jets [144] at the LHC only increases
in importance as the pileup due to higher luminosities increases. They can form dominant
backgrounds, or be flags for topological signatures in various processes. Jets are reconstructed
using the anti-kt algorithm [145] using a radius of R = 0.4. The anti-kt algorithm is a sequential
clustering algorithm based on a distance parameter for topological calorimeter clusters (topo-
clusters) [146] i and j, and another distance parameter between topo-cluster i and the beam
(B):
dij = min(k
−2
ti , k
−2
tj )
∆2ij
R2
(4.1)
and
diB = k
−2
ti . (4.2)
Here, R is the radius and ∆2ij = (yi − yj)2 + (φi − φj)2, where kti, yi and φi are the transverse
momentum, rapidity and azimuthal angle of particle i. The minimum between dij and diB
is taken. If the minimum distance is dij , the two topo-cluster entities are combined. If the
minimum distance is diB then i is called a jet and removed from the list of entities. The process
iterates over all topo-clusters until no entities are left. From the 1/k2ti,j terms, this tells us that
harder particles are clustered with a higher priority. If no other hard jets are within a distance
2R, it accumulates the softer particles resulting in a conical shape. If two hard particles are
present, depending on the distribution of momentum, one may be more conical than the other.
Essentially, soft particles do not alter the shape of the jet.
Corrections are applied to the jet energy scale (JES) [147] and the jet energy resolution
(JER) [148] in the form of pT and η dependent scale factors. The JES corrects the jet energy
to that of the truth jet energy at the particle level. This essentially corrects the reconstructed
jet energy and the orientation in the calorimeter.
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Essential to the reconstruction of jets is the ability to reduce the contribution from pileup
and enhance the jets that result from the hard process. For this, a multivariate tool called the
Jet Vertex Tagger (JVT) is used [149]. The JVT defines the fraction of total tracks in the jet
that are associated to the primary vertex.
4.3.1. b-jets
In top quark analyses b-jets are crucial since the branching ratio of t → W + b is completely
dominant. However, tagging b-jets (b-tagging) is difficult due to busy environments. Specif-
ically, distinguishing light-jets (u, d, s or gluons) and c-jets from b-jets uses MVA techniques
using inputs containing many different sources of information.
b-jets originate from hadrons containing b-quarks. Compared to c- and light-quarks, b-quarks
have unique properties that can be exploited. The b-hadron lifetime of around 1.5 ps allows the
particle to travel further from the beam pipe before decaying, thus creating a secondary vertex.
A second useful property of the b-quark is its large mass. Thus, when it decays it creates more
charged particles.
A BDT algorithm called MV2c10 [150] is used for this purpose. The most important inputs
are the tracks obtained from the ID. Additionally, there are outputs from three algorithms [151,
152] that get fed into MV2c10.
• Impact Parameter based algorithms (IP2D and IP3D): These algorithms make use of
impact parameter information in the longitudinal (z0) and transverse (d0) planes. A
likelihood is built using the signed significance of each (z0/σz0 , d0/σd0). IP3D makes use
of transverse and longitudinal impact parameters (thus making it 3D), while IP2D only
uses the transverse impact parameters.
• Secondary Vertex finding algorithm (SV): This algorithm exploits the secondary vertex
due to the longer decay lifetimes of b-quarks.
• Decay chain multi-vertex algorithm (JetFitter): This algorithm attempts to reconstruct
the full b- and c- hadron decay chains. A Kalman filter algorithm tries to find the different
vertices from which the b- and c-hadrons originate.
The jet pT and η are also included in the training of MV2c10.
Several working points are defined in which analyses can specify the required b-jet efficiency.
This is defined as b = Nb-tagged/Nb-true. In this analysis, the working point b = 77% is used
in the main event selections.
Another way to use information from b-tagging is in the form of the pseudo-continuous
weights. For each jet in an event, a b-tagging score from the MV2c10 algorithm is assigned.
This creates a histogram of fixed bins corresponding to different efficiencies. Pseudo-continuous
refers to the fact that there are only five bins that are calibrated and the distribution is not
truly continuous. These are shown in Table 4.3. These distributions for leading, sub-leading
and subsub-leading jets are used extensively in the Event-level Discriminator (Chapter 6.2).
4.4. Missing transverse energy
The ATLAS detector allows for some energy in collisions to go undetected. This can be due to
technological imperfections or limited detector coverage, but also the nature of particles such as
neutrinos. Often perceived as massless (a good approximation), neutrinos are not charged and
do not leave any tracks in the ID or energy deposits in the calorimeters. They pass undetected
through the detector. However, due to momentum conservation in the plane transverse to the
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Bin # b
1 > 85%
2 77%− 85%
3 70%− 77%
4 60%− 70%
5 < 60%
Table 4.3.: The definition of the pseudo-continuous b-tagging weights by bin number.
beam axis of collider experiments, the overall transverse momentum of a collision should sum to
0. The residual energy is known as missing transverse energy (EmissT ) [153]. The approximation
of EmissT is given by the negative vectorial sum of the momenta for each of the calibrated objects;
electrons, photons, taus, muons, jets, and a soft term. The soft term enters as the sum of all
transverse momenta for tracks that have not already been matched to a physics object, but are
still associated to the primary vertex. Thus,
Emissx(y) = −1 · (pex(y) + pγx(y) + pτx(y) + pµx(y) + pjetsx(y) + psoftx(y)) (4.3)
EmissT =
√
(Emissx )
2 + (Emissy )
2. (4.4)
The EmissT can essentially be thought of as a particle originating from the hard scattering.
This is useful for some BSM searches, which predict other minimally-interacting particles.
4.5. Object overlap removal procedure
Particle tracks and energy deposits can in some cases be used to reconstruct multiple objects.
To prevent double counting a standard overlap removal procedure is performed. First, electrons
that share tracks with any other electrons are removed. Any electron found sharing a track
with a muon is then removed. Any jet found within ∆R < 0.2 of an electron is removed.
Then, if any electron is found within ∆R < 0.4 of a jet it is removed. Any jet with less than
3 tracks associated to it found within ∆R < 0.2 of a muon is removed. Then, for any muon
subsequently found within ∆R < 0.4 of a jet is removed. Any photon found within a ∆R < 0.4
of an electron or a muon is removed. Any jet found within ∆R < 0.4 of a Loose photon is
removed.
4.6. Event overlap removal and categorisation
Double counting of prompt photons may occur due to the overlap of MC samples (Chapter 3.2),
for example, in tt¯γ and tt¯, and W/Zγ and W/Z+jets processes. Thus, a truth based matching
scheme is used to remove those types of events. The truth origin defines the mother type of the
particle of interest while truth type indicates the actual particle type. It is possible to classify
the type of photon into four general categories based on these truth labels. These will be used
extensively and are called: signal, e→ γ fakes, hadronic fakes and Other prompt.
e→ γ fakes
Photons are classified as “e → γ fakes” when a reconstructed photon is truth matched to an
electron or if there is a truth electron in a cone of radius 0.2 around the reconstructed photon.
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Hadronic fakes
Photons are classified as “hadronic fakes” when the particle’s truth origin corresponds to a
hadron. The truth type demands that this photon originates from a boson or a lepton and
does not originate from initial or final state radiation. A further requirement is that the
reconstructed photon is not an e→ γ fake based on the above mentioned criteria.
Signal
Signal events are categorised by reversing the requirements placed on the e → γ fake and
hadronic fake categories. Specifically, the reconstructed photon should not be classified as
originating from a hadron, should not be a “background photon” and should not be truth
matched as or to an electron. These requirements are met by the nominal signal MC.
Other prompt
Photons classified as “Other prompt” are defined in the same way as those in signal. The
difference being that this category does not include signal MC but rather diboson, single-top
and tt¯V MC samples. Depending on the channel, this category can also contain Zγ for single-
lepton and Wγ for dilepton channels. This is to account for when the Zγ or Wγ backgrounds
are negligible or dominant in the respective channel.
The signal and background processes introduced above will be presented in more detail in
Chapter 5.
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CHAPTER 5
Top-quark pairs and photons at
√
s = 13 TeV
This chapter focuses on the general analysis strategy and the signal and backgrounds for the tt¯γ
process at
√
s = 13 TeV. Section 5.1 presents the method of extracting the cross-sections using
a maximum likelihood fit. Section 5.2 presents the triggers and event selections used to obtain
a signal region. This is followed by the e→ γ fake (Section 5.3) and hadronic fake (Section 5.4)
background data-driven scale factor extractions using the tag-and-probe and ABCD method,
respectively. Section 5.5 shows the data-driven estimate of the fake lepton background using
the matrix method. Section 5.6 presents the prompt photon background contributions. Finally,
Section 5.7 presents kinematic distributions in the signal region with all scale factors derived
in the previous sections applied.
5.1. Analysis strategy
This section discusses the strategy and methods to obtain fiducial cross-section results. The
fiducial region and theoretical NLO predictions are presented in Section 5.1.1. Then, the
method to extract the cross-section via a maximum likelihood fit is discussed in Section 5.1.2
Lastly, the different types of fitting scenarios are presented in Section 5.1.3.
Important to note is that in addition to fiducial cross-section measurements, the analysis
team also carried out differential cross-section measurements. These are not presented in this
thesis, and more information can be seen in [1].
5.1.1. Fiducial cross-section measurements
The final cross-section measurements are carried out in a subset of the phase space defined by
the event selections presented further in this chapter. This is labelled the fiducial region. This
new region is defined at particle level and is designed to be as close as possible to the region
defined at reconstruction level (when detector effects and sensitivities come into play), thus, it
is used to reduce the impact that detector effects may have on the measurement.
The object requirements at particle level are defined as follows: Leptons do not originate
from hadron decays and have pT > 25 GeV and |η| < 2.5. Photons have ET > 20 GeV and
|η| < 2.37 and must not be from hadron decays or dressed to a lepton. The photon is dressed
to the lepton if it does not originate from a hadron and is within ∆R < 0.1 around the lepton.
They must also be isolated in that pconeT < 0.1. Jets are re-clustered with the anti-kt algorithm
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with a radius of ∆R = 0.4 and have pT > 25 GeV and |η| < 2.5. A ghost matching scheme [154]
is used to determine the flavour of the jets.
The event requirements are as follows: The single-lepton (dilepton) channels require at least
four (two) jets with at least one of them being tagged as coming from a b-hadron. Exactly one
(two) leptons are required. Events are removed if ∆R(γ, jet) < 0.4 and ∆R(γ, lep) < 1.0.
We can define two quantities; the acceptance (A),
A =
Nfidgen
Nallgen
, (5.1)
and the correction (C),
C =
Nreco
Nfidgen
. (5.2)
The acceptance factor (A) gives the ratio of the generated signal particle level events that pass
the fiducial selections (Nfidgen) to the total number of generated signal events (N
all
gen). It is used to
extrapolate the theoretical cross section to a smaller phase space. The correction factor gives
the ratio of the signal events that pass the full event selection at reconstruction level (Nreco) to
the generated particle level signal events that pass the fiducial selections. It essentially turns
the final cross section into a fiducial cross section.
Experimentally, a fiducial cross section for a given channel is determined from the equation
σ =
Ndata −
∑
iNbkg,i
L× C , (5.3)
where Ndata is the number of data, Nbkg,i is the sum of all background contributions, L is the
luminosity, and C is the correction factor from Equation 5.2.
In practice, a result often quoted is the scaling of the measured cross section to the (NLO)
theoretical prediction. The so called signal strength, µ, is defined as
µ =
σfid
σNLOfid
, (5.4)
where the fiducial NLO theory prediction is
σNLOfid = σ
LO
total ×A× k. (5.5)
From the k-factors and the acceptances defined earlier, we can calculate the theoretically pre-
dicted NLO cross sections for each channel with their total uncertainties. These values are sum-
marised in Table 5.1. It is important to note that tau leptons decay hadronically (τ− → ντdu¯)
and leptonically (τ− → ντ l−ν¯l, l = e, µ) and so a dedicated measurement in the “τ -channel”
is difficult. In this analysis, in addition to the single-lepton and dilepton channels, five further
channels are defined (e+jets, µ+jets, ee, µµ and eµ) in which cross-section measurements are
performed. These channels do not distinguish electrons, muons and jets from tau leptons. The
theoretical cross section calculations are consistent and follow this same strategy. Thus, the
e+jets, µ+jets, ee, µµ and eµ measurements should not be thought of as measurements made
in the tt¯ channels presented in Figure 1.2.
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single-lepton dilepton
Cross section [fb] 495 ± 99 63 ± 9
e+jets µ+jets ee eµ µµ
Cross section [fb] 247 ± 49 248 ± 50 16 ± 2 31 ± 5 16 ± 2
Table 5.1.: The theoretical fiducial NLO cross sections for each channel with their total uncer-
tainties.
5.1.2. Maximum likelihood fit
To extract the signal strength described in Equation 5.4 a binned maximum likelihood fit is
performed on a distribution believed to be able to effectively separate signal and background
processes. The Event-level Discriminator (ELD) serves this purpose and will be presented in
Chapter 6.2. A general likelihood can be described as
L = L(µ; ELD, θ) = P ×G. (5.6)
This gives the probability of observing a certain signal signal strength for the ELD distribution
given a set of systematic uncertainties. The first term on the right refers to a Poisson distri-
bution modelling the signal region. The second term refers to a Gaussian distribution which
constrains the nuisance parameters (NPs). This can be expanded:
L =
∏
j∈bins
P (Ndataj |µ ·N sig.j (~θ) +
∑
b∈bkgs.
N bj (
~θ))×
∏
t
G(0|θt, 1). (5.7)
The first Poisson distribution gives the probability of observing a number of data events (Ndataj )
for a given number of signal (µ ·N sig.j ) and total background (N
b
j ) events in bin j of the ELD.
The number of signal and background events in each bin are parameterised by all NPs (~θ),
where each NP (θt) is constrained by a Gaussian distribution. Each NP is constrained with an
“up” and “down” variation1, where each variation is described as ±1σ away from the nominal
value.
A NP can also enter as an un-constrained or free floating parameter where no prior is assumed.
A typical example for a free floating NP is a dominant background’s normalisation. The NPs
give the signal and background the freedom to adjust their predictions to observed data. The
likelihood function is then maximised where the global maximum is the point at which the
parameters are estimated most accurately. In practice the negative log-likelihood is minimised,
with ±1σ taken as the uncertainties. The likelihood and fits were built and performed using
custom wrappers on top of the RooFit framework [155].
5.1.3. Fit scenarios
There are multiple ways to define the channel that enters the maximum likelihood fit. An
overview of the scenarios is shown in Figure 5.1 and explained below.
For the individual channels this is straightforward and separate likelihood fits in each of the
five channels (e+jets, µ+jets, ee, eµ and µµ) are performed. When it comes to carrying out
single-lepton and dilepton channel fits there are two options considered.
• Merged: This is when histograms from the e+jets and µ+jets channels are essentially
added together to form the single-lepton channel, and histograms from ee, eµ and µµ are
1The up and down choice of names is arbitrary and do not necessarily reflect a positive and negative variation.
At times both variations can be positive or negative.
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added to form the dilepton channel. The advantage (and ultimately deciding factor) to
using this method is that only one signal region is used in the fit, meaning there is only
one final signal strength and set of histograms for each single-lepton and dilepton channel.
This makes differential measurements more straightforward. For some background studies
and the training of the ELD, the merged channels were used to take advantage of the
increased statistics.
• Combined: This is when multiple signal regions are fit simultaneously, which allows the
possibility for nuisance parameters to be more effectively constrained. Essentially, more
terms are added to the likelihood in Equation 5.7. For example, a “combined” fit could
be carried out on the e+jets, µ+jets, ee, eµ and µµ histograms, which outputs one signal
strength but five sets of new histograms. This strategy is used only for a 5-channel
combined fit to obtain an “inclusive” cross-section.
Figure 5.1 shows the chosen scenarios used for the final fits, which have red borders. This
includes the five individual channels, the single-lepton and dilepton merged fits, and the “5-
channel combined fit”.
Figure 5.1.: An overview of the different scenarios for how fits can be carried out.
Purple (second to last row) indicates a merged or single region fit, yellow (last row)
indicates a combined or multiple region fit. The boxes with borders indicate the
final chosen strategy.
5.2. Signal region event selections
Selections are placed on the objects defined in Chapter 4 to suppress background contributions
and thus enrich the tt¯γ purity. The strategy is to follow the event selections required for tt¯, but
with the additional requirements on the photon. The triggers used are presented first, followed
by the selection cuts.
46
5.2. Signal region event selections
Triggers
Different HLT triggers are used for data taking periods in 2015 and 2016 [156–158]. For this
analysis single lepton triggers for electrons and muons are used to define parameter spaces of
interest. These are described below.
For the 2015 electron candidates, the first trigger requires a minimum ET threshold of 24 GeV
and a Medium identification requirement. It is seeded by a L1 trigger requiring an ET of 20 GeV
and applies a veto against any energy deposited in the hadronic calorimeter (L1EM20VH). At
ET > 60 GeV, this is superseded by a trigger without the L1 seed, and at ET > 120 GeV
a trigger with Loose identification is used. For 2016 electron candidates of threshold ET >
26 GeV, a Tight identification, and a Loose isolation is required. At ET > 60 GeV the isolation
requirement is dropped and the identification relaxed to Medium. At ET > 140 GeV the
identification is further relaxed to a Loose identification requirement. In all cases the 2016
triggers no longer require transverse impact parameter cuts.
For the 2015 muon candidates, the trigger requires a minimum of pT ≥ 20 GeV with a
Loose isolation criterion. This trigger is seeded by the L1 trigger where the muon candidate
has a minimum pT of 15 GeV (L1MU15). Once the pT is greater than 50 GeV, the trigger is
superseded by another trigger that does not require isolation. This compensates for a decrease
in efficiency due to higher pT muons. The 2016 muon trigger requires candidates to have
transverse momentum greater than 26 GeV. A Medium isolation is also required. Again, at pT
greater than 50 GeV the trigger is superseded by another trigger that does not require isolation.
A summary of all triggers used is shown in Table 5.2.
Year electron triggers
2015
pT threshold [GeV ] Identification menu Isolation menu L1 seed
≥24 Medium None L1EM20VH
≥60 Medium None -
≥120 Loose None -
2016
≥26 Tight Gradient(Loose) -
≥60 Medium None -
≥140 Loose None -
Year muon triggers
2015
ET threshold [GeV ] Identification menu Isolation menu L1 seed
≥20 None Gradient(Loose) L1MU15
≥50 None None -
2016
≥26 None Gradient(Medium) -
≥50 None None -
Table 5.2.: The requirements of the lepton triggers considered in the event selections.
Signal region cuts
After potentially interesting data has been selected using single lepton triggers, using objects
reconstruction methods as described in Chapter 4, further selection cuts are made to enhance
the purity of the tt¯γ signal.
The presence of electrons and muons in an event is characterised by the triggers mentioned
above. Additional cuts are applied. Electrons are required to have pT > 25 GeV (pT >
27.5 GeV) for the 2015 (2016) data, while muons are required to have pT > 27.5 GeV for the
2015 and 2016 data. Only one reconstructed lepton is required for the single-lepton channels,
while exactly two leptons of opposite sign are required for the dilepton channels. All electrons
are required to have Tight identification, while muons require Medium identification. Both
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are required to be isolated based on calorimeter and track based information to obtain high
efficiencies.
At least four (two) jets are required in the e+jets and µ+jets (ee, eµ and µµ) channels. At
least one of these reconstructed jets should be tagged as a b-jet with a working point efficiency
of 77%.
In all the dilepton channels a minimum invariant mass between the two leptons is such that
m(l, l) > 15 GeV. This suppresses low mass Drell-Yan events where a quark and an anti-quark
form a lepton pair through the propagation of a virtual photon. Low mass resonances such as
the J/ψ (cc¯) and the Υ (bb¯) are also suppressed. In the ee and µµ channels an invariant mass
veto of the two leptons is placed around the mass of the Z-boson, such thatm(l, l) /∈ [85,95] GeV.
Similarly, an invariant mass veto between the two leptons and the photon (m(l, l, γ)) is placed
in the same way around the mass of the Z-boson for the same channels.
In the ee and µµ channels a cut on the EmissT is used such that E
miss
T > 30 GeV.
In the e+jets channel a veto is placed on the invariant mass of the photon and the electron
such that m(γ, e) /∈ [85,95] GeV. This suppresses e→ γ fakes from Z-boson decays.
To enhance the tt¯γ signal region, cuts are made on photons. In all channels, exactly one
photon of pT > 20 GeV is required. This photon needs to be Tight and isolated. A final cut
is placed on the ∆R distance between the photon and the lepton, ∆R(γ, l) > 1.0. This cut
reduces the contribution of photons from radiative decay, as shown in Figure 1.6.
The ∆R(γ, l) distribution with all cuts mentioned above applied (except the final ∆R cut)
is shown in Figure 5.2. Top production includes all types of processes shown in Figure 1.5,
while top decay ideally contains events only from top quark decay products. There is some
ambiguity with truth records due to the matrix element calculation and recording off-shell
particles. Even after this cut there is still a considerable contribution of photons from radiative
decay. The second peak at ∆R(γ, l) ≈ pi for the single-lepton channels occurs when the photon
is radiated from the top quark or top quark decay products which lies opposite (in the η-φ
plane) to the W -boson decaying into a lepton and neutrino. Future analyses can benefit from
MVA techniques to further reduce this background contribution.
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Figure 5.2.: The ∆R distance between the lepton and the photon. A cut of ∆R > 1.0 was
chosen as the ideal value.
Validation plots for the region defined above but before photon selections can be seen in
Appendix B.1, where good agreement is seen between data and MC. This is essentially a tt¯
validation region.
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A summary of all the cuts mentioned above is shown in Table 5.3. Table 5.4 shows the
yields for each process before any data-driven scale factors have been applied. Only statistical
uncertainties are included. In the e+jets (µ+jets) channel the e → γ fake contributes is the
largest background and makes up around 14% (12%) of the signal + background MC. The Wγ
background contribution is second largest with approximately 10% (11%). This is followed
by the hadronic fake background of around 8% (9%). The biggest difference between the two
channels is the fake lepton contribution which makes up approximately 5% (1%). For the ee
(µµ) channel the largest background contribution comes from the Zγ background at around
12% (23%), with the other background processes essentially negligible. Because of the much
smaller contribution of Zγ in the eµ channel, this is grouped together as “Other prompt”.
For the eµ channel, all backgrounds combined make up about 6% of the signal+background
contribution making it the purest channel.
Thus, it is deemed that the composition of backgrounds for the e+jets and µ+jets channels
are similar enough that these channels are often merged to form the single-lepton channel.
Similarly, for the ee, µµ and eµ channels, these are combined to form the dilepton channel.
This is often due to simplicity but also because the merged channels benefit from the increased
statistics in many studies. Figure 5.3 summarises the processes that make up the combined
single-lepton and dilepton channels by percentage, before data-driven scale factors have been
applied. The different sources of the background processes as well as how scale factors are
derived for various backgrounds will be discussed in upcoming sections.
Channel e+jets µ+jets ee µµ eµ
Common
Primary vertex, Event cleaning, Run number, etc.
1 e 1 µ 2 e, OS 2 µ, OS 1 e + 1 µ, OS
Photon 1 γ with pT > 20 GeV
Jets ≥ 4 ≥ 2
b-jets ≥ 1
m(`, `)
- /∈ [85, 95] GeV -
- > 15 GeV
m(`, `, γ) - /∈ [85, 95] GeV -
EmissT - > 30 GeV -
m(γ, e) /∈ [85, 95] GeV -
∆R(γ, `) > 1.0
Table 5.3.: A summary of the event selections for each channel.
e+jets µ+jets ee µµ eµ
tt¯γ 3207 ± 14 3200 ± 13 145 ± 3.0 174 ± 3.1 401 ± 5.2
hadronic fake 441 ± 13 457 ± 14 7 ± 2 6 ± 2 18± 3
e→ γ fake 774 ± 21 604 ± 16 0.5 ± 0.3 0.2 ± 0.5 1 ± 1
fake lepton 293 ± 35 63 ± 22 - - -
Wγ 541 ± 29 579 ± 34 - - -
Zγ - - 21 ± 4 54 ± 14 -
Other prompt 411 ± 47 275 ± 15 5 ± 1 4 ± 1 8 ± 1
Total 5665 ± 71 5178 ± 50 179 ± 5 238 ± 14 428 ± 5.9
Data 6002 5660 196 233 473
Table 5.4.: Yields for signal and backgrounds for each channel. Only statistical uncertainties
are included. Scale factors for the different backgrounds are not included.
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(a) Merged single-lepton channels (b) Merged dilepton channels
Figure 5.3.: Relative contributions of each process for the single-lepton and dilepton channels
after merging. No data-driven scale factors have been applied.
5.3. e→ γ fake background
An important background to the tt¯γ single-lepton channels arises when electrons are misidenti-
fied as photons. This makes up around 13% of total events in the signal region, and thus is the
largest background contribution. This occurs mainly from the tt¯ dileptonic decays, specifically
from the eµ and ee channels. Another source is from Z → ee decays, hence the invariant mass
window cut in the e+jets channel. For this reason the e → γ fake background is negligible
in the dilepton channels. The approach to estimating the e → γ fake background follows a
data-driven tag-and-probe method. The derived scale factors are used to correct the number of
fake photons predicted by the MC samples.
Two control regions are needed to carry out this study. The first is a region enriched with
fake photons called the eγ control region. Here, one electron is trigger matched and at least
one photon is required. The azimuthal angle between the electron and the leading pT photon is
required to be larger than 150 degrees implying that they are back-to-back. An invariant mass
requirement between the electron and the photon is placed so that m(l, γ) ∈ [40, 140] GeV. In
this CR the electron is called the tag electron while the photon is called the probe photon. This
CR implies that an electron has either been missed in the reconstruction, or that the photon is
fake. The second control region, called the ee CR has the same definitions as the eγ CR. The
only key difference is that the requirement on the photon is replaced with a requirement to be
an electron of opposite charge to the initial tag electron. This second electron now acts as the
probe with the implication that this CR only contains real electrons.
Truth studies can be performed on the probe photon in the eγ CR to determine the source
of the e → γ fakes. The study is done by looking at the seed cluster in the EM calorimeter
and calculating the angular distance to the truth particle before simulation. In addition the
probe photon’s kinematics can also be compared to those of the probe electron (not shown in
this thesis). From these studies, four cases have been identified:
• Approximately 60% of the photons are simply mis-reconstructed as an electron.
• Approximately 25% of the photons are mis-matched to a true photon. The reconstructed
photon’s pT is larger than the truth photon’s pT by more than 10%. In addition there is
a truth electron which satisfies ∆R < 0.05 to the seed cluster.
• Approximately 2% of the photons are truth matched to a reconstructed photon with no
electrons in the nearby vicinity. This indicates that these are actual prompt photons
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possibly from the decay Z → ee+ γ. These photons are not counted as fake.
• Approximately 3% of photons are matched to a true photon, have a pT difference of less
than 10%, and true electron is within ∆R < 0.05 of the photon. This indicates a real
non-prompt photon.
We can infer a fake rate from MC, which is defined as
FRe-fakeMC =
Ne,γ
Ne,e
, (5.8)
where Ne,γ (Ne,e) is the number of events observed in the Z → eγ (Z → ee) CR. The MC
sub index means that this estimate is derived using truth information and the number of
events described by the MC. To define the data-driven fake rate, in both CRs the backgrounds
that do not contribute to the Z-boson peak are subtracted using a sideband fit of the m(l, γ)
distribution. Equation 5.8 can be adjusted so that
FRe-faked.d. =
Ndatae,γ −Nnon-Ze,γ
Ndatae,e −Nnon-Ze,e
, (5.9)
where Nnon-Ze,γ/e indicates the tails of the Z-boson peak in the respective CRs.
Finally, the ratio of the data-driven fake rate to the MC fake rates gives scale factors that
can be applied as corrections to the e→ γ fake MC samples,
SFe-fakeFR =
FRe-faked.d.
FRe-fakeMC
. (5.10)
To give a sense of the size, an overall SF is derived to be 0.97±0.02(stat). However, in practice
2D fake rates and therefore SFs are derived for bins of pT and η.
A number of variations to the above procedure are considered to account for systematic
uncertainties. For the data-driven fake rate calculation the signal (background) modelling is
varied from a Crystal-ball2 (Bernstein 4th order polynomial) function to the MC predicted
template (a Gaussian function). The MC model considered to subtract the prompt photon
contribution from the Z → ee sample is switched to a dedicated Z → eeγ sample. Finally, the
range of the fit in the low and high ends of the tail are shrunk between 5 and 10%. Each of
these contributions is summed in quadrature. To give a sense of the size, the overall relative
systematic uncertainty on the e → γ fake scale factor is 22%. As with the scale factors, in
practice, the systematic uncertainties are calculated in pT and η bins. Further theoretical
uncertainties taken into consideration are explained in Chapter 7.
The final component of the e→ γ fake background is a closure test showing the extrapolation
from the two CRs used above to essentially the signal region defined in Section 5.2. The
difference being that the required photon is replaced by an electron. The e+jets channel is now
dominated by tt¯ and Z+jets events. A ratio of data over prediction is calculated, which yields
0.98± 0.01(stat.). This is applied on top of the 3D scale factors in the single-lepton channels.
For the dilepton channels, due to lack of e → γ fake events, an extra 50% normalisation
uncertainty is assumed instead.
5.4. Hadronic fake background
The hadronic fake background plays an important role in many analyses when photons are
required. It is for this reason that the Prompt Photon Tagger (Chapter 6.1) was developed.
2A convolution of a Gaussian function as the main contribution and below some threshold in the low end part
of the tail, a power law function.
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The majority of hadronic fake photons in the single-lepton channels comes from tt¯ events
where a final state jet radiates a photon. Small contributions also arise from W+jets and
single top processes. In the dilepton channels there are small contributions from the Z+jets
events. Before requiring an isolated photon this background is the dominant process in the
single-lepton channels. The new strategy for this analysis (compared to the 8 TeV result)
significantly reduces the contribution of hadronic fake photons by requiring isolated photons.
In the single-lepton (dilepton) channel it contributes around 8% (4%) to the overall number
of events. This is a non-negligible contribution (specifically in the single-lepton channel) and
so correct modelling needs to be ensured. A more accurate estimation of this background that
does not rely on MC modelling follows a data driven ABCD method. Scale factors to match
MC prediction to data are derived in control regions where the isolation and identification of
the photon have been reversed, thus enriching the hadronic fake contribution.
The ABCD method relies on having four orthogonal and non-correlated regions. Using the
same event selections defined for the single-lepton channels in Section 5.2, three new regions
are defined by tweaking or inverting a photon related requirement. Region A requires that the
photon fail at least two out of four shower shape variables used for tight photon identification
(ωs3, Fside,∆E,Eratio)
3. Region B requires photons to fail the same ID as A and additionally fail
the isolation requirement. Region C requires that photons fail the same isolation requirement
as B, but pass the tight ID. Region D is the signal region. An extra cut of pcone20T > 3 GeV is
also required in region B and C to reduce the prompt photon contamination. This is illustrated
by the schematic in Figure 5.4.
B C
A D
Tight!Tight
Isolated
!Isolated
Figure 5.4.: The control regions with the orthogonal photon definitions defined for the hadronic
fake ABCD method. Region D is the signal region. An exclamation mark indicates
the reverse of the cut.
If the photon isolation and ID are uncorrelated, then the assumption holds that the ratio
of tight vs non-tight photons should not change depending on if the photons are isolated or
non-isolated. Similarly, the ratio of isolated vs non-isolated photons should not change if the
photon is tight or non-tight. Thus,
Nh-fakeD
Nh-fakeC
=
Nh-fakeA
Nh-fakeB
(5.11)
and
Nh-fakeD
Nh-fakeA
=
Nh-fakeC
Nh-fakeB
. (5.12)
3The choice of failing two shower shape variables is based on studies that maximise statistics while keeping
prompt photon contamination low.
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Apart from the two variables needing to be uncorrelated, the ABCD method requires that
enough statistics are in each region (which is why this method can not be used in the dilepton
channels), and that there is only a small signal contamination in region A, B and C. However,
in practice photon isolation and identification are not uncorrelated, and so this needs to be
taken into account. A double ratio, θMC is defined as
θMC =
Nh-fakeD, MC/Nh-fakeC, MC
Nh-fakeA, MC/Nh-fakeB, MC
. (5.13)
This quantifies the correlation between isolation and identification. Assuming 0 correlation the
term will be 1, which often is not the case. The MC sub index indicates that these are the
predicted number of events for the hadronic fake contribution according to MC4.
From Equation 5.12 and Equation 5.13, we can define the estimated hadronic fake contribu-
tion in the signal region:
Nh-fakeD, est. =
Nh-fakeA, data . N
h-fake
C, data
Nh-fakeB, data
×
Nh-fakeD, MC/Nh-fakeC, MC
Nh-fakeA, MC/Nh-fakeB, MC
, (5.14)
where Nh-fakeA/B/C, data indicates the number of hadronic fake events estimated by subtracting the
sum of all background events (including the hadronic fake MC) and signal events from the total
data events in the respective region. Finally, the hadronic fake scale factor is defined as
SFh-fake =
Nh-fakeD, est.
Nh-fakeD, MC
. (5.15)
The scale factors are extracted in bins of pT, η and converted/unconverted photon type.
They range from 0.8 to 3.2 and are applied to the hadronic fake MC samples in both the
single-lepton and dilepton channels. Several sources of systematic uncertainties are considered
as a result of the ABCD method. The statistical uncertainty of the number of hadronic fake
events estimated from data as well as from the θMC factor are considered. Uncertainties due to
tt¯γ and the background subtraction is also included, where the tt¯γ signal is varied by 100%, the
other prompt sources and the e → γ fake background are varied by 50%, and the fake lepton
background is varied accordingly as explained in Section 5.5. Further theoretical background
modelling uncertainties taken into consideration are explained in Chapter 7.
5.5. Non-prompt and fake lepton background
Leptons from W -boson decays categorise the channels in which this analysis is performed.
These are called prompt leptons. However, non-prompt and fake leptons may satisfy the event
selection criteria. From hereon, both of these types of events are categorised as “fake lepton”
background and are predominantly in the single-lepton channels. The main contribution comes
from the QCD driven multi-jet processes in association with a photon. Non-prompt or fake
electrons and muons can arise from the semi-leptonic decay of b and c quarks. For electrons
there can be additional contributions from photon conversions and jets in the electromag-
netic calorimeter. Muons can be non-prompt or faked from energetic showers in the hadronic
calorimeter, or from energetic hadrons that punch-through to the hadronic calorimeter. In the
4A data-driven approach to the double ratio term can be done but it requires a more complicated region
definition since Nh-fakeD, data is the quantity sought after.
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dilepton channels a fake and a real lepton are required, or two fake leptons. This contribution
is negligible and so the fake lepton background for the dilepton channels is neglected. The esti-
mation of the fake lepton background in the single-lepton channels follows the fully data-driven
Matrix Method [159] approach explained in the following.
An additional loose sample is created that uses looser lepton identification and isolation re-
quirements than those outlined in Section 5.2. For the loose sample the electrons are required
to have Medium identification with no isolation requirement, while muons keep the same iden-
tification (Medium) but the requirement on isolation is dropped. At this point, no requirement
on a photon is made on either the tight or the loose samples.
An assumption can be made that the tight sample will contain mostly real leptons, while the
loose sample is enriched with events that contain fake leptons. Thus, we can write
N loose = N loosereal +N
loose
fake (5.16)
N tight = N tightreal +N
tight
fake , (5.17)
which says that the total number of loose (tight) leptons is a linear combination of the real
and fake leptons in the loose (tight) sample. We define real as the probability of a real lepton
in the loose sample to pass the tighter selection. Similarly, fake is the probability of a fake
lepton in the loose sample to pass the tighter selection. The total leptons in the tight sample
can be written as
N tight = realN
loose
real + fakeN
loose
fake . (5.18)
If the real and fake efficiencies are known, then from the equations above, the number of
events with fake leptons in the tight sample can be estimated using
N tightfake =
fake
real − fake (realN
loose −N tight).
The real efficiencies are estimated using the tag-and-probe method in the Z → ee and
Z → µµ control regions. In the region of 80 to 100 GeV a pure sample is obtainable. The fake
efficiencies are estimated in data samples dominated by non-prompt and fake leptons. Among
other requirements, one Loose lepton, at least one jet and low EmissT are required. These
measurements can be done with respect to a number of variables that depend on the lepton or
event kinematics, for example the lepton pT and η, number of b-jets, and jet pT. Thus, they
are parametrised as a function of these variables. The efficiency measurements are provided
centrally in ATLAS and are explained in more detail in [160].
Individual event weights are calculated as functions of the efficiencies and take the form
wi =
fake
real − fake (real − δi), (5.19)
where δi is 1 if the event i passes the tight selection, otherwise 0. These event weights are
applied to the loose data sample. Lastly, by adding the photon related cuts a fake lepton
estimation in the full signal region is obtained.
Figure 5.5 shows the spread of different event yields for the e+jets and µ+jets channels.
The left plots show the event yield as a function of each parameterised set of weights, while
the right plots show the projection of the y-axis. The closest parametrisation to the mean
of the new histogram is taken as the nominal weight. The chosen up and down systematic
variations are chosen as the extreme edges of the histogram (neglecting the obvious outliers).
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Figure 5.5.: The fake lepton yields for each parametrisation with the y-axis projection displayed
on the right. The blue lines indicate the mean (the nominal weight) and the
up/down systematic variations which form the extremes of the histogram.
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Both the mean and up/down systematic variations are indicated by the blue vertical lines.
Further parameterisations are neglected due to being outliers and are not included in the plot.
For the e+jets channel these are pT related, while for µ+jets these are ∆φ related.
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5.6. Prompt photon backgrounds
Events in which a real prompt photon is radiated from anything except top quarks (or incoming
quarks) make up about 16% (11%) of total events in the combined single-lepton (dilepton)
channels. For the single-lepton channel this is largely due to the Wγ process, whereas for the
dilepton channel the main contribution is from the Zγ process. Other processes such as single-
top, diboson and tt¯V , where each have an additional prompt photon in the final state have
small or even negligible contributions. Table 5.5 shows the prompt background composition
for each of the five channels after event selections discussed in Section 5.2 have been applied.
In the single-lepton (dilepton) channel the Wγ (Zγ) contribution is largest and is therefore
separated from the rest of the prompt photon backgrounds. These are then grouped together
as “Other prompt”.
A validation region (VR) is defined for the Zγ and Wγ backgrounds primarily to ensure that
the modelling of these processes is adequate. A maximum likelihood fit to the jet pT distribution
is performed, of which the mechanics of the fit are explained in Chapter 5.15. All systematics
explained in Chapter 7 have been included. The fake lepton data-driven background estimate
from the previous section as well as all previously derived scale factors for various backgrounds
are also applied. While these should be derived specifically for the region in question, given
the function of these VRs this approximation is sufficient. It is important to emphasise that
these are validation regions and so none of the results in this section actually enter the final
result. They are purely used as a cross-check and closure test.
Process eµ µµ ee e+jets µ+jets
Wγ - - - 541 ± 29 579 ± 34
Zγ - 54 ± 14 21 ± 4 295 ± 46 152 ± 13
Single-top 6 ± 1 3 ± 1 34 ± 1 85 ± 5 92 ± 6
Diboson - - - 4 ± 1 6 ± 1
tt¯V 3.0 ± 0.2 1.5 ± 0.1 1.3 ± 0.1 27 ± 1 25 ± 1
Table 5.5.: The yields of prompt photon background events from MC. The numbers are nor-
malised to the total integrated luminosity. Only statistical uncertainties are in-
cluded. A dash indicates the yield is < 1 and therefore negligible.
Zγ Validation region
The Zγ VR is comprised of the dilepton channels with ee and µµ final states. They each have
similar object definitions and event selections to the signal region with the exception of the
following: number of jets ≥ 0, number of b-tagged jets = 1 and finally the invariant mass of
the two leptons is required to be in a mass window of [60, 100] GeV. With the requirement of
b-tagged jets = 1, we enter the heavy flavour topology, similar to our signal. A second Zγ VR
is defined with the same cuts above, except there is a requirement to have 0 b-tagged jets, i.e.,
the light flavour topology.
The post-fit histograms for the jet pT can be seen in Figure 5.6. The results from the fits are
shown in Table 5.6. The table shows that there is a 3% and 10% overestimation of the Zγ MC
in the heavy flavour VR for the ee and µµ channels, respectively. The small contribution of
tt¯γ could also contribute. However, this result is well within the given uncertainties. Similarly,
the light flavour VR overestimates the MC by 19% and 22% for the ee and µµ channels,
5The maximum likelihood fit to the signal region was repurposed for this validation region, and so will only be
presented later. Essentially, a value of µ = 1 indicates the theoretical SM prediction.
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respectively. There is a small contribution from hadronic fake backgrounds which are modelled
by MC and so could contribute to this overestimation. However, these results are within the
total uncertainties.
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(a) Heavy flavour ee channel
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(b) Heavy flavour µµ channel
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(c) Light flavour ee channel
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(d) Light flavour µµ channel
Figure 5.6.: Heavy flavour (top) and light flavour (bottom) post-fit validation regions for the
dilepton channel. All systematic uncertainties are included.
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channel ee µµ
µ ± µ ±
b-jets=0 1.19 +0.26−0.22 1.22
+0.24
−0.20
b-jets=1 1.03 +0.35−0.24 1.10
+0.29
−0.23
Table 5.6.: Fit results for the Zγ validation region. Statistical and systematic uncertainties are
included.
Wγ Validation region
The Wγ VR is comprised of the single-lepton channels with e+jets and µ+jets final states.
They each have similar object definitions and event selections to the signal region with the
exception of the following: 2 ≤ number of jets ≤ 3, number of b-tagged jets = 1 and EmissT >
40 GeV. In addition, there is a cut on the ELD distribution (Chapter 6.2) of < 0.04 to further
reduce signal contamination. For the e+jets channel an invariant mass cut between the photon
and the lepton of m(γ, lep) < 80 GeV helps reduce the e → γ fake contribution. With the
requirement of b-tagged jets = 1, we enter the heavy flavour regime, similar to our signal. A
second Wγ VR is defined with different cuts to the above. In addition to requiring 0 b-tagged
jets (i.e., the light flavour regime) we ask for 1 ≤ number of jets ≤ 3 and ∆R(γ, lep) < 2.8.
For the e+jets channel we exclude events where the mass between the photon and the lepton
falls in a window of [60,100] GeV.
The post-fit histograms for the jet pT can be seen in Figure 5.7. The results from the fits
are shown in Table 5.7. The fit results show that the light flavour VR overestimates the MC
contribution between 15% and 18%, of which the uncertainties do not fully cover. Similarly for
the heavy flavour µ+jets VR, a 26% over estimation is seen of which uncertainties do not cover.
Given that none of these regions are completely pure with the Wγ process, and no dedicated
studies were performed on the backgrounds in this phase space, nothing conclusive can be said.
For this reason, the Wγ background has no constraint on the normalisation in the final fit for
single-lepton channels; it is a free parameter.
channel e+jets µ+jets
b-jets=0 1.15 +0.05−0.05 1.18
+0.06
−0.06
b-jets=1 1.14 +0.33−0.32 1.26
+0.13
−0.14
Table 5.7.: Fit results for the Wγ validation region. Statistical and systematics uncertainties
are included.
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(a) Heavy flavour e+jets channel
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(b) Heavy flavour µ+jets channel
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(c) Light flavour e+jets channel
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(d) Light flavour µ+jets channel
Figure 5.7.: Heavy flavour (top) and light flavour (bottom) post-fit validation regions for the
single-lepton channel. All systematic uncertainties are included.
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5.7. Pre-fit distributions
This section shows a selection of distributions in the respective SRs comparing data to predicted
MC. All appropriate scale factors and scalings from the previous sections have been applied.
For brevity, only the single-lepton and dilepton combined channels are shown in Figure 5.8
and 5.9, respectively. All systematic uncertainties (Chapter 7) have been included and are
represented by the blue hashed band (which includes the statistical uncertainty). The sources
of these uncertainties will be further discussed in Section 7. “Pre-fit” on the distributions
indicates this is before any fitting has been performed. Table 5.8 shows the yields for the
signal, backgrounds, and data.
The variables associated with “b-tagging score” relate to the weights presented in Table 4.3
for all jets. The transverse mass of the W -boson (mT(W )) is calculated as
mT(W ) =
√
2× pT(l)× EmissT × (1− cos(∆φ(l, EmissT ))). (5.20)
The variable HT is the scalar sum of the transverse momentum for final state jets and leptons.
In the case where a jet does not exist (such as the fifth leading jet pT), the variable is padded
with zeros.
The selected plots shown are also the inputs for the Event-level Discriminator, which will be
explained in Chapter 6.2. The same phase space is shown for the training of the single-lepton
NN, while a slightly tighter phase space is shown compared to the training of the dilepton NN,
as this represents the full signal region. In all figures, good data/MC can be seen with the
projected uncertainties covering any deviations that might arise.
single-lepton dilepton
tt¯γ 6488 ± 420 720 ± 34
hadronic fake 1435 ± 290 49 ± 27
e→ γ fake 1653 ± 170 2 ± 1
fake lepton 356 ± 200 -
Wγ 1126 ± 45 -
Zγ - 75 ± 52
Other prompt 691 ± 260 18 ± 7
Total 11747 ± 710 863 ± 78
Data 11662 902
Table 5.8.: Pre-fit yields for signal and backgrounds for the single-lepton and dilepton channels.
All scale factors and systematic uncertainties are included.
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Figure 5.8.: A selection of pre-fit distributions for the single-lepton channel. All scale factors
and systematic uncertainties are included.
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Figure 5.9.: A selection of pre-fit distributions for the dilepton channel. All scale factors and
systematic uncertainties are included.
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CHAPTER 6
Object- and event-level neural networks
An event has an intrinsic topology; the number of jets or leptons, the angular distance between
different particles, the EmissT , all form the overall defining characteristics of an event for a
certain process. The constituents of an event, the photons, electrons, individual jets etc., have
kinematic properties and, in the case of jets, flavours. The topology of an event as well as the
properties of its constituents can be exploited for better signal/background separation. NNs
are used for this purpose.
This chapter presents two separate neural networks (NNs) developed in the period of this
thesis. The first (Section 6.1) is an analysis independent, object-level NN designed to work on
top of the photon reconstruction and identification presented in Chapter 4.1.1. Labelled the
Prompt Photon Tagger (PPT), this NN was developed as a Go¨ttingen effort with contributions
largely from Benedikt Vo¨lkel during his Master’s thesis [161]. The application and evaluation
to tt¯γ events, as well as related studies include significant contributions from myself and Knut
Zoch, who focused on crucial systematic uncertainties and scale factor studies.
The second NN developed and presented is the Event-level Discriminator (ELD) for the tt¯γ
analysis (Section 6.2). The ELD makes use of the PPT as an input variable in the single-lepton
channel, as will be explained later.
6.1. The Prompt Photon Tagger
In the previous measurements at 7 and 8 TeV, the dominant background process was from
hadronic fakes. Thus, a multivariate analysis (MVA) tool in the form of a NN was developed
to try mitigate the role this background would play in the final fit. Furthermore, since this
background is common among many analyses within ATLAS, the goal was to keep this tool
analysis independent. To accomplish this the PPT was trained purely on shower shape variables
(Chapter 4.1) using the same prompt photon and hadronic fake enriched samples used in
photon identification. Section 6.1.1 gives an overview of the procedure to train the PPT and
Section 6.1.2 evaluates the PPT’s performance on tt¯γ samples. Section 6.1.3 gives an overview
of how scale factors and systematic uncertainties are derived for this novel tool.
6.1.1. Training
Training was carried out on two MC datasets provided by the photon identification group
within ATLAS. The first, simulating the QCD-Compton process, contains prompt photons.
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The second MC dataset contains di-jets events which contains hadronic fake candidates. Photon
candidates are required to have a pT > 25 GeV as well as |η| < 2.5. The crack region (1.37 <
|η| < 1.52) is also excluded. Photons are required to pass Tight identification1. Approximately
1 million prompt photons and 200k hadronic fakes are selected from the MC datasets with 80%
of them used for training and 20% used for testing purposes.
A subset of shower shape variables was selected based on their separation information from
Table 4.1. This is defined as
S =
1
2
bins∑
i
(si − bi)2
si + bi
, (6.1)
where for each bin, i, si and bi indicate the number of signal and background events, respec-
tively. Once ranked by separation, the top six variables were chosen for the PPT. These are
detailed in Table 6.1 with their definitions explained in Chapter 4.1.1.
variable separation
fside 7.21 %
Rφ 7.01 %
Rη 4.83 %
wη1 4.14 %
Rhad 3.33 %
wη2 2.01 %
Table 6.1.: The six variables chosen for the PPT based on separation calculated according to
Equation 6.1.
Grid searches were performed to determine the best NN architecture. The chosen PPT
consists of five hidden layers. The first, third and fifth layer contain 64, 40 and 52 neurons,
respectively, of which the first uses a ReLu activation function while the other two use softmax
activation functions. The second and fourth layers are batch normalisation layers. The final
output layer comprises one single neuron with a sigmoid activation function making it a binary
classifier. In total, there are 5441 trainable parameters. The performance of this network
is shown in a Receiver Operating Characteristics (ROC) curve in Figure 6.1a. This shows
the background rejection versus the signal acceptance for a given value of the PPT output.
Crucially, the testing and training samples have very similar curves, meaning that naively it
looks as if the network can generalise to unseen data. Further stability of the neural network
architecture and model can be examined using k-fold cross validation. In this case, 5-fold
validation was carried out where the datasets were split into five equal samples. Four are used
to train while the fifth is used as test set. Each sample has a chance to be the test set and so
five ROC curves are drawn. These are shown in Figure 6.1b for the test samples, where the
agreement between each curve can be seen. Thus, the network generalises well to unseen data
and is not overtrained. Further details on the training of the PPT can be seen in [161].
1In future versions of the PPT the Tight requirement will be dropped to cover a larger phase space and cater
for a wider range of analyses.
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(a) Training and test sets
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Figure 6.1.: ROC curves of training and test sets as well as those obtained in 5-fold cross
validation for the chosen PPT architecture.
6.1.2. Evaluation
The PPT was one of the first neural networks in ATLAS to be trained with modern machine
learning libraries (Keras) and be injected into analysis code using lwtnn. The implications of
this are discussed in more detail in Section 1.2.
We can gauge the performance of the neural network on the tt¯γ MC and data samples (before
event-level cuts). Figure 6.2 shows the categorisation for three types of photons; those classified
as e → γ fakes (photon type = 20), those as hadronic fakes (photon type = 10) and those as
prompt photons from various mother particles (photon type < 10). Prompt photons below 10
are categorised as such since there are ambiguities in the truth records and the exact origin
of photons. Each row has been normalised separately. The first figure shows the behaviour of
the PPT for photons in which there is no requirement on the isolation. For prompt photons
there is a clear trend of more events congregating on the right of the distribution. For hadronic
fakes there is a clear trend of being classified to the left. The distribution for e → γ fakes is
more or less flat, with a slight trend towards being classified as prompt. This is expected as no
information about e→ γ fakes is provided in the training of the PPT. The second figure shows
the response for the same samples, however FixedCutTight isolation is applied to all photons.
This significantly reduces the hadronic fake contribution and the overall phase space. Prompt
photons are still classified effectively, however the hadronic fake distribution is more smeared
out. Interestingly, prompt photons with photon type = 6 have a flat distribution for the figure
in which no isolation is required, but are classified more as prompt once FixedCutTight isolation
is applied. These prompt photons are classified as “other”, where they are not from ISR, the
top quark or the top quark decay products. It is a limitation when trying to directly match
prompt truth photons. This indicates that there is a contribution of hadronic fake photons
that are misidentified using the truth classifying scheme that are then removed once including
isolation.
The correlation between isolated photons and the shape of the PPT can be further explored
as different analyses can have different isolation requirements. For instance, the photon could
be very isolated (as is the case with the tt¯γ analysis) or not isolated at all (such as busy
environments involving jets). Figure 6.3 shows the effect of applying increasing “tightness”
of isolation to the output of the PPT. The shape variation shows that there is a correlation
between the PPT and photon isolation. To account for this in the tt¯γ analysis, a systematic
uncertainty is derived and applied to account for the fact that training for the PPT was
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performed in a non-isolated phase space. This will be discussed further in the next section.
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Figure 6.2.: PPT output distributions for different photon truth particle types. The distribu-
tions are obtained by applying the PPT to the tt¯γ analysis MC samples before
event-level cuts, but includes object definitions such as the Tight photon require-
ment. Photon type = 20 corresponds to e → γ fake photons. Photon type = 10
means the photon is classified as a hadronic fake. Photon type < 10 is a signal-like
photon. All rows are normalised to unity individually.
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Figure 6.3.: PPT output distributions for increasing isolation cuts. The distributions are ob-
tained by applying the PPT to the tt¯γ analysis MC samples before event-level cuts,
but includes object definitions such as the Tight ID photon requirement.
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6.1.3. Scale factors and systematic uncertainties
Scale factors to correct for the mis-modelling of the PPT between MC and data are calculated
in a dedicated prompt photon control region. This region corrects for prompt photons in a
Z → `+`−γ enriched phase space. Exactly one photon and two opposite sign leptons are
required, with an invariant mass cut between the lepton pair to be within [60, 100] GeV. The
3D scale factors for prompt photons are extracted in bins of pT, η and PPT output by taking
the difference between the MC and the data.
Closely linked to the scale factors are the systematic uncertainties derived for the PPT.
The scale factors are switched on and off and are symmetrised to extract the up and down
variations of the PPT modelling. Only a shape effect is considered and the overall number of
events must remain constant. The prompt photon uncertainties are also applied to the e→ γ
fake background as the shapes are similar. For the hadronic fake background, two further sets
of scale factors are derived. The first is from the hadronic fake control region C (Chapter 5.4).
The signal contamination is varied by ±50% and the maximum variations between data and
MC are used to estimate the uncertainty. This accounts for Tight yet non-isolated photons.
The second set of scale factors follows a similar approach in the hadronic fake control region
A. This accounts for isolated yet non-Tight photons.
Overall, the derivation of systematic contributions follows a very conservative approach due
to the novelty of the tool and the shower-shape variable mis-modelling. The effect of turning
on and off the scale factors for each process can be seen in Figure 6.4. The ratio panel shows
the relative contribution the systematic uncertainty has for each process, where the “up” and
“down” variation labels are arbitrary. For prompt contributions, the extrema of the classifier
exhibit large variations. An uncertainty/scale factor of around 15% is seen in the very prompt
rich area of the PPT, which for signal rich analyses will inflate the final uncertainty.
The final PPT distribution is shown for the tt¯γ analysis in the single-lepton channel in
Figure 6.5. The full signal region cuts and scale factors from previous sections are applied
and total systematic uncertainties are included in the error band. This includes the PPT
scale factors and uncertainties. Also shown is the normalised separation between the signal
and the hadronic fake background contribution, which shows good separation for Tight and
FixedCutTight selections. The shape discrepancy seen in Figure 6.5a arises from the input
variables used to train the PPT, and thus the scale factors. However, this is covered by
systematic uncertainties.
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(b) e→ γ fake photons
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(c) hadronic fake photons from CR C
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(d) hadronic fake photons from CR A
Figure 6.4.: The relative sizes of the PPT scale factors/systematic uncertainties for prompt,
e→ γ fake and hadronic fake photons (for the two sources of uncertainties). “Up”
and “down” labels are arbitrary.
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Figure 6.5.: a) The PPT in the tt¯γ analysis after all event selections, scale factors, statistical and
systematic uncertainties have been applied. b) The normalised separation between
signal and the hadronic fake background, in which only statistical uncertainties are
shown.
6.2. The Event-level Discriminator
An Event-level discriminator (ELD) has been developed separately for the single-lepton and
dilepton channels. Both take the form of NNs. The single-lepton ELD is trained on events from
the e+jets and µ+jets channels while the dilepton ELD is trained on events from the ee, µµ
and eµ channels. The driving factor for this decision is due to events in the respective single-
lepton and dilepton channels having very similar topologies and compositions. While there are
some differences in background producing mechanisms2, the negative impact this is meant to
have on a NN is small (if any) and is outweighed by the positive impacts: simplicity and an
increase in statistics. The ELD exploits topological event information (such as the number of
b-tagged jets or the EmissT ) and builds a binary classifier. This provides a new variable that helps
constrain the signal and background in the maximum likelihood fit, explained in Chapter 5.1.
Section 6.2.1 presents the variable selection, Section 6.2.2 explains the training methods used.
Finally, Section 6.2.3 evaluates the performance of the ELD.
6.2.1. Variable selection
Two ELDs were simultaneously trained. For the single-lepton channel ELD, the full set of
selection cuts defined in Section 5.2 was applied. Looser cuts were used to train the dilepton
ELD. This includes dropping the two mass window cuts between the two leptons and the two
2The eµ channel has negligible Zγ events due to the requirement of one electron and one muon, for which the
Z-boson can not decay into. Electron reconstruction efficiencies are generally lower than muon reconstruction
efficiencies in the detector, thus, selections relying on muon final state particles will have more events than
those with electron final state particles. Fake electrons contribute to backgrounds in which final state electrons
are required. Thus, the e→ γ fake backgrounds will be larger for these channels. The fake lepton background
is not only made up of fake leptons, but also leptons which are non-prompt. Thus, due to jets creating and
even faking electrons, this background is significantly larger in the e+jets channel compared to the µ+jets
channel.
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leptons and the photon, neglecting the EmissT cut and not requiring a cut on the number of jets.
This allows for more background contamination, enhances statistics and thus makes training
more stable. Training only in the signal region (or close to the signal region) means the weights
reach optimal values in a shorter amount of time.
Variables are used which highlight the different kinematics of the processes considered as
signal and background. Table 6.2 shows a summary of the variables considered for the respec-
tive channels. Included is their separation power (Equation 6.1) of signal versus the sum of all
backgrounds. A check-mark indicates the variable is used as an input to the final ELD3. As
will be shown in Section 6.2.2, in general for the single-lepton ELD, more variables lead to a
better sensitivity. However, the strategy of how differential cross section measurements would
be performed was unclear at this stage. To remove any potential bias, the ∆R variables were
excluded in case they were to be used as variables for the differential cross-section measure-
ments. For the same reason, the pT and η of the photon (not shown in the table) were not
considered as inputs to the ELD. Thus, a loss of sensitivity in the ELDs was chosen so that the
strategy for differential cross-section measurements would not be impaired. For the dilepton
ELD, apart from the differential cross-section argument above, it was found that seven variables
was the ideal scenario. This will be shown in Section 6.2.2. Initially the PPT was considered
for the dilepton ELD as there is a small hadronic fake background contribution. However, after
deliberation over the conservative systematic contributions that would need to be applied, it
was decided that any gain would be washed out. Thus, it was dropped for the dilepton channel.
The most powerful variables in both channels are due to the number of b-tagged jets as well as
the pseudo continuous b-tagging weights which are described in Chapter 4.3.1. For the single-
lepton channel this is then followed by the PPT. Figure 5.8 and 6.5a (the PPT) show the
variables that have been used for training the single-lepton ELD. Figure 5.9 shows a slightly
tighter selection (the full signal region) for the variables used in the dilepton ELD. Figure 6.6
and 6.7 show the normalised separation plots for the input variables of the respective ELD
(those with check-marks in Table 6.2). Only statistical uncertainties are included. While some
variables show little difference in the normalised signal and background shapes (m(γ, lep) or
mT(W ) in the single-lepton channel for example), two aspects need to be considered. First,
these separation plots are shown for the sum of all backgrounds and might be masking the sep-
aration for a given process (such as fake lepton). Second, non-linear transformations through
a neural network might result in the network learning correlations that are otherwise hard to
anticipate, even from seemingly similar shapes of signal and background. Correlations between
input variables and between the final ELD will be discussed in Section 6.2.3.
3For the dilepton channel, the separation is calculated when including all SR cuts as this is the phase space we
are actually interested in.
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Figure 6.6.: Variables used in the single-lepton ELD showing the separation between the signal
and sum of all backgrounds.
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Figure 6.7.: Variables used in the dilepton ELD showing the separation between the signal and
sum of all backgrounds.
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Variable
Separation [%]
single-lepton dilepton
Prompt Photon Tagger (PPT) 3.5 X 6.8
HT 1.8 X 1.3
number of jets 0.7 X 1.4
number of b-jets 3.5 X 11.0 X
EmissT 0.8 X 12.8 X
mT(W ) 0.9 X -
pT of first jet 2.1 X 11.4 X
pT of second jet 1.8 X 7.7 X
pT of third jet 1.7 X 3.3
pT of fourth jet 1.3 X 1.1
pT of fifth jet 0.9 X 0.3
highest b-tagging weight 4.3 X 10.5 X
2nd highest b-tagging weight 2.8 X 13.6 X
3rd highest b-tagging weight 0.8 X -
m(`, `) - 13.4 X
m(γ, `) 0.3 X 5.8
m(γ, `, `) - 2.3
∆R(γ, `) 0.5 13.4
∆R(γ, jet)leading 1.8 3.1
∆R(γ, jet)subleading 1.7 4.3
Table 6.2.: Separation of each variable used in the training of the single-lepton and dilepton
ELDs. A check mark indicates that the variable was used in that NN. A dash
indicates the variable does not apply to that channel.
6.2.2. Training
Training was carried out on the full set of MC samples described in Section 3.2 and the data-
driven fake lepton samples described in Section 5.5. Each feature (or input variable) is nor-
malised to give a standard deviation of 1 and a mean of 0. Keras is then used to build and
train the NNs. The final output consists of separate architectural and variable input files.
The variable input file not only contains a map for the variables used in the training, but also
the normalisation parameters for each variable. These are essential inputs to lwtnn when
reconstructing a NN inside of ATLAS code. Each of the NNs had hyper-parameter searches
performed to achieve the best architecture and thus maximum separation. Presented below is
a detailed description of the chosen NN architectures.
Final architecture and hyper-parameters
The NN final topology is the same for single-lepton and dilepton channels: one input dense
layer consisting of 30 nodes is followed by the regularisation techniques of a dropout layer then
a batch normalisation layer. A dense layer of 20 nodes follows with a final dense output layer
consisting of one node with a sigmoid activation function to reduce outputs to values between
0 and 1. All layers’ weights are initialised with uniform distributions and input and hidden
layers receive a rectified linear unit (ReLU) activation function. The dropout layer has a 30%
chance that any node and its weights will randomly be removed from the epoch.
The single-lepton NN uses 75% of the raw input events for training with 25% used for
testing. This equates to 144491 events used for training and 48164 events used for testing.
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Cumulatively, there are 160679 signal and 31976 background events. The dilepton NN uses
67% of the raw input events for training with 33% used for testing. This equates to 20258
events used for training and 10160 events used for testing. Cumulatively, there are 21591
signal and 8827 background events. The ratio of the split between training and testing is done
to ensure that when separate k-fold validation is performed the training and test samples can
be split consistently into four (three) different tests for the single-lepton (dilepton) channels.
The single-lepton NN is trained using a batch size of 150 events while the dilepton NN uses
300 events. This describes the number of events used for each gradient update. Optimisation
for batch size was performed using a grid search. Event weights are accounted for by scaling
the binary cross-entropy loss function during training, with negative event weights set to 0.
The previous section introduced the variables considered as inputs for the NNs. Based on
their separation a few training scenarios were carried out to find a stable configuration. An NN
was trained with three (five) variables ranked by their separation for the single-lepton (dilepton)
channel. The NN was then retrained by adding the next highly ranked variables. Tables 6.3
and 6.4 show the area under the curve (AUC) for this process, performed on an increasing
number of variables. In both cases, the NN performs the best with the largest number of
variables considered. However, for the dilepton NN with more than seven variables we see
larger variations between multiple trainings and testings and so with the limited statistics it is
deemed more unstable with overtraining likely to occur. As a result the network using seven
variables was selected. A schematic of the final NNs is seen in Figure 6.8, with a summary of
the hyper-parameters in Table 6.5.
Total vars. Var. names AUC (train) AUC (test) Selected NN
5
highest b-tagging weight,
2nd highest b-tagging weight,
3rd highest b-tagging weight, PPT,
number of b-jets
0.6483 0.6474
10
+ pT of first jet, HT,
pT of second jet, pT of third jet,
pT of fourth jet
0.6744 0.6736
14
+ pT of fifth jet ,mT (W ) , E
miss
T ,
number of jets,
0.6996 0.6906
15 + m(γ, `) 0.7017 0.6929 X
Table 6.3.: Variable optimisation for the single-lepton NN. The starting point is the first row.
Each subsequent row includes more variables on top of the previous row. Variables
are chosen according to separation rank and physics motivation.
The performance of the chosen NNs is shown in Figure 6.9. The left plots describe the
NN’s response to training (filled histograms) and test (points) data. As shown in the ratio
plots, good agreement can be seen. The right plots show the ROC curve with the respective
AUC values for the training and test data. A line going from (0,1) to (1,0) would indicate the
classifier is no better than random guesswork. If the classifier were to be 100% efficient it would
be represented by a box with the outermost corner at (1,1). The AUC values for the test and
training set are close enough to indicate no overtraining has occurred. The single-lepton ROC
curve represents the actual performance of the ELD in the signal region. Care must be taken
when reading the dilepton ROC curve since the training is performed on a larger phase space
than the final signal region.
Another important parameter to consider when training a NN is the loss function, shown for
both NNs in Figure 6.10. This represents the evolution in the differences between the predicted
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Total vars. Var. names AUC (train) AUC (test) Selected NN
3
2nd highest b-tagging weight,
m(`, `),EmissT
0.9289 0.9233
7
+ pT of first jet, number of b-jets,
highest b-tagging weight,
pT of second jet
0.9313 0.9258 X
8 + PPT 0.9329 0.9261
10 + pT of third jet, m(γ, `, `) 0.9365 0.9313
13 + mT(W ),number of jets, HT 0.9428 0.9393
Table 6.4.: Variable optimisation for the dilepton NN. The starting point is the first row. Each
subsequent row includes more variables described on top of the previous row. Vari-
ables are chosen according to separation rank and physics motivation.
Parameter single-lepton dilepton
Variables 15 7
Raw training events 144491 (75%) 20258 (67%)
Raw test events 48164 (25%) 10160 (33%)
Raw signal events 160679 (83%) 21591 (71%)
Raw background events 31976 (17%) 8827 (29%)
Batch size 150 300
Optimiser Adam
Loss function Binary cross entropy
Architecture Dense(30) → Dropout(30%) → BN → Dense(20) → Dense(1)
Activations ReLu and Sigmoid
Total trainable parameters 1181 941
Table 6.5.: Summary of the parameters used in the training of the single-lepton and dilepton
ELDs. The value between parenthesis for Dense and Dropout indicate the number
of nodes and the dropout percentage, respectively. BN is batch normalisation.
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labels and the actual labels (Equation 1.5). Care must be taken when reading the y-axis range
on these plots. The single-lepton is trained on a fairly tight signal region and so from the
beginning it must work hard to classify events effectively. Thus, a small improvement in the
loss is seen up until the first ≈ 40 epochs, at which point the validation loss starts to increase;
a clear sign of overtraining. A “patience” parameter is used such that if no improvement is
seen for 50 epochs, the training is exited and the best model (at around 40 epochs) is saved.
The dilepton loss has a sharply falling curve for the first few epochs due to the looser cuts and
these events being easily classified as signal or background.
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Figure 6.8.: Schematic of the single-lepton and dilepton ELD showing the different input vari-
ables and layers.
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Figure 6.9.: Event-level Discriminator training output showing the test and training data agree-
ment for the NN response and the associated ROC curve.
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Figure 6.10.: Test and validation dataset loss curves for the single-lepton and dilepton ELD.
Training is carried out so that the best model is saved according to the validation
loss curve. The model stops training if no improvement is seen in the validation
curve for more than 50 epochs. Note the ranges on the y-axes.
K-fold cross validation
A final check to ensure overtraining has not occurred is to perform k-fold cross validation on
training data. In this test, the data has been split into four separate batches for the single-
lepton case and three separate batches for the dilepton case. One batch is used as a validation
or test set, the other batches are used for training the NN. Each batch has a turn to be the test
set. All ROC curves should be comparable with each other and only deviate slightly from the
initial ROC curve (due to statistical fluctuations). The k-fold cross validation plots are shown
in Figure 6.11 for the single-lepton and dilepton NNs. Very little differences in AUC values
and ROC curve shapes indicate that no overtraining occurs.
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Figure 6.11.: The k-fold cross validation plots for each NN. The left column shows the ROC
curves for the training dataset, the right column for the test dataset.
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6.2.3. Evaluation
This section looks into the performance and evaluation of the ELD for each of the backgrounds.
All signal and background are considered with all cuts from Chapter 5.2 applied. The output
from the neural networks for each channel is shown in normalised Figures 6.12 and 6.13 for
the single-lepton and dilepton channels, respectively. For the single-lepton channels the back-
grounds are individually compared to the signal in Appendix C.1. Only statistical uncertainties
are included. The larger error bars on some of the backgrounds are due to the MC generator
weights. In general, the ELD performs well in all channels.
For the single-lepton channels the hadronic fake and e → γ fake backgrounds have the
smallest separation at 12% and 14% for the e+jets channel, and 11% and 8% for the µ+jets
channel, respectively. For the ee and µµ channels the main background is from Zγ, which is
the background peak on the left of the ELD. A very small hadronic fake contribution makes
up the background peak on the right of the ELD that sits under the signal. In the case of the
eµ channel, the background peak consists of mainly hadronic fake events (due to the negligible
contribution of Zγ events in this channel). As stacked plots will show later, this is a very small
contribution. These distributions are used to perform a binned maximum likelihood fit, as will
be described in Chapter 5.1.
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Figure 6.12.: Event-level Discriminator variable for the single-lepton channels with the corre-
sponding separation plots for all summed backgrounds.
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Figure 6.13.: Event-level Discriminator variable for the dilepton channels with the correspond-
ing separation plots for all summed backgrounds.
Since the b-tagging variables play such an import role in the ELD, we can examine the
relationship between the b-jet dependence and the ELD output. Figure 6.14 and 6.15 shows
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this correlation for the single-lepton and dilepton channel NNs, respectively, where each row of
each plot has been normalised. In general, as more b-tagged jets enter into the event, the more
signal-like it is. Background processes with a higher number of b-tagged jets in the event have
an increased chance of being tagged as signal by the ELD.
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Figure 6.14.: The number of b-tagged jets versus the single-lepton ELD output for the signal
and the background. Each row is normalised separately.
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Figure 6.15.: The number of b-tagged jets versus the dilepton ELD output for the signal and
the background. Each row is normalised separately.
Correlation plots for ELD output, the training input variables, and the final variables used
in the differential measurements (for interest sake) are shown in Figure 6.16 and 6.17 for the
single-lepton and dilepton channels, respectively. Full event selections and weights described
in the previous chapters have been applied. The single-lepton correlation figures are split into
the signal and the different background components. The dilepton figures are simply split into
signal and the sum of all backgrounds.
An interesting observation is the correlation between the last three (five) variables used for
differential measurements in the single-lepton (dilepton) ELD. These variables are not used in
the training and so any correlation to the ELD that is seen has been learned by the NN. It
shows that the two NNs learned very little about photon or lepton related quantities, and thus
are potentially missing out on crucial event information. This is not too surprising given that
very little photon or lepton kinematic information is provided as input. Future analyses can
study the impact of introducing more low-level kinematic variables of the photon and leptons.
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The first column essentially shows how much the ELD learns from each variable. Intuitively,
the variables that have the highest separation (as shown in Table 6.2) should be amongst the
most highly correlated to the ELD, however, this does not always apply. Also worthwhile to
consider is that the separation values in Table 6.2 show signal against the sum of all back-
grounds. For the single-lepton channel, by separating out the different backgrounds we can see
that some variables are more important than what Table 6.2 leads us to believe. For instance,
the invariant mass of the photon and the lepton have a very high anti-correlation for the fake
lepton background in the single-lepton channel. Similarly, HT has a high anti-correlation. In
separating out the Other prompt background we see that the EmissT of an event plays a fairly
important role. This is because the EmissT spectrum is softer for events coming from the V γ,
single top, diboson, and tt¯V processes. As expected some of the highest correlations to the
ELDs are consistent with respect to the b-tagging variables in both signal and backgrounds.
The second column for the single-lepton figures shows the correlations between all the vari-
ables and the PPT. The general trend is that the PPT is minimally correlated with the rest
of the variables. This is expected since it was trained on shower shape variables, which are for
the most part analysis independent. An exception occurs for the transverse momentum of the
photon, for which shower shape variables are known to have some dependence. Even then, the
correlation is never greater than about 30%.
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Figure 6.16.: Correlation plots for the signal and separate backgrounds for the single-lepton
channel comparing the ELD and training variables. Full event selection and event
weights have been applied. The last three variables (pT (γ), η(γ) and ∆R(γ, l))
do not enter the training and are used for differential measurements.
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Figure 6.17.: Correlation plots for the signal and sum of backgrounds for the dilepton channel
comparing the ELD and training variables. Full event selection and event weights
have been applied. The last five variables (pT (γ), η(γ), ∆R(γ, l), ∆φ(l, l) and
∆η(l, l)) do not enter the training and are used for differential measurements.
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CHAPTER 7
Systematic uncertainties
Many sources of uncertainties need to be considered for any analysis in HEP. They fall under
two classes: statistical and systematic. Statistical uncertainties are related to the amount of
data collected or MC available. Thus more data or MC events means lower statistical errors,
which is needed for precision measurements. Systematic errors are essentially due to limitations
when building a detector, or our lack of full understanding for a given physics object/algorithm
or detector component. Lack of theoretical knowledge also contributes to systematic uncer-
tainties. Within ATLAS some systematic uncertainties are provided as “recommendations”
due to studies carried out by other teams, for example luminosity or Jet Energy Resolution
(JER). There are also many systematics that arise from analysis specific techniques, such as
those when training a NN or deriving a data-driven background.
Systematic uncertainties in template fits have two components; a shape and an overall nor-
malisation. A shape component can change the shape of the distribution by assigning more
or less events in various bins, but the overall integral must remain the same. A normalisation
component shifts the integral up or down by some constant amount. A systematic can have
either shape, normalisation, or both. A concrete example will be shown in Section 7.3.
This section introduces all the systematics considered for this analysis. The modelling uncer-
tainties of the signal and backgrounds are shown in Section 7.1. The experimental uncertainties,
which are common to both signal and backgrounds are explained in Section 7.2. Finally, a dis-
cussion on how systematics can be smoothed, symmetrised, and pruned for the final fit is
presented in Section 7.3.
7.1. Signal and background modelling uncertainties
In the following systematic sources, references to hadronic fake and e→ γ fake modelling refer
to the tt¯ components that make up these backgrounds, since this is the dominant process.
7.1.1. QCD renormalisation and factorisation scales
The QCD renormalisation and factorisation scale uncertainties are applied with a normalisation
and shape component to the signal and hadronic fake processes. For e→ γ fake, Wγ and Zγ
background processes (for the respective channel) only the shape is considered. The effect of the
choice of the renormalisation (µr) and factorisation (µf ) scales is estimated by varying µr and
µf simultaneously or independently up and down by a factor of two with respect to the nominal
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sample value, thus resulting in three sets of up-and-down variations. This implies changing the
dependence of the finite order perturbation calculations in QCD. The final uncertainty on the
normalisation is the quadratic sum of the three sets of variations, while for the shape the
maximum variation is chosen.
7.1.2. Parton Shower
The parton shower uncertainty is derived and applied to the signal process as well as the
hadronic fake, e→ γ fake and where applicable, the Zγ backgrounds.
For tt¯γ, the uncertainty is estimated by comparing the nominal sample (MG5 aMC + Pythia 8)
to the same MG5 aMC events showered with Herwig 7. For hadronic fake and e → γ fake
backgrounds the uncertainty is estimated by comparing the nominal sample (PowHeg-Box
+Pythia 8) to a tt¯ sample produced by Sherpa. The Zγ shape uncertainty in the dilep-
ton channels is estimated by comparing the nominal sample (Sherpa) to events generated with
MG5 aMC + Pythia 8.
7.1.3. Initial and final state radiation
The initial and final state QCD radiation systematics (ISR/FSR) are applied to the signal
process as well as the hadronic fake and e→ γ fake background processes. The uncertainty is
estimated by comparing the nominal sample to samples produced with variations of the A14
tune.
7.1.4. PDF uncertainty
The PDF systematics uncertainties are only applied to the signal process. The shape and nor-
malisation aspect is evaluated by the envelope error of the 100 PDF error sets in the NNPDF2.3LO
PDF set, which are stored as weights in the nominal sample. For the shape component this
is inconvenient as it impacts the speed of the fit. Thus, separate studies were done to see the
impact on the signal strength and its sensitivity. If this shape affect is negligible, it can be left
out of the final fit. The impact is calculated by performing 100 fits (a fit for each variation)
and computing the standard deviation with the respect to the central value of µ. The errors
relative to µ for each channel are shown in Table 7.1. Tests for an ideal pruning value were
performed and indicate all of these values are well below the chosen value of 0.7% (Section 7.3).
Channel Relative error on µ [%]
e+jets 0.066
µ+jets 0.066
ee 0.137
µµ 0.109
eµ 0.027
single-lepton 0.066
dilepton 0.200
Table 7.1.: The relative uncertainty on µ for the 100 PDF shape uncertainty fits.
7.1.5. Other background modelling uncertainties
Further sources of systematic uncertainties for the hadronic fake and e→ γ fake backgrounds
have already been presented in Chapter 5.3 and 5.4. These result from the tag-and-probe and
ABCD methods.
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For non-floating MC backgrounds without a modelling systematic error (single top, diboson
and tt¯V backgrounds) a flat uncertainty of 50% is placed on the cross section. As a cross-check,
this uncertainty is doubled and leads to negligible changes. This is shown in Appendix D.1. In
the single-lepton channels the Zγ background is also assigned a 50% normalisation uncertainty,
similarly the same is done for the Wγ background in the dilepton channels.
The estimation for the fake lepton background systematics is presented in Section 5.5. An
envelope of the different parameterisations used in the matrix method is calculated, with the
outlying parameterisations taken as the up/down variations. This source of uncertainty has
both shape and normalisation components. This uncertainty is large and so no other contribu-
tions are considered.
7.2. Experimental uncertainties
A large source of experimental systematic uncertainties arise from algorithms that simulate and
reconstruct leptons, photons, jets and EmissT in the ATLAS detector. Different pileup profiles
also need to be simulated and therefore have an associated error. Another source of error
associated with the LHC and detectors is the integrated luminosity (used in the normalisation
of the MC). The above mentioned sources can change the overall shape and normalisation of the
MC, and thus this needs to be taken into account. For data-driven corrected backgrounds the
normalisations are already corrected but the shapes of the distributions could still be biased.
Thus, only shape components are considered. Similarly for when the Wγ background is a free
parameter in the final fit, the overall normalisation is adjusted. Thus, only shape systematics
are considered for the Wγ background in the single-lepton channels.
Leptons and photons
Leptons (electrons and muons) and photons are corrected with ET/pT and η data-driven scale
factors from identification and isolation efficiency measurements discussed in Chapter 4.1 and
4.2. Corresponding efficiencies are derived, for which a few examples include: varying the
amount of material in front of the calorimeters, studying the effects of different generators,
varying the background contamination or background subtraction in the fits, varying the frac-
tion of converted photons in data and simulation (for photon related systematics) and varying
the isolation cone sizes [140,142,143].
Prompt photon tagger
The systematic uncertainties associated with the PPT are discussed in Chapter 6.1.3. They are
derived separately for prompt and hadronic fake photons in the form of scale factors, which are
then turned on and off. One source is assigned to the e→ γ fake background (due to similarity
in shape to the prompt photons), a source is assigned to each of the prompt contributions (both
signal and background and correlated in the fit), and two sources enter for the hadronic fake
background. All PPT systematic variations have only a shape component.
Jets
Systematic contributions assigned to jets include: pileup, flavour composition (quarks and glu-
ons), η-calibrations, calorimeter responses to different jet flavours, punch-through corrections
and single-particles (for high pT uncertainties). These are derived from simulation, test beam
data and in-situ measurements [147, 162–164]. An important contribution to the JES uncer-
tainty scheme is due to pileup corrections. Specifically, the uncertainty of the per-event pT
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density modelling in the η-φ plane for MC simulations. This is termed Pileup RhoTopology.
The JVT systematic contribution is derived by varying the cut on the multivariate output.
b-tagging
The numerous uncertainties on b-tagging come from separate data-driven methods applied
to different jet flavours: b-jets, c-jets and light-jets, which have 30, 15 and 80 NPs, respec-
tively [165].
Missing Transverse Energy
The EmissT is calculated from all objects in an event according to Equation 4.3. Thus, the
associated uncertainties of each object are propagated through. Additionally, the scale and
resolution of the soft terms are considered.
Pileup
Events are re-weighted in MC to match the number of interactions per bunch crossing in data
(Chapter 3.1). Systematic uncertainties for pileup are evaluated by scaling these distributions
up and down.
Luminosity
The integrated luminosity of the 2015/2016 data at 13 TeV is measured to a precision of 2.1%.
This uncertainty is used to normalise the MC signal and background samples, and as such
the uncertainty is applied to these MC samples. The derivation of this uncertainty has been
derived using x-y beam separation scans using a similar methodology described in [166].
Table 7.2 details all the systematics and the number of components considered for this
analysis.
7.3. Smoothing, symmetrisation and pruning
Smoothing and symmetrisation are methods in which statistical fluctuations in various system-
atic sources are minimised. In the case of symmetrisation the systematic is centred around a
mean value. Pruning occurs when a systematic contribution is below some threshold in the fit
and removed. This serves to remove a potential cause of instabilities and speeds up the fit.
Smoothing and symmetrisation
Two-sided symmetrisation is performed when an up and a down variation is provided for any
given systematic. The difference between the two variations is calculated then divided by the
mean of the variations. This value is then taken as positive (for up) and negative (for down).
This is described by Equation 7.1.
Variation up/down = ±
∣∣∣∣ up− down(up + down)/2
∣∣∣∣ (7.1)
Thus, the ±1σ variation is centred around the nominal value. It is important to notice
that if the up/down variations are symmetric then applying this procedure has no effect. One-
sided symmetrisation is when only an up or down variation is provided. An example is the PPT
systematics. In this case the variation is simply mirrored to reflect the supplementary variation.
92
7.3. Smoothing, symmetrisation and pruning
Systematic name Type Components Notes
Signal modelling
ISR/FSR SN 1
Parton Shower SN 1
QCD Scales SN 1
PDF SN 1
Background modelling
ISR/FSR SN*, S** 2 *(hadronic fake), **(e → γ
fake)
Parton Shower SN*, S** 3 *(hadronic fake), **(e → γ
fake, Zγ)
QCD Scales S 4 hadronic fake, e → γ fake,
Wγ, Zγ
cross section normalisation N 4 50% for VV, ST, tt¯V , Zγ, Wγ
in dilepton
fake lepton SN 1
e→ γ fake SN 11
hadronic fake SN 25
Prompt Photon Tagger
Prompt photons S 1 Split into tt¯γ, Wγ and Other
prompt contributions and cor-
related in fit
e→ γ fake S 1
hadronic fake S 1
hadronic fake isolation S 1
Object reconstruction All, except data-corrected
backgrounds receive only S
Electrons (trigger, reco, ID, isolation) SN 5
Egamma (resolution, scale) SN 2
Muons (trigger, reco, ID, isolation) SN 15
EmissT (resolution, scale) SN 3
Photons (efficiency, isolation) SN 3
Jet energy scale SN 21
Jet energy resolution SN 1
Jet vertex tagger SN 1
b-tagging efficiency SN 30
c-tagging efficiency SN 15
Light-jet tagging efficiency SN 80
b-tagging extrapolation SN 1
Miscellaneous
Luminosity N 1 All except data-corrected
backgrounds
Pileup re-weighting SN 1 All, except data-corrected
backgrounds receive only S
Table 7.2.: Complete list of systematics considered. A “N” indicates that only normalisation
has been considered as a systematic. A “S” indicates that only the shape is consid-
ered as a systematic. “SN” indicates that both shape and normalisation have been
considered as a systematic.
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In general, experimental systematic sources are symmetrised, while signal and background
modelling contributions are not.
Smoothing algorithms average statistics across bins. This prevents large statistical spikes in
many of the systematic uncertainties that are expected to give small contributions. In certain
cases such as for signal, tt¯ and Zγ modelling, this option is turned off to allow for maximum
shape variations1. The smoothing algorithms make use of bin and neighbouring bin information
such as integrals, statistical uncertainties and derivative sign changes. The smoothing does not
change overall normalisations.
An arbitrary nuisance parameter is shown for three toy examples in Figure 7.1 as an example
of smoothing and symmetrisation. Dotted lines show the original nominal and up/down vari-
ations before any smoothing or symmetrisation has been performed. The solid red/blue lines
represent the systematic effect that will enter the fit after the symmetrisation and smoothing
has been performed. If a systematic uncertainty is not symmetrised and is not smoothed, or
if these operations have very little effect, the respective dotted and solid lines will be overlaid.
The hatched black line is the statistical error for the nominal signal or background sample. Fig-
ure 7.1a shows an arbitrary, non-negligible systematic uncertainty applied to some arbitrary
signal or background process. The overall normalisation contribution is shown in the paren-
thesis on the top right (for both the up and down variations). The ratio plot shows the shape
and the normalisation contribution. It is important to note that the shape contribution is the
relative difference of one bin to the bordering bins. One can not have a shape-only systematic
contribution if there is only a single bin. Figure 7.1b shows this same systematic uncertainty
applied to the same MC, but with the normalisation effect removed. Thus, this systematic un-
certainty only has a shape aspect. This is shown in the ratio plot by looking at bin height and
derivative changes, with respect to the previous bin. Figure 7.1c shows this same systematic
uncertainty where only an overall normalisation effect of 3.7% has been applied. An example
of such a systematic uncertainty would be the luminosity or the cross-section normalisation for
the Other prompt backgrounds.
These plots are crucial in diagnosing problematic NPs in the final fit and so will be shown
frequently in Chapter 8.
Pruning
The pruning of systematic uncertainties is done for the normalisation and shape separately.
The ±1σ variation is calculated for each NP and an initial fit performed. For either shape or
normalisation, if the effect on the uncertainty is less than the given threshold, the component
is removed from further fits. To determine the threshold a range of scenarios were tested. The
chosen value of 0.7% sees little difference between all systematic uncertainties used in the fit
and only those that are greater than this threshold. The NPs that pass this threshold are
shown in Figure 7.2 for the single-lepton channels and Figure 7.3 for the dilepton channels.
Differences between the single-lepton, e+jets and µ+jets (dilepton, ee, µµ and eµ) channels
mainly arise from different efficiencies for electrons and muons. Small differences in background
compositions will also result in very slight pruning disparities. “Not Present” indicates that
either the NP does not apply for that process (for example “tt¯γ Parton shower” for the hadronic
fake background) or that the NP has been pruned.
1For the dilepton channels, the tt¯ modelling is smoothed due to very small background contributions and large
statistical fluctuations.
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(a) Shape and normalisation
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(b) Shape only
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Figure 7.1.: An arbitrary example showing the effects of smoothing and symmetrisation for the
same systematic source applied to the same physics process for systematic uncer-
tainties that have contributions from shape and normalisation, shape only, and
normalisation only. The dotted line represents the uncertainty before smoothing
and symmetrisation has been applied. The solid line represents the after effect and
the nuisance parameter that will enter the fit.
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Figure 7.2.: Schematic showing the systematic sources that survive the pruning procedure for
each process. From left to right the single-lepton, e+jets and µ+jets channels are
shown. Only systematic uncertainties that pass the pruning for at least one process
are included. Grey either indicates the systematic was pruned, or it does not apply
for the process.
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Figure 7.3.: Schematic showing the systematic sources that survive the pruning procedure for
each process. From left to right the dilepton, ee, µµ and eµ channels are shown.
Only systematic uncertainties that pass the pruning for at least one process are
included. Grey either indicates the systematic was pruned, or it does not apply for
the process.
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CHAPTER 8
Results
The section presents the culmination of the material introduced and studies performed in the
previous chapters. Results directly relating to the final measurements, as well as the final
measurements themselves are presented here. Section 8.1 documents studies and tests done
using pseudo-datasets. This includes binning optimisations for the ELD as well as preliminary
nuisance parameter checks. Section 8.2 presents the final fit-to-data results along with further
nuisance parameter discussions. Lastly, Section 8.3 presents the final fiducial cross-section
results.
8.1. Asimov fits
Asimov1 datasets are pseudo datasets that essentially imply our signal and background shapes
and normalisations are completely understood, thus pseudo data can be built as signal+background
for each bin. A fit using this dataset (an Asimov fit) will by design yield a signal strength of
one with some uncertainty. Asimov fits can be used to check the expected sensitivity2 of a
model as well as how the NPs behave.
8.1.1. ELD binning optimisation
The choice of binning for the final discriminating variable used in the maximum likelihood fit
plays an important role in constraining signal and backgrounds. A bin that contains only a
single background process will help constrain the NPs that apply to that background for the
rest of the distribution. Three different Asimov fit scenarios are tested on the single-lepton and
dilepton channels to determine the best bin sizes for the ELD. All systematic uncertainties
are included in these scenarios. The first scenario uses a uniform binning distribution with ten
and six bins for the single-lepton and dilepton channels, respectively. Another scenario uses
an automatic binning algorithm. The algorithm scans the distribution and merges bins from
the right until a certain fraction of signal and background remains in the bin. For each bin, a
threshold for this merging is defined as
Z = zb
nb
Nb
+ zs
ns
Ns
, (8.1)
1The name “Asimov” originates from Isaac Asimov’s short story, Franchise [167]. In it, the single most
representative member of the population is elected to vote on behalf of everyone.
2The sensitivity of a model is a measure of how large the (relative or absolute) uncertainties are.
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where ns and nb are the signal and background content, respectively. Ns and Nb are the total
number of signal and background events in the full ELD distribution. This function takes two
free parameters, zs and zb, which define the maximum allowed fraction of signal and background
events in each bin for zs + zb = number of bins. The algorithm stops iterating when Z > 1.
The results for each of the scenarios are shown in Table 8.1. For the single-lepton channel
small differences are seen between each scenario. However, the AutoBin 2 binning algorithm
consisting of 15 bins yields the highest sensitivity and so will be used. For simplicity, this
binning is also applied to the individual e+jets and µ+jets channels. The final binning is
[0, 0.16, 0.25, 0.30, 0.36, 0.41, 0.46, 0.51, 0.55, 0.60, 0.64, 0.68, 0.73, 0.77, 0.81, 1]. For the dilepton
channel, similarly, small differences are seen. The AutoBin 2 algorithm performs slightly better,
however with fewer events as is seen in the ee, µµ and eµ channels it seems prudent to limit
the number of bins. For simplicity sake, the uniform binning with six bins is chosen for all
dilepton (combined and separate) channels.
Channel Binning “+” error “-” error
single-lepton
Uniform 0.0934 0.0915
AutoBin 1 (zs = 5, zb = 5) 0.0923 0.0897
AutoBin 2 (zs = 12, zb = 3) 0.0911 0.0888
dilepton
Uniform 0.0678 0.0629
AutoBin 1 (zs = 5, zb = 5) 0.0663 0.0626
AutoBin 2 (zs = 12, zb = 3) 0.0652 0.0606
Table 8.1.: The different Asimov fit scenarios for the single-lepton and dilepton channels. All
systematics are included in the fit. The error represents the absolute up/down error
of µ. The chosen binning is highlighted in bold text.
8.1.2. Asimov fit cross checks
NPs enter the fit with a Gaussian prior constraint with a mean of 0 and a width (root mean
square) associated with the normalisation uncertainty of 1σ. If an NP should be constrained in
the fit, the posterior width will be narrower than the prior. If an NP should be pulled in a fit,
the central value of the Gaussian distribution will no longer be 0 (thus having a normalisation
different to the prediction). In an Asimov fit all NPs are kept constant at 0 and the constraining
power of each is checked. Significant constraints need to be explored as it could mean we do
not understand our data (or our NP) as well as we should.
The posteriors for all NPs and channels are shown in Figure 8.1 and 8.2 in pull-plots for the
individual and combined single-lepton and dilepton channels, respectively3. Also included is
the signal strength point-of-interest (POI) and in the case of the single-lepton channels, the
floating Wγ normalisation (which in an Asimov fit is held constant at one). From Section 7.3,
a pruning threshold of 0.7% is applied to all systematics in each channel. One NP might be
over the threshold for one channel but fail it for another. Thus, the pull-plots could have a
“missing” contribution for a given channel. For those systematics that are constrained, further
discussions on the priors are presented to ensure that no problems exist.
For the single-lepton channels there are four constrained NPs that warrant closer checks, of
which three are related to tt¯ modelling. This is not too surprising since dedicated scale factors
are derived for the nominal sample and not the systematic variation samples.
3The Asimov pull-plot for the 5-channel inclusive fit is not shown as any observed constraints would need to
be traced back to the individual channels.
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• tt¯γ parton shower: In all single-lepton channels this systematic uncertainty is constrained.
The shape component of the NP that enters each fit is shown in Figure 8.3 for the single-
lepton channel (these figures are similar for the e+jets and µ+jets channels). Large
up/down variations from the Herwig sample can be seen. Given that this NP is correlated
to the signal (and thus the signal strength), it is not surprising there is a potential for it
to be constrained in the fit.
• tt¯ parton shower: This NP is constrained in all single-lepton channels. The shape-only
contributions (due to being corrected with data-driven scale factors) for the hadronic
fake and e → γ fake backgrounds are shown in Figure 8.4. In the low end of the ELD
distribution large shape discrepancies are seen.
• tt¯ ISR/FSR: This NP is constrained in all single-lepton channels, with the un-symmetrised,
shape-only contributions for the hadronic fake and e→ γ fake backgrounds shown in Fig-
ure 8.5. Large shape discrepancies are seen.
• Fake lepton background: The up/down variations for the fake lepton background are
from the extremes of the parameterisation “envelope” used in the data driven method
(Chapter 5.5). Thus, one expects large relative differences to the nominal distribution as
shown in Figure 8.6. Given that the overall contribution of the fake lepton background
is small and spread out due to the ELD, the effect that this NP has on the final result is
small.
For the dilepton channels the main constrained NPs arise because of the modelling of the Zγ
background. This includes the shape due to the parton shower and the conservative normalisa-
tion of 50% placed on the cross section. The Zγ parton shower shape can be seen in Figure 8.7,
which shows clear differences to the nominal sample. The outcome of this mis-modelling is that
uncertainties in the ee and µµ channels will be larger and thus more conservative.
In most channels the JER is also seen to be slightly constrained. This is simply due to the
size of the NP. This and the other few constraints observed in the Asimov fits will be further
discussed in the upcoming section with fits to real data.
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Figure 8.1.: Asimov post-fit pull plots for all nuisance parameters in the single-lepton channels.
The “Signal strength” and “Wγ floating NP” both have expectation values held
fixed at one. “Had-fake” and “efake” NPs relate to the data-driven methods and
the uncertainties that arise from estimating these backgrounds. The “bTagSF”
NPs are associated with pseudo-continuous b-tagging for different flavour jets.
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Figure 8.2.: Asimov post-fit pull plots for all nuisance parameters in the dilepton channels.
The “Signal strength” has an expectation value held fixed at one. “Had-fake”
and “efake” NPs relate to the data-driven methods and the uncertainties that
arise from estimating these backgrounds. The “bTagSF” NPs are associated with
pseudo-continuous b-tagging for different flavour jets.
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(b) Normalisation
Figure 8.3.: The signal parton shower systematic for the single-lepton channel.
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(a) e→ γ fake
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(b) hadronic fake
Figure 8.4.: The shape only component of the tt¯ parton shower NP for the hadronic fake and
e→ γ fake background processes in the single-lepton channel.
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(a) e→ γ fake
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(b) hadronic fake
Figure 8.5.: The shape only component of the tt¯ ISR/FSR NP for the hadronic fake and e→ γ
fake background processes in the single-lepton channel.
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8.1. Asimov fits
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Figure 8.6.: The fake lepton background NP for the single-lepton channel.
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Figure 8.7.: The Zγ parton shower NP for the dilepton channel.
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8. Results
8.2. Full fit results
Final fits to data are presented in this section for all channels. The signal strength mea-
surements are presented in Section 8.2.1, followed by post-fit plots, yields, and dominant un-
certainties in Section 8.2.2. This is followed by a discussion on the nuisance parameters in
Section 8.2.3.
8.2.1. Signal strength
The signal strength (µ) for each fit is shown in Figure 8.8 along with the total uncertainty
split into statistical and systematic components. The vertical dotted line at one represents the
SM prediction of the signal strength. The shaded region represents the theoretical uncertainty
derived from Equation 5.5, which includes the uncertainty on the k-factor calculation.
All single-lepton measurements indicate that we are dominated by systematic uncertainties.
For dilepton channels, while the systematic uncertainty is dominant, much can still be gained
from more data. There also seems to be a clear trend of signal strengths greater than one.
Given that all measurements agree within the theory prediction uncertainties, nothing conclu-
sive can be said. Future measurements need to put high priority on reducing the theoretical
uncertainty. For completeness, this same figure but with the addition of all fit scenarios detailed
in Chapter 5.1.3 is shown in Appendix E, where negligible differences are seen.
0.0 0.5 1.0 1.5 2.0
σt t¯γ/σ
NLO
t t¯γ
√
s =13 TeV, 36.1 fb−1
Total (stat sys)
Combined (5 channels) 1.06 +0.06 (+0.02 +0.06)–0.06 (–0.02 –0.06)
Dilepton 1.09 +0.08 (+0.04 +0.06)–0.07 (–0.04 –0.06)
Single-lepton 1.05 +0.08 (+0.02 +0.08)–0.08 (–0.02 –0.08)
ee 1.00 +0.14 (+0.10 +0.10)–0.13 (–0.09 –0.09)
eµ 1.09 +0.08 (+0.05 +0.06)–0.08 (–0.05 –0.06)
µµ 1.11 +0.13 (+0.09 +0.10)–0.12 (–0.08 –0.08)
µ+jets 1.01 +0.09 (+0.03 +0.09)–0.09 (–0.03 –0.08)
e+jets 1.07 +0.09 (+0.03 +0.08)–0.08 (–0.03 –0.08)
Total
Statistical
Theory
Figure 8.8.: The observed signal strength for individual, single-lepton, dilepton and combined
channels. The NLO SM prediction is represented by the dashed vertical line. The
theoretical uncertainty for each fit is represented by the shaded region.
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8.2. Full fit results
For the single-lepton channels the Wγ background is a free parameter in the fit and so has
a corresponding normalisation. These are:
WγSFe+jets = 0.70± 0.40 (tot.),
WγSFµ+jets = 0.94± 0.32 (tot.),
WγSFSL = 0.80± 0.34 (tot.),
WγSF5-chan = 0.86± 0.26 (tot.).
These normalisations agree within uncertainties with the expectation value of one, as well as
the validation region fit results in Chapter 5.6.
8.2.2. Distributions, yields and uncertainties
The pre-fit and post-fit ELD distributions for the single-lepton channel are shown in Figure 8.9,
while the distributions for the dilepton channel are shown in Figure 8.10. Individual channel
distributions are shown in Appendix E. The post-fit yields for all channels are shown in Ta-
ble 8.2, which includes all uncertainties. In all bins the ratio of predicted MC and measured
data agree within uncertainties. By looking at the uncertainty bands for pre- and post-fit dis-
tributions, the reduction of the size is a clear indication that the fitting mechanism is able to
constrain NPs.
The extracted signal strengths and NP results from the ELDs can be applied to other distri-
butions in the respective channels4. For the single-lepton and dilepton channels, a selection of
distributions are shown in Figure 8.11 and Figure 8.12. For the single-lepton distributions the
prediction and data agree. Similarly, this is the case for all but one of the dilepton variables.
The ∆φ(l, l) distribution is sensitive to the tt¯ spin correlation and represents the azimuthal
opening between the two leptons. This distribution translates to observing a higher spin corre-
lation than that predicted by the SM. This is consistent with findings found in [57] for the eµ
channel in tt¯ events5. For further differential tt¯γ measurements of this variable one can refer
to [1].
single-lepton dilepton e+jets µ+jets ee µµ eµ
tt¯γ 7044 ± 350 782 ± 44 3548 ± 190 3326 ± 220 147 ± 17 192 ± 19 440 ± 27
hadronic fake 1473 ± 180 49 ± 26 734.0 ± 83 736 ± 110 13 ± 7 8 ± 7 25 ± 13
e→ γ fake 1621 ± 160 2 ± 1 939 ± 95 723 ± 74 1 ± 1 0 ± 1 1 ± 1
fake lepton 186 ± 68 - 171 ± 58 36 ± 30 - - -
Wγ 896 ± 370 - 397 ± 210 545 ± 180 - - -
Zγ - 55 ± 29 - - 29 ± 17 31 ± 20 -
Other prompt 569 ± 180 18 ± 7 312 ± 110 304 ± 99 5 ± 2 4 ± 2 8 ± 3
Total 11787 ± 180 906 ± 38 6102 ± 140 5669 ± 110 195 ± 19 235 ± 24 474 ± 24
Data 11662 902 6002 5660 196 233 473
Table 8.2.: Post-fit yields for all single-lepton and dilepton channels. All uncertainties are
included.
4Additionally, the post-fit results from the 5-channel combined fit can be applied to distributions of each channel,
the advantage being that the total uncertainties will be smaller. This has been done and uncertainties still
cover most of the deviations seen (the exception being the ∆φ(l, l) distribution). This is not presented in
this thesis due to the quantity of figures.
5Since the tt¯γ events are a subset of the tt¯ events, this is not a new finding, but rather corroborates what the
other analysis measured.
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(a) Pre-fit single-lepton
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(b) Post-fit single-lepton
Figure 8.9.: Pre- and post-fit plots for the single-lepton channel where the ELD distribution is
used as the discriminating variable in the fit.
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(a) Pre-fit dilepton
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(b) Post-fit dilepton
Figure 8.10.: Pre- and post-fit plots for the dilepton channel where the ELD distribution is
used as the discriminating variable in the fit.
110
8.2. Full fit results
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Figure 8.11.: Post-fit distributions for the single-lepton channel where the single-lepton ELD
distribution is used to extract uncertainties and signal strength parameters.
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Figure 8.12.: Post-fit distributions for the dilepton channel where the dilepton ELD distribution
is used to extract uncertainties and signal strength parameters.
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8. Results
All uncertainties that enter the fit can be grouped into appropriate categories and their
impact on the fit explored. Table 8.3 shows grouped systematics and their relative contributions
to the uncertainty on the signal strength, ∆µ/µ. To calculate ∆µ, all NPs in a category are
held fixed while the rest are free to float. The resulting uncertainty is then subtracted in
quadrature from the initial total uncertainty. Thus, what is shown in the table is a relative
uncertainty given in percentage for an “up” and “down” variation. The same table for the
individual channels is shown in Appendix E.
Some systematics of interest on Table 8.3 are shaded in grey. We can see that the largest
contributions come from jets, background modelling and in the case of single-lepton channels,
the PPT. For the dilepton channels the signal modelling also plays a large role which is no
surprise given how much signal there is. These groups can be further dissected.
• Jets: Table 8.4 further breaks down the jet contributions. The Jet Pileup RhoTopology
component [148] is the largest contribution in all cases. This has already been studied
within ATLAS and future analyses will make use of a reduced Jet Pileup RhoTopology
systematic uncertainty.
• Background modelling: Table 8.5 categorises the background modelling according to the
three major backgrounds (e→ γ fake, hadronic fake and Other prompt) where contribu-
tions largely come from analysis specific techniques used in Chapter 5. Included separately
is the tt¯ modelling, which is essentially theoretical uncertainties that are more difficult to
reduce. For the single-lepton channels a significant contribution of uncertainty in back-
ground modelling comes from the Other prompt category. This is because it includes all
cross-section normalisation uncertainties for the Other prompt backgrounds, and also the
uncertainty on the floating Wγ background, which is the largest contribution. The e→ γ
fake modelling is one of the dominant systematics from the single-lepton channels, which
is not surprising since it is the largest background. For the dilepton channel the dominant
systematic component comes from the hadronic fake background. This analysis took a
generally conservative approach when deriving the hadronic fake systematics, even more
so when extrapolating to the dilepton channels. For future analyses this component can
certainly be reduced using different techniques.
• PPT: Table 8.6 breaks down the systematic contributions of the PPT for the single-lepton
channels. As expected, the dominant component comes from the signal and background
sources that have the most statistics. The PPT’s systematic uncertainties need to be
revised as the current approach is too conservative. An additional study was done to
assess the impact the PPT has on the ELD and the potential gain it can bring for future
analyses. The ELD was retrained in the identical fashion with identical parameters. The
only difference being that the PPT variable was removed. As expected, the ROC curve
values are lower, and the discrimination for hadronic fake events disappears. The s/b and
s/
√
b figures of merit (s=signal, b=sum of all backgrounds) are shown in Figure 8.13.
From left to right, at each bin on the respective ELD distribution a cut is made and the
two figures of merit calculated using the remaining events. Thus, the point at zero reflects
how this analysis was conducted. It can be seen that our total uncertainty is slightly larger
due to the inclusion of the PPT. However, the figure also shows the increase in sensitivity
the PPT can bring should we cut on the ELD distribution in future analyses.
A summary of the above discussion is shown in Figure 8.14 for all fits. The relative uncer-
tainty (∆µ/µ) of a few selected groups is shown along with the total, systematic and statistical
contributions. This plot gives a better feeling for the size of the uncertainties discussed above.
The next section discusses the stability (and thus the reliability of the results) of the fit by
examining the individual NPs in more detail.
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8.2. Full fit results
Inclusive Single-lepton Dilepton
+ [%] - [%] + [%] - [%] + [%] - [%]
Signal Modelling 2.50 2.36 1.59 1.47 2.87 2.75
Jets 3.14 2.83 5.40 4.80 2.02 1.89
Luminosity 2.28 2.06 2.32 2.01 2.29 2.04
Pileup 1.99 1.86 2.04 1.80 2.32 2.12
Photon Efficiencies 1.06 0.97 1.08 0.95 1.07 0.96
b-Tagging 0.41 0.40 0.76 0.86 0.36 0.40
Background modelling 2.81 2.74 4.80 4.80 2.91 2.86
Leptons 0.96 0.88 0.26 0.27 1.30 1.20
Prompt photon tagger (shape) 1.45 1.45 3.80 4.00 - -
Eγ (Resolution and scale) 0.06 0.08 0.02 0.03 0.16 0.20
Template Statistics 1.50 1.38 1.89 1.78 1.65 1.56
Total systematic 5.8 5.5 7.9 7.6 5.8 5.4
Total statistical 1.4 1.4 1.5 1.5 3.8 3.8
Total 6.0 5.7 8.1 7.7 7.0 6.6
Table 8.3.: Relative effects on µ due to the grouped systematic sources. Fits are performed
with nuisance parameters in each group held constant with the rest floating. This
new uncertainty is subtracted in quadrature from the total uncertainty to obtain
∆µ.
Jets Inclusive Single-lepton Dilepton
+ [%] - [%] + [%] - [%] + [%] - [%]
Jet Pileup (RhoTopology) 2.31 2.10 3.80 3.38 1.66 1.52
Jet Flavour Composition 0.05 0.05 0.13 0.14 0.10 0.10
Jet EtaInterCalibration 0.13 0.12 1.10 1.01 0.21 0.18
Jet Effective NP 1.79 1.61 2.91 2.53 0.97 0.89
Jet Flavour Resp. 0.41 0.39 1.94 1.79 0.02 0.00
Table 8.4.: Breakdown of the effects that the larger jet systematic components have on µ.
Background modelling Inclusive Single-lepton Dilepton
+ [%] - [%] + [%] - [%] + [%] - [%]
e→ γ fake modelling 1.23 1.19 2.51 2.54 0.05 0.05
tt¯ modelling 1.10 1.06 2.02 2.05 0.98 1.13
hadronic fake modelling 1.93 1.87 1.41 1.42 2.13 2.17
Other prompt bkg modelling 1.57 1.55 3.55 3.70 1.26 1.25
Table 8.5.: Breakdown of the effects that various background modelling components have on
µ. The Wγ floating normalisation uncertainty is included in “Other prompt bkg
modelling”.
PPT Single-lepton
+ [%] - [%]
Prompt sources 3.17 3.30
e→ γ fake sources 1.74 1.92
hadronic fake sources 0.60 0.60
hadronic fake isolation 0.25 0.23
Table 8.6.: Breakdown of the effects that the PPT components have on µ.
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Figure 8.13.: Curves showing s/b and s/
√
b for different cuts on the ELD distributions trained
with and without the PPT. The point at zero on the x-axis represents how this
current analysis was conducted. Total uncertainties are included in the shaded
bands.
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Figure 8.14.: The relative contribution of uncertainties shown in groups. A fit is performed
where all NPs in a group are kept fixed while the rest are left floating. The
resulting uncertainty is subtracted in quadrature from the original uncertainty to
obtain ∆µ.
114
8.2. Full fit results
8.2.3. Fit cross checks
This section presents cross checks similar to Section 8.1.2 in order to ensure the fits are reliable
as well as gain a deeper insight into the NPs. The major difference compared to the Asimov
studies is that in a full fit the NPs and POIs are allowed to float. Figure 8.15 shows the posterior
NPs in separate single-lepton channels (overlaid into one figure). Similarly, Figure 8.16 shows
the same for all the dilepton channels. It is important to note that for the two above mentioned
plots each of the overlaid set of posterior NPs makes up the first seven fits in Figure 8.8. The
posterior NPs for the final fit on Figure 8.8 (5-channel combined) are shown in Figure 8.17.
The fits in general are stable with only a few pulls and constraints that need to be further
checked. For the single-lepton channels the main pulls/constraints are for: tt¯γ parton shower, tt¯
parton shower, tt¯ ISR/FSR, Zγ normalisation, fake lepton and JER. For the dilepton channels
the main pulls/constraints are for: Zγ factorisation and renormalisation scales, Zγ parton
shower, Zγ normalisation and JER. For the most part, pulls are seen for the same NPs that
are constrained in the Asimov fit. First, it is useful to see how much of a role these NPs actually
play in the final fit. Figure 8.18 shows ranking plots for the top ten systematic uncertainties of
the single-lepton, dilepton and 5-channel inclusive fit. The individual channels (e+jets, µ+jets,
ee, µµ and eµ) are not shown due to being very similar. The top axis shows absolute difference
and applies to the pre-fit and post-fit impact on µ. Here, similar to tables presented earlier the
NP in question is held fixed while the fit is performed with the remaining NPs floating. This
is then subtracted in quadrature from the original uncertainty. The bottom axis applies to the
black points and shows the constraints in the same way as the previous pull plots.
For the single-lepton rankings the Jet Pileup RhoTopology NP contributes the largest uncer-
tainty. It has already been mentioned that dedicated groups within ATLAS have reduced this
for future analyses. The PPT NPs have both prompt and e→ γ fake sources within the top 5,
evidence that the approach to deriving the systematics for PPT can be revisited. The dilepton
channel ranking shows that the overall systematic contributions are already quite small. The
highly ranked systematics have little dependence on the techniques used to analyse this chan-
nel (with the exception of one hadronic fake derived NP in the top ten). Thus, it is a more
straightforward channel to work with, which offers a very clean signal (largely due to the eµ
channel). With 36 fb−1 of data collected, the dilepton (eµ) channel can already be considered
the “golden channel”. For the 5-channel inclusive measurement common systematics between
the five channels (or subsets of the five channels) are treated as fully correlated. This allows for
larger possible constraining power. Table 8.7 summarises the pulled or constrained NPs from
the single-lepton, dilepton and 5-channel combined fits and their ranked impact on the signal
strength. A dash indicates the NP lies outside the largest 40 contributions. The main NPs
that are constrained are not ranked particularly high, and so do not impact the fit as much.
A selection of NPs is presented based on whether or not they are pulled in the fit as well
as how high they are ranked, and is shown in Figures 8.19 and 8.20 for the single-lepton and
dilepton channels, respectively. These figures are different to the previous NP figures in that
they show the systematic contribution compared to the full signal + background prediction,
as well as data. This enables us to see why certain NPs are pulled, and in which bin(s) the
mis-modelling originates from. For the single-lepton channel there are a few aspects to notice:
• Figure 8.19a and 8.19b show the two main contributions of parton shower modelling to the
e → γ fake and hadronic fake background. More sources are included (and correlated)
with these NPs, which arise from the data-driven methods and the effect varying the
parton shower has when deriving the scale factors. However, since the pulls are in opposite
directions for the e+jets and µ+jets channels, and well within 1σ, this is no cause for
concern.
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• For the tt¯γ parton shower the largest shape differences can be seen in the most signal-rich
bin (Figure 8.19c). This can account for the constraint. While in the third bin from the
right a fluctuation in data, also in a signal-rich bin, will cause a small pull towards +1σ.
This is compounded by the normalisation part of the parton shower (Figure 8.19d), where
the third bin from the right also prefers the +1σ variation.
• Figure 8.19e shows the highest ranked NP for the single-lepton channel, which does not
show any major pulls or constraints.
• For JER (Figure 8.19f), the third bin from the right includes a data fluctuation. In this
bin the “up” and “down” variations (which are arbitrary) flip, and so the −1σ variation
is preferred. This is indicated by the pull towards −1σ on the pull plots.
For the dilepton channel two NPs are shown.
• The Zγ parton shower NP (Figure 8.20a) is heavily pulled and constrained in the dilepton
fits. This is due to the mis-modelling between the nominal Sherpa and systematic varia-
tion MG5 aMC samples. The data prefers the shape provided by the systematic variation.
The overall impact this and other Zγ related NPs have on the fit are small, as can be
seen from Table 8.7.
• The JER (Figure 8.20b) has a mild preference for the +1σ variation as can be seen in
the signal-rich (and generally event-rich) right side of the ELD.
Finally, Figure 8.21 shows the correlations from the maximum likelihood fit for the single-
lepton and dilepton channels. Only NPs that have at least one correlation above 15% are
included. For the single-lepton channel, large correlations between PPT prompt, Jet Pileup
RhoTopology and the signal strength are unsurprising given their very conservative nature
and thus their impact on the measurement. These are large NPs that predominantly affect
the signal. For the dilepton channel there are no alarming or surprisingly large correlations.
Thus, taking into account all studies presented above, we can conclude that the fit behaves as
expected and is stable.
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Nuisance Parameter Rank
single-lepton
tt¯ Parton shower 6
tt¯γ Parton shower 9
JER 17
tt¯ ISR/FSR 18
Zγ Normalisation 23
Lepfake -
dilepton
Zγ Normalisation 12
JER 14
Zγ Parton shower 28
Zγ F+R scales -
5-channel combined
Pileup 3
tt¯γ ISR/FSR 5
PPT prompt photons 7
tt¯ Parton shower 17
tt¯γ Parton shower 18
tt¯ ISR/FSR 19
Lepfake -
Zγ Normalisation -
Zγ Parton shower -
Table 8.7.: The most pulled/constrained NPs in the single-lepton and dilepton fits and their
ranking. A dash indicates the NP is not within the top 40 entries.
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Figure 8.15.: Post-fit pull plots for all nuisance parameters in the single-lepton channels. Each
set of points consti tes po teriors for a different fit. The “Signal strength” and
“Wγ floating NP” both have expectation values of one. “Had-fake” and “efake”
NPs relate to the data-driven methods and the uncertainties that arise from es-
timating these backgrounds. The “bTagSF” NPs are associated with pseudo-
continuous b-taggi g for different flavour jets.
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Figure 8.16.: Post-fit pull plots for all nuisance parameters in the dilepton channels. Each set of
points constitutes posteriors for a different fit. The “Signal strength” has an ex-
pectation value of one. “Had-fake” and “efake” NPs relate to the data-driven
methods and the uncertainties that arise from estimating these backgrounds.
The “bTagSF” NPs are associated with pseudo-continuous b-tagging for differ-
ent flavour jets.
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Figure 8.17.: Post-fit pull plots for all nuisance parameters in the 5-channel inclusive fit. The
“Signal strength” and “Wγ floating NP” both have expectation values of one.
“Had-fake” and “efak ” NPs relate to the data-driven methods and the uncer-
tainties that arise from estimating these backgrounds. The “bTagSF” NPs are
associated with pseudo-continuous b-tagging for different flavour jets.
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8.2. Full fit results
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Figure 8.18.: Largest ten NPs ranked according to their impact on the single-lepton, dilepton
and 5-channel inclusive fits.
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8. Results
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(a) tt¯ parton shower (e→ γ fake)
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(b) tt¯ parton shower (hadronic fake)
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(c) tt¯γ parton shower (shape)
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(d) tt¯γ parton shower (norm)
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(e) Pileup RhoTopology
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(f) Jet energy resolution
Figure 8.19.: A selection of NPs that are either pulled or constrained, or have large contributions
in the final single-lepton fit.
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8.2. Full fit results
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(a) Zγ parton shower
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(b) Jet energy resolution
Figure 8.20.: A selection of NPs that are either pulled or constrained, or have large contributions
in the final dilepton fit.
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8. Results
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Figure 8.21.: Correlations for the single-lepton and dilepton channel for each nuisance param-
eter and the signal strength. Only NPs with at least one correlation above 15%
are shown.
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8.3. Fiducial cross sections
8.3. Fiducial cross sections
The fiducial cross sections can be calculated using the theoretical calculations from Chap-
ter 5.1.1 and the results in Section 8.2. These are summarised in Table 8.8, which also show
theoretical predictions. All measurements agree with the predictions within uncertainty.
σfid [fb] Statistical Systematic Theory [fb]
+ [fb] - [fb] + [fb] - [fb]
e+jets 265 6 6 21 20 247 ± 49
µ+jets 250 7 7 22 21 248 ± 50
ee 16 2 1 2 1 16 ± 2
µµ 18 1 1 2 1 16 ± 2
eµ 34 2 2 2 2 31 ± 5
single-lepton 521 9 9 41 39 495 ± 99
dilepton 69 3 3 4 4 63 ± 9
Inclusive (5 channels) 589 10 10 34 32 558 ± 110
Table 8.8.: Fiducial cross-section summary for all channels with uncertainty split into statisti-
cal and systematic components. The theoretical prediction is included in the last
column.
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CHAPTER 9
Conclusions
This thesis presents fiducial cross-section measurements of the pp→ tt¯γ process using 36.1 fb−1
of data collected with the ATLAS detector at
√
s = 13 TeV. The data were collected during the
LHC running periods of 2015 and 2016. In total, eight cross sections are measured including
the individual single-lepton and dilepton channels (e+jets, µ+jets, ee, µµ and eµ), the merged
single-lepton and dilepton channels, and a 5-channel inclusive cross section, where no distinction
between leptons and jets from tau decays are made. This thesis presents the first measurements
of dilepton, and single- and dilepton inclusive cross sections.
The strategy for this analysis deviated significantly from the previous results at 7 and 8 TeV,
both in ATLAS and CMS. Previously, the discriminating variable was the track isolation of
the photon. This analysis places a cut on this variable, which removes a significant number
of background events. Then, two separate neural network algorithms trained using Keras and
applied using lwtnn are introduced to further separate signal from background. These tools
present a paradigm shift for how machine learning is typically carried out at the LHC. The first
neural network, called Prompt Photon Tagger, makes use of energy deposits in the calorimeter
to help discriminate prompt photons from those coming from hadron decays or from hadrons
misidentified as photons. The second network (the Event-level Discriminator) makes use of a
range of variables related to the kinematics and topology of an event. This includes information
about b-tagging, EmissT , number of jets etc. In the case of the single-lepton channels the Prompt
Photon Tagger serves as a powerful input to the Event-level Discriminator.
The various backgrounds fall into four main classes; e → γ fakes, hadronic fakes, prompt
photons and fake leptons. The e→ γ fake background is dominant in the single-lepton channels
and consists of events where electrons have been misidentified as photons. The main contri-
bution comes from the tt¯ dileptonic decays in the ee and eµ channels. This background is
negligible in the dilepton channels. The estimation of this background follows a data-driven
approach in which a fake photon enriched control region is created and compared to another
control region of similar phase space but with the photon required to be an electron. Thus, the
fake photon can be probed, efficiencies calculated and correction factors derived.
Hadrons, or photons from hadron decays that are misidentified as prompt photons, form the
hadronic fake background. This background is mainly seen in the single-lepton channels, but
also a small contribution exists in the dilepton channels. This background is estimated following
a data-driven approach where three orthogonal control regions to the signal region are defined.
Isolation and identification algorithms in these control regions are reversed. Correction factors
to the fake photon contribution can then be derived.
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9. Conclusions
The fake lepton background is predominantly found in the single-lepton channels with a
negligible contribution in the dilepton channels. It is estimated using a purely data-driven
approach in which looser criteria on the leptons are required, thus the sample is assumed to
contain mainly fake leptons. Weights can be derived and are applied to data.
Prompt photons that are not from top quarks contribute towards a significant portion of
the total background for the single-lepton and dilepton channels. In the single-lepton channel
the dominant process is from Wγ, while in the dilepton channels this contribution is from Zγ.
Small contributions arise from single top, diboson and tt¯V processes. The estimation of these
backgrounds is based on MC prediction.
A profile maximum likelihood fit is performed on the ELD distribution to extract the signal
strength, and thus the final cross sections. In the single-lepton channels the Wγ background
enters as a free-floating parameter. Dedicated k-factors are used in the respective channels to
scale the leading-order predictions to next-to-leading order.
A summary of all measured cross sections is shown in Table 9.1. This includes the five
individual channels, the two combined channels, and the inclusive measurement. Theoretical
cross sections are also included. All measurements agree with theoretical predictions.
σtt¯γfid [fb]
Channel Measured ±(stat.) ±(syst.) Theory ±(total)
e+jets 265± 6± 21 247± 49
µ+jets 250± 7± 22 248± 50
ee 16± 2± 2 16± 2
µµ 18± 1± 2 16± 2
eµ 34± 2± 2 31± 5
Single-lepton 521± 9± 41 495± 99
Dilepton 69± 3± 4 63± 9
Inclusive (5 channels) 589± 10± 34 558± 110
Table 9.1.: Fiducial cross-section summary for all channels, as well as theoretical predictions.
For the single-lepton channels the largest systematic contributions come from the modelling
of jets, background estimation techniques and the PPT. For the dilepton channel more statis-
tics will help increase the sensitivity, as well as reducing signal and background modelling
systematics. To reduce background modelling one could focus on just the eµ channel, which is
dominated by signal with very little (to almost negligible) background contributions.
Further studies on the tt¯γ process should focus on reducing the theoretical uncertainties
associated with the k-factor, developing techniques to reduce the contamination from photons
being radiated from the top quark decay products, and EFT interpretations. The relationship
between the cross section and the tγ coupling (Qt) is expected to be quadratic. Thus, one
method to determine the tγ coupling could be achieved by performing template fits with various
hypotheses of Qt. This will further help to improve our understanding of the electromagnetic
coupling to the top quark.
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APPENDIX A
Porting the ATLAS software stack to the ARM architecture
By using fewer instructions on a silicon chip, fewer transistors are needed, and thus the power
consumption of a CPU is reduced. This makes such chips ideal for portable devices as the
battery life is extended. Around 60% of mobile devices use the ARM (Advanced RISC (Re-
duced Instruction Set Computing) Machine) architecture. This includes smartphones, tablets,
wearables and e-readers, with the percentage much higher for just smartphones. As of 2016,
more than 86 billion ARM based chips have been shipped1. A large part of the appeal is that
ARM does not produce any of their own CPUs and so has very few overhead costs. Instead,
they sell their intellectual property. This gives companies more freedom to design their own
CPUs.
Interest in ARM at the LHC began around 2013/14 with feasibility studies and the potential
payoffs. Many standard benchmark studies were performed, centred around the 32-bit embed-
ded ARM development boards. Experiments such as ATLAS, CMS, and LHCb also started
work on porting their software stacks to the 32-bit ARM architecture [168–173]. However,
it was found that while it is indeed very power conservative, ARM 32-bit did not have the
available memory to make HEP computing feasible.
In 2016 ARM entered the server market and introduced their 64-bit architecture2. The latest
results from porting and benchmarking a subset of the ATLAS software stack to the ARM 64-
bit architecture (Aarch64) can be found in [174] and is summarised in this appendix. It should
be noted that the fast paced environment of computing will see these types of benchmark
results continuously changing as each architecture vie for the better efficiency. However, the
message is the same; Aarch64 presents a feasible alternative to Intel x86.
A.1. Hardware
In early 2016 CERN openlab installed a cluster of Aarch64 evaluation prototype servers, which
will be referred to as (Aarch64 Proto). Each server is comprised of a single-socket, ARM 64-bit
system-on-a-chip, with 32 Cortex-A57 cores. In total, each server has 128 GB RAM connected
with four fast memory channels. Another type of ARM server is also maintained, called HP
Moonshot. Two types of Intel servers (Intel Atom and Intel Xeon) are also available. The Intel
1Taken from https://www.arm.com.
2The bottleneck is no longer CPU clock cycles, but rather the memory bandwidth. The 32-bit architectures
limit the amount of random access memory (RAM).
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Atom was the company’s initial response to ARM and is fairly old, however it still provides
interesting results. The features of each server are described in Table A.1.
Name Processor Cores RAM Cache Fabrication
(Release)
OS
HP
Moonshot
X-Gene, 2.4 GHz 8 Armv8 64 GiB DDR3
(1600 MHz)
32 KiB L1/core, 256
KiB L2/core pair, 8
MiB L3
40 nm
(2014)
Ubuntu
14.04
Aarch64 Proto -, 2.1 GHz 32 Cortex-A57 128 GiB DDR3
(1866 MHz)
32 KiB L1, 1 MiB
L2
16 nm (-) Ubuntu
14.04
Intel Atom Intel Atom
Processor C2750,
2.4GHz
8 32 GiB DDR3
(1600 MHz)
24 KiB L1d, 32 KiB
L1i, 1 MiB L2
22 nm
(2013)
Fedora 21
Intel Intel Xeon CPU
E5-4650, 2.70 GHz
32 512 GiB DDR3
(1600 MHz)
32 KiB
L1(d)(i)/core, 256
KiB L2/core, 20
MiB L3
32 nm
(2012)
Scientific
Linux
CERN 6
Table A.1.: The hardware for Intel and Aarch64 servers [174].
A.1.1. AthSimulation
The ATLAS codebase (Athena) consists of around 2400 packages and 6.5 million lines of code.
Due to its size and complexity, porting to alternative architectures is difficult. Thus, a project
called AthSimulation was chosen, which consists of a subset of packages from a full Athena
release. AthSimulation is capable of carrying out CPU intensive MC simulations needed for
the experiment. At around 350 packages, the porting process becomes significantly easier
and faster. Typical non-ATLAS specific packages include ROOT, Geant4 and Gaudi [175].
ATLAS specific simulation code forms the peak of the pyramid of dependencies. In general,
compilation options needed to be added for Aarch64, Intel specific compiler options removed
and various build configurations made more general.
To enable multiple builds on various servers a continuous integration tool, Jenkins, was used.
AthSimulation was compiled on both Aarch64 servers, while the Intel servers made use of the
equivalent pre-existing versions built within ATLAS. The benchmark consists of simulating 100
tt¯ events on the respective servers. Simulation took between 3.5 minutes (Intel Xeon) to just
under 12 minutes (Intel Atom) per event depending on the architecture.
Validation
Validating the results from different architectures was made a high priority since this had
not been checked before. Due to the nature of MC simulation, numerical identity is not
expected. Some reasons can include and are not limited to random numbers being generated
in an architecturally specific way, as well as the way floating point numbers are handled by
each compiler. However, overall trends are expected to be similar. Figure A.1 shows the hits
in the pixel and SCT detectors for different architectures compared to the Intel Xeon. When
compared to the Intel Xeon, the ARM and Intel Atom servers give similar distribution shapes,
but around 10-15% less hits on ARM and 15-20% more hits on Intel Atom. Further studies
with larger simulated datasets needs to be done to understand why this occurs.
Figure A.2 shows a selected tt¯ event simulated on Intel Xeon and Aarch64 Proto. There are
subtle differences in energy deposits due to a different number of hits and also a very minor
difference in tracks. However, the general topology of the event matches well.
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Figure A.1.: Results showing the hits in the a) pixel and b) SCT detectors in ATLAS. The
ratio between the three servers and the Intel Xeon is shown in the ratio plots. The
Intel Xeon is taken as the “accepted” distribution. [174]
A.1.2. Power measurements
To take memory bandwidth into account while performing power measurements, the benchmark
was repeated on the Aarch64 Proto and the Intel Xeon server with multiple jobs running. In
this benchmark, eight tt¯ events are simulated on an increasing number (2,4,8,16,32) of cores.
Figure A.3 shows the results. The top plot shows the net power usage during each test, while
the bottom image shows the events/kWh for each test. Taking time and power usage into
account, this shows that for these CPUs, the Aarch64 server is more efficient.
A.1.3. Outlook for ARM in HEP
It is clear that ARM servers have improved dramatically over the past few years. Their 64-bit
architecture is now competitive with the traditional Intel machines. Studies like these show
academia and industry alike that there is no need to be reliant on a single computing archi-
tecture. Various reasons ranging from cost-effectiveness to geopolitical issues could result in
server farms being made available that might not necessarily be the standard Intel architec-
ture. CERN needs to be ready to utilise whatever computing power is available at the most
reasonable price, especially with the ever increasing computing demands. As an experiment
ATLAS needs to be flexible in how they can deploy their software. Steps have been undertaken
to make the ATLAS software more independent of operating system and CPU architecture.
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A. Porting the ATLAS software stack to the ARM architecture
(a)
(b)
Figure A.2.: Event displays for the same tt¯ event simulated on the a) Intel Xeon and b)
Aarch64 Proto server. Minor differences can be seen in the calorimeter energy
deposits and tracks [174].
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Figure A.3.: Power measurements for the benchmark running on an increasing number of cores.
Top: total time and power for all tests. Bottom: Events/kWh calculated for each
test [174].
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APPENDIX B
Support material for the tt¯γ process
B.1. Validation plots for tt¯ selections
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 [GeV]
T
Jet p
0 50 100 150 200 250 300 350 400
D
at
a 
/ M
C.
 
0.5
0.75
1
1.25
1.5
Ev
en
ts
0
20
40
60
80
100
120
140
310×
-1
 = 13TeV, 36.1  fbs
Dilepton
µe
Pre-fit
Data
tt
ST
W+jets
Z+jets
VV
Total
Uncertainty
501663.0
468725.9
23699.0
73.3
1238.9
1655.2
495392.3
 
(d) eµ
 [GeV]
T
Jet p
0 50 100 150 200 250 300 350 400
D
at
a 
/ M
C.
 
0.5
0.75
1
1.25
1.5
Ev
en
ts
0
10000
20000
30000
40000
50000
-1
 = 13TeV, 36.1  fbs
Dilepton
µµ
Pre-fit
Data
tt
ST
W+jets
Z+jets
VV
Total
Uncertainty
188331.0
150511.2
7685.6
8.1
25138.4
1527.3
184870.6
 
(e) µµ
Figure B.1.: Validation plots of the jet pT for event selections before the requirement of a
photon. Only statistical uncertainties are included. Not included is the fake
lepton background. All processes shown are MC.
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APPENDIX C
Object- and event-level neural network support material
C.1. Event-level Descriminator
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Figure C.1.: Event-level Discriminator variable for the e+jets channel with separation plots
shown for signal and the different background components.
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Figure C.2.: Event-level Discriminator variable for the µ+jets channel with separation plots
shown for signal and the different background components.
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APPENDIX D
Systematic uncertainties support material
D.1. Cross-section closure test for small MC backgrounds
There is currently a 50% normalisation uncertainty applied to each of the single top, diboson
and tt¯V backgrounds This section checks the impact the systematic uncertainty has for these
prompt backgrounds, grouped as Other prompt. For the single-lepton and dilepton channel
two Asimov fits are performed with all systematic sources included. In the first fit a 50%
uncertainty is assigned to each of these three backgrounds. In the second fit the systematic
uncertainty is doubled, i.e. a 100% uncertainty is assigned. The results for the fits are shown in
Table D.1. Doubling the uncertainty on the three backgrounds leads to an absolute increase in
the error of ≈ 0.2% for both the single-lepton and dilepton channels. This impact is negligible
and means these backgrounds do not play an important role in the fit. For this reason, the
normalisation uncertainty is left at 50%.
Channel Normalisation uncertainty “+” error “-” error
single-lepton
50% 0.0929 0.0914
100% 0.0945 0.0927
dilepton
50% 0.0678 0.0629
100% 0.0697 0.0647
Table D.1.: Two different Asimov fit scenarios for the single-lepton and dilepton channels where
the normalisation uncertainty on the Other prompt backgrounds has been varied.
All systematics are included in the fit. The error represents the absolute up/down
error of µ.
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APPENDIX E
Results section support material
E.1. Final fits
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t t¯γ
√
s = 13 TeV, 36.1, fb−1
Total (stat sys)
Combined (5 regions) 1.06 +0.06 (+0.02 +0.06)–0.06 (–0.02 –0.06)
Dilepton 3 regions 1.08 +0.08 (+0.04 +0.06)–0.07 (–0.04 –0.06)
Dilepton 1.09 +0.08 (+0.04 +0.06)–0.07 (–0.04 –0.06)
Single-lepton 2 regions 1.04 +0.08 (+0.02 +0.08)–0.08 (–0.02 –0.07)
Single-lepton 1.05 +0.08 (+0.02 +0.08)–0.08 (–0.02 –0.08)
ee 1.00 +0.14 (+0.10 +0.10)–0.13 (–0.09 –0.09)
eµ 1.09 +0.08 (+0.05 +0.06)–0.08 (–0.05 –0.06)
µµ 1.11 +0.13 (+0.09 +0.10)–0.12 (–0.08 –0.08)
µ+jets 1.01 +0.09 (+0.03 +0.09)–0.09 (–0.03 –0.08)
e+jets 1.07 +0.09 (+0.03 +0.08)–0.08 (–0.03 –0.08)
Total
Statistical
Theory
Figure E.1.: The observed signal strength for individual, merged and combined single-lepton
and dilepton, and combined channels. The NLO SM prediction is represented by
the dashed vertical line. The theoretical uncertainty for each fit is represented by
the shaded region.
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Figure E.2.: Pre- and post-fit plots for the individual single-lepton channels where the respective
ELD distribution is used as the discriminating variable in the fit.
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Figure E.3.: Pre- and post-fit plots for the individual dilepton channels where the respective
ELD distribution is used as the discriminating variable in the fit.
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e+jets µ+jets ee µµ eµ
+ [%] - [%] + [%] - [%] + [%] - [%] + [%] - [%] + [%] - [%]
Signal Modelling 1.36 1.21 0.50 0.61 7.40 5.80 3.20 2.88 3.60 3.53
Jets 5.30 4.60 5.60 5.00 3.34 2.96 2.91 2.66 1.61 1.45
Luminosity 2.33 2.03 2.35 2.01 2.47 1.99 2.35 2.01 2.28 2.02
Pileup 2.35 2.08 2.37 2.21 2.34 1.96 4.30 3.70 1.38 1.33
Photon Efficiencies 1.09 0.95 1.10 0.94 1.16 0.93 1.11 0.97 1.08 0.95
b-Tagging 0.86 0.97 0.80 0.84 0.58 0.57 0.27 0.31 0.14 0.16
Background modelling 4.50 4.50 6.00 5.90 3.53 3.41 3.04 3.24 2.98 3.08
Leptons 0.95 0.87 1.64 1.52 2.16 1.81 1.78 1.56 1.18 1.04
Prompt photon tagger (shape) 3.26 3.42 4.20 4.30 - - - - - -
Eγ (Resolution and scale) - - 0.06 0.05 0.35 0.31 0.08 0.10 0.08 0.12
Template Statistics 2.40 2.28 2.84 2.66 3.80 3.25 4.10 3.70 1.76 1.61
Total systematic 7.9 7.5 9.0 8.6 10.5 8.8 8.5 7.7 5.6 5.3
Total statistical 2.1 2.1 2.2 2.2 9.4 8.9 7.9 7.5 5.0 4.9
Total 8.2 7.8 9.3 8.8 14.0 12.5 11.6 10.8 7.5 7.2
Table E.1.: Relative effects on µ due to the grouped systematic sources. Fits are performed
with nuisance parameters in each group held constant with the rest floating. This
new uncertainty is subtracted in quadrature from the total uncertainty to obtain
∆µ.
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Figure E.4.: The relative contribution of uncertainties shown in groups. A fit is performed
where all NPs in a group are kept fixed while the rest are left floating.The resulting
uncertainty is subtracted in quadrature from the original uncertainty to obtain ∆µ.
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