The use of digital techniques is often applied today by archaeologists in the field to get quick and reliable 3D surveys for their research. 3D models and reconstructions are the focus for the use of these techniques. The aim of this paper is to present the methodology employed during the 2018 season, and its combination with that from 2016 on the private areas of the bishop's residence of the Episcopal Palace in the ancient city of Side, Turkey. This paper will focus on the data acquisition process, accuracy of the survey, errors and solutions as well as the workflow-process of the data. The aim is to present a useful workflow to combine surveys at a maximum level of accuracy with already completed surveys. A Total Station (TS) survey, Global Positioning System (GPS) Real Time Kinetics (RTK) survey and Structure from Motion (SfM) are among the techniques used to compile the information later exported into a Computer Aided Design (CAD) and Geographic Information System (GIS) environment. Eventually, viable applications of the data created with such methods that help to formulate a new hypothesis for the ritual and non-ritual areas will be shown: plans, 3D models, digital elevation models (DEM) and orthophotos.
Introduction
The ancient city of Side is located in the Roman province of Pamphylia. Due to its position on the seashore and its harbour, the city became an important trade centre flourishing especially from the Roman period up to early Byzantine times. During the late Middle Byzantine period the city was progressively abandoned. That is why there are no traces of settlement strata from the late Byzantine period until the late 19 th /early 20 th centuries, when the site was partially occupied by a modern village called Selemiye. From the 1970s onwards, the area became a hub of the Turkish tourism industry with extensive parts of the peninsula covered by huge hotel complexes.
The archaeological research at Side has a longstanding history of 70 years. In particular, A. M. Mansel, one of the most important Turkish archaeologists of the 20 th century, studied the ancient city between the 1940s and the 1970s. He uncovered numerous private, public, religious, and secular monuments from the early Byzantine period. However, in alignment with his research interests, his publications mainly included general summaries devoted to the early Christian and Byzantine findings (Mansel, 1963 (Mansel, , 1978 . Apart from Mansel, other researchers have published very important studies on late antique and medieval monuments in Side, such as S. Eyice (Eyice, 1957 (Eyice, , 1957a (Eyice, , 1958 (Eyice, , 1960 , V. Ruggieri (Ruggieri, 1995 (Ruggieri, , 1995a , C. Gliwitzky (Gliwitzky, 2005) , U. Peschlow (Peschlow, 2010) , and most recently L. Kaderli (Kaderli, 2009 ), Ş. Yıldırım (Yıldırım, 2013 (Yıldırım, , 2017 and K. Piesker (Piesker, 2017) . With regard to the historical and historical-epigraphic studies, it is worth mentioning especially the work of J. Nollé (Nollé, 1993 (Nollé, , 2001 and C. Foss (Foss, 1996) , as well as that of H. Hellenkemper and F. Hild (Hellenkemper & Hild, 2004) .
The research focuses on a 120 m by 210 m area in the north-eastern part of the ancient city uncovered by Mansel (Fig. 1) . A majority of researchers accepted Mansel's interpretation of this area as the episcopal quarter of Side (Müller-Wiener, 1989, p. 683; Hellenkemper & Hild, 2004, p. 393; Foss, 1996, p. 41; Ceylan, 2007, pp. 174-176) . Nevertheless, there are some scholars who question this interpretation (Gliwitzky, 2005, p. 342; Buchwald, 1984, pp. 226-227) . The episcopal quarter was accessed via a propylon/gate at the end of a colonnaded street. The sacral centre, situated in the northern half of the district, showed an approximately 60 m-long three-aisled basilica with corridor-like hallways along the side naves, giving access to a transversely mounted transept. An atrium is located at the western front of the basilica/cathedral, which can most probably be dated to the late 5 th or the beginning of the 6 th c. AD (Mansel, 1978, pp. 268 and 271 with fig. 302b ). In the north-eastern corner of the basilica is a baptistery (Ristow, 1998, p. 251 ) with a rectangular vestibule and three separate rooms that serve as the catechumeneum, baptismal premise, and consignatorium.
In the north of the cathedral, a building with an inscribed three-apse room surrounded by walls is preserved within an area of 60 by 60 m. According to the excavator, it is possible to interpret this building as a memorial.
Mansel proposed a similar function for the rectangular building in the south of the basilica. This complex consisted of two domed rooms with an anteroom each. An elongated entrance room in the west connected these two premises, for which a function as a skeuophylakion could also be assumed (Hellenkemper & Hild, 2004, p. 392) . This further interpretive approach is based on typological parallels of buildings, for example the southern annex building of the basilica in the area of the Roman Imperial temples for Athena and Apollo near the harbour of the city (Mansel, 1978, pp. 257-264) . Numerous premises (Figs. 2 and 3) follow further south of the two-room complex. These include a little bath, which, due to its small dimensions, did not function as a public bath, but as a private balneum. To the east, a huge cistern with two rectangular basins is notable ( Figs. 2 and 3 ). Following the bath are the two-storied dwelling rooms of the bishop (Müller-Wiener, 1989, p. 682; Ceylan, 2007, pp. 174 and 176) , one of them showing a formerly very rich decoration and an apse in the west (Figs. 2 and 3 ). This room could be interpreted as the reception/audience hall of the bishop. The anteroom to the east did not serve exclusively as a vestibule of the reception hall but also as a distribution room, connecting the premises in the north and south of this compound. It also served as the narthex of a small, three-aisled church, which was characterized by a central dome supported by four columns (Gliwitzky, 2005; Yıldırım, 2017) . This richly decorated building was most probably not part of the early Byzantine residence but rather a later addition (Fig. 3) . In fact, the chronology of the church is very difficult to define. While the excavators and various scholars suggested a date during early Byzantine times (contemporary with the residence), a medieval dating has also been proposed (cf. the overview of the different chronological approaches in Yıldırım, 2017, pp. 423-425) . Finally, south of the living quarters and the church, a huge triconchus (most probably the triclinium) is preserved. The main room with its trifold apses in the east was accessible from an almost square vestibulum in the west. The door between the two rooms was constructed with Roman marble blocks and designed as a tribelon. Next to this building, another complex with several premises followed, one of them having an east-facing apse. As the research stands at present, an interpretation of this partly excavated building is not possible.
On the south-eastern side of this complex, a monumental gate gave access to an undeveloped area ( Fig.  1 ). Due to the absence of buildings, the first excavator proposed an interpretation as a hortus, surrounded by an enclosure wall (Mansel, 1978, p. 282 ; for the results of the geophysical investigations cf. İ. Akca & A. Pülz, 2018) . Almost all scholars suggest that the entire episcopal complex ends with a narrow, 4 to 5 m-wide corridor-like street on its western edge.
Starting in 2015, the project investigations aimed to understand the function and architectural history (dating, duration of use, and construction style) of the episcopal district with the cathedral, various memorials, the residence, two courtyards, the garden, etc. As per the previous data, these monuments would cover an area of about 120 m by 210 m. However, within the recent research some new information has been found, indicating that the episcopal district possibly also included the triangle-shaped sector west of the area ( Fig. 1 : red-interlaced resp. blue-interlaced area). In this case, the episcopal district would have had an extension of about 3.6 ha and, consequently, it would have been one of the largest of the entire early Byzantine oikumene (cf. the list of episcopeia and their land occupancy in Müller-Wiener, 1989, p. 703 ).
Method
This chapter will focus on the methodology used during the 2018 campaign. The description of the creation of the 2016 ground control points (GCPs) has already been discussed in another publication (Hernández Cordero, 2017, pp. 457-460) , but it will be referred to here when necessary. As a summary of that campaign, the survey job pursued the setting up of a workflow in order to generate, by the end of each season, a complete 2D and 3D survey of the remains. A geomatics approach was adopted in order to fulfil the three main objectives of the survey: accuracy, flexibility, and speed. The work focused on the creation of a GCP network without any known point. It was possible to create an accurate and dense network of points in both a local coordinate system and the Turkish National Reference Frame (TUREF), using a combination of TS and GPS-RTK (Hernández Cordero, 2017, p. 460) .
By contrast, the 2018 campaign sought to improve the creation of the point network and its integration into the TUREF. The aim was to use the GPS-RTK Turkish network TUSAGA-Aktif to survey main structures, and also to obtain orthometric heights for the archaeological record. The methodology applied pursued three main objectives: -more extensive use of the RTK TUSAGA-Aktif Turkey network for surveying the archaeological structures and creation of the GCPs (specially for SfM), and speeding the capturing of the data with an accuracy of ±0.02 m horizontal and ±0.03 m vertical; -to resurvey the GCPs already collected during 2016 in order to integrate them into the 2018 survey campaign, converting the ellipsoidal heights into orthometric ones, and re-processing the 2016 SfM data to combine the information from both campaigns in the future (as shown on the orthophoto in Fig.  8 and the DEM in Fig. 10 ); -to adapt the 2016 survey (TUREF WGS84 and local coordinates) and the one for 2018 (TUREF WGS84 with orthogonal heights) to the coordinate system in our CAD file (ED50/TM30). This would allow for a reliable workflow that allows for switching between coordinate systems with the minimum displacement and error possible. It will therefore be possible to revert from the two coordinate systems to a local one.
RTK-technology has been used in archaeology before, as a tool for capturing points in the field (Scianna & Villa, 2011, pp. 353-354; Grau Mira, 2016, p. 4) , and more recently to capture targets used in photogrammetric surveys (Roosevelt 2014, p. 32; Ostrowski & Hanus, 2016, p. 975; Chiabandro et. al., 2016, p. 31) . Notwithstanding its relevance for data capturing, its significance and potentiality makes it possible to expand its use through diverse but related methodologies. Yilman & Karaali (2010 , p. 1829 ) state that "a geoid surface is the closed surface going under the land which coincides with stable sea surface". Due to gravity anomalies on the Earth's surface, the geoid surface is more irregular than the ellipsoid one, so is often used to get the closest value to the Earth's physical surface (Sanlioğlu et al., 2009, p. 2) ( Fig. 4) . The geoid undulation is the separation between the ellipsoid reference and the geoid surface (Heiskanen & Moritz, 1967, p. 292 ) and can vary by ±85 m and ±106 m worldwide (Okiwelu, Ajuma & Okwueze, 2011, p. 9 ). Turkey uses a hybrid geoid model-2009 (THG-09) computed using the Earth Gravitational Model 2008 (EGM08), calculated from satellite altimeter measurements and surface gravity measurements (Aktuğ et al., 2010, p. 7; Kiliçoğlu et al., 2010, p. 571; Yilmaz, 2013, p. 27) . The orthometric heights are calculated using the equation: N = h − H (Heiskanen & Moritz, 1967, p. 328) (Fig. 4) . As the details for the THG-09 were not available, we had to create a local transformation in our area of intervention to get the orthogonal heights and generate a local geoid model. Typically the heights measured by GPS technology are ellipsoidal (Sanlioğlu, Maras, & Uysal, 2009, p. 3); consequently they need to be transformed into orthometric ones before they can be used for archaeological recording.
Geoid Model Creation
The selected method is the "Twostep transformation" in Leica software which is included in Leica Geo Office (Leica Geosystems, 2018a, p. 61), SmartWorx Viva (Leica Geosystems, 2016, pp. 700-704) and Captivate software (Leica Geosystems, 2018, p. 510) . This transformation was favoured due to three main factors: -the unavailability of the THG-09 parameters for our GPS, -the area being surveyed may be extended in the future, -other methods are not suitable for areas in excess of 10 km 2 (e.g., the one-step method) and does not take into account the geoid undulations.
There are other survey software programs with similar features, like LISCAD on Transformation Projection, or MicroSurvey with the Helmert Transformation (MicroSurvey Inc, 2018, p. 244); however, after a careful examination it was concluded that the Leica transformation met the requirements for our fieldwork survey. The aforementioned "Twostep transformation" is designed to cover areas not bigger than 100 km 2 . In order to acquire better results, the distribution of reference points must surround the working area. These points (with the known coordinate system and height) are matched in the software with the points captured using the Global Navigation Satellite System (GNSS) sensor. It is crucial that the local projection and local ellipsoid of the coordinates with the orthogonal heights are known, otherwise only the one-step method can be adopted (Leica Geosystems, 2014, p. 3) . The biggest coordinate correction must be not greater than ±0.140 m (Table 1) per point, which is the maximum displacement accepted when using this technique (Ersoy, 2011, p. 8005) , and acceptable for the current needs of our project. The GPS and TS measurements are not affected, as the transformation is only used for the 11 key ground control points used for the conversion. In the process, the corrections are distributed equally across the surface (Başçiftçi, Çağl, Ayten, Akkuş, Yalcin, & Şanlioğlu, 2006, p. 4) . This equal distribution is of utmost importance within the process, as the residual error per point is calculated taking into account the entire surveyed surface (see Table 1 ). The calculation may not be exact, but it is accurate enough for most practical applications in surveying (Yilmaz, Turgut, Gullu, & Yilmaz, 2016, p. 19) .
Once on site, for the capture of the data and the subsequent calculation of the geoid model we used the Leica CS15 controller, with the Viva software and the GS14 GNSS antenna. Using a wooden tripod to improve the accuracy (Wisconsin Department of Transportation, 2017, p. 6) and 50 readings per point, a total number of 11 GCPs were recorded with an accuracy error of ±0.020 m horizontal and ±0.030 vertical. In our case, the points used are survey nails fixed on concrete blocks or on the pavement, that are distributed along the streets and archaeological areas of Side. They were located using a previous survey on a CAD file. This step demands an in situ control of the quality of the GCPs, as it is essential to monitor whether they are still intact and firm on the ground. Of the 105 points located in the CAD file, only the 11 used for the transformation met the requirements for the process. As there is no study stating that a minimum number of points is necessary for the transformation, and since it was not possible to locate more of them on site, we decided to continue the workflow. To ensure quality data, the points were surveyed on the same day, trying to ensure good satellite coverage (Pirti, 2010, p. 25 ; Wisconsin Department of Transportation, 2017, p. 1), similar weather conditions, and a connection to the same RTK base. On a positive note, no drop off in the connection with either the RTK network or the satellites occurred during the three hours spent walking across the site. 
TS and GPS Survey
A combination of TS and GPS-RTK survey was selected to set up the stations and to collect the retro targets forming the ground control network. This method is the most prominent among those used to create control points (Schofield & Breach, 2007, p. 24) . We employed the open traverse technique for the positioning of the stations across the field, in order to reach every corner of the research area (Fig. 6 ). Different Electronic Distance Measuring (EDM) options were used to capture the location of the targets, the location of the new stations, and the geometry of the archaeological remains. The measurements were processed using Leica Geo Office 8.4 and LISCAD 2018.
As the observation distance should not exceed 500 m when measuring with TS (Ersoy, 2011, pp. 8005-8006) , the GPS-RTK survey is a sound alternative to the TS survey in large areas. It provides accurate data to the surveyor in real time (Roosevelt, 2014, p. 32) , and it is a very good general observation tool for determining the survey coordinates, horizontal and vertical, of a point (Wisconsin Department of Transportation, 2017, p. 6). The development of this technology enables surveyors to coordinate marks of interest in a rapid, efficient manner, and is appropriate for any application that requires both high precision and high productivity (Pirti, 2010, pp. 23-24) . One of the limitations of RTK connection is to do with the GNSS receivers, as the radio signals have to travel approximately 20,000 km from the Earth (Pirti, 2010, p. 25) . The critical factor here is to check the satellite window, with 5-10 satellites visible and available in the RTK surveying.
Most of the structures were surveyed with the RTK network, so there was no need to post-process the data (Schofield & Breach, 2007, p. 351) . 
SfM Data Capture
To enhance the 3D survey accomplished with the TS and the GPS, we also undertook a photogrammetric survey with both a drone and a digital single-lens reflex (DSRL) camera. The use of the SfM technique was settled upon due to its tested utility and accuracy on archaeological projects (Doneus, Verhoeven, Fera, Briese, Kucera, & Neubauer, 2011, p. 87; Lo Brutto & Meli, 2012, p. 6) . In 2016 acquisition of the image data, which had a resolution of 4000 x 2250 pixels, was achieved using a DJI Inspire I with a DJI Zenmuse X5 camera and a DJI MFT 15mm objective. The focal length used alternated between 2.3 to 4.0, a decision determined by the location of the drone, the target to be captured (wall or ground) and the time of day (for the light conditions). By contrast, in the 2018 campaign the photo capture was done using a Canon EOS 70D, with a Canon EF 35 mm stabilizer objective mounted on a 4 m photo pole and 5472 x 3648 pixels (see Fig. 7 ). The chosen focal length now ranged between 2.8 and 3.5. The advantage of the DSLR cameras is that they can be used to accurately reconstruct scene geometry in SfM (Burns, Delparte, Gates, & Takabayashi, 2015, pp. 2-3) as well as to export data without any additional post-processing (Jaud, Passot, Le Bivic, Delacourt, Grandjean, & Le Dantec, 2016, p. 7): general models of the area (Figs. 2 & 3) , high-quality dense point clouds, very detailed orthomosaics of the remains (e.g., for elevations) and DEM (Fig. 8) .
During both campaigns, the photos were captured at dawn and dusk to avoid, as far as possible, significant changes in the environmental conditions (Tola, Knorr, Imre, & Alatan, 2005, p. 2) by means of having a consistent level of light (Michelleti, Chandler, & Lane 2015, p. 4) . This procedure facilitates the subsequent processing of the images as well as the creation of a uniform texture map. As per the generation of the DEM, we used the photos taken by a DJI Mavic drone with a resolution of 1280 x 960 pixels, provided on site by Turkish colleagues.
Part of the processing took place on site, working with a fieldwork laptop -i7-4710HQ 2.50 GHz, 16 GB RAM and a NVIDIA Geforce GTX 860M -in order to check coverage of the captured areas. For the processing of all SfM data in the office, an Ubuntu-Linux server cluster with 6 nodes was used in order to have enough computer power. Each node has a 2x Intel Xeon E5-2650 v4 (Broadwell-EP) 12-Core CPU processor with 512 GB RAM, and 2 NVIDIA Geforce 1080 GTX Ti, 11GB. 
Results
The results presented in this paper are not conclusive, as the processing of some of the data is still in progress due the quantity and size of some of the files (e.g., the 232 GB for the exported high dense point cloud for the 2016-2018 campaign). Nevertheless, what has already been accomplished needs to be mentioned, as well as its usefulness in improving the associated research project.
Geoid and Survey
The calculation of the geoid transformation was done on site, after collection of the information from the 11 GCP points still remaining. They covered an area of 138,000 m 2 (Fig. 5) . It is common that errors in the geoid calculation appear, as mistakes are produced when matching the points or due to misidentification of coordinates on the GCP list. Consequently, it is advisable to keep a clear record for every point in order to avoid mismatches during the transformation process.
It has been mentioned that due to the lack of a THG-09 geoid model, it was not possible to test the displacement. In that case, a dependence on the existent bibliography and works where this technique was used is mandatory in order to apply this method.
A total number of 9 stations was used for the open traverse on site. 153 retro targets were surveyed with an accuracy of ±0.003 m horizontal and vertical, generating a dense network of GCPs in an area of 11,000 m 2 . Up to 5 other stations were set up in the field with the resection method using the processed retro targets. These points would also help in the georeferencing and the improvement in accuracy of the SfM data (Verhoeven, Doneus, Briese, & Vermeulen, 2012 , pp. 2062 -2063 . A combined GCP network, containing 23 stations and 197 GCPs from the 2016 and 2018 campaigns, was then calculated (Fig. 6) .
Plans of the working area were generated daily on AutoCAD, thus supporting the selection of strategies to follow on the ensuing day. A general plan of all the surveyed archaeological features on the TUREF coordinate system was implemented after the fifth day (Fig. 11) . A final plan of the surveyed area will contain the researcher's documentation as well as the types of remains and the shape of the structures. 
SfM
The SfM data was processed on Agisoft Photoscan 1.4.4 following the standard procedures described by other authors (Kowlessar et. al., 2019, p. 480; Michelleti et. al., 2015, pp. 4-6; Mercer & Westbrook, 2016 , pp. 2902 -2904 . All the files (2016 and 2018) have been georeferenced using the last version of our surveyed GCP network on TUREF/TM30 (EPSG:5224). Following the quality control and the discarding of the instances with a lower quality (less than 0.70 in Agisoft), 5421 images were processed from the 2018 season. A dense point cloud was generated in 8 hours in order to identify any gaps in the data (high alignment accuracygeneric preselection, medium dense point cloud quality). The workflow also sought to integrate the SfM data into one main Agisoft file, bringing together the photos captured from diverse cameras: DJI Zenmuse 5X (season 2016) and Canon EOS 70D (season 2018). The alignment and high dense point cloud generation of the 2016 and 2018 datasets with a quality control threshold of 0.70 (10,000 images) took 128 hours (medium alignment accuracy, high dense point cloud quality). However, because of the size of the dataset and the size of the point cloud (2.5 billion points), the calculation of the final mesh and texture map is still in progress. The size of the dataset caused a few problems with the software, making it crash with "index overflow" errors, probably because of the high density point cloud. A solution consisting in the division of the data using Python scripts, proposed by the Agisoft company, so-called "split in chunks" (Agisoft LCC, 2017) , is being tested. The script works so far, but the alignment of the divided data into a big mesh chunk is not showing all the data.
Several files were exported from these processed datasets and used in other software (CloudCompare and ArcGIS), generating additional information for the project:
Point Clouds: Dense point clouds were imported into AutoCAD to complete some areas of the general plan and the vectorization of wall elevations (Hernández Cordero, 2017, p. 461 ). On 3D Studio Max, they are being used for the 3D reconstruction of the buildings for a visualization of the episcopal compound. Currently, we are using point clouds and no meshes because the quantity of faces generated (from 40 mill. to 128 mill.) arguably makes it hard to import it with that quality on CAD or 3D software (3D Studio Max, Blender). Also, the point clouds are lighter and easy to decimate or slice into areas without losing quality.
DEM: Two DEM were calculated. The first one is a raster file of 5,103 x 4,313 pixel size from 265 images captured during the 2018 campaign with the DJI MAVIC and the following parameters: high accuracy alignment-non generic preselection, ultra-high dense point cloud quality, arbitrary surface type and high face counting for the mesh. The second one (Fig. 8 ) with 330 photos (1260 x 860 pixels from the DJI MAVIC and 4000 x 2250 pixels from the DJI Zenmuse X5) resulted in a DEM of 25,001 x 19,130 pixel size. In this case, the parameters were: highest accuracy alignment-non generic preselection, high dense point cloud quality, arbitrary surface type and high face counting for the mesh (Figs. 9.1, 9.2, 9.3 and 9.4) . The SfM RMS reprojection error is 0.314188 and the total error of the GCP used (2016 and 2018 together) is 0.089320 (Table 3) . Orthophotos: In 2016 we generated several orthophotos for the vectorization of the walls, as well as an aerial view of the episcopal residence (Hernández Cordero, 2017, p. 461) . After the 2018 campaign, a general 20,502 x 15,264 pixel orthomosaic of the project was computed. Using the aforementioned photos for the DEM, the parameters selected were: high accuracy alignment-non generic preselection, ultra-high dense point cloud quality, arbitrary surface type, high face counting for the mesh, and blending mode mosaic with 0.0105924 pix for the orthomosaic (Fig 10) . 
Archaeological Information
The documentation work shows the presence of various corridors, gates and doorways that connect the different wings of the episcopal quarter with a 1.4 ha triangle-shaped area in the west (Fig. 10 ). Perhaps these insulae housed further buildings characteristic of episcopal residences, like guesthouses, dwelling rooms for the clergy, premises needed for the practice of caritas, kitchens, pantries, toilets or stables.
In the 2018 survey works, a series of different building remains were documented in the insula immediately west of the little balneum (Fig. 1, Fig. 10 ). Here we can highlight the example of an early Byzantine three-aisled basilica which was replaced by a domed cross-in-square church of middle Byzantine times (Ruggieri, 1995, pp. 106-108; Ruggieri, 1995a , p. 112, Eyice, 1958 ). Furthermore, it may be worth mentioning two square central buildings with four internal apses, each of which encloses two rectangular rooms with apses. Besides this case, there are also some vaulted two-storied premises in the south-eastern corner, as well as a peristyle court in the centre of the insula.
On the northern neighbouring insula a little fountain house, situated in the centre of a courtyard, can be observed (Fig. 11) . The northern front wall of the square fountain was decorated with a niche of about 2 m in height. The paintings depict a winged, life-size angel with a haloed head (Pülz, 2018) .
Conclusions
The 2016 and 2018 survey workflow is intended to support the use of the three techniques referred to here (TS, GPS-RTK, SfM) for the benefit of archaeologists in fieldwork. An immediate positive result from both the 2016 and the 2018 campaigns was the possibility of checking the progress of the survey on the spot, helping in deciding where to focus on the next day. The SfM process in the field supported this decision, as when new possible features like the peristyle courtyard in the middle of our 2018 intervention area and the alley to the south were identified (Figs. 9.4 and 10) .
The methodology developed in this project conceives moving from local, regional, and national to a worldwide coordinate system. Such systems have different scales that can be linked together accurately through this method (Campana, Sordini, & Remondino, 2008, p. 2) . Furthermore, our GCPs can be linked to local surveys for small interventions, medium urban building survey projects (like our project) or regarding the hinterland of the settlement. The local geoid model transformation has granted us the opportunity to use old plans from Mansel (Mansel, 1963) , old GPS surveys with no metadata information, and CAD drawings with missing geodata (e.g., ED50/TM30 CAD plan in our project). This is a valuable corollary, as archaeologists reuse data directly from other archaeologists but access to metadata can be poorly preserved or simply not available (Faniel, Kansa, Whitcher Kansa, Barrera-Gomez, & Yekel, 2013, pp. 6-7) . With this approach, only few geographic data need to be known and, together with the TS-GPS-RTK survey plans created in previous projects, these can be used and local transformations for geolocation undertaken.
The accuracy of the survey is crucial for the successful development of the project. The project is still ongoing and is planned to last several years. The link between georeferenced data from former and future fieldwork campaigns needs to be matched as faultlessly as possible. One of the disadvantages is that the SfM data needs to be aligned in Agisoft in one chunk in order to generate the most accurate 3D model possible. Thus, with more data being added each year, the processing of this one chunk can prove a problem. The plan is to use better and more powerful hardware (referenced below) while the possibility of generating 3D data from small features (e.g., rooms, alley-ways, fountains) with enough accurate GCPs to generate an accurate model is a must. Elevations, plans, and a DEM of the areas must be based on a georeferenced network of reliable GCPs, to minimize as far as possible the mismatch when data from more than one campaign is used for archaeological analysis.
Two weeks of fieldwork allowed for the testing of the speed and precision of the methodology presented. No gaps or missing information on the data occurred, so it can be concluded that the TS/GPS survey as well as the photographic capture for SfM, worked as expected. A plus is that the work could be undertaken employing only a technician, including the use of the traverse technique. It must be noted that TS and RTK GNSS survey is not easy for an untrained technician to implement (Roosevelt, 2014, p. 40) , so it must be borne in mind that its implementation necessitates qualified personnel.
The 3D SfM data generated every day in the field served as a useful tool for visually representing the physical characteristics of the working area (as already mentioned by Burns et al., 2015, p. 12) , bringing other perspectives to the archaeologists undertaking the fieldwork. This research has demonstrated the strengths of the 3D approach when implemented on an ancient urban site such as Side. Moreover, it concurs with other researchers' opinions (Dell'Unto et al., 2015; Kowlessar, Benjamin, Moffat, & Van Duivenvoorde, 2019, p. 487) regarding its utility in understanding large, complex, and visually complicated environments. However, in future applications it would be interesting to use 3D data as a dataset, itself to be queried as in other works (Auer, Agugiaro, Billen, Loos, & Zipf, 2014) . Thus, the use of Agent Base Modelling (ABM) to explore the use of the episcopal quarter, querying the building environment (Crooks, Hudson-Smith, & Patel, 2011, p. 56; Crawford, 2019, p. 318) , would be of special interest. The importance of each area and the most prominent buildings can be weighted in the software, in order to see if they actually structure the surrounding urban framework.
The amount of 3D data generated has confirmed that an improvement in the workflow is advisable, in order to make it less consuming in terms of time (like the SfM server processing) as well as economic resources. A manageable option would be the use of non-proprietary software for capturing the data, avoiding the cost of licenses like Leica Geo Office, LISCAD or the Viva SmartWorx. Additionally, in order to simplify the more common tasks, some steps in the workflow could use more programming/scripting language: moving file photos, selecting quality photos, and deleting non-useful images (i.e. keeping the raw files only for later processing). Regarding the computer power needed to calculate and generate the necessary files (e.g., point cloud, meshes, orthomosaic), in our particular case this increases exponentially in relation to the amount of data used (10,000 images in 2018, 4Tb of 3D data only) so this is a positive improvement. Currently, the project's Ubuntu-Linux cluster is able to manage most of the processing but is an expensive solution.
