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NONLINEAR PERTURBATIONS OF EVOLUTION SYSTEMS IN
SCALES OF BANACH SPACES
MARTIN FRIESEN AND OLEKSANDR KUTOVIY
Abstract. A variant of the abstract Cauchy-Kovalevskaya theorem is considered.
We prove existence and uniqueness of classical solutions to the nonlinear, non-autonomous
initial value problem
du(t)
dt
= A(t)u(t) +B(u(t), t), u(0) = x
in a scale of Banach spaces. Here A(t) is the generator of an evolution system acting in
a scale of Banach spaces and B(u, t) obeys an Ovcyannikov-type bound. Continuous
dependence of the solution with respect to A(t), B(u, t) and x is proved. The results
are applied to the Kimura-Maruyama equation for the mutation-selection balance
model. This yields a new insight in the construction and uniqueness question for
nonlinear Fokker-Planck equations related with interacting particle systems in the
continuum.
1. Introduction
1.1. Abstract Cauchy problem in a scale of Banach spaces. Scales of Banach
spaces are a commonly used tool for the study of different (linear and nonlinear) integro-
differential equations. They can be used to prove local existence, uniqueness and con-
tinuous dependence on the initial data when other methods do not apply. Applications
to linear partial differential equations can be found in [28, 29, 11, 1], whereas applica-
tions to semilinear partial differential equations are given in [3]. Let us mention that
such techniques have been successfully applied in [30] for the Boltzmann equation in
space and time. In the last years we also observe a growing interest to the study of
Fokker-Planck equations related with infinite particle systems in the continuum, cf.
[6, 2, 9, 15].
The aforementioned applications are related to the time-inhomogeneous abstract
Cauchy problem
du(t)
dt
= B(u(t), t), u(0) = x, (1.1)
where B is a (linear or nonlinear) operator in a scale of Banach spaces B = (Bα)α∈[α∗,α∗],
‖ · ‖α ≤ ‖ ·‖α′ for α
′, α ∈ [α∗, α
∗] with α′ < α. It is assumed that B : Bα′ × [0, T ] −→ Bα
is continuous and satisfies, for all α′ < α and u, v ∈ Bα′ with ‖u‖α′ , ‖v‖α′ ≤ r,
‖B(u, t)−B(v, t)‖α ≤
C
α− α′
‖u− v‖α′ .
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The general approach to equations of the form (1.1) goes back to Ovcyannikov [22, 23,
24], Nirenberg [20] and Nishida [21]. Later on, Zabre˘ıko [31] discussed the more general
evolution equation
dmu
dtm
(t) = B(u(t), t), u(0) = u0, · · · , u
(m−1)(0) = um−1,
where m ∈ N. A construction of solutions to (1.1) in a suitable space of continuous B-
valued functions was considered by Safonov [26]. The study of fractional time derivatives
with linear operator B was recently initiated in [13].
In this work we investigate the linear perturbation
du(t)
dt
= A(t)u(t) +B(u(t), t), u(0) = x ∈ Bα∗ . (1.2)
A linear version of (1.2) was considered in [4] and more recently also in [8]. We show
that, under some suitable conditions, (1.2) is equivalent to the integral equation
u(t) = U(t, 0)x+
t∫
0
U(t, s)B(u(s), s)ds. (1.3)
Here, U(t, s) is an evolution system on B having A(t) as its generator in some extended
sense. Using a modified version of the Banach space introduced in [26], we prove by
a fix point argument the existence and uniqueness of classical solutions to (1.3) and
consequently to (1.2). Afterwards, we study stability of the solution u with respect to
x,A(t) and B(u, t).
1.2. Kimura-Maruyama equation. We apply our results to the Kimura-Maruyama
equation for the (epistatic) mutation-selection balance model. Such model was intro-
duced in [12] to describe aging of a population. A mathematical analysis and additional
information on the biological background are given in [27]. The dynamics is described
by a family of probability measures (µt)t∈[0,T ) on the space of locally finite configura-
tions Γ with underlying complete, metric space X. Such a family is assumed to solve
the nonlinear Fokker-Planck equation
d
dt
〈F, µt〉 = 〈L(t, µt)F, µt〉, µt|t=0 = µ0, (1.4)
where 〈F, µ〉 :=
∫
Γ F (γ)dµ(γ) and the (nonlinear) Markov operator L(t, µ) is given by
L(t, µ)F (γ) =
∫
X
(F (γ ∪ {x})− F (γ))a(t, x)σ(dx) − Φ(t, γ)F (γ) + 〈Φ(t, ·), µ〉F (γ).
(1.5)
Appearance of new mutations is described by a free birth process on Γ (the so-called
Sourgailis process) represented by the first term in (1.5), where σ is a σ-finite Borel
measure on X and a(t, x) ≥ 0 is supposed to be a continuous bounded function on
R+ ×X. The killing term −Φ(t, γ)F (γ) in (1.5) describes the selection mechanism for
mutations where
Φ(t, γ) =
∑
x∈γ
h(t, x) +
1
2
∑
x∈γ
∑
y∈γ\{x}
ψ(t, x, y), t ≥ 0, γ ∈ Γ
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is the selection cost functional and h, ψ are assumed to be integrable, continuous,
bounded, and ψ(t, x, y) = ψ(t, y, x) for all t ≥ 0, x, y ∈ X. The last term in (1.5)
guarantees that the evolution of states obtained from the Fokker-Planck equation (1.4)
preserves probability.
For the general theory of nonlinear Markov evolutions we refer to [14]. A detailed
analysis of this model can be found in [27, 17, 19]. In the time-homogeneous case, with
a = 1, a solution was constructed by the Feynmann-Kac formula and its behaviour when
t → ∞ was studied in [27]. Under additional assumptions on ψ and h it was shown
in [17] that the invariant measure is a Gibbs measure with energy Φ(γ). However,
uniqueness to (1.4) was only shown for the non-epistatic case ψ = 0. In this work
we provide existence and uniqueness of classical solutions to the associated hierarchical
equations of correlation functions which can be seen as an Markov analogue of the
BBGKY-hierarchy from physics. As a consequence, we are able to prove the uniqueness
for a certain class of solutions to (1.4) in the epistatic case ψ 6= 0.
1.3. Structure of the work. This work is organized as follows. Section 2 is devoted to
the construction and uniqueness of classical solutions to (1.2). Stability of the solutions
is studied in Section 3. The obtained results are applied in Section 4 to the Kimura-
Maruyama equation (1.4).
2. Existence and uniqueness
2.1. Scales of Banach spaces. Let B = (Bα, ‖·‖α)α∗≤α≤α∗ be a scale of Banach spaces
on the interval [α∗, α
∗] ⊂ R. That is for any α′, α ∈ [α∗, α
∗] with α′ < α: ‖ · ‖α ≤ ‖ · ‖α′
and Bα′ ⊂ Bα hold. Let iα′α ∈ L(Bα′ ,Bα) be the corresponding embedding operator,
where L(Bα′ ,Bα) denotes the space of all bounded linear operators from Bα′ to Bα. We
set Bαr (x) = {y ∈ Bα | ‖y − x‖α ≤ r} with r ∈ (0,∞) and x ∈ Bα. Similarly, let
Bα∞(x) := Bα, whenever α ∈ [α∗, α
∗] and x ∈ Bα.
Definition 2.1. The nonlinear operator L in a scale of Banach spaces B is, by defini-
tion, a collection of mappings L = (Lα′α)α∗≤α′<α≤α∗ such that there exists r ∈ (0,∞]
and x ∈ Bα∗ for which the following two properties hold
(i) For all α′, α ∈ [α∗, α
∗], α′ < α the map Lα′α maps B
α′
r (iα∗α′(x)) to Bα.
(ii) For all α,α′, α′′ ∈ [α∗, α
∗] with α′ < α < α′′ we have
Lα′α′′y = iαα′′Lα′αy = Lαα′′iα′αy, ∀y ∈ B
α′
r (iα∗α′(x)). (2.1)
We call the operator L a bounded linear operator in the scale B if Lα′α is defined on
the whole Bα′ (that is r = ∞), Lα′α ∈ L(Bα′ ,Bα) and (2.1) holds for all y ∈ Bα′ . For
two linear operators in the scale B, say L and K, the composition LK is defined by
(LK)α′α = LβαKα′β, (2.2)
where β ∈ (α′, α). Above definition yields again a bounded linear operator LK in the
scale B. It is worth noting that definition (2.2) does not depend on β, because of (2.1).
In the same way we may also define LK, if L is a bounded linear operator and K a
nonlinear operator in the scale B.
In the following we always work with linear and nonlinear operators in the scale B
and omit the subscripts α′α when no confusion can arise. For simplicity of notation, we
let x = y, x ∈ Bα, y ∈ Bα′ stand for iα′αy = x and, since no confusion may arise, we let
Bαr (y) stand for B
α
r (iα′α(y)).
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2.2. Framework. Fix x ∈ Bα∗ and T > 0.
A1. There exists a family of bounded linear operators (U(t, s))0≤s≤t<T in the scale
B such that for 0 ≤ s ≤ r ≤ t
U(t, t) = 1, U(t, r)U(r, s) = U(t, s)
holds in the sense of (2.2) and, (t, s) 7−→ U(t, s) ∈ L(Bα′ ,Bα) is strongly con-
tinuous for all α′, α with α∗ ≤ α
′ < α ≤ α∗.
For the nonlinear part B(u, t) we suppose that there exists r ∈ (0,∞] such that
(B(·, t))t∈[0,T ) is a family of nonlinear operators in the scale B satisfying
B1. For all α′, α with α∗ ≤ α
′ < α ≤ α∗
Bα
′
r (x)× [0, T ) ∋ (u, t) 7−→ B(u, t) ∈ Bα
is jointly continuous.
Next we give a rigorous definition of a solution to (1.3). As we want to consider a
solution in different spaces Bα, it is reasonable to expect that the corresponding intervals
on which it is defined do also depend on α. Moreover, as Bα′ ⊂ Bα, for α
′ < α, it is also
reasonable to expect that these intervals increase in α. Both effects are catched by
T (α,α0;T
′) =
α− α0
α∗ − α0
T ′, α∗ ≤ α0 ≤ α ≤ α
∗.
Note that T (α,α0;T
′) is increasing in α such that T (α0, α0;T
′) = 0 and T (α∗, α0;T
′) =
T ′.
Definition 2.2. Take α0 ∈ [α∗, α
∗) and T ′ ∈ (0, T ]. A solution to (1.3) on the interval
[0, T ′) in the scale (Bα)α∈[α0,α∗] is a function u : [0, T (α
∗, α0;T
′)) −→ Bα∗ such that,
for all α ∈ (α0, α
∗], the following properties are satisfied:
(i) u|[0,T (α,α0;T ′)) ∈ C ([0, T (α,α0;T
′)) ;Bα) and u(t) ∈ B
α
r (x) for each t ∈ [0, T (α,α0;T
′))).
(ii) For each t ∈ [0, T (α,α0;T
′)) we find α′, α′′ ∈ [α0, α) satisfying α
′ < α′′ and
t ∈ [0, T (α′, α0;T
′)) such that the following identity holds in Bα
u(t) = Uα∗α(t, 0)x +
t∫
0
Uα′′α(t, s)Bα′α′′(u(s), s)ds. (2.3)
It is worthwile to mention that, by (2.1) and (2.2), this notion of a solution to (1.3)
does not depend on the particular choice of α′, α′′, at least as long as 0 ≤ t < T (α′, α0;T
′)
is satisfied. Hence in order to simplify notation, we omit the subscripts α′, α′′ in (2.3)
whenever no confusion may arise. While α plays the role of the terminal Banach space
of the solution, the parameter α0 describes the minimal Banach space on which the
solution can be defined.
2.3. The main existence and uniqueness statement. Fix x ∈ Bα∗ , T > 0 and
assume that U(t, s) and B(u, t) are given as in A1 and B1. The following summarizes
our main assumptions:
A2. There exist constants C1 > 0 and β ∈ [0,
1
2 ) such that for all α
′, α with α∗ ≤
α′ < α ≤ α∗
‖U(t, s)‖α′α ≤
C1
(α− α′)β
, 0 ≤ s ≤ t < T
holds.
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A3. For each α ∈ (α∗, α
∗] there exists C(x, α) > 0 such that
‖U(t, 0)x − U(s, 0)x‖α ≤ C(x, α)|t− s|, 0 ≤ s, t ≤
α− α∗
α∗ − α∗
T
is satisfied.
Remark 2.3. In many cases one has the stronger condition U(t, s) ∈ L(Bα) for all
α ∈ [α∗, α
∗], e.g. if A(t) generates an exponentially bounded evolution system (see e.g.
[25] for additional details on such evolution systems). However, applications we have in
mind rather deal with scales of weighted L∞-type spaces. In such a case it is unusual to
have U(t, s) ∈ L(Bα), but conditions A1 – A3 may be still satisfied.
For the nonlinear part we suppose that:
B2. There exists a constant C2 > 0 such that for all α
′, α with α∗ ≤ α
′ < α ≤ α∗,
t ∈ [0, T ) and any u, v ∈ Bα
′
r (x)
‖B(u, t)−B(v, t)‖α ≤
C2
(α − α′)1−β
‖u− v‖α′
holds.
B3. There exists a constant C3 > 0 such that for all t ∈ [0, T ) and all α ∈ (α∗, α
∗]
‖B(x, t)‖α ≤
C3
α− α∗
is satisfied.
Remark 2.4. Suppose that we have given a family of operators B˜ = (B˜α)α∈[α∗,α∗] with
the properties
(i) B˜α(u, t) ∈ Bα for all u ∈ Bα, all t ∈ [0, T ) and all α ∈ [α∗, α
∗].
(ii) For all α′, α ∈ [α∗, α
∗] with α′ < α we have
B˜α(iα′α(u), t) = iα′αB˜α′(u, t), u ∈ Bα′ , t ∈ [0, T ).
(iii) There exists a constant C4 > 0 such that for all t ∈ [0, T )
‖B˜α(u, t)− B˜α(v, t)‖α ≤ C4‖u− v‖α, u, v ∈ B
α
r (x).
Moreover B˜α is jointly continuous on B
α
r (x)× [0, T ) for any α ∈ [α∗, α
∗].
Then B(u, t) := B(u, t)+ B˜(u, t) is a family of nonlinear operators in the scale B which
satisfies assumptions B1 – B3.
Next we define the largest time interval on which we are able to construct a solution to
(1.3). Take γ ∈ (β, 1 − β), α0 ∈ (α∗, α
∗), r′ ∈ (0, r] and define
λ0(x, α0, γ, r
′, T ) = λ0 := max
{
α∗ − α∗
T
,
22γ+1−βC1C2
γ − β
,
41−βC2(α
∗ − α0)
β
γ(1 + ‖x‖α∗)
+
22+γC1C2
γ
,
C(x)(α∗ − α0)
r′
+
C1(
C3
α0−α∗
+ C(x))(α∗ − α0)(1 + ‖x‖α∗)
(1− γ)r′
}
,
where C(x) = C(x, α0) is given by condition A3, and we use the convention 1/∞ := 0.
Although this constant seems to be quite complicated, we provide a precise formula
since it is used in the next section to study stability of the solution. Then [0, α
∗−α0
λ0
)
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describes the largest possible time interval on which we may construct a solution. In
this work we use
λ > λ0 and T
′ =
α∗ − α0
λ
so that T (α,α0, T
′) =
α− α0
λ
.
To simplify the proofs, we will write α−α0
λ
instead of T (α,α0;T
′). The following is our
main result, which provides existence and uniqueness of solutions to (1.3).
Theorem 2.5. Suppose that A1 – A3 and B1 – B3 are satisfied for T > 0, x ∈ Bα∗ and
either (β = 0, r ∈ (0,∞]) or (β ∈ (0, 12), r = ∞). Fix α0 ∈ (α∗, α
∗) and γ ∈ (β, 1 − β).
Then for each λ > λ0(x, α0, γ, r, T ) there exists a solution uα0,λ,γ to (1.3) on the interval
[0, α
∗−α0
λ
) in the scale (Bα, ‖ · ‖α)α∈[α0,α∗] satisfying
sup
α∈(α0,α∗]
sup
0≤t<
α−α0
λ
(α− α0 − λt)
γ‖uα0,λ,γ(t)‖α <∞. (2.4)
Moreover, this solution also satisfies the a-priori estimate
(α− α0 − λt)
γ‖B(uα0,λ,γ(t), τ)‖α ≤
(
C3
α0 − α∗
+ C(x, α0)
)
(α∗ − α0)
γ(1 + ‖x‖α∗),
(2.5)
where 0 ≤ τ ≤ α
∗−α0
λ
, 0 ≤ t < α−α0
λ
and α ∈ (α0, α
∗].
Note that for each t ∈ [0, α−α0
λ
) we find α′ ∈ (α0, α) such that t <
α′−α0
λ
< α−α0
λ
holds. This shows that uα0,λ,γ(t) ∈ Bα′ and hence ‖B(uα0,γ(t), τ)‖α in (2.5) makes sense.
Assertion (b) provides uniqueness for solutions to (1.3). From this we can deduce the
following Corollary.
Corollary 2.6. Suppose that A1 – A3 and B1 – B3 are satisfied for T > 0, x ∈ Bα∗ and
either (β = 0, r ∈ (0,∞]) or (β ∈ (0, 12), r = ∞). Fix α0 ∈ (α∗, α
∗) and γ ∈ (β, 1 − β).
Take r′ ∈ (0, r] such that r′ <∞ and let λ > λ0(x, α0, γ, r
′, T ). Then there exists exactly
one solution u to (1.3) on the interval [0, α
∗−α0
λ
) in the scale (Bα, ‖ · ‖)α∈[α0,α] which
satisfies
sup
α∈(α0,α∗]
sup
0≤t<
α−α0
λ
‖u(t)− x‖α ≤ r
′.
Proof. Observe that u satisfies
(α− α0 − λt)
γ‖u(t)‖α ≤ (α− α0 − λt)
γ‖u(t) − x‖α + (α− α0 − λt)
γ‖x‖α
≤ (α∗ − α0)
γr′ + (α∗ − α0)
γ‖x‖α∗ <∞,
which shows that u satisfies (2.4). 
2.4. Proof of Theorem 2.5. As a first step we reformulate (1.3) into a fixed point
problem in certain weighted Banach spaces. Since α0 ∈ (α∗, α
∗) is fixed, we omit
the corresponding subscript in the definitions and arguments given below. Denote by
Sγ = Sγ(λ) the Banach space of all functions u : [0, T (α∗)) −→ Bα∗ which satisfy
‖u‖(γ) = sup
0≤t<T (α)
α∈(α0,α
∗]
(α− α0 − λt)
γ‖u(t)‖α <∞
with T (α) := α−α0
λ
, and
u|[0,T (α)) ∈ C([0, T (α));Bα), ∀α ∈ (α0, α
∗]. (2.6)
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Let u ∈ Sγ , then ‖u− x‖(0) ≤ r is equivalent to
u(t) ∈ Bαr (x), α ∈ (α0, α
∗], t ∈ [0, T (α)).
For such u we define
T (u)(t) :=
t∫
0
U(t, s)B(u(s), s)ds. (2.7)
Then T u|[0,T (α)) ∈ C([0, T (α));Bα) for all α ∈ (α0, α
∗]. Indeed, take α ∈ (α0, α] and
t ∈ [0, T (α)). Then we find α′, α′′ ∈ [α0, α) with α
′ < α′′ and t ∈ [0, T (α′)). Hence
Uα′′α(t, s)Bα′α′′(u(s), s) ∈ Bα, s ∈ [0, t],
and we conclude that the integral (2.7) exists in Bα. Similarly to property (ii) from
Definition 2.2, we find that T (u) is independent of the particular choice of α′, α′′. The
next Lemma is immediate, a proof is therefore omitted.
Lemma 2.7. Let u ∈ Sγ. The following are equivalent:
(i) u is a solution to (1.3) in the scale (Bα)α∈[α0,α∗]
(ii) u satisfies u(t) ∈ Bαr (x) for each t ∈ [0, T (α)) and each α ∈ (α0, α
∗], and
u = U(·, 0)x + T (u).
In view of Lemma 2.7 we proceed to show that u = U(·, 0)x + T (u) has for all λ >
λ0(x, α0, γ, r, T ) a unique solution in S
γ satisfying u(t) ∈ Bαr (x) for each t ∈ [0, T (α))
and each α ∈ (α0, α
∗]. For this purpose we first show that T is a contraction operator.
Lemma 2.8. For all u, v ∈ Sγ with ‖u− x‖(0), ‖v − x‖(0) ≤ r we have
‖T (u)− T (v)‖(γ) ≤
λ0
λ
‖u− v‖(γ),
Proof. Let u ∈ Sγ+1−β, fix α ∈ (α0, α
∗] and define α′ by α = α′ + ρ(t)2 with ρ(t) =
α− α0 − λt and 0 ≤ t < T (α). Then
α− α′ =
ρ(t)
2
= α′ − α0 − λt
and using A2 we obtain for each u ∈ Sγ+1−β,
(α− α0 − λt)
γ
∥∥∥∥∥∥
t∫
0
U(t, s)u(s)ds
∥∥∥∥∥∥
α
≤
C1
(α− α′)β
(α− α0 − λt)
γ
t∫
0
‖u(s)‖α′ds
≤ 2βC1ρ(t)
γ−β
t∫
0
(α′ − α0 − λs)
−(γ+1−β)ds‖u‖(γ+1−β)
≤
2βC1
(γ − β)λ
ρ(t)γ−β‖u‖(γ+1−β)(α′ − α0 − λt)
−γ+β
=
2γC1
(γ − β)λ
‖u‖(γ+1−β).
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Taking the supremum over all t ∈ [0, T (α)) and α ∈ (α0, α
∗] yields∥∥∥∥∥∥
•∫
0
U(·, s)u(s)ds
∥∥∥∥∥∥
(γ)
≤
2γC1
(γ − β)λ
‖u‖(γ+1−β). (2.8)
Analogously to (2.8) one shows that, for u, v ∈ Sγ with ‖u− x‖(0), ‖v − x‖(0) ≤ r,
‖B(u(·), ·) −B(v(·), ·)‖(γ+1−β) ≤ 2γ+1−βC2‖u− v‖
(γ), (2.9)
see also [26, Lemma 3.1] for a similar estimate. For the same u, v we obtain from (2.8)
and (2.9)
‖T (u)− T (v)‖(γ) ≤
2γC1
(γ − β)λ
‖B(u(·), ·) −B(v(·), ·)‖(γ+1−β)
≤
22γ+1−βC1C2
(γ − β)λ
‖u− v‖(γ) ≤
λ0
λ
‖u− v‖(γ)
which proves the assertion. 
Existence of a solution is obtained by the usual fixed point argument. However, in
order to guarantee that such iterations are well-defined we have to restrict T to a proper
subspace of Sγ defined as follows: Define
Sx :=
{
u ∈ Sγ
∣∣∣∣ ‖u− x‖(0) < r, M(u) ≤
(
C3
α0 − α∗
+ C(x)
)
(α∗ − α0)
γ(1 + ‖x‖α∗)
}
.
(2.10)
where M(u) is given by
M(u) := sup
0≤τ≤
α∗−α0
λ
sup
0≤t<T (α)
α∈(α0,α
∗]
(α− α0 − λt)
γ‖B(u(t), τ)‖α.
Lemma 2.9. We have U(·, 0)x ∈ Sx.
Proof. Using (A2) we obtain
‖U(·, 0)x‖(γ) = sup
0≤t<T (α)
α∈(α0,α
∗]
‖U(t, 0)x‖α ≤
C1‖x‖α∗
(α0 − α∗)β
<∞,
i.e. U(·, 0)x ∈ Sγ . By A3 we see that for α ∈ (α0, α
∗) and 0 ≤ t < T (α)
‖U(t, 0)x − x‖α ≤ ‖U(t, 0)x − x‖α0 ≤ C(x)t ≤ C(x)
α− α0
λ
and hence
‖U(·, 0)x − x‖(0) ≤ C(x)
α∗ − α0
λ
≤ r
λ0
λ
. (2.11)
Let us show that, for all 0 ≤ τ ≤ α
∗−α0
λ
, α ∈ (α0, α
∗] and all 0 ≤ t < T (α), we have
f(t) := ρ(t)γg(t) ≤
(
C3
α0 − α∗
+ C(x)
)
(α∗ − α0)
γ(1 + ‖x‖α∗), (2.12)
where ρ(t) := α− α0 − λt and g(t) := ‖B(U(t, 0)x, τ)‖α . Conditions A1 and B1 imply
that f is continuous. Using
(Df)(t) = lim sup
sցt
f(s)− f(t)
s− t
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we obtain
(Df)(t) = −γλρ(t)γ−1g(t) + ρ(t)γ(Dg)(t).
Define α′ by α = α′ + ρ(t)2 , then 0 ≤ t < T (α
′) < T (α) and, for s ∈ (t, T (α′)),
g(s) − g(t) ≤ ‖B(U(s, 0)x, τ) −B(U(t, 0)x, τ)‖α ≤
C2
(α− α′)1−β
‖U(s, 0)x− U(t, 0)x‖α′ .
Dividing by s− t and letting sց t we conclude from (A3)
(Dg)(t) ≤
C2C(x)
(α− α′)1−β
=
21−βC2C(x)
ρ(t)1−β
.
Using λ > λ0 >
21−βC2(α∗−α0)β
γ(1+‖x‖α∗ )
we obtain
ρ(t)(Df)(t) ≤ −γλf(t) + 21−βC2C(x)ρ(t)
γ+β
≤ −γλf(t) + γλ
(
C3
α0 − α∗
+ C(x)
)
(α∗ − α0)
γ(1 + ‖x‖α∗)
and hence if f(t) > ( C3
α0−α∗
+C(x))(α∗ −α0)
γ(1+ ‖x‖α∗), then (Df)(t) < 0. By x ∈ Sx
we obtain
f(0) ≤
(
C3
α0 − α∗
+ C(x)
)
(α∗ − α0)
γ(1 + ‖x‖α∗).
This implies (2.12) and hence
M(U(·, 0)x) ≤
(
C3
α0 − α∗
+ C(x)
)
(α∗ − α0)
γ(1 + ‖x‖α∗). (2.13)

The next lemma is the only place in the proof of Theorem 2.5 where we have to
distinguish between the cases (β = 0, r ∈ (0,∞]) and (β ∈ (0, 12 ), r =∞).
Lemma 2.10. We have U(·, 0)x + T (u) ∈ Sx whenever u ∈ Sx.
Proof. Take u ∈ Sx. Let us first show that ‖U(·, 0)x + T (u) − x‖
(0) ≤ rλ0
λ
. If r = ∞,
then nothing has to be shown. Suppose that r ∈ (0,∞). In this case we necessarily
have β = 0. Fix α ∈ (α0, α
∗] and 0 ≤ t < T (α). For α′ defined by α = α′ + ρ(t)2 with
ρ(t) = α− α0 − λt we get 0 ≤ t < T (α
′) < T (α). Hence, by A2 and u ∈ Sx, we obtain
‖T (u)(t)‖α ≤
t∫
0
‖U(t, s)B(u(s), s)‖αds
≤ C1
t∫
0
‖B(u(s), s)‖α′ds
≤ C1M(u)
t∫
0
(α′ − α0 − λs)
−γds
≤ C1M(u)
(α′ − α0)
1−γ
λ(1− γ)
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≤
C1
λ(1− γ)
(
C3
α0 − α∗
+ C(x)
)
(α∗ − α0)(1 + ‖x‖α∗)
which yields
‖T (u)‖(0) ≤
C1
(1− γ)λ
(
C3
α0 − α∗
+ C(x)
)
(α∗ − α0)(1 + ‖x‖α∗).
Using (2.11) implies
‖U(·, 0)x + T (u)− x‖(0) ≤ ‖U(·, 0)x − x‖(0) + ‖T (u)‖(0)
≤
C(x)(α∗ − α0)
λ
+
C1
(1− γ)λ
(
C3
α0 − α∗
+C(x)
)
(α∗ − α0)(1 + ‖x‖α∗)
≤ r
λ0
λ
. (2.14)
For the second condition in the definition of Sx we have to show that
M(U(·, 0)x + T (u)) ≤
(
C3
α0 − α∗
+ C(x)
)
(α∗ − α0)
γ(1 + ‖x‖α∗).
Here we may treat both cases, (β = 0, r ∈ (0,∞]) and (β ∈ (0, 12 ), r = ∞), simulta-
neously. Indeed, similarly to the proof of Lemma 2.9, it suffices to show that, for all
0 ≤ τ ≤ T (α∗), α ∈ (α0, α
∗] and 0 ≤ t < T (α), we have
f(t) = ρ(t)γg(t) ≤
(
C3
α0 − α∗
+ C(x)
)
(α∗ − α0)
γ(1 + ‖x‖α∗), (2.15)
where now g(t) := ‖B(U(t, 0)x + T (u)(t), τ)‖α. Again we obtain
(Df)(t) = −γλρ(t)γ−1g(t) + ρ(t)γ(Dg)(t). (2.16)
Recall α = α′ + ρ(t)2 and let α
′′ be defined by α′′ = α′ + ρ(t)4 . Then α = α
′′ + ρ(t)4 and
0 ≤ t < T (α′) < T (α′′) < T (α).
Using A2, A3 and B2 we obtain, for s ∈ (t, T (α′)),
g(s)− g(t) ≤
C2
(α− α′′)1−β
‖U(s, 0)x − U(t, 0)x‖α′′ +
C2
(α− α′′)1−β
‖T (u)(s)− T (u)(t)‖α′′
≤
41−βC2
ρ(t)1−β
‖U(s, 0)x − U(t, 0)x‖α′ +
41−βC2
ρ(t)1−β
s∫
t
‖(U(s, τ)− U(t, τ))B(u(τ), τ)‖α′′dτ
≤
41−βC2
ρ(t)1−β
C(x)|s− t|+
4C1C2
ρ(t)
s∫
t
‖B(u(τ), τ)‖α′dτ.
Dividing by s− t, taking the limit sց t and finally using u ∈ Sx gives
(Dg)(t) ≤ 41−βC2ρ(t)
−1+βC(x) +
4C1C2
ρ(t)
‖B(u(t), t)‖α′
≤ 41−βC2C(x)ρ(t)
−1+β + 4C1C2ρ(t)
−1M(u)(α′ − α0 − λt)
−γ
≤ 41−βC2C(x)ρ(t)
−1+β
+ 22+γC1C2ρ(t)
−γ−1
(
C3
α0 − α∗
+ C(x)
)
(α∗ − α0)
γ(1 + ‖x‖α∗).
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Hence we obtain from (2.16) and the definition of λ0
ρ(t)(Df)(t) ≤ −γλf(t) + 41−βC2C(x)ρ(t)
β+γ
+ 22+γC1C2
(
C3
α0 − α∗
+ C(x)
)
(α∗ − α0)
γ(1 + ‖x‖α∗)
≤ −γλf(t) + γλ
(
C3
α0 − α∗
+ C(x)
)
(α∗ − α0)
γ(1 + ‖x‖α∗).
The assertion follows by similar arguments to Lemma 2.9. 
We are now prepared to complete the proof of Theorem 2.5.
Proof of Theorem 2.5. Define recursively a sequence (u(k))k∈N0 by setting u
(0) = U(·, 0)x ∈
Sx and u
(k+1) = U(·, 0)x + T (u(k)) for k ∈ N0. Lemma 2.9 and Lemma 2.10 imply
u(k) ∈ Sx for all k ∈ N and from Lemma 2.8 we obtain
‖u(k+1) − u(k)‖(γ) ≤
(
λ0
λ
)k
‖u(1) − u(0)‖(γ).
Hence (u(k))k≥0 is a Cauchy-sequence in S
γ which has a limit u = limk→∞ u
(k) ∈ Sγ .
In view of 2.11 and (2.14) we conclude that the limit u satisfies ‖u − x‖(0) ≤ r. In
particular, it is a solution to (1.3) which satisfies the desired estimate (2.5). This proves
the existence of a solution with the desired properties. Let v be another solution with
property (2.4). Applying Lemma 2.7 and Lemma 2.8 to v and uα0,λ,γ yields
‖v − uα0,λ,γ‖
(γ) = ‖T (u)− T (v)‖(γ) ≤
λ0
λ
‖u− v‖(γ),
which yields v = u and hence completes the proof of Theorem 2.5. 
2.5. Existence of classical solutions. Below we study existence of classical solutions
to equation (1.2). Therefore, let (Eα, |||·|||α)α∈[α∗,α∗] be another scale of Banach spaces
with Bα ⊂ Eα continuously embedded and |||·|||α ≤ ‖ · ‖α for all α ∈ [α∗, α
∗]. The next
condition relates the evolution system U(t, s) to its infinitesimal operator A(t).
A4. There exists a family of linear operators (A(t))t∈[0,T ) such that, for all α
′ < α,
[0, T ) ∋ t 7−→ A(t) ∈ L(Bα′ ,Eα)
is strongly continuous. We have that (t, s) 7−→ U(t, s)y ∈ Eα is continuous for
any y ∈ Eα′ and all α
′ < α. Moreover, for y ∈ Bα′ the function (t, s) 7−→ U(t, s)y
is differentiable in Eα and
∂U(t, s)
∂t
y = A(t)U(t, s)y,
∂U(t, s)
∂s
y = −U(t, s)A(s)y (2.17)
hold for 0 ≤ s ≤ t < T . The case s = t should be understood as right or left
derivative correspondingly.
Note that the equality in (2.17) is well-defined. Indeed, for given α′ < α, y ∈ Bα′
and 0 ≤ s ≤ t < T take α′′ ∈ (α′, α), then U(t, s)y ∈ Bα′ , A(s)y ∈ Eα′′ and hence
A(t)U(t, s)y ∈ Eα, U(t, s)A(s)y ∈ Eα.
Remark 2.11. If Eα = Bα, then conditions A1, A4 imply condition A3.
The definition of a classical solution is given below.
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Definition 2.12. Take α0 ∈ [α∗, α
∗) and T ′ ∈ (0, T ]. A classical B-valued solution to
(1.2) on the interval [0.T ′) is a function u : [0, T (α∗, α0;T
′)) −→ Bα∗ such that, for all
α ∈ (α0, α
∗], the restriction
u|[0,T (α,α0;T ′)) ∈ C
1
(
[0, T (α,α0;T
′));Eα
)
∩C
(
[0, T (α,α0;T
′));Bα
)
(2.18)
satisfies u(t) ∈ Bαr (x) for all t ∈ [0, [0, T (α,α0 ;T
′)) and, it is a classical solution to
(1.2) in Eα.
Concerning existence of classical solutions to (1.3) we obtain the following.
Theorem 2.13. Assume that conditions A1 – A4 and B1 – B3 are satisfied either
for (β = 0, r ∈ (0,∞]) or (β ∈ (0, 12), r ∈ (0,∞]). Then, for each α0 ∈ (α∗, α
∗),
γ ∈ (β, 1 − β) and λ > λ0(x, α0, γ, r, T ), the solution uα0,λ,γ given by Theorem 2.5 is
also a classical B-valued solution to (1.2) on the interval [0, α
∗−α0
λ
).
The proof of this result is a direct consequence of the following observation.
Lemma 2.14. Assume that conditions A1 – A4 and B1 – B3 are satisfied either for
(β = 0, r ∈ (0,∞]) or (β ∈ (0, 12), r ∈ (0,∞]). Let α0 ∈ [α∗, α
∗), x ∈ Bα∗ and
u : [0, α
∗−α0
λ
) −→ Bα∗. Then, u is a classical B-valued solution to (1.2) if and only if u
is a solution to (1.3) in the scale (Bα)α∈[α0,α∗].
Proof. Suppose that u is a classical B-valued solution to (1.2). Then, for each α ∈
(α0, α
∗] and all 0 ≤ s < t < α−α0
λ
∂
∂s
(U(t, s)u(s)) = U(t, s)B(u(s), s) (2.19)
holds in Eα. Indeed, take α
′, α′′ with α0 < α
′ < α′′ < α and let δ > 0 be small enough
such that 0 ≤ s ≤ s+ h < t < α
′−α0
λ
, for all |h| < δ. Write
U(t, s + h)u(s + h)− U(t, s)u(s)
h
=
U(t, s+ h)− U(t, s)
h
u(s) + (U(t, s+ h)− U(t, s))
u(s+ h)− u(s)
h
+ U(t, s)
u(s + h)− u(s)
h
.
The first term tends, by A4, to −U(t, s)A(s)u(s) in Eα, where we have used u(s) ∈ Bα′
and A(s)u(s) ∈ Eα. For the second term observe that Ks = {
u(s+h)−u(s)
h
| |h| ≤
δ} ∪ {du(s)ds } is compact in Eα and hence∣∣∣∣
∣∣∣∣
∣∣∣∣(U(t, s+ h)− U(t, s)) u(s+ h)− u(s)h
∣∣∣∣
∣∣∣∣
∣∣∣∣
α
≤ sup
z∈Ks
|||U(t, s+ h)z − U(t, s)z|||α → 0, h→ 0
by the strong continuity of U(t, s). Finally, using u(s+h)−u(s)
h
−→ A(s)u(s) +B(u(s), s)
in Eα together with the boundedness of U(t, s) on Eα, shows that the last term tends to
U(t, s)(A(s)u(s) +B(u(s), s)) in Eα. Altogether, this implies (2.19). Integrating (2.19)
over s ∈ [0, t] yields (1.3).
For the converse let v be such that v ∈ C([0, T (α));Bα) for all α ∈ (α0, α
∗]. Fix
α ∈ (α0, α
∗], t ∈ [0, α−α0
λ
) and let α′ ∈ (α0, α) such that 0 ≤ t <
α′−α0
λ
< α−α0
λ
holds.
Then, v(s) ∈ Bα′ for s ∈ [0, t] and hence (t, s) 7−→ U(t, s)v(s) ∈ Bα is continuous.
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Moreover, for each fixed s ∈ [0, t], t 7−→ U(t, s)v(s) is continuously differentiable in Eα.
Thus [
0,
α− α0
λ
)
∋ t 7−→
t∫
0
U(t, s)v(s)ds
is continuous in Bα and continuously differentiable in Eα satisfying
d
dt
t∫
0
U(t, s)v(s)ds = v(t) +A(t)
t∫
0
U(t, s)v(s)ds.
Let u solve (1.3). Applying above argumentation to v(s) := B(u(s), s) where u solves
(1.3), shows that u(t) is differentiable in Eα. Hence differentiating (1.3) yields (1.2). 
3. Stability with respect to parameters
For the whole section we suppose that the conditions below are satisfied.
C1. There exist xn, x ∈ Bα∗ with xn −→ x as n→∞.
C2. There exist linear operators (U(s, t))0≤s≤t<T and (Un(t, s))0≤s≤t<T for n ∈ N,
satisfying properties A1 and A2 with constants C1 > 0 and β ∈ [0,
1
2) indepen-
dent of n ∈ N.
C3. For any α ∈ [α∗, α
∗] there exists a constant C(α) > 0 such that for all 0 ≤ s, t <
T
‖Un(t, 0)xn − Un(s, 0)xn‖α ≤ C(α)|t− s|, n ∈ N
holds.
C4. There exist operators B and Bn satisfying properties B1 – B3 with constants
λ, r, C2, C3 > 0 independent of n ∈ N.
C5. For all α′, α ∈ [α∗, α
∗] with α′ < α and each z ∈ Bα′ we have
Un(t, s)z −→ U(t, s)z, n→∞ (3.1)
in Bα uniformly on compacts in (t, s). If in addition ‖z−x‖α′ ≤ r, then we have
Bn(z, t) −→ B(z, t), n→∞
in Bα uniformly on compacts in t.
By xn −→ x one finds that ‖xn‖α∗ is bounded in n and hence using the particular form
of the constants λ0 from previous section we may define
λ1(α0, γ, r, T ) = max
{
λ0(x, α0, γ, r, T ), sup
n∈N
λ0(xn, α0, γ, r, T )
}
∈ (0,∞).
The following is our main result for the stability of solutions to (1.3)
Theorem 3.1. Suppose that conditions C1 – C5 are satisfied either for (β = 0, r ∈
(0,∞]) or (β ∈ (0, 12), r ∈ (0,∞]). Let α0 ∈ (α∗, α
∗), γ ∈ (β, 1 − β) and λ >
λ1(α0, γ, r, T ). Denote by u = uα0,λ,γ the solution to (1.3) and by un = un,α0,λ,γ the
solutions to
un(t) = Un(t, 0)xn +
t∫
0
Un(t, s)Bn(un(s), s)ds (3.2)
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on the interval [0, α
∗−α0
λ
) in the scale (Bα)α∈[α0,α∗]. Then, for each α ∈ (α0, α
∗] and
T ′ ∈ (0, α−α0
λ
), one has
sup
t∈[0,T ′]
‖un(t)− u(t)‖α −→ 0, n→∞. (3.3)
The rest of this section is devoted to the proof. Since (3.1) implies that (A3) also
holds for U(t, s) we find that u and un are, indeed, well-defined. Denote by Tn the
nonlinear integral operator given as in (2.7) with B and U replaced by Bn and Un and
recall that T (α) = α−α0
λ
.
Lemma 3.2. For each γ ∈ (β, 1−β), ‖Tn(Un(·, 0)xn)‖
(γ) is uniformly bounded in n ∈ N.
Proof. An analogous estimate to (2.13) shows that
sup
n∈N
sup
0≤τ≤
α∗−α0
λ
sup
0≤t<T (α)
α∈(α0,α
∗]
(α− α0 − λt)
γ‖Bn(Un(·, 0)xn, τ)‖α <∞.
Let α ∈ (α0, α
∗], t ∈ [0, T (α)), ρ(t) = α − α0 − λt and define α
′ by the relation
α = α′ + ρ(t)2 . Then 0 ≤ t <
α′−α0
λ
and the assertion follows from
(α− α0 − λt)
γ
∥∥∥∥∥∥
t∫
0
Un(t, s)Bn(Un(s, 0)xn, s)ds
∥∥∥∥∥∥
α
≤ C1
(α− α0 − λt)
γ
(α− α′)β
t∫
0
‖Bn(Un(s, 0)xn, s)‖α′ds
≤ CC12
βρ(t)γ−β
t∫
0
(α′ − α0 − λs)
−γds
≤
2βCC1ρ(t)
γ−β(α∗ − α0)
1−γ
λ(1− γ)
≤
2βCC1
λ(1− γ)
(α∗ − α0)
1−β .

Denote by (u(k))k∈N the sequence defined by u
(0) = U(·, 0)x, u(k+1) = U(·, 0)x +
T (u(k)). Similarly let (u
(k)
n )k∈N be given by u
(0)
n = Un(·, 0)xn and u
(k+1)
n = Un(·, 0)xn +
Tn(u
(k)
n ). For γ ∈ (β, 1− β) we obtain
‖u(k) − u‖(γ) ≤
∞∑
j=k
‖u(j+1) − u(j)‖(γ) ≤
∞∑
j=k
(
λ0
λ
)j
‖u(1) − u(0)‖(γ)
=
∞∑
j=k
(
λ0
λ
)j
‖T (U(·, 0)x)‖(γ)
and similarly, by Lemma 3.2,
‖u(k)n − un‖
(γ) ≤
∞∑
j=k
(
λ0
λ
)j
sup
n∈N
‖Tn(Un(·, 0)xn)‖
(γ) <∞.
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For α ∈ (α0, α
∗], write
‖u(t)− un(t)‖α ≤ (α− α0 − λt)
−γ
(
‖u(k) − u‖(γ) + ‖u(k)n − un‖
(γ)
)
+ ‖u(k)(t)− u(k)n (t)‖α
and observe that the first two terms tend to zero uniformly in n as k → ∞. Thus it
suffices to show that for each k and each T ′ ∈ (0, T (α))
sup
t∈[0,T ′]
‖u(k)(t)− u(k)n (t)‖α → 0, n→∞.
However, this is a consequence of the following lemma.
Lemma 3.3. Let vn, v : [0,
α∗−α0
λ
) −→ Bα∗ be two functions such that for each α ∈
(α0, α
∗] and all n ∈ N the conditions below are satisfied:
(1) ‖vn(t)− xn‖α < r and ‖v(t) − x‖α < r for all 0 ≤ t <
α−α0
λ
.
(2) vn|[0,α−α0
λ
)
, v|
[0,
α−α0
λ
)
∈ C([0, α−α0
λ
);Bα) and vn(0) = xn, v(0) = x.
(3) For each T ′ ∈ (0, α−α0
λ
) one has
sup
t∈[0,T ′]
‖vn(t)− v(t)‖α → 0, n→∞.
Then, for each α ∈ (α0, α
∗] and T ′ ∈ (0, α−α0
λ
), one has
sup
t∈[0,T ]
‖Un(t, 0)xn + Tn(vn)(t)− U(t, 0)x − T (v)(t)‖α −→ 0, n→ 0.
Proof. Write ‖Un(t, 0)xn + Tn(vn)(t)− U(t, 0)x − T (v)(t)‖α ≤ I1 + I2 where
I1 = ‖Un(t, 0)xn − U(t, 0)x‖α, I2 = ‖Tn(vn)(t)− T (v)(t)‖α.
Take ε > 0, then we find n0 ∈ N such that, for all n ≥ n0 and t ∈ [0, T
′],
I1 ≤ ‖Un(t, s)(xn − x)‖α + ‖(Un(t, 0) − U(t, 0))x‖α ≤ ε,
where we have used C1, C2 and C5. For the second term we obtain
I2 ≤ ‖Tn(vn)(t)− Tn(v)(t)‖α + ‖Tn(v)(t) − T (v)(t)‖α. (3.4)
Take α′, α′′ ∈ [α0, α
∗] such that α0 < α
′ < α′′ < α. Using C2 and C4 we find n1 ≥ n0
such that, for all n ≥ n1,
‖Tn(vn)(t)− Tn(v)(t)‖α ≤
t∫
0
‖Un(t, s)(Bn(vn(s), s)−Bn(v(s), s)‖αds
≤
C1
(α− α′′)β
C2
(α′′ − α′)1−β
t∫
0
‖vn(s)− v(s)‖α′ds
=
C1
(α− α′′)β
C2
(α′′ − α′)1−β
T ′ sup
s∈[0,T ′]
‖vn(s)− v(s)‖α′ ≤ ε.
For the other term in (3.4) we obtain ‖Tn(v)(t) − T (v)(t)‖α ≤ J1 + J2, where
J1 =
t∫
0
‖Un(t, s)(Bn(v(s), s) −B(v(s), s))‖αds,
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J2 =
t∫
0
‖(Un(t, s)− U(t, s))B(v(s), s)‖αds.
Take α′, α′′ with α0 < α
′ < α′′ < α such that T ′ < α
′−α0
λ
. Then, vn(t), v(t) ∈ Bα′ are
continuous in t ∈ [0, T ′] and hence the set KT ′ = {B(v(s), s) | s ∈ [0, T
′]} ⊂ Bα′′ is
compact. For large n, i.e. for n ≥ n2 ≥ n1, we obtain by C5
J2 ≤
t∫
0
sup
z∈KT ′
‖(Un(t, s)− U(t, s))z‖αds < ε.
Similarly the set K ′T ′ = {v(s) | s ∈ [0, T
′]} ⊂ Bα′ is compact and there exists δ ∈ (0, 1)
such that ‖v(t)−x‖α′ < (1−δ)r for t ∈ [0, T
′]. Let n3 ≥ n2 be such that ‖x−xn‖α∗ < δr
holds for n ≥ n3. Then for each n ≥ n3
‖v(t)− xn‖α′ ≤ ‖v(t)− x‖α′ + ‖x− xn‖α′ < (1− δ)r + δr = r.
Hence, by C2 and C5, there exists n4 ≥ n3 such that for all n ≥ n4
J1 ≤
C1
(α− α′′)β
t∫
0
‖Bn(v(s), s) −B(v(s), s)‖α′′ds
≤
C1
(α− α′′)β
t∫
0
sup
z∈K ′
T ′
‖Bn(z, s)−B(z, s)‖α′′ds ≤ ε.
This proves the assertion. 
4. Epistatic mutation-selection balance model
Let X be a complete, locally compact metric space and σ be a σ-finite, non-atomic
Borel measure on X. Elements of X describe potential mutations and the value σ(A)
is the rate at which spontaneously a mutant allele arises from A ⊂ X. Such allele is
characterized by its value x ∈ A. The collection of all mutant alleles is the so-called
genotype γ. It is, by definition, a locally finite subset of X. The configuration space of
all genotypes
Γ = {γ ⊂ X | |γ ∩X| <∞ for all compacts K ⊂ X}
is equipped with the vague topology, i.e. the smallest topology such that γ 7−→∑
x∈γ f(x) is continuous for any continuous function f having compact support. Then
Γ is a Polish space (see [18]).
We assign to each genotype γ ∈ Γ a selection cost functional
Φ(t, γ) =
∑
x∈γ
h(t, x) +
1
2
∑
x∈γ
∑
y∈γ\x
ψ(t, x, y),
where h, ψ are non-negative, measurable functions with ψ(t, x, y) = ψ(t, y, x), for all
x, y ∈ X and t ≥ 0. We suppose from now on that the following two conditions are
fulfilled:
(D1) h ∈ C(R+;L
1(X,σ) ∩ L∞(X,σ)) and ψ ∈ C(R+;L
1(X2, σ⊗2) ∩ L∞(X2, σ⊗2)).
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(D2) For any T > 0 we have
sup
(t,x)∈[0,T ]×X
∫
X
ψ(t, x, y)dσ(y) <∞.
(D3) 0 ≤ a ∈ Cb(R+;L
∞(X,σ)).
4.1. The nonlinear Fokker-Planck equation. Borel probability measures µ on Γ
describe the distribution of potential mutations. We call such measures states of the
dynamics. The associated dynamics of potential mutations is described by a family of
states (µt)t∈[0,T ), which shall satisfy for a suitable collection of functions F : Γ −→ R
the nonlinear Fokker-Planck equation (1.4).
Following [5], we give now a rigorous formulation to equation (1.4). Set Γ0 = {η ⊂
X | |η| < ∞} and denote by Bbs(Γ0) the space of all bounded functions G such that
there exists a compact Λ = Λ(G) ⊂ X and N = N(G) ∈ N with G(η) = 0, whenever
|η| > N or η ∩ Λc 6= ∅. Define a measure λ on Γ0 by∫
Γ0
G(η)dλ(η) = G({∅}) +
∞∑
n=1
1
n!
∫
Xn
G({x1, . . . , xn})dσ
⊗(x1, . . . , xn),
where σ⊗n is the product measure on Xn and G ∈ Bbs(Γ0). This definition clearly
extends to all measurable functions G such that one side of the equality is finite for |G|.
Let F ∈ FP(Γ) iff there exists G ∈ Bbs(Γ0) such that
F (γ) =
∑
η⊂γ
|η|<∞
G(η), γ ∈ Γ. (4.1)
Note that for each F ∈ FP(Γ) there exists a compact Λ ⊂ Rd, N ∈ N and A > 0 such
that F (γ) = F (γ ∩ Λ) and |F (γ)| ≤ A(1 + |γ ∩ Λ|)N hold for all γ ∈ Γ. From this it is
easily seen that the integral in (1.5) is well-defined for any F ∈ FP(Γ) and any γ ∈ Γ.
For the remaining terms in (1.5) additional conditions on the state evolution (µt)t∈[0,T )
has to be imposed which is summarized in the following definition.
Definition 4.1. Fix T > 0. A family of probability measures (µt)t∈[0,T ) on Γ is a weak
solution to (1.4) if for any F ∈ FP(Γ) the conditions below are satisfied:
(a) F,L(t, µt)F,Φ(t, ·) ∈ L
1(Γ,dµt) for all t ∈ [0, T ).
(b) [0, T ) ∋ t 7−→ 〈L(t, µt)F, µt〉 is locally integrable.
(c) (µt)t∈[0,T ) satisfies
〈F, µt〉 = 〈F, µ0〉+
t∫
0
〈L(t, µt)F, µt〉dt, t ∈ [0, T ).
4.2. Evolution of correlation functions. Since (1.4) is a nonlinear Fokker-Planck
equation over an infinite dimensional phase space Γ, it is unnatural to expect that
uniqueness holds in the class of all probability measures on Γ. Below we study, following
[5], uniqueness to (1.4) in a suitable subclass of states. Namely, let µ be a probability
measure on Γ with finite local moments, i.e.
∫
Γ |γ ∩ Λ|
ndµ(γ) < ∞ for all compacts
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Λ ⊂ X and all n ≥ 1. The correlation function kµ : Γ0 −→ R+ is defined, provided it
exists, as the unique function satisfying∫
Γ
∑
η⊂γ
|η|<∞
G(η)dµ(γ) =
∫
Γ0
G(η)kµ(η)dλσ(η), G ∈ Bbs(Γ0). (4.2)
For additional references on the notion of correlation functions see [16] and the references
therein.
Remark 4.2. The Poisson measure pizσ with intensity measure zdσ, z > 0, is uniquely
determined by pizσ({γ | |γ∩Λ| = n}) =
znσ(Λ)n
n! e
−zσ(Λ), where Λ ⊂ X is compact. It can
be shown that it has correlation function kpizσ(η) = z
|η|.
Let α ≥ 0. We study (1.4) in the class of states Pα, where µ ∈ Pα iff it has finite
local moments, its correlation function kµ exists and satisfies for some constant Aµ > 0
the Ruelle bound
kµ(η) ≤ Aµe
α|η|, η ∈ Γ0. (4.3)
Let Kα be the Banach space of all equivalence classes of functions k with finite norm
‖k‖Kα = ess sup
η∈Γ0
|k(η)|e−α|η|.
Clearly any k ∈ Kα satisfies the Ruelle bound (4.3).
Remark 4.3. There exists a one-to-one correspondence between elements in Pα and
positive definite functions in Kα, see [16] and the references therein.
It is natural to study (1.4) now in terms of correlation functions kµ. For this purpose
we define a new nonlinear mapping L∆(t, ·) by the identity∫
Γ
L(t, µ)F (γ)dµ(γ) =
∫
Γ0
G(η)L∆(t, kµ)(η)dλ(η), (4.4)
where F is given by (4.1). Analogous to the calculations in [5], one can show that
L∆(t, k) = −A∆0 (t)k +A
∆
1 (t)k +B
∆(t, k)k.
A∆0 (t)k(η) = Φ(t, η)k(η) +
∫
X
h(t, x)k(η ∪ {x})σ(dx)
+
1
2
∫
X
∫
X
ψ(t, x, y)k(η ∪ {x} ∪ {y})σ(dx)σ(dy),
A∆1 (t)k(η) = −
∑
x∈η
∫
X
ψ(t, x, y)k(η ∪ {y})σ(dy) +
∑
x∈η
a(t, x)k(η\{x}),
B∆(t, k) =
∫
X
h(t, x)k(1)(x)σ(dx) +
1
2
∫
X
∫
X
ψ(t, x, y)k(2)(x, y)σ(dx)σ(dy),
where B∆(t, k) acts by multiplication. The next lemma shows that L∆(t, ·) acts as a
bounded linear operator in the scale Kα.
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Lemma 4.4. Let α > α′ ≥ 0 and fix any k ∈ Kα′ . Then
‖A∆0 (t)k‖Kα ≤
(
‖h‖∞
e(α− α′)
+
‖ψ‖∞
e2(α− α′)
)
‖k‖Kα′
+

eα′ sup
t∈[0,T ]
∫
X
h(t, x)σ(dx) +
e2α
′
2
sup
t∈[0,T ]
∫
X2
ψ(t, x, y)σ(dx)σ(dy)

 ‖k‖Kα′
‖A∆1 (t)k‖Kα ≤

 eα′
e(α − α′)
sup
(t,x)∈[0,T ]×X
∫
X
ψ(t, x, y)σ(dy) +
e−α
′
e(α− α′)
‖a‖∞

 ‖k‖α′
|B∆(t, k)| ≤

eα′ sup
t∈[0,T ]
∫
X
h(t, x)σ(dx) +
e2α
′
2
sup
t∈[0,T ]
∫
X2
ψ(t, x, y)σ(dx)σ(dy)

 ‖k‖Kα′ .
Proof. For the first term in A∆0 (t) we use Φ(t, η) ≤ |η|‖h‖∞ + |η|
2‖ψ‖∞ combined with
|k(η)| ≤ ‖k‖Kα′ e
α′|η| ≤ ‖k‖Kα′ e
−(α−α′)|η|e−α|η| and
xae−bx ≤
(a
b
)b
e−b, x ≥ 0, a, b > 0.
For the second term we use |k(η ∪ {x})| ≤ eα
′
‖k‖Kα′ e
α′|η| ≤ eα
′
‖k‖Kα′ e
α|η| to obtain∣∣∣∣∣∣
∫
X
h(t, x)k(η ∪ {x})σ(dx)
∣∣∣∣∣∣ ≤ eα
′
‖k‖Kα′ sup
t∈[0,T ]
∫
X
h(t, x)σ(dx)eα|η|.
The other terms can be estimated in the same way, see, e.g., [10] for similar estimates.

The next lemma shows that (1.4) can be reformulated in terms of an evolution equa-
tion of correlation functions given by the nonlinear operator L∆(t, ·).
Lemma 4.5. Let (µt)t∈[0,T ) ⊂ Pα and denote by kt the correlation function for µt,
t ∈ [0, T ). Then (µt)t∈[0,T ) is a weak solution to (1.4) if and only if (kt)t∈[0,T ) satisfies:
(i) For any G ∈ Bbs(Γ0)
[0, T ) ∋ t 7−→
∫
Γ0
G(η)L∆(t, kt)(η)dλ(η)
is locally integrable.
(ii) For any G ∈ Bbs(Γ0) and t ∈ [0, T )
∫
Γ0
G(η)kt(η)dλσ(η) =
∫
Γ0
G(η)k0(η)dλσ(η) +
t∫
0
∫
Γ0
G(η)L∆(s, ks)(η)dλσ(η)ds. (4.5)
The proof is based on the identities (4.2), (4.4) and can be obtained by similar
arguments to [10] and [7] where linear Fokker-Planck equations have been studied. In
order to keep this work self-contained a proof is given in the appendix. The next
statement shows the existence and uniqueness of strong solutions to (4.5).
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Theorem 4.6. Take 0 ≤ α∗ < α0 < α
∗. Then for each k0 ∈ Kα∗ there exists
λ1(k0, α
∗, α∗, α0) = λ1 > 0 such that for each λ > λ1 there exists a unique classical
K-valued solution to
∂kt
∂t
= L∆(t, kt), kt|t=0 = k0, 0 ≤ t <
α∗ − α0
λ
(4.6)
in the scale K = (Kα)α∈[α0,α∗].
Proof. Since A∆0 (t) is a sum of a multiplication operator and a bounded operator, it
is not difficult to see that, for any α ≥ 0, there exists a unique evolution system
(Uα(t, s))0≤s≤t ⊂ L(Kα) with the properties:
(1) Uα(t, s) satisfies Uα(t, s)|Bα′ = Uα′(t, s) whenever 0 ≤ α
′ < α.
(2) We have for all α ≥ 0
‖Uα(t, s)‖L(Kα) ≤ exp

 t∫
s
κ(r)dr

 ,
where κ(r) := eα
∫
X
h(r, x)σ(dx) + e
2α
2
∫
X
∫
X
ψ(r, x, y)σ(dx)σ(dy).
(3) For any T > 0 and 0 ≤ α′ < α, there exists a constant C(α′, α, T ) > 0 such that
‖Uα(t, 0)k − Uα(s, 0)k‖Kα ≤ C(α
′, α, T )|t − s|‖k‖Kα′ , 0 ≤ s, t ≤ T. (4.7)
Moreover, it is strongly continuously differentiable in L(Kα′ ,Kα) with strong
derivatives
∂
∂t
Uα(t, s)k = −A
∆
0 (t)Uα(t, s)k
∂
∂s
Uα(t, s)k = Uα(t, s)A
∆
0 (s)k.
Therefore, conditions A1 – A4 hold with β = 0 and any λ > 0. Now let B(k, t) :=
A∆1 (t)k+B
∆(t, k)k, then it can be easily checked that B(k, t) satisfies B1, for any r > 0
and λ > 0. Moreover, for α ∈ [α0, α
∗] and t ∈ [0, T ] we obtain from Lemma 4.4
‖B(k0, t)‖Kα ≤ ‖A
∆
1 (t)k0‖α + ‖B
∆(t, k0)k0‖Kα
≤
C(α∗, T )
α− α∗
‖k0‖Kα∗ + C
′(α, T )‖k0‖
2
α
≤
C(α∗, T )
α− α∗
‖k0‖Kα∗ +
C ′(α, T )(α∗ − α∗)
α− α∗
‖k0‖
2
α∗
,
where C(α∗, T ), C
′(α, T ) ∈ (0,∞) are continuous in the first argument. Let α′, α satisfy
α∗ ≤ α
′ < α ≤ α∗, take any r > 0 and let k, k′ ∈ Kα′ satisfy ‖k−k0‖Kα′ , ‖k
′−k0‖Kα′ ≤ r.
From Lemma 4.4 we obtain for all t ∈ [0, T ]
‖B(k, t)−B(k′, t)‖Kα
≤ ‖A∆1 (t)(k − k
′)‖Kα + ‖B
∆(t, k)(k − k′)‖Kα + ‖(B
∆(t, k)−B∆(t, k′))k′‖Kα
≤
C(α′, T )
α− α′
‖k − k′‖Kα′ + C
′(α, T )‖k − k′‖Kα‖k‖Kα + C
′′(α′, T )‖k − k′‖Kα′‖k‖Kα
≤
C(α′, T ) + C ′(α, T )(α∗ − α∗)(r + ‖k0‖Kα∗ ) + C
′′(α′, T )(r + ‖k0‖Kα∗ )
α− α′
‖k − k′‖Kα′ ,
NONLINEAR PERTURBATIONS OF EVOLUTION SYSTEMS IN SCALES OF BANACH SPACES 21
where C(α, T ), C ′(α, T ) are as before, and C ′′(α, T ) ∈ (0,∞) is continuous in α. Hence
conditions B2 and B3 are satisfied.
An application of Theorem 2.5 and Corollary 2.13 with Bα = Eα = Kα, β = 0,
γ ∈ (0, 1) and r ∈ (0,∞) yields the existence of some constant λ0(k0, α0, γ, r, T ) > 0
such that for each λ > λ0 there exists a unique (Kα)α-valued solution to (4.6) on the
interval [0, α
∗−α0
λ
). The particular form of λ0 shows that
λ1 := inf
γ∈(0,1)
inf
r∈(0,∞)
λ0(k0, α0, γ, r) > 0.
Hence we find for each λ > λ1 a unique classical (Kα)α-valued solution to (4.6) on the
interval [0, α−α0
λ
). This proves the assertion. 
5. Appendix: Proof of Lemma 4.5
Here and below let µ ∈ Pα be fixed and let kµ ∈ Kα be its correlation function. For
G ∈ Bbs(Γ0) let KG be given by (4.1). Then, by (4.2), one has
‖KG‖L1(Γ,dµ) ≤ ‖K|G|‖L1(Γ,dµ) =
∫
Γ0
|G(η)|kµ(η)dλ(η) = ‖G‖L1(Γ0,kµdλ),
i.e. K : Bbs(Γ0) ⊂ L
1(Γ0, kµdλ) −→ L
1(Γ, dµ) is a bounded linear operator. It was
shown in [16] that there exists a unique extension to a bounded linear opeartor K :
L1(Γ0, kµdλ) −→ L
1(Γ, dµ) such that for any G ∈ L1(Γ0, kµdλ) equation (4.1) holds for
µ-a.a. γ (where the series is absolutely convergent).
Define, for G ∈ Bbs(Γ0), a linear mapping L̂(kµ)G := −Â0(t)G+Â1(t)G+B
∆(t, kµ)G
by
Â0(t)G(η) = Φ(t, η)G(η) +
∑
x∈η
h(t, x)G(η\{x}) +
1
2
∑
x∈η
∑
y∈η\{x}
ψ(t, x, y)G(η\{x, y})
Â1(t)G(η) = −
∑
x∈η
∑
y∈η\{x}
ψ(t, x, y)G(η\{x}) +
∫
Rd
a(t, x)G(η ∪ {x})σ(dx).
Then one can show that Â0(t)G, Â1(t)G,B
∆(t, kµ)G ∈ L
1(Γ0, kµdλ) from which we
conclude that KG,Φ(t, ·),KL̂(µ)G ∈ L1(Γ, dµ). Similarly to the computations in [5],
one checks that KL̂(µ)G = L(µ)KG. Moreover, by definition of FP(Γ) and L∆(t, kµ)
one has
〈L(t, µ)KG,µ〉 =
∫
Γ0
G(η)L∆(t, kµ)kµ(η)dλ(η), G ∈ Bbs(Γ0).
From this and the definition of correlation functions one readily deduces the assertion.
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