We present a novel code which solves the Vlasov-Fokker-Planck (VFP) equation in three dimensional magnetic turbulence using finite difference methods. The approach is distinct from particle tracking codes. The angular component of velocity space distribution function is represented by a spherical harmonic expansion drawing on an approach pioneered by A.R. Bell et al. (PPCF 48, R37 (2006)) for laser-plasma interaction simulations. This method enables the accurate representation of magnetic fields and of the effect of angular scattering effects on a particle distribution function. The code has been verified against both collisional and quasi linear turbulent transport theories. It is shown to address successfully the physics of cross-field transport in regimes of magnetic field field perturbation amplitude and collisionality that are difficult to study using other approaches.
Introduction
Kinetic codes in three dimensions have been prohibitively expensive computationally due to the six combined velocity and space dimensions. Methods for reducing the number of dimensions that require a computational grid when using finite difference methods reduce the memory load, and bring fully three-dimensional kinetic simulations closer.
The use of spherical harmonic expansions to represent the particle distribution function has been successful in the field of laser-plasma interaction simulation in one and two dimensions [1, 2, 3] . Here we present the extension of this technique to three spatial dimensions and to a regime which is of interest to magnetically confined and astrophysical plasmas. We present a code to solve the Vlasov-Fokker-Planck equation in three spatial dimensions for a mono-energetic population of charged particles in the presence of a strong, stochastic magnetic field.
Much of the simulation work in the field of magnetic turbulent transport of particles relies on particle tracking codes [4, 5, 6, 7] in which the particle trajectories are calculated by advancing the particle equation of motion. While many advances and insights have been achieved using these codes, statistical noise arising from the discrete population of particles can be a limiting factor. Instead of studying individual particle tracks, using the new code it is possible to study spatial density distributions, so that statistical averaging is implicit to the model. This code is used to calculate transport coefficients both parallel and perpendicular to the mean magnetic fields. Potential applications include astrophysics, where transport of particles due to irregularities in magnetic fields is critical to the transport of cosmic rays through the interstellar medium [8, 9] and to the mechanism of charged particle acceleration at astrophysical shocks [10, 11] .
This paper is structured in two parts; the first half (Sections 2 to 6) concentrates on the equations solved and the methods used, while section 7 outlines the applicability of the results gained and the benchmarks.
Code structure
The code computationally solves the Vlasov-Fokker-Plank equation (hereafter VFP). In its current form, the code solves for a monoenergetic population of particles in a prescribed three dimensional magnetic field, for which the VFP equations reduce to ∂f ∂t + v. ∇f + (ω × B). ∂f ∂v = ∂f ∂t c (1) ω = eB/m being vector gyro-frequency. Of Maxwells equations, only ∇.B = 0 need be satisfied. The electric field is neglected because we assume that the particles of the population considered have very high energies, much greater than any energy change due to the path integral of E.dS. The computational solution of the VFP equation in three spatial dimensions using finite difference methods would require a six dimensional grid to represent all six phase space dimensions. This is reduced to five here, as we have assumed a mono-energetic population.
Further reduction of the memory requirement is achieved by using a spherical harmonic expansion to represent the angular component of the velocity space [1, 12] . In this way the distribution function can be written as
where f −m n = f m n * . Spherical harmonics P m n form a complete set of orthonormal functions and define the basis set. This transformation yields a coupled set of partial differential equations for the expansion coefficients, f m n , which are each functions of space and are each solved using finite difference methods.
Spherical harmonic expansion transforms three dimensional Cartesian velocity space into spherical coordinates. The radial coordinate still requires a computational grid, while the angular part of the distribution function is represented by the spherical harmonics. This reduces from six to four the total number of dimensions requiring a grid, by replacing two of the velocity dimensions on the grid by ∼ N 2 coupled equations for the coefficients f m n defined in equation 2. The resulting memory reduction allows the Vlasov-Fokker-Plank equation to be solved on a standard desktop computer in a reduced form. The greater the number of harmonics used in the expansion, the greater is the possible resolution of structures in velocity space, and the more accurate is the reproduction of the effects of angular scattering and magnetic fields on the particle distribution function.
3. Implementation of the VFP equation using spherical harmonics
Advection
The advection equation 
Using similar recurrence relations, and noting that v x = v sin(θ) cos(φ), v y = v sin(θ) sin(φ) and cos(θ) = e iθ +e −iθ 2
, we obtain equivalent expressions for the x-direction,
and the y direction
Advection is thus performed by solving coupled advection equations, where the number of equations depends on the number of terms chosen for the spherical harmonic expansion. These equations are solved numerically using explicit finite difference methods on a three dimensional uniform cartesian grid. The harmonic amplitudes and the magnetic field strengths are defined at the centre of the grid cells. The differencing scheme used is the two-step Lax-Wendroff method [13] , which is second order accurate in time and space. The general form of explicit differencing of ∂y/∂t = F (y, t) is
where F is an arbitrary function of y and t. In the same way, the gradients are defined on the cell boundaries. This is represented schematically in figure 1 . For example in the Z direction, if we denote the 
These are then iterated half a time step
Then using the gradients of these intermediate harmonics, the full time step is calculated:
This scheme is second order accurate both spatially and temporally.
Collisions
Collisions are vital in the transport of charged particles, and also enable us to truncate the spherical harmonic expansion, because they quickly damp away small scale structures in velocity space. A Fokker-Planck form of the collision operator is used here. Let us consider collisions between two species, a heavy background species (i.e. ions) and a scattered lighter species (i.e. electrons). The scattered species can be further split into a population of high energy particles, with energies significantly higher than the thermal energy, and another bulk background population. The collision operator for the energetic electrons can be split into three parts: collisions with the ion background, collisions with the bulk electron population and self-collisions. If we write the electron distribution function as a linear superposition of bulk and high energy parts, f = f e +δf e , where δf e ≪ f e , then the collision operator can be written in the form
The self-collisions are neglected as they are of order (δf ) 2 , which is significantly smaller than the effect due to the lighter species scattering with the heavy background. Since we assume that ions are stationary, there is no recoil of ions in collisions, and thus total momentum is not conserved.
The model assumes a stationary single species (Z = 1) ion background, so that its distribution function can be written
For this, the Fokker-Planck coefficients have the form, . Assuming that the scattering ions have infinite mass, the full Fokker-Plank collision operator has the form:
If we substitute in the cartesian tensor expansion of the angular distribution function, which is equivalent to the spherical harmonic expansion, and compare the terms, we obtain the following form of the operator [14] :
Here ν es (v) = n s Γ es /v 3 . From this we see that electron-ion collisions have no effect on the zeroth order term of the expansion, thus density is automatically conserved.
The collision rate for each order of the expansion increases as n(n+1), and therefore it is possible to include a wide range of time-scales. The collision operator must therefore be solved implicitly so that it is unconditionally stable for all step sizes, unlike explicit methods. The scheme chosen is the second order Crank Nicholson method, in which the right hand side of equation 13 is represented in terms of an average
where f m ′ n = f m n (t + ∆t).
Magnetic Field
The final component of equation 1 to address is ∂f ∂t = (ω×v). ∂f ∂v .
We transform into spherical co-ordinates and use similar spherical harmonic recurrence relations to those used in the derivation of the advection equations. Comparing coefficients of the expansion then gives: for m > 0
and for m = 0
Here ω x is the gyro-frequency related to the x-component of the magnetic field. The advection of the distribution function in velocity space, usually performed numerically by the solution of a partial differential equation on a velocity-space grid, is replaced by the solution of coupled ordinary differential equations which rotate the distribution function in velocity space, and can be accurately solved numerically. The rotation frequency increases with n, so depending on the number of terms in the expansion there can be a very wide range of time-scales involved. Therefore the magnetic field must be solved implicitly. The same method as for the collision operator is used here, however care must be taken over the linkages between harmonics. Using the relation f −m n = f * m n , the matrices embodying equations 16 and 17 have the form which is solved individually for each n, and at each point in space:
This is solved efficiently with a tri-diagonal matrix inverter. The off-axis diagonal terms link harmonics, and coupling occurs only between harmonics within the same order, n. The expansion into these matrices must go from -m to m due to the care that must be taken with the m = 0 equation (17).
Computational physics perspective
There are many computational advantages to using the spherical harmonic formulation:
(i) Angular scattering of electrons by background ions is the most significant collisional process. The effect of this on the distribution function is to isotropise it. Within the spherical harmonic formulation of the distribution function, angular scattering affects each harmonic individually, damping it exponentially. This treatment allows a high degree of accuracy with a careful choice of numerical scheme. Conservation of mass is also intrinsic.
(ii) The addition of collisions provides us with a natural truncation to the expansion of the distribution function.
(iii) Magnetic fields have the effect of rotating the non-Maxwellian part of the distribution function. The spherical harmonic formulation is equivalent to setting up a spherical grid in velocity space, so that this velocity rotation is easily implemented. The magnetic field equation is algebraic, connecting harmonics f m n of the same n, but different m. As with the collisions, given a careful choice of numerical scheme, this is a very accurate way of capturing the effect of the magnetic field.
(iv) This finite difference approach has the advantage of addressing continuous distributions of particles, unlike the particle tracking approach, so there is no longer the problem of statistical noise. Previous studies in this field have relied on the use of particle tracking Monte-Carlo codes, which are computationally intensive, whereas similar studies using our kinetic code can run on a single processor.
(v) When considering spatial density profiles it is simple to look at perturbations that are very small in relation to the background density. This is an advantage that continuum kinetic codes in general have over particle methods.
The Vlasov-Fokker-Planck code is designed to work in situations where the collisions, and other diffusive processes, are strong enough that velocity space departures from the Maxwellian (in our case a uniform shell) are small. However many situations of interest, such as tokamak and astrophysical plasmas, have extremely large magnetisations (ωτ ∼ 10 6 ). In this regime, simulations are essentially collisionless, with the electronion collisional mean free path being many times the length-scale of the thermodynamic gradients of interest. Fortunately magnetic irregularities act similarly to collisions, and help isotropise the distribution function, allowing us to truncate the spherical harmonic expansion, particularly in the strong turbulence limit.
Assumptions and applicability of simulations
Solving the Vlasov-Fokker-Planck equation, the electrons are represented by the monoenergetic distribution function f, while the heavy ions only manifest themselves as a non-zero collision frequency in the collision operator. The magnetic field is assumed stationary.
Monoenergetic electron distribution
The collision operator only includes collisions between the electrons and the heavy background particle species. This process only changes the pitch-angle of the particles, therefore the particles conserve energy, and the particle distribution tends to isotropy. We also assume that there are no electric fields. Since we have neglected the effects of the electric field it is not possible to couple the particles to the magnetic field self consistently via Ampères law. The magnetic field turbulence is thus in principle generated by another processes that we do not consider. With these assumptions in place, it is appropriate to study mono-energetic populations of particles.
Magnetostatic assumption
We further assume that the magnetic field is stationary. If the velocity of the particles is greater than the Alfvén speed, which determines the speed at which perturbations within the magnetic field move, this assumption is appropriate. Similarly we assume that the transit time of particles flowing through the computational domain is significantly shorter than the turbulent time scales over which the field changes.
Magnetic field model
Our interest is in the transport of electrons (or other charged particles) across a mean background magnetic field, B 0 , as altered with respect to the collisional level by the presence of turbulent fields. Since the code models a monoenergetic population -perhaps best considered as a minority population of energetic electrons as discussed above -it is not possible to make the magnetic field self-consistent with the particles. We must therefore take care in our field model, and in particular ensure that the magnetic field is divergence free in agreement with Maxwell's equation ∇.B = 0. Our magnetic field profile is written as
Herer is a unit vector in a random direction and the amplitude of the modes, B i , is determined by the spectral index of the turbulence, while 0 ≤ φ i ≤ 2π is a phase chosen randomly from a uniform distribution. To ensure that the magnetic field is divergence free, we first initialise a magnetic vector potential, A, then take its curl. The numerical algorithm for the calculation of the turbulent magnetic field, which is initially set up in terms of the vector potential, is as follows. First the Fourier space is filled; for an example, see fig. 3 . The magnitudes of the Fourier modes in the vector potential A are calculated and vary as k −(γ+2)/2 , where γ is the chosen turbulent spectral index. Since B = ∇ × A ∼ ik × A the magnetic energy E B ∝ B 2 ∼ k −γ is retrieved. This is performed separately for each of the three vector components, with a different random number seed for the phases,φ i ,ψ i , to ensure that each component is different. The phases are introduced in the differences between the real and imaginary parts of a mode k and its partner -k. Fourier space is filled all the way up to a few cells from the Nyqvist frequency, which is the highest frequency that can be resolved in a gridded system, corresponding to when the trough and the peak of the wave are in adjacent grid cells: λ min = 2 × δx where δx is the grid spacing. The frequencies around the Nyqvist frequency are omitted to preclude discretisation errors.
In the second stage of the algorithm, an inverse Fourier transform is performed on the k-space grid by the high performance FFTW library routine [19] . This calculates the three different components of the vector potential in the three real spatial dimensions. The turbulent field is then superimposed on the background field in vector potential form. For a uniform background field in the z direction, as in Eq.19, A y = B 0 .
Finally, the magnetic field is calculated by taking the curl of the vector potential. The components of vector potential are defined on the cell boundaries, while the magnetic field is defined in the cell centre with the particle density, as in figure 2 ). The curl is calculated numerically from the gradients across individual cells. Figures 3 and 4 show: the Fourier space initialisation, three dimensional spatial distribution of a component of the vector potential and of a component of the magnetic field; and the resultant magnetic field lines. 
Physics benchmarking
It is essential to test all functions to ensure that the algorithms and code interconnections work correctly, especially given the complexity of the spherical harmonic expansion. The following two sections describe comprehensive benchmarking performed in three spatial dimensions, first with a collisional model, then with an isotropic magnetic turbulence model.
Collisional transport
The diffusion rate is measured by quantifying how a particle density perturbation relaxes in a collisional system within a uniform magnetic field. The numerically determined diffusion coefficient can be directly compared to an analytic expression based on the methodology of Braginskii [23] . We chose the collisional mean free path λ mf p to be significantly smaller than the length scale of the density gradients in the system, which in this case is comparable to the size L of the computational box. That is, λ mf p ≪ ρ(∂ρ/∂x) −1 ∼ L where ρ is the electron density. Using these assumptions the diffusion coefficient D is analytically calculable and is given by D =
Here v is the velocity magnitude of the particles, τ ei is the electron-ion collision time and ω 0 is the background gyro-frequency. Figure  5 shows diffusion coefficients calculated from individual runs of the code with differing collisionality, while the solid line represents the expression given above. The parameters used in the simulation runs, dictated by the memory limit on a single processor machine, are as follows.
Density perturbation wavelength is the size of the computational box length, k x L x = k y L y = 1 as shown in Fig.6 (left) . The number of grid cells, n x = n y = n z = 60. Magnetic field strength B 0 = 1.0, therefore ω 0 = 1.0 because the ratio of the electron charge to mass is normalised to unity. The field is initialised perpendicular to the wave vector of the density perturbation. The Larmor radius satisfies, r L /L = 0.01 because the velocity magnitude is set to v = 0.01. It is evident from figure 5 that there is good agreement over a large parameter range, with agreement to 0.01% at low magnetic fields (ω 0 τ ei ∼ 1) at this resolution.
Cross-field turbulent transport
When the turbulent magnetic field model is activated, new transport processes become significant. The results presented here address the combined effects on cross-field electron transport of spatially isotropic magnetic turbulence and of collisions between the electrons and the stationary ion background. A single mode density perturbation now generates higher frequency modes, as shown in figure 6 , as the density evolves in the presence of the large scale magnetic field modes represented in Eq.19. Figure 7 shows the cross-field diffusion coefficient calculated from the relaxation of a density perturbation (see figure 6 ) as a function of the turbulence strength, which we define as the ratio of root-mean-squared perturbed magnetic field to the background field strength, for a Kolmogorov power spectrum. Several features of the curve are expected, and these provide us with a second benchmark. First the low turbulence asymptote correctly corresponds to the collisional value given by
). This limit, when the magnetic turbulence is very weak, so that Coulomb collisions dominate over any turbulent transport processes was explored in the previous subsection. Deviation from this value arises when the strength of the turbulence becomes significant at δB/B 0 ≈ 0.01. There is a smooth transition from the collisional regime towards quasilinear scaling D ⊥ ∼ (δB/B 0 ) 2 [20, 22] . This trend continues until saturation at δB/B 0 ≈ 3. The curve never reaches the pure quasi-linear dependence because the collisions are always strong enough to overcome it. Further runs have shown that when the collisionality is reduced, quasi-linear scaling is reproduced over a greater range of δB/B 0 as shown in figure 7 .
As the amplitude of magnetic turbulence as represented in Eq.19 increases, the 
field lines become increasingly tangled, and both resonant scattering with magnetic perturbations and field line stochasticity increase accordingly. In this case resonant scattering refers to a process by which perturbations in the magnetic field of the order of a Larmor radius can pitch angle scatter charged particles streaming along the field line [17, 21] . Interestingly both these processes have the same quasi-linear scaling of (δB/B 0 )
2 . Figure 7 that the peak diffusivity corresponds, to within a few percent, to the Bohm diffusion coefficient, D ⊥ = v 2 /3ω 0 . This is the maximal diffusion rate due to scattering off turbulent irregularities, and the new code enables us to state at what level of turbulence this is achieved: at, δB/B 0 ∼3, which is in the very strong turbulence regime.
This peak in the diffusivity curve is invariant of the particle collisionality. This suggests that the transport processes at this level of turbulence is purely due to the magnetic field and that the effect of collisions is negligible.
We can partially explain the decline of the diffusion coefficient beyond the peak by a simple substitution of the root mean squared field for the uniform magnetic field in the magnetised diffusion:
This appears appropriate since the turbulent field dominates the background field in this regime, and hence governs the local cyclotron motion. Equation 20 where δω = e me δB, implies an inverse dependence of the turbulence strength. We see from figure 7 that this provides a good guide up to δB/B 0 ∼ 30 beyond which we see that the coefficient asymptotes to a finite value rather than dropping all the way to zero as predicted by this simple substitution.
Conclusions
We have presented a novel code for the study of particle transport in the presence of turbulent magnetic fields, which uses finite difference methods rather than the particle tracking methods which have been in widespread use. This enables the calculation of turbulent particle transport coefficients without the need for statistical averaging, and can produce good results even on a single processor machine. As shown in Figs.5 and 7, this approach makes it possible to quantify the combined effect of magnetic turbulence and collisions which are difficult to study together using particle methods. Strong magnetic turbulence can be addressed, and its spatial power spectrum can be specified and varied. Finite difference has the finesse to resolve and follow decays of perturbations in the density profile, even when the perturbations are small. This resolution would be computationally demanding using particle methods, requiring the simulation of very many particles. Collisions are incorporated straightforwardly into the code.
To reduce the number of dimensions in the computational grid, the angular component of the velocity distribution function is represented by the coefficients in a spherical harmonic expansion. The main VFP solver is coupled to a magnetic field model that ensures that the magnetic field is divergence free. This model is a superposition of many harmonic modes with a random phase and polarisation, whose spectral index is defined by the user.
The code has been benchmarked against both collisional and quasi-linear turbulent transport theory, and shows excellent agreement. In the strongly turbulent regime, the code predicts that peak cross-field diffusivity D Bohm occurs at δB/B 0 ∼3. This new result is a consequence of the interplay of collisional and resonant scattering on highly stochastic field lines.
