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A real-space, real-time implementation of time-dependent density functional theory is used to study
electron field emission from nanostructures. Carbon nanotubes and graphene nanoribbons are used as
model systems. The calculations show that carbon nanotubes with iron adsorbates have spin-polarized
emission currents. Graphene nanoribbons are shown to be good field emitters with spatial variation of
the emission current influenced by the presence of passivating hydrogen. VC 2011 American Institute
of Physics. [doi:10.1063/1.3610511]
I. INTRODUCTION
Field emission (FE) from nanostructures is the subject
of intense experimental and theoretical research. Electron
field emitters may be used in next-generation displays, elec-
tron sources,1–4 and high-resolution electron beam instru-
ments.5–8 In order for electrons to escape a material and be
emitted, they must somehow move beyond the material’s
confining potential barrier. Electrons can be given enough
energy to escape by heating the system in a process called
thermionic electron emission.9 Alternatively the barrier can
be lowered by the application of an external electric field,
allowing electrons to tunnel out. The latter process is known
as electron field emission.1 Schottky emitters10,11 combine
thermionic emission with electric field-based lowering of the
material’s work function. This lowering, known as the
Schottky effect,12 makes it easier for thermally excited elec-
trons to escape the material.
Disadvantages of thermionic emission include large
power consumption and potential heat damage to the de-
vice.13 While field emitters do not directly use heating to
emit electrons, materials used in field emission can become
damaged due to current-induced heating. Using a device
such as a carbon nanotube helps,13 since it is more robust to
such effects. In addition, field emitters can respond to vary-
ing electric fields much faster than a thermionic emitter can
alter its output, meaning that field emitters are capable of
operation at higher frequencies.14
Compared with thermionic emission, nanotube field
emitters produce a narrow beam size.7 This is important for
high-resolution displays and spatial microscopy. Another
useful property of the electrons emitted from a nanotube is
their narrow energy spectrum,15 important in, e.g., energy-
resolved microscopy.
Nanoscale electron field emitters have been extensively
studied both theoretically and experimentally.1–8 The aim of
these studies is to explore the properties of nanoscale materi-
als in electric fields and exploit these properties for techno-
logical applications. The standard approach to modeling
field emission is Fowler-Nordheim theory,16 which describes
electron emission from a flat metal surface in the presence of
an electric field. With nanostructures, some aspects of the
experimental data can be modeled in this way.17 But in other
cases, for example with high fields, the theory fails to
describe the phenomena.18
Beyond Fowler-Nordheim theory, there are more rigor-
ous methods that take into account atomic geometry and
electronic structure.19–22 These include first-principles calcu-
lations,23,24 in which the self-consistent electronic structure
of the field emitter is obtained and the wave function is
matched to the asymptotic scattering wave function of the
electrons in the external field.20,21 An important step beyond
these static calculations is the introduction of the time-
dependent description of FE.23,24
In the time-dependent approach the wave function is
time-propagated to describe the effect of the electric field.
This approach has several advantages. In the time-inde-
pendent approach, the wave function has to be matched to
the asymptotic wave function. At the same time, the as-
ymptotic wave function, the wave function of electrons in
an electric field, is not known. It is usually approximated
by Airy functions, which are the wave functions of inde-
pendent noninteracting electrons in an electric field. This
approximation is avoided in the time-dependent approach:
The field-emitted electrons and the electrons of the emitter
are described on an equal footing. The asymptotic form of
the wave function is not needed in the calculation, and the
time evolution of the wave function is used to describe the
emitted current.
So far, time-dependent approaches have usually been
limited to time propagation of the wave functions with a
time-independent ground state Hamiltonian. The calculations
presented here go beyond this and use a time-dependent
Hamiltonian. Our approach simulates the entire field emis-
sion process in a real-time, real-space framework based on
time-dependent density functional theory (TDDFT). Previ-
ously25 the method has been used to study the effects of
adsorbates on nanotube field emission. In this paper we pre-
dict spin-polarized field emission from carbon nanotubes.
We also investigate the impact of passivating hydrogen on
the field emission from graphene nanoribbons. Following
this Introduction, Sec. II discusses the theoretical framework
for our calculations, and Sec. III presents our results. A sum-
mary is given in Sec. IV.
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II. FORMALISM
The calculations presented here have been performed
using a Lagrange function26 based real-space, real-time
implementation of TDDFT.27 Electron dynamics in TDDFT
are described by the time-dependent Kohn-Sham equation
ih
@
@t
Wrk r; tð Þ ¼ HrWrk r; tð Þ; (1)
where r indicates the spin state r 2 "; #f gð Þ and Wrk is the
kth Kohn-Sham orbital in spin state r. The spin-dependent
Kohn-Sham Hamiltonian is
Hr ¼ h
2
2m
r2r þ VA r; tð Þ þ VH n½  r; tð Þ
þ VrXC n"; n#
 
r; tð Þ þ Vext n½  r; tð Þ: (2)
Vext(r, t) is a time-dependent external potential (e.g., an
applied electric field). VA(r, t) is the atomic potential, which
we represent with pseudopotentials.28 The Hartree potential
VH(r, t) is found by solving the Poisson equation for the total
electron density n(r, t), which is calculated from the Kohn-
Sham orbitals Wrk as
n r; tð Þ ¼
X
r
nr r; tð Þ; nr r; tð Þ ¼
X
k
Wrk r; tð Þ
 2: (3)
Exchange and correlation effects are included in VrXC(r,t). In
spin-dependent calculations the local spin density approxi-
mation (LSDA)29 is used, otherwise we use the local density
approximation (LDA) with the parameterization of Perdew
and Zunger.30
The orbitals, Wrk r; tð Þ, are represented on uniform real-
space grids. A spacing of 0.33 A˚ in all three spatial dimen-
sions is found to provide good accuracy and is used in all
calculations. Compared to localized bases such as atomic
orbitals the grid representation is particularly convenient
for describing current-carrying states because it can
describe the time-dependent electron density accurately not
only near atomic centers, but throughout the entire simula-
tion volume.
To solve the time-dependent Kohn-Sham equation [Eq.
(1)] we time propagated the Kohn-Sham orbitals using a
Taylor expansion of the exponential time propagator:31
Wrk r; tþ Dtð Þ ¼
XNT
j¼0
ihð Þj
j!
Hrð ÞjWrk r; tð Þ; (4)
where Dt is the time step (we used 0.001 fs) and the order of
the Taylor expansion is taken to be NT ¼ 4. The system’s
ground state was used as the initial state Wrk r; t ¼ 0ð Þ. Dur-
ing the time development we calculated the field emission
current density at a time t using
jr r; tð Þ ¼ eh
2im
X
k
Wrk
 rrWrk Wrkrr Wrk  : (5)
In a time-dependent calculation, it is possible that the elec-
tron density can reach the boundary of the finite simulation
volume and produce nonphysical reflections. The reflections
can be prevented by the addition of a complex absorbing
potential (CAP) which absorbs electron density near the
boundaries. The CAP is zero in the region of the nanostruc-
ture and where the current is measured, and so does not
impact the results. Various types of complex absorbing
potentials have been developed;32,33 we use the form devel-
oped by Manolopoulos34 with a small modification. For-
mally, the strength of this CAP approaches infinity at the
boundary; this may introduce numerical instabilities in cal-
culations with numerical grids. Such instabilities can be
eliminated by slightly shifting the position of the CAP so
that its singularity occurs just outside of the simulation vol-
ume. Note that the CAP does not include any time or spin de-
pendence. The CAP is introduced into the simulation by
adding it to the Hamiltonian in Eq. (2).
III. RESULTS
In this section we present calculations of field emission
from carbon nanotubes and graphene nanoribbons. Carbon
nanotubes with and without Fe adsorbates and graphene
nanoribbons with and without passivating hydrogens are
studied. We also discuss some details of the computations
and consider the effect of ionic motion.
After the ground state of the system is calculated the
electric field is added and time development begins. The
electric field is directed along the long axis of the nanostruc-
ture. The electric field’s magnitude is increased up to its
maximum value with a linear ramp over 0.2 fs. The ramping
is used to avoid an instantaneous appearance of the field and
introduction of an abrupt jump. Such jumps are unphysical,
as an instantaneous jump is not possible in real experiments.
At time t, the field strength E is given by
E tð Þ ¼ EM min 1; t
tramp
 
; (6)
where EM is the maximum electric field magnitude and tramp
is the duration of the ramping. The ramping duration of 0.2
fs was determined empirically to be sufficient to avoid tran-
sient effects. FE currents are determined once a steady state
is reached.
FIG. 1. (Color online) Field emission current vs time for a nanotube with
and without moving ions.
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A. Ionic motion
Our previous atomistic simulations of field emission
have assumed that the position of nuclei and core electrons
are fixed. To test this fixed ion approximation we will com-
pare field emission from a (3,3) carbon nanotube with and
without moving ions. Ions are moved classically under the
influence of quantum forces (i.e., Ehrenfest molecular dy-
namics35). The motion of ions is described by:
Mi
d2Ri
dt2
¼rRi ZiVext Ri; tð Þ þ
XNion
i<j
ZiZj
Ri  Rj
 
"
þ
ð
VA r;Rið Þn r; tð Þdr
	
; (7)
where Mi, Zi, and Ri are the mass, pseudocharge (valence),
and position of the ith ion, respectively. The ionic motion is
coupled with the Kohn-Sham equations through the density,
n(r,t). At each time step the positions and velocities of ions
are updated with the Verlet algorithm.36
Figure 1 shows the field emission current versus time
for a nanotube with and without moving ions. The curves are
nearly identical, establishing the reliability of the fixed-ion
approximation for these calculations. In this case the ions
moved very little, approximately 0.001 A˚ per ion. We note
that ionic motion could become important for longer
simulations.
B. Spin-polarized field emission from nanotubes
Spin-polarized field emitters are useful in, for example,
spin-resolved electron microscopy,37 which allows study of
the magnetic structure of materials. Spin-polarized field
emission has been demonstrated with EuS-coated tungsten
tips,38,39 GaAs emitters,40 and other systems. Hoa et al.
calculated the electronic structure of Mn-doped GaN nano-
tubes and predict spin-polarized field emission.41,42 In con-
trast, we study carbon nanotubes, due to their greater
industrial availability and other favorable properties relative
to GaN nanotubes. Zhang et al.43 have shown that various
metal atoms, including iron, readily form clusters on the sur-
face of carbon nanotubes. However, spin-polarized field
emission from carbon nanotubes with iron adsorbates has not
yet been experimentally demonstrated. In this section spin-
dependent field emission calculations for carbon nanotubes
are presented. The effect of various adsorbates (Fe atoms or
clusters) is examined.
We study a (3,3) carbon nanotube with and without iron
adsorbates. Figures 2 and 3 show the nanotube with an
adsorbed Fe atom and Fe4 cluster, respectively. Coordinates
for the cluster were obtained from Yuan et al.44 Dangling
bonds at the ends of the nanotube are passivated with hydro-
gen atoms. The field emission from a nanotube with no
adsorbates was calculated to establish a baseline for evaluat-
ing spin-polarized currents from nanotubes with adsorbates.
Optimized geometries are obtained via spin-polarized DFT
calculations using the VASP45 ab initio package.
Table I summarizes the peak spin-polarized currents for
the systems tested. The spin up, spin down, and total currents
are indicated in the table by Iup, Idown, and Itotal, respectively.
The table also provides the degree of spin polarization
in each case, defined as
Polarization ¼ Iup  Idown
 
Itotal
 100%: (8)
The applied field had a magnitude of 1.0 V/A˚ and was
directed along the axis of the nanotube. For the bare (no ad-
sorbate) nanotube, spin polarization was not present; the
FIG. 2. (Color online) Structure of a (3,3) carbon nanotube with an Fe atom
adsorbed on the side.
FIG. 3. (Color online) Structure of a (3,3) carbon nanotube with an Fe4 clus-
ter adsorbed on the side.
TABLE I. Peak spin-polarized field emission currents for (3,3) nanotubes
with different adsorbates in a 1 V/A˚ electric field. Currents are in lA.
Adsorbate Iup Idown Itotal Polarization
None 71.6 71.6 143 0%
Fe 55.7 68.2 124 10.1%
Fe4 48.8 63.9 113 13.4%
FIG. 4. (Color online) Ground state potential energy projections for a nano-
tube with an adsorbed Fe4 cluster. The projection is made onto the axis along
the nanotube.
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numbers of spin up and spin down electrons were the same.
So, as expected, the values for the spin up and spin down
currents were identical and equal to one-half of the total cur-
rent. The spin up and spin down currents for the nanotubes
with iron adsorbates are significantly different, with the spin
down current exceeding the spin up current. Addition of ei-
ther of the iron adsorbates reduces the total current of the
nanotube as compared to the no adsorbate case. The reduc-
tion is more pronounced for the case of the Fe4 cluster,
which suggests that the reduction is due to scattering effects.
For both up and down spin currents, the Fe atom adsorbate
produces a higher current than the Fe4 cluster. The degree of
polarization is relatively low, but these calculations were
done for single adsorbates; future work is needed to deter-
mine the polarization when using more adsorbates. The pres-
ence of both a single Fe atom and an Fe4 cluster are shown
to cause separations in the spin up and spin down currents,
indicating that carbon nanotubes with iron adsorbates can be
used as spin-polarized current sources.
The mechanism of spin-polarization of the current with
adsorbates can be elucidated by potential energy and density
profiles for the nanotube with an adsorbed Fe4 cluster. Figure
4 shows that the tunneling barrier is reduced for down spin
electrons, which leads to more current for that spin state. Fig-
ure 5 shows that at the ground state, the down electronic den-
sity was already more spread out from the nanotube.
C. Field emission from graphene nanoribbons
In this section we consider the field emission behavior
of graphene nanoribbons (GNRs). Hydrogen passivation is
used to satisfy the dangling bonds on the edges of the rib-
bons. The field emission behavior with and without hydro-
gens on the edge that emits is examined. In all cases, the
nonemitting edges are passivated by hydrogens.
Figure 6 shows the field emission current versus time of
a (3,3) GNR without hydrogen passivation for different elec-
tric fields. Table II gives the remainder of the results. The
calculations show the presence of the hydrogens reduces the
current for GNRs. The effect of hydrogen passivation of the
emitting edge on the spatial distribution of charge density is
shown in Fig. 7. When there are no passivating hydrogens at
the emission edge the current is higher and the emitted den-
sity has a more pronounced vertical splitting.
One can imagine rolling these ribbons up (along the
emission axis) into nanotubes. The field emission perform-
ance of these corresponding nanotubes was also calculated to
allow comparison to the nanoribbons. Figure 8 shows that a
lack of hydrogens causes splits in the emitted density in the
CNT case as well.
Field emission current for the GNRs increases by sev-
eral orders of magnitude with increasing applied electric
field (note the logarithmic scale in Fig. 6). The response is
greater than in the case of nanotubes25 and the time required
to reach a stable current is short. However, CNTs are seen to
produce higher currents than corresponding GNRs. Addition
of hydrogens to the emission edge of the nanostructure
increases the current for the CNT, but decreases it for the
GNR case. This could reflect differences between CNTs and
GNRs in the local density of states in the emitting edge
region.
FIG. 5. (Color online) Ground state density projections for a nanotube with
an adsorbed Fe4 cluster.
FIG. 6. Field emission current vs time for a (3,3) graphene nanoribbon.
Curves for three different applied electric fields are shown.
TABLE II. Peak field emission currents for (3,3) carbon nanotubes (CNT)
and graphene nanoribbons (GNR) in varying electric fields. “þH” indicates
that passivating hydrogens were present on the emission edge. Currents are
in lA.
0.10 V/A˚ 0.50 V/A˚ 1.00 V/A˚
CNT 0.0321 30.6 266
CNTþH 0.0351 51.4 279
GNR 0.0384 8.90 226
GNRþH 0.0626 2.63 218
FIG. 7. (Color online) Side view of electron density of GNR during peak
emission (a) with and (b) without hydrogens at the emission edge. The emis-
sion edge is at the right of the figure.
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IV. SUMMARY
We have described our first-principles framework based
on time-dependent density functional theory for studying
electron field emission from nanostructures. Using this
framework we have studied field emission from graphene
nanoribbons and carbon nanotubes. Field emission currents
with various applied static electric fields have been com-
puted. In the case of nanotubes, the presence of iron adsor-
bates is shown to yield spin-polarized field emission.
Calculations show that high currents with relatively fast
onset of steady states are possible with graphene nanorib-
bons. In addition, removal of passivating hydrogens from
GNRs produces a pronounced variation in the spatial density
distribution.
Due to the high computational cost of our first-principles
calculations, there are many system variations that we were
unable to include in the present work. Future calculations
will include the use of other adsorbates to determine their
impact on spin-polarized field emission. Along with Fe, met-
als such as Au and Al have also been shown43 to form stable
clusters on the sides of nanotubes. It would also be interest-
ing to study the spin polarization effects of multiple clusters
on a single nanotube.
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