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Abstract
For c¿ 2 and k6min{c; 3}, guaranteed upper bounds on the length of a shortest cycle through k prescribed vertices
of a c-connected graph are proved. Analogous results on planar graphs are presented, too.
c© 2004 Published by Elsevier B.V.
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1. Introduction and results
Let c¿ 2 and 16 k6 c be integers. Dirac [3] proved that any k-prescribed vertices of a c-connected graph G belong
to a common cycle, however, the complete bipartite graph Kc;c+1 shows that this is not true for c+1 prescribed vertices.
Here, we are interested in short cycles through k-prescribed vertices of a c-connected graph G, hence, we investigate the
set M (k; c) of all pairs (n; l) of integers n¿ k and l¿max{2; k} such that for every c-connected graph G with |V (G)|=n
and for every X ⊆ V (G) with |X |= k there is a cycle C of G with X ⊆ V (C) and |V (C)|¡l. Additionally, we want to
consider planar graphs, thus, for the set of planar c-connected graphs (c6 5), let M∗(k; c) be similarly de@ned. Obviously,
(n; l+ 1)∈M (k; c) if (n; l)∈M (k; c) and (n; l+ 1)∈M∗(k; c) if (n; l)∈M∗(k; c):
Moreover (see Lemma 6),
(n+ 1; l) ∈ M (k; c) if (n; l) ∈ M (k; c) and (n+ 1; l) ∈ M∗(k; c) if (n; l) ∈ M∗(k; c)
for n large enough. Thus, M (k; c) and M∗(k; c) are well described by the functions nk(c; l)=min{v | (v; l) ∈ M (k; c)} and
n∗k (c; l) = min{v | (v; l) ∈ M∗(k; c)} for l¿max{2; k}. Results on nk(c; l) and n∗k (c; l) for k6min{c; 3} are summarized
in Theorems 1 and 2. The methods used to prove Theorems 1 and 2 give rise for further investigation for other @xed
values of k (even for graphs of higher bounded genus). Results depending on a variable k and a variable genus remain
open.
Theorem 1.
(i) n1(c; l) = c(c−1)2 l− 2c(c − 2) + (lmod 2) (c−1)(c−2)2 for l¿ 3 and c¿ 2,
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(ii) n2(c; l) = c2 l− c + 2 + (lmod 2) c−22 for l¿ 3 and c¿ 2, and
(iii) c2 l− 2c + 36 n3(c; l)6 c2 l− 2c + 3 + (lmod 2) c−22 for c¿ 3 and l¿ 6.
Theorem 2.
(i) n∗1 (3; l) = 3l− 5 for l¿ 3,
(ii) n∗1 (4; l) = 6l− 12 for l¿ 3,
(iii) 15l− 346 n∗1 (5; l)6 15l− 24 for l¿ 3,
(iv) n∗2 (c; l) = n2(c; l) for all (c; l) with 26 c6 5 and l¿ 3 if c = 2 or 3, l¿ 4 if c = 4 and l¿ 8 if c = 5,
(v) n∗3 (3; l) = 
 32 (l− 1) for l¿ 5,
(vi) n∗3 (4; l) = 2l− 4 + (lmod 2) for l¿ 5, and
(vii) n∗3 (5; l) = 
 5l−92  for l¿ 9.
Note that the smallest 5-connected planar graph, i.e. the graph of the icosahedron, has n2(5; 6) = 12 vertices, which gives
n∗2 (5; l) = 12 for all l∈{3; 4; 5; 6}. It remains open, whether n∗2 (5; 7) = n∗2 (5; 8) = 17 or whether there is a 5-connected
planar graph on n2(5; 7) = 16 vertices, with two vertices x and y such that the shortest cycle containing x and y has
length 7.
In Section 2, a version of Menger’s theorem and a structural lemma for c-connected graphs are proved. In Section 3,
we prove Theorems 1 and 2. We give separate proofs for each part of each theorem, ordered by the number k of prescribed
vertices. We establish the upper bounds by constructing graphs having no cycles shorter than l containing the prescribed
set of vertices and lower bounds by detecting large unavoidable substructures. For the latter, we use the tools of Section 2.
2. Tools
For terminology and notation not de@ned here we refer to [2]. For A ⊆ V (G), NG(A) denotes the set of neighbours
of A in the graph G and we write dG(A) = |NG(A)|. Given a graph G and v∈V (G), blowing up v means constructing
a new graph G′ from G by replacing v by a clique H on dG(v) new vertices and adding a matching of dG(v) edges
between H and the former neighbourhood of v in G. Clearly, if G is c-connected, so is G′. A path system is a set of
internally disjoint paths. For a path system P let [P], EV(P), and CO(P) denote the union of all paths of P, the set of
all endvertices of paths of P, and the set of all pairs of endvertices connected by a path of P, respectively. The elements
of CO(P) are called connections of P. For a connection e= (x; y) of P the multiplicity mP(e) is the number of paths of
P between x and y. Given path systems P and Q, let PQ be the smallest path system P′ with the property [P′] = [P]
and V ([Q]) ∩ V ([P]) ⊆ EV(P′), i.e. PQ is obtained from P by cutting the paths of P at inner vertices belonging to [Q].
Hence, P +Q = PQ ∪QP is a path system. For a path system P and a set A of vertices the path system P − A is the set
of all paths of P avoiding A and let P(A) = P\(P − A). For a vertex z, we write P − z and P(z) instead of P − {z} and
P({z}), respectively.
Given vertex sets A and B, an AB-path p is a path from A to B with |V (p)∩A|= |V (p)∩B|=1. A common vertex of
A and B is also an AB-path. If A or B consists of a single vertex x we write x instead of {x}. A vertex set S separates
A from B if any AB-path contains a vertex in S.
In [1,2, p. 50] the following version of Menger’s Theorem was proved.
Lemma 1. Given a positive integer t, let D be a digraph, A∗; B∗ ⊆ V (D) such that A∗ cannot be separated from B∗ by
a set of at most t − 1 vertices. Furthermore, let W be a set of t − 1 disjoint A∗B∗-paths of D. Then there is a set U
consisting of t disjoint A∗B∗-paths in D, such that EV(W ) ⊂ EV(U ).
We will use Menger’s theorem in the following general version for c-connected graphs as a consequence of
Lemma 1.
Lemma 2. Let a c-connected graph G, two disjoint subsets A and B of its vertex set and a path system P of c − 1
AB-paths be given. Let A′=A\EV(P) if this is not empty, and A′ be an arbitrary nonempty subset of A otherwise. Let
B′=B\EV(P) if this is not empty, and B′ be an arbitrary nonempty subset of B otherwise. Then there is a vertex a∈A′,
a vertex b∈B′ and a path system Q of c AB-paths such that EV(Q) = EV(P) ∪ {a; b}, all vertices of (A ∪ B)\{a; b}
are contained in as many paths of P as of Q, and Q has one more path containing a and one more path containing b
than P.
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Proof. A digraph D is obtained from G by subdividing every edge connecting A and B by a vertex and then every edge
is considered to be a pair of two oriented antiparallel edges. Denote by P′ the set of AB-paths in D corresponding to P
in G. Let X (v) be a set of arbitrary dP(v) − 1 neighbours of v in [P′] for v∈ (EV(P) ∩ A)\A′ and N (v′) be the set of
all [P′]-neighbours of each v′ ∈EV(P) ∩ A′.
Set A∗ = A ∪ (⋃v X (v)) ∪ (
⋃
v′ N (v
′)), where the unions are taken over v∈ (EV(P) ∩ A)\A′ and v′ ∈EV(P) ∩ A′. B∗
is de@ned similarly. Let W be the system of all A∗B∗-paths of [P′]. Obviously, W consists of c − 1 disjoint A∗B∗-paths
and EV(W ) = (
⋃
v({v} ∪ X (v))) ∪ (
⋃
v′ N (v
′)), where the unions are taken over v∈ (EV(P) ∩ (A ∪ B))\(A′ ∪ B′) and
v′ ∈EV(P)∩ (A′ ∪ B′). Since G is c-connected, A∗ and B∗ cannot be separated in D by a set of fewer than c vertices of
D. With c= t and Lemma 1, there is a set U consisting of c disjoint A∗B∗-paths in D. Let EV(U ) = EV(W )∪ {a∗; b∗},
where a∗ ∈A∗ and b∗ ∈B∗. Certainly, a∗ ∈ (EV(P) ∩ A)\A′ and a∗ ∈ X (v) for v∈ (EV(P) ∩ A)\A′. If a∗ ∈N (v′) for
some v′ ∈EV(P) ∩ A′ then set a= v′, otherwise a= a∗, let b be similarly de@ned using b∗, and we have a∈A′, b∈B′.
Going back to G by losing the orientation of the edges and canceling the subdivision of former edges connecting A and
B, let MU be the set of paths in G corresponding to U in D. Then, Q obtained from MU by adding v and all edges between
v and X (v) for v∈ (EV(P) ∩ (A ∪ B))\(A′ ∪ B′) and possibly by adding a; b, and the edges aa∗ and bb∗ is the desired
path system.
Lemma 3. Let G be a c-connected graph and x; y; z ∈V (G). Then, for every integer i with 26 i6 c, G contains a set
Ai ⊆ V (G)\{x; y; z} and a path system Pi satisfying
EV(Pi) = {x; y; z} ∪ Ai;
CO(Pi) ⊆ {(x; y); (x; z); (y; z)} ∪
⋃
a∈Ai
{(x; a); (y; a); (z; a)};
mPi (x; a) = mPi (y; a) = mPi (z; a) = 1 for all a∈Ai;
d[Pi ](x) = d[Pi ](y) = c; and d[Pi ](z) = i:
Proof. As a consequence of Lemma 1 (see also [2, p. 50]) there is a system S of c internally disjoint paths connecting
x and y.
First, assume that there is no such system S containing z in one of its paths. Again using Lemma 1, there is a set S′
of c paths connecting [S] with z such that any two of them intersect only in z. Hence, no two paths of S′ end at the
same path of S. Consequently, no path of S′ contains x or y. Let S′′ be a set of arbitrary i paths of S′. Then Pi = S + S′′
with Ai = EV(Pi)\{x; y; z} is the desired path system.
Now, let S be a system of c internally disjoint paths connecting x and y and containing z in one of its paths. In this
case the proof is by induction on i and, additionally, we will show mPi (x; y)¿ c + 1− i.
For i = 2, let the path system P2 consisting of c − 1 xy-paths, an xz-path, and a yz-path be obtained from S. Clearly,
P2 and A2 = ∅ ful@l all desired properties.
Let us assume that 36 i6 c and, by the induction hypothesis, that there exist Pi−1 and Ai−1 having all desired
properties. Pi−1 − z contains at least c + 2 − i¿ 2 xy-paths and, thus, V ([Pi−1 − z])\EV(Pi−1(z)) is nonempty. Set
A = V ([Pi−1 − z]), B = {z}, P = Pi−1(z), A′ = A\EV(P), B′ = B. Apply Lemma 2 to get a∈A′ and the path system Q
consisting of i V ([Pi−1 − z]){z}-paths, and put Q′ = (Pi−1 − z) + Q. Obviously, a∈EV(Q′)\EV(Pi−1). If a is situated
on an xy-path of Pi−1, then with Ai = Ai−1 ∪ {a} and Pi = Q′ we are done. Otherwise, we can assume without loss of
generality that a belongs to an xa′-path of Pi−1 for some a′ ∈Ai−1. Thus, Q′ contains an xa-path p, an aa′-path q, and
a za-path r. We obtain Pi from Q′ by removing {p; q; r}, adding the union of p and r, and with Ai = Ai−1\{a′} we are
done.
The observation mPi−1 (x; y)− mPi (x; y)6 1 completes the proof in both subcases.
Given a graph G and x; y∈V (G), distG(x; y) denotes the length of a shortest xy-path in G. For a plane graph, G
containing a vertex v let H (G; v) be the graph obtained from G by inserting into every face f of G incident with v a new
vertex vf, adding edges between vf and all vertices incident with f and the edge vfvg if the faces f and g incident with
v share a common edge, and, @nally, delete all edges of G incident with v. For example, if G is a 5-gonal bipyramid,
then, for v being its apex, H (G; v) is the graph of the icosahedron.
Lemma 4. For a 2-connected triangulation G of the plane and a vertex v∈V (G), H (G; v) is a triangulation of the
plane, |V (H (G; v))|= |V (G)|+ dG(v), dH (G;v)(v) = dG(v), distH (G;v)(v; w) = distG(v; w) + 1 for all w∈V (G)\{v}, and the
connectivity of H (G; v) is at least the connectivity of G.
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Proof. We only prove the last statement concerning the connectivity. Therefore, let G be c-connected (c¿ 2) and assume
there is a separator S of H (G; v) with |S|¡c. If S ∩ NH (G;v)(v) = ∅ then set S′ = (S ∩ V (G)) ∪ {v}, else set S′ = S.
If S′ is a separator of G then c6 |S′|6 |S|¡c, a contradiction. Thus, we may assume that S′ is not a separator of G.
Let C be an arbitrary component of H (G; v) − S. We have NH (G;v)(C) ⊆ S. If V (C) ⊆ NH (G;v)(v) ∪ {v} then because
dH (G;v)(v)¿ c it is easily checked that |NH (G;v)(C)|¿ c, a contradiction to NH (G;v)(C) ⊆ S. Hence, V (C)∩(V (G)\{v}) = ∅
and (V (H (G; v))\V (C)) ∩ (V (G)\{v}) = ∅. Let u∈V (C) ∩ (V (G)\{v}), w∈ (V (H (G; v))\V (C)) ∩ (V (G)\{v}), and P
be a path system of c uw-paths in G. Because |S′|¡c there is a path p∈P with V (p) ⊆ V (G)\S′. If v ∈ V (p) then
p is even an uw-path in H (G; v) with V (p) ∩ S = ∅ contradicting the property of S to separate u and w in H (G; v).
Hence, we may assume v∈V (p). Then (NH (G;v)(v) ∪ {v}) ∩ S = ∅ because otherwise p could be changed to a uw-path
of H (G; v) containing no vertex of S. Hence, v∈ S′ ∩ V (p) contradicting the choice of p.
Lemma 5. Let G be a 4-connected plane graph, C be a facial cycle of G, and h be the number of vertices of C having
degree 4 in G. Then |NG(C)|¿ 2|C| − h.
Proof. Two nonconsecutive vertices x and y of C have distance at least 3 in G − (C − {x; y}) because the vertices of
a path in G − (C − {x; y}) between x and y form a separator of G. Two consecutive vertices x and y of C have at
most one common neighbour because otherwise for two neighbours z; z′ of x and y at least one of the sets {x; y; z} and
{x; y; z′} forms a separator. Hence, for the number e of edges between C and NG(C), |NG(C)|+ |C|¿ e¿ 3|C|− h.
3. Proofs of the main results
Proof of Theorem 1(i). Let c¿ 2 and N (c; l) = c(c−1)2 l− 2c(c − 2) + (lmod 2) (c−1)(c−2)2 .
G1(c; 3) denotes a complete graph on c+1 vertices, x among them, and G1(c; 4) stands for the complete bipartite graph
on c vertices in each class, again x among them. For l¿ 3 and c¿ 2 let G1(c; l+2) be obtained from G1(c; l) by blowing
up each neighbour of x. Then G1(c; l) is a c-connected c-regular graph, |V (G1(c; l+2))|= |V (G1(c; l))|+ c(c−1), hence,
|V (G1(c; l))|= N (c; l), and every cycle of G1(c; l) containing x has length at least l. Therefore, n1(c; l)6N (c; l).
It remains to prove that n1(c; l)¿N (c; l). The inequality holds for l = 3, trivially, since every c-connected graph
has at least c + 1 vertices. Thus, we assume l¿ 4. Let G be any c-connected graph containing a vertex x∈V (G)
not being contained in a cycle of length shorter than l. We prove N (c; l)6 |V (G)|. Put Y = NG(x), m = 
 l2, and
M = {v∈V (G)|distG(v; x)¿m}. There is no path in G − x − M connecting any two distinct vertices of Y . Hence,
|M |¿ c − 1. Since G − x is (c − 1)-connected by Lemma 2, for every y∈ Y there is a path system Py consisting
of c − 1 {y}M -paths each containing at least m − 2 vertices not in M and having only y in common. Then, P :=⋃
y∈Y Py is a YM -path system with |P| = c(c − 1). That implies |V (G)|¿ |P|(m − 2) + |M | + |Y | + 1. If l is even,
paths of P with diNerent endpoints in Y may have a common endpoint in M . With lmod 2 = 0 and m = l2 we obtain
|V (G)|¿ c(c − 1)(m − 2) + (c − 1) + c + 1 = c(c − 1)m − 2c(c − 2) = N (c; l). If l is odd, paths of P with diNerent
endpoints in Y have no common endpoint in M which implies |M |¿ c(c− 1). With m= l−12 and lmod 2 = 1 we obtain
|V (G)|¿ c(c − 1)( l−12 − 2) + c(c − 1) + c + 1 = N (c; l).
Proof of Theorem 2(i). Start with a cycle C of length 3(l−2), choose S={a; b; c} ⊆ V (C) with distC(a; b)=distC(b; c)=
distC(c; a)= l− 2, connect any two vertices u; v of C by an edge if distC(u; w)= distC(v; w)6 l2 − 1 for a suitable w∈ S,
and, @nally, insert a new vertex x and connect it with all vertices of S. The result is a 3-connected planar graph G∗1 (3; l)
of order 3l− 5 such that every cycle through x has length at least l. It remains to show that n∗1 (3; l)¿ 3l− 5. Let G be
a 3-connected planar graph containing a vertex x such that every cycle containing x has length at least l. Then G − x is
2-connected and therefore the d¿ 3 faces of G incident with x together form a face of G− x, its facial cycle containing
at least d(l− 2) vertices. Consequently, |V (G)|¿d(l− 2) + 1¿ 3(l− 2) + 1.
Proof of Theorem 2(ii). The 4-connected planar graph G∗1 (4; l), constructed as follows, shows that n
∗
1 (4; l)6 12l− 6. Let
C be a plane cycle on 4(l− 2) vertices and F be a set of 4 vertices of C of pairwise distances at least l− 2. Insert one
vertex into each of the faces of C and connect these two new vertices x and y with each of the vertices in F . Subdivide
two of the yF-edges not incident with the same face by  l−32  new vertices, subdivide the remaining two yF-edges by

 l−32  new vertices. To @nish the construction, triangulate each face incident with y in such a way that each vertex of
C has degree 4 in the resulting graph G∗1 (4; l). Clearly, |V (G∗1 (4; l))| = 4(l − 2) + 2 + 2(l − 3) = 6l − 12 and no cycle
containing x has fewer than l vertices. It remains to prove that n∗1 (4; l)¿ 6l − 12. Therefore, let G be a 4-connected
plane graph containing a vertex x such that every cycle through x has length at least l. Let T be a triangulation obtained
from G by triangulating each face of G with the restriction to use only edges incident with x to triangulate faces incident
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Fig. 1. G∗1 (5; 4). Fig. 2. G
∗
1 (5; 5).
with x. Let dG(x) = d. All T -neighbours of x form a cycle C. The G-neighbours of x have mutual distance of at least
l− 2 in C. Therefore, C contains d G-neighbours of x and at least d(l− 3) other vertices. Since G is 4-connected, each
G-neighbour of x has degree at least 4 in T , every other vertex of C has a degree at least 5 in T , d¿ 4, and C has no
chord in T . Therefore, if we sum up the degrees dT (v) for the vertices v∈V (C), we count each triangle of T incident
with an edge of C twice and every other triangle of T incident with a vertex of C exactly once. Therefore T contains at
least 5|V (C)| − d − 2|V (C)|¿ 3d(l − 2) − d¿ 12l − 28 triangles and therefore at least 12l−28+42 vertices which proves
|V (G)|= |V (T )|¿ 6l− 12 (note that a triangulation on t vertices has 2t − 4 triangles).
Let G be a plane graph and p=(u; v; w) be a path of G on three vertices. Let A and B be the set of endvertices diNerent
from u and v of these edges between uv and vw and between vw and uv, respectively, in a clockwise orientation. The
graph H is obtained from G by deleting v, adding two new vertices v1 and v2, and adding the edges uv1; uv2; v1w; v2w; v1v2,
all v1A-edges, and all v2B-edges. Obviously, H is again a planar graph. We will say that H is obtained from G by splitting
v along p into v1 and v2.
Proof of Theorem 2(iii). To prove the upper bound a graph G∗1 (5; l) will be constructed. G
∗
1 (5; 3) is the icosahedron,
G∗1 (5; 4) and G
∗
1 (5; 5) are shown in Figs. 1 and 2 (add a further vertex x and connect it with the @ve half-edges).
Given l¿ 5, let C1 and C2 be two plane cycles such that each edge of C1 is contained in the outer face of C2, and
Y = V (C1)∩ V (C2) is a set of 5 vertices separating C1 and C2 in 5 segments of lengths l− 2 and 2(l− 2), respectively.
Triangulate each of the faces of C1 ∪ C2 incident with C1 and C2, such that each vertex of C1 − Y obtains degree 5 and
each edge not contained in C1 ∪C2 joins a vertex of C1 with a vertex of C2. Insert a new vertex x into the outer face of
C1 and join it to all vertices of Y . Connect any two vertices u; v of C2 by an edge if 2 = distC2 (u; w)=distC2 (v; w)6 l−2
for a suitable w∈ Y . Insert a vertex xf into each f of the @ve 6-gons of the current graph and join xf to all boundary
vertices of f, let pf be the path containing xf and the two neighbours of xf of degree four, and split xf along pf.
Finally, insert a diagonal into each of the 4-gons such that no two of them share a common vertex to obtain G∗1 (5; l).
Clearly, G∗1 (5; l) has 5(l − 2) + 10(l − 2) − 5 + 10 + 1 = 15l − 24 vertices and every cycle containing x has length at
least l. To see that G∗1 (5; l) is 5-connected is left to the reader. (First note that any 2 vertices of Y cannot be separated
by less than 5 vertices and then observe that for each vertex v of G∗1 (5; l)− Y there is a subtree of G∗1 (5; l) containing
v as vertex of degree 5 and having Y as the set of its leaves.)
To prove the lower bound of n∗1 (5; l), let G be a plane 5-connected graph containing a vertex x such that every cycle
through x has length at least l, and let d¿ 5 be the degree of x. Then G − x is a 4-connected graph, the faces of G
incident with x together form a face of G−x with a boundary cycle C on at least d(l−2) vertices, and at most d vertices
of C have degree 4 in G − x. By Lemma 5 we get |NG−x(C)|¿ 2d(l− 2)− d. Thus, |V (G)|¿d(l− 2) + 2d(l− 2)−
d+ 1 = d(3l− 7) + 1¿ 15l− 34.
Proof of Theorem 1(ii). For given integers l¿ 3, c¿ 2, and given vertices x and y construct G2(c; l) as follows. Start with
x, y, and c parallel edges joining them. Subdivide each of these edges but one into  l2 edges and subdivide the remaining
xy-edge into 
 l2 edges. Finally, connect each pair of vertices having the same distance to y by an edge. Clearly, G2(c; l)
is c-connected, every cycle containing x and y has length at least l, and G2(c; l) has c2 l− c+2+ (lmod 2) c−22 = n2(c; l)
vertices.
To prove that n2(c; l)¿ c2 l − c + 2 + (lmod 2) c−22 , let G be any c-connected graph containing two vertices x and
y but no cycle shorter than l through these vertices. Again there are c internally disjoint xy-paths in G. The shortest
two of them form a cycle of length at least l while any other one of these paths has length at least l2 . Thus, we get
|G|¿ c2 l− c + 2 + (lmod 2) c−22 which completes the proof.
Proof of Theorem 2(iv). Obviously, n∗2 (c; l)¿ n2(c; l) and, for c=2, the assertion is trivial. We will prove n
∗
2 (c; l)6 n2(c; l)
for all pairs (c; l) where c∈{3; 4; 5} and l¿ c, except for the pairs (5,5) and (5,7).
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Let G∗2 (c; 4) denote the double pyramid on c+ 2 vertices and let x and y be its top-vertices (note that G
∗
2 (5; 4) is not
5-connected). For even l¿ 4 let G∗2 (c; l)=H (G
∗
2 (c; l−2); x). Notice that G∗2 (5; 6) is isomorphic to the icosahedron graph.
If l is odd and c6 4, de@ne G∗2 (c; l) to be the graph obtained from T =G
∗
2 (c; l+1) by contracting an arbitrary @xed edge
uv, where dT (x; u) = 1 and dT (x; v) = 2. If l¿ 9 is odd, de@ne G∗2 (5; l) to be the graph obtained from G
∗
2 (5; l + 1) by
contracting an arbitrary @xed edge uv where distT (x; u)= 2 and distT (x; v)= 3. Notice that G∗2 (5; l+1) has no 5-separator
containing uv. It is easy to see that in all cases the constructed graph G∗2 (c; l) is a c-connected planar triangulation of
order n2(c; l) such that a shortest cycle containing x and y has length l.
Proof of Theorem 1(iii). First, by construction we prove n3(c; l)6 n2(c; l− 2)+1. For integers c and l, where c¿ 3 and
l¿ 6, let G3(c; l) be the graph obtained from G2(c; l− 2) (see the proof of Theorem 1(ii)) by adding a new vertex z and
connecting z with all neighbours of x. Obviously, G3(c; l) is c-connected and has n2(c; l−2)+1= c2 l−2c+3+(lmod 2) c−22
vertices. Because l− 2¿ 4, the vertices x and y are not adjacent in G2(c; l− 2). Therefore, a shortest cycle of G3(c; l)
containing x; y and z has length l which proves the upper bound on n3(c; l).
Now, let G be any c-connected graph with three diNerent vertices x; y; z such that every cycle containing them has
length at least l. Put n= |V (G)|. It is suOcient to prove n¿ c2 l− 2c + 3. As a consequence of Lemma 3 for i = c, the
graph G has a path system P = Pc and a set A = Ac ⊆ V (G)\{x; y; z} satisfying the following property (*) mP(x; y) =
mP(x; z) =mP(y; z) =
c−|A|
2 . Next, we construct a system S of cycles of [P] such that every path of P is contained in the
same number of cycles of S.
Case 1: |A|¿ 3.
Let S′ be the set of all cycles of [P(A)] containing {x; y; z}. Since |A|¿ 3, S′ is nonempty and by symmetry every
path of P(A) is contained in the same number, say h, of cycles of S′. By symmetry of P− A, the set S′ can be enlarged
easily to a family S of cycles of [P] containing {x; y; z} and covering every path of P exactly h times.
Case 2: |A|6 2.
Property (*) implies mP(x; y) = mP(x; z) = mP(y; z)¿ 1. Let P′ be a path system with P(A) ⊂ P′ ⊆ P such that
mP′(x; y) =mP′(x; z) =mP′(y; z) = 1, and let S′ be the set of all cycles C in [P′] such that EV(P′) = EV(P) ⊆ V (C). By
the symmetry of P′, every path of P′(A) is contained in the same number, say again h, of cycles of S′ and every path
of P′−A is contained in the same number, say h′, of cycles of S′. It is easy to check that |A|=1 implies h= h′=2 and
|A| = 2 implies h = 4¿ 2 = h′. Then, again, S′ can be enlarged to a family S of cycles of [P] containing {x; y; z} and
covering every path of P exactly h times.
The vertices x; y and z are contained in all cycles of S and each vertex of A is contained in 32h cycles of S. Since,
moreover, every other vertex of V ([P]) belongs to h cycles of S, we have |S| · l6 3 · |S|+ |A| · 32h+(|V ([P])|−|A|−3) ·h.
Because of n¿ |V ([P])|, |S|= h2 · d[P](x)¿ h2 c and |A|6 c, we further obtain n · h¿ |V ([P])| · h¿ |S|(l− 3) + 3h−
|A| h2 ¿ h2 c(l− 3) + 3h− |A| h2 ¿ h( c2 l− 32 c + 3− c2 ), consequently, n3(c; l)¿ c2 l− 2c + 3.
Proof of Theorem 2(v). Given l¿ 5, let T be a tree with a vertex x of degree 3 and exactly 3 leaves w, y, and z having
distance 
 l−12  to x. Let G∗3 (3; l) be obtained from T by connecting each vertex of the xw-path with all other vertices of
T having the same distance to x and connecting y and z with the neighbour of w in T . Moreover, if l is odd, delete w
and connect y with z. The resulting graph is planar, 3-connected, of order 
 32 (l− 1), and a shortest cycle containing x,
y and z has length l, hence, n∗3 (3; l)6 
 32 (l− 1). Next, suppose that G is a planar 3-connected graph of order n having
three vertices x, y, and z such that a shortest cycle of G through x; y, and z has length l. Applying Lemma 3 with i=c=3
and using that K3;3 is nonplanar, A3 consists of a single vertex a and for the path system P = P3, EV(P) = {x; y; z; a},
CO(P) = {(x; y); (x; z); (y; z); (x; a); (y; a); (z; a)}, and mP(e) = 1 for all e∈CO(P). Then, the sum of the lengths of the 3
cycles of [P] containing EV(P) is the same number we get by counting all inner vertices of paths of P twice and adding
3 · |EV(P)|. That implies 3l = 2|EV([P])| + 46 2n + 4. Since l and n are integers, 3l + (lmod 2)6 2n + 4 implying
n¿ 
 32 (l− 1).
Proof of Theorem 2(vi). Consider a 6-cycle C= xuyvzw. Let G∗3 (4; 6) be the plane graph obtained from C by introducing
two new vertices and connecting each of them with all vertices of C. Moreover, let G∗3 (4; 5) be obtained from G
∗
3 (4; 6)
by contracting y and its common neighbour with z on C and denoting the resulting vertex by y. De@ne, for l¿ 7,
G∗3 (4; l) = H (G
∗
3 (4; l− 2); x). For l¿ 5, G∗3 (4; l) is planar, 4-connected by Lemma 4, and a shortest cycle containing x,
y and z has length l. Lemma 4 yields also that G∗3 (4; l) has 8+ 4
l−6
2 = 2l− 4 vertices if l is even and 7+ 4 l−52 = 2l− 3
vertices otherwise which proves n∗3 (4; l)6 2l− 4 + (lmod 2).
Suppose, now, that G is a planar 4-connected graph of order n such that a shortest cycle containing certain three vertices
x; y; z ∈V (G) has length l. Then, it suOces to prove n¿ 2l−4+(lmod 2). Apply Lemma 3 with i=c=4. If A4=∅ then G
contains a path system P=P4 with EV(P)={x; y; z}, CO(P)={(x; y); (x; z); (y; z)}, mP(e)=2 for all e∈CO(P), and [P]
can be covered by two cycles containing EV(P). That implies n¿ |V ([P])|¿ 2l−3¿ 2l−4+(lmod 2) which proves the
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Fig. 3. G∗3 (5; 9). Fig. 4. G
∗
3 (5; 10).
desired property in that case. If A4 = ∅ then, since G is planar, A4={a; b} for certain a; b∈V (G)\{x; y; z} and G contains
a path system Q = P4 where EV(Q) = {x; y; z; a; b}, CO(Q) = {(x; y); (x; z); (y; z); (x; a); (x; b); (y; a); (y; b); (z; a); (z; b)},
and mQ(e) = 1 for all e∈CO(Q). If S denotes the set of all cycles of [Q] containing x, y, z and at least one of the
vertices a and b, then it is not hard to see that S consists of 12 cycles such that every path of Q is covered by 6 cycles
and each of the vertices a; b belongs to exactly 9 cycles of S. Consequently, 12l6 6 · |V ([Q])|+ 3 · 2 + 6 · 36 6n+ 24
which implies n¿ 2l− 4. In this relation, equality holds only in the case that all cycles of S have the same length l. For
i; j∈EV(Q), let l(i; j) denote the length of the path of Q connecting i and j.
If, especially, n=2l−4 we have l(x; a)+l(z; a)=l(x; z), l(y; a)+l(z; a)=l(y; z), and l=l(x; z)+l(y; z)+l(x; a)+l(y; a).
That yields l = 2(l(x; a) + l(y; a) + l(z; a)) which means that n = 2l − 4 can only hold for even l. Thus, for odd l we
have n¿ 2l− 3 which proves n¿ 2l− 4 + (lmod 2).
Proof of Theorem 2(vii). Let G∗3 (5; 9) be the 5-connected triangulation of order 18 drawn in Fig. 3 and G
∗
3 (5; 10) be
the 5-connected triangulation of order 20 drawn in Fig. 4. In both graphs the white vertices will form the set {x; y; z}.
Obviously, a shortest cycle of G∗3 (5; 9) containing the vertices x; y; z has length 9 and a shortest cycle of G
∗
3 (5; 10)
containing x; y; z has length 10.
De@ne, for l¿ 11, G∗3 (5; l)=H (G
∗
3 (5; l−2); x). Using Lemma 4, the so constructed planar graph is 5-connected for any





vertices if l is odd and 20 + 5 l−102 =
5
2 l− 5 vertices if l is even, hence, n∗3 (5; l)6 52 l− 5 + 12 (lmod 2).
Let G be a planar 5-connected graph of order n such that a shortest cycle containing certain three vertices x; y; z ∈V (G)
has length l. Then, it suOces to prove n¿ 
 5l−92 . Using Lemma 3 for i=c=5 and the planarity of G, there exist a∈V (G)
such that A5={a} and a path system P=P5 satisfying EV(P)={x; y; z; a}, CO(P)={(x; y); (x; z); (y; z); (x; a); (y; a); (z; a)},
mP(e)=2 for all e∈CO(P−a), and mP(e)=1 for all e∈CO(P(a)). From the proof of Theorem 1(iii) we know that it is
possible to @nd a system S of cycles of [P] all of them containing x, y, and z such that every path of P is contained in
the same number, say h, of cycles of S. Clearly, x, y, and z are contained in |S|= 52h cycles of S, and a is contained in
exactly 32h cycles of S. This yields
5
2h · l= |S| · l6 h · (|V ([P])| − 4)+ 52h · 3+ 32h6 h(n− 4)+ 9h and further 5l−102 6 n,
hence, n∗3 (5; l)¿ 
 5l−92  for l¿ 9.
Lemma 6 will show a property of the set M (k; c) mentioned in the introduction. Note that only for k = 3, and l odd
in the general case and for c = 5 and k = 1 in the planar case nk(c; l) and n∗k (c; l) may diNer from |V (Gk(c; l))| and
|V (G∗k (c; l))|, respectively. In this sense the set M (k; c) is determined.
Lemma 6.
(a) Let c¿ 2 and k6min{c; 3}. Then (n; l) ∈ M (k; c) if n¿ |V (Gk(c; l))|.
(b) Let 26 c6 4 and k6 3. Then (n; l) ∈ M∗(k; c) if n¿ |V (G∗k (c; l))|.
(c) Let c = 5 and k6 3. Then (n; l) ∈ M∗(k; c) if n¿max{|V (G∗k (c; l))|; 14}.
Proof. Let H be one of the graphs Gk(c; l) and G∗k (c; l), and S be the set of the k prescribed vertices. In all considered
cases k = 1; 2; 3, x was a member of S. Furthermore, let C be a cycle of H containing S. Then C − {x} is a path of H
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subdivided by S\{x} into a path system P of k paths having only vertices of S\{x} in common. We have seen that if,
additionally, C is a shortest cycle through S then |V (C)| = l and all paths of P are distance paths. Let s be a positive
integer. Assume H ′ is obtained from H with S ∪ NH (x) ⊆ V (H ′), |V (H ′)|= |V (H)|+ s, H ′ is c-connected (and planar,
if the planar case is considered), and distH−x(v; w)6 distH ′−x(v; w) for all v; w∈ S ∪ NH (x). Then every cycle in H ′
containing S has length at least l.
(a) Let H ′ be obtained from Gk(c; l) by adding s = n − |V (G2(c; l))| new vertices v1; : : : ; vs and connecting vi with all
neighbours of an arbitrary v∈V (Gk(c; l))\(S ∪ NGk (c;l)(x)) in Gk(c; l) for i = 1; : : : ; s.
(b) G∗k (3; l) contains a triangle T . Let H
′ be obtained from G∗k (3; l) by inserting a @gure of s vertices such that H
′ is
3-connected and planar.
Take v∈V (G∗k (4; l))\(S ∪ NG∗k (4;l)(x)), two neighbours u; w of v not incident with a common face, split v along
p= (u; v; w) into v1 and v2, set v = v1, and repeat this step s− 1 times to obtain H ′.
(c) In case c= 5, the splitting operation is also used. We remark that here u; v; w should be chosen such that the degree
of v is at least six (note that the graph of the icosahedron is 5-regular, therefore we assume n¿ 14) and splitting v
along p into v1 and v2 preserves the connectivity, i.e. v1 and v2 should have degree at least @ve.
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