We develop and evaluate a two-level simulation procedure that produces a confidence interval for expected shortfall. The outer level of simulation generates financial scenarios, whereas the inner level estimates expected loss conditional on each scenario. Our procedure uses the statistical theory of empirical likelihood to construct a confidence interval. It also uses tools from the ranking-and-selection literature to make the simulation efficient.
Introduction
Financial risk management is vital to the survival of financial institutions and the stability of the financial system. A fundamental task in risk management is to measure the risk entailed by a decision, such as the choice of a portfolio. In particular, regulation requires each financial institution to measure the risk of the firm's entire portfolio and to set its capital reserves accordingly, to reduce the chance of bankruptcy if large losses occur. This firmwide risk measurement problem is challenging. Solution methods that avoid Monte Carlo simulation involve simplifications and approximations that cast doubt on the validity of the answer. Monte Carlo simulation allows for detailed modeling of the behavior of the firm's portfolio given possible future events, and it is compatible with the use of the best available models of financial markets. Because of this, Monte Carlo simulation is an attractive methodology, but its appeal is limited by its computational cost, which can be quite large, especially when derivative securities are involved (McNeil et al. 2005, §2.3.3) . This is because a precise estimate of the risk measure requires consideration of many future financial scenarios, but it takes a long time to compute the value of all the derivative securities in any scenario. Consequently, a large firmwide risk measurement simulation can take days to run on a cluster of 1,000 computers. Because of the speed at which markets move, timelier answers are needed. One of our main contributions is to develop a more efficient simulation procedure for risk measurement when it is time consuming to compute the portfolio value in a future financial scenario.
Let V be a random variable representing the value of a portfolio in the future, and let F V be its distribution. A risk measure is a functional T F V of this distribution. For example, value-at-risk VaR 1−p may be defined as the negative of the p-quantile of F V . In market risk management, it is usual to consider the 95th or 99th percentile: p = 5% or 1%. In this paper, we focus on expected shortfall (ES):
where v p is the lower p-quantile of F V . If F V is continuous at v p , then ES equals tail conditional expectation (TCE) (Acerbi and Tasche 2002) :
Closed-form expressions for ES are available when the distribution F V belongs to some simple parametric families (McNeil et al. 2005, § § 2.2.4, 7.2.3) . There is also a literature on nonparametric estimation of expected shortfall from data V 1 V 2 V k drawn from a stationary process whose marginal distributions are F V . In this setting, Chen (2008) shows that although kernel smoothing is valuable in estimating VaR, the simplest nonparametric estimator of ES, Operations Research 58(5), pp. 1481 -1490 , © 2010 involving an average of the kp smallest values among V 1 V 2 V k , is preferred to kernel smoothing. Accordingly, we use unsmoothed averages in our construction of confidence intervals for ES.
However, we consider a different situation, in which we do not have a sample of data from F V and we do not have a parametric form for F V . In many risk measurement applications, it is important to consider risk as depending on the current state of the market. In this case, historical loss data is not directly representative of the risks faced today. In particular, suppose that V is the gain experienced by a portfolio containing derivative securities. We have a model of underlying financial markets that allows us to sample a scenario Z (which specifies such things as tomorrow's stock prices) from its distribution F Z , and there is a function V · such that the portfolio's gain V = V Z . Even if F Z belongs to a simple parametric family, F V may not, because the value function V · is not analytically tractable. Furthermore, the function V · itself is not generally known in closed form; it is known in closed form only for some simple models and derivative securities. However, in most models, we can represent V Z = E X Z where X involves the payoffs of derivative securities, which we can simulate conditional on the scenario Z.
In this situation, we can estimate the risk measure T F V by a two-level simulation, in which the outer level of simulation generates scenarios Z 1 Z 2 Z k and the inner level estimates each V i = V Z i by simulating V conditional on Z i . For more on this general framework and its significance in risk management, see Lan et al. (2007b) . Point estimation of a quantile of the distribution (here called F V ) of a conditional expectation via two-level simulation has been studied by Lee (1998) and Juneja (2006, 2008) . This is equivalent to point estimation of VaR. Gordy and Juneja (2008) also consider point estimation of ES. This strand of the research literature emphasizes asymptotic optimality for large computational budgets or portfolios. In related work, Steckley (2006) studies estimation of the density of F V via two-level simulation.
The present paper focuses on interval estimation of ES and moderate sample sizes, and it improves upon our earlier work in Lan et al. (2007a) . We develop a procedure for efficient computation of a confidence interval for ES and show that it performs well at realistic sample sizes. Twolevel simulations can be extremely computationally expensive. A plain two-level simulation procedure, such as that discussed in §4, can produce very wide confidence intervals given the available computational budget. To produce a narrower confidence interval given a fixed computational budget, our procedure uses screening with common random numbers and allocates sample sizes proportional to each scenario's sample variance. An electronic companion to this paper is available as part of the online version at http://or.journal.informs.org. In the electronic companion, we prove that the coverage of our procedure's confidence interval is at least the nominal level asymptotically. To the best of our knowledge, this paper and our conference papers (Lan et al. 2007a, b) provide the first proof of the asymptotic validity of a confidence interval produced by a two-level simulation; this is one of our main contributions.
Section 2 contains two examples of two-level risk measurement simulation problems. We present our simulation procedure in §3. Numerical results of simulation experiments in which we apply our procedures to the examples appear in §4, whereas §5 concludes and describes future research.
Motivating Examples
Risk management simulations may deal with nontrivial models and thousands of derivative securities with complicated payoffs. However, for purposes of illustration, we consider the following two simple examples. This allows us to report the coverage rate that our procedure achieves by repeating the simulation experiment many times, so as to see how often our confidence interval contains the true value of ES.
Selling a Single Put Option
At time 0, we sell a put option with strike price K = $110 and maturity U = 1 year on a stock whose initial price is S 0 = $100. This stock's price obeys the Black-Scholes model with drift = 6% and volatility = 15%. There is a money market account with interest rate r = 6%. The initial price for which we sell the put option is P 0 = P U S 0 , which is the Black-Scholes formula evaluated for maturity U and stock price S 0 .
We are interested in ES 0 99 at time T = 1/52 years, or one week from now. The scenario Z is a standard normal random variable that determines the stock price at time T :
The net payoff at maturity U , discounted to time T , from selling the put for an initial price of P 0 is
and Z is a standard normal random variable independent of Z.
In this simple example, we can actually find the value V = E X Z = P 0 e rT − P U − T S T using the Black-Scholes formula evaluated for maturity U − T and stock price S T . Furthermore, V is strictly decreasing in Z, so we can compute that VaR 0 99 ≈ $2 92 by evaluating V at Z = z 0 01 , the standard normal first percentile. By numerical integration, we can also compute ES 0 99 ≈ $3 39, which will help us to evaluate the performance of our procedure. (Our procedure does not compute V by using the Black-Scholes formula, but rather estimates it using inner-level simulation of payoffs at maturity.) INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/.
A Portfolio of Options on Two Stocks
We are interested in ES at time T = 1/365 years, or one day, of a portfolio of call options on Cisco (CSCO) and Sun Microsystems (JAVA), as shown in 
The initial stock prices were S 1 0 = $27 15 for CSCO and S 2 0 = $5 01 for JAVA. Based on sample moments of 1,000 daily stock prices, the volatilities of CSCO and JAVA are, respectively, 1 = 32 85% and 2 = 47 75%, whereas the correlation between the components of Z is 0.382. In practice, more sophisticated methods of volatility forecasting would be used, but this method yields a reasonable covariance matrix for the vector S T of stock prices tomorrow. Because one day is such a short period of time that the effect of the drift is negligible, while mean returns are hard to estimate because of the high ratio of volatility to mean, we take each j = 0. In addition to a distribution F Z for scenarios, we need to specify the function V · by saying how option values at time T depend on the scenario. We adopt the "sticky strike" assumption, according to which each option's value at time T is given by the Black-Scholes formula with volatility equal to the implied volatility that this option had at time 0 (Derman 1999 ). This does not make for an arbitrage-free model of the underlying stock prices S, but it is an assumption that has been used in practice to model short-term changes in option values. As in the previous example, we can compute these values without using inner-level simulation, but our procedure performs innerlevel simulation for each option i by taking the stock price at maturity U i to be
where j 1 = j 2 = j 3 = j 4 = 1 (the four options on CSCO) and j 5 = j 6 = j 7 = j 8 = 2 (the four options on JAVA), D i is a discount factor from T to U i , and Z is a standard multivariate normal random vector independent of Z. Based on Treasury bond yields, the discount factor was 0.985 for options maturing in 0.315 years and 0.972 for options maturing in 0.564 years. The independence of the components of Z means that, even though in reality the eight options depend on two correlated stock prices at two times, independent inner-level simulations are used to estimate the option prices at time T . As shown by Juneja (2006, 2008) , this can improve the efficiency of the twolevel simulation. Furthermore, the sticky strike assumption does not lead to a consistent model of the underlying stock prices, so one cannot use a single simulation of the two stocks to price all the options; this makes it more natural to think of eight separate option-pricing simulations. The value of option i at time T is the conditional expectation of the discounted payoff
T . The profit from holding the portfolio from 0 to T is V Z = E X Z , where X = Y − P 0 /D 0 and the discount factor D 0 ≈ 1 because the time value of money over one day is negligible. We estimated the true value of ES 0 99 to be $32.4, the average point estimate produced by 100 repetitions of the complete experiment with a budget of 1.56 billion inner-level simulations each.
Explanation of the Procedure
This section presents a fixed-budget two-level simulation procedure for generating a confidence interval for ES 1−p . The procedure first simulates scenarios
V k of these scenarios were known, then the point estimate of ES 1−p would be
where V is a permutation of 1 2
Because these values are not known, they are estimated by inner-level simulation. The inner level of simulation has a first stage in which n 0 2 payoffs are generated for every scenario, using common random numbers (CRN; see, e.g., Law and Kelton 2000) . Let X i be a random variable representing a payoff simulated under scenario i, that is, having INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
the distribution of the payoff X given Z = Z i . The firststage sample average of the n 0 payoffs X i1 X i2 X in 0 is denoted X i n 0 . Our proof of the procedure's validity depends on an assumption that the payoffs are normally distributed. Financial payoffs are often far from normally distributed, but the sample averages are usually close to normally distributed because of the central limit theorem. Lesnevski et al. (2008) investigated empirically the effect of nonnormal payoffs on a related confidence interval procedure and found that it posed no problem as long as the first-stage sample size n 0 was at least 30.
After the first stage, screening eliminates scenarios whose values are not likely to appear in Equation (2). The goal of screening is to allocate more of the computational budget to scenarios that matter. After screening, sample sizes N 1 N 2 N k are chosen; the sample size N i is 0 if scenario Z i has been screened out. For scenarios that survive screening, we set the sample size proportional to sample variance, with the goal of equalizing the standard errors of simulating each scenario's value. The reason for this is that the confidence interval width is related to the maximum standard error over all scenarios because of the proof techniques we use. Next, the first-stage data are discarded, a process called "restarting." This is necessary for the statistical validity of the confidence interval (Boesel et al. 2003) .
In the second stage, N i payoffs X i1 X i2 X iN i are generated conditional on the scenario Z i for each i = 1 2 k using independent sampling (no CRN). The sample average of X i1 X i2 X iN i is denoted X i N i . Then a confidence interval is formed: the confidence limits appear in Equations (9) and (10) below. The two-level simulation point estimator of ES 1−p is
where 1 is a permutation of 1 2 k such that
is taken to be so that it is not among the order statistics used in Equation (3).
To get a confidence interval, we need a way of combining uncertainty that arises at the outer level, because
Z k is a sample from F Z , with uncertainty that arises at the inner level because we only possess an estimate X i of each scenario's value V i = V Z i . In Lan et al. (2007b) , we described a framework for two-level simulation that generates a two-sided confidence interval L U with confidence level 1 − where can be decomposed as = o + i , representing errors due to the outer and inner levels of simulation, respectively. Here we further decompose i = s + hi + lo , where s is error due to screening and hi and lo are errors, respectively, associated with upper and lower confidence limits for inner-level simulation.
Before providing a detailed description of our procedure and how it produces an asymptotically valid confidence interval from a two-level simulation, we explain why we advocate using such a complicated procedure to produce a confidence interval. Looking at Equation (3) to construct a confidence interval for ES 1−p , e.g., based on the assumption that these point estimates are normally distributed with mean ES 1−p . However, the point estimator is biased because of inner-level sampling uncertainty (Lan et al. 2007b) . Consequently, in experiments not reported here, we found that the normal-theory confidence interval had very low coverage except when it was so wide as to be useless for practical purposes. Our procedure takes the bias into account when constructing the confidence interval and thus is able to provide a confidence interval that is narrow and achieves the nominal coverage.
Screening
Screening is the process of eliminating ("screening out") scenarios to increase the simulation's efficiency by devoting more computational resources to the remaining scenarios. From Equation (2), we can see that ES depends on the values of scenarios V 1 V 2 V kp alone, so we want screening to keep these scenarios but eliminate as many others as possible. Call the set of scenarios that survive screening I, and define = V 1 V 2 V kp , the set of scenarios we wish to keep. The event of correct screening is ⊆ I , and we must create a screening procedure such that Pr ⊆ I 1 − s . The number of pairwise comparisons between and all other scenarios is k − kp kp . Therefore, for each ordered pair i j we consider a hypothesis test that V i V j at level s / k − kp kp . If the hypothesis is rejected, then we say Z i is "beaten" by Z j . For each i = 1 2 k, let X i1 X i2 X in 0 be an i.i.d. sample drawn from the conditional distribution of X given Z i , and let X i n 0 be its sample average. For each i j = 1 2 k, let S 2 ij n 0 be the sample variance of X i1 − X j1 X i2 − X j2 X in 0 − X jn 0 . We retain all scenarios that are beaten fewer than kp times:
where 1 · is an indicator function and
is the 1 − s / k − kp kp quantile of the t-distribution with n 0 − 1 degrees of freedom. Because the kp scenarios with the lowest sample averages are necessarily INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
beaten fewer than kp times, they survive screening, so I kp . Because of the extra margin dS ij n 0 / √ n 0 in Equation (4), there are pairs i j such that neither does scenario i beat scenario j, nor does scenario j beat scenario i; therefore, it is possible for I > kp scenarios to survive screening. From Equation (4) we see that it is easier to screen out scenarios when the sample variances S 2 ij n 0 are smaller. We use CRN to reduce the variance of X i − X j by inducing positive correlation between X i and X j . In finance, CRN usually induces a substantial positive correlation between X i and X j . In our examples, X i and X j have to do with stock option payoffs at maturity U > T simulated conditional on the stock price at time T being S i T or S j T , respectively. These payoffs are highly correlated when CRN is used, because, in our examples, CRN makes the stock return between times T and U the same for any value of S T .
Empirical Likelihood
The procedure uses empirical likelihood (Owen 2001) to account for statistical uncertainty at the outer level, that is, for the fact that V 1 V 2 V k is only a sample from the true distribution F V of portfolio values at time horizon T . The construction of an outer-level confidence interval for ES 1−p based on empirical likelihood is discussed by Baysal and Staum (2008) . Here we review a few essential facts for understanding the operation of empirical likelihood in our two-level simulation procedure.
Empirical likelihood involves considering distributions that arise by assigning a vector w of weights to the scenarios Z 1 Z 2 Z k , or, equivalently, to their values V 1 V 2 V k . This weight vector w must belong to the set
where c is a critical value derived from a chi-squared distribution. Each w ∈ k belongs to l k for a unique integer l, which can be interpreted as the number of scenarios that we believe belong to the tail of F V , i.e., are less than or equal to the p-quantile of V . The intuition behind using only weight vectors that fall in k in this application of empirical likelihood is as follows. First, it is unlikely that too few or too many of the scenarios that we sampled from F V belong to the tail of F V . There are integers l min and l max such that l k is empty if l < l min or l > l max ; we need only consider a limited range of l, not all 1 2 k. (Although l depends on w, and l min and l max depend on k, to lighten notation we do not make this dependence explicit.) Second, we use only weight vectors that are fairly close to uniform; if elements w i are too far from 1/k, then k i=1 w i < c k −k . This means that we work with discrete distributions that are not too far from the empirical distribution, which places weight 1/k on each of V 1 V 2 V k . Because ES 1−p involves an average over the left tail containing probability p, we also define a transformed weight vector w :
If the vector V = V 1 V 2 V k of true portfolio values were known, then with a weight vector w it would define a discrete distribution F w V assigning probability w i to each value V i . For this distribution, ES 1−p is k i=1 w i V V i . The empirical likelihood confidence interval for ES 1−p of the unknown true distribution F V , expressed in Equation (1), is
representing the outer-level uncertainty entailed by working with a sample Z 1 Z 2 Z k instead of the true distribution F Z . The intuition behind (8) is that k is the set of weight vectors that are "empirically likely," and we do not believe that the true ES according to F V is less than the smallest ES that comes from applying weights in k to the values V, nor do we believe that the true ES is more than the largest ES that comes from applying weights in k to the values V. Because we do not know the values V, we must combine this confidence interval with inner-level simulation as discussed in Lan et al. (2007b) . The result, derived in the electronic companion, is that the lower confidence limit is
and the upper confidence limit is
where several quantities are defined in
Step 5 of the procedure in the following subsection. At an intuitive level, the lower confidence limit in Equation (9) arises from that in Equation (8) by ordering the scenarios based on information available at the end of the first stage, estimating the scenarios' values by second-stage sample averages, and subtracting a term that accounts for inner-level uncertainty.
The upper confidence limit in Equation (10) arises similarly, but the ordering of the scenarios is based on information available at the end of the second stage, and we add a different term to account for inner-level uncertainty. The minimization and maximization over l represent our uncertainty about how many of the values V 1 V 2 V k are less than the quantile v p . INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Figure 1.
Schematic illustration of our procedure's operation.
Generating k scenarios 
Outline of the Procedure
The procedure involves a fixed computational budget, which may be expressed as a total number C of simulation replications, i.e., the total number of payoffs that can be simulated, or as an amount of computing time T . The distinction between these two kinds of computational budgets is important when choosing the first-stage sample size n 0 and the number of scenarios k. However, given n 0 and k, the kind of budget makes only a small difference in determining the number C 1 of payoffs to simulate in the second stage. If the budget is C total payoffs, then C 1 = C − kn 0 . If the budget is an amount of time T , then during the first stage we must estimate t, the amount of time required to simulate one payoff, and record T 0 , the amount of time required by the first stage. Then C 1 = T − T 0 /t, treating the amount of time required to construct the confidence interval at the end as negligible in comparison to simulating payoffs.
To explain exactly how CRN is used, we overload notation by supposing that there is a function X i · such that when U is a uniform random variate (or vector), the distribution of X i U is the conditional distribution of the payoff X given that the scenario is Z i .
The procedure has the following steps, illustrated in Figure 1: 1. Scenario Generation: Generate scenarios Z 1 Z 2 Z k independently from the distribution F Z . 2. First-Stage Sampling: Sample U 1 U 2 U n 0 independently from a uniform distribution.
For each i = 1 2 k and j = 1 2 n 0 , compute X ij = X i U j .
3. Screening: For each i = 1 2 k, compute the sample average X i n 0 and sample variance S Compute C 1 = C − kn 0 or T − T 0 /t, depending on the type of budget constraint.
For each i ∈ I, compute
For each i ∈ I and j = 1 2 N i , sample U ij independently from a uniform distribution and compute X ij = X i U ij .
5. Constructing the Confidence Interval: For each i ∈ I, compute the sample average X i N i and sample variance S and s kp = max i=1 2 kp s 0 i , which are, respectively, the smallest sample size and the largest standard error associated with any of the kp scenarios with the lowest first-stage sample averages.
The following loop computes the lower confidence limit as a minimum of lower bounds associated with different numbers l of scenarios that could be used in estimating ES.
and B 0 l = s l l , which serves to bound standard error in estimating ES using l scenarios.
(
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and s l + 1 ← max s l s 0 l+1 . Sort to produce a mapping 1 from 1 2
is nondecreasing in i. Initialize the upper confidence limit U ← − and the largest standard error associated with any scenarios = max i=1 2 k s i .
Compute the smallest sample size associated with any scenario that survived screening, N hi = min N 1 1 N 1 2 N 1 I , and t hi = t 1− hi N hi −1 . The following loop computes the upper confidence limit as a maximum of upper bounds associated with different numbers l of scenarios that could be used in estimating ES. For l = l min l min + 1 kp : (a) Compute l as in Equation (12) and B S l = s l to bound standard error in estimating ES using l scenarios.
(b) Set
The confidence interval given in Equations (9) and (10) is
The maximum in Equation (12) is computed by a method described in the appendix. An algorithm for the optimizations in Equations (13) and (14) is given in Baysal and Staum (2008) . The t-quantiles t lo l and t hi may be replaced by normal quantiles when the second-stage sample sizes are sufficiently large, as they typically are.
Sketch of the Proof of Asymptotic Validity of the Confidence Interval
Due to its length, the complete proof of the asymptotic validity of the confidence interval as the number of scenarios k → appears in the electronic companion. Here we sketch the main ideas of the proof. The basic approach is error spending: we decompose the allowable error probability = i + o , where i and o are the allowed probabilities of an error associated with inner-and outer-level simulation, respectively. This is a feature of the general framework of Lan et al. (2007b) , showing how to construct an asymptotically valid confidence interval for two-level simulation from the following two components. The first is a confidence interval that is a function of the vector V = V 1 V 2 V k of unknown true portfolio values and whose coverage probability is at least 1 − o in the limit as the outer-level sample size k → . In our case, this is the outer-level confidence interval of Equation (8), and its asymptotic validity is proved by Baysal and Staum (2008) . The second component we use is a confidence region for the vector V whose coverage probability is 1 − i .
Our proof shows that the confidence limits L and U in Equations (9) and (10) are indeed constructed from Equation (8) and a confidence region in a way that fits the framework of Lan et al. (2007b) , and that this confidence region has coverage probability 1 − i . To simplify our proof, we assume that the payoffs are normally distributed so as to work with a confidence region that is valid even at finite inner-level sample size. (Because of the central limit theorem, we expect the payoffs to be approximately normal if the sample sizes n 0 and N i are large enough.) The proof uses a further error-spending decomposition i = hi + lo + s , in which the error probabilities are associated with a violation of the upper confidence limit in Equation (8), with a violation of the lower confidence limit in Equation (8), and with screening out a scenario that should not be screened out, respectively. We use the Bonferroni inequality to show that the error probability associated with screening is bounded by s , in a way standard in the ranking-and-selection literature. The novelty is in the shape chosen for the confidence region and the arguments that bound error probabilities by hi and lo . The key to bounding error probabilities by hi and lo is Lemma EC.2, which provides a tool like a t-test for weighted sums of independent normal random variables.
Experimental Results
We tested the simulation procedures by producing a 90% confidence interval (CI) for ES 0 99 in the examples described in §2. The error = 10% was decomposed into o = 5% for the outer level, s = 2% for screening, and lo = hi = 1 5% for the inner-level lower and upper confidence limits. In each experiment, we chose our procedure's parameters k and n 0 according to a method described in Lan (2010) . We compare our procedure with the plain procedure, a one-stage procedure that does not use screening, and therefore does not use CRN. It assigns an equal number of replications to each scenario, C/k if the total number C of replications is fixed, T /tk if the total computation time T is fixed. It then computes the confidence interval in Equations (9) and (10). We ran the plain procedure with the same number k of scenarios as our procedure. To compare the procedures, we evaluate their confidence intervals' coverage rates and mean widths given the same fixed budget. We ran the experiments on a PC with a 2.4 GHz CPU and 4 GB memory under 64-bit Red Hat Linux. The code was written in C++ and compiled by gcc 3.4.6.
Similar to results reported in Lan et al. (2007a) , we found that the plain procedure and our procedure both had coverage rates greater than the nominal confidence level of 90% as long as k 40/p, where p is the tail probability under consideration. In these examples, p = 1 − 0 99 = 0 01.
The following figures report average CI widths for 20 independent runs of the procedures. The error bars in the figures provide 95% confidence intervals for the mean width of our procedure's CI. (The width of the CI produced by the plain procedure is less variable, so the error bars for the plain procedure were too small to display.) In each INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
figure, a horizontal line represents 10% relative error, that is, its value is one-tenth of ES 0 99 . We include the line for the purpose of comparing the CI widths to a rough measure of desirable precision. It would not be very useful to attain a relative error far less than 10% because of model risk: that is, risk management models are not generally accurate enough that precision better than, say, 1% would convey meaningful information. On the other hand, if the CI width is much greater than 10% relative error, then the simulation experiment has left us with a great deal of uncertainty about the magnitude of ES 0 99 . For these reasons, we ran experiments with computational budgets such that our procedure yields CI widths in the neighborhood of 10% relative error. Figure 2 shows how average CI width varies with a computational budget of C replications for the example of selling a put option described in §2.1. The much narrower CI widths achieved by our procedure show that the benefit of screening in directing more replications to important scenarios outweighs the cost of restarting and throwing out first-stage replications. In these experiments, our procedure produced a CI up to 116 times narrower than that produced by the plain procedure. On the log-log plot in Figure 2 , the CI width decreases roughly linearly in the budget, with slope about −0 4 or −0 44. This is unfavorable compared to the usual C −1/2 order of convergence of ordinary Monte Carlo, but favorable compared to the C −1/3 order of convergence for a two-level simulation estimator of VaR found by Lee (1998) or the C −1/4 order of convergence for the procedure we proposed in Lan et al. (2007a) . Figure 3 shows similar results from the example of an options portfolio described in § 2.2. In this example, larger computational budgets are required to get a precise estimate of ES. Again, our procedure produced CIs narrower than those from the plain procedure, up to a factor of 14. For low budgets, our procedure's advantage was not as great. For example, when C is 32 million, our best choice was k = 4 000 and n 0 = 4 703, so that more than half the budget Figure 2 .
Average confidence interval width in the example of §2.1 given a fixed budget of simulation replications. was used up in the first stage before restarting, yet the first stage was too small to enable the procedure to screen out most of the scenarios that do not belong to the tail. When the computational budget is small, our procedure may not be able to produce a CI narrow enough to be useful. A multistage screening procedure (similar to Lesnevski et al. 2007 Lesnevski et al. , 2008 ) might overcome this problem. Next we present results when the computational budget limits computing time. The budget constraint is implemented not by dynamically terminating the procedures when a given amount of clock time has elapsed, but by choosing values of k and n 0 such that the procedure takes approximately the given amount of time. Our procedure's running time is slightly variable, but all experiments' durations were within 5% of the allotted time. A budget expressed in computing time is less favorable to our procedure (relative to the plain procedure) than a budget for the total number of replications: our procedure can spend a substantial amount of time in performing comparisons between scenarios as part of screening, even though it does not generate more replications then. The amount of time spent on screening when there are k scenarios is k 2 because there are k 2 /2 pairs of scenarios that can be compared. This pushes us to choose smaller values of k (Lan 2010) . For instance, in the example of a single put option ( §2.1), our procedure attains a CI width around $0.0427 with a budget of C = 120 million replications or T = 1 560 seconds, but if the budget is in replications, then we choose k to be about 600,000 scenarios, whereas if the budget is in computing time, we choose k to be about 427,000 scenarios. For budgets so large as to lead to choosing a very large k, the advantage of our procedure degrades. This can be seen in Figure 4 , where the curve representing our procedure's CI width becomes flatter as the computing time T grows. Still, Figures 4 and 5 show that our procedure performs much better than the plain procedure when they INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. are given equal computing times, producing a CI narrower by a factor of as much as 15 or 12 in these two examples.
Conclusions and Future Research
We have presented and tested a new two-level simulation procedure that creates an asymptotically valid confidence interval for expected shortfall given a computational budget expressed in computing time or total number of simulation replications. We found that the confidence interval has adequate coverage as long as the number of simulated scenarios k 40/p, where p is the tail probability at which expected shortfall is measured. In these examples, our procedure's confidence interval was dozens of times narrower than one created without using our efficiency techniques. There are several possibilities for further improving the procedure's efficiency. Baysal and Staum (2008) mention Figure 5 .
Average confidence interval width in the example of §2.2 given a fixed budget of computing time. Average confidence interval width ($)
Computational budget T (seconds) 10% relative error Our procedure Plain procedure potential enhancements to the empirical likelihood estimation used here. As in Lesnevski et al. (2008) , it may help to use multistage screening and to employ other inner-level variance reduction techniques, such as control variates. One might also apply variance reduction techniques at the outer level, in sampling scenarios. Relevant ideas are described by Glasserman (2004, Ch. 9) ; they apply to expected shortfall as well as value-at-risk. However, it seems more difficult to employ variance reduction at the outer level than the inner level while maintaining validity of the confidence interval, which is based on empirical likelihood at the outer level. Furthermore, some of these variance reduction techniques for risk management may be substitutes rather than complements for our techniques: for example, importance sampling is often used in risk management simulations to increase the proportion of simulated scenarios that lead to large losses, but our procedure accomplishes something similar by screening out those scenarios that do not lead to large losses. We tested our procedure on small examples, using a desktop computer. To be useful for large examples, the procedure must be run in a high-performance parallel computing framework. We are currently developing parallel implementations of the procedure.
To use our procedure requires choosing a computational budget and a confidence level 1 − , decomposing into several components that govern various sources of error, and choosing the number k of scenarios and the first-stage sample size n 0 . In our experience, it is easy to decompose in a way that makes the procedure efficient: the values we chose in §4 are broadly effective, a finding that agrees with Lesnevski et al. (2007) . However, it is not so easy to choose k and n 0 ; the procedure's efficiency depends strongly on these choices, and the best choices are problem dependent. A multistage procedure may make it easier to choose n 0 (Lesnevski et al. 2007 (Lesnevski et al. , 2008 . Ways of choosing k and n 0 , either from a pilot experiment or based on experience in performing similar risk management simulations in the recent past, are the subject of ongoing research and will be discussed in Lan (2010) .
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