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Abstract
In this paper, we study the characteristic polynomials of the line
graphs of generalized Bethe trees. We give an infinite family of such
graphs sharing the same smallest eigenvalue. Our family generalizes
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Stevanovic´.
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1
1 Introduction
All graphs considered in this paper are finite, undirected and simple. By an
eigenvalue of a graph we mean an eigenvalue of its adjacency matrix. It is
well known that graphs whose smallest eigenvalue is greater than −2 are the
line graphs of trees, or the line graphs of a unicyclic graph with an odd cycle,
certain generalized line graphs of trees, or exceptional graphs arising from
the root system E8 (see [5]).
In this paper, we focus on the line graphs of trees and study the smallest
eigenvalue of a particular type of such graphs. Our research is motivated
by a question raised by Cvetkovic´ and Stevanovic´. In [4], it is shown that
the sequence {λmin(Kn ⊗Kq)}∞n=1 is constant for a fixed integer q, where ⊗
denote the corona of graphs (see page 51 of [3] for a definition of corona and
see also [6] for its generalization), and λmin denotes the smallest eigenvalue.
Cvetkovic´ and Stevanovic´ raised the following question:
Question 1. Do there exist other sequences of the line graphs of trees whose
smallest eigenvalues are constant?
In this paper, we give an answer for this question by giving a larger family
of graph sequences of the line graphs of trees which have a constant smallest
eigenvalue (Corollary 13).
For positive integers d1 = 1, d2 ≥ 2, . . . , dk−1 ≥ 2, dk ≥ 1, we define
a tree B(d1, . . . , dk) to be a rooted tree with k levels in which every vertex
at level j has degree dk−j+1. Note that Kn ⊗ Kq is isomorphic to the line
graph L(B(1, q, n)) of the tree B(1, q, n). The tree B(d1, . . . , dk) is called a
generalized Bethe tree (see [8, 9]).
In the next section, we determine the characteristic polynomial of the line
graph L(B(d1, . . . , dk)) of the tree B(d1, . . . , dk) in a factored form, thereby
showing that the smallest eigenvalue of L(B(d1, . . . , dk)) is independent of dk
(Theorem 9). We also show that the smallest eigenvalue of L(B(d1, . . . , dk))
has multiplicity dk − 1, and is a zero of a polynomial of degree k − 1 (The-
orem 12). The characteristic polynomial of L(B(d1, . . . , dk)) has also been
determined by Rojo and Jime´nez [8] using a different method, but our result
gives more concrete information about the smallest eigenvalue.
2 The characteristic polynomial
We denote by χG(λ) the characteristic polynomial of the adjacency matrix
A(G) of a graph G, that is, χG(λ) = det(λI − A(G)).
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Let G and H be rooted graphs with roots u and v, respectively. We
denote by G ·H the graph obtained from G and H by identifying the vertices
u and v.
Lemma 2 (Schwenk [10, Corollary 2b]). Let G and H be rooted graphs with
roots u and v, respectively. Then
χG·H(λ) = χG−u(λ)χH(λ) + χG(λ)χH−v(λ)− λχG−u(λ)χH−v(λ).
Lemma 3 (Schwenk [10, Theorem 5]). Let G0 be a graph of order p, and let
H be a rooted graph with root v. Let G be the graph obtained by attaching H
to each vertex u of G0 by identifying u with v. Then
χG(λ) = χH−v(λ)
pχG0
(
χH(λ)
χH−v(λ)
)
.
Lemma 4. Let H be a rooted graph with root v, and let s ≥ 2 be an integer.
Let G be the graph obtained by attaching H to each vertex u of the complete
graph Ks by identifying u with v. Then
(1) χG(λ) = (χH(λ)− (s− 1)χH−v(λ))(χH(λ) + χH−v(λ))s−1,
and the smallest eigenvalue of G is the smallest zero of the polynomial χH(λ)+
χH−v(λ). In particular, the smallest eigenvalue of G is independent of s.
Proof. Setting G0 = Ks in Lemma 3 gives (1). Let a and b denote the
smallest zero of the polynomials χH(λ) and χH−v(λ), respectively. Then by
interlacing, we have a ≤ b.
First consider the case where the number of vertices of H is odd. Then
χH(λ) is a monic polynomial of odd degree, so χH(λ) < 0 for λ < a. Since
χH−v(λ) is a monic polynomial of even degree and a ≤ b, we have χH−v(λ) ≥
0 for λ < a. Thus χH(λ)− (s− 1)χH−v(λ) < 0 for λ < a, implying that the
smallest zero of the polynomial χH(λ)− (s− 1)χH−v(λ) is at least a. On the
other hand, since χH(λ) +χH−v(λ) is a monic polynomial of odd degree and
χH(a) + χH−v(a) = χH−v(a) ≥ 0, the smallest zero of χH(a) + χH−v(a) is at
most a. This proves the assertion in this case.
The case where the number of vertices ofH is even can be proved similarly.
Remark 5. Note that if H is a complete graph Kt, then the graph G in
Lemma 4 is the corona of Ks and Kt−1. The spectrum of the corona G1⊗G2
of two graphs G1 and G2 is given in [1], under the assumption that G2 is
regular.
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Remark 6. We remark that the statement of Lemma 4 cannot be strength-
ened to claim that the smallest eigenvalue of G is not a zero of the other
factor χH(λ)− (s−1)χH−v(λ). Indeed, as pointed out in [7, Remark 9], if H
is the line graph of the Dynkin diagram E6, then choosing the vertex r appro-
priately, we can make χH and χH−v to have a common smallest zero. In this
case, the smallest eigenvalue of G is a common zero of χH(λ)−(s−1)χH−v(λ)
and χH(λ) + χH−v(λ).
Lemma 7. Let H be a rooted graph with root v, and let s ≥ 2 be an integer.
Let G be the graph obtained by attaching H to all vertices u of the complete
graph Ks except one, by identifying u with v. Then
(2) χG(λ) = (λχH(λ)− ((s− 2)λ+ (s− 1))χH−v(λ))(χH(λ) +χH−v(λ))s−2.
Proof. Let u0 be the vertex of Ks for which the graph H were not attached
to construct G. Consider the graph G as a rooted graph with root u0. Recall
that G · H is the graph obtained from G and H by identifying u0 and v.
Since G ·H is the same as the graph obtained by attaching H to each vertex
u of the complete graph Ks by identifying u with v, it follows from Lemma 4
that
χG·H(λ) = (χH(λ)− (s− 1)χH−v(λ))(χH(λ) + χH−v(λ))s−1.
Since G − u0 is the graph obtained by attaching H to each vertex u of the
complete graph Ks−1 by identifying u with v, it follows from Lemma 4 that
χG−u0(λ) = (χH(λ)− (s− 2)χH−v(λ))(χH(λ) + χH−v(λ))s−2.
By Lemma 2, we have
χG(λ) =
χG·H(λ) + (λχH−v(λ)− χH(λ))χG−u0(λ)
χH−v(λ)
.
Now the lemma follows from the above three equations.
Lemma 8. Let d1 = 1, d2 ≥ 2, . . . , dk ≥ 2 be integers, where k ≥ 2. Regard
H = L(B(d1, . . . , dk−1, 1)) as a rooted graph whose root is the unique edge e
incident with the root of B(d1, . . . , dk−1, 1), and set H
′ = H − e. Then H ′
is isomorphic to L(B(d1, . . . , dk−2, dk−1 − 1)), and the following statements
hold.
(i) If dk ≥ 2, then
χL(B(d1,...,dk))(λ) = (χH(λ)− (dk − 1)χH′(λ))(χH(λ) + χH′(λ))dk−1,
and the smallest eigenvalue of L(B(d1, . . . , dk)) is independent of dk.
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(ii)
χL(B(d1,...,dk,1))(λ) = (λχH(λ)− ((dk − 2)λ+ (dk − 1))χH′(λ))
· (χH(λ) + χH′(λ))dk−2.
Proof. Clearly, H ′ is isomorphic to L(B(d1, . . . , dk−2, dk−1 − 1)).
(i) The graph L(B(d1, . . . , dk)) is obtained by attaching H to each vertex
u of the complete graph Kdk by identifying u with e. The result follows from
Lemma 4.
(ii) The graph L(B(d1, . . . , dk, 1)) is obtained by attaching H to all ver-
tices u of the complete graph Kdk except one, by identifying u with e. The
result follows from Lemma 7.
For the remainder of this section, we let k ≥ 2 be an integer, and let
d1 = 1, d2 ≥ 2, . . . , dk−1 ≥ 2, dk ≥ 1 be integers. Set
ml = dk
k−1∏
i=l+1
(di − 1) (l = 0, 1, . . . , k − 1),
mk = 1,
σl = ml −ml+1 (l = 0, 1, . . . , k − 1),
σk = 1.
By convention, we have σk−1 = dk − 1. We define polynomials gi(λ) (i =
0, 1, . . . , k) by
gi(λ) = (λ+ 2− di)gi−1(λ)− (di − 1)gi−2(λ) (i = 2, . . . , k − 1),
gk(λ) = (λ+ 2− dk)gk−1(λ)− dkgk−2(λ)
with seed values
g0(λ) = 1, g1(λ) = λ+ 1.
We note that these polynomials are essentially same as the polynomials Pj(λ)
defined in [9] in the sense that gj(λ) = Pj(λ + 2). Also, it is easy to show
by induction that gi + gi−1 is divisible by λ + 2 for i = 1, . . . , k − 1, so gk is
divisible by λ + 2.
The formula (3) in the following theorem is due to Rojo and Jime´nez [8].
Theorem 9. Let d1 = 1, d2 ≥ 2, . . . , dk−1 ≥ 2, dk ≥ 1 be integers, where
k ≥ 2. Then the characteristic polynomial of the line graph L(B(d1, . . . , dk))
of the generalized Bethe tree B(d1, . . . , dk) is
(3) χL(B(d1 ,...,dk))(λ) =
1
λ+ 2
k∏
l=1
gl(λ)
σl.
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The smallest eigenvalue of L(B(d1, . . . , dk)) depends only on d2, . . . , dk−1,
and is independent of dk, as long as dk ≥ 2.
Proof. We prove the formula (3) by induction on k. If k = 2, then the
right-hand side is
(λ+ 1− d2)(λ+ 1)d2−1
which is χKd2 (λ). Since Kd2 = L(B(d1, d2)), (3) holds.
Suppose k ≥ 3 and that the assertion holds for k−1. We first establish the
formula (3) for the case where dk = 1. If k = 3, then L(B(d1, d2, 1)) = Kd2 ,
and (3) holds since g3 = (λ + 2)(λ + 1)(λ + 1 − d2). If k ≥ 4, then regard
H = L(B(d1, . . . , dk−2, 1)) as a rooted graph whose root is the unique edge
e incident with the root of B(d1, . . . , dk−2, 1), and set H
′ = H − e. Then by
Lemma 8(ii), we have
χL(B(d1,...,dk−1,1))(λ) = (λχH(λ)− ((dk−1 − 2)λ+ (dk−1 − 1))χH′(λ))(4)
· (χH(λ) + χH′(λ))dk−1−2.
Also, H ′ is isomorphic to L(B(d1, . . . , dk−3, dk−2 − 1)) by Lemma 8.
Let {gl}kl=0, {gˆl}k−1l=0 and {gˇl}k−2l=0 be the polynomials associated to the
sequences (d1, . . . , dk−1, 1), (d1, . . . , dk−2, 1), and (d1, . . . , dk−3, dk−2 − 1), re-
spectively. Then
g0 = gˆ0 = gˇ0 = 1,
g1 = gˆ1 = gˇ1 = λ+ 1,
...
gk−3 = gˆk−3 = gˇk−3,
gk−2 = gˆk−2 = gˇk−2 − gk−3,
gk−1 = gˆk−1 − (dk−1 − 1)gk−2 − (dk−1 − 2)gk−3.
Let
σˆl =


∏k−2
i=l+1(di − 1)−
∏k−2
i=l+2(di − 1) if 0 ≤ l ≤ k − 3,
0 if l = k − 2,
1 if l = k − 1
=


σl
dk−1−1
if 0 ≤ l ≤ k − 3,
0 if l = k − 2,
1 if l = k − 1,
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σˇl =


(dk−2 − 1)(
∏k−3
i=l+1(di − 1)−
∏k−3
i=l+2(di − 1)) if 0 ≤ l ≤ k − 4,
dk−2 − 2 if l = k − 3,
1 if l = k − 2
=
{
σl
dk−1−1
if 0 ≤ l ≤ k − 3,
1 if l = k − 2.
By induction,
χH(λ) =
1
λ+ 2
k−1∏
l=1
gˆσˆll(5)
=
1
λ+ 2
(gk−1 + (dk−1 − 1)gk−2 + (dk−1 − 2)gk−3)
k−3∏
l=1
g
σl/(dk−1−1)
l ,
χH′(λ) =
1
λ+ 2
k−2∏
l=1
gˇσˇll
(6)
=
1
λ+ 2
(gk−2 + gk−3)
k−3∏
l=1
g
σl/(dk−1−1)
l .
Since
λχH(λ)− ((dk−1 − 2)λ+ (dk−1 − 1))χH′(λ)
= (λ(gk−1 + (dk−1 − 1)gk−2 + (dk−1 − 2)gk−3)
− ((dk−1 − 2)λ+ (dk−1 − 1))(gk−2 + gk−3))
∏k−3
l=1 g
σl/(dk−1−1)
l
λ+ 2
= (λgk−1 + (λ− dk−1 + 1)gk−2 − (dk−1 − 1)gk−3)
∏k−3
l=1 g
σl/(dk−1−1)
l
λ+ 2
= ((λ+ 1)gk−1 − gk−2)
∏k−3
l=1 g
σl/(dk−1−1)
l
λ+ 2
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and
χH(λ) + χH′(λ) = (gk−1 + (dk−1 − 1)gk−2 + (dk−1 − 2)gk−3 + (gk−2 + gk−3))
·
∏k−3
l=1 g
σl/(dk−1−1)
l
λ + 2
= (gk−1 + dk−1gk−2 + (dk−1 − 1)gk−3)
∏k−3
l=1 g
σl/(dk−1−1)
l
λ+ 2
= (λ+ 2)gk−2
∏k−3
l=1 g
σl/(dk−1−1)
l
λ+ 2
= gk−2
k−3∏
l=1
g
σl/(dk−1−1)
l ,
substitution of (5) and (6) into (4) gives
χL(B(d1 ,...,dk−1,1))
= ((λ+ 1)gk−1 − gk−2)
∏k−3
l=1 g
σl/(dk−1−1)
l
λ+ 2
(
gk−2
k−3∏
l=1
g
σl/(dk−1−1)
l
)dk−1−2
= ((λ+ 1)gk−1 − gk−2)gdk−1−2k−2
∏k−3
l=1 g
σl
l
λ+ 2
=
1
λ+ 2
((λ+ 1)gk−1 − gk−2)
k−2∏
l=1
gσll .
This establishes (3) for the case dk = 1.
Next we consider the case where dk ≥ 2. Let {gl}kl=0, {gˆl}kl=0 and {gˇl}k−1l=0
be the polynomials associated to the sequences (d1, . . . , dk), (d1, . . . , dk−1, 1),
and (d1, . . . , dk−2, dk−1 − 1), respectively. Then
g0 = gˆ0 = gˇ0 = 1,
g1 = gˆ1 = gˇ1 = λ+ 1,
...
gk−2 = gˆk−2 = gˇk−2,
gk−1 = gˆk−1 = gˇk−1 − gk−2,
gk = gˆk − (dk − 1)(gk−1 + gk−2).
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Let
σˆl =


∏k−1
i=l+1(di − 1)−
∏k−1
i=l+2(di − 1) if 0 ≤ l ≤ k − 2,
0 if l = k − 1,
1 if l = k
=


σl
dk
if 0 ≤ l ≤ k − 2,
0 if l = k − 1,
1 if l = k,
σˇl =
{∏k−1
i=l+1(di − 1)−
∏k−1
i=l+2(di − 1) if 0 ≤ l ≤ k − 2,
1 if l = k − 1
=
{
σl
dk
if 0 ≤ l ≤ k − 2,
1 if l = k − 1.
By the first part,
χL(B(d1,...,dk−1,1))(λ) =
1
λ+ 2
k∏
l=1
gˆσˆll(7)
=
1
λ+ 2
(gk + (dk − 1)(gk−1 + gk−2))
k−2∏
l=1
g
σl/dk
l ,
and by induction,
χL(B(d1,...,dk−2,dk−1−1))(λ) =
1
λ+ 2
k−1∏
l=1
gˇσˇll(8)
=
1
λ+ 2
(gk−1 + gk−2)
k−2∏
l=1
g
σl/dk
l .
Let H = L(B(d1, . . . , dk−1, 1)) and let H
′ be as in Lemma 8. Then substitu-
tion of (7) and (8) into the formula in Lemma 8(i) gives
χL(B(d1,...,dk))(λ) = gk(gk + dk(gk−1 + gk−2))
dk−1
∏k−2
l=1 g
σl
l
(λ+ 2)dk
= gk((λ+ 2)gk−1)
dk−1
∏k−2
l=1 g
σl
l
(λ+ 2)dk
=
∏k
l=1 g
σl
l
λ+ 2
.
Also, Lemma 8 implies that the smallest eigenvalue of L(B(d1, . . . , dk−1, dk))
is independent of dk.
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3 A polynomial having the smallest eigen-
value as a zero
Note that Lemma 4 implies that the smallest eigenvalue of L(B(d1, . . . , dk))
is the smallest zero of the polynomial
(9) χL(B(d1,...,dk−1,1))(λ)+χL(B(d1 ,...,dk−1))(λ) = (gk+dk(gk−1+gk−2))
k−2∏
l=1
g
σl/dk
l .
It does not, however, tell which of the factors in the right-hand side of (9)
contains the smallest eigenvalue as a zero. Our next task is to show that the
smallest eigenvalue is a zero of gk + dk(gk−1 + gk−2), but not a zero of gl for
1 ≤ l ≤ k − 1.
Lemma 10. For i = 1, 2, . . . , k, all the zeros of the polynomial gi(λ) are
simple.
Proof. By Favard’s Theorem (see Theorem 4.4 on page 21 of [2]), gi(λ) (i =
0, 1, . . . , k) are orthogonal polynomials. By Theorem 5.2 on page 27 of [2],
the lemma holds.
Lemma 11. For i = 1, 2, . . . , k, let γi be the smallest zero of the polynomial
gi(λ), and let β be the second smallest zero of gk(λ). Then γ1 > γ2 > · · · >
γk = −2 and β > γk−1.
Proof. We have already noted −2 is a zero of gk(λ). Since the smallest
eigenvalue of the line graph of a tree is greater than −2, Theorem 9 implies
γk = −2 < β. Now the inequalities follow from the separation theorem for
the zeros (see Theorem 5.3 on page 28 of [2]).
Theorem 12. For integers d1 = 1, d2 ≥ 2, . . . , dk ≥ 2, the smallest eigen-
value of L(B(d1, . . . , dk)) is the smallest zero of the polynomial gk−1(λ), which
is not a zero of any of the polynomials
gk(λ)
λ+ 2
, g1(λ), . . . , gk−2(λ).
In particular, the multiplicity of the smallest eigenvalue of L(B(d1, . . . , dk))
is dk − 1.
Proof. The first statement follows from Theorem 9 and Lemma 11. By The-
orem 9, the multiplicity of the smallest eigenvalue is dk − 1, since gk−1 has
only simple zeros by Lemma 10.
10
Corollary 13. Let Gi = L(B(d1, . . . , dk−1, i)) for i = 1, 2, . . . . Then the
sequence {λmin(Gi)}∞i=1 is constant.
Proof. Since gk−1 is independent of dk, the corollary follows from Theorem 12.
Remark 14. We note that the smallest eigenvalue of L(B(d1, . . . , dk−1, dk))
does depend on dk−1. Indeed, let g
(i)
k−1(λ) be the (k− 1)st polynomial associ-
ated with the sequence d1 = 1, d2, . . . , d
(i)
k−1, dk where d
(1)
k−1 6= d(2)k−1. Suppose
that γ is the common smallest zero of g
(i)
k−1(λ) for i = 1, 2. Since
(γ + 1)gk−2(γ)− (d(i)k−1 − 1)(gk−2(γ) + gk−3(γ)) = 0,
we have
(d
(1)
k−1 − d(2)k−1)(gk−2(γ) + gk−3(γ)) = 0.
Since d
(1)
k−1 6= d(2)k−1, we have gk−2(γ)+gk−3(γ) = 0, and hence (γ+1)gk−2(γ) =
0. By Lemma 11, we have gk−2(γ) 6= 0, while the same lemma also implies
γ < −1 since −1 is the zero of g1(λ). This is a contradiction.
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