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ABSTRACT  
   
In mesoscopic physics, conductance fluctuations are a quantum interference 
phenomenon that comes from the phase interference of electron wave functions scattered 
by the impurity disorder. During the past few decades, conductance fluctuations have 
been studied in various materials including metals, semiconductors and graphene. Since 
the patterns of conductance fluctuations is related to the distributions and configurations 
of the impurity scatterers, each sample has its unique pattern of fluctuations, which is 
considered as a sample fingerprint. Thus, research on conductance fluctuations attracts 
attention worldwide for its importance in both fundamental physics and potential 
technical applications. Since early experimental measurements of conductance 
fluctuations showed that the amplitudes of the fluctuations are on order of a universal 
value (e2/h), theorists proposed the hypothesis of ergodicity, e.g. the amplitudes of the 
conductance fluctuations by varying impurity configurations is the same as that from 
varying the Fermi energy or varying the magnetic field. They also proposed the principle 
of universality; e.g., that the observed fluctuations would appear the same in all materials. 
Recently, transport experiments in graphene reveal a deviation of fluctuation amplitudes 
from those expected from ergodicity.  
Thus, in my thesis work, I have carried out numerical research on the conductance 
fluctuations in GaAs nanowires and graphene nanoribbons in order to examine whether 
or not the theoretical principles of universality and ergodicity hold. Finite difference 
methods are employed to study the conductance fluctuations in GaAs nanowires, but an 
atomic basis tight-binding model is used in calculations of graphene nanoribbons. Both 
short-range disorder and long-range disorder are considered in the simulations of 
  ii 
graphene. A stabilized recursive scattering matrix technique is used to calculate the 
conductance. In particular, the dependence of the observed fluctuations on the amplitude 
of the disorder has been investigated. Finally, the root-mean-square values of the 
amplitude of conductance fluctuations are calculated as a basis with which to draw the 
appropriate conclusions. The results for Fermi energy sweeps and magnetic field sweeps 
are compared and effects of magnetic fields on the conductance fluctuations of Fermi 
energy sweeps are discussed for both GaAs nanowires and graphene nanoribbons. 
  
  iii 
ACKNOWLEDGMENTS 
   
           First of all, I would like to express my deep gratitude to my advisor, Prof. Ferry, 
for his strong support and patient guidance on my Ph.D. research work during these years. 
I also want to thank his suggestions and assistance at every stage of my research project. I 
am always grateful for his help and encouragement each time when I turn to a new 
research step. I feel lucky to have the opportunity to be one of his students. 
           I would like to specially thank Prof. Akis for his academic support throughout my 
Ph.D. study. I appreciate his valuable suggestions and time that helps me a lot when I was 
facing problems. I am also grateful for Prof. Saraniti and Prof. Goryll for working as my 
graduate committee and providing me valuable suggestions on my research work. 
          I also want to thank my colleague Srinivasa Varadan Ramanujam for many 
interesting discussions on academic topics and life experiences.  
          Finally, I would like to thank my parents for their entire and full support in my 
study and life overall wholeheartedly.  
  
  iv 
TABLE OF CONTENTS  
          Page 
LIST OF FIGURES .............................................................................................................. viii 
CHAPTER 
1     INTRODUCTION AND HISTORICAL REVIEW  ............................................. 1 
1.1 Basic Concepts of Quantum Transport ............................................................. 1 
1.2 Universality of Conductance Fluctuations ........................................................ 6 
1.3 Ergodic Hypothesis of Conductance Fluctuations ............................................ 9 
1.4 Conductance Fluctuations in Metals ............................................................... 10 
1.5 Conductance Fluctuations in Semiconductors ................................................ 13 
1.6 Conductance Fluctuations in Graphene ........................................................... 16 
1.7 Research Objectives and Thesis Structure ...................................................... 19 
2     CONDUCTANCE FLUCTUATIONS IN GAAS NANOWIRES  .................... 21 
2.1 Introduction ...................................................................................................... 21 
2.2 Computational Techniques .............................................................................. 22 
2.3 Conductance of GaAs Nanowire ..................................................................... 26 
2.4 Conductance Fluctuations of GaAs Nanowire ................................................ 29 
2.5 δg vs Fermi Energy and Magnetic Field ......................................................... 33 
2.6 Conclusions ...................................................................................................... 37 
3     EFFECT OF MAGNETIC FIELD ON CONDUCTANCE  
       FLUCTUATIONS IN GAAS NANOWIRES  ..................................................... 39 
3.1 Introduction ...................................................................................................... 39 
3.2 Conductance Fluctuations for Weak Disorder ................................................ 42 
  v 
CHAPTER                                                                                                                      Page 
3.3 Conductance Fluctuations for Strong Disorder ............................................... 46 
3.4 Conclusions ...................................................................................................... 50 
4     ATOMISTIC BASIS TECHNIQUES FOR GRAPHENE NANORIBBONS  .. 51 
4.1 Introduction ...................................................................................................... 51 
4.2 Slice Hamiltonian ............................................................................................. 52 
4.3 Recursive Scattering Matrix Techniques ........................................................ 57 
4.4 Incorporation of Magnetic Field ...................................................................... 59 
4.5 Conclusions ...................................................................................................... 62 
5     CONDUCTANCE FLUCTUATIONS IN GRAPHENE NANORIBBONS IN  
       THE PRESENCE OF SHORT-RANGE DISORDER  ....................................... 63 
5.1 Introduction ...................................................................................................... 63 
5.2 Band Structure .................................................................................................. 64 
5.3 Conductance ..................................................................................................... 68 
5.4 Conductance Fluctuations ................................................................................ 75 
5.5 Conclusions ...................................................................................................... 78 
6     GRAPHENE NANORIBBONS IN THE PRESENCE OF LONG-RANGE  
       DISORDER  .......................................................................................................... 80 
6.1 Introduction ...................................................................................................... 80 
6.2 The Model of Long-Range Disorder Potential ................................................ 81 
6.3 δg vs Fermi Energy and Magnetic Field ......................................................... 85 
6.4 δg (rms) vs Magnetic Field or Fermi Energy .................................................. 89 
6.5 Conclusions ...................................................................................................... 94 
  vi 
CHAPTER                                                                                                                      Page 
7     CONCLUSION AND PERSPECTIVE  ............................................................... 95 
REFERENCES ....................................................................................................................... 99 
  vii 
LIST OF FIGURES 
Figure Page 
1.1    (a) A Simplified Experimental Schematic of the Electron Wave Interference 
Measurement. (b) A Simplified Schematic of the Young’s Double Slit 
Interference Experiment.  .................................................................................... 2 
1.2   (a) The Potential Landscape of a Typical Quantum Point Contact. (b) The 
Conductance as a Function of the Width of the Constricting Region of a 
Quantum Point Contact for Different Grid Sizes.  ............................................. 4 
1.3   (a) Diffusive Transport in a Quantum Point Contact. (b) Quasi-Ballistic 
Transport in a Quantum Point Contact. (c) Ballistic Transport in a 
Quantum Point Contact.  ..................................................................................... 5 
1.4       Two Paths That Electrons Travel Along in the Disordered Sample  ................. 7 
2.1      (a) Finite Difference Grids for Discretization of 2D Schrödinger Equation. 
(b) Artificial Energy Band That Arises from the Discretized Lattice Used 
for Simulations for Grid Size of 3nm, 5nm And 7nm. A Quasi-Linear 
Energy Region can Be Found in the Middle of Band.  .................................... 23 
2.2     Conductance of GaAs Nanowire for Fermi Energy Sweeps in (a) Parabolic 
Band and (b) Quasi-Linear Band at a Magnetic Field of 0T, 0.5T And 1T. ... 27 
2.3    Conductance of GaAs Nanowire for Magnetic Field Sweeps in (a) Parabolic 
Band at a Fermi Energy of 5, 15 and 25meV, and (b) A Quasi-Linear 
Band at Fermi Energies of 30, 45 and 60meV.  ................................................ 28 
 
 
  viii 
Figure Page 
2.4      (a) Finite Difference Grid of a GaAs Nanowire with Size of 39×29 Cells, 
Where the Length of Each Cell is 5nm. (b) The Random Disorder 
Potential Energy in the GaAs Nanowire with Peak-to-Peak Value of 
2.0×24.2meV.  ................................................................................................... 30 
2.5      Conductance for Fermi Energy Sweeps for (a) a Parabolic Band and (b) a 
Quasi-Linear Band, for Different Random Potential Amplitude from 
0.1×24.2meV to 3.0×24.2meV.  ........................................................................ 31 
2.6      Conductance for Magnetic Field Sweeps for (a) a Parabolic Band, and (b) 
a Quasi-Linear Band, for Different Random Potential Amplitude from 
0.1×24.2meV to 3.0×24.2meV  ......................................................................... 32 
2.7     δG of a Fermi Energy Sweep in (a) a Parabolic Band from 5meV to 25meV 
and (b) a Quasi-Linear Band from 30meV to 60meV, at Random Potential 
Amplitude of 2.0×24.2meV (Peak-to-Peak Value)  ......................................... 34 
2.8       δG for a Magnetic Field Sweep in (a) a Parabolic Band, at a Fermi Energy 
of 15meV, and (b) a Quasi-Linear Band, at a Fermi Energy of 45meV, for 
Random Potential Amplitude of 2.0×24.2meV (Peak-to-Peak Value)  ........... 35 
2.9   Correlation Functions in a Parabolic Band for a Random Potential 
Amplitude of 0.5×24.2 meV in a Nanowire with Size of 65×165 Cells for 
(a) a Fermi Energy Sweep at B=0 T and (b) a Magnetic Field Sweep at a 
Fermi Energy of 15 meV.  .................................................................................. 36 
 
 
  ix 
Figure Page 
2.10   The Root-Mean-Square Values of δG for Fermi Energy Sweeps (Filled 
Circles) and Magnetic Field Sweeps (Filled Squares) in a Parabolic Band 
(Blue Color) and a Quasi-Linear Band (Red Color). These Values are 
Averaged over Many Samples with Many Different Sizes.  ............................ 37 
3.1      Plots of Conductance as a Function of Fermi Energies and Magnetic Fields 
for GaAs Nanowires with Size of 30 Sites × 40 Sites. (a) Peak-to-Peak 
Value of Random Potential Energy is Zero, (b) Peak-to-Peak Value of 
Random Potential Energy is 12.1 meV  ............................................................ 40 
3.2     (a) Plot of the Conductance (Random Potential Vpp = 12.1 meV) After a 
Background Smooth Fit is (for No Random Potential) Subtracted as a 
Function of Fermi Energy and Magnetic Field for GaAs Nanowires with 
Size of 30 Sites × 40 Sites. (b) Plot of δG (Random Potential Vpp = 12.1 
meV) After a Polynomial Fit is Subtracted as a Function of Fermi Energy 
and Magnetic Field for GaAs Nanowires with Size of 30 Sites × 40 Sites.  ... 41 
3.3     Conductance for Fermi Energy for a Random Potential with Vpp = 0 and 
Vpp =  12.1 meV at a Magnetic Field of (a) 0 T (b) 1 T (c) 2 T (d)  3 T (e) 
4 T (f) 5 T. Here, t = 24.2 meV ......................................................................... 44 
3.4     (a) Mean of the Root-Mean-Square Values of δG for Fermi Energy Sweeps 
as a Function of Magnetic Field for 8 Samples. (b) Mean of the Root-
Mean-Square Values of δG for Fermi Energy Sweeps as a Function of 
Magnetic Fields with Error Bars Shown for the 8 Samples.  ........................... 45 
 
  x 
Figure Page 
3.5     (a) Plot of Conductance as a Function of Fermi Energy and Magnetic Field 
for GaAs Nanowires with Size of 30 × 40 Sites. Peak-to-Peak Value of 
the Random Potential Energy is 48.4 meV. (b) Plot of Conductance in (a) 
Reduced by Its Polynomial Fit as a Function of Fermi Energy and 
Magnetic Field.  ................................................................................................. 47 
3.6     Conductance as a Funcntion of Fermi Energy for No Random Potential and 
with Vpp =48.4 meV at (a) B=0T (b) 1 T (c) 2 T (d) 3 T (e) 4 T (f) 5 T. 
Here, t = 24.2 meV  ........................................................................................... 48 
3.7     (a) Mean of the Root-Mean-Square Values of δG for Fermi Energy Sweeps 
as a Function of Magnetic Field. 8 Samples Are Used to Find the 
Statistical Averages. (b) Mean of the Root-Mean-Square Values of δG for 
Fermi Energy Sweeps as a Function of Magnetic Field with Error Bars for 
the Various Samples. .......................................................................................... 49 
4.1     Graphene Nanoribbon with Armchair Edge and Two Probes on Left and 
Right Sides and Each Slice Contains Two Columns of Carbon Atoms.  ........ 52 
4.2    (a) A Graphical Representation of Hamiltonian in a Slice Including 2 
Columns of Atoms  (b) The Meaning of Sub-Matrices of Slice 
Hamiltonian ....................................................................................................... 53 
4.3      (a) A Graphical Representation of Coupling Hamiltonian for Slice (i) and  
Slice (i-1) (b) The Meaning of Sub-Matrices in the Slice Coupling 
Hamiltonian ........................................................................................................ 54 
 
  xi 
Figure Page 
4.4     (a) A Graphical Representation of Coupling Hamiltonian for Slice (i) and  
Slice (i+1) (b) The Meaning of Sub-Matrices in the Slice Coupling 
Hamiltonian......................................................................................................... 55 
4.5    A Graphical Representation of Magnetic Flux Cross Section Between 
Adjacent Hopping Terms Near the Center of Ribbon (y=0)  ........................... 60 
5.1    The Average Distance Between Columns of Atoms for Monolayer 
Graphene with Armchair Edge is a  .................................................................. 64 
5.2     (a) Bandstructure of Graphene Nanoribbon with Width of 200 Atoms at a 
Magnetic Field of 0T. (b) Bandstructure of Graphene Nanoribbon with 
Width of 199 Atoms at a Magnetic Field of 0T  ............................................... 65 
5.3     (a) Bandstructure of Graphene Nanoribbon with Width of 200 Atoms at a 
Magnetic Field of 27T. (b) Bandstructure of Graphene Nanoribbon with 
Width of 199 Atoms at a Magnetic Field of 27T.  ............................................ 66 
5.4    The Energy Gap as a Function of Number p. The Width of Graphene 
Nanoribbon Are 3×p and 3×p+1 Respectively.  ............................................... 67 
5.5      Conductance for Fermi Energy Sweeps from 50meV to 250meV at B=0T, 
10T, 27T, 50T and 100T for a Graphene Nanoribbon with Width of (a) 
200 Atoms and (b) 199 Atoms.  ........................................................................ 69 
5.6     Conductance for Magnetic Field Sweeps from 0T to 100T at Fermi 
Energies of 50meV, 150meV and 250meV for a Graphene Nanoribbon 
with Width of (a) 200 Atoms and (b) 199 Atoms.  ........................................... 70 
 
  xii 
Figure Page 
5.7     The Relation Between the Energy Gap in the Band Structure (a) and the 
Drop of Conductance (b). Here, the Number of Atoms is 199 in Each 
Column  .............................................................................................................. 71 
5.8      (a) 3D Plot of the Short-Range Disorder Potential. (b) 2D Plot of the Short-
Range Disorder Potential.  ................................................................................. 72 
5.9     Conductance Fluctuations for (a) Fermi Energy Sweeps at B=0T and (b) 
Magnetic Field Sweeps at a Fermi Energy of 250meV for Vp-p=2.8eV × 
[0, 0.1, 0.2, 0.5, 1.0, 1.5, 2.0]  ........................................................................... 73 
5.10    Conductance Fluctuations for Fermi Energy Sweeps at Magnetic Fields of 
(a) 4T and (b) 10T for Vp-p=2.8eV × [0, 0.1, 0.2, 0.5, 1.0, 1.5, 2.0].  ............ 74 
5.11    (a) δG as a Function of Fermi Energy at B=0T for a Peak-to-Peak Disorder 
Amplitude Vpp of 2.8eV. (b) δG as a Function of Magnetic Fields at 
Fermi Energy of 250meV, for Peak-to-Peak Disorder Amplitude Vpp of 
2.8eV.  ................................................................................................................ 76 
5.12   (a) δG(rms) as a Function of Peak-to-Peak Disorder Amplitude Vpp for 
Fermi Energy Sweeps at B=0T, 4T and 10T. (b) δG(rms) as a Function of 
Peak-to-Peak Disorder Amplitude Vpp for Fermi Energy Sweeps (B=0T) 
and Magnetic Field Sweeps (Fermi Energy is 250meV)  ................................ 77 
 
 
 
 
 
 
 
  xiii 
Figure Page 
6.1    (a) Typical 3D View of a Remote Charge Impurity. The Distance Between 
the Graphene Layer and the Impurity Layer is d and the Positive and 
Negative Impurity Charges Are Randomly Located Within the Impurity 
Layer. (b) Side View. The Distance Between the Impurity Charge and the 
Point Where Potential is Calculated is r. (c) Top View. The Distance 
Between the Impurity Charge and the Point Where Potential is Calculated 
is Obtained by ri-rα. ........................................................................................... 82 
6.2     (a) 3D Plot of Remote Charge Impurity Disorder Potential Landscape. (b) 
2D Plot of Remote Charge Impurity Disorder Potential Landscape.  .............. 84 
6.3      (a) Conductance as a Function of Fermi Energy at a Magnetic Field of 0T 
for Clean Nanoribbon and Disordered Nanoribbon. (b) Conductance as 
Function of Magnetic Field at a Fermi Energy of 95 meV for Clean 
Nanoribbon and Disordered Nanoribbon.  ........................................................ 86 
6.4   (a) Conductance Fluctuation as Function of Fermi Energy and Its 
Polynomial Fitting Curve. (b) Conductance Fluctuation as Function of 
Magnetic Field and Its Polynomial Fitting Curve.  .......................................... 87 
6.5      (a)  G as a Function of Fermi Energy at a Magnetic Field of 0 T. (b) δG as 
a Function of Magnetic Field at a Fermi Energy of 95 meV  .......................... 88 
 
 
 
 
 
 
  xiv 
 
Figure Page 
6.6    (a) Conductance Fluctuations for Fermi Energy Sweeps at Various 
Magnetic Fields. (To Aid Clarity, Curves Are Shifted Up by i (4e2/h) for 
B= i (T)) (b) Conductance Fluctuations for Magnetic Field Sweeps at 
Various Fermi Energies. (To Aid Clarity, Curves Are Shifted Up by i 
(4e2/h) for Fermi Energy=50+i×15 (meV))  ..................................................... 90 
6.7      (a) δG(RMS) for Fermi Energy Sweeps as a Function of Magnetic Field. 
(b) δG(RMS) for Magnetic Field Sweeps as  a Function of Fermi Energy.  ... 91 
6.8   Four Different Graphene Nanoribbon Samples With Remote Charge 
Impurity Random Potentials, Indicated with (a), (b), (c) and (d).  ................... 92 
6.9     (a) Statistical Results of δG (RMS) for Fermi Energy Sweeps as Function 
of Magnetic Field for 4 Different Samples. (b) Statistical Results of δG 
(RMS) for Magnetic Field Sweeps as a Function of Fermi Energy for 4 
Different Samples.  ............................................................................................. 93 
  1 
CHAPTER 1 
INTRODUCTION AND HISTORICAL REVIEW 
1.1 Basic concepts of quantum transport 
 In this section, some important concepts in condensed matter physics and electron 
transport theory are introduced as a preparation for the following chapters.  In quantum 
mechanics, the superposition principle is used to create a composite wave function which 
is the sum of the individual electron wave functions, so the interference between different 
electron waves may be observed [1].  If we write 
     , , , , , , , , ,A Bx y z t x y z t x y z t     ,                             (1.1) 
then 
       2, , , , , , , , , , , ,n x y z t x y z t x y z t x y z t      .                  (1.2) 
The square of the composite wave amplitudes will be the probability for the electrons to 
be found at that position. The observation of the famous Aharonov–Bohm effect [2, 3, 4, 
5] at low-temperature experiments can be explained by the theory of coherent electron 
wave interference, which is similar to the phenomenon of coherent optical wave 
interference in Young's double-slit experiment [ 6 , 7 ]. In Fig. 1.1(a), a simplified 
schematic of the experimental setup of the interference of electron wave is presented and 
the experimental schematic of the Young’s double slits experiment is given in Fig. 1.1(b). 
In theory, the concepts of wave functions, which are the solutions of Schrödinger's 
equation, are the widely-used interpretation of quantum states in the wave mechanics 
version of quantum theory [1].  Schrödinger's equation is 
ˆyi H
t
                                                          (1.3) 
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Fig. 1.1 (a) A simplified experimental schematic of the electron wave 
interference measurement [2, 3, 4, 5]. (b) A simplified schematic of the 
Young’s double slit interference experiment [6, 7]. 
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          In studying quantum transport problems in small mesoscopic systems, such as a 
quantum point contact or nanowires, one important approach is the use of the Landauer 
formula [8, 9]. It relates the conductance of a nanowire to the transmission probabilities 
of electrons propagating in different channels in the wires. In this thesis, the conductance 
of both GaAs nanowires and graphene nanoribbons are calculated using the Landauer 
formula  
 
2 2
1
2 2n
i
i
e eG T N
h h
    .                                              (1.4) 
A simplified potential landscape of a typical quantum point contact for a GaAs two-
dimensional electron gas (2DEG) is shown in Fig. 1.2 (a) [10, 11, 12]. If I increase the 
width of the constriction in the quantum point contact, the number of propagating modes 
will increase gradually, so the conductance also increase in unit of 2e2/h. The results are 
presented in Fig. 1.2 (b). The conductance is also calculated using different grid sizes 
from 0.5nm to 5nm.  
         One important concept in the physics of electron transport is the relaxation time. As 
the electrons travel inside the crystal, they will experience several scattering events and 
the average time during which the initial momentum of an electron is reversed by 
scattering is defined as the relaxation time [13]. Then the average distance an electron 
travels before backscattering is the mean free path. Considering the interference effect of 
electron waves, the concepts of phase-breaking time and phase-breaking length are used 
to describe the average time and distance that electrons diffuse in the material before their 
phase information is disrupted through scattering events [14]. So, in order to observe the 
interference effect of electron waves, the sample size needs to be comparable to the 
  4 
phase-breaking length and the experiments are performed at very low temperature, 
because the phase-breaking length decays as temperature increases [15]. 
 
Fig. 1.2 (a) The potential landscape of a typical quantum point contact. (b) 
The conductance as a function of the width of the constricting region of a 
quantum point contact for different grid sizes. 
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Fig. 1.3 (a) Diffusive transport in a quantum point contact. 
(b) Quasi-ballistic transport in a quantum point contact. (c) 
Ballistic transport in a quantum point contact [17]. 
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 Based on the size of the nanostructure and mean free path, the electron transport 
in nanostructure can be studied in three different regimes [16]. In cases that the device 
size is much larger than the mean free path, the electron transport is in the diffusive 
regime. If the size of nanostructure is comparable to the mean free path, it is quasi-
ballistic transport. Finally, ballistic transport means that there are no impurities, and the 
scattering mainly take place at the boundaries of the devices. In Fig. 1.3, a schematic 
diagram for the diffusive transport (Fig. 1.3 (a)), quasi-ballistic transport (Fig. 1.3 (b)) 
and the ballistic transport (Fig. 1.3 (c)) in a simple structure of a quantum point contact 
are presented. 
 
1.2 Universality of conductance fluctuations 
At zero temperature, when the electron transport in the disordered sample is 
diffusive or quasi-ballistic as discussed above, there will be quantum interference 
between different paths that electrons travel along as indicated in Fig.1.4. Then, the 
conductivity of the conductor will have a correction due to interference of the scattered 
electron waves. If we vary the Fermi energy or the magnetic fields, the paths that the 
electrons travel along will be varied and, correspondingly, the electron wave interference 
patterns will be changed too. Thus, the conductance of the conductor will fluctuate as a 
function of the Fermi energy or magnetic field [17]. Based on the theory given by Lee 
and Stone [18, 19], the amplitude of the conductance fluctuations is of the order e2/h. 
This feature is termed the universality of conductance fluctuations. Since different 
samples have their unique distributions of impurities, so the details of the conductance 
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fluctuations will be different from sample to sample. This feature of the fluctuations is 
often considered as the fingerprint of a given sample [17]. 
 
Here, I briefly summarize the calculations of universal value of conductance 
fluctuations from C. W. J. Beenakker and H. van Houten [17, 20] at zero temperature. 
The calculation begins with the expression of the variance of conductance 
   2Var G G G  .                                            (1.5) 
Then the current conservation relation gives a relation between the transmission 
coefficient and reflection coefficient as  
Fig. 1.4 Two paths that electrons travel along in the disordered sample [17].  
  8 
2 2
, 1 , 1
N N
ij ij
i j i j
t N r
 
                                                 (1.6) 
Assuming that there is no correlation between the reflection probabilities ijr for different 
pairs (i and j) of incident and reflected channels, so the variance of conductance can be 
expressed using the variance of the reflection probabilities ijr as 
   2 22 22 22
, 1
N
ij ij
i j
e eVar G Var r N Var r
h h
              .                      (1.7) 
Considering that there are M scattering sequences and the amplitude of contribution of 
each scattering sequence to the reflection probability amplitude is F (i) (i=1, 2,…, M ), 
then the variance of the reflection probabilities ijr  can be simplified as follows 
  22 4 2ij ij ijVar r r r                                            (1.8) 
       
        
4
, , , 1
2 2 2 2
, , , ,
, , , 1
22
2
M
ij
p q r s
M
p q r s p s q r
p q r s
ij
r F p F q F r F s
F p F r F p F q
r
   
 



 


      (1.9) 
Thus, we obtain   22 2ij ijVar r r . 
Combining
2 2
, 1 , 1
N N
ij ij
i j i j
t N r
 
   and 2 2ijt l NL , we get 
  2 1 1ijr N order l L    ,                                      (1.10) 
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where l is the mean free length , and L is the length of sample. Considering the lowest 
order, Eq. (1.10) becomes 2 1~ijr N
 . And the variance of the conductance can be 
further simplified as 
   2 2 22 2 222 2 21~ ~ ~ije e eVar G N Var r Nh h N h                .                     (1.11) 
Finally, we can get a general form for the amplitude of the fluctuations as [17, 20] 
  21
2
s vg g eG Var G C
h
   .                                    (1.12) 
Here, gs and gv are spin and valley degeneracy factors. For a narrow channel, C=0.73. 
And for a wide channel, ~C W L , where W is the width and L is the length of the 
channel. At zero magnetic field, β=1. When the magnetic field is not zero, β=2. At non-
zero temperature, the amplitude of conductance fluctuations will be reduced due to the 
thermal averaging effect and the effect of the phase-breaking length [17, 20]. 
 
1.3 Ergodic hypothesis of conductance fluctuations 
          The properties of universal conductance fluctuations reviewed in section 1.2 can be 
observed in experimental metal samples under very low temperature. The patterns of the 
fluctuations depend on the microscopic impurity configurations in specific samples. To 
connect the statistical experimental results to the analytical theoretical calculations, P. A. 
Lee et al. [19] assume that there is an ergodic hypothesis of conductance fluctuations in 
metal samples, which suggests that the behavior of the conductance fluctuations in 
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specific samples by varying impurity configurations is the same as the statistical 
fluctuations obtained by changing the Fermi energy or magnetic field.  
         The ergodic hypothesis is supported by some low-temperature experimental results 
using metal samples as well as some numerical calculations and theoretical analysis using 
the impurity-averaged perturbation theory [19]. But whether this hypothesis holds in 
semiconductors and graphene is still an open question.  In this thesis, I will use numerical 
approaches to examine the hypothesis of ergodicity in GaAs nanowires and graphene 
nanoribbons. 
 
1.4 Conductance fluctuations in metals 
In this section, the history of experimental observations or theoretical studies of 
conductance fluctuations in metals are summarized briefly. 
 (1) Au and Au60Pd40 
 Early in 1984, small rings made of Au and Au60Pd40 were measured under a 
perpendicular magnetic field from 0 to 1.2 T at very low temperature by Umbach et al.  
[21] When the temperature decreased, the amplitude of the fluctuation of resistance for 
magnetic field sweeps was observed to get larger. But, the structures of the fluctuations 
did not change with temperature. The fluctuations of resistance were believed to be 
related to the small sizes of the samples.  
 (2) Bi 
 The low-temperature resistance of small Bi wires and Bi films were measured by 
Beutler et al. in 1987 [22]. They measured the resistance fluctuations as a function of 
time. The magnitude of these fluctuations agreed with the prediction of universal 
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conductance fluctuations developed by Lee et al. [19]. The resistance fluctuations of the 
Bi wires and films were thought to come from the motion of small scattering centers 
inside the samples. The measurements were made up to 5K, and the resistance 
fluctuations were found to get smaller in amplitude as the temperature rose.  
 (3) Sb and Au 
 In 1988, Webb et al. [23] measured the conductance as a function of current in Sb 
and Au wires, and the reproducible conductance fluctuations were observed at low 
temperature. Again, there was a qualitative agreement between their measurements and 
theoretical calculations. There were also differences between the fluctuation spectrum for 
metal loops and wires.  
 (4) Cu 
 In 1992, Ralph et al. [ 24 ] reported experiments using Cu. They conducted 
measurements of the conductance fluctuations in both ballistic and disordered samples. In 
ballistic cases, the root-mean-square values of the magnitude of the conductance 
fluctuations were of the order of 0.02e2/h. In disordered samples, the conductance 
fluctuations for magnetic field sweeps were weak. It was also found that, within a phase 
coherent sample, the rms values of amplitude of fluctuations did not depend on voltage. 
 (5) Au films 
 In 1995, Schäfer et al. [25] used gold films to study the conductance fluctuations 
for bias voltage sweeps and magnetic field sweeps. The sample they used was small 
enough to be comparable to the elastic mean free path. The fluctuations were thought to 
mainly come from the diffusive motion of the conduction electrons. They argued that the 
fluctuations could be used to probe the impurity configurations within the gold samples. 
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They found that the results of conductance fluctuations for bias voltage sweeps and 
magnetic field sweeps agreed with the ergodic hypothesis developed by Lee and Stone 
[18]. 
 (6) Au and Ag 
 In 1997, Scheer et al. [26] reported experiments which examined the dependence 
of conductance fluctuations in gold and silver wires on the angle between the magnetic 
field and the current in the wires at low temperature. The experimental data showed that, 
when varying the angle between the magnetic field and current, the rms amplitude of the 
conductance fluctuations did not change. 
 (7) Cu and Ag 
 In 2001, Haüssler et al. [ 27 ] studied the conductance fluctuations in the 
Aharonov-Bohm effect. They investigated the relation between the variations of the 
microscopic phases of electron waves and the phase of the conductance fluctuations in 
samples of Cu and Ag. They used dc bias current to tune the phase of the microscopic 
electron wave functions. They found a correlation between the electron wave function 
phase and the fluctuation phases. When the phase of electron wave function was changed 
continuously, the fluctuation phase changed in a quantized way. 
 (8) Li, Na and Au 
 In 2007, Chen et al. [28] reported a first-principle numerical investigation of 
conductance fluctuations in monatomic metal chains of Li, Na and Au using the non-
equilibrium Green's function method and density functional theory. The conductance was 
calculated as a function of the magnetic field and different energy levels.  The results 
showed that the amplitudes of the conductance fluctuations in the metal chains were 
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smaller than the theoretical predictions by Lee et al. [18], suggesting a failure of the 
ergodic hypothesis in their results. 
 (9) Ni0.8Fe0.2 
 Since many investigations on quantum coherence effects in normal metals had 
been made, in 2004, S Lee et al. [29] turned to the measurement of conductance 
fluctuations in ferromagnetic metals Ni0.8Fe0.2. The time-dependent fluctuations were 
measured at different temperatures and magnetic fields. It was found that the conductance 
fluctuations were enhanced by the domain wall motion, since the domain wall may be 
treated as a scattering center. It was felt that a two level system may be the dominant 
cause of the fluctuations.  
 
1.5 Conductance fluctuations in semiconductors 
 In this section, I briefly review and summary some historical experimental or 
theoretical research work on conductance fluctuations in semiconductor devices. 
 (1) Silicon Field Effect Transistor 
 In 1964, Howard and Fang [30] reported an investigation on characteristics of 
silicon field effect transistor at low temperature. The silicon devices were cooled to liquid 
helium temperature, and transconductance fluctuations were observed. 
 In 1981, Fowler et al. [31] measured the conductance in metal-oxide-silicon field-
effect transistors. The conductance as a function of gate voltage was studied at different 
temperatures. Strong and reproducible fluctuations of conductance were observed as a 
function of the gate voltage. 
  14 
 In 1983, Skocpol et al. [32] measured the conductance as function of gate voltage 
and magnetic field in silicon inversion layers at 2K. The pronounced fluctuations of 
conductance were observed as a function of electron density.  
 In 1984, Kwasnick et al. [33] measured the conductance of metal-oxide-silicon 
field-effect transistors below 15K. A large variation of conductance can be observed 
when the temperature drops below 15K. It was also found that the fluctuation pattern can 
be changed if the temperature is temporarily raised to higher than 200K or the gate 
voltage is temporarily increased to higher than threshold. They felt that this indicated that 
the random potential induced by diffusion of ions and electrons affected the conductance 
fluctuation patterns. 
 In 1985, Skocpol et al. [34] studied quantum transport in narrow MOSFET 
channels as quasi-one-dimensional electron systems. The conductance fluctuations were 
measured for both gate voltage sweeps and magnetic field sweeps at low temperatures. 
There was a strong dependence of conductance on the gate voltage and magnetic field. 
The conductance fluctuations observed in the experiments had a dependence on the 
temperature.  
 In 1986, Kaplan and Hartstein [35] studied the conductance fluctuations in narrow 
silicon accumulation layers in a Silicon MOSFET. The gate voltage, magnetic field and 
orientation of the magnetic field were varied to measure their effect on the conductance. 
It was found that there was a dependence of fluctuations on the perpendicular component 
of the magnetic field, and the amplitudes of the conductance fluctuations for gate voltage 
sweeps and magnetic fields sweeps were roughly same. The rms values of the amplitude 
of the fluctuations agreed with the theoretical predictions given by Lee et al. [19]. It was 
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felt that the conductance fluctuations came from quantum interference in the sample 
devices. 
 In 1987, Skocpol [ 36 ] reported further measurements of the conductance 
fluctuations in narrow silicon MOSFETs at low temperature. The reproducible 
conductance fluctuations were measured at different magnetic fields and gate voltages. 
He found that the fluctuation pattern had continuous and random variations over different 
gate voltage and magnetic fields, but the rms value of the amplitude of fluctuations was 
close to e2/h, which agreed with the theory of universal conductance fluctuations.  
 In 1988, Kaplan [ 37 ] studied the conductance in silicon metal-oxide-
semiconductor field-effect transistors with sub-micron size. The conductance was 
measured for different source-drain voltage, gate voltage, and magnetic fields, at liquid-
helium temperatures for small source-drain voltages. It was felt that these fluctuations of 
conductance came from quantum interference effects in the samples.  
 (2) GaAs 2DEG 
 In 1987, Thornton et al. [ 38 ] studied the conductance fluctuations in a 
GaAs/Al0.3Ga0.7As heterojunction 2DEG for magnetic field sweeps below 4.2K. The 
measurements were taken at different values of temperatures. The results showed that the 
conductance fluctuated very slowly at a temperature of 4.2K, but the fluctuation 
amplitude became larger as the temperature was decreased. The dependence of phase 
coherence length on temperature was also studied.  
 In 1989, Debray et al. [39] reported conductance fluctuations in modulation-
doped GaAs/AlGaAs heterojunction that were studied using magnetic field sweeps and 
Fermi energy sweeps at low temperature of 1.3K. It was assumed that the spin-orbit 
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scattering was negligible in such samples. It was observed that there was a reduction by a 
factor 4 below the theory for the variance of the amplitude of the conductance 
fluctuations. This effect was explained by the breaking of spin degeneracy from Zeeman 
splitting.  
 In 1991, Klepper et al. [40] studied the sensitivity of conductance fluctuations in 
GaAs/AlGaAs heterostructures to the addition of single elastic scatterers. The 
configuration of the scatterers was controlled by a photoionizing technique. A difference 
trace technique was used to study the changes in the fluctuations. The dependence of the 
rms values of the conductance fluctuations on temperature was determined. The results 
obtained in their experiments agreed with theory. 
 In 1993, Brown et al. [41] reported measurements of conductance fluctuations in 
GaAs 2DEG wires. The results obtained in their experiments showed a disagreement with 
the theory of universal conductance fluctuations at high magnetic fields. The violation 
was attributed to the extended electron diffusion near the boundaries as edge states began 
to form. 
 
1.6 Conductance fluctuations in graphene 
 In this section, some recent developments in experimental or theoretical research 
on conductance fluctuations in graphene are summarized. 
 (1) Monolayer graphene 
 In 2006, Morozov et al. [42] reported an experimental study of the conductance 
fluctuations and weak localization in single layer graphene flakes. They found that the 
amplitude of the conductance fluctuations agreed with theory (in order of e2/h), with no 
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evidence of spin-flip scattering. The fluctuations also showed no dependence on magnetic 
field at different temperatures. At low concentrations of Dirac fermions, the conductance 
fluctuations were absent and in a metallic regime, the fluctuations recovered. 
 In 2009, Horsell et al. [43] also studied the conductance fluctuations and weak 
localization in graphene devices for both Fermi energy sweeps and magnetic field sweeps. 
The results showed that the conductance fluctuations have a dependence on both elastic 
and inelastic scattering mechanisms. And, the conductance fluctuations are suppressed by 
strong inter-valley scattering. Both the variation of conductance fluctuations and weak 
localization has a dependence on temperature.  
 In 2010, Chen et al. [ 44 ] measured weak localization and conductance 
fluctuations in single layer graphene at 250 mK. The phase coherence lengths obtained 
from weak localization and the autocorrelation of conductance fluctuations were 
comparable. It was also observed that, when the carrier density decreased, there was a 
reduction of the amplitude of the conductance fluctuations, which was explained as a 
mechanism of loss of phase coherence.  
 In 2011, Freitag et al. [45] reported an investigation of conductance fluctuations 
in monolayer graphene devices which had superconducting Al contacts for source and 
drain. It was found that conductance fluctuations are enhanced by the superconducting 
contacts. They also found that the conductance fluctuations have a weak dependence on 
the gate voltage. At the charge neutrality point, the conductance fluctuations exhibited a 
dependence on the series resistance.  
 In 2012, Bohra et al. [46] reported research on the conductance fluctuations in 
graphene which involved varying the gate voltage and the magnetic field. They found 
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that the amplitude of conductance fluctuations for magnetic fields sweeps is smaller than 
that of the Fermi energy sweeps. It was also observed that the amplitudes of conductance 
fluctuations for varying gate voltage are different for perpendicular and parallel magnetic 
fields. The rms values of the conductance fluctuations for varying gate voltage was 
suppressed by perpendicular magnetic fields, but did not have significant dependence on 
the parallel magnetic fields. These experimental results showed a failure of ergodicity in 
graphene.  
 (2) Bilayer graphene 
 In 2010, Liao et al. [ 47 ] reported an experimental study of conductance 
fluctuations in a bilayer graphene system. The dependence of conductance fluctuations on 
temperature, magnetic field and bias current were examined in their work. It was 
observed that the rms value of the conductance fluctuations was in inverse proportion to 
the bias current. This dependence is explained by the confinement of the charge impurity 
scattering. They also measured the temperature-dependent conductance fluctuations and 
found the rms amplitude of fluctuations decreased when the temperature was increased. 
 (3) Trilayer graphene 
 In 2014, El-Bana et al. [48] reported results on conductance fluctuations and weak 
localization in trilayer graphene a field effect transistor. They varied the gate voltage, 
magnetic field and temperature. The layer number and quality of the graphene flake were 
determined by atomic force microscopy and Raman spectroscopy.  A weak localization 
correction of the conductance was observed. It was also found that aperiodic conductance 
fluctuations as a function of gate voltage showed an amplitude of e2/h. This feature was 
explained using the interference of discrete carrier trajectories.  
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 (4) Multilayer graphene 
 In 2010, Trbovic et al. [ 49 ] reported an investigation of the conductance 
fluctuations in few-layer graphene. The graphene flakes had two superconducting 
contacts of Ti/Al. Conductance fluctuations were observed when the gate voltage was 
swept. There was also a dependence of the conductance fluctuations on the source-drain 
voltage and the temperature. When the temperature was increased, the amplitude of the 
conductance fluctuations decreased. At zero bias and 230mK, the amplitude of the 
conductance fluctuations was of order of e2/h. 
 In 2013, Chuang et al. [50] reported using multi-layer graphene flakes to study 
the magneto-conductance fluctuations. The dependence of the dephasing time on the 
temperature was examined. The results showed that the layers in the center can provide 
better transport properties, since the substrate impurities and the air molecules had less 
effect on the layers in the center. The multi-layer graphene had a shorter low-temperature 
saturation of dephasing time than the monolayer graphene. 
 
1.7 Research objectives and thesis structure 
 Based on the historical review of the research work on conductance fluctuations 
in metals, semiconductor materials and graphene during the past few decades, whether 
the universality and hypothesis of ergodicity hold in semiconductors and graphene is still 
an open question. Thus, my thesis work aims to numerically investigate the 
characteristics of conductance fluctuations in GaAs nanowires and graphene nanoribbons 
at zero temperature to examine the universality and hypothesis of ergodicity in these two 
nanostructures. 
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 Chapter 2 introduces the calculations of conductance fluctuations in GaAs 
nanowires using the finite difference method. Conductance fluctuations in Fermi energy 
sweeps and magnetic field sweeps are investigated in the presence of a disorder potential. 
 Chapter 3 focuses on the effect of magnetic field on the conductance fluctuations 
for Fermi energy sweeps in GaAs nanowires, since the formation of edge states under 
magnetic field will suppress the amplitude of conductance fluctuations. 
 Chapter 4 turns to the study of graphene nanoribbons. The building of the 
Hamiltonian for graphene nanoribbons with armchair edges, the incorporation of a 
magnetic field, and how to integrate the Hamiltonian into the transfer matrix equation 
will be presented. 
 Chapter 5 shows the results of conductance fluctuations in graphene nanoribbons 
in the presence of short-range disorder. The fluctuations are calculated as a function of 
Fermi energy and magnetic field. The rms values of the amplitudes of the fluctuations are 
also calculated for different random potential amplitudes.  
 Chapter 6 presents the conductance fluctuations in graphene nanoribbons due to 
remote charge long-range disorder. The building of the long-range impurity model is 
described in detail. I focus on the effect of magnetic field on the conductance fluctuations 
for Fermi energy sweeps and calculate the root-mean-square value of fluctuation 
amplitudes of Fermi energy sweeps at different magnetic fields. 
 Chapter 7 summarizes the conclusions of each chapter. The merit and issues of 
the thesis work will be discussed and suggestions for future research will be given. 
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CHAPTER 2 
CONDUCTANCE FLUCTUATIONS IN GAAS NANOWIRES 
2.1 Introduction 
In this chapter, the conductance fluctuations in GaAs nanowires are studied using 
the finite difference approach. The 2D Schrödinger equation which describes the 
quantum states in GaAs 2DEG is discretized and mapped onto a rectangular finite 
difference lattice. Then the discretized Schrödinger equation can be converted into the 
transfer matrix equation. I use the recursive scattering matrix methods to solve the 
transfer equation and then the transmission matrix can be reached [51]. After this point, 
the conductance can be computed utilizing the Landauer-Büttiker formula. Meanwhile, 
the perpendicular magnetic field is incorporated into the calculation by inserting the 
Peierls phase factor to the hopping energy terms. I use the disorder potential to calculate 
the fluctuations for Fermi energy sweeps and magnetic field sweeps under different 
amplitudes of disorder potential. δG as function of the Fermi energy and magnetic field 
can be obtained by subtraction of the polynomial fit values from the original fluctuations. 
The root-mean-square values of δG can be found then [51].  
This chapter is organized as follows. In section 2.2, the computational approach is 
introduced. The results of conductance of GaAs nanowires without disorder are shown in 
section 2.3. Section 2.4 gives the results of conductance of GaAs nanowires under 
disorder potential and the calculations of δG for Fermi energy sweeps and magnetic field 
sweeps are done in section 2.5. Finally, in section 2.6, the results of δG for different 
random potential amplitudes are presented and conclusions are also discussed here. 
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2.2 Computational techniques 
The states of electrons in GaAs 2DEG are described by 2D Schrödinger equation 
[17] 
       2 2 2* 2 2 , , , ,2
d d x y V x y x y E x y
m dx dy
         

.                  (2.1) 
By mapping the simulation domain onto a rectangular finite difference lattice with grid 
size of a shown in Fig. 2.1(a), I get the discrete form of the 2D Schrödinger equation as 
   1, 1, , 1 , 1 , , ,4i j i j i j i j i j i j i jt V t E             ,                (2.2) 
in which, ,i j is the wave function and ,i jV is the potential at the site  ,i j .  Here
2
* 22
t
m a
  and  is the reduced Planck’s constant [51]. 
The discrete Schrödinger equation can be converted to a matrix form 
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,                                        (2.3) 
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.           (2.4)        
 
Here the term t can be explained as the perturbation on the slice Hamiltonian.  Then, the 
transfer-matrix equation which represents the relationship between adjacent slices can be 
obtained as 
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Fig. 2.1 (a) Finite difference grids for discretization of 2D Schrödinger 
equation. (b) Artificial energy band that arises from the discretized lattice used 
for simulations for grid size of 3nm, 5nm and 7nm. A quasi-linear energy 
region can be found in the middle of band. 
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I solve the transfer matrix equation in the zeroth slice and the solution will be in the form 
 
 
   mm m
u
u
    
.                                                  (2.6) 
The sign   here means the direction of the modes and ( ) means propagating to the 
right and ( – ) means propagating to the left. The transfer matrix equation for N slices has 
the form 
 10 1 1 0...0 N N
t I
T T T TT
r


          .                                       (2.7) 
The problem of Eq. (2.7) is that it cannot be solved due to its numerical instability.  One 
solution developed by Usuki et al. [52] is to convert it to an iterative scheme based on the 
scattering matrix as 
1 1
1 2 1 2
1 2
0
0 0
l l l l
l
l l
IC C C C
T
P PI I
               
,                           (2.8) 
with 1 2 21 1
l
l l lP P T C  and   12 21 2 22ll l lP T C T    [17, 51, 53]. 
Starting with 01C I and 02 0C  , the final transmission matrix t is obtained as 
    11 11 12 1N Nt U C U U C               .                         (2.9)
 
Here, 1lP and 2lP can be used to calculate the electron density by back propagating the 
wave function from right to left. Finally, the electron density at each site can be 
calculated using 
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The incorporation of a perpendicular magnetic field can be realized by insertion of the 
Peierls phase into the 2D Schrödinger equation in the form 
0 , 1 , 1i i R i i L i i iH t t EI       
   
,                                     (2.11) 
in which , ,, , ,R i j
i
R i j i jt e t
  , , ,, , ,L i jiL i j i jt e t  and 2, , , , 2L i j R i j eBa h     [52]. The 
conductance G then can be calculated using the Landauer-Büttiker formula 
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  .                                            (2.12) 
Here, mv and nv are velocity of the two modes [17, 51, 52]. 
           I begin by calculating the eigenvalues of the discretized 1D wave Schrödinger 
function    2 2* 2 ,2
d x y E x
m dx
     for the zeroth slice in the simulation domain.  The 
eigenvalues of the equation with grid size of 3nm, 5nm and 7nm are plotted in Fig. 2.1(b). 
The hopping energies for each size are 67.2meV, 24.2meV and 12.3eV, respectively. 
These are obtained from  2 * 21 12hopt eVm a e
 .  In the band structure for grid size of 5nm, 
I use the parabolic band in the regime from 5meV to 20meV and a quasi-linear band 
between 30meV and 60meV to study the conductance fluctuations in the following 
sections. Since there is also a linear dispersion spectrum at low energy in the graphene 
band structure, the artificial quasi-linear band here in GaAs helps to study the 
conductance fluctuations related to a linear band [46, 54]. 
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2.3 Conductance of GaAs nanowire 
In this investigation, several samples of GaAs 2DEG nanowires with different 
sizes are studied.  I calculate the conductance of the GaAs 2DEG nanowire for both a 
Fermi energy sweep and a magnetic field sweep.  The conductance in parabolic band and 
quasi-linear band are both considered [51]. 
Figure 2.2 (a) shows the conductance for a Fermi energy sweep in the parabolic 
band over the range 5meV to 25meV, for a GaAs nanowire with a width of 29 cells and a 
length of 39 cells, at different perpendicular magnetic fields of 0T, 0.5T, and 1T.  The 
depopulation of modes due to magnetic field increment can be observed. Fig. 2.2 (b) 
shows the conductance of a Fermi energy sweep in the quasi-linear band from 30meV to 
60meV for a GaAs nanowire, with a width of 29 cells and a length of 39 cells at 
perpendicular magnetic fields of 0T, 0.5T, and 1T.  There are more modes propagating in 
the wire since the Fermi energy in the quasi-linear band is higher than the energy in a 
parabolic band.  
Results of magnetic field sweeps are presented in Fig. 2.3.  The conductance as 
function of magnetic field is plotted in Fig. 2.3(a) at Fermi energies of 5meV, 15meV and 
25meV, in a parabolic band for a GaAs nanowire with a width of 29 cells and a length of 
39 cells.  The conductance as function of the magnetic field is plotted in Fig. 2.3(b) for a 
quasi-linear band at Fermi energies of 30meV, 45meV, and 60meV, for a GaAs nanowire 
with width of 29 cells and length of 39 cells.  The number of modes clearly is reduced as 
the magnetic field increases from 0T to 2T. 
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Fig. 2.2 Conductance of GaAs nanowire for Fermi energy sweeps in (a) parabolic 
band and (b) quasi-linear band at a magnetic field of 0T, 0.5T and 1T. 
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Fig. 2.3 Conductance of GaAs nanowire for magnetic field sweeps in (a) parabolic 
band at a Fermi energy of 5, 15 and 25meV, and (b) a quasi-linear band at Fermi 
energies of 30, 45 and 60meV. 
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2.4 Conductance fluctuations of GaAs nanowire 
The conductance fluctuations can be calculated by introducing a random disorder 
potential based on the Anderson model [55]. In Fig.2.4 (a), I show the finite difference 
grids in the simulation domain. The random potential is created on each grid point, and 
an example of the disorder potential is given in Fig.2.4 (b) for the nanowire in panel (a).  
Since the cell size is 5nm×5nm, the area of the nanowire is 3×10-10 cm-2 and there are 
around 1200 grid points, so the density of impurities is around 4.0×1012 cm-2.  The peak- 
to-peak value of the random disorder potential is twice the hopping energy (24.2 meV), 
or 48.4 meV here. 
I vary the amplitude of the disorder potential with multipliers from the set [0.1, 
0.2, 0.5, 1.0, 1.5, 2.0, 3.0]  ×  24.2 meV, and calculate the conductance fluctuations in 
GaAs nanowires of various sizes.  Fig. 2.5 shows the conductance for Fermi energy 
sweeps for the grid of Fig. 2.4 (a).  Panel (a) presents the conductance in a parabolic band, 
while panel (b) shows the conductance in a quasi-linear band.  When the amplitude of the 
disorder potential increases, it can be observed from the plots that the amplitude of 
fluctuations in the conductance get larger and the steps (as modes are added) are 
gradually masked by the random potential after the peak-to-peak amplitude of the random 
potential exceeds 0.5×24.2 meV.  Fig. 2.6 presents conductance for magnetic field 
sweeps under the same set of potential for the device.  Fig. 2.6 (a) is the conductance at a 
Fermi energy of 15meV in a parabolic band while Fig. 2.6 (b) is the conductance at a 
Fermi energy of 45meV in the quasi-linear band.  The magnetic field sweep is from 0T to 
2T in each case. 
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Fig.  2.4 (a) Finite difference grid of a GaAs nanowire with size of 39×29 cells, 
where the length of each cell is 5nm. (b) The random disorder potential energy in the 
GaAs nanowire with peak-to-peak value of 2.0×24.2meV. 
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Fig. 2.5 Conductance for Fermi energy sweeps for (a) a parabolic band and (b) a 
quasi-linear band, for different random potential amplitude from 0.1×24.2meV to 
3.0×24.2meV. 
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Fig. 2.6 Conductance for magnetic field sweeps for (a) a parabolic band, 
and (b) a quasi-linear band, for different random potential amplitude from 
0.1×24.2meV to 3.0×24.2meV. 
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2.5 δG vs Fermi energy and magnetic field 
I use a polynomial fit to each curve in Figs 2.5 and 2.6 to get the background 
value of conductance.  This is subtracted from the conductance to determine the δG 
values. The values of δG for a Fermi energy sweep in the parabolic band from 5meV to 
25meV are in Fig. 2.7 (a) and results from a quasi-linear band from 30meV to 60meV are 
in Fig. 2.7 (b).  The peak-to-peak amplitude of the random potential here is 2.0×24.2 
meV.  The value of δG as a function of magnetic field is given in Fig. 2.8. Panel (a) is the 
plot of δG for a magnetic field sweep in a parabolic band, at a Fermi energy of 15meV, 
and panel (b) is the plot of δG for a magnetic field sweep in a quasi-linear band at a 
Fermi energy of 45meV.  The peak-to-peak amplitude of the random potential for the 
magnetic field sweep is also 2.0×24.2 meV.  By comparing the amplitudes of δG for a 
Fermi energy sweep and a magnetic field sweep, it is obvious that the amplitude of δG 
for the magnetic field sweep is smaller than the amplitude of δG for the Fermi energy 
sweep, at the same random potential amplitude of 2.0×24.2 meV.  
To evaluate the conductance fluctuation obtained above, I also calculate the 
correlation functions of the conductance fluctuation for both Fermi energy sweep and 
magnetic field sweep.  One typical example in a parabolic band, for random potential 
amplitude of 0.5×24.2 meV in a nanowire with size of 65×165 cells, is given in Fig. 2.9. 
Panel (a) is the correlation function for a Fermi energy sweep and panel (b) is the 
correlation function for a magnetic field sweep.  The correlation length ΔEc and ΔBc are 
defined to be the point where the correlation function reduces to one-half of its initial 
values [51]. 
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Fig. 2.7 δG of a Fermi energy sweep in (a) a parabolic band from 5meV to 
25meV and (b) a quasi-linear band from 30meV to 60meV, at random potential 
amplitude of 2.0×24.2meV (peak-to-peak value). 
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Fig. 2.8 δG for a magnetic field sweep in (a) a parabolic band, at a Fermi 
energy of 15meV, and (b) a quasi-linear band, at a Fermi energy of 45meV, for 
random potential amplitude of 2.0×24.2meV (peak-to-peak value). 
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Fig. 2.9 Correlation functions in a parabolic band for a random potential 
amplitude of 0.5×24.2meV in a nanowire with size of 65×165 cells for (a) a 
Fermi energy sweep at B=0T and (b) a magnetic field sweep at a Fermi energy 
of 15meV. 
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2.6 Conclusions 
The conductance fluctuations are calculated using many samples with different 
sizes.  The root-mean-square values of δG as function of the peak-to-peak amplitudes of 
the random potential are all collected together in Fig. 2.10.  Here, the magnetic field 
sweeps are indicated by filled squares with blue colors for the parabolic band results and 
red colors for the quasi-linear band results.  The Fermi energy sweeps are shown by filled 
circles with blue colors for the parabolic band results and red colors for the quasi-linear 
band results.  Within the statistical errors, there are no significant differences between 
results from the parabolic band and the quasi-linear band.  When the amplitude of the 
Fig. 2.10 The root-mean-square values of δG for Fermi energy sweeps (filled 
circles) and magnetic field sweeps (filled squares) in a parabolic band (blue 
color) and a quasi-linear band (red color). These values are averaged over 
many samples with many different sizes. 
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random potential increases, the RMS value of δG increases to a maximum value of about 
0.35 for the Fermi energy sweeps and about 0.15 for the magnetic field sweeps.  The 
magnetic field sweep results are approximately 3 times smaller than the Fermi energy 
sweep results when the peak-to-peak values of the random potential energies are larger 
than 1.0 × 24.2 meV.  The features of δG(RMS) for conductance fluctuations 
summarized in Fig. 2.10 indicate that the hypothesis of ergodicity does not hold in GaAs 
nanowires [18, 19]. 
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CHAPTER 3 
EFFECT OF MAGNETIC FIELD ON CONDUCTANCE FLUCTUATIONS IN GAAS 
NANOWIRES 
3.1 Introduction 
Since the formation of edge states in GaAs 2DEG due to perpendicular magnetic 
fields will change the electron wave interference patterns, so the characteristics of 
conductance fluctuations for Fermi energy sweeps may show new features when the 
magnetic field is increased [46]. In this chapter, I investigate the effect of a perpendicular 
magnetic field on the amplitude of the conductance fluctuations for Fermi energy sweeps 
within the GaAs nanowires [51]. 
The Fermi energy sweeps run from 5meV to 25meV and at magnetic fields from 
0T to 5T. The step size of magnetic field increment is as small as 0.025T, so we can 
examine the details of variation of fluctuation amplitudes for Fermi energy sweeps at 
each value of magnetic field. The size of the GaAs samples used in the calculation is 145 
nm (width) ×  195 nm (length). Here, a 5 nm grid is used for the finite difference cells. I 
consider two different peak-to-peak values of amplitudes of random potential energy that 
are 0.5×24.2meV (hopping energy) and 2.0 ×24.2meV (hopping energy). 
           This chapter is organized as follows. The calculation of conductance for Fermi 
energy sweeps at magnetic field from 0T to 5T for peak-to-peak values of random 
potential of 0.5×24.2meV (hopping energy) is given in section 3.2. The conductance 
fluctuations of Fermi energy sweeps for different magnetic fields for peak-to-peak values 
of random potential of 2.0 ×  24.2meV (hopping energy) is given in section 3.3. And the 
conclusion will be discussed in section 3.4. 
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Fig. 3.1 Plots of conductance as a function of Fermi energies and magnetic fields for 
GaAs nanowires with size of 30 sites × 40 sites. (a) Peak-to-peak value of random 
potential energy is zero, (b) Peak-to-peak value of random potential energy is 12.1 meV.  
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Fig. 3.2 (a) Plot of the conductance (random potential Vpp = 12.1 meV) after a 
background smooth fit is (for no random potential) subtracted as a function of Fermi 
energy and magnetic field for GaAs nanowires with size of 30 sites × 40 sites. (b) 
Plot of δG (random potential Vpp = 12.1 meV) after a polynomial fit is subtracted as a 
function of Fermi energy and magnetic field for GaAs nanowires with size of 30 sites 
× 40 sites. 
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3.2 Conductance fluctuations for weak disorder 
At first, I calculate the conductance of Fermi energy sweeps from 5meV to 25meV 
for different magnetic field, ranging from 0T to 5T, without a disorder potential. These 
results are given in Fig. 3.1(a). It is clear that the conductance increases with Fermi 
energy, but at a fixed Fermi energy, the conductance drops as transverse modes are 
depopulated as the magnetic field gets larger. When a weak disorder potential is added, 
where the peak-to-peak value is 12.1 meV, the conductance begins to show fluctuations.  
This is shown in Fig. 3.1(b) as function of Fermi energy and magnetic field. This shows 
that the fluctuations mainly arise, for this low level, as the conductance increases at a 
mode transition. To calculate the fluctuations accurately, it is necessary to subtract the 
conductance with no disorder from the conductance with weak disorder to eliminate the 
influence of the mode transitions in conductance that may be seen in Fig. 3.1 (a). Fig. 
3.2(a) gives the results after this subtraction. Then, a polynomial fit is used to determine 
the smoothed conductance and this is subtracted from the results in Fig. 3.2(a). The 
results for this δG as a function of Fermi energy and magnetic field are plotted in Fig. 
3.2(b).  
           To clearly observe how the conductance fluctuations that arise in a Fermi energy 
sweep change as the magnetic fields increases, I plot them with and without the disorder 
potential at various magnetic fields in Fig. 3.3. There is a general reduction in the 
amplitude of the conductance fluctuations that can be observed as the magnetic field 
increases. When the magnetic field is larger than 3T, the conductance fluctuations 
basically disappear in the region of the conductance plateaus. There are some local 
fluctuations around the Fermi energy points where the mode number increases abruptly. 
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To quantitatively examine the fluctuation amplitude changes, I calculate the root-mean-
square values of δG for Fermi energy sweeps at various magnetic fields. The results are 
given in Fig. 3.4(a). I consider 8 samples in my calculations and the mean values of root-
mean-square of δG are averaged over these samples. It is clear that the value of δG (RMS) 
decreases from 0.35 to around 0.2 as the magnetic field increases from 0T to 5T. Fig. 
3.4(b) gives the statistical error for discrete magnetic field values.  
 
 
  44 
 
Fig. 3.3 Conductance for Fermi energy for a random potential with Vpp = 0 and Vpp =  
12.1 meV at a magnetic field of (a) 0 T (b) 1 T (c) 2 T (d)  3 T (e) 4 T (f) 5 T. Here, t 
= 24.2 meV. 
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Fig. 3.4 (a) Mean of the root-mean-square values of δG for Fermi energy 
sweeps as a function of magnetic field for 8 samples. (b) Mean of the root-
mean-square values of δG for Fermi energy sweeps as a function of magnetic 
fields with error bars shown for the 8 samples.  
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3.3 Conductance fluctuations for strong disorder 
I consider a stronger disorder potential in this section. The peak-to-peak value of 
the random potential energy is 48.4 meV here. The conductance as function of Fermi 
energies and magnetic fields is plotted in Fig. 3.5(a). It shows that the conductance 
fluctuations appear at every value of Fermi energy from 5meV to 25meV. As before, the 
polynomial fits are determined and subtracted from the results in Fig. 3.5(a). This gives 
the values of δG as a function of Fermi energy and magnetic field and they are plotted in 
Fig. 3.5(b).  
   To clearly observe how the conductance fluctuations for Fermi energy sweeps 
changes as the magnetic fields increases, I plot the values determined, with and without 
the disorder potential, at magnetic fields of 0, 1, 2, 3, 4 and 5 T in Fig. 3.6. The tendency 
for a reduction of the amplitude of the fluctuations can be observed initially as the 
magnetic field increases, but this does not seem to be the case over the entire range of 
magnetic field. 
To quantitatively examine the amplitude changes, I calculate the root-mean-
square values of δG of the Fermi energy sweeps for each magnetic field. The results are 
given in Fig. 3.7(a). Again, I consider 8 samples in order to gather statistical properties, 
and the mean values of the root-mean-square δG are presented in Fig. 3.7(a). It is clear 
that the value of δG (RMS) decreases from 0.3 to around 0.2 as the magnetic field 
increases. Fig. 3.7(b) gives the statistical error for a few magnetic field values.  
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Fig. 3.5 (a) Plot of conductance as a function of Fermi energy and magnetic field for GaAs 
nanowires with size of 30 × 40 sites. Peak-to-peak value of the random potential energy is 48.4 
meV. (b) Plot of conductance in (a) reduced by its polynomial fit as a function of Fermi energy 
and magnetic field. 
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Fig. 3.6 Conductance as a funcntion of Fermi energy for no random potential and with Vpp =48.4 
meV at (a) B=0T (b) 1 T (c) T (d) 3 T (e) 4 T (f) 5 T. Here, t = 24.2 meV. 
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Fig. 3.7 (a) Mean of the root-mean-square values of δG for Fermi energy 
sweeps as a function of magnetic field. 8 samples are used to find the statistical 
averages. (b) Mean of the root-mean-square values of δG for Fermi energy 
sweeps as a function of magnetic field with error bars for the various samples. 
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3.4 Conclusions 
In this chapter, I examine how the amplitude of conductance fluctuations for 
Fermi energy sweeps changes as the magnetic field is increased in GaAs nanowires. Both 
a weak amplitude of disorder (Vpp = 12.1 meV) and strong amplitude of disorder (Vpp = 
48.4 meV) are considered in my investigation. The results indicate that the amplitude of 
conductance fluctuations for Fermi energy sweeps decrease as the magnetic field is 
increased from zero. This can be explained by the formation of edge states near the edges 
of the GaAs 2DEG induced by the external perpendicular magnetic field. Since for edge 
states, the scattering processes of electron waves with impurities mainly take place 
around the edge of the nanowires, the fluctuations under such cases will be weaker 
compared with the cases without magnetic fields, in which, scattering processes take 
place both inside the nanowires and near the edge. 
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CHAPTER 4 
ATOMISTIC BASIS TECHNIQUES FOR GRAPHENE NANORIBBONS 
4.1 Introduction 
In the following chapters, I turn to graphene and study the conductance 
fluctuations in a graphene strip using the atomistic tight-binding model to further 
examine the dependence of variation of conductance for Fermi energy sweeps and 
magnetic field sweeps at different amplitudes of disorder. I will present the 
computational method in this chapter. The technique used here is based on the recursive 
scattering matrix approach that has been applied successfully in simulation of 
conductance fluctuations in GaAs-AlGaAs heterostructure 2DEG in chapter 2 [51, 56]. 
The Landauer-Büttiker formula is utilized to compute the conductance 
 2 2,
,
4 n
n m
m n m
veG th v
  ,                                            (4.1) 
in which, mv and nv are the velocities of different modes and the factor of 4 comes from 
and spin and valley degeneracy [17]. The Hamiltonian of the graphene atomic basis will 
be much different from that in finite difference method because graphene has a hexagonal 
lattice. The coupling Hamiltonian between slices will also have a generalized form which 
makes the transfer matrix equation more complicated. The Peierls phase factors will have 
different forms for different positions of hopping energies when the magnetic field is 
considered [51, 56]. 
This chapter is organized as follows. The slice Hamiltonian and the coupling 
Hamiltonian between slices will be given in section 4.2. The recursive scattering matrix 
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technique is presented in section 4.3. And in section 4.4, the magnetic field will be 
considered. Finally, the conclusion will be briefly discussed in section 4.5. 
 
4.2 Slice Hamiltonian 
I focus on the graphene ribbon with an armchair edge. Fig. 4.1 illustrates a typical 
graphene quantum wire scheme with two leads on left and right sides. There are two 
columns of carbon atoms in each slice, which makes the slice Hamiltonian have a 
dimension that is twice the number of atoms in each column. What is worth mentioning 
here is that, the reason of such a slicing scheme is to meet the requirement for 
construction of a transfer matrix for recursive scattering matrix approach. If I put one 
column of atoms into each slice, adjacent slices will have a different arrangement and 
orientation of atomic bond and Hamiltonian matrix, which brings difficulty to the 
construction of the transfer matrix [51, 56]. 
 
Fig. 4.1 Graphene nanoribbon with armchair edge and two probes on left and right sides 
and each slice contains two columns of carbon atoms [51, 56]. 
  53 
There can be many ways of writing the slice Hamiltonian and coupling 
Hamiltonian. What is common for different ways is that they all reflect the nature of 
graphene atomic lattice and hexagonal structure. For simplicity, I use three atoms in a 
column to show one of procedures of constructing the slice Hamiltonian which can be 
integrated into the transfer matrix conveniently [51, 56]. 
 
Fig. 4.2 (a) A graphical representation of Hamiltonian in a slice including 2 
columns of atoms  (b) The meaning of sub-matrices of slice Hamiltonian 
[56]. 
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Fig. 4.3 (a) A graphical representation of coupling Hamiltonian for slice (i) and  slice (i-
1) (b) The meaning of sub-matrices in the slice coupling Hamiltonian [56]. 
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As presented in Fig. 4.2, I consider the first nearest-neighbor hopping energy 
between neighboring carbon atoms, 0 2.8eV  , which is the value of the overlap integral 
for two adjacent atoms wave function. I can write the slice Hamiltonian in the form 
Fig. 4.4 (a) A graphical representation of coupling Hamiltonian for slice (i) and  
slice (i+1) (b) The meaning of sub-matrices in the slice coupling Hamiltonian 
[56]. 
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0 0
0 0
0 0
0 0
0 0
0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
iH
 
 
 
 
 
 
           
  .                                        (4.2)
 
The Hamiltonians for left column atoms and right column atoms in slice i, placed in the 
left top and right down positions of Hi, are zero with the exception of the first off-
diagonal terms. These two matrices represent the first nearest-neighbor coupling between 
adjacent atoms inside a column. The Hamiltonian which couples the two columns of 
atoms inside a slice is placed in the right up and left down parts of matrix Hi [56]. 
  Now I turn to the Hamiltonians that couple slice i to its left neighbor slice i-1 and 
right neighbor slice i+1. Fig. 4.3 gives the meaning of the four parts in coupling matrix 
that connects slice i-1 and i. As I only consider the first nearest hopping energy, the left 
down part of HL is not zero. Similarly, Fig. 4.4 tells how the coupling matrix for slice i 
and i+1 is obtained. There is a nonzero sub-matrix in the right top part of the Hamiltonian 
HR. And the inter-slice coupling matrix for the left and right neighboring matrices are 
given as [56] 
0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0
0 0 0 0 0 0
LH

          
,                                           (4.3) 
and 
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0
0 0 0 0 0 0
0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
RH

          
.                                            (4.4)
 
By now, the slice Hamiltonian for this simple armchair edge graphene ribbon has been 
established, where only three atoms exist in a column. This method can be very easily 
extended to larger sizes of graphene ribbons, which can contain more atoms in a column 
and more slices. And undoubtedly, the dimension of the corresponding Hamiltonian will 
be much larger. Overall, the purpose of building Hamiltonians in this manner is to get 
them integrated into the transfer matrix for recursive calculation, which will be told in the 
next section. 
 
4.3 Recursive scattering matrix techniques 
Considering the matrix form of 2D Schrödinger equation of GaAs 2DEG, I can 
write a generalized version of matrix form of the Schrödinger equation 
1 1i i L i R i iH H H EI          .                                     (4.5) 
iH is the matrix representing the Hamiltonian for the individual isolated slice i and LH
and RH are the inter-slice coupling matrices. E is the Fermi energy and I is the unit 
matrix [52, 53]. 
Next the transfer-matrix equation which couples adjacent slices can be written as 
    1 11
0i i i
i
L R i Ri i i
I
T
H H H EI H
  
  
 

                    
  
   .                  (4.6) 
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A problem in the above transfer matrix is that RH is not invertible. To overcome this 
problem, I put a very small number   in the diagonal of both LH and RH  [56].  
0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0
0 0 0 0 0
LH




 

                                                       
   (4.7a) 
and  
0
0 0 0 0 0
0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
RH

 




          
 .                                             (4.7b) 
Here  plays a role of very weak coupling between third nearest neighboring atoms in 
different slices. 
Using the Bloch’s theorem, I calculate the eigenvalue and eigenfunction for the 
zeroth slice and the wavefunction in the form 
 
   mm m
u
u
     .                                                          (4.8)
 
Here, the symbol   gives the mode propagation directions with ( ) for right and ( – ) 
for left. And the actual current in the quantum wire is carried by the propagating modes.  
The transfer equation for a graphene ribbon with N slices turns to be 
   10 1 1 0...0 N N
t I
T T T TT
r


          .                                                (4.9)
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The main difficulty in solving the above equation is the numerical instability. It can be 
overcome by rewriting it into the scattering matrix form, which was developed early by 
Usuki et al. [52]. The iterative scheme relates adjacent slices as 
1 1
1 2 1 2
1 2
0
0 0
l l l l
l
l l
IC C C C
T
P PI I
                .                                 (4.10)
 
with 1 2 21 1
l
l l lP P T C  and   12 21 2 22ll l lP T C T   . [51, 52, 53, 56] Starting by 01C I and 
0
2 0C  , the final transmission matrix t is obtained 
     11 11 12 1N Nt U C U U C                .                            (4.11) 
Finally, the conductance of the graphene nanoribbon can be computed using Eq. (4.1). 
 
4.4 Incorporation of magnetic field 
The incorporation of magnetic field is performed via the insertion of the Peierls 
phase factors to the nearest-neighbor hopping energy terms in the matrices of the slice 
Hamiltonian and the coupling Hamiltonian. Using the Landau gauge, the vector potential 
of a perpendicular magnetic field  0,0,B B  is in a form of  ,0,0A By  . The Peierls 
phase factor can be obtained by the path integral over the vector potential between two 
nearest carbon atoms. Due to the hexagonal honeycomb structure in graphene and the 
different positions of hopping energy terms in slice Hamiltonian and coupling 
Hamiltonian, the Peierls phase needs to be calculated separately [56]. 
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In Fig. 4.5, the different types of magnetic flux cross section shapes are 
illustrated and I use a rectangular plane coordinate and set the center of slice at the 
position of y=0. Such a symmetric placement of the slice along y axis avoids the shifting 
the dispersion relation. The Peierls phase can be written into the form 
 
0
2 2 2 22 e e eB eBA dl By dx y dx S
h h h h
                   

.     (4.12)
 
Fig. 4.5 A graphical representation of magnetic flux cross section 
between adjacent hopping terms near the center of ribbon (y=0) [56]. 
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Here 0
h
e
   is the flux quantum and it is found that the value of Peierls phase factor 
depends on the magnetic flux cross section area S , which is shown in Fig. 4.5. The phase 
factor can be calculated along the y axis for different carbon atoms in the slices. The 
values of the phase factor in Fig. 4.5 are 
2
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                        
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.         (4.13)
 
Then the Peierls phase factor can be inserted into slice Hamiltonian iH , which becomes 
31
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 
 
 
 






           
.                     (4.14)
 
And the coupling matrix LH and RH will also have a new form. Suppose that each column 
contains 5 atoms, then the LH and RH matrices have dimensions of 10 10 . Hence,
  406,1 iLH e  ,   4010,5 iLH e   ,   401,6 iRH e   and   405,10 iRH e   [56]. 
           The basic calculation methods and structure are introduced above through an 
example with 3 atoms in each column and the number of atoms can be easily increased to 
study a larger size of sample. The Hamiltonian with a magnetic field can be integrated 
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into the transfer matrix in a same way as that without a magnetic field. The conductance 
of the wire can be calculated through the recursive approach that has been presented in 
section 4.3. 
 
4.5 Conclusion 
The details of the computational techniques using the atomistic basis tight-binding 
model to compute the conductance in graphene nanoribbons are presented in this section. 
3 atoms are used in each column to explain the meaning the sub-matrix in slice 
Hamiltonian and coupling Hamiltonian. The Hamiltonian can be integrated into a 
generalized transfer matrix and the conductance can be calculated using the recursive 
scattering matrix techniques. The method of incorporating the magnetic field into the 
Peierls phase factor is also given in this chapter [56]. 
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CHAPTER 5 
CONDUCTANCE FLUCTUATIONS IN GRAPHENE NANORIBBONS IN THE 
PRESENCE OF SHORT-RANGE DISORDER 
5.1 Introduction 
In this chapter, the conductance fluctuations in graphene nanoribbons, in the 
presence of short-range disorder, are studied [17, 55]. The bandstructure of graphene 
nanoribbons with armchair edges is calculated in the beginning for both metallic and 
semiconducting cases [54]. Landau levels can be observed when a magnetic field is 
applied. The computational techniques introduced in chapter 4 are used to calculate the 
conductance of graphene nanoribbons. The short-range disorder potential is incorporated 
at each carbon atom site [56]. The conductance fluctuations are calculated for both Fermi 
energy sweeps and magnetic field sweeps. The root-mean-square values of conductance 
fluctuations are computed at different amplitudes of the disorder potential to examine the 
universality of fluctuations in graphene nanoribbons [19]. I also compare the root-mean-
square values of conductance fluctuations for Fermi energy sweeps and magnetic field 
sweeps as well as the rms values of amplitudes of fluctuations for Fermi energy sweeps 
under different magnetic fields. 
This chapter is organized as follows. The band structure of graphene nanoribbons 
for both metallic and semiconducting cases is discussed in section 5.2. The calculation of 
conductance for Fermi energy sweeps and magnetic field sweeps is given in section 5.3. 
Then the conductance fluctuations for short-range disorder potential are introduced in 
section 5.4. Finally, the rms values of the amplitude of fluctuations for Fermi energy 
sweeps and magnetic fields sweeps are summarized in section 5.5. 
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5.2 Band structure 
In this section, I turn to the calculation of the band structure of the graphene 
ribbon with finite width and armchair edges. The slice Hamiltonian and coupling 
Hamiltonian obtained in chapter 4 can be written as block matrices with four sub-
matrices as [54] 
iL iLR
i
iRL iR
H H
H
H H
    
 ,
0 0
0L LD
H
H
     and  
0
0 0
RU
R
H
H      .                  (5.1) 
 
Fig. 5.1 The average distance between columns of atoms for monolayer graphene 
with armchair edge is a [54]. 
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Fig. 5.2 (a) Bandstructure of graphene nanoribbon with width of 200 atoms at a 
magnetic field of 0T. (b) Bandstructure of graphene nanoribbon with width of 
199 atoms at a magnetic field of 0T [56]. 
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Fig. 5.3 (a) Bandstructure of graphene nanoribbon with width of 200 atoms at a 
magnetic field of 27T. (b) Bandstructure of graphene nanoribbon with width of 
199 atoms at a magnetic field of 27T [56]. 
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Then the band structure can be obtained by solving and sorting the eigenvalues 
of the following Hamiltonian which is the Bloch sum of the slice Hamiltonian [54] 
 
 
 
 0 0 exp 0 exp
exp 0 exp 0 0
iL iLR RU
LD iRL iR
H
H H ika H ika
H ika H ika H

                  
.  (5.2) 
Here, 0
3
2
a a is the average column interval distance, as shown in Fig. 5.1. 
 
The band structures for graphene nanoribbons with width of 199 and 200 atoms 
are presented in Fig. 5.2 [56]. There is no energy gap around the point E/t=0 for a 
nanoribbon with width of 200 atoms, which is metallic. Here, t is the nearest-neighbor 
hopping energy 0 2.8t eV  . But, for a ribbon width of 199 atoms, an energy gap exists 
Fig. 5.4 The energy gap as a function of number p. The width of 
graphene nanoribbon are 3×p and 3×p+1 respectively. 
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near E/t=0, showing that it is semiconducting. The band structure under a perpendicular 
magnetic field is computed and shown in Fig. 5.3 [56]. Under a magnetic field of 27 T, 
Landau levels can be observed in the band structure and neither metallic nor 
semiconducting cases do have an energy gap around the point E/t=0.  To examine the 
dependence of the width of the energy gap for semiconducting case on the width of the 
graphene nanoribbon, the width of the energy gap is calculated for graphene nanoribbon 
with width of 3×p and  3×p+1 in Fig. 5.4. As the value of p increases from 17 to 66, the 
width of energy gap drops from 0.07×t to 0.02×t. The energy gaps for widths of 3×p and 
3×p+1 are very close to one another at all widths of the nanoribbons.  
 
5.3 Conductance 
The sample in my calculation is a rectangular graphene ribbon with armchair 
edges. It breaks into 100 slices and two vertical columns of carbon atoms are in each slice. 
The Transverse width of the graphene nanoribbon is 24.348nm for 199 atoms in each 
column and 24.471nm for 200 atoms in each column. Using the computing approach 
presented in chapter 4 [51, 52, 53, 56], I obtain here the conductance for a sweep of the 
Fermi energy over the range of 50meV – 250meV. Both the metallic and semiconducting 
ribbons are considered and the results are shown in Fig. 5.5 [56]. The unit of conductance 
is 4e2/h and the factor of 4 comes from the spin degeneracy of electrons and valley 
degeneracy of graphene. Fig. 5.5 (a) shows the conductance for Fermi energy sweeps at a 
magnetic field of 0T, 10T, 27T, 50T and 100T for a metallic nanoribbon, while the 
conductance for the semiconducting nanoribbon is given in Fig. 5.5 (b) [56]. The 
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depopulation of conductance can be observed in Fig. 5.5 when the magnetic fields are 
increased [56]. 
 
Fig. 5.5 Conductance for Fermi energy sweeps from 50meV to 250meV at 
B=0T, 10T, 27T, 50T and 100T for a graphene nanoribbon with width of (a) 
200 atoms and (b) 199 atoms [56]. 
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Fig. 5.6  Conductance for magnetic field sweeps from 0T to 100T at Fermi 
energies of 50meV, 150meV and 250meV for a graphene nanoribbon with 
width of (a) 200 atoms and (b) 199 atoms [56]. 
 
  71 
 
The conductance for magnetic field sweeps is given for Fermi energies of 
50meV, 150meV and 250meV in a graphene ribbon with width of both 200 atoms in Fig. 
5.6 (a) and 199 atoms in Fig. 5.6 (b). As the magnetic field is increased, the space 
between Landau levels gets larger.  Thus, for a fixed Fermi energy, the number of energy 
levels that can be occupied by electrons decreases and correspondingly, the number of 
propagating modes is reduced, which leads to a reduction in the conductance [56]. 
Another interesting point in Fig. 5.5 and Fig. 5.6 is that there are some dips in 
the conductance in the plateaus for specific values of the magnetic field. The reason is 
explained in Fig. 5.7, using a zoom of the band structure for a graphene ribbon with a 
width of 199 atoms in a magnetic field of 27T [56]. It shows that a gap exists near 
E/t=0.058 for ka=0, which reduces the mode number from 3 to 2. After the Fermi energy 
passes across the gap, the mode number turns back to 3 from 2 again. The variation of the 
conductance in Fig. 5.7 (b) agrees with the variation of modes in Fig. 5.7 (a) [56].  
 
Fig. 5.7 The relation between the energy gap in the band structure (a) and the drop of 
conductance (b). Here, the number of atoms is 199 in each column [56]. 
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Fig. 5.8 (a) 3D plot of the short-range disorder potential. (b) 2D plot of the 
short-range disorder potential [55]. 
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Fig. 5.9 Conductance fluctuations for (a) Fermi energy sweeps at B=0T and (b) 
magnetic field sweeps at a Fermi energy of 250meV for Vp-p=2.8eV × [0, 0.1, 
0.2, 0.5, 1.0, 1.5, 2.0] [56]. 
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Fig. 5.10 Conductance fluctuations for Fermi energy sweeps at magnetic fields of 
(a) 4T and (b) 10T for Vp-p=2.8eV × [0, 0.1, 0.2, 0.5, 1.0, 1.5, 2.0] [56]. 
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5.4 Conductance fluctuations 
The short-range impurity disorder is introduced by adding a random potential δU 
at each atom site [17, 55]. The random potential δU is a uniformly distributed random 
number in the range [-ΔU/2, +ΔU/2]. In my calculation, I study seven distinct peak-to-
peak values of random potential   00,  0.1,  0.2,  0.5,  1.0,  1.5,  2.0U    .  γ0=2.8eV is 
the nearest-neighbor hopping energy for adjacent carbon atoms. Fig. 5.8 shows an 
example of short-range disorder potential with peak-to-peak value of ΔU=1.4eV [17, 55]. 
The conductance fluctuations are calculated for Fermi energy sweeps from 
50meV to 250meV at a magnetic field of 0T in Fig. 5.9 (a) and magnetic field sweeps 
from 0T to 15T at a Fermi energy of 250meV in Fig. 5.9 (b) [56].  As the peak-to-peak 
values of short-range disorder potential energy increases from 0eV to 5.6eV, the 
depopulation of conductance can be observed.  The conductance fluctuations for Fermi 
energy sweeps under a magnetic field of 4T are plotted in Fig. 5.10 (a) and the 
conductance fluctuations under a magnetic field of 10T are plotted in Fig. 5.10 (b) [56].  
I use a polynomial fit to calculate the background conductance and then subtract 
this from the original conductance to obtain the δG values as a function of Fermi energy 
or of magnetic field [57]. An example of the δG values is given in Fig. 5.11 for a disorder 
potential with peak-to-peak value of 2.8eV [57]. Fig. 5.11 (a) shows the value of δG as a 
function of Fermi energy and Fig. 5.11 (b) shows the value of δG as a function of 
magnetic field [57]. It is obvious that the amplitude of fluctuations for Fermi energy 
sweeps is larger than that for magnetic field sweeps. The calculation of δG is performed 
for several different samples at different amplitudes of disorder potential, and these are 
averaged together [57]. 
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Fig. 5.11 (a) δG as a function of Fermi energy at B=0T for a peak-to-peak 
disorder amplitude Vpp of 2.8eV. (b) δG as a function of magnetic fields 
at Fermi energy of 250meV, for peak-to-peak disorder amplitude Vpp of 
2.8eV[57]. 
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Fig. 5.12 (a) δG(rms) as a function of peak-to-peak disorder amplitude 
Vpp for Fermi energy sweeps at B=0T, 4T and 10T. (b) δG(rms) as a 
function of peak-to-peak disorder amplitude Vpp for Fermi energy sweeps 
(B=0T) and magnetic field sweeps (Fermi energy is 250meV) [57]. 
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5.5 Conclusions 
The RMS values of δG as a function of Fermi energy and magnetic field at 
different short-range disorder amplitude are calculated for several different samples and 
the statistical results are presented in Fig. 5.12 [57]. Fig. 5.12 (a) illustrates the 
dependence of RMS of δG on peak-to-peak values of random potential for Fermi energy 
sweeps at B=0T, 4T and 10T [57]. A maximum value of around 0.3(4e2/h) is reached as 
the peak-to-peak value of disorder amplitudes increase to 5.6eV [57]. The overlapping of 
the 3 curves of 0, 4 and 10T implies that the magnetic field does not have any significant 
effect on the values of δG (RMS) in the presence of short-range disorder [57]. 
             Fig. 5.12 (b) presents the comparison of δG (RMS) values for Fermi energy 
sweeps and magnetic field sweeps [57]. Once the peak-to-peak values of random 
potential amplitudes are larger than 1.4 eV, the values of δG (RMS) for Fermi energy 
sweeps are much higher than for magnetic field sweeps [57]. The results in Fig. 5.12 
imply a violation of ergodicity in graphene nanoribbons [57].  Similar results were found 
for GaAs in Chapter 2. 
             In summary, the conductance fluctuations for several different graphene 
nanoribbon samples were investigated numerically in the presence of a short-range 
disorder potential. The statistical results indicate that the universality assumed earlier 
fails here because the amplitudes of fluctuations depend on the peak-to-peak values of 
random potential [57].  I will return to this discussion of universality in the final chapter.  
In addition, the results show that the amplitudes of fluctuations for Fermi energy sweeps 
are higher than the amplitudes of fluctuations for magnetic field sweeps [57]. This means 
that the hypothesis of ergodicity does not hold here. It is also found that the amplitudes of 
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fluctuations for Fermi energy sweeps at different magnetic fields do not have much 
difference in the case of short-range disorder [57]. This feature will be examined further 
in the next chapter using long-range disorder. 
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CHAPTER 6 
GRAPHENE NANORIBBONS IN THE PRESENCE OF LONG-RANGE DISORDER 
6.1 Introduction 
In this chapter, the conductance fluctuations in graphene nanoribbons in the 
presence of long-range disorder are investigated [58,59]. The remote charge impurity 
induced long-range disorder model is presented in the first section. The long-range 
disorder potential landscape is mapped onto the simulation region and I use the 
computational techniques introduced in chapter 4 to calculate the conductance of 
graphene nanoribbons [51, 52, 53, 56]. The conductance fluctuations are computed for 
both Fermi energy sweeps and magnetic field sweeps. A polynomial fit is used to obtain 
the background conductance and this is subtracted from the conductance in order to 
isolate the fluctuations. The root-mean-square values of the conductance fluctuations are 
computed at different magnetic field for Fermi energy sweeps and at different Fermi 
energies for magnetic field sweeps. I use several samples with different distributions of 
impurities in order to obtain a statistical result for the root-mean-square values of 
conductance fluctuations [59]. 
This chapter is organized as follows. The remote-charge impurity disorder 
potential landscape is developed in section 6.2. The calculation of conductance for Fermi 
energy sweeps and magnetic field sweeps and the polynomial fit to conductance is given 
in section 6.3. Then the δG (RMS) values for Fermi energy sweeps and magnetic field 
sweeps are discussed in section 6.4. Finally, the conclusions of rms values of amplitude 
of fluctuations for Fermi energy sweeps and magnetic fields sweeps using several 
different samples are summarized in section 6.5. 
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6.2 The model of long-range disorder potential 
The properties of conductance fluctuations in graphene nanoribbons with the 
presence of long-range impurities are discussed in this chapter.  As we know, 
investigation of conductance fluctuations and scattering mechanisms in graphene 
nanoribbons with disorder potential is a fundamental physical topic in understanding how 
the long-range disorder affects the transport properties in Dirac materials [54, 58]. 
Generally speaking, the fluctuation of conductance arises from interference of electron 
waves scattered by the long-range disorder [17].  Here, I use an atomic-based tight-
binding model to build the Hamiltonian and then use the recursive scattering matrix 
method to calculate the conductance of graphene nanoribbons with armchair edges in the 
presence of this long-range potential [56, 57, 59]. 
The building of a long-range remote charge impurity potential can be started with 
the introduction of the static Coulomb potential of a point impurity charge, which can be 
expressed as [15, 59] 
 
0
1
4 r
eV r
r  .                                                 (6.1) 
Here, e is the elementary electric point charge, r is the distance between the point charge 
and the position where the electric potential V(r) is calculated, ε0 is the vacuum 
permittivity, and the relative permittivity is εr.  If the screening effect of Debye form is 
involved, the screened potential of a point impurity charge will have a real-space 
expression [15, 59] 
   
0
1 exp
4
  r
eV r r
r  .                                       (6.2)
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The exponential term exp(-ξr) represents the modification of potential by the screening 
effect, and ξ is the screening coefficient [15, 58, 59].  
As it is shown in Fig. 6.1, the distance between the point charge and the position 
where potential V(r) is calculated can be expressed as 2 2i r x d , in which 
i   ix r r .  Considering the superposition principle, the total electric potential of all 
impurity charges is simply the sum of potentials due to individual impurity charges, 
which can be written in a form 
Fig. 6.1 (a) Typical 3D view of a remote charge impurity. The distance between the 
graphene layer and the impurity layer is d and the positive and negative impurity 
charges are randomly located within the impurity layer. (b) Side view. The distance 
between the impurity charge and the point where potential is calculated is r. (c) Top 
view. The distance between the impurity charge and the point where potential is 
calculated is obtained by ri-rα.  [59] 
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 2 21 2 201 exp4         iN ii r ieV r r dr r d .                   (6.3) 
Here, Ni is the number of the impurities. Other parameters in the above equations are 
indicated in Fig. 6.1 [15, 59].  
Next, I introduce the physical parameters of the simulation.  The graphene 
nanoribbon sample used in calculation has a width of 199 atoms and length of 200 
columns (100 slices).  So the area of the sample will be around 24.3 nm (wide) × 42.4 nm 
(long) = 1030.32 nm2.  I consider an impurity charge density of 3 × 1012 cm-2.  Then, the 
number of impurity charges in the area of the sample is approximately 31. By using the 
random number generator, a randomized distribution of impurity charges can be 
produced across the graphene nanoribbon.  In addition, the distance between the graphene 
layer and the impurity charge layer is set to d = a0 and the screening coefficient is taken 
to be ξ = 1/(10×a0), corresponding to a screening length of 10 × a0.  Here, a0 = 0.142 nm 
is the distance between two carbon atoms in graphene [59]. 
Based on the parameters given above, a typical remote charge impurity random 
potential landscape is plotted in Fig. 6.2.  Fig. 6.2 (a) is the 3D plot of remote charge 
impurity disorder potential and Fig. 6.2 (b) is the 2D plot of a remote charge impurity 
disorder potential. An approximate analytical calculation of the peak value of potential 
energy for one charge impurity is  
 
 
2
0 0
10
10
1exp
4 10
3.7 10 exp 0.1 2.3575
1.42 10
r
r
eeV a
a a
eV m eV
m
 


    
  
０
０
１Ｅ
＝
.                                 (6.4) 
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It can be found that the value of Er is very close to the peak values of potential energy 
shown in the plots in Fig. 6.2. 
 
Fig. 6.2 (a) 3D plot of remote charge impurity disorder potential landscape. (b) 2D 
plot of remote charge impurity disorder potential landscape [59].  
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6.3 δG vs Fermi energy and magnetic field 
            Using the long-range impurity-induced potential described above, I study the 
conductance fluctuations in the disordered graphene nanoribbon for both Fermi energy 
sweeps and magnetic field sweeps.  In Fig. 6.3(a), the conductance as function of Fermi 
energy is plotted for ballistic and disordered graphene nanoribbon over a range of Fermi 
energy at zero magnetic fields.  The conductance as a function of magnetic field, with 
and without a disorder potential, is shown at a Fermi energy of 95 meV in Fig. 6.3(b).  At 
this Fermi energy, there are 2 propagating modes for zero magnetic field, and the number 
of propagating modes drops to 1 when the magnetic field increases to about 12 T [59].  
In order to calculate the RMS values of the conductance fluctuations, I use a 
polynomial fit to obtain the background conductance and this is subtracted from the 
fluctuations.  The polynomial fitting curves are shown in Fig.6.4.  The polynomial fitting 
curves are marked in each figure [59]. 
After the fit is subtracted, the net conductance δG as function of Fermi energy and 
magnetic field are plotted in Fig. 6.5.  The RMS values of the conductance fluctuation for 
Fermi energy sweep and magnetic field sweep are both calculated, and found to be 
0.317(4e2/h) for the former and 0.085(4e2/h) for the latter.  It is obvious that the RMS 
values of the fluctuations for magnetic field sweeps is smaller than that of Fermi energy 
sweeps, although the latter are close to the results I obtained in calculations of 
fluctuations in short-range disordered graphene nanoribbons [57]. It indicates a failure of 
ergodicity in the conductance fluctuations in graphene nanoribbons in the presence of 
long-range impurity disorder [46, 59]. 
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Fig. 6.3 (a) Conductance as a function of Fermi energy at a magnetic field 
of 0 T for clean nanoribbon and disordered nanoribbon. (b) Conductance 
as function of magnetic field from at a Fermi energy of 95 meV for clean 
nanoribbon and disordered nanoribbon [59]. 
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Fig. 6.4 (a) Conductance fluctuation as function of Fermi energy and its 
polynomial fitting curve. (b) Conductance fluctuation as function of magnetic 
field and its polynomial fitting curve [59]. 
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Fig. 6.5 (a)  G as a function of Fermi energy at a magnetic field of 0 T. (b) δG as 
a function of magnetic field at a Fermi energy of 95 meV [59]. 
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6.4 δG (RMS) vs magnetic field or Fermi energy 
I now turn to investigate δG (RMS) for Fermi energy sweeps at different magnetic 
fields and δG (RMS) of magnetic field sweeps at different Fermi energies.  The 
conductance fluctuation for a Fermi energy sweep is plotted for a range of magnetic 
fields in Fig. 6.6(a). The various conductances are shifted up a small increment for each 
magnetic field in order to avoid overlapping of the curves. The conductance fluctuations 
for magnetic field sweeps are plotted for a range of Fermi energies in Fig. 6.6(b). Again, 
the conductances are shifted up for each Fermi energy for clarity [59].  
One remarkable feature that can be observed in Fig. 6.6(a) is that the fluctuations 
are getting weaker as the magnetic field increases.  To examine this behavior 
quantitatively, I calculated the δG (RMS) values of each fluctuation curve in Fig.6.6. The 
results are plotted in Fig. 6.7.  Fig. 6.7(a) shows the δG (RMS) values of the conductance 
fluctuations for Fermi energy sweeps as a function of the magnetic field.  In, Fig. 6.7(b) 
the δG (RMS) values of conductance fluctuations for magnetic field sweeps are plotted as 
a function of the Fermi energy.  It can be observed that, in Fig. 6.7(a), the value of δG 
(RMS) drops from 0.32 to 0.23 as magnetic field increases from 0T to 13T, which means 
that the fluctuation amplitude is compressed by magnetic field [46, 59].   
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Fig. 6.6 (a) Conductance fluctuations for Fermi energy sweeps at various magnetic 
fields. (To aid clarity, curves are shifted up by i (4e2/h) for B= i (T)) (b) 
Conductance fluctuations for magnetic field sweeps at various Fermi energies. (To 
aid clarity, curves are shifted up by i (4e2/h) for Fermi energy=50+i×15 (meV)) 
[59]. 
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Fig. 6.7 (a) δG(RMS) for Fermi energy sweeps as a function of magnetic 
field. (b) δG(RMS) for magnetic field sweeps as  a function of Fermi energy 
[59]. 
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Another feature is that the δG (RMS) values of fluctuations for magnetic field 
sweeps at different Fermi energies shown in Fig. 6.7(b) are smaller than those for Fermi 
energy sweeps shown in Fig. 6.7(a).  This behavior indicates that the hypothesis of 
ergodicity does not hold in graphene with long-range disorder [19].  And in Fig. 6.7(b), 
the δG (RMS) values for magnetic field sweeps have a higher value of 0.1(4e2/h) for 
lower Fermi energies and decreases to as low as 0.01(4e2/h) at the higher energies 
(densities), which is close to the results that I have obtained in short-range impurity 
disorder induced fluctuations [57, 59]. 
 
Fig. 6.8 Four different graphene nanoribbon samples with remote charge 
impurity random potentials, indicated with (a), (b), (c) and (d) [59]. 
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Fig. 6.9 (a) Statistical results of δG (RMS) for Fermi energy sweeps as 
function of magnetic field for 4 different samples. (b) Statistical results of 
δG (RMS) for magnetic field sweeps as a function of Fermi energy for 4 
different samples [46, 59]. 
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6.5 Conclusions 
In this section, some conclusions that can be drawn from the results obtained 
above will be summarized briefly in the following. Since the distribution patterns of 
impurity charges are different from sample to sample, I also considered the dependence 
of δG (RMS) vs magnetic field or Fermi energy on sample differences in my 
investigation.  I use 4 samples which have the same impurity density of 3×1012cm-2 but 
different distribution patterns, as shown in Fig. 6.8 (a), (b), (c) and (d), to calculate the 
values of δG (RMS) as a function of magnetic field and Fermi energy for each of them, 
respectively [59]. 
Fig. 6.9(a) presents the statistical results of δG (RMS) for Fermi energy sweeps as 
a function of magnetic fields for the 4 different samples.  Fig. 6.9(b) is the statistical 
results of δG (RMS) for magnetic field sweeps as a function of Fermi energy for 4 
different samples.  It is obvious that, in Fig. 6.9(a), the δG (RMS) for Fermi energy 
sweeps is decreased by magnetic field.  Over the range shown, the value of δG (RMS) 
drops from 0.35(4e2/h) to 0.24(4e2/h).  Values of δG (RMS) for magnetic field sweeps are 
basically between 0 and 0.15(4e2/h) for different Fermi energies, as shown in Fig. 6.9 (b). 
These latter values are lower than those for Fermi energy sweeps in Fig. 6.9 (a). The 
calculation results obtained in this thesis chapter show a failure of the hypothesis of 
ergodicity and universality in graphene nanoribbons in the presence of long-range 
disorder [46, 59]. 
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CHAPTER 7 
CONCLUSION AND PERSPECTIVE 
This thesis work numerically addresses the problems as to whether or not 
universality and ergodicity of conductance fluctuations hold in GaAs nanowires and 
graphene nanoribbons at low temperature [17, 18, 51, 56, 57, 59 ].  
 For GaAs nanowires [51], many samples with different sizes were used to study 
the conductance fluctuations. The conductance is calculated for both Fermi energy 
sweeps and magnetic field sweeps in both the parabolic band regime and the quasi-linear 
band regime. There are no significant differences between the results of parabolic band 
and quasi-linear band within the statistical errors. The root-mean-square values of δG are 
calculated for disorder potentials with different peak-to-peak amplitudes. As the peak-to-
peak values of the disorder increase, the root-mean-square values of δG for Fermi energy 
sweeps will reach a saturation value of around 0.35(2e2/h) and the rms values of δG for 
magnetic field sweeps will reach value of 0.15(2e2/h) in the saturation regime. Since the 
saturation δG values of Fermi energy sweeps are generally larger than that of magnetic 
field sweeps and δG varies with the disorder amplitude, these results indicate a deviation 
of the conductance fluctuations from both universality and ergodicity in GaAs nanowires 
[19]. 
 The effect of a magnetic field on the amplitudes of conductance fluctuations for 
Fermi energy sweeps also was studied in GaAs nanowires by using both weak and strong 
disorder potentials. The results show that the amplitude of conductance fluctuations of 
Fermi energy sweeps is reduced as the perpendicular magnetic field is increased. Because 
of the edge state formation near the edges of the GaAs nanowires, the scattering events 
  96 
are reduced near the edges.  Hence, the fluctuations for a perpendicular magnetic field 
have reduced amplitudes compared with the case without a magnetic field [46].  
 After the investigation on GaAs nanowires, I turn to the study of conductance 
fluctuations in graphene nanoribbons [54]. The atomistic-basis tight-binding model is 
used to establish the slice Hamiltonian of graphene nanoribbons with armchair edges [56]. 
Then, the Hamiltonians are integrated into the generalized transfer matrix equations. The 
conductance is calculated by the recursive scattering matrix technique [52]. A 
perpendicular magnetic field is also incorporated into the calculation. The conductance 
fluctuations arise with the incorporation of a disorder potential. In this thesis, 
conductance fluctuations from both short-range disorder [57] and long-range disorder [59] 
were investigated. 
 For short-range disorder in graphene nanoribbons [57], the root-mean-square 
values of δG for Fermi energy sweeps were calculated for several different samples at 
different amplitudes of the disorder potential. The Fermi energy sweeps were made for 
magnetic fields of 0T, 4T and 10T. The three curves of the δG rms values, as a function 
of the random potential amplitudes overlapped with one another, indicating that the 
magnetic field does not have any effect on the amplitude of fluctuations in the presence 
of short-range disorder. But the dependence of the rms values of δG on the random 
potential amplitudes shows a deviation from universality in graphene nanoribbons. In 
addition, from comparison results of δG (RMS) values for Fermi energy sweeps and 
magnetic field sweeps, it was observed that the values of δG (RMS) for Fermi energy 
sweeps are higher than the values of magnetic field sweeps, which implies a violation of 
ergodicity in graphene nanoribbons [57]. 
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 For long-range disorder in graphene nanoribbons [59], several different 
configurations of impurities in the samples are considered in the calculation of 
conductance fluctuations. The statistical results of δG (RMS) of Fermi energy sweeps as 
function of magnetic fields and the statistical results of δG (RMS) of magnetic field 
sweeps as function of Fermi energies were compared and it was found that values of δG 
(RMS) for magnetic field sweeps are lower than the values of δG (RMS) for Fermi 
energy sweeps. Again, this shows a failure of the hypothesis of ergodicity in the presence 
of long-range disorder in graphene nanoribbons [18, 46]. Moreover, the δG (RMS) of 
Fermi energy sweeps is reduced as the magnetic field increased from 0T to 10T. In this 
case, the value of δG (RMS) drops from 0.35(4e2/h) to 0.24(4e2/h). This effect can also 
be explained by the formation of edge states near the edges of graphene nanoribbons, 
which is similar to the situation in GaAs nanowires for a perpendicular magnetic field. 
This suppression of the fluctuation amplitude by a magnetic field in graphene 
nanoribbons agrees qualitatively with the experimental results [46, 59].  
 There are still some questions to be addressed in the future. Firstly, the atomistic 
basis simulations here show good performance for studying devices of small sizes, but 
when the device size gets larger, it becomes quite time-consuming. The principle 
graphene nanoribbon size used here was 24nm×42nm in my calculation, which is smaller 
than the real size of a graphene flake in experiment [46]. While large sizes were used to 
check the result, most of the data arises from this smaller sample size.  In future work, 
one could consider using a finite difference method, which allows a larger grid size to 
solve the relativistic Dirac equation [60]. One could then simulate nanoribbons with sizes 
close to the experimental flakes. Secondly, this thesis work is limited to the investigation 
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of conductance fluctuations in monolayer graphene. Future work can be extended to 
bilayer, trilayer and multilayer graphene devices [54]. Finally, for smaller samples, other 
approaches, such as the empirical pseudopotential method and density functional theory 
[61], can be considered for studying conductance fluctuations in graphene. 
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