This paper presents an adjoint method for the calculation of remote sensitivities in supersonic flow. The goal is to develop a set of discrete adjoint equations and their corresponding boundary conditions in order to quantify the influence of geometry modifications on the pressure distribution at an arbitrary location within the domain of interest. First, this paper presents the complete formulation and discretization of the discrete adjoint equations. The special treatment of the adjoint boundary condition to obtain remote sensitivities or sensitivities of pressure distributions at points remotely located from the wing surface are discussed. Secondly, we present results that demonstrate the application of the theory to a three-dimensional remote inverse design problem using a low sweep biconvex wing and a highly swept blunt leading edge wing. Lastly, we present results that establish the added benefit of using an objective function that contains the sum of the remote inverse and drag minimization cost functions.
Introduction
The objective of this work is to develop the necessary methods and tools to facilitate the design of low sonic boom aircraft that can fly supersonically over land with negligible environmental impact. Traditional methods to reduce the sonic boom signature were targeted towards reducing aircraft weight, increasing lift-to-drag ratio, improving the specific fuel consumption, etc. Seebass and Argrow (1998) revisited sonic boom minimization and provided a detailed study of sonic boom theory and figure of merits for the level of sonic booms.
Through the support of the Defense Advanced Reserch Projects Agency's (DARPA) quiet supersonic platform (QSP) program, advanced algorithms for the design and optimization of quiet supersonic platforms have been developed during the last several years. DARPA's vision for the project is to develop conceptual aircraft designs that produce initial overpressures of 0.3 psf, while cruising at Mach 2.5 with a range of 6000 nautical miles and with a weight of 100,000-lbs. This is an ambitious reduction in the initial overpressure compared to the Concorde's 1.5-2.0 psf. Our experience has indicated that large reductions in the ground peak pressure cannot be achieved with minor shape modifications of the baseline configuration. Alternative design methods such as genetic algorithms have been used in a multi-level design environment to get in the neighborhood of the optimum design before switching over to a gradientbased method to refine the design. Promising results have been achieved by using genetic algorithms in a linear method environment. Nonlinear methods are needed in order to meet several goals: first, to verify if not improve the results of the linear based method; second, to improve the design by exploring the techniques of optimal control; and lastly, to allow the introduction of more objective functions to improve the final design.
The concept presented in this work proposes the idea that the ground pressure signature could be adjusted by modifying the aircraft surface geometry to control the near field pressure distribution, which is defined at a pre-specified distance below the aircraft and still within the CFD mesh. It is not at all clear what type of changes to the surface geometry would produce near field pressure distributions whose propagation to the ground would generate sonic booms with lower peaks. It appears, however, that the problem might be separated into two parts: first, the identification of near field pressure distributions that are both feasible and lead to acceptable ground signatures; and second, the design of the surface geometry such that it will produce the desired near field pressure distribution.
In this paper, the control theory approach is used to develop an automatic aerodynamic shape optimization method to reduce the sonic boom signature. In the control theory approach the gradient is calculated indirectly by solving an adjoint equation. The total cost to obtain these gradients is independent of the number of design variables. The additional overhead of solving the adjoint equation is negligible since the overall cost to obtain the gradients is low. If N design variables are desired, then the finite difference method would require N flow calculations to obtain the gradient. However, with the adjoint method the cost of obtaining the gradient amounts to one flow solution and one adjoint solution. The adjoint problem is a linear PDE of lower complexity than the flow solver. This method was first applied to transonic flow by Jameson (1988) . In the last six years, the method has been successfully used to optimize complex three-dimensional configurations including wing-fuselage combinations and complete aircraft by Burgreen and Baysal (1994) , Reuther and Jameson (1995) , Reuther et al. (1997) , Jameson et al. (1998 Jameson et al. ( , 2000 and Vassberg and Jameson (2002) Traditional adjoint implementations were aimed at reducing a cost function computed from the pressure distribution on the surface which is being modified. In this case, however, we would like to obtain the sensitivity of pressure distributions at points remotely located from the surface where the geometry is being modified. This type of sensitivity calculation has not been attempted before in aerodynamic shape design, but is closely related to inverse scattering problems in acoustics and electromagnetics. In such an approach, a target near field pressure distribution must be specified. The cost function may then be chosen as the integral of the square of the difference between the current and target near field pressure distribution. The gradient of the cost function with respect to the design variables such as the surface mesh points is calculated, and a direction of improvement is obtained from an optimization algorithm. The procedure is repeated until a new aircraft surface geometry is produced that provides a near field pressure signature which approaches the specified target near field pressure distribution, provided that it is actually realizable. The design procedure should also include other objective functions and constraints to maintain or improve other aircraft performance parameters such as lift-to-drag ratio. The possibility that the adjoint method could be adapted to solve the remote inverse problem was demonstrated by for a two-dimensional internal flow problem. The method was then extended for threedimensional wing and wing -body configurations in supersonic flow by Nadarajah et al. (2002a,b,c) .
The issue of choosing a near field signature to produce a desired ground signature was addressed by Alonso et al. (2002) . The work accomplished in this research focuses on controlling the near field signature, and not the ground signature. A future extension of the method would be to include the wave propagation program into the design procedure, such that the ground pressure signature is considered as the target pressure distribution instead of the near field pressure distribution.
Governing equation
In order to allow for geometric shape changes it is convenient to use a body fitted coordinate system, so that the computational domain is fixed. This requires the formulation of the Euler equations in the transformed coordinate system. Einstein notation simplifies the presentation of the equations, where summation over i ¼ 1-3 is implied by a repeated index i. Then the three-dimensional compressible Euler equations may be written as
where
and d ij is the Kronecker delta function. Also,
and rH ¼ r E þ p, where g is the ratio of the specific heats. Consider a transformation to coordinates j 1 , j 2 , j 3 where
and S ¼ JK 21 . The elements of S are the coefficients of K, and in a finite volume discretization they are just the face areas of the computational cells projected in the x 1 , x 2 , and x 3 directions. Also introduce scaled contravariant velocity components as U i ¼ S ij u j : The Euler equations can now be written as
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Assume now that the new computational coordinate system conforms to the airfoil in such a way that the airfoil surface B W is represented by j 2 ¼ 0. Then the flow is determined as the steady state solution of equation (1) subject to the flow tangency condition U 2 ¼ 0 on B W : At the far field boundary B FF , conditions are specified for incoming waves, as in the two-dimensional case, while outgoing waves are determined by the solution.
To eliminate odd-even decoupling of the solution and overshoots before and after shock waves, the convective flux is added to a diffusion flux. The artificial dissipation scheme used in this research is a blended first and third order flux, first introduced by Jameson et al. (1981) . The artificial dissipation scheme is defined as,
The first term in equation (2) is a first order scalar diffusion term, where the magnitude of the term is scaled by the normalized second difference of the pressure and serves to damp oscillations around shock waves. e (4) is the coefficient for the third derivative of the artificial dissipation flux. The coefficient is scaled such that it is zero at regions of large gradients, such as shock waves and eliminates odd -even decoupling elsewhere.
Numerical discretization
A finite-volume methodology is used to discretize the integral form of the conservation laws. When equation (1) is formulated for each computational cell, a system of first order ordinary differential equations is obtained. The convective flux is represented in discrete form for each computational cell using a central second order discretization. Equation (1) can then be written for each computational cell as ›ðJwÞ i; j; k ›t þ RðwÞ i; j; k ¼ 0:
The residual can then be represented as
and d represents the artificial dissipation term. The^ð1=2Þ notation indicates that the quantity is calculated at the flux faces.
The values of the flow variables are stored at the cell centers, and can be regarded as cell averages. Accordingly the convective flux f iþ 1 2 ; j; k at the cell face as shown in figure 1 , is computed by taking the average of the flux contributions from each cell across the cell face as shown in the following equation
Next, we define the flux velocities as
Then the flux vectors can be formulated as
; and The blended first and third order artificial dissipation term as defined in equation (2) is discretized as
The coefficients n (2) and n (4) are the products of the adjustable constants and the normalized second difference of the pressure. L iþ 1 2 ; j; k is the rescaled numerical spectral radius of the flux Jacobian matrix and directionally scales the dissipative terms.
The residual R(w) i, j, k is then formed by adding contributions from the convective and dissipative fluxes. A modified five stage Runge-Kutta time integration scheme is then introduced to march the solution to a steady state solution. Local time stepping, residual averaging and multigrid are employed to accelerate the convergence.
The remote inverse design problem using control theory
The aerodynamic properties that define the cost function are functions of the flow field variables, w, and the physical location of the boundary, which may be represented by the function S.
Suppose that the performance is measured by a cost function
Nðw; SÞ dB j ; ð5Þ containing both wall boundary (B W ) and near field boundary (B NF ) contributions, where dB j includes the surface and near field elements in the computational domain, while 4 1 and 4 2 are the weighting coefficients. The coordinates j i that describe the fixed computational domain are chosen so that each boundary conforms to a constant value of one of these coordinates. In general, M and N will depend on both the flow variables w and the metrics S defining the computational space.
The design problem is now treated as a control problem where the boundary shape represents the control function, which is chosen to minimize I subject to the constraints defined by the flow equations. A shape change produces a variation in the flow solution, dw, and the metrics, dS, which in turn produce a variation in the cost function 
Here dF i can be split into contributions associated with dw and dS using a similar notation
Pre-multiplying equation (7) with the transpose of the Lagrange Multiplier, c, and integrating over the domain, D, produces
The domain can then be split into two parts as shown in figure 2. First, the near field domain (D 1 ) whose boundaries are the wing surface and the near field boundary plane. Second, the far field domain (D 2 ) which borders the near field domain along the near field boundary plane and the far field boundary. Thus equation (8) can be written as ð This may be integrated by parts to give
where c þ and c 2 are the values of the Lagrange Multiplier, c, above and below the boundary. Since, the left-hand expression equals zero, it may be subtracted from the variation in the cost function (6) to give
Since c is an arbitrary differentiable function, it may be chosen in such a way that dI no longer depends explicitly on the variation of the state vector dw. The gradient of the cost function can then be evaluated directly from the metric variations without having to re-compute the variation dw resulting from the perturbation of each design variable.
By substituting the expressions for dM, dN, and dF i into equation (10) the variation dw may be eliminated from equation (10) by equating all field terms with subscript "I" to produce a differential adjoint system governing c
The corresponding wall and near field adjoint boundary conditions are produced by equating the subscript "I" boundary terms in equation (10) to produce
The remaining terms from equation (10) then yield a simplified expression for the variation of the cost function which defines the gradient
The details of the formula for the gradient depend on the way in which the boundary shape is parameterized as a function of the design variables and the way in which the mesh is deformed as the boundary is modified. The boundary conditions satisfied by the flow equations restrict the form of the left-hand side of the adjoint boundary conditions (12) and (13). Consequently, the boundary contribution to the cost functions M and N cannot be specified arbitrarily. Instead, it must be chosen from the class of functions which allow cancellation of all terms containing dw in the boundary integral of equation (10). In this research the cost function is the weighted sum of the drag coefficient and the Sobolev norm of the difference between the current and target remote pressure distributions. From equation (5) The cost function can then be written as
and further simplified to
The values of the weighting coefficients are selected based on the relative magnitude of the gradients of the drag minimization and the remote inverse cost functions. The remote inverse gradient is typically an order of magnitude smaller than the gradient due to drag minimization. Therefore, the weights are chosen to increase the magnitude of the gradient from the remote inverse cost function. In practice, larger weights are used for the remote inverse gradient, since the primary design objective is to reduce the near field pressure signature. The disadvantage of this approach is that the weights must be chosen at the beginning of the design process and if the user does not have prior knowledge of the magnitude of the gradients, then generally an initial guess is taken. The weights are altered for subsequent runs.
An alternative method for problems with more than one objective function is to develop separate adjoint equations, one for each objective function. Both gradients are then calculated separately, multiplied by weights and summed. A direction of improvement is then based on with the new gradient. This method has the advantage that the user is better equipped with knowledge regarding the difference in magnitude between the two gradients. Appropriate weights are chosen to achieve the desired compromise. A disadvantage is the need to calculate a separate adjoint solution for each objective function.
In this work, we prefer to use a composite cost function, since we had apriori knowledge regarding the magnitude of the gradient contribution from the remote inverse and the drag minimization cost functions.
Remote inverse design via the discrete adjoint method
The remote inverse adjoint method can be formulated either by the continuous or discrete adjoint method. The previous section offers an overview of the continuous adjoint approach. The continuous remote adjoint boundary condition would require an update of the adjoint variables at the near field cells. Since the near field cells, do not lie in a specific row or column of cells in the vicinity of the near field, but rather as a group of cells scattered along the near field plane, the implementation of the continuous adjoint approach would prove to be far to complex. However, the discrete adjoint approach proved to be less complicated, and offered a manageable approach to the implementation of the remote adjoint boundary condition problem.
The discrete adjoint equation is obtained by applying control theory directly to the set of discrete field equations. To formulate the discrete adjoint equation, we first define the cost function I as such,
where C D is total wing drag coefficient, p is the current near field pressure, and p T is the target near field pressure. Next, we take a variation of the residual term, which can be written as We then pre-multiply the variation of the discrete residual by the transpose of the Lagrange Multiplier and sum the product over the computational domain to produce the following
c T i; j; k dRðwÞ i; j; k :
The variation of the cost function, dI, can then be augmented by the product of the variation of the discrete governing equation and the Lagrange Multiplier c
where NF denotes the Near Field cells. In order to eliminate dw from equation (17), terms multiplied by the variation dw i; j; k of the discrete flow variables are collected and equated to zero. The following is the resulting discrete adjoint equation, 
Here, V is the cell area and is the discrete adjoint artificial dissipation term which corresponds to the discretization of the inviscid flow equations by the Jameson et al. (1981) scheme. The dissipation coefficients n (2) and n (4) are functions of the flow variables, but, in order to reduce complexity, they are treated as constants. The effect of this partial discretization has been explored by Jameson (2000,2001) .
Discrete adjoint boundary condition
To develop the discrete adjoint boundary condition for the calculation of remote sensitivities for supersonic flow, the dw NF term from the discrete cost function is added to the corresponding term from equation (17). The discrete boundary condition appears as a source term in the adjoint fluxes. At the NF cell, the source term F NF for inverse design is added to equation (18) and can be written as, F NF ¼ 24 1 ðp 2 p T ÞDs NF dp NF :
The wall boundary condition appears as source terms in the adjoint fluxes along the cells above the wall. The derivation of this boundary condition was explored by Nadarajah and Jameson (2000) .
Optimization procedure
In this paper, the inverse design boundary condition is applied to the near field, while sensitivity derivatives or the gradient are calculated on the airfoil surface. The gradient for the discrete adjoint is obtained by perturbing each point on the lower wall. Once the gradient G has been determined, it can be used to drive a variety of gradientbased search procedures. The search procedure used in this work is a descent method in which small steps are taken in the negative gradient direction. Let F represent the design variable, and G the gradient. Then an improvement can be made with a shape change dF ¼ 2lG:
However, it is better to replace the gradient G by a smoothed value G in the descent process. This acts as a preconditioner, which allows the use of much larger steps and ensures that each new shape in the optimization sequence remains smooth. To apply smoothing in the j 1 direction, the smoothed gradient G may be calculated from a discrete approximation to
where u is the smoothing parameter. If the modification is applied on the surface j 2 ¼ constant, then the first order change in the cost function is
again guaranteeing an improvement unless G ¼ G ¼ 0 and assuring an improvement if l is sufficiently small and positive.
In some problems, it turns out that the Hessian can be represented as a second order differential operator, so that with a proper choice of the smoothing parameter, the method becomes the Newton method. Search methods were intensively evaluated in a recent study by Jameson and Vassberg (1999) , and it was verified that these sample problems (which may have a high linear content) could be solved with a number of search steps independent of the number of design variables.
Implementation of remote inverse design
The design procedure is shown in figure 3 and described as follows. First, the flow solver module is run for 120 multigrid cycles to obtain a five-order magnitude drop in the residual. Second, the cost function is calculated and the location of the source terms are determined. Third, the adjoint solver is run for 120 multigrid cycles to obtain a four-order magnitude drop in the residual. Next, the gradients are calculated by perturbing each point on the wing surface mesh. The resulting gradients are then smoothed by an implicit smoothing technique. The wing and body geometries are then updated and the grid is modified. The entire process is repeated until the conditions for optimality are satisfied. At each subsequent design iteration, 20 multigrid cycles for the flow and adjoint solvers are used before the gradients are calculated.
Remote inverse source terms
In this subsection, we describe the procedure to locate and calculate the discrete adjoint boundary condition source terms. The objective of the procedure is to calculate the adjoint boundary conditions for the remote inverse design problem for an arbitrary mesh. The first step is to locate and compute the near field pressure signature. Extensive validation studies were conducted to obtain a better understanding of the sensitivity of the result to parameters such as the number of mesh points, flow solution convergence, choice of artificial dissipation scheme, and location of the cutting plane for the near field signature. The study found that as the location of the cutting plane increases from the aircraft, the quality of the near field pressure signature degrades due to the increase in the magnitude of the local artificial dissipation term, which is caused by the increase in the mesh size. The study established the minimum mesh size and distance of the cutting plane from the aircraft.
The near field plane in this work is located approximately one body length from the wing and calculated along a straight cut on the XY plane as illustrated by the (þ ) symbols in figure 4. The near field target pressure location does not match the C -H mesh cells in the vicinity of the target pressure. Therefore, the near field target pressure is interpolated using bilinear interpolation to the nearest cell as shown by the (o) symbols. Two near field target pressure cuts (þ symbols) are needed at each span location by the trilinear interpolation method to obtain accurate values of the difference between the current and target pressures at the cell centers.
Results
This section presents the results of remote inverse and coupled remote inverse and drag minimization for the design of three dimensional wings in supersonic flow. The objective is to reduce the peak pressure at the near field plane. Viscous effects are likely to be very small in these examples, so it is sufficient to use the Euler equations. The calculations were performed with a modified version of Jameson's SYN88 software, which augments the FLO88 flow solver with an adjoint solver, and shape modification procedures. The simulations were run on a single processor on an AMD Athlon Cluster comprised of 48 Athlon 1.2 GHz processors. Each design cycle required approximately a wall-clock time of 4.2 min.
Biconvex wing: verification study
To validate the use of our new method for the calculation of flow sensitivities, we have constructed the following test problem, based on a biconvex wing with a 3% thickness ratio at the root and 1.5% at the tip. The leading edge sweep of the wing is 7.125 degrees. The aspect ratio is 3.0 with a 0.218 taper ratio. To begin the remote inverse design process, the near field pressure distribution for a biconvex wing with a 2% thickness ratio at the root and 1% at the tip was first calculated in order to provide a realizable target pressure. All other wing geometry parameters were unchanged. The flow solution was obtained at a Mach Number of 1.5, at an angle of attack of 0 degrees, and the near field target pressure was computed at a distance of one chord length below the surface of the wing. Then, we performed an inverse calculation with this target, starting from the 3% biconvex wing. Clearly, the solution of this problem is the reproduction of the 2% biconvex wing that initially produced the target pressure distribution. The convergence history of the flow and adjoint solvers are shown in figure 5. Figure 6 shows the convergence of the L 2 -norm of the gradient. Figure 7 (a,b) shows the target (þ ), initial (A) and final ( * ) near field pressure distribution at the root and mid-span sections of the wing. An almost perfect point-to-point match is achieved. The objective function is the integral of the square of the difference between the current and target near field pressure. No lift or thickness constraints were enforced. These results clearly validate the remote adjoint method.
Biconvex wing: near field pressure reduction, without constraints
In order to illustrate the possibility of near field pressure reduction, a target pressure distribution is obtained by re-scaling the initial near field pressure distribution. Although this near field target pressure may not be realizable, the hope is that a reduced near field signature may result in lower ground boom signature. Ultimately, this step will be replaced by a method that produces a target near field pressure based upon the desired ground pressure signature. The target pressure is obtained using the FLO88 flow solver on a biconvex wing with a 5% thickness ratio at the root and 3.25% at the tip at a flight condition of Mach 1.5 and a lift coefficient of C L ¼ 0.1 on a 192 £ 32 £ 32 C-grid. All other wing geometry parameters are the same as the previous section. The target pressure is reduced by 40% of its original value. Figure 8(a,b) shows the target (þ ), initial (A) and final ( * ) near field pressure distribution. After 50 design cycles the final near field pressure almost matches the target near field pressure. Neither the lift nor the thickness ratio are constrained.
Biconvex wing: near field pressure reduction, with constraints
We now repeat the same design case but with the lift and thickness constrained. The value of the lift coefficient is maintained by adjusting the angle of attack to attain the desired lift coefficient. The thickness ratio at each span station is forced to remain the same.
The resulting solution is very different from the previous case. Figure 9(a,b) shows the baseline and optimized airfoil sections at span stations z ¼ 0.096 and 0.57. The unexpected result in this test problem is the shape of the lower surface of the wing. At both the root and mid-span sections, the lower leading edge slope has slightly increased but contains a larger expansion region. The slightly larger slope at the leading edge increases the strength of the attached shock. But, it is the larger expansion region that weakens the strength of the attached shock in the near field region. Figure 10(a,b) show the target, initial, and final near field pressure distributions. The desired target pressure distribution is not achieved in contrast to the unconstrained case shown in figure 8. In this case, there is a struggle between the near field peak pressure reduction versus maintenance of constant lift. Each design cycle, produces a shape modification that shifts the near field pressure distribution towards the target pressure. Unfortunately, this also causes a reduction in the lift coefficient. This must be compensated by an increase in the angle of attack to maintain the total lift coefficient, which in turn leads to an increase in the near field peak pressure.
The solution finally converges to the ( * ) line in figure 10 . In this test case, convergence was based on the residual of the cost function, DI. Fifty design cycles are needed to reduce DI to 10 24 . The final peak pressure has been reduced to almost 23% its original value at the root section and 18% at the mid-span section.
7.4 Highly swept blunt le wing: near field peak pressure and drag reduction
The previous examples were wings with low sweep and sharp supersonic leading edges. Here, we examine a highly swept wing with a blunt subsonic leading edge. Blunt leading edge symmetric airfoils were created with a thickness ratio of 4% at each span station. The wing has 60 degrees leading edge sweep and a 0.5624 taper ratio. Figure 11 shows initial and final airfoil sections at the z ¼ 0.096 and 0.85 span stations. The airfoil sections are scaled to exaggerate the modifications. The final designs show similar trends seen in the previous test case, with an increase in the expansion region on the lower surface. Figure 12 shows the corresponding near field pressure distribution. At the root section, a 14.2% reduction in the peak pressure was obtained and a slightly smaller 11.5% reduction at the tip station. However, the final design produced a higher drag coefficient of 0.004, a 5% increase. Thus, in the process of reducing the near field peak pressure, an undesirable increase in drag is observed, rendering the final design impracticable. This trend was also noticed for the Biconvex wing, but with a slightly smaller increase between 1 and 2%. The principal source of this increase is the strengthening of the shock on the upper surface of the tip region of the wing. Figure 13 shows the coefficient of pressure, C p , at the span station z ¼ 0.85. The C p curve for the upper surface clearly shows a slight increase in the strength of the shock, thus contributing towards the increase in drag.
In order to demonstrate a successful near field peak pressure reduction, the unintended increase in total drag must be addressed. For this, a composite cost function consisting of the sum of the weighted remote inverse and drag minimization cost functions is explored. In figures 11 and 12, the final airfoil sections and pressure distributions using a composite cost function are presented. In the root section, the final airfoil and pressure distribution designed using the remote inverse cost function and the composite cost function produce almost identical results. However, in the tip region, from figure 11(b), there is a difference between the shape of the airfoil upper surface between the two cost functions. The result obtained using the composite cost function, produced an upper surface that has a slightly lower curvature. This has the effect of achieving a weaker shock as shown in figure 13 , thus reducing the total drag coefficient by 5.3% to 0.0036. Table 1 lists the total wing drag coefficient for the baseline and optimized wings. Apart from producing a lower drag, the composite cost function was able to produce near field pressure distributions with reductions in peak pressures, 13.0% for the root section and 11% for the tip. These reductions are only slightly lower than that achieved by the remote inverse design. For the case of the joint drag minimization and remote inverse design, the weights were 4 1 ¼ 0:005 and 4 2 ¼ 1:0. The weighting coefficient for the drag minimization cost function had to be considerably smaller due to the larger magnitude of its gradient contribution. The chosen weights approximately equalize the average magnitude of the gradients from the two cost functions and place an equal emphasis on each cost function. Since, the main objective of the design is to reduce the near field peak pressure. The results obtained are optimal for the chosen weights, however, the result could differ if the weights were selected differently. The ideal manner in which to introduce weights in a multiobjective problem is subject of on-going research and are currently being investigated.
In figure 14(a,b) , pressure contour plots at the wing root are illustrated for the baseline and optimized wings.
The larger expansion region for the redesigned wing is clearly visible on the lower surface in figure 14(b) . The effect of the composite cost function is further shown in figure 15(a -c) . A comparison between the pressure contour of the baseline wing from figure 15(a) and the wing designed with the remote inverse cost function shown in figure 15(b) clearly shows the presence of the upper surface shock in the region of the wing tip. However, figure 15(c) shows that with a composite cost function the wing tip shock strength is reduced, thus contributing to the reduction of the total drag coefficient.
Conclusions
The results demonstrate the feasibility of remote inverse calculations using the adjoint method, which would be impossible with other inverse methods such as CDISC (Campbell and Smith, 1987 ). An application to the remote inverse design resulted in an 18% reduction in the near field peak pressure for the low swept biconvex wing and 10% for the highly swept blunt leading edge wing. It proved highly beneficial to use a composite cost function consisting of the sum of the weighted remote inverse and drag minimization cost functions, resulting in final wing designs that produced both lower near field peak pressures and lower total wing drag coefficients. 
