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THE ADDITIVE STRUCTURE OF ELLIPTIC
HOMOGENIZATION
SCOTT ARMSTRONG, TUOMO KUUSI, AND JEAN-CHRISTOPHE MOURRAT
Abstract. One of the principal difficulties in stochastic homogenization
is transferring quantitative ergodic information from the coefficients to the
solutions, since the latter are nonlocal functions of the former. In this
paper, we address this problem in a new way, in the context of linear elliptic
equations in divergence form, by showing that certain quantities associated
to the energy density of solutions are essentially additive. As a result, we
are able to prove quantitative estimates on the weak convergence of the
gradients, fluxes and energy densities of the first-order correctors (under
blow-down) which are optimal in both scaling and stochastic integrability.
The proof of the additivity is a bootstrap argument, completing the program
initiated in [2]: using the regularity theory recently developed for stochastic
homogenization, we reduce the error in additivity as we pass to larger and
larger length scales. In the second part of the paper, we use the additivity
to derive central limit theorems for these quantities by a reduction to sums
of independent random variables. In particular, we prove that the first-order
correctors converge, in the large-scale limit, to a variant of the Gaussian free
field.
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Part I. Additive structure
1. Introduction
1.1. Summary of main results. We prove optimal quantitative estimates
for the first-order correctors in stochastic homogenization for linear, uniformly
elliptic equations of the form
(1.1) −∇ ⋅ (a(x)∇u) = 0 in U ⊆ Rd.
The first-order correctors are the unique (up to an additive constant) solutions
φe ∈H1loc(Rd), for each vector e ∈ Rd, of the equation
(1.2) −∇ ⋅ (a(x) (e +∇φe)) = 0 in Rd
such that ∇φe is a Zd-stationary, mean-zero gradient field. Here the coefficients
a(x) are assumed to be a Zd-stationary random field, valued in the set of real,
symmetric d-by-d matrices with eigenvalues belonging to the interval [1,Λ],
and are sampled by a probability measure P which satisfies a unit range of
dependence (see below in Section 2.1 for the precise assumptions).
Obtaining estimates on the first-order correctors is a fundamental objective
in the quantitative theory of elliptic homogenization, for reasons including the
following: (i) they represent the first term in the two-scale asymptotic expansion
for a solution in the length scale ε, (ii) the homogenized coefficients a can be
defined in terms of the expectation of their flux,
ae ∶= E [∫[0,1]d a(x) (e +∇φe(x)) dx] ,
(iii) estimates on the correctors imply estimates on the error in homogenization
(e.g., for the Dirichlet problem), and (iv) in view of the regularity theory [4, 17],
we know that arbitrary solutions of (1.1) can be approximated by functions
of the form x↦ e ⋅ x + φe(x) in the same way that harmonic functions can be
approximated by affine functions (see Proposition 3.1, below).
The following theorem is a summary of our main results concerning estimates
of the first-order correctors. Before stating it, we fix some notation. We denote
by a the homogenized coefficients. The heat kernel for a is
(1.3) Φ(x, t) ∶= (4pit)− d2 (deta)− 12 exp(− x ⋅ a−1x
4t
) .
We use the heat kernel for a throughout the paper as a convenient density
against which to measure spatial averages of certain random fields. Note that,
for z ∈ Rd and r > 0, Φz,r ∶= Φ( ⋅ − z, r2) has unit mass and a length scale of r.
2
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Throughout the paper, we use the notation
∫
Φz,r
f ∶= ∫
Rd
f(x)Φ(x − z, r2)dx,
and replace Φ0,r by Φr to lighten the notation. If X is a random variable and
s, θ ∈ (0,∞), then we define the statement
X ≤ Os(θ)
to mean that
(1.4) E [exp ((θ−1X+)s)] ≤ 2,
where X+ ∶=X ∨ 0 = max{X,0}.
Theorem 1 (Optimal estimates for first-order correctors). For each s < 2, there
exists C(s, d,Λ) <∞ such that, for every r ≥ 1 and e ∈ ∂B1,
(1.5) ∣∫
Φr
∇φe∣ ≤ Os (Cr− d2 ) ,
(1.6) ∣∫
Φr
a(e +∇φe) − ae∣ ≤ Os (Cr− d2 ) ,
and
(1.7) ∣∫
Φr
1
2
(e +∇φe) ⋅ a (e +∇φe) − 1
2
e ⋅ ae∣ ≤ Os (Cr− d2 ) .
Moreover, there exist ε(d,Λ) > 0 and, for every s < 2, a constant C(s, d,Λ) <∞
such that, for each r ≥ 2 and e ∈ ∂B1,
(1.8) (⨏
Br
∣φe − (φe)Br ∣2) 12 ≤ ⎧⎪⎪⎨⎪⎪⎩Os (C log
1
2 r) if d = 2,O2+ε(C) if d > 2.
In particular, if d > 2, then φe exists as a Zd-stationary random field.
Theorem 1 gives a CLT scaling of spatial averages of the gradient, flux, and
energy density of the first-order correctors. These estimates are optimal in the
scaling (r− d2 ) and “almost” optimal in terms of stochastic integrability (the
condition s < 2 cannot be improved past s = 2). The final estimate on the
sublinear growth (and boundedness, in d > 2) of the correctors is also optimal,
in every dimension, both in terms of the scaling and stochastic integrability.
These are the first estimates for these quantities at the critical scale under the
finite range of dependence assumption (regardless of stochastic integrability)
as well as the first estimates to be (“almost”) optimal in terms of stochastic
integrability at the critical scale (under any assumption). As will become clear
from the proof, the stochastic integrability of each of the estimates (1.5), (1.6)
and (1.7) may be improved to beyond Gaussian-type bounds (s > 2) if we
replace the critical scaling r− d2 with r−α for any subcritical α < d2 . Note that
obtaining estimates at the critical scaling is necessary if there is any hope to
characterize the fluctuations (e.g., by proving central limit theorems for these
quantities).
We mention that, as we were writing this paper, we became aware of a new
and very interesting work of Gloria and Otto [21] which contains some similar,
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but weaker, results compared to Theorem 1. Under the same assumption of
finite range of dependence, they obtain sub-optimal versions of (1.5), (1.6)
and (1.8). Namely, they prove (1.5) and (1.6) with O2(r−α) replacing the right
side of these estimates for sub-critical exponents α < d2 , and they obtain (1.8)
in d = 2 with a scaling of rε for arbitrary ε > 0, and in dimensions d > 2 for the
integrability exponent s = 2. While the technical details of their arguments are
different from ours, the two approaches share, on a high level, a philosophy
first outlined in [2] of using the regularity theory introduced in [4] to accelerate
the convergence of spatial averages of gradients, fluxes and energy densities of
solutions.1
The proof we give of Theorem 1 originates in the ideas from our previous
papers [4, 3, 2] and completes the program initiated there. One of the main
difficulties in understanding the statistical behavior of solutions to equations
with random coefficients is to overcome the fact that solutions are nonlocal,
nonlinear functions of the coefficients. One of the main themes of [4, 3, 2] is
that energy-type quantities are much better behaved. Our point of view is that
one should study these quantities first, and then derive properties of solutions
as consequences.
The energy quantity we focus on is denoted by J and is defined below
in (1.9). We accelerate the rate of convergence of J to its homogenized limit
by a bootstrap (i.e., renormalization) argument, which relies on the higher
regularity theory developed in [4, 17]. Without employing abstract concentration
inequalities, the bootstrap actually shows that these energy quantities are
additive between scales and that the energy densities of their minimizers are
local, up to small errors. The finite range of dependence condition then enters
in the simplest possible way, telling us that the energy quantities are essentially
sums of i.i.d. random variables, and thus concentration of measure becomes
easy (and optimal). As we iterate the bootstrap argument (or equivalently, as
we pass to larger and larger length scales), the additivity of the energy density
improves until it finally achieves the optimal scaling after a finite number of
iterations.
The energy quantity central to our study is defined, in the simplest case, for
each z ∈ Rd, r ≥ 1 and p, q ∈ Rd, by
(1.9) J(z, r, p, q) ∶= sup
u∈A1∫Φz,r (−12∇u ⋅ a∇u − p ⋅ a∇u +∇u ⋅ aq) .
Here A1 denotes the set of solutions of the equation which have sub-quadratic
growth at infinity,
A1 ∶= {u ∈H1loc(Rd) ∶ −∇ ⋅ (a∇u) = 0 in Rd, lim sup
r→∞
1
r4 ⨏Br ∣u(x)∣2 dx = 0}.
In fact, A1 is a (d + 1)-dimensional (random) vector space spanned by the
constant functions and those of the form x↦ x ⋅ e + φe(x) (see Proposition 3.1).
1Several months after this paper was submitted and posted to arXiv and before it was
accepted, Gloria and Otto completed a substantial revision [22] of [21] in which they prove
Theorem 1 as well as Theorem 2. Their analysis is based on a quantity they call the
“homogenization commutator” which is closely related to the quantity J considered here.
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The quantity J is a variant of the subadditive and superadditive quantities µ
and ν which lie at the heart of the analysis of [4], and is identical to the quantity
considered in [2] if the heat kernel is replaced by the characteristic function of
a cube and A1 is replaced by the set of all solutions (cf. [2, Lemma 3.1]).
Theorem 1 is a simple consequence of the following result concerning the
additivity of J .
Theorem 2 (Additive structure of J). For every s < 1, there exists a constant
C(s, d,Λ) <∞ such that the following statements hold.
(i) Additivity. For every R > r ≥ 1 and p, q ∈ B1,
∣J(0,R, p, q) − ∫
Φ√
R2−r2
J( ⋅ , r, p, q)∣ ≤ Os (Cr−d) .
(ii) Control of the expectation. For every r ≥ 1 and p, q ∈ B1,∣E [J(0, r, p, q)] − 1
2
(q − p) ⋅ a(q − p)∣ ≤ Cr−d.
(iii) CLT scaling of the fluctuations. For every r ≥ 1 and p, q ∈ B1,∣J(0, r, p, q) −E [J(0, r, p, q)] ∣ ≤ O2s (Cr− d2 ) .
(iv) Localization. For every δ, ε > 0, there exist C(δ, ε, s, d,Λ) < ∞ and,
for every r ≥ 1 and p, q ∈ B1, an F(Br1+δ)-measurable random variable
J(δ)(0, r, p, q) such that, for every γ ∈ (0, d2s ∧ (d2(1 + δ) + δ) − ε],∣J(0, r, p, q) − J(δ)(0, r, p, q)∣ ≤ O2s (Cr−γ)
and, for every γ ∈ (0,2 − ε],∣J(0, r, p, q) − J(δ)(0, r, p, q)∣ ≤ O1 (Cr−γ) .
Each of the estimates of Theorem 2 is optimal in both scaling and stochastic
integrability, with the exception of the localization statement in (iv). While any
exponent larger than d2 is satisfactory in the sense that it shows the localization
error is of strictly lower order compared to the CLT scaling of the quantities
in (i) and (iii), we expect the second estimate to hold for the exponent γ = d.
Note that the second localization estimate is almost optimal in d = 2, but is of
no use if d ≥ 4 since the first localization estimate becomes stronger.
Theorem 2 contains a great deal more information than Theorem 1. For
instance, the additivity of J allows us to prove a central limit theorem for J
itself (and, as a result, each of the quantities in the first three estimates of
Theorem 1) in a relatively simple way, by mimicking the usual CLT argument for
sums of i.i.d. random variables (rather than resorting to the more complicated
and more commonly used machinery developed for nonlinear functions of i.i.d.
random variables). Since we have an identity linking the gradient of J to the
spatial averages of the gradient and flux its maximizers (see (4.9), below), one
may expect that a CLT for J would imply a CLT for the spatially averaged
gradient of its maximizers. This is explained in complete detail in the second
part of this paper, where we derive the scaling limit of the first-order correctors
by demonstrating their convergence to a variant of the Gaussian free field.
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Finally, we comment on our hypotheses. Since the methods in this paper are
of more interest than the results we can state for any particular model, we have
simplified the assumptions for clarity and readability. For instance, symmetry
of the coefficients can be removed in a straightforward way (e.g., by using the
techniques of [3]), and the arguments can be adapted to the case of uniformly
elliptic systems, as opposed to scalar equations. The assumption that a(x)
satisfy a finite range of dependence can be replaced by other mixing conditions
and our arguments will yield quantitative bounds appropriate to the particular
mixing assumption. Indeed, one of the advantages of our methods compared to
previous ones is that we can treat essentially any mixing condition and produce
optimal quantitative estimates.
1.2. Background and comparison to previous works. The qualitative
theory of stochastic homogenization for linear elliptic equations in divergence
form was completed in the early 1980s by Papanicolaou and Varadhan [36],
Kozlov [27], Yurinskii [40] and, later, using variational methods, by Dal Maso
and Modica [11, 12]. Each of these results state roughly that, P-almost surely,
solutions of −∇ ⋅ (a(x)∇u) = 0 in U
converge in L2(U) (with L2 suitably normalized relatively to the size of U) as
the domain U becomes large to those of a deterministic, constant-coefficient
equation −∇ ⋅ (a∇u) = 0.
The proof of convergence in each of these works is based on the application of
the ergodic theorem, and therefore applies under the sole assumption that P is
ergodic with respect to translations of the coefficients – a much more general
assumption than the finite range of dependence we assume here. For the same
reason, these arguments do not give quantitative information concerning the
speed of homogenization.
Developing a quantitative theory of stochastic homogenization poses a greater
challenge compared to the qualitative theory, due to the difficulty mentioned
above of understanding the dependence of the solutions on the coefficients. It is
only very recently that satisfactory progress has been made in overcoming this
basic obstacle, and by now there are essentially two alternative programs. The
first has its origins in an unpublished paper of Naddaf and Spencer [33], and is
based on probabilistic machinery more commonly used in statistical physics [32],
namely concentration inequalities, such as spectral gap or logarithmic Sobolev
inequalities, which provide a way to quantitatively measure the dependence of
the solutions on the coefficients. This approach has been developed extensively
by Gloria, Otto and their collaborators [19, 20, 23, 16, 15, 28], who proved
optimal quantitative bounds on the scaling of the first-order correctors (in-
cluding their sublinear growth and spatial averages of their energy density).
In particular, they were the first to obtain estimates for the correctors at the
critical scalings, albeit with suboptimal stochastic integrability (typically finite
moment bounds) and with somewhat restrictive ergodic assumptions. Later,
central limit theorems for the spatial averages of the gradients and the energy
densities of the correctors were obtained using these techniques [34, 31, 30, 18].
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These important and influential results were the first to give a complete
quantitative picture of the behavior of the first-order correctors on any stochastic
model, and have inspired a huge amount of subsequent research. However, there
are two downsides to an approach based on concentration inequalities. The
first is that the theory does not apply to general coefficient fields, even under
the strongest and most natural ergodic assumptions (such as finite range of
dependence). This is because concentration inequalities are only available for
probability measures having a special structure, such as that of an underlying
product space (like the random checkerboard and Poisson point cloud models).
The second is that a reliance on concentration inequalities makes it more difficult
to obtain estimates which are optimal in stochastic integrability. Indeed, as
of this writing, the best estimates obtained by this method are exponential
in stochastic integrability, but not Gaussian (see [17]). Before the regularity
theory was introduced in [4], the best estimates available (see [16, 28]) were
finite moment bounds.
The second program is the one which began in the works [4, 3, 2] and is
completed here. Compared to the work of Gloria, Otto and their collaborators
(and with the exception of the very recent work [21] mentioned above), the
fundamental problem of how one transfers quantitative ergodic information
from the coefficients to the solutions is handled by a different mechanism, as
described in the previous subsection: the use of concentration inequalities is
replaced by a bootstrap argument, driven by the regularity theory, revealing an
additive structure of the energy densities.
1.3. Outline of the paper. The paper is split into two parts. The first one
focuses on the proofs of Theorems 1 and 2, which give the size of the fluctuations
of J and the first-order correctors. The second part “goes to next-order” by
characterizing their scaling limits.
In the next section, we state the precise assumptions and fix some notation
used throughout the paper. Section 3 contains a summary of the regularity
theory, stated in complete generality. In Section 4, we introduce a higher-order
version of the energy quantity J and give its basic properties. Section 5 contains
an outline of the bootstrap argument and thus a roadmap of the rest of Part I.
The main ingredients in the bootstrap argument are proved in Sections 6 (the
base case of the induction), 7 (improvement of fluctuations), 8 (improvement
of additivity) and 9 (improvement of localization). The proofs of Theorems 1
and 2 are completed in Section 10. The outline of Part II is given at the end of
Section 11.
2. Assumptions and notation
2.1. Assumptions. We work in the Euclidean space in a fixed dimension d ≥ 2
and consider, for a fixed Λ ≥ 1, the space of coefficient fields valued in the real
symmetric d-by-d matrices Sd which satisfy
(2.1) ∣ξ∣2 ≤ ξ ⋅ a(x)ξ ≤ Λ ∣ξ∣2 , ∀ξ ∈ Rd.
We denote by Ω the collection of all such coefficient fields:
Ω ∶= {a(⋅) ∶ a ∶ Rd → Sd is Lebesgue measurable and satisfies (2.1)} .
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We endow Ω with the translation group {τy}y∈Rd , which acts on Ω via(τya)(x) ∶= a(x + y),
and with the family {F(U)} of σ-algebras on Ω, with F(U) defined for each
Borel subset U ⊆ Rd byF(U) ∶= σ-algebra on Ω generated by the family of maps
a↦ ∫
U
p ⋅ a(x)q ϕ(x)dx, p, q ∈ Rd, ϕ ∈ C∞c (Rd).
We think of F(U) as encoding the information about the behavior of the
coefficients in U . The largest of these σ-algebras is F ∶= F(Rd). The translation
group may be naturally extended to F itself by defining
τyA ∶= {τya ∶ a ∈ A} , A ∈ F ,
and to any random element X by setting (τzX)(a) ∶=X(τza).
Throughout the paper, we consider a probability measure P on (Ω,F) which
is assumed to satisfy the following two conditions:
(P1) P is invariant under Zd-translations: for every z ∈ Zd and A ∈ F ,
P [A] = P [τzA] .
(P2) P has a unit range of dependence: for every pair of Borel subsets
U,V ⊆ Rd with dist(U,V ) ≥ 1,F(U) and F(V ) are P-independent.
The expectation of an F-measurable random variable X with respect to P is
denoted by E [X].
2.2. General notation. For z ∈ Rd and r > 0, we write Br(z) (or simply Br if
z = 0) for the open Euclidean ball of center z and radius r. We denote cubes of
side length r > 0 by ◻r ∶= (−12r, 12r)d , ◻r(z) ∶= z +◻r.
We recall that we write Φz,r ∶= Φ(⋅ − z, r2) where Φ is defined in (1.3), and use
the notation
(2.2) ∫
Φz,r
f = ∫
Φz,r
f(x)dx ∶= ∫
Rd
f(x)Φz,r(x)dx,
∥f∥L2(Φz,r) ∶= (∫
Φz,r
∣f ∣2) 12 .
When z = 0, we simply write Φr instead of Φ0,r in these expressions. We will
sometimes also use a truncation of the mask Φz,r defined by
(2.3) Φ
(δ)
z,r ∶= {Φz,r in Br1+δ(z),
0 in Rd ∖Br1+δ(z),
where δ > 0. We also use the notation in (2.2) with Φz,r replaced by Φ(δ)z,r , and
may write Φ
(δ)
r in place of Φ
(δ)
0,r for brevity.
For a measurable set E ⊆ Rd, we denote the Lebesgue measure of E by ∣E∣
unless E is a finite set, in which case ∣E∣ denotes the cardinality of E. For a
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bounded Lipschitz domain U ⊆ Rd with ∣U ∣ <∞, we write ⨏U ∶= ∣U ∣−1 ∫U , and for
p ∈ [1,∞), we denote the normalized Lp(U) norm of a function f ∈ Lp(U) by
(2.4) ∥f∥Lp(U) ∶= (⨏
U
∣f(x)∣p dx) 1p .
It is also convenient to denote ∥f∥L∞(U) ∶= ∥f∥L∞(U). For a vector-valued
F ∈ Lp(U ;Rd), we write ∥F ∥Lp(U) ∶= ∥∣F ∣∥Lp(U). For f ∈ L1(U), we write(f)U ∶= ⨏U f .
We denote the set of solutions of our equation in a domain U ⊆ Rd by
A(U) ∶= {u ∈H1loc(U) ∶ ∀v ∈H10(U), ∫
U
∇v(x) ⋅ a(x)∇u(x)dx = 0} .
For every k ∈ N, we set
(2.5) Ak ∶= {u ∈ A(Rd) ∶ lim
r→∞ r−(k+1)∥u∥L2(Br) = 0} .
We denote by A(U) the set of solutions of the homogenized equation and let
(2.6) Ak ∶= the set of a-harmonic polynomials of degree at most k.
It is convenient to use the notation
(2.7) Ak(Φz,r) ∶= {p ∈ Ak ∶ ∥∇p∥L2(Φz,r) ≤ 1} ,
with Ak(Φz,r) defined in an analogous way. For m ≤ k, we denote by piz,m the
projection of Ak onto Am such that
(2.8) piz,m(p) = m∑
n=0
1
n!
∇np(z)(⋅ − z)⊗n .
Above the interpretation for the tensor product is
1
n!
∇np(x)z⊗n = ∑
j1,...,jd∈N0
j1+⋯jd=n
1
j1!⋯jd!∂j1x1⋯∂jdxdp(x)zj11 ⋯zjdd .
Note that φz,m is just the mth order Taylor approximation of p centered at z.
We also define
(2.9) Pk ∶= the set of polynomials of degree at most k.
We define L2pot to be the set of Zd-stationary random fields which, for each
realization of the coefficients, are the gradient of a function in H1loc(Rd). That
is, L2pot is the set of functions Ω→ L2loc of the form
(2.10) a↦ f(⋅,a)
such that, for each z ∈ Zd, the random fields f(⋅,a) and f(⋅, τza) have the same
law (with respect to P) and, for P-almost every a ∈ Ω, there exists u ∈H1loc(Rd)
such that f(⋅,a) = ∇u. (Note that u itself may not be unique and in particular
is not required to be stationary.)
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2.3. Notation for random variables. We next discuss some notation used
throughout for measuring the size and stochastic integrability of random vari-
ables. For every exponent s ∈ (0,∞), θ > 0 and F -measurable random variable
X, we recall that we write
X ≤ Os(θ)
to mean that (1.4) holds. We likewise write
X ≤ Y +Os(θ) ⇐⇒ X − Y ≤ Os(θ)
and
X = Y +Os(θ) ⇐⇒ X − Y ≤ Os(θ) and Y −X ≤ Os(θ).
The reader may have noticed that the Os(θ) notation is just a different way of
writing bounds for random variables with respect to certain Orlicz norms. The
usage of Os(θ) lightens the notation, making many computations much more
readable, like the “big-O” notation it evokes.
We record a few elementary properties of Os-bounded random variables.
Remark 2.1. For every s < s′ ∈ (0,∞) and every random variable X,
{ X takes values in [0,1]
X ≤ Os(θ) Ô⇒ X ≤ Os′(θ ss′ ).
Indeed, under the above assumptions, we have
E [exp((θ ss′X)s′)] ≤ E [exp((θX)s)] ≤ 2.
As an example, since by (4.3), J is bounded, for each s < 1, we may replaceOs (Cr−d) by O1 (Cr−sd) in part (i) of Theorem 2, and O2s(Cr− d2 ) by O2(Cr− sd2 )
in part (iii) of this theorem.
Remark 2.2. If Xi ≤ Osi(θi) for i ∈ {1,2}, then
X1X2 ≤ O s1s2
s1+s2 (θ1θ2) .
Indeed, we may assume Xi ≥ 0, and then observe that by Young’s and Ho¨lder’s
inequalities,
E [exp([(θ1θ2)−1X1X2] s1s2s1+s2 )]
≤ E [exp( s1
s1 + s2 (θ−11 X1)s1 + s2s1 + s2 (θ−12 X2)s2)]≤ E [exp (θ−11 X1)s1)] s1s1+s2 E [exp (θ−12 X2)s2)] s2s1+s2≤ 2.
In the following lemma, we check that an average of random variables bounded
by Os(θ) is bounded by Os(Cθ) for a constant C depending only on s. This is
used throughout the paper without further mention.
Lemma 2.3. (i) Let s ≥ 1, µ be a measure over an arbitrary measurable
space E, let θ ∶ E → R+ be a measurable function and (X(x))x∈E be a jointly
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measurable family of nonnegative random variables such that for every x ∈ E,
X(x) = Os(θ(x)). We have
∫ X dµ = Os (∫ θ dµ) .
(ii) For every s ∈ (0,1), there exists C(s) < 1 such that the following holds. Let
µ be a probability measure over an arbitrary measurable space E and (X(x))x∈E
be a jointly measurable family of nonnegative random variables such that for
every x ∈ E, X(x) = Os(1). We have
∫ X dµ = Os(C).
Proof. We start with the proof of (i). Without loss of generality, we can assume∫ θ dµ <∞, and by homogeneity, we can further assume that ∫ θ dµ = 1. The
function x↦ exp(xs) is convex on R+. By Jensen’s inequality,
E [exp((∫ X dµ)s)] ≤ E [∫ exp ((θ−1X)s) θ dµ] ≤ 2.
We now turn to the second statement. Let s ∈ (0,1) and ts ∶= (1−ss ) 1s . The
function x↦ exp((x + ts)s) is convex on R+. By Jensen’s inequality,
E [exp((∫ X dµ)s)] ≤ E [exp((∫ X dµ + ts)s)]
≤ E [∫ exp (Xs + tss) dµ]≤ 2 exp (tss) .
For σ ∈ (0,1) sufficiently small in terms of s, we thus have
E [exp(σ (∫ X dµ)s)] ≤ E [exp((∫ X dµ)s)]σ ≤ [2 exp (tss)]σ ≤ 2 . 
3. Higher-order regularity theory and Liouville theorems
3.1. Regularity theory. One of the main tools in this paper is the higher
regularity theory summarized in the following proposition. Recall that Ak andAk are defined in (2.5) and (2.6), respectively.
Proposition 3.1 (Instrinsic Ck,1 regularity). Fix s ∈ (0, d). There exist an
exponent δ(s, d,Λ) ∈ (0,1) and a random variable Xs satisfying the estimate
(3.1) Xs ≤ Os (C(s, d,Λ))
such that the following statements hold:
(i) For every k ∈ N, there exists C(k, d,Λ) <∞ such that, for every u ∈ Ak,
there exists p ∈ Ak such that, for every R ≥ Xs,
(3.2) ∥u − p∥L2(BR) ≤ CR−δ ∥p∥L2(BR) .
(ii) For every p ∈ Ak, there exists u ∈ Ak satisfying (3.2) for every R ≥ Xs.
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(iii) There exists C(k, d,Λ) <∞ such that, for every R ≥ 2Xs and u ∈ A(BR),
there exists φ ∈ Ak(Rd) such that, for every r ∈ [Xs, 12R], we have the
estimate
(3.3) ∥u − φ∥L2(Br) ≤ C ( rR)k+1 ∥u∥L2(BR) .
Proposition 3.1 is a deterministic consequence of the regularity theory for
stochastic homogenization introduced in [4]. Indeed, it is a classical fact that
interior regularity estimates are linked to Liouville-type theorems, as one can
recover the latter from the former by a simple iteration procedure. Thus,
and as we have pointed out previously in [2, Remark 2.4] and clarify here, the
mesoscopic regularity estimates proved in [4, 3, 2] imply the Liouville-type result
given in Proposition 3.1(i) and (ii) by a straightforward (and deterministic)
analysis argument. Writing the regularity estimates in terms of “intrinsic
polynomials” (denoted here by Ak(Rd)) goes back to the original formulation
of Avellaneda and Lin [5, 6] for equations with periodic coefficients. The
papers [17, 14] were the first to write regularity estimates in the form of (3.3)
in the stochastic setting and to give a complete proof of the Liouville results.
We continue by recalling two previous results proved in [4, 3, 2] before showing
how to derive Proposition 3.1 from them.
Proposition 3.2 ([4, 3]). Fix a Lipschitz domain U ⊆ B1, s ∈ (0, d) and ε > 0.
There exists an exponent δ(s, ε, d,Λ) ∈ (0, 1) and a random variable Rs satisfying
the estimate
(3.4) Rs ≤ Os(C(U, s, ε, d,Λ))
such that, for every r ≥Rs, f ∈W 1,2+ε(rU) and solutions u,u ∈ f +H10(rU) of−∇ ⋅ (a∇u) = 0 and −∇ ⋅ (a∇u) = 0 in rU,
we have the estimate
(3.5)
1
r
∥u − u∥L2(rU) ≤ r−δ ∥∇f∥L2+ε(rU) .
We next state the mesoscopic Ck,1 regularity estimate, which is a deterministic
consequence of Proposition 3.2 (see [2, Lemma 2.5]). Here the result is in a
slightly more general form than what appears in [2], although the statement
here is what [2, Lemma 2.5] actually gives.
Proposition 3.3 ([2, Theorem 2.1]). Fix s ∈ (0, d). There exist an exponent
δ(s, d,Λ) ∈ (0,1), a random variable Xs satisfying the estimate
(3.6) Xs ≤ Os(C ′(s, d,Λ)),
and, for each k ∈ N, a constant C(k, d,Λ) < ∞ such that, for every R ≥ 2Xs,
v ∈ A(BR) and r ∈ [Xs, 12R],
(3.7) inf
w∈Ak ∥v −w∥L2(Br) ≤ C ( rR)k+1 infw∈Ak ∥v −w∥L2(BR) +Cr−δ ( rR) ∥v∥L2(BR) .
We now present the proof of Proposition 3.1.
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Proof of Proposition 3.1. Step 1. We first remark that if p is an a-harmonic
polynomial, then p̃, defined as p̃(y) = p(a− 12y), is harmonic. It is easy to see the
orthogonality of two harmonic monomials of different homogeneity, since in the
polar coordinates their angular parts are eigenfunctions for the Laplace-Beltrami
operator of the sphere with different eigenvalues. Therefore, in the original
coordinates, two a-harmonic monomials of different degree are orthogonal with
respect to the inner product of L2 ({x ∈ Rd ∶ x ⋅ a−1x < r2}) for every r > 0.
Let Xs denote the random variable appearing in Proposition 3.3. Without loss
of generality, we will assume that Xs also bounds the random variableRs given by
Proposition 3.2 with the choice of domain U = B1 and ε = 1. We choose θ ∈ (0, 12]
small, and for every j ∈ N, set rj ∶= θ−jr0 with r0 ∈ [Xs, 12R]. In order to use the
orthogonality of the polynomials, we use the balls Bj ∶= {x ∈ Rd ∶ x ⋅ a−1x < r2j}.
For u ∈ A(Bj+1), using the ellipticity of a, an application of Proposition 3.3 and
the triangle inequality yields the existence of pj, pj+1 ∈ Ak+1, which are the bestAk+1-polynomial approximations of u in Bj and Bj+1, respectively, such that∥u − pj∥L2(Bj) ≤ Cθk+2 ∥u − pj+1∥L2(Bj+1) +Cθr−δj ∥u∥L2(Bj+1)≤ C (θk+2 + θr−δj ) ∥u − pj+1∥L2(Bj+1) +Cθr−δj ∥pj+1∥L2(Bj+1)
with C = C(k, d,Λ). We choose θ ≤ (2C)−1/δ and r0 ∶= max{Xs,C1/δθ−(k+2)/δ},
so that the previous inequality becomes∥u − pj∥L2(Bj) ≤ θk+2−δ ∥u − pj+1∥L2(Bj+1) + r−δj ∥pj+1∥L2(Bj+1) .
Iterating then gives, for n > 0 and u ∈ A(Bj+n), that
(3.8) ∥u − pj∥L2(Bj)
≤ (θk+2−δ)n ∥u − pj+n∥L2(Bj+n) + r−δj j+n∑
h=j+1 (θk+2)h−(j+1) ∥ph∥L2(Bh) .
This serves as the basic inequality for our argument.
Step 2. The proof proceeds by induction. We prove (i), (ii) and (iii’) together
in an induction on k, where (iii’) is the following weaker version of (iii):
(iii’) For each α ∈ (0,1) and k ∈ N, there exists C(k,α, d,Λ) <∞ such that,
for every R ≥ 2Xs and u ∈ A(BR), there exists φ ∈ Ak(Rd) such that, for
every r ∈ [Xs, 12R],
∥u − φ∥L2(Br) ≤ C ( rR)k+α ∥u∥L2(BR) .
By the notation (i)k, (ii)k and (iii’)k we mean that the corresponding state-
ments hold up to degree k. Our induction assumption states that (i)k−1, (ii)k−1
and (iii’)k−1 are all valid. These are trivial for k = 1 since the constants are
both a- and a-harmonic, and this is our initial step for the induction. We will
first show that (ii)k holds, then (i)k, and finally (iii’)k. In the last step, we will
demonstrate that (i)k+1, (ii)k+1 and (iii’)k+1 actually imply (iii)k.
Step 3. In this step, we show that (ii)k is valid using (i)k−1, (ii)k−1 and
(iii’)k−1. Due to (ii)k−1 and orthogonality properties of a-harmonic polynomials,
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we may assume that q ∈ Ak is a homogeneous polynomial of degree k. First, by
Proposition 3.2, we find for each m ∈ N a solution um ∈ A(Bm) such that
(3.9) ∥um − q∥L2(Bm) ≤ Cr−δm ∥q∥L2(Bm) .
Let wm ∶= um+1 − um, and let φm ∈ Ak−1(Rd) be given by (iii’)k−1 for wm.
Then (iii’)k−1 together with the triangle inequality and the previous display
imply∥wm − φm∥L2(Bj) ≤ C (θk−δ/2)j−m ∥wm∥L2(Bm)≤ Cr−δm (θk−δ/2)j−m ∥q∥L2(Bm) = Cr−δj (θδ/2)m−j ∥q∥L2(Bj)
for all j ≤ m. By (i)k−1, there exists pφm ∈ Ak−1 such that ∥pφm − φm∥L2(Bn) ≤
cr−δn ∥pφm∥L2(Bn) for every n ∈ N. By the triangle inequality and the two previous
displays,
∥pφm∥L2(Bm) ≤ 2 ∥φm∥L2(Bm)≤ 2 ∥wm∥L2(Bm) + 2 ∥wm − φm∥L2(Bm) ≤ Cr−δm ∥q∥L2(Bm) .
Therefore we have, for any n >m,
∥φm∥L2(Bn) ≤ C ( rnrm)k−1 ∥pφm∥L2(Bm)≤ Cθ(m−n)(k−1)r−δm ∥q∥L2(Bm) = Cθ(n−m)(1−δ)r−δn ∥q∥L2(Bn) .
Set vn = un −∑n−1m=1 φm, so that vn − uj = ∑n−1m=j(wm − φm) −∑j−1m=1 φm. We get
∥vn − q∥L2(Bj) ≤ ∥uj − q∥L2(Bj) + n−1∑
m=j ∥wm − φm∥L2(Bj) + j−1∑m=1 ∥φm∥L2(Bj)
≤ Cr−δj ∥q∥L2(Bj) (1 + n−1−j∑
m=0 (θδ/2)m + j−1∑m=1 (θ1−δ)m) ≤ Cr−δj ∥q∥L2(Bj)
whenever j < n. After letting n → ∞, we find u ∈ Ak(Rd) satisfying (ii)k,
appealing to weak convergence in H1loc and a diagonal argument.
Step 4. We now prove (i)k using (i)k−1 and (ii)k. Let us denote by Pm the pro-
jection of polynomials tomth-degree homogenous polynomials, i.e. ∇jPmp(0) = 0
whenever j ≠m, and let Qm = ∑mh=0Ph. For u ∈ Ak, since
(3.10) lim
r→∞ r−(k+1)∥u∥L2(Br) = 0,
letting n→∞ in (3.8) yields that the first term on the right in (3.8) tends to
zero and that the sum is convergent. We obtain
(3.11) ∥u − pj∥L2(Bj) ≤ r−δj ωj,k+1,1 , ωj,m,σ ∶= ∞∑
h=j (θk+1+σ)h−j ∥Qmph∥L2(Bh) ,
with ωj,k+1,σ <∞, for all j ∈ N and σ > 0, by (3.10). We get consequently by the
triangle inequality that
(3.12) ∥pj − pj+1∥L2(Bj) ≤ Cr−δj ωj,k+1,1 .
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Since p is in Ak+1, Pmp ∈ Am for all m ∈ N, and hence the orthogonality of the
a-harmonic monomials implies that
∥Pk+1(pj − pj+1)∥L2(B1) ≤ Cr−(k+1+δ)j ωj,k,1 +Cr−δj ∞∑
h=j θh−j ∥Pk+1ph∥L2(B1) .(3.13)
Summation then yields
∞∑
m=j ∥Pk+1(pm − pm+1)∥L2(B1) ≤ Cr−(k+1+δ)j ∞∑m=j (θk+1+δ)m−j ωm,k,1+Cr−δj ∞∑
m=j (θδ)m−j ∞∑h=m θh−m ∥Pk+1ph∥L2(B1) .
We can rearrange the sums on the right as
∞∑
m=j (θk+1+δ)m−j ωm,k,1 = ∞∑m=j (θk+1+δ)m−j ∞∑h=m (θk+2)h−m ∥Qkph∥L2(Bh)(3.14) ≤ C ∞∑
m=j (θk+1+δ)m−j ∥Qkpm∥L2(Bm)= Cωj,k,δ,
and, using also the triangle inequality,
∞∑
m=j (θδ)m−j ∞∑h=m θh−m ∥Pk+1ph∥L2(B1) ≤ C ∞∑m=j (θδ)m−j ∥Pk+1pm∥L2(B1)≤ C ∥Pk+1pj∥L2(B1) + ∞∑
m=j (θδ)m−j ∞∑h=m ∥Pk+1(ph − ph+1)∥L2(B1)≤ C ∥Pk+1pj∥L2(B1) +C ∞∑
h=j ∥Pk+1(ph − ph+1)∥L2(B1) .
Combining the last three displays, using Cr−δ0 ≤ 12 and reabsorption yields
(3.15)
∞∑
m=j ∥Pk+1(pm − pm+1)∥L2(B1) ≤ Cr−(k+1+δ)j ωj,k,δ +Cr−δj ∥Pk+1pj∥L2(B1) .
We then apply the hypothesis (3.10) in the form
∥Pk+1ph∥L2(B1) = r−(k+1)h ∥Pk+1ph∥L2(Bh) ≤ 2r−(k+1)h ∥u∥L2(Bh) → 0
as h→∞. Hence the triangle inequality and reabsorption give
(3.16) ∥Pk+1pj∥L2(Bj) = rk+1j ∥Pk+1pj∥L2(B1) ≤ Cr−δj ωj,k,δ .
Inserting this back to (3.12) proves
(3.17) ωj,k+1,1 ≤ Cωj,k,δ and ∥Qk(pj+1 − pj)∥L2(Bj) ≤ Cr−δj ωj,k,δ .
We have hence reduced the degree of the approximative polynomials.
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We next estimate the growth of ωj,k,σ and ωj,k−1,σ. By (3.17), the triangle
inequality and polynomial growth, for σ ∈ (−1, δ], we have
ωj+1,k,σ = ∞∑
h=j+1(θk+1+σ)h−(j+1) ∥Qkph∥L2(Bh)(3.18) ≤ ∞∑
h=j+1(θk+1+σ)h−(j+1) (∥Qkph−1∥L2(Bh) + ∥Qk(ph − ph−1)∥L2(Bh))≤ θ−k ∞∑
h=j(θk+1+σ)h−j (∥Qkph∥L2(Bh) + ∥Qk(ph+1 − ph)∥L2(Bh))≤ θ−kωj,k,σ +Cr−δj ∞∑
h=j(θk+1+σ)h−jωh,k,δ≤ (θ−k + θδj)ωj,k,σ ,
where the sum on the second last line was estimated as in (3.14) using Cr−δ0 ≤ 1.
Iteration then yields, for n > j > 0,
(3.19) ωn,k,σ ≤ C (θ−k)n−j ωj,k,σ ≤ C (θ−k)n ω0,k,σ .
Furthermore, we obtain by the same computation as in (3.18), appealing also
to (3.19) and Cr−δ0 ≤ 1,
ωj+1,k−1,σ ≤ θ1−kωj,k−1,σ +Cr−δj ωj,k,σ ≤ θ1−kωj,k−1,σ + (θδ−k)j ω0,k,σ .
After an iteration we conclude that, for σ ∈ (−1, δ],
(3.20) ∥Qk−1pj∥L2(Bj) ≤ ωj,k−1,σ ≤ C (θδ−k)j ω0,k,σ .
Connecting (3.11), (3.16) and (3.17) with (3.19) and (3.20) therefore gives
(3.21) sup
j∈N rδ−kj ∥u − Pkpj∥L2(Bj) < +∞ .
To continue, observe that the second estimate in (3.17) is symmetric to (3.12).
Thus, completely analogously to how (3.15) was obtained, we deduce that
(3.22)
∞∑
m=j ∥Pk(pm − pm+1)∥L2(B1) ≤ Cr−(k+δ)j ωj,k−1,δ−1 +Cr−δj ∥Pkpj∥L2(B1) .
Since the term on the right is bounded by (3.20), {Pkpj}j is a Cauchy sequence
in L2(B1), with limit p̃ = Pkp̃. By the triangle inequality,∥Pk(pj − p̃)∥L2(Bj) ≤ Cr−δj (ωj,k−1,δ−1 + ∥Pkp̃∥L2(Bj)) .(3.23)
Putting together (3.20), (3.21) and (3.23) yields
(3.24) sup
j∈N rδ−kj ∥u − p̃∥L2(Bj) < +∞ .
To conclude the step, by (ii)k we finally find ũ ∈ Ak such that ∥ũ − p̃∥L2(Bj) ≤
Cr−δj ∥p̃∥L2(Bj) for all j ∈ N. This together with (3.24) gives
(3.25) sup
j∈N rδ−kj ∥u − ũ∥L2(Bj) < +∞ ,
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which means that u − ũ ∈ Ak−1. Thus, by (i)k−1 there is q ∈ Ak−1 such that∥u − ũ − q∥L2(Bj) ≤ Cr−δj ∥q∥L2(Bj) for all j ∈ N. Now (i)k follows with p = q+p̃ ∈ Ak
simply by the triangle inequality and the orthogonality of p̃ and q:
∥u − p∥L2(Bj) ≤ ∥u − ũ − q∥L2(Bj) + ∥ũ − p̃∥L2(Bj)≤ Cr−δj (∥q∥2L2(Bj) + ∥p̃∥2L2(Bj)) 12 = Cr−δj ∥p∥L2(Bj) .
Step 5. Assuming that (i)k and (ii)k hold, we will show that also (iii’)k is true.
Let n ∈ N be so large that Bn ⊆ BR and Bn+1 ∩BcR ≠ ∅. Then the ellipticity
of a yields ∣Bn∣ ≥ c∣BR∣. Observe that for any u ∈ A(Bn) we have by (3.8) that
there exists p ∈ Ak such that∥u − p∥L2(Bj−1) ≤ Cθk+1 ∥u∥L2(Bj) .
We now choose θ possibly smaller so that 2Cθ1−α ≤ 1, where α is as in (iii’)k.
Define sequences {uj}, {pj} and {φj} recursively by setting un ∶= u and, for
every j ∈ {0, . . . , n − 1}, selecting pj ∈ Ak by way of the previous display to
satisfy
∥uj − pj−1∥L2(Bj−1) ≤ 12θk+α ∥uj∥L2(Bj) and ∥pj−1∥L∞(Bj) ≤ C ∥uj∥L2(Bj) .
Then pick φj−1 ∈ Ak(Rd) using the assumption (ii)k satisfying∥pj−1 − φj−1∥L2(Bj−1) ≤ Cr−δj ∥pj−1∥L2(Bj−1) ,
and set uj−1 ∶= uj − φj−1. The triangle inequality and the above estimates imply
that ∥uj−1∥L2(Bj−1) ≤ (12θk+α +Cr−δj ) ∥uj∥L2(Bj) .
Demanding 4Cr−δ0 ≤ θk+α, the previous inequality gives after iteration that, for
all j ∈ {0, . . . , n},
∥uj∥L2(Bj) ≤ (34θk+α)j ∥u∥L2(Bn) .
We have hence shown that, for every r ∈ [C ∨Xs, 12R],
inf
φ∈Ak(Rd) ∥u − φ∥L2(Br) ≤ C ( rR)k+α ∥u∥L2(BR) .
The restriction r ≥ C ∨Xs can be relaxed to r ≥ Xs at the expense of increasing
the constant prefactor. We thus obtain, for every r ∈ [Xs, 12R], the estimate
(3.26) inf
φ∈Ak(Rd) ∥u − φ∥L2(Br) ≤ C ( rR)k+α ∥u∥L2(BR) .
To complete the proof of (iii’)k, we need to check that we can select φ ∈ Ak(Rd)
independent of the radius r. Let φr ∈ Ak(Rd) achieve the infimum on the left
side of (3.26). Then by the triangle inequality,
∥φr − φ2r∥L2(Br) ≤ C ( rR)k+α ∥u∥L2(BR) .
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Using statements (i)k and (ii)k implying that any φ ∈ Ak(Rd) satisfies ∥φ∥L2(Bs) ≤
C ( sr)k ∥φ∥L2(Bs) for s ≥ r, we obtain that, for every s ≥ r ≥ Xs,
∥φr − φ2r∥L2(Bs) ≤ C (sr)k ( rR)k+α ∥u∥L2(BR) ≤ C (sr)−α ( sR)k+α ∥u∥L2(BR) .
Summing the previous inequality over dyadic radii yields, for every s ≥ r ≥ Xs,
∥φr − φs∥L2(Bs) ≤ C ( sR)k+α ∥u∥L2(BR) .
In particular, if we take φ ∶= φXs then we obtain, for every s ≥ Xs,
∥u − φ∥L2(Bs) ≤ ∥u − φs∥L2(Bs) + ∥φ − φs∥L2(Bs) ≤ C ( sR)k+α ∥u∥L2(BR) .
This completes the proof of (iii’)k.
Step 6. We finish the proof of the proposition by showing that (i)k+1, (ii)k+1
and (iii’)k+1 imply (iii)k. Fix R ≥ 2Xs and u ∈ A(BR). Select first ψ ∈ Ak+1(Rd)
such that, for every r ∈ [Xs, 12R],
(3.27) ∥u − ψ∥L2(Br) ≤ C ( rR)k+1+α ∥u∥L2(BR) .
Let pψ ∈ Ak+1 be the approximating polynomial of ψ, that is ∥ψ − pψ∥L2(Br) ≤
Cr−δ ∥pψ∥L2(Br), provided by (i)k+1, and take ψ̃ be the corrector in Ak+1 corre-
sponding the monomial Pk+1pψ, i.e. ∥ψ̃ − Pk+1pψ∥L2(Br) ≤ Cr−δ ∥Pk+1pψ∥L2(Br),
given by (ii)k+1. Clearly ψ̃ has growth of degree k + 1:
(3.28) ∥ψ̃∥
L2(Br) ≤ 2 ∥Pk+1pψ∥L2(Br) ≤ 2( rR)k+1 ∥Pk+1pψ∥L2(BR)≤ 2( r
R
)k+1 ∥pψ∥L2(BR) ≤ C ( rR)k+1 ∥u∥L2(BR) .
Moreover, it is easy to see that φ ∶= ψ−ψ̃ belongs to Ak and this is our candidate
for the corrector in the statement (iii)k. Indeed, we have by (3.27), (3.28) and
the triangle inequality that∥u − φ∥L2(Br) ≤ C ∥ψ̃∥L2(Br) +C ∥u − ψ∥L2(Br)≤ C ((r
s
)k+1 + ( r
R
)k+1+α)∥u∥L2(BR) ≤ C (rs)k+1 ∥u∥L2(BR) .
The proof is complete. 
3.2. Multiscale Poincare´ inequality and consequences. The next lemma
is a “multiscale Poincare´” inequality, which is a variant of [2, Proposition 5.1]
and [1, Lemma 3.3]. This inequality gives a convenient way to transfer bounds
on the spatial averages of the gradient of a function to the oscillation of the
function itself.
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Lemma 3.4. Let w be a solution of the parabolic equation
∂tw −∇ ⋅ (a∇w) = 0 in Rd × (0,∞)
satisfying w(⋅,0) ∈ L2(ΨR) and
∫ R2
0
∫
ΨR
∣w(y, t)∣2 dy dt <∞,
where ΨR is the function
(3.29) ΨR(x) ∶= R−d exp(− ∣x∣
R
) .
Then there exists C(d,Λ) <∞ such that, for every σ ∈ (0,1],
∫
ΨR
∣w(y,0)∣2 dy
≤ C ∫
ΨR
∣w(y, (σR)2)∣2 dy +C ∫ (σR)2
0
∫
ΨR
∣∇w(y, t)∣2 dy dt.
Proof. We compute, for any ε > 0∣∂t∫
ΨR
1
2
∣w(y, t)∣2 dy∣ = ∣∫
Rd
∇ (ΨRw(⋅, t)) (y) ⋅ a∇w(y, t)dy∣
≤ C ∫
Rd
ΨR(y)⎛⎝1ε ∣∇w(y, t)∣2 + ε(∣∇ΨR(y)∣ΨR(y) )
2 ∣w(y, t)∣2⎞⎠ dy
≤ C
ε ∫ΨR ∣∇w(y, t)∣2 dy + CεR2 ∫ΨR ∣w(y, t)∣2 dy.
Integrating with respect to t yields
sup
t∈[0,(σR)2]∫ΨR ∣w(y, ⋅)∣2 dy
≤ ∫
ΨR
∣w(y, (σR)2)∣2 dy + ∫ (σR)2
0
∣∂t∫
ΨR
∣w(y, t)∣2 dy∣ dt
≤ ∫
ΨR
∣w(y, (σR)2)∣2 dy + C
ε ∫ (σR)20 ∫ΨR ∣∇w(y, t)∣2 dy dt+ ∫ (σR)2
0
Cε
R2 ∫ΨR ∣w(y, t)∣2 dy dt.
Now taking ε = c sufficiently small, we can absorb the last term on the right
side to obtain∫
ΨR
∣w(y,0)∣2 dy ≤ sup
t∈[0,(σR)2]∫ΨR ∣w(y, t)∣2 dy
≤ C ∫
ΨR
∣w(y, (σR)2)∣2 dy +C ∫ (σR)2
0
∫
ΨR
∣∇w(y, t)∣2 dy dt.
This completes the proof of the lemma. 
We next specialize the previous lemma to elements of Am(Rd). We obtain
that elements of Am(Rd) behave like normal polynomials in the sense that their
spatial averages bound their oscillation.
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Lemma 3.5. Let s ∈ (0, d), let Xs be the random variable in Proposition 3.1,
and let m ∈ N. Then there exist a constant σ0(m,d,Λ) ∈ (0, 12], such that, for
every r ≥ Xs, v ∈ Am(Rd), and σ ∈ (0, σ0] there are constants C(σ,m, d,Λ) <∞
and θ(σ,m, d,Λ) ∈ (0, 12] such that
(3.30) ∥v∥2L2(Ψr) ≤ C ⨏
Br/θ ∣∫Φy,σr v(z)dz∣2 dy .
Proof. Define
w(y, t) ∶= ∫
Φy,
√
t
v(z)dz ,
which is the solution of the parabolic equation⎧⎪⎪⎨⎪⎪⎩
∂tw −∇ ⋅ (a∇w) = 0 in Rd × (0,∞),
w = v on Rd × {0}.
By Proposition 3.1, for every r ≥ Xs, there exists a unique polynomial q ∈ Am
such that, for every S ≥ R ≥ r, we have
(3.31) ∥v∥L2(BS) ≤ C ∥q∥L2(BS) ≤ C (SR)m ∥q∥L2(BR) ≤ C (SR)m ∥v∥L2(BR) .
In particular, the measure v2 dx is a doubling measure and v has polynomial
growth.
Our starting point is that Lemma 3.4 gives, for all σ ∈ (0,1],
(3.32) ∫
Ψr
∣v(y)∣2 dy
≤ C ∫
Ψr
∣w(y, (σr)2)∣2 dy +C ∫ (σr)2
0
∫
Ψr
∣∇w(y, t)∣2 dy dt.
Step 1. We first claim that there is a small σ0 = σ0(m,d,Λ) ∈ (0, 1] such that
(3.33) C ∫ (σ0r)2
0
∫
Ψr
∣∇w(y, t)∣2 dy dt ≤ 1
4 ∫Ψr ∣v(y)∣2 dy .
so that by absorbing it back onto the left side, (3.32) can be improved to
(3.34) ∫
Ψr
∣v(y)∣2 dy ≤ C ∫
Ψr
∣w(y, (σr)2)∣2 dy
for all σ ∈ (0, σ0]. To prove (3.33), we first get by Ho¨lder’s inequality that
∫
Ψr
∣∇w(y, t)∣2 dy ≤ ∫
Ψr
∫
Φy,
√
t
∣∇v(z)∣2 dz dy .
We then notice that the right-hand side can be rewritten with the aid of Fubini’s
theorem, taking into account the definitions of Ψr and Φ√t, for all ε > 0 as
∫ εr2
0
∫
Ψr
∫
Φy,
√
t
∣∇v(z)∣2 dz dy dt
= ∫
Ψr
∣∇v(z)∣2∫ εr2
0
∫
Φz,
√
t
exp(∣a− 12 z∣
r
− ∣a− 12y∣
r
) dy dt dz .
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We analyze the integral in the middle. By the triangle inequality and the
ellipticity of a we obtain
∫ εr2
0
∫
Φz,
√
t
exp(∣a− 12 z∣
r
− ∣a− 12y∣
r
) dy dt
≤ ∫ εr2
0
∫
Rd
exp(∣a− 12 (z − y)∣
r
)Φ√t(z − y)dy dt
≤ C ∫ εr2
0
t− d2 ∫
Rd
exp(∣y∣
r
− ∣y∣2
t
) dy dt
≤ C ∫ εr2
0
t− d2 ∣B 2t
r
∣ dt +C ∫ εr2
0
∫
Φ
0,
√
2t
dy dt
≤ Cεr2 .
Therefore, combining the above three displays, we arrive at
(3.35) ∫ εr2
0
∫
Ψr
∣∇w(y, t)∣2 dy dt ≤ Cεr2∫
Ψr
∣∇v(z)∣2 dz .
Furthermore, we have the layer-cake formula, for any g ∈ L1(Ψr) and Ω ⊆ Rd,
(3.36) ∫
Ω
Ψr(z)g(z)dz = 1
rd+1 ∫ ∞0 exp(−λr )∫Ω∩(a 12Bλ) g(z)dz dλ .
Using the Caccioppoli estimate, the doubling property (3.31) and the ellipticity
of a we deduce that
∫a 12BR ∣∇v(y)∣2 dy ≤ CR2 ∫a 12B2R ∣v(y)∣2 dy ≤ Cr2 ∫a 12BR ∣v(y)∣2 dy
for any R ≥ r. Thus the layer-cake formula (3.36) yields
r2∫
Ψr
∣∇v(z)∣2 dz ≤ C ∫
Ψr
∣v(z)∣2 dz .
Now our claim (3.33) follows from (3.32), (3.35) and the above display provided
we take ε = σ20 sufficiently small.
Step 2. We next show that for any ε ∈ (0, 1) and σ ∈ (0, σ0] there are constants
C(ε, σ,m, d,Λ) <∞ and θ(ε, σ,m, d,Λ) ∈ (0,1) such that
(3.37) ∫
Ψr
∣w(y, (σr)2)∣2 dy ≤ C ⨏
Br/θ ∣w(y, (σr)2)∣2 dy + ε∫Ψr ∣v(y)∣2 dy .
This together with (3.34) proves our claim by taking small enough ε, which
then also fixes the parameter θ. We first decompose the integral on the left as
(3.38) ∫
Ψr
∣w(y, (σr)2)∣2 dy
≤ Cθ ⨏
Br/θ ∣w(y, (σr)2)∣2 dy + ∫Rd∖Br/θ Ψr(y) ∣∫Φy,σr v(z)dz∣2 dy .
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As in Step 1, with the aid of the triangle and Ho¨lder’s inequalities we obtain
∫
Rd∖Br/θ Ψr(y) ∣∫Φy,cr v(z)dz∣2 dy(3.39)
≤ ∫
Rd∖Br/θ Ψr(z) ∣v(z)∣2∫Φz,σr exp(∣a−
1
2 (y − z)∣
r
) dy dz
≤ C ∫
Rd∖Br/θ Ψr(z) ∣v(z)∣2 dz .
Now the layer-cake formula (3.36) and the polynomial growth in (3.31) imply
∫
Rd∖Br/θ Ψr(z) ∣v(z)∣2 dz ≤ 1rd+1 ∫ ∞r/θ exp(−λr )∫a 12Bλ ∣v(z)∣2 dz dλ(3.40) ≤ C
r ⨏Br ∣v(z)∣2 dz∫ ∞r/θ exp(−λr )(λr )m dλ .
For any given ε̃ ∈ (0,1), we may choose θ(ε̃,m, d,Λ) > 0 so small that
1
r ∫ ∞r/θ exp(−λr )(λr )m dλ = ∫ ∞1/θ exp (−λ)λm dλ = ε̃ .
Therefore, combining (3.39) and (3.40) yields
∫
Rd∖Br/θ Ψr(y) ∣∫Φy,δr v(z)dz∣
2
dy ≤ Cε̃⨏
Br
∣v(z)∣2 dz
with C independent of ε̃. Inserting this into (3.38), we deduce that (3.37) holds.
This finishes the proof. 
4. Higher-order energy quantities
In this section, we introduce the main object of study in the paper and record
some of its basic properties. It is a higher-order version of the quantity J
defined in the introduction, in which we replace the space A1 by Ak and allow
p, q to take values in Ak rather than Rd.
Definition 4.1. For every k ∈ N, z ∈ Rd, r ≥ 1 and p, q ∈ Ak, we define
(4.1) Jk(z, r, p, q) ∶= max
u∈Ak ∫Φz,r (−12∇u ⋅ a∇u −∇p ⋅ a∇u +∇u ⋅ a∇q) ,
The function achieving the maximum in the definition of Jk is denoted by
(4.2) vk(⋅, z, r, p, q) ∶= element of Ak achieving the maximum for Jk(z, r, p, q).
Note that existence of the maximizer vk(⋅, z, r, p, q) is ensured by the fact that Ak
is a finite-dimensional subspace of L2(Rd,Φz,r dx), by Proposition 3.1. It is
specified uniquely up to an additive constant by the uniform concavity of the
maximization problem in the definition of Jk.
In most of the paper, k ∈ N is a fixed integer. We remark that Theorems 1
and 2, except for the second localization statement, can be proved if one chooses
k = 1 throughout. To keep the notation simple, we often suppress dependence
on k, writing for instance J(z, r, p, q) and v(⋅, z, r, p, q) instead of Jk(z, r, p, q)
and vk(⋅, z, r, p, q), respectively.
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It is immediate that the map (p, q) ↦ J(z, r, p, q) is a quadratic form, and
that the map (p, q) ↦ v(⋅, z, r, p, q) is a linear map between the vector spacesAk ×Ak and Ak. Notice that by (2.1) and Young’s inequality, J(z, r, p, q) is
uniformly bounded: for every z ∈ Rd, r ≥ 1 and p, q ∈ Ak,
(4.3) 0 ≤ J(z, r, p, q) ≤ Λ∫
Φz,r
(∣∇p∣2 + ∣∇q∣2) .
We next record the first and second variations of the optimization problem
in the definition of J . For every z ∈ Rd, r ≥ 1, p, q ∈ Ak and u ∈ Ak, we write
J (u, z, r, p, q) ∶= ∫
Φz,r
(−1
2
∇u ⋅ a∇u −∇p ⋅ a∇u +∇u ⋅ a∇q) .
Lemma 4.2. For every z ∈ Rd, r ≥ 1, p, q ∈ Ak and w ∈ Ak,
(4.4) ∫
Φz,r
∇w ⋅ a∇v(⋅, z, r, p, q) = ∫
Φz,r
(−∇p ⋅ a∇w +∇w ⋅ a∇q) ,
and
(4.5) J(z, r, p, q) −J (v(⋅, z, r, p, q) +w, z, r, p, q) = ∫
Φz,r
1
2
∇w ⋅ a∇w.
Proof. For every t ∈ R, let vt(⋅) ∶= v(⋅, z, r, p, q) + tw(⋅). We have
0 ≤ J (v0, z, r, p, q) −J (vt, z, r, p, q)
= ∫
Φz,r
(t2
2
∇w ⋅ a∇w + t (∇w ⋅ a∇v0 +∇p ⋅ a∇w −∇w ⋅ a∇q)) .
Sending t→ 0 yields
⨏
U
(∇w ⋅ a∇v0 +∇p ⋅ a∇w −∇w ⋅ a∇q) = 0,
which is (4.4). The previous identity with t = 1 then gives (4.5). 
Identity (4.4) implies that for p, p′, q, q′ ∈ Ak,
∫
Φz,r
(−∇p ⋅ a∇v(⋅, z, r, p′, q′) +∇v(⋅, z, r, p′, q′) ⋅ a∇q)
= ∫
Φz,r
∇v(⋅, z, r, p, q) ⋅ a∇v(⋅, z, r, p′, q′)
= ∫
Φz,r
(−∇p′ ⋅ a∇v(⋅, z, r, p, q) +∇v(⋅, z, r, p, q) ⋅ a∇q′) ,
and, in particular,
J(z, r, p, q) = 1
2 ∫Φz,r ∇v(⋅, z, r, p, q) ⋅ a∇v(⋅, z, r, p, q)(4.6) = 1
2 ∫Φz,r (−∇p ⋅ a∇v(⋅, z, r, p, q) +∇v(⋅, z, r, p, q) ⋅ a∇q) .
We deduce from the first line above and (4.3) that
(4.7) ∥∇v(⋅, z, r, p, q)∥L2(Φz,r) ≤ C (∥∇p∥L2(Φz,r) + ∥∇q∥L2(Φz,r)) .
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Moreover,
(4.8) J(z, r, p + p′, q + q′) − J(z, r, p, q) − J(z, r, p′, q′)= ∫
Φz,r
(−∇p′ ⋅ a∇v(⋅, z, r, p, q) +∇v(⋅, z, r, p, q) ⋅ a∇q′) .
Since (p, q) ↦ J(z, r, p, q) is a quadratic form, its gradient ∇J(z, r, p, q) is a
linear form on Ak ×Ak, and
(4.9) ∇J(z, r, p, q)(p′, q′)= ∫
Φz,r
(−∇p′ ⋅ a∇v(⋅, z, r, p, q) +∇v(⋅, z, r, p, q) ⋅ a∇q′) .
The previous identity identifies the spatial averages of the gradient and the
flux of v(⋅, z, r, p, q) with ∇J(z, r, p, q). In particular, it tells that the fluctuations
of J(z, r, p, q) are of the same order as the fluctuations of the spatial averages
of the gradient and of the flux of its maximizers. This observation is the basis
of the usefulness of J itself and lies at the foundation of the arguments in
Section 8.
Remark 4.3. The identity
(4.10) ∇J(z, r, p, q)(p′, q′) = J(z, r, p + p′, q + q′) − J(z, r, p, q) − J(z, r, p′, q′)
following from (4.8) and (4.9) holds with J replaced by any quadratic form onAk ×Ak. In particular, if (p, q) ↦ J̃(p, q) is any quadratic form on Ak ×Ak,
then
sup
p,q,p′,q′∈Ak(Φr) ∣∇J̃(p, q)(p′, q′)∣ ≤ 6 supp,q∈Ak(Φr) ∣J̃(p, q)∣.
We next observe that J responds quadratically to perturbations near its
maximum. This is obviously equivalent to (4.5), but we give it a separate
lemma anyway for readability since it is used in this form many times in the
paper.
Lemma 4.4. For every z ∈ Rd, r ≥ 1 p, q ∈ Ak and w1,w2 ∈ Ak,
(4.11)
1
4
∥∇w1 −∇w2∥2L2(Φz,r) ≤ 2J(z, r, p, q)−J (w1, z, r, p, q)−J (w2, z, r, p, q),
(4.12) 2J (w1, z, r, p, q)−J (w2, z, r, p, q)−J(z, r, p, q) ≤ Λ
4
∥∇w1 −∇w2∥2L2(Φz,r) .
Proof. For every v1, v2 ∈ Ak,
2J (v1 + v2
2
, z, r, p, q) −J (v1, z, r, p, q) −J (v2, z, r, p, q)
= 1
4 ∫Φz,r(∇v1 −∇v2) ⋅ a(∇v1 −∇v2).
We get (4.11) from this by choosing v1 = w1, v2 = w2 and using the maximality
of J(z, r, p, q), while (4.12) follows similarly by choosing v1 = w2 and v2 =
2w1 −w2. 
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Lemma 4.5. For every z ∈ Rd, r ≥ 1 and p1, p2, q1, q2 ∈ Ak,
0 ≤ J(z, r, p1, q1) + J(z, r, p2, q2) − 2J (z, r, p1 + p2
2
,
q1 + q2
2
)
≤ Λ∫
Φz,r
(∣∇(p1 − p2)∣2 + ∣∇(q1 − q2)∣2) .
Proof. Since (p, q)↦ J(z, r, p, q) is a quadratic form,
(4.13) J(z, r, p1, q1) + J(z, r, p2, q2) − 2J (z, r, p1 + p2
2
,
q1 + q2
2
)
= 2J (z, r, p1 − p2
2
,
q1 − q2
2
) .
The result then follows from (4.3). 
As soon as r is larger than a fixed random scale, the function (p, q) ↦
J(z, r, p, q) is uniformly convex in each variable separately. We record a much
stronger form of this statement, and postpone its proof to Section 6.
Proposition 4.6. There exist ε0(d,Λ) ∈ (0, 12] and, for every s ∈ (0, d), a
random variable Ys and a constant C(s, k, d,Λ) <∞ satisfying
(4.14) Ys = Os (C)
and such that, for every r ≥ Ys and p, q ∈ Ak(Φr),
(4.15) ∣J(0, r, p, q) − ∫
Φr
1
2
(∇p −∇q) ⋅ a (∇p −∇q)∣ ≤ Cr−ε0(d−s).
Proposition 4.6 has the following consequence for the uniform convexity of J .
Corollary 4.7. For every s ∈ (0, d), there exist a constant C(s, k, d,Λ) < ∞
and a random variable Ys satisfying (4.14) and such that, for every r ≥ Ys and
p, p1, p2, q, q1, q2 ∈ Ak,
J(0, r, p1, q) + J(0, r, p2, q) − 2J (0, r, p1 + p2
2
, q) ≥ 1
2 ∫Φr ∣∇(p1 − p2)∣2,
J(0, r, p, q1) + J(0, r, p, q2) − 2J (0, r, p, q1 + q2
2
) ≥ 1
2 ∫Φr ∣∇(q1 − q2)∣2.
Moreover, there exists r0(k, d,Λ) <∞ such that for every r ≥ r0 and p, p1, p2,
q, q1, q2 ∈ Ak,
E [J(0, r, p1, q)]+E [J(0, r, p2, q)]−2E [J (0, r, p1 + p2
2
, q)] ≥ 1
4 ∫Φr ∣∇(p1−p2)∣2,
E [J(0, r, p, q1)]+E [J(0, r, p, q2)]− 2E [J (0, r, p, q1 + q2
2
)] ≥ 1
4 ∫Φr ∣∇(q1 − q2)∣2.
Proof. By Proposition 4.6 and homogeneity, there exists C(s, k, d,Λ) <∞ andYs satisfying (4.14) such that for every r ≥ Ys +C and p ∈ Ak,
J(0, r, p,0) ≥ 1
4 ∫Φr ∇p ⋅ a∇p.
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The first inequality then follows by (4.13). The second inequality is obtained
in the same way. Since J ≥ 0, we also have
E[J(0, r, p,0)] ≥ 1
4
P[r ≥ Ys +C]∫
Φr
∇p ⋅ a∇p,
so that for r sufficiently large,
E[J(0, r, p,0)] ≥ 1
8 ∫Φr ∇p ⋅ a∇p,
and we obtain the last two inequalities as before. 
The core of the analysis in Section 8 involves comparing the maximizers
of J on different scales. When performing this comparison, it is appropriate
to select values of p and q (depending on the scale) so that the gradients
and fluxes of the maximizers, e.g. v(⋅,0, r, pr, qr) and v(⋅,0,R, pR, qR), have the
same expected spatial averages. It is natural, therefore, to define linear maps
Lz,r, L∗z,r ∶ Ak → Ak which have the property that the expectation of the spatial
average of ∇v(⋅, z, r,L∗z,rp,Lz,rq) is ∇q −∇p. We cannot do this exactly, but the
following definition is motivated by Lemma 4.9 below.
Definition 4.8. For each z ∈ Rd, r ≥ r0(k, d,Λ) and q ∈ Ak, we let Lz,r(q) ∈ Ak
denote the unique (up to an additive constant) minimum of the (deterministic)
function
(4.16) q′ z→ E[J(z, r,0, q′)] − ∫
Φz,r
∇q ⋅ a∇q′.
Likewise, for each p ∈ Ak, we let L∗z,r(p) denote the unique (up to an additive
constant) minimum of the (deterministic) function
(4.17) p′ z→ E[J(z, r, p′,0)] − ∫
Φz,r
∇p ⋅ a∇p′.
We fix the additive constants by requiring that p(z) = L∗z,r(p)(z) and q(z) =
Lz,r(q)(z). Note that the mappings p↦ L∗z,r(p) and q ↦ Lz,r(q) are linear. We
define
(4.18) u(⋅, z, r, p, q) ∶= v(⋅, z, r,L∗z,rp,Lz,rq),
and
(4.19) I(z, r, p, q) ∶= J (u(⋅, z, r, p, q), z, r, p, q).
Where the context requires that we make the dependence on k explicit, we
write Lz,r,k, Ik, uk, and so forth.
Lemma 4.9. For every z ∈ Rd, r ≥ r0(k, d,Λ) and p, q, p′, q′ ∈ Ak,
(4.20) E [∫
Φz,r
∇u(⋅, z, r,0, q) ⋅ a∇q′] = ∫
Φz,r
∇q ⋅ a∇q′
and
(4.21) E [∫
Φz,r
∇p′ ⋅ a∇u(⋅, z, r, p,0)] = −∫
Φz,r
∇p ⋅ a∇p′.
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Moreover,
(4.22) E [J (z, r,L∗z,rp,Lz,rq)]= 1
2 ∫Φz,r ∇p ⋅ a∇L∗z,rp + 12 ∫Φz,r ∇q ⋅ a∇Lz,rq+E [∫
Φz,r
∇v(⋅,0, r,L∗z,rp,0) ⋅ a∇v(⋅,0, r,0, Lz,rq)] .
Proof. For p, q, p′, q′ ∈ Ak, the Euler-Lagrange equations for the minimization
problems in Definition 4.8 read as
(4.23) E[∇qJ(z, r,0, Lz,rq)(q′)] = ∫
Φz,r
∇q ⋅ a∇q′
and
(4.24) E[∇pJ(z, r,L∗z,rp,0)(p′)] = −∫
Φz,r
∇p ⋅ a∇p′,
respectively. The identities (4.20) and (4.21) follow by these and (4.9). The
final identity (4.22) is obtained from (4.6), (4.20) and (4.21). 
We next show that both Lz,r and L∗z,r are non-negative symmetric operators
with respect to the natural scalar product.
Lemma 4.10. For every r ≥ r0(k, d,Λ) and p, p′ ∈ Ak, we have that Lz,r and
L∗z,r are non-negative and satisfy
(4.25) ∫
Φz,r
∇Lz,rp ⋅ a∇p′ = ∫
Φz,r
∇p ⋅ a∇Lz,rp′
and
(4.26) ∫
Φz,r
∇L∗z,rp ⋅ a∇p′ = ∫
Φz,r
∇p ⋅ a∇L∗z,rp′ .
Proof. Since
E [J(z, r,0, Lz,rp)] = 1
2 ∫Φz,r ∇p ⋅ a∇Lz,rp ,
the non-negativity of Lz,r follows from the fact that the left side is non-negative.
To obtain the symmetry of Lz,r, we use Lemma 4.9 and the first variation (4.4),
which give
∫
Φz,r
∇p ⋅ a∇Lz,rp′ = E [∫
Φz,r
∇v(⋅, z, r,0, Lz,rp) ⋅ a∇Lz,rp′]
= E [∫
Φz,r
∇v(⋅, z, r,0, Lz,rp) ⋅ a∇v(⋅, z, r,0, Lz,rp′)]
= E [∫
Φz,r
∇Lz,rp ⋅ a∇v(⋅, z, r,0, Lz,rp′)]
= ∫
Φz,r
∇Lz,rp ⋅ a∇p′ .
This is (4.25), and a similar computation gives (4.26). 
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Lemma 4.11. Suppose that K ≥ 1 and θ > 0 are such that, for every z ∈ Rd,
r ≥ 1 and p, q ∈ Ak(Φz,r),
(4.27) ∣E [J(z, r, p, q)] − ∫
Φz,r
1
2
∇(q − p) ⋅ a∇(q − p)∣ ≤Kr−θ.
Then for every z ∈ Rd, r ≥ r0(k, d,Λ) and p, q ∈ Ak(Φz,r),
(4.28) ∥∇ (q −Lz,rq)∥L2(Φz,r) + ∥∇ (p −L∗z,rp)∥L2(Φz,r) ≤ 24Kr−θ.
Proof. We only prove inequality (4.28) for Lz,r; the argument for L∗z,r is identical.
By (4.27) and Remark 4.3, we have, for every p, q, p′, q′ ∈ Ak(Φz,r),
∣E[∇J(z, r, p, q)(p′, q′)] − ∫
Φz,r
∇(q′ − p′) ⋅ a∇(q − p)∣ ≤ 6Kr−θ.
In particular, by homogeneity, we have for every q′ ∈ Ak that
∣E[∇qJ(z, r,0, q)(q′)] − ∫
Φz,r
∇q ⋅ a∇q′∣ ≤ 6Kr−θ ∥∇q′∥L2(Φz,r).
By definition of Lz,rq, see (4.23), and linearity of q ↦ ∇qJ(z, r, 0, q), we deduce
that for every q′ ∈ Ak,∣E[∇qJ(z, r,0, q −Lz,rq)(q′)]∣ ≤ 6Kr−θ ∥∇q′∥L2(Φz,r).
Since J is a quadratic form, we have ∇qJ(z, r, 0, q)(q) = 2J(z, r, 0, q), see (4.10),
and hence
E[J(z, r,0, q −Lz,rq)] ≤ 3Kr−θ ∥∇(q −Lz,rq)∥L2(Φz,r).
By the fourth inequality in Corollary 4.7 with p = 0 and q1 = q −Lz,rq = −q2, we
get that for r sufficiently large,
1
4
∥∇(q −Lz,rq)∥2L2(Φz,r) ≤ 3Kr−θ∥∇(q −Lz,rq)∥L2(Φz,r),
which is the announced result. 
Corollary 4.12. There exists ε1(d,Λ) > 0 and C(k, d,Λ) < ∞ such that for
every z ∈ Rd, r ≥ r0(k, d,Λ) and p ∈ Ak(Φz,r),∥∇ (q −Lz,rq)∥L2(Φz,r) + ∥∇ (p −L∗z,rp)∥L2(Φz,r) ≤ Cr−ε1 .
Proof. This is immediate from Proposition 4.6 and Lemma 4.11. 
Remark 4.13. We may think of the function in (4.16) as defined on the
quotient space Ak/A0, and of Lz,r as a mapping from Ak/A0 to itself. Since
p ↦ ∥∇p∥L2(Φz,r) is a norm on this space, Corollary 4.12 shows that Lz,r :Ak/A0 → Ak/A0 is a small perturbation of the identity as r tends to infinity,
and thus, in particular, that this mapping is bijective with bounded inverse for
r ≥ r0(k, d,Λ).
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We can easily express I in terms of J or vice versa. Indeed, by (4.5), the
definition of u(⋅, z, r, p, q) in (4.18) and (4.6), we have, for every z ∈ Rd, r ≥ 1
and p, q ∈ Ak,
J(z, r, p, q) − I(z, r, p, q)(4.29)
= 1
2 ∫Φz,r ∇((v − u)(⋅, z, r, p, q)) ⋅ a∇((v − u)(⋅, z, r, p, q))= J(z, r, p −L∗z,rp, q −Lz,rq).
As a consequence, by (4.3) and Corollary 4.12, for r ≥ r0(k, d,Λ),
(4.30) ∣I(z, r, p, q)∣ ≤ Λ∫
Φz,r
(∣∇p∣2 + ∣∇q∣2) .
Conversely, by iteration of the identity above,
(4.31) J(z, r, p, q) = ∞∑
l=0 I(z, r, (L∗z,r − Id)lp, (Lz,r − Id)lq),
with, for every p, q ∈ Ak(Φz,r) and r ≥ r0(k, d,Λ),
(4.32) ∣ ∞∑
l=m I(z, r, (L∗z,r − Id)lp, (Lz,r − Id)lq)∣ ≤ Cr−εm,
by Corollary 4.12 and (4.30).
Definition 4.14. From now on, we fix the constant r0(k, d,Λ) <∞ to be the
maximum of all the r0’s given in the statements above, so that all of them hold
simultaneously for r ≥ r0.
We finally record a technical lemma that is used several times in Sections 8
and 9, which is essentially a version of the quadratic response (Lemma 4.4) for
the quantity I(z, r, p, q).
Lemma 4.15. Suppose that θ ∈ (0,∞) is such that, for every z ∈ Rd, r ≥ r0 and
p, q ∈ Ak(Φz,r),
(4.33) ∥∇Lz,rq −∇q∥L2(Φz,r) + ∥∇L∗z,rp −∇p∥L2(Φz,r) ≤ Cr−θ.
Then, for every z ∈ Rd, r ≥ r0, p, q ∈ Ak(Φz,r) and w ∈ Ak,
(4.34) ∣I(z, r, p, q) −J (∇w, z, r, p, q)∣≤ C ∥∇u(⋅, z, r, p, q) −∇w∥2L2(Φz,r) +Cr−θ ∥∇u(⋅, z, r, p, q) −∇w∥L2(Φz,r) .
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Proof. Fix p, q ∈ Am(Φz,r) and denote u ∶= u(⋅, z, r, p, q). Observe that the
assumption (4.33) and quadratic response (Lemma 4.4) yield
I(z, r, p, q) = J (∇u, z, r, p, q)= J (∇u, z, r,L∗z,rp,Lz,rq) + ∫
Φz,r
(a∇(L∗z,rp − p) − a∇(Lz,rq − q)) ⋅ ∇u
≤ J (∇w, z, r,L∗z,rp,Lz,rq) +C ∫
Φz,r
∣∇u −∇w∣2
+ ∫
Φz,r
(a∇(L∗z,rp − p) − a∇(Lz,rq − q)) ⋅ ∇u
= J (∇w, z, r, p, q) +C ∫
Φz,r
∣∇u −∇w∣2
+ ∫
Φz,r
(a∇(L∗z,rp − p) − a∇(Lz,rq − q)) ⋅ (∇u −∇w)≤ J (∇w, z, r, p, q) +C ∥∇u −∇w∥2L2(Φz,r) +Cr−θ ∥∇u −∇w∥L2(Φz,r) .
The reverse inequality also holds by almost the same computation and so we
obtain the statement of the lemma. 
5. The bootstrap outline
In this section, we give the bootstrap argument at the core of the proof of
Theorem 2. We begin with some definitions that are used throughout the rest
of the paper.
Definition 5.1 (Addk(s,α)). For each k ∈ N, s,α ∈ (0,∞), we let Addk(s,α)
denote the statement that there exists a constant C(k, s,α, d,Λ) <∞ such that,
for every z ∈ Rd, r0 ≤ r < R and p, q ∈ Ak(ΦR),
(5.1) Ik(z,R, p, q) = ∫
Φ
z,
√
R2−r2
Ik(⋅, r, p, q) +Os (Cr−α) .
Definition 5.2 (Fluck(s,α)). For each k ∈ N and s,α ∈ (0,∞), we let Fluck(s,α)
denote the statement that there exists a constant C(k, s,α, d,Λ) <∞ such that,
for every z ∈ Rd, r ≥ 1 and p, q ∈ Ak(Φr),
Jk(z, r, p, q) = E [Jk(z, r, p, q)] +Os (Cr−α) .
Definition 5.3 (Dualk(α)). For each k ∈ N and α ∈ (0,∞), we let Dualk(α)
denote the statement that there exists C(k,α, d,Λ) <∞ such that, for every
z ∈ Rd and r ≥ 1,
E [ sup
w∈Ak(Φz,r) ∣∫Φz,r (a(x) − a)∇w(x)dx∣] ≤ Cr−α.
Definition 5.4 (Lock(s, δ, α)). For each k ∈ N and s, δ, α ∈ (0,∞), we denote
by Lock(s, δ, α) the statement that there exists C(k, s, δ, α, d,Λ) <∞ and, for
every z ∈ Rd, r ≥ 1 and p, q ∈ Ak(Φz,r), an F (Br1+δ(z))-measurable random
variable J
(δ)
k (z, r, p, q) such that
Jk(z, r, p, q) = J(δ)k (z, r, p, q) +Os(Cr−α).
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We also let Addk(s,α−) denote the statement that Addk(s, β) holds for every
β < α. We define Fluck(s,α−), Dualk(α−) and Lock(s, δ, α−) similarly.
Most of the effort in the paper (and the entirety of this and the four following
sections) is focused on the proof of the following theorem, which is close to the
statements of the main results. The proofs of the latter are finally completed
in Section 10.
Theorem 3. For every s < 1 and δ > 0, we have that the following hold:
(5.2)
⎧⎪⎪⎨⎪⎪⎩
Add1 (s, d) , Fluc1 (2s, d2) ,
Dual1 (d2) , Loc1 (2s, δ, (d2(1 + δ) + δ) ∧ d2s −) .
Moreover, for every k ∈ N, s < 1 and δ > 0, the following hold:
(5.3) Addk(1,2−), Dualk(1−), Lock(1, δ,2−),
and
(5.4)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Fluck(2s,1) if d = 2,
Fluck (4s3 , 32) if d = 3,
Fluck(1,2−) if d ≥ 4.
The proof of Theorem 3 is an immediate consequence of induction and the
following six implications, which are stated here and proved later in the paper.
The first establishes the base case of the bootstrap argument.
Proposition 5.5. There exists α0(d,Λ) ∈ (0, 12] such that, for every k ∈ N and
t ≥ 1, the following hold:
Fluck (t, α0
t
) , Addk (t, α0
t
) and Dualk (α0
t
) .
Proposition 5.5 is proved in Section 6 and is based on the results from [4, 3].
The next proposition asserts roughly that localization and additivity give us
control of the fluctuations up to (almost) the same exponent or d2 , whichever
is smaller. It is convenient to divide the statement into two parts, the first
for suboptimal scales and the second at the optimal scale. The proof of
this proposition is the only place in the paper in which we exploit stochastic
cancellations inherited from the finite range dependence of the coefficient field.
Proposition 5.6. Fix k ∈ N, s ∈ (1, 2] and α ∈ (0,∞). Then the following hold:
(i) For every β ∈ (0, α ∧ d2) and δ ∈ (0, (α−β)(d−2β)βd ),
Lock(s, δ, α) and Addk(s,α) Ô⇒ Fluck(s, β).
(ii) For every δ > 0 and α > d2(1 + δ),
Lock (s, δ, α) and Addk (s,α) Ô⇒ Fluck (s, d2) .
The proof of Proposition 5.6 is given in Section 7.
The argument for the next proposition lies at the heart of the paper. It
states that control of both the fluctuations Ik as well as the correspondence
between gradients and fluxes of elements of Ak implies the additivity of Ik with
an improved exponent.
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Proposition 5.7. For every s ∈ (0,2] and α ∈ (0, ds) ∩ (0, d2],
Fluc1(s,α) and Dual1(α) Ô⇒ Add1 ( s2 ,2α)
and, for general k ∈ N,
Fluck(s,α) and Dualk(α) Ô⇒ Addk ( sαβ , β) for β ∶= 2α ∧ (α + 1).
Moreover, for each ε > 0, there exists an exponent η(ε, s, d,Λ) > 0 such that, if
α ∈ (0, (ds − ε) ∧ d2], then
Fluck(s,α) and Dualk(α) Ô⇒ Addk (s,α + η) .
The proof of Proposition 5.7 is given in Section 8.
The next proposition concerns the improvement of localization and is based
on the regularity theory (Proposition 3.1), the arguments developed in Section 8
for proving the Proposition 5.7, and the identification of maximizers of Jk with
two-scale expansions in terms of the correctors.
Proposition 5.8. For every k ∈ N, s ∈ (0,∞), α ∈ (0, ds) and δ > 0,
Fluck(s,α) and Dualk(α) Ô⇒ Lock (s, δ, (α(1 + δ) + δ) ∧ ds −) .
Moreover, for every s ∈ (0,2], α ∈ (0, ds ∧ 1) and δ > 0,∀k ∈ N, Fluck(s,α) and Dualk(α) Ô⇒ ∀k ∈ N, Lock ( s2 , δ,2α−) .
The proof of Proposition 5.8 is given in Section 9.
The next proposition concerns the improvement of the statement Dualk(α),
which controls the correspondence between spatial averages of gradients and
fluxes for elements of Ak. It is obtained by comparing elements of Ak with
two-scale expansions in terms of correctors.
Proposition 5.9. For every s ∈ (0,2], α ∈ (0, ds) ∩ (0, d2] and β ∈ (0, α],
Fluc1(s,α) and Dual1(β) Ô⇒ Dual1 (2β ∧ α) .
Moreover, for every k ∈ N, s ∈ (0,∞), α ∈ (0, ds) and β ∈ (0, α]
Fluck(s,α) and Dualk(β) Ô⇒ Dualk ( 2ββ+1 ∧ α ∧ 1−) .
The proof of Proposition 5.9 is also given in Section 9. The fact that the
second statement does not allow Dualk(α) to be improved past α = 1 is the
reason that the exponent in the bootstrap argument saturates, for k > 1, at
exponent α = 1.
We conclude this section by giving the bootstrap argument, demonstrating
that the previous five propositions imply Theorem 3.
Proof of Theorem 3. For each α > 0, we let Sk(α) denote the statement that
Addk(2, α), Fluck(2, α), and Dualk(α) hold.
According to Proposition 5.5, there exists ε0(d,Λ) > 0 such that, for every k ∈ N,
(5.5) Sk(ε0) holds.
In the first two steps, we prove the first assertion of the theorem, which refers
to the case k = 1.
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Step 1. We show that, for every ε > 0, there exists γ(ε, d,Λ) > 0 such that,
for every α ∈ (ε, d2 − ε],
(5.6) S1(α) Ô⇒ S1(α + γ).
Applying Propositions 5.7 and 5.8, we find that there exists η(ε, d,Λ) > 0 such
that, for every δ > 0,S1(α) Ô⇒ Add1(2, α + η), and Loc1 (2, δ, (α(1 + δ) + δ) ∧ d2−) .
Using this, we then apply Proposition 5.6 with the parameters
δ ∶= εη
2d2
and β ∶= (α + 1
2
δ) ∧ (α + 1
2
η) ∧ (d
2
− 1
2
ε)
to obtain that S1(α) Ô⇒ Fluc1(2, β).
Applying Proposition 5.9 and the previous display, we get thatS1(α) Ô⇒ Dual1(2α ∧ β).
Since 2α ≥ α + ε and
β − α ≥ 1
2
(δ ∧ η ∧ ε) = 1
2
( εη
2d2
∧ η ∧ ε) ,
we have shown (5.6) for γ ∶= 12 ( εη2d2 ∧ η ∧ ε).
Step 2. We complete the proof of the first statement of the theorem.
By (5.5), (5.6) and induction, we deduce thatS1 (d2 −) holds.
Applying Proposition 5.7 once more, we obtain that Add1(1, d−) holds, and by
Remark 2.1 and (4.30), that for every s ≥ 12 ,
Add1 (2s, d2s−) holds.
By Proposition 5.8, we also get that for every δ > 0 and s < 1,
Loc1 (2s, δ, (d2(1 + δ) + δ) ∧ d2s−) holds.
For each s ∈ [12 ,1), we choose δ > 0 sufficiently small that d2s > d2(1 + δ), and
then apply the second statement of Proposition 5.6 to obtain that
Fluc1 (2s, d2) holds.
Now applying Proposition 5.9 and then the first statement of Proposition 5.7,
we obtain that, for every s < 1,
Dual1 (d2) and Add1(s, d) hold.
This completes the proof of (5.2).
Step 3. We argue that, for every ε > 0, there exists γ(ε, d,Λ) > 0 such that,
for every k ∈ N and α ∈ [ε,1 − ε],
(5.7) Sk(α) Ô⇒ Sk(α + γ).
The argument is almost the same as in Step 1, the only difference being that
we use the second statement of Proposition 5.9 instead of the first. The details
are therefore omitted.
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Step 4. By (5.5), (5.7) and induction, we obtain that∀k ∈ N, Sk(1−) holds.
By the second statements of Propositions 5.7 and 5.8, for every δ > 0,
(5.8) Addk (1,2−) and Lock(1, δ,2−) hold,
and therefore (5.3) is proved. By Remark 2.1, we also infer that for every δ > 0
and s ≥ 1,
(5.9) Addk (s, 2s−) and Lock (s, δ, 2s−) hold.
Choosing ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
s < 2 if d = 2,
s < 43 if d = 3,
s = 1 if d ≥ 4,
and then δ > 0 sufficiently small in terms of s, we obtain (5.4) by an application
of Proposition 5.6 (the second statement if d ∈ {2,3}, the first statement if
d ≥ 4). 
6. The base case
In this section, we prove Proposition 5.5, which establishes the base case of the
induction argument explained in the previous section, as well as Proposition 4.6.
They are essentially a rephrasing of the results of [4, 3], which give an algebraic
rate of convergence for certain subadditive energy quantities that are close to J .
We just need to reformulate these results in terms of integration against the
heat kernel rather than with respect to Lebesgue measure in bounded domains.
This is a somewhat routine exercise which resembles the arguments in the proof
of [4, Proposition 4.1], albeit in a simpler context.
As will be shown, Proposition 5.5 is a simple consequence of Proposition 4.6.
The extra information provided by Proposition 4.6 will prove to be useful in
Sections 8 and 9.
In order to connect to the results of [4], we recall the subadditive quantities
introduced there, which are defined, for each bounded domain U ⊆ Rd and
p, q ∈ Rd, by
µ(U, q) ∶= inf
u∈H1(U)⨏U (12∇u(x) ⋅ a(x)∇u(x) − q ⋅ ∇u(x)) dx
and
ν(U, p) ∶= inf
v∈H10(U)⨏U 12 (p +∇v(x)) ⋅ a(x) (p +∇v(x)) dx.
Note that by an easy integration by parts (cf. [2, Lemma 3.1]), the latter can
be written in the form
ν(U, p) = sup
v∈A(U)⨏U (−12∇v(x) ⋅ a(x)∇v(x) − p ⋅ a(x)∇v(x)) dx.
Likewise, the set over which the infimum is taken in the definition of µ may be
replaced by A(U). From these formulas, we see that J is actually a variation of
a combination of µ and ν in which the domain U has been “smoothed out” by
replacing it with the heat kernel for a and the admissible set A(U) is replaced
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by Ak(U) for some k ∈ N. Indeed, if we (abuse the notation and) define, for
each p, q ∈ Rd,
J(U, p, q) ∶= sup
w∈A(U)⨏U (−12∇w(x) ⋅ a(x)∇w(x) − (a(x)p − aq) ⋅ ∇w(x)) dx,
then it is easy to check (see [2, Lemma 3.1]) that
J(U, p, q) = ν(U, p) − µ(U,aq) − p ⋅ aq.
Therefore, [4, Theorem 3.1] gives the existence of an exponent δ(d,Λ) ∈ (0, 12]
and a constant C(d,Λ) <∞ such that, for every s ∈ (0, d), p, q ∈ B1 and n ∈ N,
(6.1) P [∣J(◻3n , p, q) − 1
2
(p − q) ⋅ a(p − q)∣ ≥ C3−nδ(d−s)t] ≤ C exp (−3nst/C) .
We will use (6.1) to obtain a similar estimate on the quantity J(0,R, p, q)
studied in this paper.
We now define the random variable Ys appearing in the statement of Propo-
sition 4.6. It is also used throughout Section 8.
Definition 6.1 (The random variable Ys). Fix s ∈ (0, d). To gain some room,
we take s1 ∶= 12(s + d) and s2 ∶= 12(s1 + d) so that s < s1 < s2 < d. We also fix the
mesoscale exponent γ ∶= s1/s2 ∈ (12 ,1) and define
Ỹs ∶= sup⎧⎪⎪⎨⎪⎪⎩3n/γ ∶ n ∈ N,
sup
z∈Zd∩◻32n supp,q∈B1 ∣J (◻3n(z), p, q) − 12(p − q) ⋅ a(p − q)∣ ≥ 3−nδ(d−s2)⎫⎪⎪⎬⎪⎪⎭.
Finally, with Xs the random variable in the statement of Proposition 3.1, we setYs ∶= Ỹs ∨Xs.
We first check that Ys satisfies the estimate (4.14).
Lemma 6.2. There exists C(s, d,Λ) <∞ such thatYs = Os(C).
Proof. By a union bound and (6.1), we estimate
P [Ỹs ≥ R]≤ ∑
n∈N,3n≥Rγ ∑z∈Zd∩◻32n ∑p,q∈{e1,...,ed}
P [∣J (◻3n(z), p, q) − 1
2
(p − q) ⋅ a(p − q)∣ ≥ c3−nδ(d−s2)]
≤ ∑
n∈N,3n≥Rγ C32dn supp,q∈B1 P [∣J (◻3n , p, q) − 12(p − q) ⋅ a(p − q)∣ ≥ c3−nδ(d−s2)]≤ C ∑
n∈N,3n≥Rγ 32dn exp (−c3ns2)≤ CR4d exp (−cRs1) .
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Integrating this with respect to R, using s1 > s, yields
E [exp (Ỹss)] ≤ C(s, d,Λ),
which implies that
(6.2) Ỹs = Os(C).
We now obtain (4.14) from (3.1) and (6.2). 
The proof of (4.15) is accomplished by approximating the integrals in the
definition of J(0,R, p, q) by a Riemann sum, and approximating each term
using the convergence of J for cubes guaranteed in the definition of Ys. We
break the proof into the next two lemmas, one each for the upper and lower
bounds.
Lemma 6.3. There exist δ(d,Λ) ∈ (0, 12] and C(s, k, d,Λ) <∞ such that, for
every R ≥ Ys and p, q ∈ Ak(ΦR),
(6.3) J(0,R, p, q) ≤ ∫
ΦR
1
2
(∇p −∇q) ⋅ a (∇p −∇q) +CR−δ(d−s).
Proof. We need to fix some parameters. We take γ(s, d) ∈ (12 ,1) as in the
definition of Ỹs, above. We let n be the integer satisfying 3n−1 ≤ Rγ < 3n and
set r ∶= 3n. The hypothesis R ≥ Ys implies that, for every m ≥ n,
(6.4) sup
z∈Zd∩◻32n supp,q∈B1 ∣J (◻3m(z), p, q) − 12(p − q) ⋅ a(p − q)∣≤ 3−mδ(d−s2) ≤ CR−δ(d−s2)/2.
Fix σ ∈ (0, 12(1 − γ)] to be selected below and set
S ∶= ⌈3n(1+σ−γ)/γ⌉3n,
so that S ∈ rZ and S ≃ R1+σ. Note that(1 + σ − γ)/γ ≤ 1
2
(1 − γ)/γ ≤ 1
2
< 1,
so that, with an eye toward (6.4), we have S ≤ 33n/2 < 32n and thus ◻S ⊆ ◻32n .
Observe that
J(0,R, p, q) ≤ sup
v∈Ak ∫◻S ΦR (−12∇v ⋅ a∇v − (a∇p − a∇q) ⋅ ∇v)+ sup
v∈Ak ∫Rd∖◻S ΦR (−12∇v ⋅ a∇v − (a∇p − a∇q) ⋅ ∇v) .
We may brutally estimate the second term on the right, using the decay of ΦR
and S/R ≥ cRσ, by
(6.5) sup
v∈Ak ∫Rd∖◻S ΦR (−12∇v ⋅ a∇v − (a∇p − a∇q) ⋅ ∇v)
≤ C ∫
Rd∖◻S ΦR (∣∇p∣2 + ∣∇q∣2) ≤ C ∫Rd∖◻S ΦR(x) (∣x∣R )2(k−1) dx ≤ CR−100.
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We turn to the estimate of the first term. Fix v ∈ Ak. For convenience,
assume k ≥ 2. For each z ∈ rZd, denote (ΦR)z ∶= ⨏z+◻r ΦR(x)dx and observe
that, for constant C(k, d,Λ) <∞ and every z ∈ rZd ∩◻S, we have
osc
z+◻r ΦR ≤ Cr ∥∇ΦR∥L∞(z+◻r) ≤ Cr(∣z∣ +Cr)R2 supz+◻r ΦR ≤ C rSR2 supz+◻r ΦR≤ CRσ+γ−1 sup
z+◻r ΦR.
As σ ≤ 12(1 − γ), after adding a large constant C(s, k, d,Λ) to Ys so that
R ≥ Ys ≥ C, we have
osc
z+◻r ΦR ≤ 12 supz+◻r ΦR ,
and then returning to the previous estimate, we find that, for every z ∈ rZd∩◻S,
(6.6) osc
z+◻r ΦR ≤ CR− 12 (1−γ) infz+◻r ΦR.
We also have, by the normalization of p and q, for every z ∈ rZd ∩◻S,
(6.7) sup
x∈z+◻r (∣∇p(x) −∇p(z)∣ + ∣∇q(x) −∇q(z)∣)
≤ Cr ∥∣∇2p∣ + ∣∇2q∣∥
L∞(◻S) ≤ C ( rR)(SR)(k−2) ≤ CRγ−1+σ(k−2) ≤ CR− 12 (1−γ),
where we have reduced σ, if necessary, so that σ(k−2) ≤ 12(1−γ). By the above
estimates, we obtain
∫◻S ΦR (−12∇v ⋅ a∇v − (a∇p − a∇q) ⋅ ∇v)≤ ∑
z∈rZd∩◻S (ΦR)z ∫z+◻r (−12∇v ⋅ a∇v − (a∇p − a∇q) ⋅ ∇v)+CR− 12 (1−γ) ∑
z∈rZd∩◻S (ΦR)z ∫z+◻r (∣∇v∣2 + ∣∇p∣2 + ∣∇q∣2)≤ ∑
z∈rZd∩◻S (ΦR)z ∣◻r∣J (z +◻r,∇p(z),∇q(z))+CR− 14 (1−γ) ∑
z∈rZd∩◻S (ΦR)z ∫z+◻r (1 + ∣∇v∣2 + ∣∇p∣2 + ∣∇q∣2) .
The function v ∈ Ak which attains the supremum in the first term on the left
side of (6.5) satisfies
∫◻S ΦR ∣∇v∣2 ≤ C ∫◻S ΦR (∣∇p∣2 + ∣∇q∣2) ≤ C.
Using this, the normalization of p and q and (6.6), we obtain
CR− 14 (1−γ) ∑
z∈rZd∩◻S (ΦR)z ∫z+◻r (1 + ∣∇v∣2 + ∣∇p∣2 + ∣∇q∣2) ≤ CR− 14 (1−γ).
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On the other hand, (6.4) and ◻S ⊆ ◻32n imply that
∣J (z +◻r,∇p(z),∇q(z)) − 1
2
(∇q(z) −∇p(z)) ⋅ a (∇q(z) −∇p(z)) ∣
≤ CR−δ(d−s2)/2.
Using S ≥ cR1+σ to chop the tails of ΦR again (like in (6.5)), (6.7) yields
∣ ∑
z∈rZd∩◻S (ΦR)z ∣◻r∣12 (∇q(z) −∇p(z)) ⋅ a (∇q(z) −∇p(z))− ∫
ΦR
1
2
(∇q −∇p) ⋅ a (∇q −∇p) ∣ ≤ CR− 14 (1−γ).
Connecting last two displays gives
∣ ∑
z∈rZd∩◻S (ΦR)z ∣◻r∣J (z +◻r,∇p(z),∇q(z)) − ∫ΦR 12 (∇q −∇p) ⋅ a (∇q −∇p) ∣≤ C (R−δ(d−s2)/2 +R− 14 (1−γ)) .
Assembling the above estimates yields
J(0,R, p, q) ≤ ∫
ΦR
1
2
(∇q −∇p) ⋅ a (∇q −∇p) +C (R−δ(d−s2)/2 +R− 14 (1−γ)) .
This implies (6.3) after a redefinition of δ. 
We next present the lower bound.
Lemma 6.4. There exist δ(d,Λ) ∈ (0, 12] and C(k, d,Λ) < ∞ such that, for
every s ≥ 1, R ≥ Ys and p, q ∈ Ak(ΦR), we have
(6.8) J(0,R, p, q) ≥ ∫
ΦR
1
2
(∇p −∇q) ⋅ a (∇p −∇q) −CR−δ(d−s).
Proof. We take γ ∈ (12 ,1), n ∈ N, r = 3n, σ ∈ (0, 12(1 − γ)) and S to be almost
the same parameters as in the proof of Lemma 6.3. The only difference is that
we require σ to be slightly smaller, if necessary, so that σ(k + d) ≤ 116(1 − γ).
Notice in particular that we have ◻S ⊆ ◻32n and (6.4).
Step 1. We let u ∈H1(◻S) be the unique solution of the Dirichlet problem
{ −∇ ⋅ (a(x)∇u) = 0 in ◻S,
u = q − p on ∂◻S.
For each z ∈ rZd ∩◻S, we let vz ∈H1(z +◻r) denote the solution of
{ −∇ ⋅ (a(x)∇vz) = 0 in z +◻r,
vz = q − p on ∂(z +◻r).
Note that vz is the maximizer of J(z + ◻r, p − q,0). By gluing together the
vz’s, we see that there exists v ∈ (q − p) +H10(◻S) such that v∣z+◻r = vz for each
z ∈ rZd ∩◻S.
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Step 2. We show that v defined above gives a good approximation for
J(0,R, p, q). Indeed, we have
(6.9) ∫
Φ
(σ)
R
(−1
2
∇v ⋅ a∇v − (a∇p − a∇q) ⋅ ∇v)
≥ ∫
ΦR
1
2
(∇p −∇q) ⋅ a (∇p −∇q) −CR−δ1(d−s)
with δ1 = δ1(γ, d,Λ), and where we recall that Φ(σ)R is defined in (2.3). According
to (6.7), it is clear that∣J(z +◻r,∇(p − q)(z),0) − J(z +◻r, p − q,0)∣ ≤ CR− 12 (1−γ)∣∇(p − q)(z)∣2
and∣J(z +◻r,∇p(z),∇q(z)) − J(z +◻r, p, q)∣ ≤ CR− 12 (1−γ) (∣∇p(z)∣2 + ∣∇q(z)∣2) .
By (6.4), on the other hand, we have that∣J(z +◻r,∇p(z),∇q(z)) − J(z +◻r,∇(p − q)(z),0)∣≤ CR−δ(d−s2)/2 (∣∇p(z)∣2 + ∣∇q(z)∣2)
and, combining the above three displays,
(6.10) ∣1
2
∇(q − p)(z)a∇(q − p)(z) − J(z +◻r, p − q,0)∣
≤ C (R−δ(d−s2)/2 +R− 12 (1−γ)) (∣∇p(z)∣2 + ∣∇q(z)∣2) .
Furthermore, we have that
(6.11) ∣⨏
z+◻r a∇vz − ⨏z+◻r a∇vz∣≤ C (∣∇p(z)∣ + ∣∇q(z)∣) (R−δ(d−s2)/2 +R− 12 (1−γ)) .
Indeed, if we denote, for ξ, ζ ∈ Rd, the maximizer of J(z+◻r, ξ, ζ) by ṽ(⋅, z, ξ, ζ),
then by (6.4), we have, for every ξ ∈ B1,
⨏
z+◻r ∣∇ṽ(x, z,−ξ,0) −∇ṽ(x, z,0, ξ)∣2 dx= ⨏
z+◻r ∣∇ṽ(x, z, ξ, ξ)∣2 dx ≤ CJ(z +◻r, ξ, ξ) ≤ CR−δ(d−s2)/2.
Then using the following formulas given by the first variation,
⨏
z+◻r ξ ⋅ a(x)∇vz(x)dx = ⨏z+◻r ∇ṽ(x, z,−ξ,0) ⋅ a(x)∇vz(x)dx
and ⨏
z+◻r aξ ⋅ ∇vz(x)dx = ⨏z+◻r ∇ṽ(x, z,0, ξ) ⋅ a(x)∇vz(x)dx,
we get, for any ξ ∈ B1,
⨏
z+◻r (ξ ⋅ a(x)∇vz(x) − aξ ⋅ ∇vz(x)) dx ≤ C (⨏z+◻r ∣∇vz(x)∣2)
1
2
R−δ(d−s2)/2.
Taking the supremum over ξ ∈ B1 and using (6.7) yields (6.11).
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Using the above displays, together with (6.5), (6.6) and (6.7), yields (6.9):
∫
Φ
(σ)
R
(−1
2
∇v ⋅ a∇v − (a∇p − a∇q) ⋅ ∇v)
= ∑
z∈rZd∩◻S ∫z+◻r (−12∇vz ⋅ a∇vz − (a∇p − a∇q) ⋅ ∇vz)Φ(σ)R≥ ∑
z∈rZd∩◻S Φ
(σ)
R (z)∣◻r∣J(z +◻r, p − q,0) −C (R−δ(d−s2)/2 +R− 12 (1−γ))
≥ ∫
ΦR
1
2
(∇p −∇q) ⋅ a (∇p −∇q) −C (R−δ(d−s2)/2 +R− 12 (1−γ)) .
Step 3. We next show that ∇u −∇v is small in L2, that is
(6.12) ∥∇u −∇v∥2L2(◻S) ≤ CR−δ2(d−s)
for δ2(γ, d,Λ) > 0. Observe that from this it follows trivially that
(6.13) ∥∇u −∇v∥
L2(Φ(σ)R ) ≤ CRσd/2−δ2(d−s) ≤ CR−δ2(d−s)/2.
Testing the energy of v against u yields, in view of (6.10), that
(6.14) ∫◻S 12∇u ⋅ a∇u ≤ ∫◻S 12∇v ⋅ a∇v = ∑z∈rZd∩◻S ∫z+◻r 12∇vz ⋅ a∇vz≤ ∣◻r∣ ∑
z∈rZd∩◻S
1
2
∇(q − p)(z) ⋅ a∇(q − p)(z) +C ∣◻S ∣ (R−δ(d−s2)/2 +R− 12 (1−γ)) .
On the other hand, by an integration by parts and (6.7) again, we find that
∫◻S 12∇u ⋅ a∇u = ∫◻S (12∇u ⋅ a∇u −∇(q − p) ⋅ a∇u) + ∫◻S ∇(q − p) ⋅ a∇(q − p)≥ ∑
z∈rZd∩◻S ∫z+◻r (12∇u ⋅ a∇u −∇(q − p)(z) ⋅ a∇u)+ ∣◻r∣ ∑
z∈rZd∩◻S∇(q − p)(z) ⋅ a∇(q − p)(z)−CR− 14 (1−γ)∫◻S (1 + ∣∇u∣2 + ∣∇p∣2 + ∣∇q∣2) .
The summand of the first term on the right side above is bounded below
by −J(z +◻r, 0,∇(q − p)(z)). Using the above to combine this with the second
term and then the normalization of p and q to estimate the third, we obtain
(6.15) ∫◻S 12∇u ⋅ a∇u≥ 1
2
∣◻r∣ ∑
z∈rZd∩◻S∇(q − p)(z) ⋅ a∇(q − p)(z) −C ∣◻S ∣R− 14 (1−γ) (SR)2(k−1) .
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Combining (6.14) and (6.15) and using the choice of σ indicated in the first
paragraph, we find thatRRRRRRRRRRR⨏◻S 12∇u ⋅ a∇u − ∣◻r∣∣◻S ∣ ∑z∈rZd∩◻S 12 (∇q(z) −∇p(z)) ⋅ a (∇q(z) −∇p(z))
RRRRRRRRRRR≤ C (R−δ(d−s2)/2 +R− 18 (1−γ)) .
In particular, we deduce that
∣⨏◻S 12∇u ⋅ a∇u − ⨏◻S 12∇v ⋅ a∇v∣ ≤ C (R−δ(d−s2)/2 +R− 18 (1−γ)) ,
which, since u − v ∈H10(U) and u is a minimizer of the energy, implies (6.13).
Step 4. We next demonstrate that there is φ ∈ Ak such that
(6.16) ∥∇u −∇φ∥L2(ΦσR) ≤ C (RS )k+1R−δ3(d−s).
for δ3(γ, d,Λ). Using the Poincare´ inequality and (6.12), we see that
1
S2
∥u − (q − p)∥2L2(◻S)(6.17)
≤ C
S2
(∥u − v∥2L2(◻S) + ∥v − (q − p)∥2L2(◻S))
≤ C ∥∇u −∇v)∥2L2(◻S) +C ( rS )2⨏◻S (∣∇v∣2 + ∣∇q∣2 + ∣∇p∣2)≤ C (R−δ2(d−s) +R− 14 (1−γ)) +C ( r
S
)2 (∥∇p∥2L2(◻S) + ∥∇q∥2L2(◻S))≤ C (R−δ2(d−s) +R− 14 (1−γ)) .
Since S > R ≥ Ys ≥ X , by Proposition 3.1, we find φq−p ∈ Ak such that∥q − p − φq−p∥L2(◻S) ≤ CS−δ ∥q − p∥L2(◻S) ≤ CS−δRσkR ≤ CR−δ̃(d−s)
for suitably chosen δ̃(d,Λ). By the above display and (6.17), and again by
Proposition 3.1, we may select φ ∈ Ak such that, for every R′ ∈ [R, 12S],
∥u − φ∥L2(◻R′) ≤ C (R′S )k+1 ∥u − φq−p∥L2(◻S) ≤ C (R′R )k+1R′R−δ̃3(d−s)
and thus by the Caccioppoli estimate
∥∇u −∇φ∥L2(◻R′/2) ≤ C (R′S )k+1R−δ̃3(d−s).
This, together with the trivial estimate∥∇u −∇φ∥L2(◻S) ≤ CRσk
to handle the tail terms, yields after easy manipulations (6.16).
Step 5. Conclusion. Combining (6.12) and (6.16) yields, for δ4(γ, d,Λ),∥∇v −∇φ∥L2(ΦσR) ≤ CR−δ4(d−s).
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Using this we deduce that
∫
Φ
(σ)
R
(−1
2
∇φ ⋅ a∇φ − (a∇p − a∇q) ⋅ ∇φ)
≥ ∑
z∈rZd∩◻S ∫z+◻r (−12∇vz ⋅ a∇vz − (a∇p − a∇q) ⋅ ∇vz)Φ(σ)R−C ∥∣∇u∣ + ∣∇v∣ + ∣∇p∣ + ∣∇q∣∥
L2(Φ(σ)R ) ∥∇φ −∇v∥L2(Φ(σ)R )≥ 1
2 ∫ΦR 12 (∇p −∇q) ⋅ a (∇p −∇q) −CR−δ4(d−s).
This completes the proof since the Caccioppoli estimate and the polynomial
growth implies, for all T ≥ S,
∥∇φ∥L2(◻T ) ≤ C (TR)k−1 ,
and this is enough to control the tail terms. 
We now complete the proof of Proposition 4.6.
Proof of Proposition 4.6. Lemma 6.2 gives us (4.14), and Lemmas 6.3 and 6.4
combine to yield (4.15). 
Proof of Proposition 5.5. We use the normalization ∥∇p∥2L2(ΦR)+∥∇q∥2L2(ΦR) = 1.
Denote
Err(y, r, p, q) ∶= ∣J(y, r, p, q) − ∫
Φy,r
1
2
(∇p −∇q) ⋅ a (∇p −∇q)∣ .
According to (4.14) and (4.15), we have by the homogeneity that
Err(y, r, p, q) ≤ C (∥∇p∥2L2(Φz,r) + ∥∇q∥2L2(Φz,r)) (r−δ(d−1) + 1{Yt(y)>r})
Clearly
1{Y1(y)>r} ≤ Y1(y)r = O1 (Cr−1) .
Taking expectation yields, via Lemma 4.11, that
(6.18) ∥∇ (q −Lz,rq)∥L2(Φz,r) + ∥∇ (p −L∗z,rp)∥L2(Φz,r)≤ C (∥∇p∥2L2(Φz,r) + ∥∇q∥2L2(Φz,r)) (r−δ(d−1) + r−1) .
Defining further the probability measure
µ(dy) = Φ√R2−r2(y) (∥∇p∥2L2(Φy,r) + ∥∇q∥2L2(Φy,r)) dy ,
we have by Lemma 2.3, for all t ≥ 1,
(6.19) Err(0,R, p, q) + ∫
Φ√
R2−r2
Err(y, r, p, q) ≤ (Cr−δ(d−1) +Ot (Cr−1/t)) .
Using (6.18) and (6.19) it is easy to see that both Addt(α0/t) and Fluct(α0/t)
hold for small enough α0(d,Λ) and for all t ≥ 1. Finally, to obtain Dualk(α0),
we clearly have, for p ∈ A1(Φz,r),
J(z, r, p, p) = Err(0,R, p, p) ≤ (Cr−δ(d−1) +O1 (Cr−1)) .
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Thus we get by (4.4) and (4.5), for all w ∈ Ak(Φz,r),
∣∫
Φz,r
∇p ⋅ (a − a)∇w∣ = ∣∫
Φz,r
∇v(⋅, z, r, p, p) ⋅ a∇w∣
≤ CJ(z, r, p, p) 12≤ (Cr−δ(d−1)/2 +O2 (Cr− 12)) .
Taking supremum over p ∈ A1(Φz,r) and w ∈ Ak(Φz,r) then gives
E [ sup
w∈Ak(Φz,r) ∣∫Φz,r (a − a)∇w∣] ≤ C (r−δ(d−1)/2 + r− 12) ,
which gives Dualk(α0) for small enough α0. The proof is complete. 
7. Improved scaling of the fluctuations
In this section we prove Proposition 5.6, which controls the size of the
fluctuations of J assuming sufficient additivity and localization.
7.1. Preliminaries. In order to streamline the presentation of the proof, we
begin with some notation for centered random variables, and record a few
elementary properties thereof.
It will be convenient to phrase stochastic integrability in terms of the behavior
of the Laplace transform. Before introducing new notation, we recall how our
previous notation relates to this behavior: applying Chebyshev’s inequality, one
can show that for every s > 1, there exists C(s) <∞ such that
(7.1) X ≤ Os(1) Ô⇒ for all λ ≥ 1, logE[exp(λX)] ≤ Cλ ss−1 ,
(7.2) for all λ ≥ 1, logE[exp(λX)] ≤ λ ss−1 Ô⇒ X ≤ Os(C).
For every s ∈ (1,2] and θ ≥ 0, we write
(7.3) X = Os(θ)
to mean that
for all λ ∈ R, logE [exp (λθ−1X)] ≤ λ2 ∨ ∣λ∣ ss−1 .
For centered random variables, the notions of Os and Os-bounded random
variables coincide, up to a multiplicative constant.
Lemma 7.1. Let s ∈ (1, 2]. There exists C(s) <∞ such that for every random
variable X,
X = Os(1) Ô⇒ X = Os(C),
and conversely,
X = Os(1) and E[X] = 0 Ô⇒ X = Os(C).
Proof. The first part is a consequence of (7.2); the second part is classical and
can be derived from (7.1) and [2, Lemma 5.3]. 
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The key ingredient of the proof of Proposition 5.6 is the simple observation
that a sum of k independent Os(θ) random variables is Os(√k θ), in agreement
with the scaling of the central limit theorem. This is formalized in the second
part of the next lemma.
Lemma 7.2. For every s ∈ (1, 2], there exists C(s) <∞ such that the following
statements hold.
(i) Let µ be a measure over an arbitrary measurable space E, let θ ∶ E → R+ be
a measurable function and (X(x))x∈E be a jointly measurable family of random
variables such that for every x ∈ E, X(x) = Os(θ(x)). We have
∫ X dµ = Os (C ∫ θ dµ) .
(ii) Let θ1, . . . , θk ≥ 0 and X1, . . . ,Xk be random variables such that for every i,
Xi = Os(θi). If the random variables (Xi) are independent, then the previous
estimate can be improved to
(7.4)
k∑
i=1Xi = Os (C( k∑i=1 θ2i )
1
2) .
Moreover, if θi = θj for every i, j ∈ {1, . . . , k}, then the constant C in (7.4) can
be chosen equal to 1.
Proof of Lemma 7.2. The first statement is a consequence of Lemmas 2.3
and 7.1. We now turn to the second statement, and define
θ ∶= ( k∑
i=1 θ2i )
1
2
.
By (7.2) and Lemma 7.1, in order to prove (7.4), it suffices to show that there
exists C(s) <∞ such that for every λ ∈ R,
(7.5) logE [exp(θ −1λ k∑
i=1Xi)] ≤ C (1 + ∣λ∣ ss−1 ) .
We use independence and then the assumption Xi = Os(θi) to bound the term
on the left side by
k∑
i=1 logE [exp (θ −1λXi)] ≤ k∑i=1 (θ −1θiλ)2 ∨ ∣θ −1θiλ∣
s
s−1
≤ λ2 + ∣λ∣ ss−1 θ − ss−1 k∑
i=1 θ
s
s−1
i .
Since s ≤ 2, we have ss−1 ≥ 2, and thus (7.5) follows from the observation that
θ ≥ ( k∑
i=1 θ
s
s−1
i ) s−1s .
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When θi = θj for every i, j ∈ {1, . . . , k}, without loss of generality we may set
θi = 1, and observe that
k∑
i=1 logE [exp (k− 12λXi)] ≤ k∑i=1 (k− 12λ)2 ∨ ∣k− 12λ∣
s
s−1
≤ λ2 ∨ ∣λ∣ ss−1 ,
where in the last step we used the fact that ss−1 ≥ 2. 
In the proof of Proposition 5.6, we will encounter sums of random variables
with short-range dependence. We provide a version of Lemma 7.2(ii) adapted
to this situation.
Lemma 7.3. For every s ∈ (1, 2], there exists C(s) <∞ such that the following
holds. Let θ > 0, R ≥ 1, Z be a subset of (RZ)d, and for each x ∈ Z, let X(x)
be an F(◻2R(x))-measurable random variable such that X(x) = Os(θ(x)). We
have ∑
x∈ZX(x) = Os (C (∑x∈Z θ(x)2)
1
2) .
Proof. We partition Z into Z(1), . . . ,Z(3d) in such a way that for every j ∈{1, . . . ,3d}, if x ≠ x′ ∈ Z(j), then ∣x − x′∣ ≥ 3R ≥ 2R + 1. (That is, we defineZ(1) = (3RZ)d ∩ Z, and so on with translates of (3RZ)d.) For each j, the
random variables (X(x))x∈Z(j) are independent. By Lemma 7.2,
∑
x∈Z(j)X(x) = Os (C ( ∑x∈Z(j) θ(x)2)
1
2) ,
and the conclusion follows by summing over j. 
In the next lemma, we show that we can transfer the localization and
fluctuation properties from J to I or vice versa.
Lemma 7.4. Let s, δ, α ∈ (0,∞).
(i) The property Fluck(s,α) holds if and only if there exists C(k, s,α, d,Λ) <∞
such that, for every z ∈ Rd, r ≥ r0 and p, q ∈ Ak(Φr),
I(z, r, p, q) = E [I(z, r, p, q)] +Os (Cr−α) .
(ii) The property Lock(s, δ, α) holds if and only if there exist C(k, s, δ, α, d,Λ) <∞ and, for every z ∈ Rd, r ≥ r0 and p, q ∈ Ak(Φz,r), an F (Br1+δ(z))-measurable
random variable I(δ)(z, r, p, q) such that
I(z, r, p, q) = I(δ)(z, r, p, q) +Os(Cr−α),
(7.6) ∣I(δ)(z, r, p, q)∣ ≤ Λ,
and (p, q)↦ I(δ)(z, r, p, q) is a quadratic form.
Proof. The equivalence between the statements concerning the localization or
the fluctuations of I and J follow from (4.29), (4.31) and (4.32). We can enforce
the last two stated properties of I(δ) since these hold for I itself, see (4.30). 
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For the purpose of proving Proposition 5.6, we may increase δ > 0 ever so
slightly and assume that the random variables in the statement of Lock(s, δ, α) or
of Lemma 7.4(ii) are F(◻r1+δ(z))-measurable instead of F(Br1+δ(z))-measurable.
We will use this observation without further comment below.
Finally, we recall for future reference that there exists C(k) <∞ such that
for every z ∈ Rd, R ≥ r ≥ 1 and p, q ∈ Ak,
(7.7) ∫
Φz,r
(∣∇p∣2 + ∣∇q∣2) ≤ C(1 + (R−1∣z∣)2(k−1))∫
ΦR
(∣∇p∣2 + ∣∇q∣2) .
7.2. Fluctuations at suboptimal scales. In this subsection we prove the
first statement of Proposition 5.6, which improves the scaling of the fluctuations
at suboptimal scales.
Proof of Proposition 5.6(i). Throughout the proof, the value of the constant
C(α,β, δ, s, k, d,Λ) < ∞ may change from place to place. We decompose the
proof into three steps.
Step 1. By Lemma 7.4(i), our goal is to show that for every z ∈ Rd, R ≥ r ≥ r0
and p, q ∈ Ak(Φz,r),
(7.8) I(z, r, p, q) = E [I(z, r, p, q)] +Os(Cr−β).
We use the assumption of Lock(s, δ, α) to define the random variables I(δ)
appearing in the conclusion of Lemma 7.4(ii) and let
(7.9) Ĩ(δ)(z, r, p, q) ∶= I(δ)(z, r, p, q) −E[I(δ)(z, r, p, q)].
By the construction of I(δ) and since α > β, in order to prove (7.8), it suffices
to show that
(7.10) Ĩ(δ)(z, r, p, q) = Os(Cr−β).
In order to prove (7.10), we start by transfering the additivity assumption on
I to Ĩ(δ), and chopping the tails of the heat kernel mask for convenience. For
each δ̃ > 0, we introduce the function Φ(δ̃)z,R,r defined by
(7.11) Φ
(δ̃)
z,R,r ∶= ⎧⎪⎪⎨⎪⎪⎩
Φz,
√
R2−r2 in ◻R1+δ̃(z),
0 in Rd ∖◻R1+δ̃(z).
This cutoff differs slightly from that defined in (2.3). We use the notation in
(2.2) with Φ
(δ̃)
z,R,r in place of Φz,r as well.
By (4.30), assumption Addk(s,α) implies that for every z ∈ Rd, R ≥ r ≥ r0
and p, q ∈ Ak(Φz,R),
I(z,R, p, q) = ∫
Φ
(δ̃)
z,R,r
I(⋅, r, p, q) +Os (Cr−α) .
By the construction of I(δ) and Lemma 7.2, up to a redefinition of C <∞, we
infer that for every z,R, r, p, q as above,
I(δ)(z,R, p, q) = ∫
Φ
(δ̃)
z,R,r
I(δ)(⋅, r, p, q) +Os (Cr−α) .
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This implies
∣E[I(δ)(z,R, p, q)] − ∫
Φ
(δ̃)
z,R,r
E[I(δ)(⋅, r, p, q)]∣ ≤ Cr−α,
and therefore
(7.12) Ĩ(δ)(z,R, p, q) = ∫
Φ
(δ̃)
z,R,r
Ĩ(δ)(⋅, r, p, q) +Os (Cr−α) .
Indeed, we can write Os instead of Os on the right side above by Lemma 7.1.
Step 2. For R1,C ≥ 1, let A(R1,C) denote the statement that for every
R ∈ [r0,R1], z ∈ Rd and p, q ∈ Ak(Φz,R),
Ĩ(δ)(z,R, p, q) = Os (CR−β) .
By (7.6), for any given R1, there exists C < ∞ such that A(R1,C) holds. In
order to prove the result, it thus suffices to show that for every C sufficiently
large and R1 sufficiently large,
(7.13) A(R1,C) Ô⇒ A(2R1,C).
Indeed, this yields the existence of a constant C such that A(R1,C) holds for
every R1 ≥ r0, and this is (7.10).
Step 3. We prove (7.13) for C and R1 sufficiently large. Let R ∈ (R1,2R1],
z ∈ Rd and p, q ∈ Ak(Φz,R). We will show that
Ĩ(δ)(z,R, p, q) = Os (CCR−β−ε) +Os (CR−β) ,
for some exponent ε > 0 depending on d, k, α, β and δ (and a constant C not
depending on C). Indeed, In view of Lemma 7.2, this is sufficient to prove that
(7.13) holds for R1 sufficiently large.
Without loss of generality, we assume that z = 0. We let r ∶= Rβ/α, and
rewrite the additivity property (7.12) as
(7.14) Ĩ(δ)(0,R, p, q) = ∫
Φ
(δ̃)
R,r
Ĩ(δ)(⋅, r, p, q) +Os (CR−β) ,
where we use the notation Φ
(δ̃)
R,r instead of Φ
(δ̃)
0,R,r for concision. The condition
δ < (α−β)β (d−2β)d implies in particular that 1 + δ < αβ , so that informally, we have
r1+δ ≪ R. Without loss of generality, we will assume that δ̃ > 0 is adjusted so
that R1+δ̃/(r1+δ) is an odd integer. We letZ ∶= (r1+δ Zd) ∩◻R1+δ̃ ,
and observe that up to a set of Lebesgue measure zero, (◻r1+δ(y))y∈Z is a
partition of ◻R1+δ̃ . We use this partition to decompose the integral on the right
side of (7.14) as
(7.15) ∑
y∈Z ∫Φ(δ̃)R,r Ĩ(δ)(⋅, r, p, q)1◻r1+δ (y).
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Recall that we assume p, q ∈ Ak(ΦR). By (7.7), we have, for R ≥ R1 sufficiently
large,
(7.16) ∀x ∈ ◻R1+δ̃ , ∫
Φx,r
(∣∇p∣2 + ∣∇q∣2) ≤ R2kδ̃.
Hence, using also the induction hypothesis and the fact that r ≥ R1, we obtain∀x ∈ ◻R1+δ̃ , Ĩ(δ)(x, r, p, q) = Os (Cr−βR2kδ̃) ,
and by Lemma 7.2(i), we have for every y ∈ Z that
∫
Φ
(δ̃)
R,r
Ĩ(δ)(⋅, r, p, q)1◻
r1+δ (y) = Os (CCr−βR2kδ̃ ∫Φ(δ̃)R,r 1◻r1+δ (y)) .
By Lemma 7.3, we thus have
∑
y∈Z ∫Φ(δ̃)R,r Ĩ(δ)(⋅, r, p, q)1◻r1+δ (y) ≤ Os ⎛⎜⎝CCr−βR2kδ̃
⎡⎢⎢⎢⎢⎣∑y∈Z (∫Φ(δ̃)R,r 1◻r1+δ (y))
2⎤⎥⎥⎥⎥⎦
1
2⎞⎟⎠ .
Since r1+δ ≤ √R2 − r2 (for R1 large enough), we have
∑
y∈Z (∫Φ(δ̃)R,r 1◻r1+δ (y))
2 ≤ Cr(1+δ)dR−d.
Summarizing, we have shown that
∫
Φ
(δ̃)
R,r
Ĩ(δ)(⋅, r, p, q) = Os (CCr−βr(1+δ) d2R2kδ̃− d2 ) .
Recalling our choice of r = R βα , we observe that
r−β+ d2R− d2 = R−[ d2 (1− βα)+β( βα)],
and that the exponent between square brackets is larger than β. It thus suffices
to check that δ and δ̃ are sufficiently small in terms of d, α, β and k to obtain
the desired result. More precisely, we need that
(d
2
− β)(1 − β
α
) > β
α
d
2
δ + 2kδ̃.
Since δ̃ > 0 can be chosen as small as desired, this condition reduces to our
assumption δ < (α−β)(d−2β)βd , so the proof is complete. 
7.3. Fluctuations at the optimal scale. In this subsection, we complete
the proof of Proposition 5.6 by giving sufficient conditions for controlling the
fluctuations at the optimal CLT scaling.
Proof of Proposition 5.6(ii). It is convenient to measure the size of elements ofAk using a supremum norm: for every cube ◻ and p, q ∈ Ak, we write∥(p, q)∥◻ ∶= sup
x∈◻ (∣∇p(x)∣ ∨ ∣∇q(x)∣) .
It is clear that the norms on Ak/A0 ×Ak/A0
(p, q)↦ (∫
Φz,r
(∣∇p∣2 + ∣∇q∣2)) 12 and (p, q)↦ ∥(p, q)∥◻r(z)
THE ADDITIVE STRUCTURE OF ELLIPTIC HOMOGENIZATION 49
are equivalent, with multiplicative constants that do not depend on r or z.
Since we assume α > (1 + δ)d2 , there exist 0 < η2 < η1 < 1 satisfying
(7.17) (1 − η1)α > d
2
and
(7.18) (1 − η2)(1 + δ) < 1.
Two additional exponents ε(k, d, η1, η2, δ, α) > 0 and δ̃(ε, k, d, η1, η2, δ, α) > 0
appear in the argument below, and are assumed to be as small as needed. The
value of the constant C(k, d, η1, η2, α, ε, δ̃,Λ) <∞ may vary from place to place.
We decompose the proof of Fluck(s, d2) into five steps.
Step 1. We start by recalling some elements from Step 1 of the proof of
Proposition 5.6(i). We use the assumption of Lock(s, δ, α) to construct the
random variables I(δ) given in the conclusion of Lemma 7.4(ii) and define Ĩ(δ)
by (7.9). By the construction of I(δ) and the fact that α ≥ d2 , it suffices to show
that for every z ∈ Rd, R ≥ r ≥ r0, and p, q ∈ Ak(Φr),
Ĩ(δ)(z, r, p, q) = Os (Cr− d2 ) .
Let δ̃ > 0. Arguing as in the proof of Proposition 5.6(i), we see that our
assumptions imply that for every z ∈ Rd, R ≥ r ≥ r0, and p, q ∈ Ak satisfying∥(p, q)∥◻R(z) ≤ 1,
(7.19) Ĩ(δ)(z,R, p, q) = ∫
Φ
(δ̃)
z,R,r
Ĩ(δ)(⋅, r, p, q) +Os (Cr−α) .
Step 2. For R1,C ≥ 1, we let A(R1,C) denote the statement that for every
z ∈ Rd, R ∈ [r0,R1], r ∈ [R1−η1 ,R1−η2], p, q ∈ Ak satisfying ∥(p, q)∥◻R(z) ≤ 1 and
(deterministic) f ∶ Rd → R satisfying ∥f∥L∞ ≤ 1,
(7.20) ⨏◻R(z) f Ĩ(δ)(⋅, r, p, q) = Os (CR− d2 ) .
We aim to show that
(7.21) there exists C <∞ such that, for every R ≥ 1, A(R,C) holds.
By (7.6) and Lemma 7.1, for any given R1, there exists C < ∞ such that
A(R1,C) holds. In order to prove (7.21), it thus suffices to show that there
exists ε > 0 such that for every C and R1 sufficiently large,
(7.22) A(R1,C) Ô⇒ A(2R1, (1 +R−ε1 )C).
We now assume that A(R1,C) holds (with R1 as large as desired), and fix
z ∈ Rd, R ∈ (R1,2R1], r ∈ [R1−η1 ,R1−η2], p, q ∈ Ak satisfying ∥(p, q)∥◻R(z) ≤ 1,
and f ∶ Rd → R satisfying ∥f∥L∞ ≤ 1. Proving (7.22) amounts to showing that
(7.23) ⨏◻R(z) f Ĩ(δ)(⋅, r, p, q) = Os (C(1 +R−ε1 )R− d2 ) .
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This is the purpose of the next two steps. Without loss of generality, we fix
z = 0. It is in fact sufficient to show that⨏◻R f Ĩ(δ)(⋅, r, p, q) = Os (C(1 +R−ε)R− d2 ) +Os (CCR− d2−ε) .
Step 3. We set r1 ∶= R1−η11 and
(7.24) g(y) ∶= ∫◻R f(x)Φ(δ̃)r,r1(y − x)dx,
where we recall that write Φ
(δ̃)
r,r1 ∶= Φ(δ̃)0,r,r1 for convenience, see (7.11). Note that∥g∥L∞ ≤ 1. In this step, we show that
(7.25) ⨏◻R f Ĩ(δ)(⋅, r, p, q) = R−d∫◻
R+r1+δ̃
g Ĩ(δ)(⋅, r1, p, q) +Os (CR− d2−ε) .
By (7.19), for every x ∈ ◻R,
Ĩ(δ)(x, r, p, q) = ∫
Φ
(δ̃)
x,r,r1
Ĩ(δ)(⋅, r1, p, q) +Os (Cr−α1 ) .
Multiplying by f(x), integrating over ◻R and using Lemma 7.2, we get
(7.26) ⨏◻R f Ĩ(δ)(⋅, r, p, q) = ⨏◻R f(x)(∫Φ(δ̃)x,r,r1 Ĩ(δ)(⋅, r1, p, q)) dx +Os (Cr−α1 ) .
The last term above is Os (CR− d2−ε) ,
for ε = (1 − η1)α − d2 > 0. By Fubini’s theorem, the double integral on the right
side of (7.26) can be rewritten as
R−d∫
Rd
Ĩ(δ)(y, r1, p, q)g(y)dy.
Since the function g vanishes outside of ◻R+r1+δ̃ , this proves (7.25).
Step 4. We prove (7.23). Without loss of generality, we may assume that
the exponents δ̃, ε > 0 are such that (R + r1+δ̃)/R1−2ε is an odd integer. We set
ρ ∶= (R + r1+δ̃ − 3R1−2ε)/2 and
Z1 ∶= 1
2
(ρ +R1−2ε) {−1,1}d ⊆ Rd.
This provides a decomposition of ◻R+r1+δ̃ into 2d disjoint subcubes (◻ρ(x))x∈Z1
at distance at least R1−2ε from one another, plus a remainder that we denote byB1 ∶= ◻R+r1+δ̃ ∖ ⋃
x∈Z1◻ρ(x).
Moreover, imposing δ̃ > 0, ε > 0 to be sufficiently small that r1+δ̃ ≤ R1−2ε (for R1
sufficiently large), we have
(7.27) x ∈ Z1 Ô⇒ ◻ρ(x) ⊆ ◻R.
We first argue that the contribution of
R−d∫B1 g Ĩ(δ)(⋅, r1, p, q)
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is negligible. Indeed, note that for ε > 0 sufficiently small, we have
r1 = R1−η11 ∈ [R(1−2ε)(1−η1),R(1−2ε)(1−η2)],
and therefore, by the induction hypothesis, for every x ∈ ◻R+r1+δ̃ , we have
⨏◻R1−2ε(x) g Ĩ(δ)(⋅, r1, p, q) = Os (CCR−(1−2ε) d2 ) .
This random variable is also F(◻R1−2ε+r1+δ1 (x))-measurable, and by (7.17), we
can choose ε > 0 sufficiently small that r1+δ1 < R1−2ε (for R1 sufficiently large).
We can partition B1 into at most CR2ε(d−1) cubes of side length R1−2ε (up to a
set of null Lebesgue measure). By Lemma 7.3, we thus obtain that
R−d∫B1 g Ĩ(δ)(⋅, r1, p, q) = Os (CCRε(d−1)R−(1−2ε) d2R−2εd)= Os (CCR− d2−ε) ,
and therefore this term is indeed negligible.
We now turn to the contribution of the integral over ⋃x∈Z1 ◻ρ(x). We first
observe that
ρ ≤ R1 and r1 ∈ [ρ1−η1 , ρ1−η2].
The first inequality follows from the fact that R ≤ 2R1 and that we imposed
r1+δ̃ ≤ R1−2ε. As a consequence, we also have r1 ≥ ρ1−η1 . The last condition
holds for R1 sufficiently large, since η1 > η2:
ρ1−η2 = (R + r1+δ̃ − 3R1−2ε
2
)1−η2 ≥ (R1 + r1+δ̃ − 3(2R1)1−2ε
2
)1−η2 ≥ R1−η11 = r1.
We can thus apply the induction hypothesis to obtain that
⨏◻ρ(x) g Ĩ(δ)(⋅, r1, p, q) = Os (Cρ− d2 ∥(p, q)∥2◻ρ(x)) .
By (7.27), for every x ∈ Z1, we have ∥(p, q)∥◻ρ(x) ≤ ∥(p, q)∥◻R ≤ 1. Using also
that ρ ≤ R/2, we can rewrite the estimate above as
(R/2)−d∫◻ρ(x) g Ĩ(δ)(⋅, r1, p, q) = Os (Cρ− d2 ) .
Moreover, the random variables on the left side above are independent as x
varies in Z1. Therefore, by Lemma 7.2,
R−d ∑
x∈Z1∫◻ρ(x) g Ĩ(δ)(⋅, r1, p, q) = Os (C2− d2ρ− d2 ) .
By the definition of ρ, this completes the proof of (7.23).
Step 5. We have now justified the induction (7.22), and therefore (7.21).
In this last step, we use additivity once more to obtain the desired pointwise
control of Ĩ(δ).
Let R ≥ 1 and p, q ∈ Ak(ΦR). We fix r = R1−η1 , use (7.19) and (7.17) to get
(7.28) Ĩ(δ)(0,R, p, q) = ∫
Φ
(δ̃)
R,r
Ĩ(δ)(⋅, r, p, q) +Os (CR− d2−ε) .
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We rewrite the integral on the right side as
∑
x∈RZd∫◻R(x) Φ(δ̃)R,r Ĩ(δ)(⋅, r, p, q).
The summand indexed by x in the sum above is F(◻R+r1+δ(x))-measurable,
and we recall that (1 − η1)(1 + δ) < 1. We choose C <∞ sufficiently large that
for every x ∈ Rd,
sup◻R(x) Φ(δ̃)R,r ≤ CRd exp(− ∣x∣2CR2) .
By (7.7), for every x ∈ Rd, we have
∥(p, q)∥2◻R(x) ≤ C (1 + (∣x∣R )2k) ,
and therefore (7.21) yields
∫◻R(x) Φ(δ̃)R,r Ĩ(δ)(⋅, r, p, q) = (1 + (∣x∣R )2k) exp(− ∣x∣2CR2)Os (CR− d2 ) .
The conclusion follows from Lemma 7.2(i). 
8. Improvement of additivity
In this section, we prove Proposition 5.7, which asserts roughly that good
control of the fluctuations of J implies an improvement of additivity.
The argument, inspired by the ideas of [4, Section 3] and our previous paper [2],
relies on the connection between the gradient of the energy quantity Jk and the
spatially averaged gradient and flux of its maximizers (given in (4.9) above).
Using this, we show that good control on the fluctuations of Jk (in the form
of assumption Fluck(s,α)) implies good control on the spatial averages of the
gradients (and fluxes) of elements of Ak(Rd). This allows us to match the
maximizers of Ik(0,R, p, q) and Ik(0, r, p, q) on two different scales R ≥ r, up to
an error of order of Os(Cr−α), which improves the additivity to exponent 2α
(at a loss of half of the stochastic integrability exponent).
In other words, the fluctuations of the spatial averages of gradients and
fluxes of maximizers are at most proportional to the fluctuations of Jk, but the
additivity of Ik is the square of the fluctuations of the former. This is the basis
of the bootstrap argument and it is what we focus on in this section.
Throughout this section, we fix parameters k ∈ N, s > 0 and α ∈ (0, ds) and
suppose that
(8.1) Fluck(s,α) and Dualk(α) hold.
We denote by X the random variable Xsα in Proposition 3.1, and by X (x) its
Zd-stationary extension (that is, X (x) ∶= τxX ). We also denote by Y the larger
of the random variables Ysα in Proposition 4.6 and Corollary 4.7, and by Y(x)
its stationary extension. We also let r0 be the deterministic scale introduced in
Definition 4.14.
THE ADDITIVE STRUCTURE OF ELLIPTIC HOMOGENIZATION 53
8.1. Spatial averages and the coarse-grained flux. We first use Fluck(s,α)
to improve the stochastic integrability of Dualk(α).
Lemma 8.1. There exists a constant C(s,α, k, d,Λ) <∞ such that, for every
z ∈ Rd and r ≥ 1,
(8.2) sup
w∈Ak(Φz,r) ∣∫Φz,r (a(y) − a)∇w(y)dy∣ = Os (Cr−α) .
Proof. By the assumption of Flucs(α) and (4.8), for every z ∈ Rd, r ≥ 1 and
q ∈ Ak(Φz,r),
(8.3) ∫
Φz,r
a∇v(⋅, z, r,0, q) = E [∫
Φz,r
a∇v(⋅, z, r,0, q)] +Os(Cr−α)
and
(8.4) ∫
Φz,r
a∇v(⋅, z, r,0, q) = E [∫
Φz,r
a∇v(⋅, z, r,0, q)] +Os(Cr−α).
Indeed, to get (8.4) for instance, we see that, for every p ∈ Ak(Φz,r),
∫
Φz,r
∇p ⋅ a∇v(⋅, z, r,0, q)
= −J(z, r, p′, q) + J(z, r,0, q) + J(z, r, p′,0)= E [−J(z, r, p′, q)] +E [J(z, r,0, q)] +E [J(z, r, p′,0)] +Os (Cr−α)= E [∫
Φz,r
∇p ⋅ a∇v(⋅, z, r,0, q)] +Os (Cr−α) .
The finite dimensionality of Ak allows us to extract an orthonormal basis{pi}dim(Ak)i=1 ⊆ Ak(Φz,r) of Ak, i.e.,∫
Φz,r
∇pi(x) ⋅ a∇pj(x)dx = δij ,
and using this we obtain∣∫
Φz,r
a∇v(⋅, z, r,0, q) −E [∫
Φz,r
a∇v(⋅, z, r,0, q)]∣
≤ sup
p∈Ak(Φz,r) ∣∫Φz,r ∇p ⋅ a∇v(⋅, z, r,0, q) −E [∫Φz,r ∇p ⋅ a∇v(⋅, z, r,0, q)]∣≤ ∑
i∈{1,...,dim(Ak)} ∣∫Φz,r ∇pi ⋅ a∇v(⋅, z, r,0, q) −E [∫Φz,r ∇pi ⋅ a∇v(⋅, z, r,0, q)]∣≤ Os (Cr−α) .
This confirms (8.4) and the argument for (8.3) is similar.
By (4.7) and the assumption of Dualk(α),∣E [∫
Φz,r
(a − a)∇v(⋅, z, r,0, q)]∣ ≤ Cr−α.
Combining this with (8.3) and (8.4) and using that Ak is finite dimensional, we
obtain that
(8.5) sup
q∈Ak(Φz,r) ∣∫Φz,r(a − a)∇v(⋅, z, r,0, q)∣ = Os(Cr−α).
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We next study the surjectivity of the mapping
(8.6) { Ak/A0 Ð→ Ak/A0
q z→ v(⋅, z, r,0, q).
For the purpose of proving the lemma, we may assume that r ≥ Y(z) since for
w ∈ Ak(Φz,r),
∣∫
Φz,r
∇p ⋅ (a − a)∇w ∣ 1{r≤Y(z)} ≤ C 1{r≤Y(z)} ≤ C (Y(z)
r
)α = Os (Cr−α) .
By Corollary 4.7, for every r ≥ Y(z),
J(z, r,0, q) ≥ 1
4 ∫Φz,r ∇q ⋅ a∇q.
By (4.6), we get that for every r ≥ Y(z),
(8.7) ∥∇q∥L2(Φz,r) ≤ C∥∇v(⋅, z, r,0, q)∥L2(Φz,r).
Hence, for r ≥ Y(z), the mapping displayed in (8.6) is injective. By Proposi-
tion 3.1, the spaces Ak/A0 and Ak/A0 have the same dimension and therefore
the mapping in (8.6) is bijective. That is, for every w ∈ Ak(Φz,r), there exists
Q(w) ∈ Ak such that ∇w = ∇v(⋅, z, r,0,Q(w)).
By (8.7), we deduce∥∇(Q(w))∥L2(Φz,r) ≤ C∥∇w∥L2(Φz,r) ≤ C,
and the desired estimate follows by (8.5). 
We next give a technical lemma, used many times in what follows, which
allows us to build a bridge between spatial averages, weighted by polynomials,
on two different scales. Since it concerns only the convolution of polynomials
with the heat kernel, it does not require the assumption (8.1). Recall that Pk
is defined in (2.9).
Lemma 8.2. For each k ∈ N, there exists C(k, d) <∞ and, for each q ∈ Pk and
1 ≤ r ≤ R/√2, a polynomial q̃ ∈ Pk such that
(8.8) ∥q̃∥L2(ΦR) ≤ C ∥q∥L2(ΦR)
and, for every F ∈ L2(ΦR),
(8.9) ∫
ΦR
F (x)q(x)dx = ∫
Φ√
R2−r2
q̃(y)∫
Φy,r
F (x)dxdy.
Proof. We first use the Taylor expansion of q at y to write
q(x) = k∑
n=0
1
n!
∇nq(y)(x − y)⊗n .
THE ADDITIVE STRUCTURE OF ELLIPTIC HOMOGENIZATION 55
We hence obtain by the semi-group property of the heat kernel that
∫
ΦR
F (x)q(x)dx
= ∫
Φ√
R2−r2 ∫Φy,r F (x)q(x)dxdy= k∑
n=0
1
n! ∫Rd F (x)∫Rd Φ√R2−r2(y)Φr(x − y)∇nq(y)(x − y)⊗n dy dx.
Using the identities⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(x − y)Φr(x − y) = 2r2a∇yΦr(x − y) ,
∇Φ√R2−r2(y) = − a−1y2(R2 − r2)Φ√R2−r2(y),
we get by integration by parts, for any smooth tensor G with polynomial growth
and for m ≥ 1, that
∫
Φ√
R2−r2
Φr(x − y)G(y)(x − y)⊗m dy(8.10)
= 2r2∫
Rd
Φ√R2−r2(y)∇yΦr(x − y) ⋅ aG(y)(x − y)⊗(m−1) dy= −2r2∫
Rd
a∇Φ√R2−r2(y) ⋅G(y)(x − y)⊗(m−1)Φr(x − y)dy− 2r2∫
Rd
Φ√R2−r2(y)∇y ⋅ (aG(y)(x − y)⊗(m−1))Φr(x − y)dy
= r2
R2 − r2 ∫Φ√
R2−r2
G(y)y⊗1(x − y)⊗(m−1)Φr(x − y)dy
− 2r2∫
Φ√
R2−r2
∇y ⋅ (aG(y)) (x − y)⊗(m−1)Φr(x − y)dy
+ 2r2(m − 1)∫
Φ√
R2−r2
G(y)(ae)⊗1e⊗1(x − y)⊗(m−2)Φr(x − y)dy ,
where we denote e = (1, . . . ,1). Set thus inductively, for j ∈ {0, . . . , n − 1},
Gn,n(y) ∶= ∇nq(y) , G̃n−1(y) = 0
Gj−1,n(y) ∶= r2
R2 − r2 Gj,n(y)y⊗1 − 2r2∇y ⋅ (aGj,n(y)) + G̃j−1,n(y)
G̃(j−2)∨0,n(y) ∶= 2r2(j − 1)Gj,n(y)(ae)⊗1e⊗1 .
Since each step is contracting the tensor, we have that G0,n(y) is a scalar-valued
polynomial in y of degree k. Applying (8.10) repeatedly we deduce that
∫
Rd
Φ√R2−r2(y)Φr(x − y)∇nq(y)(x − y)⊗n dy= ∫
Rd
Φ√R2−r2(y)G0,n(y)Φr(x − y)dy .
By changing the order of integration we get
(8.11) ∫
ΦR
F (x)q(x)dx = ∫
Φ√
R2−r2
k∑
n=0
1
n!
G0,n(y)∫
Φy,r
F (x)dxdy.
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Therefore, we obtain the result provided that
(8.12) ∥G0,n(y)∥L2(Φ√
R2−r2) ≤ C ∥q∥L2(ΦR) .
To obtain this, we proceed inductively. Assuming that
sup
j≤m≤n rm−n ∥Gm,n(y)∥L2(Φ√R2−r2) ≤ CjR−n ∥q∥L2(ΦR) ,
it is easy to see from the definition of Gj−1,n and the fact that r ≤ R/√2 that
there is a constant Cj−1(Cj, d) such that∥Gj−1,n∥L2(Φ√
R2−r2) ≤ Cj−1rn−(j−1)R−n ∥q∥L2(ΦR) .
On the other hand, since Gn,n = ∇nq, we have that the initial step is valid. This
finishes the proof. 
With the aid of the previous lemma, we can upgrade Lemma 8.1 to include
polynomial weights.
Lemma 8.3. Let k,m ∈ N. There exists a constant C(k,m, s,α, d,Λ) <∞ such
that, for every x ∈ Rd and r ≥ 1,
(8.13) sup
w∈Ak(Φz,r) supp∈Pm(Φz,r) ∣∫Φz,r p(y) ⋅ (a(y) − a)∇w(y)dy∣ = Os (Cr−α) ,
where Pm(Φz,r) stands for the set of mth degree vector-valued polynomials
normalized so that p ∈ Pm(Φz,r) implies ∥p∥L2(Φz,r) ≤ 1.
Proof. Letting p̃ be as in Lemma 8.2, we obtain
∫
Φz,r
p ⋅ (a − a)∇w = ∫
Φ
z,r/√2 p̃(x) ⋅ ∫Φx,r/√2 (a − a(y))∇wdy dx .
Applying Lemma 8.1 (and Lemma 2.3) then yields the statement. 
The assumption that Fluck(s,α) holds gives us good control on the fluctu-
ations of J and therefore, by Lemma 8.1 and the fact that J is quadratic,
of ∇J . This can be phrased in terms of an estimate on the spatial averages of
maximizers of J .
Lemma 8.4. There exists C(s,α, k, d,Λ) <∞ such that, for every z ∈ Rd, r ≥ r0
and p, q, q′ ∈ Ak(Φz,r),
(8.14) ∣∫
Φz,r
(∇(q − p)(x) −∇u(x, z, r, p, q)) ⋅ a∇q′(x)dx∣ ≤ Os (Cr−α) .
Proof. By Remark 4.3 and Fluck(s,α), we have that, for every p, q, q′ ∈ Ak(Φz,r),
(8.15) ∣∇qJ(z, r, p, q)(q′) −∇qE [J(z, r, p, q)(q′)]∣ = Os (Cr−α) .
Let us compute ∇qJ(z, r,L∗z,rp,Lz,rq)(q′). We have by linearity that∇qJ(z, r,L∗z,rp,Lz,rq)(q′) = ∫
Φz,r
a∇q′ ⋅ ∇u(⋅, z, r, p, q)(8.16)
= ∫
Φz,r
a∇q′ ⋅ ∇u(⋅, z, r,0, q) + ∫
Φz,r
a∇q′ ⋅ ∇u(⋅, z, r, p,0)
− ∫
Φz,r
∇q′ ⋅ (a − a)∇u(⋅, z, r, p,0) .
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To control the last term on the right, Lemma 8.3 yields
∣∫
Φz,r
∇q′ ⋅ (a − a)∇u(⋅, z, r, p,0)∣ ≤ Os (Cr−α) .
Taking expectation, we conclude by (4.20) and (4.21) that
∣E [∇qJ(z, r,L∗z,rp,Lz,rq)(q′)] − ∫
Φz,r
∇q′ ⋅ a∇(q − p)∣ ≤ Cr−α .
This together with (8.15) and the first line of (8.16) finishes the proof. 
We next show, using Lemma 8.1, that r-scale convolutions of elements of Ak
against the heat kernel are close to being a-harmonic functions.
Lemma 8.5. There exists C(s,α, k, d,Λ) <∞ and, for every x ∈ Rd and r ≥ 1,
a nonnegative random variable Hr(x) satisfying
(8.17) Hr(x) ≤ C ∧Os(Cr−α)
such that, for every v ∈ Ak(Rd) and η ∈H1c (Rd), we have
(8.18) ∣∫
Rd
∇η(x) ⋅ a∇(∫
Φx,r
v(y)dy) dx∣
≤ ∫
Rd
∣∇η(x)∣ ∥∇v∥L2(Φx,r)Hr(x)dx.
Proof. We define
Hr(x) ∶= C sup
v∈Ak (∥∇v∥−1L2(Φx,r) ∣∫Φx,r (a(y) − a)∇v(y)dy∣) .
It is clear that Hr(x) ≤ C. Lemma 8.1 then yields
∣∫
Rd
∇η(x) ⋅ a∇(∫
Φx,r
v(y)dy) dx∣
= ∣∫
Rd
∇η(x) ⋅ ∫
Φx,r
a∇v(y)dy dx∣
≤ ∣∫
Rd
∇η(x) ⋅ ∫
Φx,r
a(y)∇v(y)dy dx∣ + ∫
Rd
∣∇η(x)∣ ∥∇v∥L2(Φx,r)Hr(x)dx.
The first integral is zero since
∫
Rd
∇η(x) ⋅ ∫
Rd
Φr(x − y)a(y)∇v(y)dy dx =
∫
Rd
(∫
Rd
Φr(x − y)∇η(x)dx) ⋅ a(y)∇v(y)dy = 0 .
Indeed, the function y ↦ ∫Rd Φr(x − y)∇η(x)dx is the gradient of an H1(Rd)
function decaying faster than any polynomial at infinity (due to the assumption
that η has compact support) and ∇v has almost surely at most polynomial
growth at infinity. 
In the next lemma, we show that the spatial average of any element of Ak(Rd)
is close to an element of Ak on every scale.
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Lemma 8.6. For every k ∈ N, there exists C(k, s,α, d,Λ) < ∞ such that, for
every 1 ≤ r ≤ R/√2, we have
(8.19) sup
v∈Ak(ΦR) infh∈Ak ∥(∇v)Φx,r −∇h∥2L2(Φ√R2−r2) = Os/2 (Cr−2α) .
Proof. Throughout, we fix R̃ ∶= √R2 − r2. Observe that the random variableX̃ ∶= sup
v∈Ak(ΦR) infh∈Ak ∥ (∇v)Φx,r −∇h∥2L2(ΦR̃)
satisfies X̃ ∈ [0,1] by the normalization ∥∇v∥L2(ΦR) ≤ 1 (just take h = 0 for any
given v ∈ Ak(ΦR)). Thus, since sα < d,
X̃1{X≥R̃} ≤ 1{X≥R̃} ≤ (X̃
R
)2α = Os/2 (CR̃−2α) ≤ Os/2 (Cr−2α) .
Therefore, without loss of generality, we work on the event {X ≤ R̃} throughout
the rest of the argument. Furthermore, following the steps in the end of the
proof of Lemma 8.1, we have that
(8.20) X̃ ≤ C sup
p∈Ak(ΦR) infh∈Ak ∥ (∇v(⋅, z, r,0, p))Φx,r −∇h∥2L2(ΦR̃) .
Since Ak(ΦR) is a finite dimensional subspace of polynomials having an or-
thonormal basis {pj,R}dim(Ak)j=1 ⊆ Ak(ΦR), i.e.,
∫
ΦR
∇pi,R(x) ⋅ a∇pj,R(x)dx = δij ,
it is actually sufficient to prove that, for fixed pj,R, we have
inf
h∈Ak ∥ (∇v(⋅, z, r,0, pj,R))Φx,r −∇h∥2L2(ΦR̃) ≤ Os/2 (Cr−2α) .
The desired inequality (8.19) follows from (8.20) by the following statement:
(8.21) inf
h∈Ak ∥(∇v(⋅, z, r,0, pj,R))Φx,r −∇h∥2L(ΦR̃)≤ max{Os/2 (Cr−2α) ,O sα
d+2α (Cr−(d+2α))} .
Indeed, by Remark 2.1,O sα
d+2α (Cr−(d+2α)) ∧ 1 ≤ Os/2 (Cr−2α) .
Thus, since X̃ ∈ [0,1], it suffices to prove (8.21). For the rest of the argument,
let us denote in short, for fixed j,
v = v(⋅, z, r,0, pj,R).
Step 1. Harmonic approximation of (v)Φx,r and iteration. For convenience,
we will denote
w(x) ∶= (v)Φx,r = ∫
Φx,r
v(y)dy .
For each S ≥ R̃, we introduce an a-harmonic approximation of w in BS, which
we denote by hS. We take hS to be the unique element of (w+H10(BS))∩A(BS).
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It follows from Lemma 8.5 (simply take η = hS −w and use Cauchy-Schwarz)
that
⨏
BS
∣∇w(x) −∇hS(x)∣2 dx ≤ ⨏
BS
∥∇v∥2L2(Φx,r) (Hr(x))2 dx,
where Hr(x) = C ∧Os(Cr−α) is as in Lemma 8.5. Therefore, for every θ ∈ (0, 1],
(8.22) ⨏
BθS
∣∇w(x) −∇hS(x)∣2 dx ≤ θ−d⨏
BS
∥∇v∥2L2(Φx,r) (Hr(x))2 dx.
By the regularity of a-harmonic functions, we find, for every h̃ ∈ Ak,
inf
h∈Ak supBθS ∣∇hS −∇h∣ ≤ Cθk ⨏BS ∣∇hS(x) −∇h̃(x)∣ dx.(8.23)
From the triangle inequality and the previous two displays, if we denote
ω(%) ∶= %−k+ 12 inf
h∈Ak ∥∇w −∇h∥L2(B%) ,
then we obtain, for θ = (2C)− 12 ,
ω(θS) ≤ 1
2
ω(S) +CS−k+ 12 (⨏
BS
∥∇v∥2L2(Φx,r) (Hr(x))2 dx) 12 .
Setting Sj ∶= θ−jR̃ and summing over all the scales, using also the fact that
ω(%)→ 0 as %→∞ on the event {X (0) ≤ R̃}, yields
(8.24)
∞∑
j=0ω(Sj) ≤ CR̃−k+ 12H ,
where we have defined
(8.25) H ∶= ∞∑
n=1 θn(k−
1
2
) (⨏
Bθ−nR̃ ∥∇v∥2L2(Φx,r) (Hr(x))2 dx)
1
2
.
Letting hj ∈ Ak be the minimizer appearing in the definition of ω(Sj), we obtain
by the triangle inequality and the growth of polynomials in Ak that, for m > j,
∥∇hj −∇hj+1∥L2(BSm) ≤ C (SmSj )
k−1 ∥hj − hj+1∥L2(BSj )
≤ CSk− 12m ( Sj
Sm
) 12 (ω(Sj) + ω(Sj+1)) .
Therefore we get, again by the triangle inequality,
∥∇h0 −∇hm∥L2(BSm) ≤ m−1∑
j=0 ∥∇hj −∇hj+1∥L2(BSm)
≤ CR̃k− 12 (Sm
R̃
)k− 12 m∑
j=0ω(Sj) ≤ C (SmR̃ )
k− 1
2 H .
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Using now the decay properties of ΦR̃ we conclude that
inf
h∈Ak ∥∇w −∇h∥L2(ΦR̃) ≤ ∥∇w −∇h0∥L2(ΦR̃)
≤ C ( ∞∑
m=0 exp (−cθ−2m) θ−dm (∥∇hm−∇h0∥2L2(BSm) + ∥∇w−∇hm∥2L2(BSj )))
1
2
≤ CH 12 ( ∞∑
m=0 exp (−cθ−2m) θ−(d+2k−1)m)
1
2
≤ CH 12 .
The rest of the proof is devoted to estimating the random variable H.
Step 2. We use the Lipschitz estimate to pull the ∥∇v∥2L2(Φx,r) term outside
the integrals appearing in H defined in (8.25). The claim is that
(8.26) ⨏
Bθ−nR̃ ∥∇v∥2L2(Φx,r) (Hr(x))2 dx≤ Cθ−2n(k−1)⨏
Bθ−nR̃ (1 + 1{r≤X (x)} (X (x)r )
d)(Hr(x))2 dx .
First, as we are assuming the event {R̃ ≥ X (0)}, we have that there is a
polynomial pv ∈ Ak such that, for all S ≥ R̃,
∥v∥L2(BS) ≤ C ∥pv∥L2(BS) ≤ C (SR̃)k ∥pv∥L2(BR̃) ≤ C (SR̃)k ∥v∥L2(BR̃) .
Without loss of generality we may assume that (v)BR̃ = 0. Poincare´’s inequality
and the normalization ∥∇v∥L2(ΦR) ≤ 1 then give that
∥v∥L2(BS) ≤ C (SR̃)k ∥v∥L2(BR̃) ≤ CS (SR̃)k−1 .
Furthermore, suppose first that r ≤ S ≤ ∣x∣ + R̃ and X (x) ≤ ∣x∣ + R̃. Then the
Caccioppoli inequality and the Lipschitz bound (Proposition 3.3 with k = 0)
yield ∥∇v∥L2(BS(x))
≤ (X (x) ∨ S
S
) d2 ∥∇v∥L2(BX(x)∨S(x))
≤ C (X (x) ∨ S
S
) d2 (X (x) ∨ S)−1 ∥v − (v)B2(X(x)∨S)∥L2(B2(X(x)∨S)(x))
≤ C (X (x) ∨ S
S
) d2 (∣x∣ + R̃)−1 ∥v∥L2(B2(∣x∣+R̃))
≤ C (X (x) ∨ r
r
) d2 (∣x∣ + R̃
R̃
)k−1 .
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If, on the other hand, r ≤ S ≤ ∣x∣ + R̃ and X (x) ≥ ∣x∣ + R̃, we get
∥∇v∥L2(BS(x)) ≤ (∣x∣ + R̃S )
d
2 ∥∇v∥L2(B∣x∣+R̃(x)) ≤ C (X (x)r )
d
2 (∣x∣ + R̃
R̃
)k−1 ,
and finally if S ≥ ∣x∣ +R, then directly ∥∇v∥L2(BS(x)) ≤ C(S/R)k−1. Using these
gives
∥∇v∥2L2(Φx,r) ≤ C ∫ ∞
r
(S
r
)d exp(−cS2
r2
)⨏
BS(x) ∣∇v(y)∣2 dy dSS
≤ C (X (x) ∨ r
r
)d (∣x∣ + R̃
R̃
)2(k−1)∫ ∣x∣+R̃
r
(S2
r2
) d2 exp(−cS2
r2
) dS
S
+C ( r
R̃
)k−1∫ ∞∣x∣+R̃ (Sr )d+k−1 exp(−cS2r2 ) dSS
≤ C (X (x) ∨ r
r
)d (∣x∣ + R̃
R̃
)2(k−1) .
We deduce that
⨏
Bθ−nR̃ ∥∇v∥2L2(Φx,r) (Hr(x))2 dx
≤ ⨏
Bθ−nR̃ (R̃ + ∣x∣R̃ )
2(k−1) (1 + 1{r≤X (x)} (X (x)
r
)d)(Hr(x))2 dx
≤ Cθ−2n(k−1)⨏
Bθ−nR̃ (1 + 1{r≤X (x)} (X (x)r )
d)(Hr(x))2 dx ,
which completes the proof of (8.26).
Step 3. We next estimate the term in (8.26). The claim is that there exists
C(α, s, k, d,Λ) <∞ such that
(8.27) (1 + 1{r≤X (x)} (X (x)
r
)d)(Hr(x))2
= max{O sα
d+2α (Cr−(d+2α)) ,Os/2(Cr−2α)} .
First, note that (8.17) gives that(Hr(x))2 = Os/2(Cr−2α).
Moreover, since sα < d, we have for large enough C that
(8.28) 1{r≤X (x)} (X (x)
r
)d ≤ (X (x)
r
)d = Osα/d (Cr−d) .
By Remark 2.2, applied with s1 = s2 , s2 = sαd , θ1 = Cr−2α and θ2 = Cr−d, we
therefore obtain
1{r≤X (x)} (X (x)
r
)d (Hr(x))2 = O sα
d+2α (Cr−(d+2α)) .
This proves (8.27).
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Step 4. We complete the proof. Combining (8.24), (8.26) and (8.27), we get
by Lemma 2.3 that
H ≤ C ∞∑
n=0(θ−n)−k+ 12 (⨏Bθ−nR ∥∇v∥2L2(Φx,r) (Hr(x))2 dx)
1
2
≤ C ∞∑
n=0(θ−n)−k+ 12 (θ−2n(k−1)⨏Bθ−nR (1 + 1{r≤X (x)} (X (x)r )
d)(Hr(x))2 dx) 12
≤ max{O sα
d+2α (C ∞∑
n=0 θ
n
2 r−(d+2α)) ,Os/2 (C ∞∑
n=0 θ
n
2 r−2α)} 12
= max{O sα
d+2α (Cr−(d+2α)) ,Os/2(Cr−2α)} 12 .
This combined with the result of Step 1 yields (8.21) and completes the proof
by the discussion in the beginning of the proof. 
The previous lemma says that every element of v ∈ Ak has spatial averages
which are closely tracked by some element h ∈ Ak. Our goal is to obtain more
information about the h which tracks the maximizer of Jk(0,R, p, q) in terms
of p and q. This is accompished in the following lemma.
Lemma 8.7. There exist C(s,α, d,Λ) <∞ such that, for every r0 ≤ r ≤ R/√2
and p, q ∈ Ak(ΦR), we have
(8.29) ∥(∇u(0,R, p, q))Φ⋅,r −∇(q − p)∥2L2(Φ√
R2−r2) = Os/2 (Cr−2α) .
Proof. Fix r0 ≤ r ≤ R/√2, p, q ∈ Ak(ΦR), and denote
u ∶= u(⋅,0,R, p, q).
Applying Lemma 8.6, we may select h ∈ Ak such that
(8.30) ∥(∇u −∇h)Φ⋅,r∥L2(Φ√
R2−r2) = Os (Cr−α) .
Here we also applied the mean-value property in the form∇h(x) = (∇h)Φx,r .
We apply Lemma 8.2, using Fi ≡ aij∂j(u − h), q ≡ ∂iq′, and r = 12R, together
with (8.30) to obtain
∣∫
ΦR
(∇u −∇h) ⋅ a∇q′(x)dx∣ ≤ Os (CR−α) .
On the other hand, applying Lemma 8.4 yields
∣∫
ΦR
(∇(q − p)(x) −∇u(x)) ⋅ a∇q′(x)dx∣ ≤ Os (CR−α) .
The previous two displays give
∣∫
ΦR
(∇(q − p)(x) −∇h(x)) ⋅ a∇q′(x)dx∣ ≤ Os (CR−α) .
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Taking q′ ∶= ∥∇h −∇(q − p)∥−1L2(ΦR) (h − (q − p)) yields∥∇h −∇(q − p)∥L2(ΦR) ≤ Os (CR−α) .
The triangle inequality and the mean-value property of a-harmonic functions
thus yield ∥(∇u)Φ⋅,r −∇(q − p)∥L2(Φ√
R2−r2) = Os (Cr−α) ,
which finishes the proof after squaring the previous display. 
8.2. Comparing maximizers on different scales. The goal of this subsec-
tion is to compare maximizers of Jk on different scales and thereby improve
the additivity statement. This is accomplished by combining three ingredients:
(i) Lemma 8.7, above; (ii) the fact that spatial averages of the gradient of a
function controls the oscillation of the function itself (the multiscale Poincare´
inequality, Lemma 3.4); and (iii) the fact that the oscillation of an element
of A controls the L2 norm of its gradient, by the regularity theory (precisely,
Proposition 3.1 with k = 0).
Lemma 8.8. There exists a constant C(s,α, k, d,Λ) <∞ such that, for every
r0 ≤ r ≤ R/√2 and p, q ∈ Ak(ΦR),
(8.31) ∫
Φ√
R2−r2
(∫
Φx,r
∣∇u(y,0,R, p, q) −∇u(y, x, r, p, q)∣2 dy) dx
= Os/2 (Cr−2α) .
Proof. For convenience, we fix r0 ≤ r ≤ R/√2 and denote
u ∶= u(⋅,0,R, p, q) and ux,r ∶= u(⋅, x, r, p, q).
We then note that the left side of (8.31) is almost surely bounded by a constant
C(d,Λ). Therefore, as in the proof of Lemma 8.6 we may restrict ourselves to
the event {X (0) ≤ √R2 − r2}. Indeed, otherwise we have that
(8.32) 1{X (0)>√R2−r2}∫Φ√
R2−r2
(∫
Φx,r
∣∇u(y) −∇ux,r(y)∣2 dy) dx
≤ C1{X (0)>√R2−r2} ≤ Osα/d (Cr−d) .
We split the difference u − ux,r as
u − ux,r = (u − ux,r)1{X (x)≤r} + (u − ux,r)1{X (x)>r} =∶ vx,r + ṽx,r.
Most of the proof therefore concerns the estimate for vx,r, with the estimate
for ṽx,r coming in the final step, where we show that the error is the same as
in (8.32). Denote
wx,r(y, t) ∶= ∫
Φy,
√
t
vx,r(z)dz,
which is the solution of the parabolic equation⎧⎪⎪⎨⎪⎪⎩
∂twx,r −∇ ⋅ (a∇wx,r) = 0 in Rd × (0,∞),
wx,r = vx,r on Rd × {0}.
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Step 1. We show that
(8.33) ∥∇vx,r∥Φx,r ≤ C ∥∇wx,r(⋅, (cr)2)∥Φ
x,
√
r2−(cr)2
According to Lemma 3.5, applied with c = σ0,
(8.34) ∫
Ψx,r
∣vx,r(y)∣2 dy ≤ Cr−d∫
Br/θ(x) ∣wx,r(y, (cr)2)∣2 dy .
Subtracting a constant in the definition of vx,r so that wx,r(y, (cr)2) has zero
average in Br/θ(x) we get by the Poincare´ inequality that
r−d∫
Br/θ(x) ∣wx,r(y, (cr)2)∣2 dy ≤ Cr2∫Φ
x,
√
r2−(cr)2
∣∇wx,r(y, (cr)2)∣2 dy .
On the other hand, by the Caccioppoli estimate we have
∥∇vx,r∥2Φx,r ≤ Cr2 ∫Ψx,r ∣vx,r(y)∣2 dy .
Thus (8.33) follows by (8.34) and the previous two displays.
Step 2. We show that
(8.35) ∫
Φ√
R2−r2 ∫Φx,√r2−(cr)2 ∣∇wx,r(y, (cr)2)∣2 dy dx ≤ Os/2 (Cr−2α) .
The triangle inequality yields
∣∇wx,r(y, (cr)2)∣ ≤ ∣∇(q − p)(y) −∇(∫
Φy,cr
u(z)dz)∣
+ ∣∇(q − p)(y) −∇(∫
Φy,cr
ux,r(z)dz)∣ .
Squaring this, integrating with respect to Φx,
√
r2−(cr)2 and applying Lemma 8.7
gives
∫
Φ
x,
√
r2−(cr)2
∣∇wx,r(y, (cr)2)∣2 dy
≤ ∫
Φ
x,
√
r2−(cr)2
∣∇(q − p)(y) −∇(∫
Φy,cr
u(z)dz)∣ dy +Os/2 (Cr−2α) .
Integrating the result with respect to Φ√R2−r2 , using the semigroup property
for the heat kernels, and applying Lemma 8.7 once more, we obtain (8.35).
Step 3. The conclusion. Combining the results of Steps 1 and 2 yields
∫
Φ√
R2−r2 ∫Φx,r ∣∇vx,r(y)∣2 dy dx ≤ C ∫Φ√R2−r2 ∫Φx,√r2−cr2 ∣∇wx,r(y, cr2)∣2 dy dx≤ Os/2 (Cr−2α) .
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We now give the estimate for ṽx,r. Following the Step 2 in the proof of Lemma 8.6
1{X (0)≤√R2−r2}∫Φ√
R2−r2
1{X (x)>r}∫
Φx,r
∣∇u(y)∣2 dy dx
≤ C ∫
Φ√
R2−r2
1{X (x)>r} (X (x) ∨ r
r
)d dx
and hence by (8.28), using the assumption sα < d, we have
1{X (0)≤√R2−r2}∫Φ√
R2−r2 ∫Φx,r ∣∇ṽx,r(y)∣2 dy dx(8.36)
≤ C ∫
Φ√
R2−r2
1{X (x)>r} (1 + (X (x) ∨ r
r
)d) dx
= Osα/d (Cr−d) .
Therefore the left side of (8.36) produces the same error as in (8.32), and it can
be estimated similarly. 
We next demonstrate an improvement of additivity and give the proof of
Proposition 5.7, up to the identification of θ in the assumption (which is
accomplished in the next subsection).
Lemma 8.9. For each ε > 0 and α ∈ (0, ds − ε], there exists η(ε, s, d,Λ) > 0 such
that Addk(s,α + η) holds. Moreover, if we suppose in addition that θ ∈ (0, α] is
such that, for every z ∈ Rd, r ≥ r0 and p, q ∈ Ak(Φz,r),
(8.37) ∥∇Lk,z,rq −∇q∥L2(Φz,r) + ∥∇L∗k,z,rp −∇p∥L2(Φz,r) ≤ Cr−θ,
then Addk ( sαα+θ , α + θ) holds.
Proof. We begin with the argument for the second statement. Fix r0 ≤ r ≤ R/√2.
To shorten the notation, we denote, for each x ∈ Rd,
u ∶= u(⋅,0,R, p, q) and ux,r ∶= u(⋅, x, r, p, q).
By Lemma 4.15 and the assumption (8.37), we have, for each x ∈ Rd,
(8.38) ∣I(x, r, p, q) −J (u,x, r, p, q)∣≤ C ∥∇u −∇ux,r∥2L2(Φx,r) +Cr−θ ∥∇u −∇ux,r∥L2(Φx,r) .
Therefore
∣I(0,R, p, q) − ∫
Φ√
R2−r2
I(⋅, r, p, q)∣
= ∣∫
Φ√
R2−r2
(J (u,x, r, p, q) − I(x, r, p, q)) dx∣
≤ ∫
Φ√
R2−r2
∣J (∇u,x, r, p, q) − I(x, r, p, q)∣ dx
≤ ∫
Φ√
R2−r2
(C ∥∇u −∇ux,r∥2L2(Φx,r) +Cr−θ ∥∇u −∇ux,r∥L2(Φx,r)) dx.
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By Lemma 8.8,
∫
Φ√
R2−r2
∥∇u −∇ux,r∥2L2(Φx,r) dx ≤ Os/2 (Cr−2α) .
Since the left side is bounded almost surely, we also obtain
∫
Φ√
R2−r2
∥∇u −∇ux,r∥2L2(Φx,r) dx ≤ O sαα+θ (Cr−(α+θ)) .
Lemma 8.8 also gives that
∫
Φ√
R2−r2
r−θ ∥∇u −∇ux,r∥L2(Φx,r) dx ≤ Os (Cr−(α+θ)) .
Combining these, we obtain that
(8.39) ∣I(0,R, p, q) − ∫
Φ√
R2−r2
I(⋅, r, p, q)∣ ≤ O sα
α+θ (Cr−(α+θ)) .
We can remove the restriction r ≤ R/√2 and obtain the same estimate for any
r0 ≤ r < R by the triangle inequality and the semigroup property of the heat
kernel. This completes the proof of Addk( sαα+θ , α + θ).
We turn to the proof of the first statement. According to Corollary 4.12, we
have the assumption (8.37) for some θ0(d,Λ) > 0. By Proposition 4.6, we have,
for every t ∈ (0, d) and some exponent ε0(d,Λ) > 0, the P-almost sure bound
∣∫
Φ√
R2−r2
(I(0,R, p, q) − I(x, r, p, q))1{Yt(x)≤r} dx∣1{Yt≤R} ≤ Cr−ε0(d−t).
By boundedness and Remark 2.1, we have
∣I(0,R, p, q) − ∫
Φ√
R2−r2
I(x, r, p, q)∣1{Yt≥R}
≤ C1{Yt≥R} ≤ C (YtR )t/s ≤ Os (CR−t/s)
and, similarly,
∫
Φ√
R2−r2
(∣I(x, r, p, q)∣ + ∣I(0,R, p, q)∣)1{Yt(x)≥r} dx1Yt≤R ≤ Os (Cr−t/s) .
Combining these with (8.39) by the triangle inequality, and using that sα ≤ d−ε
which allows us to take t ∶= 12(d + sα) = d − 12ε, which satisfies
1
2
t − α = 1
2
(d − t) = 1
2
(d
2
− α) and t
s
= 1
2
(α + d
s
) ≥ α + ε
2s
,
we obtain ∣I(0,R, p, q) − ∫
Φ√
R2−r2
I(⋅, r, p, q)∣ = Os (Cr−(α+η))
for the explicit exponent
η ∶= ε( ε0θ0
2(ds + θ0) ∧ 12s) .
We have proved Addk(s,α + η) for η(ε, s, d,Λ) > 0, as desired. 
THE ADDITIVE STRUCTURE OF ELLIPTIC HOMOGENIZATION 67
8.3. Two-scale expansion of maximizers of Jk. In this subsection, we
establish a quantitative two-scale expansion for the maximizers of Jk in terms
of the first-order correctors. This is needed to identify an explicit exponent θ in
the hypothesis of Lemma 8.9 and thereby complete the proof of Proposition 5.7.
The first step is to match the correctors to the functions u(⋅, x, r, p, q) for
p, q ∈ A1. In fact, even though the existence of the correctors is classical, we
actually just construct the correctors from the latter. Recall the definition of
L2pot around (2.10).
Lemma 8.10. Suppose that s ≤ 2 and α ≤ d2 . There exists a linear map
ξ ↦ ∇φ(1)(⋅, ξ) from Rd to L2pot such that, up to an additive constant, every
element of A1 has the form
x↦ φ(1)(x, ξ) ∶= ξ ⋅ x + φ(1)(x, ξ)
and there exist ε(d,Λ) > 0 and C(d,Λ) <∞ such that
(8.40) sup
r≥1 supξ∈B1 ∥∇φ(1)(⋅, ξ)∥L2(Br) = O2+ε(C).
Finally, there exists C(s,α, k, d,Λ) <∞ such that, for every t ∈ [s,2 + ε), z ∈ Rd,
r ≥ r0 and p, q ∈ A1(Φx,r), we have
(8.41) ∫
Φz,r
∣∇u(x, z, r, p, q) −∇φ(1)(x,∇q −∇p)∣2 dx ≤ Ot/2 (Cr− 2sαt ) .
In particular, for every t ∈ [s,2 + ε), ξ ∈ B1, z ∈ Rd and r ≥ 1,
(8.42) ∣∫
Φz,r
∇φ(1)(x, ξ)dx∣ = Ot (Cr− sαt ) .
Proof. In this proof, we let X = Xγ = Oγ(C), γ ∈ [sα, d), be as in Proposition 3.1,
where the parameter γ will be chosen in Step 6 below, and we let X (z) be its
Zd-stationary extension (that is, X (x) = τxX ).
Step 1. We define a candidate for the corrector field. According to Lemmas 8.7
and 3.5, we have that, for every z ∈ Rd and R ≥ r0,
(8.43) ∫
Φz,R
∣∇u(x, z,R, p, q) −∇u(x, z,2R,p, q)∣2 dx = Os/2 (CR−2α) .
Indeed, we have that, for r0 ≤ r ≤ R/√2,
∫
Φ
z,
√
R2−r2
∣∫
Φx,r
(∇u(y, z,R, p, q) −∇u(y, z,2R,p, q)) dy∣2 dx
≤ ∫
Φ
z,
√
R2−r2
∣∇(q − p)(x) − ∫
Φx,r
∇u(y, z,R, p, q)dy∣2 dx
+ ∫
Φ
z,
√
R2−r2
∣∇(q − p)(x) − ∫
Φx,r
∇u(y, z,2R,p, q)dy∣2 dx
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and then using
∫
Φ
z,
√
R2−r2
∣∇(q − p)(x) − ∫
Φx,r
∇u(y, z,2R,p, q)dy∣2 dx
≤ C ∫
Φ
z,
√(2R)2−r2
∣∇(q − p)(x) − ∫
Φx,r
∇u(y, z,2R,p, q)dy∣2 dx,
we may apply Lemma 8.7 to get
∫
Φ
z,
√
R2−r2
∣∫
Φx,r
(∇u(y, z,R, p, q) −∇u(y, z,2R,p, q)) dy∣2 dx = Os/2 (Cr−2α) .
We then take r = R/√2 and apply Lemma 3.5, the Poincare´ and Caccioppoli
inequalities to get (8.43). Using now the Lipschitz estimate (Proposition 3.1),
we obtain, for every z ∈ Rd and r ≤ R,
(8.44) 1{X (z)≤r}∫
Φz,r
∣∇u(x, z,R, p, q) −∇u(x, z,2R,p, q)∣2 dx = Os/2 (CR−2α) .
By Remark 2.1 and (4.7), we also have, for every t ≥ s,
(8.45) 1{X (z)≤r}∫
Φz,r
∣∇u(x, z,R, p, q) −∇u(x, z,2R,p, q)∣2 dx
= Ot/2 (CR− 2sαt ) .
Summing (8.45) over a dyadic sequence of scales, we obtain, almost surely with
respect to P, the existence of wz,r ∈ A1 such that, for every t ≥ s and r ≤ R,
(8.46) 1{X (z)≤r}∫
Φz,r
∣∇u(x, z,R, p, q) −∇wz,r(x)∣2 dx ≤ Ot/2 (CR− 2sαt ) .
It is clear from the construction that for X ≤ r ≤ R, the gradients of wz,r and
wz,R are the same. On the event r < X , we may pick an arbitrary R ≥ X and
redefine ∇wz,r to be ∇wz,R, without affecting (8.46). This modification does
not depend on the choice of R, and ensures that ∇wz,r = ∇wz,R for arbitrary
r,R ≥ r0. We may then make wz = wz,r itself independent of r by choosing the
additive constant so that
(8.47) (wz − (q − p))Φ1 = 0.
Moreover, by the construction we get that, for every z ∈ Zd,
(8.48) ∇wz(⋅ + z) and ∇w0(⋅) have the same law.
Step 2. We show that, for all z ∈ Rd and r ≥ ∣z∣, we have
(8.49) 1{X (0)∨X (z)≤σr}⨏
Br
∣∇wz(x) −∇w0(x)∣2 dx ≤ Os/2 (Cr−2α) .
By the Caccioppoli inequality,
⨏
Br
∣∇wz(x) −∇w0(x)∣2 dx ≤ Cr−2 inf
a∈R⨏B2r ∣wz(x) −w0(x) − a∣2 dx.
Using Lemma 3.5,
(8.50) ∥w0 −wz − a∥L2(Ψr) ≤ C ⨏
Br/θ ∣∫Φy,σr (w0 −wz − a) (x)dx∣2 dy.
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Choosing
a ∶= ⨏
Br/θ (∫Φy,σr (w0 −wz) (x)dx) dy
and applying the Poincare´ inequality, Lemma 8.7, (8.46) and the triangle
inequality, we find that, for r ≥ ∣z∣ such that X (0) ∨X (z) ≤ σr,
⨏
Br/θ ∣∫Φy,σr (w0 −wz − a) (x)dx∣2 dy(8.51) ≤ Cr2⨏
Br/θ ∣∫Φy,σr (∇w0 −∇wz) (x)dx∣2 dy≤ Cr2∫
Φ√
r2−(σr)2
∣∫
Φy,σr
(∇w0 −∇wz) (x)dx∣2 dy
≤ Os/2 (Cr2−2α) .
Let us give more details on the last inequality claimed in the display above. We
have,
∫
Φ√
r2−(σr)2
∣∫
Φy,σr
(∇w0 −∇wz) (x)dx∣2 dy
≤ ∫
Φ√
r2−(σr)2
∣∇(q − p)(x) − ∫
Φy,σr
∇w0(x)dx∣2 dy
+ ∫
Φ√
r2−(σr)2
∣∇(q − p)(x) − ∫
Φy,σr
∇wz(x)dx∣2 dy
and, since z ∈ Br, we get, in the case X (0) ∨X (z) ≤ σr,
∫
Φ√
r2−(σr)2
∣∇(q − p)(x) − ∫
Φy,σr
∇wz(x)dx∣2 dy
≤ C ∫
Φ
z,
√(Cr)2−(σr)2
∣∇(q − p)(x) − ∫
Φy,σr
∇wz(x)dx∣2 dy.
Now using the triangle inequality, (8.46) and Lemma 8.7, the previous two
displays yield, for ∣z∣ ≤ r,
1{X (0)∨X (z)≤r}∫
Φ√
r2−(σr)2
∣∫
Φy,σr
(∇w0 −∇wz) (x)dx∣2 dy ≤ Os/2 (Cr−2α) ,
as claimed. Combining (8.51) and (8.50) yields (8.49).
Step 3. We complete the construction of φ(1). We first notice that
(8.52) P [∀z ∈ Rd, ∇wz = ∇w0] = 1.
Indeed, this follows from the previous step after sending r →∞ and applying
the regularity estimate, which gives, for every y ∈ Zd and r ≥ X (y) +C,
⨏
B√
d
(y) ∣∇wz(x) −∇w0(x)∣2 dx ≤ CX (y)d/2⨏Br(y) ∣∇wz(x) −∇w0(x)∣2 dx→ 0 as r →∞.
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Since we have X (y) < ∞, for every y ∈ Zd, P-almost surely, we obtain (8.52).
We may drop dependence on z and write w = wz, which is defined uniquely up
to an additive constant. Moreover, it follows from (8.48) that ∇w is a stationary
field. That is, we have ∇w ∈ L2pot.
Step 4. We next claim that, if we display the dependence w on p, q ∈ A1 by
writing w(⋅, p, q), then, for every p, q, p′, q′ ∈ A1 such that ∇(q − p) = ∇(q′ − p′),
we have ∇w(⋅, p, q) = ∇w(⋅, p′, q′).
Indeed, this is immediate from the argument in Steps 2 and 3. We simply
compare w(⋅, p, q) and w(⋅, p′, q′) in the same way we previously compared wz
and w0. The main point is that the gradients of these functions have the same
spatial averages, up to Os(Cr−α).
This allows us to write ∇w(⋅, p, q) = ∇w(⋅, q−p) = w(⋅, ξ), after identifying Rd
with A1. We now define, for each ξ ∈ Rd,
φ(1)(x, ξ) ∶= w(x, ξ) − ξ ⋅ x.
We have that ∇φ(1)(⋅, ξ) = ∇w(⋅, ξ) − ξ ∈ L2pot.
Step 5. We prove (8.40). Observe that, by the ergodic theorem, for each
ξ ∈ Rd,
lim
R→∞R−1 ∥φ(1)(⋅, ξ)∥L2(BR) = ∣ξ∣ .
Therefore the Lipschitz estimate (Proposition 3.1(iii) with k = 0) gives
(8.53) ∥∇φ(1)(⋅, ξ)∥
L2(BX ) ≤ C ∣ξ∣
and from this we get∥∇φ(1)(⋅, ξ)∥
L2(B1) ≤ ∣ξ∣ + ∥∇φ(1)(⋅, ξ)∥L2(B1)(8.54) ≤ ∣ξ∣ +X d2 ∥∇φ(1)(⋅, ξ)∥
L2(BX )≤ C ∣ξ∣ (1 +X d2 ) .
Thus for every s′ < 2, there exists C(s′, d,Λ) <∞ such that
(8.55) sup
ξ∈B1 ∥∇φ(1)(⋅, ξ)∥L2(B1) = Os′(C).
Actually, we can do slightly better in the second line of (8.54) by using Meyers’
estimate rather than give up the full volume factor. Indeed, by Meyers’ and
Ho¨lder’s inequalities, there exists ε(d,Λ) > 0 such that, for every ξ ∈ B1,
∥∇φ(1)(⋅, ξ)∥
L2(B1) ≤ (X d2 ) 22+ε ∥∇φ(1)(⋅, ξ)∥L2+ε(BX /2) ≤ X d2+ε ∥∇φ(1)(⋅, ξ)∥L2(BX ) .
This gives us the following slight improvement of (8.55): for some ε(d,Λ) > 0
and C(d,Λ) <∞,
sup
ξ∈B1 ∥∇φ(1)(⋅, ξ)∥L2(B1) = O2+ε(C).
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The same argument gives, for some ε(d,Λ) > 0 and C(d,Λ) <∞,
(8.56) sup
r≥1 supξ∈B1 ∥∇φ(1)(⋅, ξ)∥L2(Br) = O2+ε(C).
This completes the proof of (8.40).
Step 6. The conclusion. We have left to prove the estimates (8.41) and (8.42).
To obtain (8.41), we observe that (8.46) implies, for every t ≥ s,
(8.57) 1{X (z)≤r}∫
Φz,r
∣∇u(x, z, r, p, q) −∇φ(1)(x, q − p)∣2 dx = Ot/2 (Cr− 2sαt ) .
By (8.53), using Meyers’ estimate as in the previous step, gives
1{X (z)≥r}∫
Φz,r
∣∇φ(1)(x, q − p)∣2 dx ≤ C1{X (z)≥r} (X (z)
r
) 2d2+ε .
Since we have that, for all σ > 0 and γ ∈ [αs, d),
1{X (z)≥r} ≤ Oγ/σ (Cr−σγ) and (X (z)
r
) 2d2+ε ≤ O γ(2+ε)
2d
(Cr− 2d2+ε) ,
Remark 2.2 implies that
1{X (z)≥r} (X (z)
r
) 2d2+ε ≤ O γ(2+ε)
2d+σ(2+ε) (Cr− 2d2+ε−σγ) .
For every t ∈ [s,2 + ε) and sα < d we may choose σ and γ as above so that
σ = 2γ
t
− 2d
2 + ε and 2d2 + ε + σγ ≥ 2αst .
The previous displays yield, for every t ∈ [s,2 + ε),
1{X (z)≥r}∫
Φz,r
∣∇φ(1)(x, q − p)∣2 dx = Ot/2 (Cr− 2sαt ) .
We also have, by (4.7) and sα < d that, for every t ∈ [s,2 + ε),
1{X (z)≥r}∫
Φz,r
∣∇u(x, z, r, p, q)∣2 dx ≤ C1{X (z)≥r} ≤ Ot/2 (Cr− 2sαt ) .
From the previous two displays, (8.57) and the triangle inequality, we get (8.41).
We then obtain (8.42) from (8.41), Lemma 8.7 and the triangle inequality. This
completes the proof of the lemma. 
We next extend (8.42) to general p, q ∈ Ak. Define, for each p ∈ Ak,
φ(1)(x, p) ∶= p(x) + φ(1) (x,∇p(x)) ,
which is defined up to an arbitrary additive constant. Note that φ(1)(⋅, p) is
not, in general, an element of A unless p ∈ A1.
Remark 8.11. We next record the observation that, for every p, p′, q ∈ Ak(Φz,r),
∣E [J (φ(1)(⋅, p′), z, r, p, q)] − ∫
Φz,r
(1
2
∇p′ ⋅ a∇p′ −∇p′ ⋅ a∇p +∇p′ ⋅ a∇q)∣
≤ C exp (−cr) .
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Indeed, if we were working with Rd-stationarity rather than Zd-stationarity,
this could be obtained by putting the expectation inside the integral and using
the stationarity of the first-order correctors. To make this argument work with
Zd-stationarity is an exercise that we leave to the reader.
Lemma 8.12. Suppose s ≤ 2. Then for each β ∈ (0, α∧1), there exists a constant
C(β, s,α, k, d,Λ) <∞ such that, for every z ∈ Rd, r ≥ r0 and p, q ∈ Ak(Φz,r),
(8.58) ∫
Φz,r
∣∇u(x, z, r, p, q) −∇φ(1)(x, q − p)∣2 dx ≤ Os/2 (Cr−2β) .
Proof. The argument starts from the assumption that, for some l ∈ {2, . . . , k}
and γ ∈ [0, α ∧ 1), the following two statements hold:(i)l−1 For every β ∈ (0,1), there exists C(β, s,α, k, d,Λ) < ∞ such that, for
every y ∈ Rd, R ≥ 2 and p, q ∈ Al−1(Φy,R),
∫
Φy,R
∣∇u(x, y,R, p, q) −∇φ(1)(x, q − p)∣2 dx ≤ Os/2 (CR−2β) .
(ii)l,γ There exists C(s,α, k, d,Λ) <∞ such that, for every y ∈ Rd, R ≥ 2 and
p, q ∈ Al(Φy,R),
∫
Φy,R
∣∇u(x, y,R, p, q) −∇φ(1)(x, q − p)∣2 dx ≤ Os/2 (CR−2γ) .
The goal is then to show that we can improve the exponent γ in (ii)l,γ. Once
this is accomplished, an easy induction argument will complete the proof.
Step 1. We improve the exponent γ ∈ [0, α ∧ 1) in (ii)l,γ. The claim is that,
for some c(γ,α) > 0, (i)l−1 and (ii)l,γ Ô⇒ (ii)l,γ+c.
(We will take y = 0 for clarity.) Fix R ≥ 2 and select p, q ∈ Al(ΦR). Owing to
the assumption of (i)l−1 and the linearity of the maps (p, q)↦ ∇u(⋅,0,R, p, q)
and (p, q)↦ ∇φ(1)(x, q − p), it suffices to consider the case that
(8.59) ∇l−1 (q − p) (0) = ⋯ = ∇ (q − p) (0) = (q − p)(0) = 0.
Observe that this implies, for every x, y ∈ Rd,∇(q − p)(y) = ∇(q − p)(y − x) +∇(Qx − Px)(y)
where Px and Qx are the polynomials of degree l − 1 defined by
Px(y) ∶= l−1∑
n=0
1
n!
∇np(x)(y − x)⊗n and Qx(y) ∶= l−1∑
n=0
1
n!
∇nq(x)(y − x)⊗n.
We fix a mesoscale r ∈ [1,R) to be selected below. We have, by linearity and
the triangle inequality,
∫
Φx,r
∣∇u(y, x, r, p, q) −∇φ(1)(y, q − p)∣2 dy
≤ 2∫
Φx,r
∣∇u(y, x, r, τxp, τxq) −∇φ(1)(y, τx(q − p))∣2 dy
+ 2∫
Φx,r
∣∇u(y, x, r,Px,Qx) −∇φ(1)(y,Qx − Px)∣2 dy.
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By the induction hypothesis (ii)l and the fact that our normalization implies
(∥∇τxp∥2L2(Φx,r) + ∥∇τxq∥2L2(Φx,r)) = (∥∇p∥2L2(Φr) + ∥∇q∥2L2(Φr)) ≤ C ( rR)2(l−1) ,
we get
∫
Φx,r
∣∇u(y, x, r, τxp, τxq) −∇φ(1)(y, τx(q − p))∣2 dy ≤ Os/2 (Cr−2γ ( r
R
)2(l−1)) .
By the induction hypothesis (ii)l−1 and the fact that(∥∇Px∥2L2(Φx,r) + ∥∇Qx∥2L2(Φx,r)) ≤ C,
we get, for a fixed β ∈ (0, α ∧ 1) to be selected below,
∫
Φx,r
∣∇u(y, x, r,Px,Qx) −∇φ(1)(y,Qx − Px)∣2 dy ≤ Os/2 (Cr−2β) .
Therefore we obtain
∫
Φx,r
∣∇u(y, x, r, p, q) −∇φ(1)(y, q − p)∣2 dy
≤ Os/2 (Cr−2γ ( r
R
)2(l−1)) +Os/2 (Cr−2β) .
Using Lemma 8.8 and the triangle inequality again, we obtain
∫
ΦR
∣∇u(x,0,R, p, q) −∇φ(1)(x, q − p)∣2 dx
= ∫
Φ√
R2−r2 ∫Φy,r ∣∇u(x,0,R, p, q) −∇φ(1)(x, q − p)∣2 dxdy≤ 2∫
Φ√
R2−r2 ∫Φy,r ∣∇u(x,0,R, p, q) −∇u(x, y, r, p, q)∣2 dxdy+ 2∫
Φ√
R2−r2 ∫Φy,r ∣∇u(x, y, r, p, q) −∇φ(1)(x, q − p)∣2 dxdy≤ Os/2 (Cr−2α) +Os/2 (Cr−2γ ( r
R
)2(l−1)) +Os/2 (Cr−2β)
≤ Os/2 (Cr−2γ ( r
R
)2(l−1)) +Os/2 (Cr−2β) .
Note that l ≥ 2. Optimizing the choice of r yields
∫
ΦR
∣∇u(x,0,R, p, q) −∇φ(1)(x, q − p)∣2 dx ≤ Os/2 (CR−2θ) ,
where
θ ∶= (l − 1)β
β − γ + (l − 1) .
We have shown that (ii)l,θ holds. In view of the fact that (l − 1) ≥ 1 > β, it is
easy to check that, for some c(γ, β,α) > 0,
0 ≤ γ < β Ô⇒ θ ≥ γ + c.
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Since we are free to choose any β ∈ (0,1), this implies that
0 ≤ γ < 1 Ô⇒ θ ≥ γ + c.
This completes the proof of the claim.
Step 2. The conclusion. Iterating Step 1 gives us that, for each ε > 0 and
l ∈ {2, . . . , k}, (i)l−1 and (ii)l,0 Ô⇒ (i)l.
Lemma 8.10, in particular (8.41), gives that (i)1 holds. It is clear that (ii)l,0 holds
for every l ∈ {2, . . . , k} by (8.40) and the boundedness of ∥∇u(⋅, z, r, p, q)∥L2(Φz,r)
(see (4.3) and (4.6)). We therefore obtain by induction that (i)k holds. This
completes the argument. 
The previous two lemmas allow us to estimate the difference between Lz,r
(resp., L∗z,r) and the identity. Since we obtain a better estimate in the case
k = 1, we separate the statements for k = 1 and k > 1 into the following two
lemmas.
Lemma 8.13. Assume that s ≤ 2 and α ≤ d2 . There exists C(s,α, d,Λ) < ∞
such that, for every z ∈ Rd, r ≥ r0 and p, q ∈ A1(Φz,r),
(8.60) ∣E [J1(z, r, p, q)] − ∫
Φz,r
1
2
∇(q − p) ⋅ a∇(q − p)∣ ≤ Cr−2α
and
(8.61) ∥∇L1,z,rq −∇q∥L2(Φz,r) + ∥∇L∗1,z,rp −∇p∥L2(Φz,r) ≤ Cr−2α.
Proof. According to (4.5) and Lemma 8.10, we have, for every z ∈ Rd, r ≥ r0
and p, q ∈ A1(Φz,r),
(8.62) J1(z, r,L∗1,z,rp,L1,z,rq) −J (φ(1)(⋅,∇q −∇p), z, r,L∗1,z,rp,L1,z,rq)= Os/2 (Cr−2α) .
Identifying p and q with elements of Rd as usual and taking expectations, using
Remark 8.11, yields
∣E [J1(z, r,0, L1,z,rq)] − 1
2
q ⋅ aq +L1,z,rq ⋅ aq∣ ≤ Cr−2α.
Comparing this with (4.22), we get∣q ⋅ aq − q ⋅ aL1,z,rq∣ ≤ Cr−2α.
By the symmetry of L1,z,r (Lemma 4.10), this yields the desired estimate (8.61)
for L1,z,r. Obtaining the same estimate for L∗z,r is accomplished by a very
similar argument. Returning to (8.62), taking expectations and using (8.61)
yields (8.60). 
The previous lemma is all that is needed to complete the proof of Proposi-
tion 5.7 in the case k = 1. For more general k ∈ N, obtaining a similar statement
requires some more work, since φ(1)(⋅, p) is not an element of A, in general, for
p ∈ Ak with k > 1.
THE ADDITIVE STRUCTURE OF ELLIPTIC HOMOGENIZATION 75
Lemma 8.14. Assume that s ≤ 2 and α ≤ d2 . Then for each β ∈ (0, 2αα+1 ∧ 1),
there exists C(β,α, s, k, d,Λ) < ∞ such that, for every z ∈ Rd, r ≥ r0 and
p, q ∈ Ak(ΦR),
(8.63) ∣E [Jk(z, r, p, q)] − ∫
Φz,r
1
2
∇(q − p) ⋅ a∇(q − p)∣ ≤ Cr−β
and
(8.64) ∥∇Lk,z,rq −∇q∥L2(Φz,r) + ∥∇L∗k,z,rp −∇p∥L2(Φz,r) ≤ Cr−β.
Proof. We may assume that α ≤ 1. The proof is a multiscale argument similar
to that of Lemma 8.12.
Step 1. We claim that, for each β ∈ (0, α∧ 1), there exists C(β, s,α, k, d,Λ) <∞ such that, for every z ∈ Rd, r ≥ r0 and p, q ∈ Ak(Φz,r),
(8.65) ∣E [Jk(z, r, p, q)] − ∫
Φz,r
1
2
∇(q − p) ⋅ a∇(q − p)∣ ≤ Cr−β
and
(8.66) ∥∇Lk,z,rq −∇q∥L2(Φz,r) + ∥∇L∗k,z,rp −∇p∥L2(Φz,r) ≤ Cr−β.
The argument is only very slightly different than the proof of the previous
lemma. In what follows, we drop dependence on k. According to (4.5) and
Lemma 8.12, we have, for every z ∈ Rd, r ≥ r0 and p, q ∈ Ak(Φz,r),
J(z, r,L∗z,rp,Lz,rq) −J (φ(1)(⋅,∇q −∇p), z, r,L∗z,rp,Lz,rq) = Os (Cr−β) .
Taking expectations and using Remark 8.11 yields
∣E [J(z, r,0, Lz,rq)] − ∫
Φz,r
(1
2
∇q ⋅ a∇q +∇Lz,rq ⋅ a∇q)∣ ≤ Cr−β.
Comparing this with (4.22), we get
∣∫
Φz,r
(∇q ⋅ a∇q −∇q ⋅ a∇Lz,rq)∣ ≤ Cr−β.
The symmetry of Lz,r by Lemma 4.10 gives the estimate of the first term on
the left of (8.66). The estimate for the second term is similar and from these
we obtain (8.65).
Step 2. We show that, for every β ∈ (0, α), there exists C(β,α, s, k, d,Λ) <∞
such that, for each z ∈ Rd, r ≥ 1 and p, q ∈ A1(Φz,r),
(8.67) ∣E [I(z, r, p, q)] − ∫
Φz,r
1
2
∇(q − p) ⋅ a∇(q − p)∣ ≤ Cr−2β.
Using (8.66), Lemmas 4.15, 8.12, and the fact that φ(1)(⋅, (q − p)) ∈ A1 ⊆ Ak for
every p, q ∈ A1(Φz,r), we find that, for every β < α,∣I(z, r, p, q) −J (φ(1)(⋅, q − p), z, r, p, q)∣ ≤ Os/2 (Cr−2β) .
Taking expectations yields the claim.
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Step 3. We improve the estimate in Step 1 using a multiscale argument. The
claim is that, for every z ∈ Rd, R ≥ 1 and p, q ∈ Ak(Φz,R),
(8.68) ∣E [I(z,R, p, q)] − ∫
Φz,R
1
2
∇(q − p) ⋅ a∇(q − p)∣ ≤ CR−2β/(1+β).
For clarity, we consider only the case z = 0. We fix β ∈ (0, α), R ≥ 2 and
p, q ∈ Ak(ΦR). We choose a mesoscopic scale r ∈ [1, 12R] to be selected below.
For each z ∈ Rd, set pz ∶= piz,r,1p and qz ∶= piz,r,1q (these are the projections
defined in (2.8)). Note that pz, qz ∈ A1. To keep the expressions short, we also
put
Hz ∶= (∥∇p∥L2(Φz,r) + ∥∇q∥L2(Φz,r)) .
Observe that
(8.69) ∥∇p −∇pz∥L2(Φz,r) + ∥∇q −∇qz∥L2(Φz,r) ≤ CHz ( rR) .
According to (4.8), we have,
(8.70) I(z, r, p, q) = I (z, r, pz, qz) + I (z, r, p − pz, q − qz)+ ∫
Φz,r
∇u(x, z, r, pz, qz) ⋅ (a∇L∗z,r(p − pz)(x) − a∇Lz,r(q − qz)(x)) dx.
We want to take the expectation of (8.70). The expectation of the first term
on the right side is given by (8.67):
(8.71) ∣E [I (z, r, pz, qz)] − ∫
Φz,r
1
2
∇(qz − pz) ⋅ a∇(qz − pz)∣ ≤ CH2z r−2β.
The expectation of the second term is given by (8.65):
(8.72) ∣E [I (z, r, p − pz, q − qz)]
− ∫
Φz,r
1
2
∇((q − qz) − (p − pz)) ⋅ a∇((q − qz) − (p − pz))∣
≤ C (∥p − pz∥2L2(Φz,r) + ∥q − qz∥2L2(Φz,r)) r−β ≤ CH2z ( rR)2 r−β.
We turn to the expectation of the third term. By Lemma 8.1 and (8.66),
∣E [∫
Φz,r
∇u(x, z, r, pz, qz) ⋅ (a∇L∗z,r(p − pz)(x) − a∇Lz,r(q − qz)(x)) dx]
(8.73)
−∫
Φz,r
∇(qz − pz) ⋅ a∇ ((p − pz) − (q − qz)) ∣
≤ CH2z ( rR) r−β.
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Finally, we observe that
∫
Φz,r
1
2
∇(q − p) ⋅ a∇(q − p)
= ∫
Φz,r
1
2
∇(qz − pz) ⋅ a∇(qz − pz) + ∫
Φz,r
∇(qz − pz) ⋅ a∇ ((p − pz) − (q − qz))
+ ∫
Φz,r
1
2
∇((q − qz) − (p − pz)) ⋅ a∇((q − qz) − (p − pz)).
By the previous display, (8.70), (8.71), (8.72) and (8.73), we obtain
∣E [I(z, r, p, q)] − ∫
Φz,r
1
2
∇(q − p) ⋅ a∇(q − p)∣ ≤ CH2z (r−2β + ( rR) r−β) .
Integrating with respect to Φ√R2−r2 and applying Lemma 8.9 (noting that
by (8.64) we can take any θ = β), we obtain
∣E [I(0,R, p, q)] − ∫
ΦR
1
2
∇(q − p) ⋅ a∇(q − p)∣ ≤ C (r−2β + ( r
R
) r−β) .
Now we choose r ∶= R1/(1+β) to obtain (8.68).
Step 4. The conclusion. Combining (4.29), (8.66) and (8.68), we obtain
(8.74) ∣E [Jk(z,R, p, q)] − ∫
Φz,R
1
2
∇(q − p) ⋅ a∇(q − p)∣ ≤ CR−2β/(1+β).
This is (8.63). Applying Lemma 4.11 gives (8.64). 
Proof of Proposition 5.7. By Lemma 8.13, the assumption (8.37) of Lemma 8.9
is valid in the case θ = α, k = 1. Similarly, by Lemma 8.14, assumption (8.37)
is valid as well as in the case θ = α ∧ 1, k ∈ N. The conclusion of Lemma 8.9
therefore gives the proposition. 
9. Improvement of localization and gradient-flux duality
In this section we prove Proposition 5.8, which contains two statements
concerning the improvement of Lock(s,α), as well as Proposition 5.9 concerning
the improvement of Dualk(α).
9.1. First improvement of localization. In this subsection, we give the
proof of Proposition 5.8. The main step in the argument is to localize the vector
space Ak itself. That is, given δ > 0 and R≫ 1, we identify a vector space V (δ)k,R
that has the same dimension as Ak, is F(BR1+δ)-measurable and approximatesAk to within a suitable error. The argument crucially relies on the regularity
theory stated in Proposition 3.1.
We assume throughout this subsection that, for fixed k ∈ N, s ∈ (0,∞) and
α ∈ (0, ds),
(9.1) Fluck(s,α) and Dualk(α) hold.
In particular, the lemmas proved in the previous section are applicable. We also
take the same notational convention for X and Y as in the previous section.
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Lemma 9.1. For each δ > 0 and R ≥ 1, there exists a vector space
V
(δ)
k,R ⊆ A (BR1+δ)
such that
(9.2) V
(δ)
k,R is F(BR1+δ)-measurable
and, for each β ∈ (0, α(1 + δ) + δ) ∩ (0, ds), a constant C(β, δ, s, α, k, d,Λ) <∞
such that for every R ≥ (X ∨ Y ∨C),
(9.3) dim (V (δ)k,R) = dim (Ak)
and
(9.4) sup
u∈Ak infv∈V (δ)k,R
∥∇u −∇v∥
L2(Φ(δ)R )∥∇u∥
L2(Φ(δ)R ) = Os (CR−β) .
Proof. Step 1. We begin with the construction of V
(δ)
k,R . We set T ∶= R1+δ and
S ∶= R1+δ−ε̃, with ε̃ > 0 chosen according to
β = α(1 + δ) + δ − (1 + α)ε̃ .
Let nk ∶= dim (Ak) and select a basis {p1, . . . , pnk} of Ak so that p1 ≡ 1 and each
pj with j ≥ 2 satisfies the normalization ∥∇pj∥L2(ΦR) = 1. Set w1 ∶= p1 and, for
each j ∈ {2, . . . , nk}, select wj ∈ A (BT ) to minimize the quantity
[w − pj]2S ∶= ⨏
BS/θ ∣∫Φy,σS (w(x) − pj(x))1BT (x)dx∣
2
dy
among all functions in the class
D(BT ) ∶= {w ∈ A(BT ) ∶ ∥∇w∥L2(BT ) ≤ λ(TR)k−1} ,
where λ ∈ [1,∞) will be chosen large enough. The parameters θ(δ, β, s, α, k, d,Λ)
and σ(δ, β, s, α, k, d,Λ) are given by Lemma 3.5 corresponding Am, where
the integer m(δ, β, s, α, k, d,Λ) is chosen in Step 2 below. Precisely, we take
wj ∈ D(BT ) so that [wj − pj]S = infw∈D(BT ) [w − pj]S .
In order to simplify some of the expressions below, we assume that wj is
canonically extended to be pj outside of BT . The functional we minimize in
this variational problem is clearly weakly continuous on the convex set D(BT )
with respect to the norm ∥ ⋅ ∥H1(BT ) and therefore we deduce the existence of
a minimizer. If the minimizer is not unique, we select the one that has the
smallest ∥ ⋅ ∥L2(BT ) norm.
As we now argue, the parameter λ in the definition of D(BT ) can be chosen
large enough that
(9.5) R ≥ X and p
2
∈ Ak(ΦR) Ô⇒ ∥∇u(⋅,0, S,−p,0)∥L2(BT ) ≤ λ(TR)k−1 .
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Indeed, for R ≥ X and ∥∇p∥L2(ΦR) ≤ 2, Proposition 3.1 gives q ∈ Ak such that,
for r ∈ [S,T ], u ∶= u(⋅,0, S,−p,0) and for any a ∈ R ,
∥u − a∥L2(B2T ) ≤ C ∥q − a∥L2(B2T ) ≤ C (TS )k ∥q − a∥L2(BS) ≤ C (TS )k ∥u − a∥L2(BS) .
Recall from (4.6) that ∥∇u∥L2(ΦS) ≤ C ∥∇p∥L2(ΦS) ≤ C ( SR)k−1. By the Cacciop-
poli and Poincare´ inequalities, we thus get
∥∇u∥L2(BT ) ≤ CS (TS )k−1 infa∈R ∥u − a∥L2(BS) ≤ C (TS )k−1 ∥∇u∥L2(BS) ≤ C (TR)k−1 ,
and this shows (9.5) for λ(k, d,Λ) sufficiently large.
We then define
V
(δ)
k,R ∶= span{w1, . . . ,wnk}
and denote by
T ∶ Ak → V (δ)k,R
the linear map which satisfies T pj = wj for every j ∈ {1, . . . , nk}.
It is immediate that V
(δ)
k,R ⊆ A (BT ), that V (δ)k,R satisfies the measurability
condition (9.2) and that dim(V (δ)k,R) ≤ nk. The remainder of the proof, most of
which is focused on (9.4), is broken into several steps.
Throughout the rest of the argument we may assume that R ≥ X , since we
have by construction (by taking v = w1 = 1) that
1{R≤X} sup
u∈Ak infv∈V (δ)k,R
∥∇u −∇v∥
L2(Φ(δ)R )∥∇u∥
L2(Φ(δ)R ) ≤ 1{R≤X} = Os (CR−β) .
Step 2. We claim that, for every j ∈ {2, . . . , nk} and uj ∶= u(⋅, 0, S,−pj, 0), we
have
(9.6) ∥T pj − uj∥L2(BS/θ) ≤ Os (C ∥∇pj∥L2(ΦS) S1−α) .
Observe that the selection of λ ensures that, for each j ∈ {2, . . . , nk}, we have
that uj ∈ D(BT ). Thus, for every j,
[T pj − pj]S ≤ [uj − pj]S .
By Lemma 8.7, we have that
[uj − pj]S ≤ Os (C ∥∇pj∥L2(ΦS) S1−α) .
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Indeed, normalizing ∫BS/θ ∫Φy,σS uj(z)dz dy = 0 we have, by the Poincare´ inequal-
ity and (8.29), that[uj − pj]2S∥∇pj∥2L2(ΦS) = ∥∇pj∥−2L2(ΦS)∫BS/θ ∣∫Φy,σS (uj(x) − pj(x)) dx∣
2
dy
≤ C ∥∇pj∥−2L2(ΦS) S2∫BS/θ ∣∫Φy,σS (∇uj(x) −∇pj(x)) dx∣
2
dy
≤ C ∥∇pj∥−2L2(ΦS) S2∫Φ√
S2−(σS)2
∣∫
Φy,σS
(∇uj(x) −∇pj(x)) dx∣2 dy
≤ Os/2 (CS2−2α) .
We deduce that [T pj − pj]S ≤ Os (C ∥∇pj∥L2(ΦS) S1−α)
and therefore, by the triangle inequality,
[T pj − uj]S ≤ Os (C ∥∇pj∥L2(ΦS) S1−α) .
Furthermore, by the regularity theory, the definition of D(BT ), and the fact
that uj,T pj ∈ D(BT ) we have, for every m ∈ N with m ≥ k,
inf
v∈Am ∥T pj − uj − v∥L2(BS/θ) ≤ C ( SθT )m+1 ∥T pj − uj∥L2(BT )≤ Cλ(S
T
)m+1R1−kT k = CR−ε̃(m+1)+1+δk.
Taking m(ε̃, s, k, d) ∈ N sufficiently large, we find v ∈ Am such that∥T pj − uj − v∥L2(BS/θ) ≤ CS1−α.
Applying Lemma 3.5 to v and using the triangle inequality, we get that
∥v∥L2(ΨS) ≤ C ⎛⎝⨏S/θ ∣∫Φy,σS v(z)dz∣
2
dy
⎞⎠
1
2
≤ C [T pj − uj]S +CS1−α ≤ Os (C ∥∇pj∥L2(ΦS) S1−α) .
By the triangle inequality again, we obtain
∥T pj − uj∥L2(BS/θ) ≤ Os (C ∥∇pj∥L2(ΦS) S1−α) .
This completes the proof of (9.6).
Step 3. Observe that (9.6) implies that, for R ≥ (X ∨ Y ∨C), the kernel ofT is trivial and therefore dim (V (δ)k,R) = nk. Indeed, the assumption R ≥ Y ∨C,
Proposition 4.14 and (4.6) imply that, for some γ(s,α, k, d,Λ) > 0,
∣∫
ΦS
∇pj ⋅ a∇pj − ∫
ΦS
∇uj ⋅ a∇uj∣ ≤ R−γ.
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Then (9.6), the Lipschitz estimate (using also (3.31) and R ≥ X to eliminate
the tails of ΦS in the integral) imply that
∣∫
ΦS
∇pj ⋅ a∇pj − ∫
BS/θ ∇T pj ⋅ a∇T pj∣ ≤ CR−γ.
Therefore T is within CR−γ of an isometry between finite dimensional inner
product spaces. It follows that T has a trivial kernel if R−γ ≤ c for some
c > 0 depending on the dimension of Ak, which depends only on (k, d). This
assumption is valid by R ≥ C if we enlarge the constant C.
Step 4. Application of the regularity theory. Applying Proposition 3.1 yields,
for every j ∈ {1, . . . , nk}, the existence of w ∈ Ak such that, for every r ∈ [R,S],
we have ∥T pj −w∥L2(B2r) ≤ C ( rS )k+1 ∥T pj − uj∥L2(BS/θ) .
Then the Caccioppoli inequality, (9.6), and the normalization ∥∇pj∥L2(ΦR) = 1
yield
∥∇T pj −∇w∥L2(Br) ≤ Os (C ( rS )k ∥∇pj∥L2(ΦS) S−α) ≤ Os (C ( rS )S−α) .
On the other hand, if r ∈ [S,T ], we have, by the definition of D(BT ) and growth
of w,
∥∇T pj −∇w∥L2(Br) ≤ C (Tr )d (TR)k−1 .
By the previous two displays we then obtain∥∇T pj −∇w∥2L2(Φ(δ)R )
≤ C ∫ ∞
R
exp(−c( r
R
)2)( r
R
)d⨏
Br∩BT ∣∇T pj(x) −∇w(x)∣2 dx drr
= Os/2 (C (R
S
)2 S−2α) .
Therefore, by the linearity of T and the finite dimensionality of Ak, we obtain,
for every p ∈ Ak with ∥∇p∥L2(ΦR) ≤ 1,
inf
w∈Ak ∥∇T p −∇w∥L2(Φ(δ)R ) = Os (CR−α−δ(α+1)+(1+α)ε̃) .
This completes the argument since β = α + δ(α + 1) − (1 + α)ε̃. 
With the aid of Lemma 9.1, we can define a localized version of J and show
the improvement of localization. For each δ > 0, x ∈ Rd, r ≥ 1 and p, q ∈ Ak we
set
J(δ)(x, r, p, q) ∶= sup
u∈V (δ)
k,r
(x)∫Φ(δ)x,r (−12∇u ⋅ a∇u −∇p ⋅ a∇u +∇q ⋅ ∇u) ,
where Φ
(δ)
x,r is the truncated mask defined in (2.3).
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Lemma 9.2. Fix δ > 0 and β ∈ (0, α(1+ δ)+ δ)∩ (0, ds). There exists a constant
C(δ, β, s, α, k, d,Λ) <∞ such that, for every R ≥ 1 and p, q ∈ Ak(ΦR),
(9.7) ∣J(0,R, p, q) − J(δ)(0,R, p, q)∣ = Os (CR−β) .
In particular, we have that Lock (s, δ, β) holds.
Proof. Step 1. We denote the unique (up to an additive constant) maximizer
of J(δ)(x, r, p, q) by u(δ)(⋅, x, r, p, q). It is immediate that
(9.8) J(δ)(x, r, p, q) is F(BR1+δ)-measurable
and
(9.9) u(δ)(⋅, x, r, p, q) is F(BR1+δ)-measurable.
We next compare these local versions J(δ) and u(δ) to the original quantities.
Fix R ≥ 1 and p, q ∈ Ak(ΦR). For concision, we write u ∶= u(⋅,0,R, p, q) and
u(δ) ∶= u(δ)(⋅,0,R, p, q). We have that
J(0,R, p, q) + J(δ)(0,R, p, q) ≤ C
and ∥∇u∥L2(ΦR) + ∥∇u(δ)∥L2(Φ(δ)R ) ≤ C.
We may work on the event {R ≥ X}, since the boundedness of J , J(δ) and their
maximizers yields, for every θ < d and t > 0, a constant C(θ, δ, t, k, d,Λ) < ∞
such that (∣J(0,R, p, q)∣ + ∣J(δ)(0,R, p, q)∣)1{R≤X} ≤ Ot (CR−θ/t)
and (∥∇u∥
L2(Φ(δ)R ) + ∥∇u(δ)∥L2(Φ(δ)R ))1{R≤X} ≤ Ot (CR−θ/t) .
Therefore we assume that R ≥ X for the rest of the argument.
According to Lemma 9.1, we may select v(δ) ∈ V (δ)k,R and v ∈ Ak to satisfy
(9.10) ∥∇u −∇v(δ)∥
L2(Φ(δ)R ) + ∥∇u(δ) −∇v∥L2(Φ(δ)R ) ≤ Os (CR−β) .
Since R ≥ X , the kth degree polynomial growth of u and v given by Proposi-
tion 3.1 and the Caccioppoli estimate, together with Rk+β exp (R−2δ) ≤ C(k, β, δ)
for all R ≥ 1, yield∥∇u∥
L2(ΦR−Φ(δ)R ) + ∥∇v∥L2(ΦR−Φ(δ)R ) ≤ CR−β.
We now compute
J(δ)(x, r, p, q)
≥ ∫
Φ
(δ)
R
(−1
2
∇v(δ) ⋅ a∇v(δ) −∇p ⋅ a∇v(δ) +∇q ⋅ ∇v(δ))
≥ ∫
Φ
(δ)
R
(−1
2
∇u ⋅ a∇u −∇p ⋅ a∇u +∇q ⋅ ∇u) −C ∥∇u −∇v(δ)∥
L2(Φ(δ)R )≥ J(0,R, p, q) −CR−β −Os (CR−β)≥ J(0,R, p, q) −Os (CR−β)
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and
J(0,R, p, q) ≥ ∫
ΦR
(−1
2
∇v ⋅ a∇v −∇p ⋅ a∇v +∇q ⋅ ∇v)
≥ ∫
Φ
(δ)
R
(−1
2
∇v ⋅ a∇v −∇p ⋅ a∇v +∇q ⋅ ∇v) −CR−d
≥ ∫
Φ
(δ)
R
(−1
2
∇u(δ) ⋅ a∇u(δ) −∇p ⋅ a∇u(δ) +∇q ⋅ ∇u(δ))
−C ∥∇v −∇u(δ)∥
L2(Φ(δ)R ) −CR−β≥ J(δ)(0,R, p, q) −Os (CR−β) .
The two previous displays imply (9.7). 
The proof of the first statement of Proposition 5.8 is now complete, since the
statement is contained in that of Lemma 9.2.
9.2. Localization using higher-order Jk. In this subsection, we complete
the proof of Proposition 5.8 by giving the argument for the second assertion in
its statement.
We begin with a lemma which compares J for different values of k. We
denote this dependence by writing Jk, Lz,r,k, uk, and so on. What we show
is that the quantities Jk′(z, r, p, q) and Jk(z, r, p, q) agree when p, q ∈ Ak and
k ≤ k′ up to almost Os/2 (Cr−2α).
Lemma 9.3. Assume that s ∈ (0, 2], α ∈ (0, ds)∩(0, d2] are such that Fluck(s,α)
and Dualk(α) hold for every k ∈ N. Let s ∈ (0,∞), α ∈ (ε, ds) and k′ ∈ N with
k′ ≥ k. Fix β ∈ (0, α ∧ 1). Then there exists a constant C(β, s,α, k, k′, d,Λ) <∞
such that, for every z ∈ Rd, r ≥ 1 and p, q ∈ Ak(Φz,r),
(9.11) Jk′(z, r, p, q) − Jk(z, r, p, q) = Os/2 (Cr−2β) .
Proof. Fix β ∈ (0, α). By Lemmas 8.12, 8.14 and the triangle inequality, for
z ∈ Rd, r ≥ 1 and p, q ∈ Ak(Φz,r),∥∇vk(⋅, z, r, p, q) −∇vk′(⋅, z, r, p, q)∥L2(Φz,r) = Os (Cr−β) .
The previous estimate and (4.5) give
Jk′(z, r, p, q) − Jk(z, r, p, q) = ∫
Φz,r
1
2
(∇vk −∇vk′) ⋅ a (∇vk −∇vk′)= Os/2 (Cr−2β) .
This yields (9.11) and completes the proof. 
Lemma 9.4. Assume that s ∈ (0, 2], α ∈ (0, ds)∩(0, d2] are such that Fluck(s,α)
and Dualk(α) hold for every k ∈ N. Then, for each k ∈ N and δ > 0, we have
that Lock( s2 , δ,2(α ∧ 1)−) holds.
Proof. The argument is based on the regularity theory of Section 3 and the
previous lemma. We fix β ∈ (0, α ∧ 1), k ∈ N and take k′ ∈ N with k′ ≫ k to
be selected below. We allow the constants C to depend on k′ since it will
eventually be chosen to depend on the appropriate quantities.
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We define the local quantity J(δ), which is done a bit differently here than in
the proof of Lemma 9.1. Fix R ≥ 1, set T ∶= R1+δ and defineD(BT ) ∶= {w ∈ A(BT ) ∶ ∥w∥L2(BT ) ≤ 2Rδk ∥w∥L2(BR)} .
Note that R ≥ X ∨C implies that Ak ⊆ D(BT ). For δ > 0, x ∈ Rd and p, q ∈ Ak,
we set
J(δ)(0,R, p, q) ∶= sup
u∈D(BT )∫Φ(δ)R (−12∇u ⋅ a∇u −∇p ⋅ a∇u +∇q ⋅ ∇u) ,
where Φ
(δ)
R is as defined in (2.3). It is clear that
J(δ)(0,R, p, q) is F(BR1+δ)-measurable
and that, for every p, q ∈ Ak(ΦR),
0 ≤ J(δ)(0,R, p, q) ≤ C (∥∇p∥2L2(ΦR) + ∥∇q∥2L2(ΦR))
In the case R ≥ X ∨ C, we deduce from Ak ⊆ D(BT ) and easy tail estimates
that, for every p, q ∈ Ak(ΦR),
Jk(0,R, p, q) ≤ J(δ)(0,R, p, q) +CR−100α.
On the other hand, the regularity theory implies that, provided R ≥ X , we have
sup
w∈D(BT ) infv∈Ak′
∥∇w −∇v∥L2(Br)∥∇w∥L2(Br) ≤ CR−δ(k′−k).
Hence, for every p, q ∈ Ak(ΦR),
J(δ)(0,R, p, q) ≤ Jk′(0,R, p, q) +CR−δ(k′−k).
Taking k′ large enough that δ(k′ − k) > 2α and applying Lemma 9.3, we obtain,
for every R ≥ C and p, q ∈ Ak(ΦR),∣J(δ)(0,R, p, q) − Jk(0,R, p, q)∣1{X≤R} ≤ Os/2 (CR−2β) .
The boundedness of J(δ) and J and the estimate for X in Proposition 3.1 give,
for every p, q ∈ Ak(ΦR),∣J(δ)(0,R, p, q) − Jk(0,R, p, q)∣1{X≥R} ≤ C1{X≥R} ≤ Os/2 (CR−2β) .
This completes the argument. 
The previous lemma implies the second assertion of Proposition 5.8. The
proof of Proposition 5.8 is now complete.
9.3. Improvement of Dualk(s,α). In this subsection we prove Proposition 5.9.
In order to improve the duality between gradients and fluxes, we need to
demonstrate (i) that the minimum of the map q ↦ E [Jk(z, r, p, q)] is small, and
(ii) that the q achieving the minimum is close to p.
Throughout this subsection, we fix s ∈ (0, 2], α ∈ (0, ds) ∩ (0, d2] and β ∈ (0, α]
and suppose that
(9.12) Fluck(s,α) and Dualk(β) hold.
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For each z ∈ Rd and r ≥ r0, we denote by p↦M z,rp the linear mapping satisfying,
for every p ∈ Ak,
(9.13) E [J (z, r, p,M z,rp)] = min
q∈Ak E [J (z, r, p, q)] .
Lemma 9.5. There exists C(k, s, β, d,Λ) <∞ such that, for every z ∈ Rd, r ≥ r0
and p ∈ Ak(Φz,r),
(9.14) J (z, r, p,M z,rp) = Os/2 (Cr−2β) .
Proof. Let p ∈ Ak(Φz,r). By (4.6) and homogeneity,
J(z, r, p, p) = 1
2 ∫Φz,r ∇p ⋅ (a − a)∇v(⋅, z, r, p, p)≤ ∥∇v(⋅, z, r, p, p)∥L2(Φz,r) sup
w∈Ak(Φz,r) ∣∫Φz,r ∇p ⋅ (a − a)∇w∣ ,
and we deduce from (4.6) and Lemma 8.3 that for every p ∈ Ak(Φz,r),
(9.15) J(z, r, p, p) = Os/2(Cr−2β).
We now prove the same estimate for J(z, r, p,M z,rp). Let Ysβ(z) be as given
by Corollary 4.7. We may restrict our attention to the event r ≥ Ysβ(z) +C,
since otherwise
J(z, r, p,M z,rp)1r≤Ysβ(z)+C ≤ C 1r≤Ysβ(z)+C ≤ C (Ysβ(z) +Cr )2β = Os/2 (Cr−2β) .
Let Mz,r be the linear mapping such that for every p ∈ Ak,
J (z, r, p,Mz,rp) = min
q∈Ak J(z, r, p, q).
This is well-defined in view of the restriction on r. In view of (9.15), we clearly
have, for every p ∈ Ak(Φz,r),
J(z, r, p,Mz,rp) = Os/2(Cr−2β).
By quadratic response, that is, Lemma 4.5 with p1 = p2 = p, q1 = M z,rq,
q1+q2
2 = Mz,rp and the definition of Mz,r, in order to conclude the proof, it
suffices to show that
(9.16) ∥∇(Mz,rp) −∇(M z,rp)∥L2(Φz,r) = Os(Cr−β).
For r ≥ Ysβ(z), we have
J(z, r,0, q) ≥ 1
4 ∫Φz,r ∇q ⋅ a∇q,
and, by (4.8), (4.3) and Young’s inequality,
J(z, r, p, q) ≥ J(z, r,0, q) −C∥∇p∥L2(Φz,r)∥∇q∥L2(Φz,r)≥ 1
8
∥∇q∥2L2(Φz,r) −C∥∇p∥2L2(Φz,r).
As a consequence, for each r ≥ Ysβ(z),
(9.17) ∥∇(Mz,rp)∥L2(Φz,r) ≤ C∥∇p∥L2(Φz,r).
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The polynomial Mz,rp is characterized up to a constant by the property that
(9.18) ∇qJ (z, r, p,Mz,rp) = 0.
In order to plug random objects into the expectation of J , we denote
E[J](z, r, p, q) ∶= E [J(z, r, p, q)] .
By the assumption of Fluck(s,α), (9.17), (9.18) and Remark 4.3, we have that,
for every q′ ∈ Ak(Φz,r),
(9.19) ∇qE[J](z, r, q,Mz,rp)(q′) = Os (Cr−α) .
For r ≥ C, the polynomial M z,rp is the unique (up to a constant) minimizer of
the mapping q ↦ E[J](z, r, p, q), that is, the unique zero of the linear mapping
q ↦ ∇qE[J](z, r, p, q). By Corollary 4.7, this linear mapping is invertible with
bounded inverse, and therefore (9.19) implies (9.16) with α in place of β. Since
α ≥ β, the proof is complete. 
We next improve the previous lemma using a harmonic approximation argu-
ment similar to the one used for the proof of Lemma 8.6.
Lemma 9.6. There exists C(α,β, s, k, d,Λ) < ∞ such that, for every z ∈ Rd
and r ≥ r0,
(9.20) sup
p∈Ak(Φz,r)J (z, r, p,M z,rp) ≤ Os/4 (Cr−2(α∧2β)) .
Proof. Denote v ∶= v(⋅, z, r, p,M z,rp). In view of the estimate
J (z, r, p,M z,rp) ≤ C ∥∇v∥2L2(Φz,r) ,
it suffices to prove that∥∇v∥2L2(Φz,r) = Os/4 (Cr−2(α∧2β)) .
Step 1. We show that
(9.21) ∫
Φ
z,
√
r2−(σr)2
∣∫
Φx,σr
∇v(y)∣2 dx = Os/2 (Cr−2α) +Os/4 (Cr−4β) .
According to Lemma 9.5,∥∇v∥2L2(Φz,r) ≤ CJ(z, r, p,M z,rp) ≤ Os/2 (Cr−2β) .
Therefore Lemma 8.6 yields the existence of h ∈ Ak such that
(9.22) ∫
Φ
z,
√
r2−(σr)2
∣∫
Φx,σr
(∇v(y) −∇h(y))dy∣2 dx ≤ Os/4 (Cr−4β) ,
where we let σ(k, d,Λ) be as in Lemma 3.5. Using that Fluck(s,α) holds, we
have, for every p, q′ ∈ Ak(Φz,r),
∇qJ(z, r, p,M z,rp)(q′) = ∫
Φz,r
a∇v ⋅ ∇q′
= E [∇qJ(z, r, p,M z,rp)] (q′) +Os (Cr−α) = Os (Cr−α)
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Using Lemma 8.2 we get, for all q′ ∈ Ak(Φz,r), the estimate
∣∫
Φz,r
a(∇h −∇v) ⋅ ∇q′∣2 ≤ C ∫
Φ
z,
√
r2−(σr)2
∣∫
Φx,σr
(∇v(y) −∇h(y))dy∣2 dx ,
which implies that
∫
Φz,r
a∇h ⋅ ∇q′ = ∫
Φz,r
a∇v ⋅ ∇q′ + ∫
Φz,r
a(∇h −∇v) ⋅ ∇q′
≤ Os (Cr−α) +Os/2 (Cr−2β) .
Taking q′ = h/∥∇h∥L2(Φz,r), this yields∥∇h∥2L2(Φz,r) ≤ Os/2 (Cr−2α) +Os/4 (Cr−4β) .
Returning to (9.22) and using the triangle inequality, we obtain (9.21).
Step 2. Owing to Lemma 3.5 we have
(9.23) ∥v∥2L2(Ψz,r) 1{X (z)≤r} ≤ C ⨏
Br/θ ∣∫Φy,σr v(z)dz∣2 dy .
The Caccioppoli and Poincare´’s inequalities (subtracting a constant from v, if
necessary) yield
∥∇v∥2L2(Φz,r) 1{X (z)≤r} ≤ C ⨏
Br/θ ∣∫Φy,σr ∇v(z)dz∣2 dy(9.24) ≤ Os/2 (Cr−2α) +Os/4 (Cr−4β)
On the other hand,
∥∇v∥2L2(Φz,r) 1{X (z)≥r} ≤ C1{X (z)≥r} ≤ C (X (z)r )2α = O d2α (Cr−2α) .
Therefore, since dα > s,∥∇v∥2L2(Φz,r) ≤ Os/2 (Cr−2α) +Os/4 (Cr−4β) .
This completes the proof. 
We now complete the proof of Proposition 5.9.
Proof of Proposition 5.9. We first consider the case k = 1.
Step 1. The proof of the first statement of the proposition. Observe that
Lemma 8.13 implies, for each p ∈ B1 and r ≥ r0,∣p −M z,rp∣ ≤ Cr−2β.
The uniform convexity of q ↦ E [J1(z, r, p, q)] and the fact that this map has
its minimum at q =M z,rp, the previous line and (9.20) imply that, for p ∈ B1,
(9.25) E [J1(z, r, p, p)] ≤ E [J1(z, r, p,M z,rp)] +C ∣p −M z,rp∣2 ≤ Cr−2(α∧2β).
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By the first variation (4.4), we find that, for every e ∈ ∂B1 and w ∈ A1,∣e ⋅ ∫
Φz,r
(a(x) − a) ⋅ ∇w(x)dx∣ = ∣∫
Φz,r
∇v(x, z, r, e, e) ⋅ a∇w(x)dx∣
≤ C ∥∇w∥L2(Φz,r) ∥∇v(⋅, z, r, e, e)∥L2(Φz,r)≤ C ∥∇w∥L2(Φz,r) (J(z, r, e, e)) 12 .
Thus, if we take {e1, . . . , ed} to be the standard basis for Rd, then
sup
w∈A1(Φz,r) ∣∫Φz,r (a(x) − a) ⋅ ∇w(x)dx∣ ≤ C supi∈{1,...,d} (J(z, r, ei, ei)) 12 .
Taking expectations and applying (9.25) gives
E [ sup
w∈A1(Φz,r) ∣∫Φz,r (a(x) − a) ⋅ ∇w(x)dx∣] ≤ CE [ supi∈{1,...,d} (J(z, r, ei, ei)) 12 ]
≤ C d∑
i=1E [(J(z, r, ei, ei)) 12 ]≤ Cr−(α∧2β).
This completes the proof of the first statement of Proposition 5.9.
Step 2. The proof of the second statement. Fix k ∈ N. The reasoning is
actually almost the same as in Step 1, the only difference being that Lemma 8.14
gives us ∣p −M z,rp∣ ≤ Cr−γ for every γ ∈ (0, 2ββ+1 ∧ 1) rather than the stronger
bound of ∣p −M z,rp∣ ≤ Cr−2β. Percolating this change through the argument
leads to the bound, for each γ ∈ (0, 2ββ+1 ∧ 1),
E [ sup
w∈Ak(Φz,r) ∣∫Φz,r (a(x) − a) ⋅ ∇w(x)dx∣] ≤ Cr−α∧γ,
and the proof is complete. 
10. Optimal quantitative estimates on the correctors
In this section, we complete the proof of the main results stated in the
introduction, Theorems 1 and 2, which are consequences of Theorem 3 and the
theory developed in Sections 8 and 9.
Proof of Theorem 2. Fix s < 1. Theorem 3 implies that Add1(s, d), Fluc1(2s, d2),
Dual1 (d2) and hold. Lemma 8.13 then gives, for z ∈ Rd, r ≥ r0 and p, q ∈ B1,
(10.1) ∣E [J1(z, r, p, q)] − 1
2
(q − p) ⋅ a(q − p)∣ ≤ Cr−d
and
(10.2) ∣L∗1,z,rp − p∣ + ∣L1,z,rq − q∣ ≤ Cr−d.
The latter yields via (4.29) and (4.3) that
(10.3) ∣J(z, r, p, q) − I(z, r, p, q)∣ ≤ Cr−d.
The first statement (i) of Theorem 2 is a consequence of Add1(s, d) and (10.3).
The second statement is (10.1), the third statement is simply Fluc1(2s, d2),
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and the fourth statement is a consequence of the localization statements of
Theorem 3. 
Proof of Theorem 1. Fix s < 2. The estimates (1.5), (1.6) and (1.7) are im-
mediate consequences of the triangle inequality, Fluc1(s, d2), Dual1 (d2), the
estimate (10.2) and Lemmas 8.1, 8.4 and 8.10. Moreover, by Lemma 8.10, there
exist ε(d,Λ) ∈ (0, 12) and C(d,Λ) <∞ such that
(10.4) sup
r≥1 supξ∈B1 ∥∇φ(1)(⋅, ξ)∥L2(Br) = O2+ε(C)
and, taking s = 2+ ε, ε ∈ (0, 12) for d > 2 and s = 2 when d = 2, we have, for every
s′ < s, ξ ∈ B1, z ∈ Rd and r ≥ 1,
(10.5) ∣∫
Φz,r
∇φ(1)(x, ξ)dx∣ = Os′ (Cr− ds ) .
Note that ds > 1 in dimensions d > 2.
We have left to prove (1.8). The argument is an application of (10.4), (10.5)
and the multiscale Poincare´ inequality (here in the form of Lemma 3.4). Define,
for each y ∈ Rd and t > 0,
w(x, t) ∶= ∫
Rd
Φ(x − y, t)φe(y)dy .
Since ⨏
BR
∣φe(x) − (φe)BR ∣2 dx = inf
a∈R⨏BR ∣φe(x) − a∣2 dx
we may normalize φe so that w(0,R2) = 0. By (10.5) and Lemma 2.3 we get
(10.6) ∣w(x,R2)∣ = Os′ (C ∣x∣R− ds )
Applying Lemma 3.4, we obtain, for ΨR defined as in (3.29),
∫
ΨR
∣φe(x)∣2 dx ≤ C ∫
ΨR
∣w (x,R2)∣2 dx +C ∫ R2
0
∫
ΨR
∣∇w(y, t)∣2 dy dt.
To bound the first term on the right, we use (10.6) and Lemma 2.3 to obtain
∫
ΨR
∣w (x,R2)∣2 dx ≤ Os′/2 (CR2− 2ds ) ≤ Os′/2(C) .
We split the second term:
∫ R2
0
∫
ΨR
∣∇w(y, t)∣2 dy dt
= ∫ 1
0
∫
ΨR
∣∇w(y, t)∣2 dy dt + ∫ R2
1
∫
ΨR
∣∇w(y, t)∣2 dy dt.
For the first piece, we argue as in Step 1 of the proof of Lemma 3.5, using (10.4),
to find that
∫ 1
0
∫
ΨR
∣∇w(y, t)∣2 dy dt ≤ C ∫
ΨR
∣∇φe(x)∣2 dx ≤ O1+ε/2(C) .
For the second piece, we use (10.5) and integrate:
∫ R2
1
∫
ΨR
∣∇w(y, t)∣2 dy dt ≤ ∫ R2
1
Os′/2 (Ct− ds ) dt.
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The previous estimates give us, for every s′ < s,
∫
ΨR
∣φe(x)∣2 dx ≤ Os′/2 (C) + ∫ R2
1
Os′/2 (Ct− ds ) dt.
In the case d > 2, we have ds > 1, and therefore by Lemma 2.3(i), we get that for
every s′ < s = 2 + ε, ∫
ΨR
∣φe(x)∣2 dx = Os′/2(C).
From this we deduce, after shrinking ε slightly,∥φe∥L2(BR) = O2+ε(C) .
In dimension d = 2, we use Lemma 2.3(ii) to obtain
∫ R2
1
Os′/2 (Ct−1) dt ≤ ⌊log2R2⌋∑
k=0 ∫ 2
k+1
2k
Os′/2 (Ct−1) dt ≤ Os′/2(C logR),
and thus, for every s′ < 2,
∫
ΨR
∣φe(x)∣2 dx ≤ Os′/2 (C logR) .
This gives for d = 2 the bound, for every s′ < 2,∥φe∥L2(BR) ≤ Os′ (C log 12 R) .
This completes the proof of (1.8) and thus of the theorem. 
Part II. Scaling limits
11. Informal heuristics and statement of main result
The main purpose of this second part of the paper is to show that the first-
order correctors converge to a non-Markovian variant of the Gaussian free field
in the large-scale limit.
We start by reviewing the heuristic derivation2 of this result presented in [24],
putting more emphasis on the role played by the energy quantity J introduced
in [4, 3, 2] and in this paper, and how it can be seen as a “coarsening” of the
coefficient field. To begin with, we recall the notions of white noise and Gaussian
free field (GFF). Let Q be a symmetric non-negative definite d-by-d matrix. We
say that the random d-dimensional distribution3 W = (W1, . . . ,Wd) is a vector
white noise with covariance matrix Q if for every f = (f1, . . . , fd) ∈ C∞c (Rd;Rd),
the random variable
W (f) ∶=W1(f1) +⋯ +Wd(fd)
is a centered Gaussian with variance ∫Rd f ⋅ Qf . The set of admissible test
functions can be extended to f ∈ L2(Rd;Rd) by density. Given a vector white
noise W and a positive-definite symmetric matrix a, we define the gradient
Gaussian free field, or gradient GFF for short, as the random d-dimensional
distribution ∇Ψ solving the equation
(11.1) −∇ ⋅ a∇Ψ = ∇ ⋅W.
In other words, ∇Ψ is the potential part in the Helmholtz-Hodge decomposition
W = −a∇Ψ + g, and g is the solenoidal (divergence-free) part. We interpret
this definition by duality: for every F ∈ C∞c (Rd;Rd), we set(∇Ψ)(F ) =W (∇(−∇ ⋅ a∇)−1(∇ ⋅ F )) .
The function ∇(−∇ ⋅ a∇)−1(∇ ⋅F ) is the potential part in the Helmholtz-Hodge
decomposition of F , and it belongs to L2(Rd;Rd). Our notion of Gaussian free
field coincides with the standard one (see, e.g., [38]) only when a and Q are
proportional, and is otherwise a variant with the same scale invariance but
which does not satisfy the spatial Markov property (see [25]).
We say that the matrix-valued distribution W = [Wij]1≤i,j≤d is a matrix white
noise if the vector of its entries is a vector white noise. If such W = [Wij]1≤i,j≤d
2This heuristic derivation was obtained by SA, Yu Gu and JCM. It was the object of a talk
given in Banff in July 2015 and reproduced during the Oberwolfach seminar on stochastic
homogenization shortly afterwards. The talk can be watched at http://goo.gl/5bgfpR.
3We only use the word “distribution” to refer to Schwartz distributions, and call the
probability measure associated with a random variable its law.
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satisfies the additional symmetry constraint
(11.2) for every i, j ∈ {1, . . . , d}, Wij =Wji,
then we define the associated quadratic form p↦W (⋅, p) via
for every p ∈ Rd and f ∈ C∞c (Rd;R), W (f, p) ∶= 12 p ⋅ [Wij(f)]p,
and call p↦W (⋅, p) a quadratic form white noise. Note that the correspondence
between the quadratic form p↦W (⋅, p) and the matrix [Wij]ij subject to the
symmetry constraint (11.2) is bijective, which justifies that we denote both
objects by W .
The coefficients of an elliptic operator define a correspondence between gra-
dients of solutions and their fluxes. The matrix a describes this correspondence
in the homogenized limit. In Part I we obtained optimal estimates on the error
of this correspondence. The goal of this Part II is to obtain the next-order
correction. Naturally, we rely heavily on both the results and ideas from Part I.
By Theorem 2, there exists a constant C(d,Λ) <∞ such that for every z ∈ Rd,
r ≥ 1 and p, q ∈ B1,∣E[J(z, r, p, q)] − 1
2
(p − q) ⋅ a(p − q)∣ ≤ Cr−d.
Moreover, the quantity J is additive, and its dependence on the coefficients
local, up to errors we can neglect. This suggests that J satisfies a form of
central limit theorem. More precisely, we expect that
(11.3) J(z, r, p, q) ≃ 1
2
(q − p) ⋅ a(q − p) + ∫
Φz,r
W(⋅, p, q),
where (p, q) ↦ W(⋅, p, q) is a quadratic form white noise. Note that by the
scaling properties of white noise, the last term in (11.3) has typical size of order
r− d2 , and (11.3) should be interpreted up to an error of lower order.
By (11.3) and (4.6), the spatial average of ∇v(⋅, z, r, p, q) is close to (q − p),
and its flux close to a(q − p), up to an error of order r− d2 . We now describe the
next-order correction. By (11.3) and (4.6), we have
∫
Φz,r
p ⋅ (a − a)∇v(⋅, z, r,0, q) = 1
2
(J(z, r, p, p + q) − J(z, r, p, p − q))
≃ 1
2 ∫Φz,r (W(⋅, p, p + q) −W(⋅, p, p − q)) .
Defining b̃r(z) to be the symmetric matrix such that for every p, q ∈ Rd,
p ⋅ b̃r(z)q = 1
2 ∫Φz,r (W(⋅, p, p − q) −W(⋅, p, p + q)) ,
we obtain ∫
Φz,r
a∇v(⋅, z, r,0, q) ≃ (a + b̃r(z))∫
Φz,r
∇v(⋅, z, r,0, q).
Thus the matrix a + b̃r(z) is the “coarsened” coefficient field, representing the
sought-after next-order correspondence between spatial averages of gradients
and fluxes of solutions at point z and scale r. Variants of b̃r and estimates of
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its size have already played a central role in the quantitative theory developed
in [4, 3, 2] and, of course, in the first part of this paper.
As explained in more details in [24], this suggests that the spatial average of
the corrector φe,r(z) ∶= ∫Φz,r φe satisfies the approximate equation
(11.4) −∇ ⋅ (a + b̃r)(e +∇φe,r) ≃ 0.
The term b̃r∇φe,r being of lower order, this simplifies to
(11.5) −∇ ⋅ a∇φe,r ≃ ∇ ⋅ (b̃re) ,
which is the equation defining a gradient GFF, up to a convolution with the
heat kernel. Similarly, if f varies slowly on a scale much larger than r, u solves−∇ ⋅ a∇u = f , and u solves the homogeneous equation −∇ ⋅ a∇u = f , then we
expect the spatial average of the difference ur(z) ∶= ∫Φz,r(u − u) to satisfy
(11.6) −∇ ⋅ a∇ur ≃ ∇ ⋅ (b̃ru) .
Versions of (11.3) have been proved in [34, 37, 8, 35, 18], with the quantity
J replaced by spatial averages of the energy density of the correctors and
approximations to the corrector. A version of (11.5) was proved in [31, 30],
while a version of (11.6) with ur(z) replaced by ∫Φz,r(u − E[u]) was proved
in [24]. The asymptotic identity in law (11.6) was shown to hold jointly over
possible right-hand sides f of the equation, see [24, Remark 2.3]. Similarly,
(11.5) was shown to hold jointly over e, see [30, Remark 1.4]. In these works,
the space is the discrete lattice Zd, d ≥ 3, and a key assumption is that the
probability measure has an underlying product structure which makes available
tools such as concentration inequalities, the Chatterjee-Stein [9, 10] method of
normal approximation and the Helffer-Sjo¨strand representation of correlations
[26, 39, 32]. Each of these papers makes essential use of, and refines, the optimal
quantitative estimates first proved in [19, 20, 16].
The heuristic argument recalled above is interesting for several reasons. First,
it provides us with a very intuitive understanding of the results proved in
[31, 30, 24] by a less transparent method. Second, it opens the possibility to
give a more direct proof of these results and without having to assume the
product structure on the probability space. The goal of this second part of the
paper is to give such a proof.
Here is the main result of Part II. See Figure 11.1 below for an illustration of
the result.
Theorem 4. There exists a quadratic form white noise (p, q)↦W(⋅, p, q) such
that for every z, p, q ∈ Rd, we have W(⋅, p, p) = 0 and
(11.7) r
d
2 (J (rz, r, p, q) − 1
2
(q − p) ⋅ a(q − p)) (law)ÐÐ→
r→∞ ∫Φz,1 W(⋅, p, q).
For every e ∈ Rd, letting V(⋅, e) be the vector white noise such that, for every
p ∈ Rd,
(11.8) p ⋅V(⋅, e) = 1
2
[W(⋅, p, p − e) −W(⋅, p, p + e)]
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and ∇Ψe be the gradient GFF such that
(11.9) −∇ ⋅ a∇Ψe = ∇ ⋅ (V(⋅, e)),
we have
(11.10) r
d
2 (∇φe) (r ⋅ ) (law)ÐÐ→
r→∞ ∇Ψe,
with respect to the topology of C− d2−loc . Moreover, the convergences in law in (11.7)
and (11.10) hold jointly over z, p, q, e ∈ Rd.
We next explain some concepts and definitions invoked in the statement
above. Here and throughout the rest of this paper, we say that the convergence
(11.11) Xr(p) (law)ÐÐ→
r→∞ X(p),
holds jointly over p if for every p1, . . . , pn, we have(Xr(p1), . . . ,Xr(pn)) (law)ÐÐ→
r→∞ (X(p1), . . . ,X(pn)) .
When we also have, for every fixed q, that
(11.12) Yr(q) (law)ÐÐ→
r→∞ Y (q),
we say that the convergences in law in (11.11) and (11.12) hold jointly over p, q
if for every p1, . . . , pn, q1, . . . , qn, we have(Xr(p1), . . . ,Xr(pn), Yr(q1), . . . , Yr(qn))(law)ÐÐ→
r→∞ (X(p1), . . . ,X(pn), Y (q1), . . . , Y (qn)) .
We let Cαloc be the local Besov space with regularity exponent α and integrability
exponents ∞,∞. We say that the convergence (11.10) holds for the topology
of C− d2−loc if, for every α < −d2 , it holds with respect to the topology of Cαloc.
In every dimension, the distribution ∇Ψe can be realized as the gradient of
a distribution Ψe, as the notation suggests. However, only in dimension d ≥ 3
can Ψe be realized as a stationary field. In dimension 2, the field Ψe is only
canonically defined up to an additive constant. In every dimension, the field
Ψe can be recovered, up to an additive constant, from the knowledge of ∇Ψe,
since every compactly supported mean-zero test function is the divergence of a
compactly supported vector field (see Lemma 13.7).
Results partially overlapping with the argument presented here have recently
appeared in [13]. There, the randomness of the environment is assumed to have
a product structure, so that the Chatterjee-Stein method of normal approx-
imation becomes available. A version of the statement of joint convergence
in law of (11.3)-(11.5)-(11.6) simultaneously is then obtained. As far as we
understand, the notion of “path-wise theory” introduced in [13] refers to this
joint convergence. Note that an analogue of b̃r(z) is called “the homogenization
commutator” in [13].
The proof of Theorem 4 is based on the results in the first part of this paper as
well as refinements to the arguments there. Throughout, we keep the notation
mostly consistent with that of Part I. The proof of Theorem 4 is split into
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Figure 11.1. Graphs of the correctors φe1 and φe2 on the top
and bottom, respectively, for a random checkerboard model in d = 2
(with the same realization). The coefficient matrix is diagonal with
independent entries equidistributed between 1 and 10. Notice that
the mountain ranges for φe seem to line up in the orthogonal direction
to e. The image is courtesy of Antti Hannukainen (Aalto University).
two main steps. In the next section, we prove the scaling limit of the energy
quantity J , that is, (11.7). The scaling limit of the correctors is then obtained
in Section 13.
12. Scaling limit of J
According to Theorem 2, for each s < 2, there exists C(s, d,Λ) <∞ such that,
for every z ∈ Rd, r ≥ 1 and p, q ∈ B1,
(12.1) J(z, r, p, q) = 1
2
(q − p) ⋅ a(q − p) +Os (Cr− d2 ) .
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The goal of this section is to refine the estimate (12.1) and prove a central limit
theorem for J .
We recall first that the expectation of J(z, r, p, q) was identified up to a
much smaller error. More precisely, by Theorem 2, there exists a constant
C(d,Λ) <∞ such that for every z ∈ Rd, r ≥ 1 and p, q ∈ B1,
(12.2) ∣E[J(z, r, p, q)] − 1
2
(q − p) ⋅ a(q − p)∣ ≤ Cr−d.
The estimate (12.1) then follows from the additivity and locality properties of
J stated in Theorem 2. We first fix some exponents that will be convenient to
work with, and then recall these statements. For the rest of the paper,
(12.3) we fix s ∈ (1,2) sufficiently close to 2,
then δ(s) > 0 such that
(12.4)
1 + δ
2
< 1
s
,
and α(s) such that
(12.5)
d
2
(1 + δ) < α < d
s
.
For notational convenience, we think of δ, α as explicit functions of s, for
instance we may fix δ(s) = 1s − 12 , etc. Taking s < 2 sufficiently close to 2 brings
δ(s) > 0 as close to 0 as desired.
The additivity property and Remark 2.1 imply the existence of a constant
C(s, d,Λ) <∞ such that for every z ∈ Rd, R ≥ r ≥ 1 and p, q ∈ B1,
(12.6) J(z,R, p, q) = ∫
Φ
z,
√
R2−r2
J(⋅, r, p, q) +Os(Cr−α).
The locality property implies the existence of a constant C(s, d,Λ) <∞ and, for
every z ∈ Rd, r ≥ 1 and p, q ∈ B1, of an F(◻r1+δ(z))-measurable random variable
I(δ)(z, r, p, q) such that
(12.7) J(z, r, p, q) = I(δ)(z, r, p, q) +Os (Cr−α) .
Define the centered random variable
(12.8) Ĩ(δ)(z, r, p, q) ∶= I(δ)(z, r, p, q) −E[I(δ)(z, r, p, q)].
It follows from (12.6) and (12.7) that there exists a constant C(s, d,Λ) < ∞
such that for every z ∈ Rd, R ≥ r ≥ 1 and p, q ∈ B1,
(12.9) Ĩ(δ)(z,R, p, q) = ∫
Φ
z,
√
R2−r2
Ĩ(δ)(⋅, r, p, q) +Os(Cr−α).
We also note for future reference that by (12.1) and (12.7), for every z ∈ Rd,
r ≥ 1 and p, q ∈ B1,
(12.10) Ĩ(δ)(z, r, p, q) = Os (Cr− d2 ) .
We give ourselves three exponents η1(s) > η(s) > η2(s) > 0 such that
(12.11) (1 − η1)α > d
2
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and
(12.12) (1 − η2)(1 + δ) < 1.
We recall from (7.20) that there exists C(s, d,Λ) < ∞ such that for every
z ∈ Rd, R ≥ 1, r ∈ [R1−η1 ,R1−η2], p, q ∈ B1 and (deterministic) f ∶ Rd → R
satisfying ∥f∥L∞ ≤ 1,
(12.13) ⨏◻R(z) f Ĩ(δ)(⋅, r, p, q) = Os (CR− d2 ) .
We define cubes with a trimmed boundary:
(12.14) ⧈r(z) ∶= ◻r−rβ(z),
where the exponent β(s) is fixed according to
(12.15)
1 − η
1 − η2 ∨ (1 − η2)(1 + δ) < β < 1,
and set, for every z, p, q ∈ Rd and r ≥ 1,
(12.16) W (z, r, p, q) ∶= r−d∫⧈r(z) Ĩ(δ) (⋅, r1−η, p, q) .
Since β > (1−η)(1+δ), for r sufficiently large, the random variable W (z, r, p, q)
is F(◻r−1(z))-measurable, and by (12.13), for every z ∈ Rd, r ≥ 1 and p, q ∈ B1,
we have
(12.17) W (z, r, p, q) = Os (Cr− d2 ) .
This bound provides optimal stochastic tail estimates on the random variable W .
The goal of this section is to complement this information with an asymptotically
exact description of the law of this random variable. This is achieved in the
next proposition. There, a Gaussian quadratic form over Rd ×Rd is a random
quadratic form such that the entries of its associated 2d-by-2d matrix are a
Gaussian vector.
Proposition 12.1. There exists a Gaussian quadratic form Q(p, q) such that
for every z, p, q ∈ Rd, we have Q(p, p) = 0 and
(12.18) r
d
2W (z, r, p, q) (law)ÐÐ→
r→∞ Q(p, q).
Moreover, the convergence in law holds jointly over p, q ∈ Rd.
We let (p, q) ↦ W(⋅, p, q) denote the quadratic form white noise such
that, for every f ∈ L2(Rd,R), the random variable W(f, p, q) has the same
law as ∥f∥L2(Rd)Q(p, q). Abusing notation, we write ∫Rd f(x)W(x, p, q)dx ∶=
W(f, p, q).
Corollary 12.2. Let η̃ ∈ (η1, η). For every p, q ∈ Rd and f ∶ Rd → R satisfying
(12.19) ∫
Rd
sup◻1(x) (∣f ∣ + ∣∇f ∣)2 dx <∞,
we have
(12.20) r− d2 ∫
Rd
f (xr ) Ĩ(δ)(x, r1−η̃, p, q)dx (law)ÐÐ→r→∞ ∫Rd f(x)W(x, p, q)dx.
98 S. ARMSTRONG, T. KUUSI, AND J.-C. MOURRAT
Moreover, the convergence holds jointly over f satisfying (12.19) and p, q ∈ Rd.
In particular,
(12.21) r
d
2 (J (rz, r, p, q) − 1
2
(p − q) ⋅ a(p − q)) (law)ÐÐ→
r→∞ ∫Φz,1 W(⋅, p, q),
and the convergence holds jointly over z, p, q ∈ Rd.
Remark 12.3. The condition imposed on f in (12.19) is not optimal. For
instance, we could weaken the differentiability condition to cover some Ho¨lder
continuous functions f , as the proof will make clear.
We may use a trimmed or an untrimmed cube in the definition of W , or
shift the center point z over a distance smaller than r, without changing the
random variable variable W (z, r, p, q) significantly. We give a slightly more
general version of this idea in the next lemma (recall that ⧈R = ◻R−Rβ).
Lemma 12.4. There exists C(s, d,Λ) <∞ such that for every β′ ∈ [β, 1), z ∈ Rd,
R ≥ 1, r ∈ [R1−η1 ,R1−η], p, q ∈ B1 and (deterministic) f ∶ Rd → R satisfying∥f∥L∞ ≤ 1, we have
(12.22)⨏◻R(z) f Ĩ(δ)(⋅, r, p, q) = R−d∫◻R−Rβ′ (z) f Ĩ(δ)(⋅, r, p, q) +Os (CR− d2− 1−β′2 ) ,
and, for ∣y − z∣ ≤ Rβ′,
(12.23) ⨏◻R(z) f Ĩ(δ)(⋅, r, p, q) = ⨏◻R(y) f Ĩ(δ)(⋅, r, p, q) +Os (CR− d2− 1−β′2 ) .
Remark 12.5. When β′ ∈ (0, β), the estimates (12.22) and (12.23) clearly hold
as well if we replace Os (CR− d2− 1−β′2 ) by Os (CR− d2− 1−β2 ) in the right-hand sides.
Proof of Lemma 12.4. Without loss of generality, we assume that z = 0. There
exists a set Z ⊆ Rβ′Zd of cardinality at most R(d−1)(1−β′) and such that up
to a set of null Lebesgue measure, the cubes (◻Rβ′(x))x∈Z cover the region◻R ∖◻R−Rβ′ . By the definition of β in (12.15), we have
r ∈ [Rβ′(1−η1),Rβ′(1−η2)] ,
and therefore, by (12.13), for every x ∈ Rd, we have
⨏◻
Rβ
′ (x) f Ĩ(δ)(⋅, r, p, q) = Os (CR− d2β′) .
The random variable above is F(◻Rβ′+r1+δ)-measurable, and in view of the
definition of β, we have r1+δ ≤ Rβ′ . Using independence as in Lemma 7.3, we
obtain
R−d ∑
x∈Z ∫◻Rβ′ (x) f 1◻R∖◻R−Rβ′ Ĩ(δ)(⋅, r, p, q) = Os (CR (d−1)(1−β′)2 − d2β′)R−(1−β′)d,
which completes the proof of (12.22). The proof of (12.23) is identical. 
We next show that in the definition of W ( ⋅ ,R, p, q), we can replace the
mesoscale R1−η appearing there by anything between R1−η1 and R1−η2 , up to
an error of lower order.
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Lemma 12.6. There exist ε(s) > 0 and C(s, d,Λ) < ∞ such that for every
z ∈ Rd, R ≥ 1, r ∈ [R1−η1 ,R1−η2] and p, q ∈ B1,
⨏◻R(z) Ĩ(δ)(⋅, r, p, q) = ⨏◻R(z) Ĩ(δ)(⋅,R1−η1 , p, q) +Os (CR− d2−ε) .
Proof. Without loss of generality, we assume z = 0, and fix p, q ∈ B1. Let
r1 ∶= R1−η1 . By the additivity property (12.6), we have
Ĩ(δ)(⋅, r, p, q) = ∫
Φ√
r2−r2
1
Ĩ(δ)(⋅, r1, p, q) +Os (Cr−α1 ) .
Note that rα1 = R(1−η1)α and that (1 − η1)α > d2 . Integrating over ◻R, we get⨏◻R Ĩ(δ)(⋅, r, p, q) = R−d∫Rd g Ĩ(δ)(⋅, r1, p, q) +Os (Cr−α1 ) ,
where
g(y) ∶= ∫◻R Φ√r2−r21(x − y)dx.
Let ε1 > 0. For y ∈ ◻R−r1+ε1 , the quantity ∣g(y) − 1∣ is smaller than any negative
power of r. By (12.13), we have in particular
R−d∫◻
R−r1+ε1
(g − 1) Ĩ(δ)(⋅, r1, p, q) = Os (CR−10d) .
Similarly, we have
R−d∫
Rd∖◻
R+r1+ε1
g Ĩ(δ)(⋅, r1, p, q) = Os (CR−10d) .
By Lemma 12.4, if ε1 > 0 is sufficiently small, then there exists ε > 0 such that∫◻
R+r1+ε1∖◻R−r1+ε1 (g − 1◻R) Ĩ(δ)(⋅, r1, p, q) = Os (CR− d2−ε) ,
so the lemma is proved. 
For every real random variable X and σ,c, λ1 ≥ 0, we write
X = N (σ2,c, λ1)
to mean that for every λ ∈ (−λ1, λ1),
∣logE [exp (λX)] − σ2λ2
2
∣ ≤ cλ2.
The statement X = N (σ2,0,∞) is equivalent to saying that X is a centered
Gaussian random variable of variance σ2. By abuse of notation, we may writeN (σ2,0,∞) to denote the law of this Gaussian random variable.
The proof of Proposition 12.1 can be summarized as follows. On the one
hand, if X is a centered random variable with sufficient integrability and c > 0,
then there exists λ1 > 0 such that X = N (σ2,c, λ1), where σ2 = E[X2]. On the
other hand, the rescaled sum of 2d independent copies of X satisfies the same
estimate with λ1 replaced by 2
d
2λ1. Iterating this renormalization step, we see
that we can come arbitrarily close to N (σ2,0,∞).
In our setting, the second step of this argument is not exact. However, the
errors become negligible as we move to larger and larger scales, so we simply
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need to start the induction argument at a large enough scale in order to conclude.
The first step of this argument is formalized in the next lemma.
Lemma 12.7. There exists C <∞ such that if a random variable X satisfies
E[exp (2∣X ∣)] ≤ 2 and E[X] = 0,
then for every λ1 ∈ (0,1],
X = N (E [X2] ,Cλ1, λ1) .
Proof. Let ψ(λ) ∶= logE [exp(λX)], and
Eλ[⋅] ∶= E [ ⋅ exp(λX)]E [exp(λX)]
be the “Gibbs measure” associated with λX. Since ∂λEλ[F ] = Eλ[FX] −
Eλ[F ]Eλ[X], we have
ψ′(λ) = Eλ[X],
ψ′′(λ) = Eλ [X2] − (Eλ[X])2 ,
ψ′′′(λ) = Eλ [X3] − 3Eλ [X2]Eλ[X] + 2 (Eλ[X])3 .
In particular, there exists a constant C <∞ such that for every ∣λ∣ ≤ 1, we have∣ψ′′′(λ)∣ ≤ C. The result then follows by a Taylor expansion of ψ around 0. 
We next give a slight restatement of Lemma 7.1.
Lemma 12.8. There exists a constant C(s) <∞ such that if X = Os(1) and
E[X] = 0, then for every λ ∈ R,
logE [exp (λC−1X)] ≤ λ2 ∨ ∣λ∣ ss−1 .
Proof. We use the Lemma 7.1 to obtain the result for λ in a neighborhood of
the origin, and then Chebyshev’s inequality for general λ. 
We finally formalize a convenient approximation argument in the next lemma,
before completing the proof of Proposition 12.1.
Lemma 12.9. Let λ > 0. There exists C(s, λ) <∞ such that for every σ2,c > 0,
λ1 ∈ [0, λ] and θ ∈ [0,1], if X1,X2 are two centered random variables satisfying
(12.24) X1 = N (σ2,c, λ1) and X2 = Os (θ) ,
then
(12.25) X1 +X2 = N (σ2,c +C√θ(1 + σ2 + c), (1 −√θ)λ1) .
Proof. Write X ∶= X1 +X2, and let ζ, ζ ′ ∈ (1,∞) be such that 1ζ + 1ζ′ = 1. By
Ho¨lder’s inequality,
(12.26) logE [exp (λX)] ≤ 1
ζ
logE [exp (ζλX1)] + 1
ζ ′ logE [exp (ζ ′λX2)] ,
and conversely,
(12.27) logE [exp (λX1)] ≤ 1
ζ
logE [exp (ζλX)] + 1
ζ ′ logE [exp (−ζ ′λX2)] .
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It follows from the hypothesis that for every λ satisfying ∣λ∣ < ζ−1 λ1,
(12.28) logE [exp (ζλX1)] ≤ (σ2
2
+ c) (ζλ)2.
Recall from Lemma 12.8 that there exists C(s) <∞ such that for every λ ∈ R,
logE [exp (C−1ζ ′λX2)] ≤ (ζ ′θλ)2 ∨ ∣ζ ′θλ∣ ss−1 .
Fixing ζ = (1 − √θ)−1, and therefore ζ ′ = θ− 12 , we deduce that there exists
C(s, λ) <∞ such that for every λ satisfying ∣λ∣ ≤ λ,
logE [exp (ζ ′λX2)] ≤ C (√θλ)2 .
Using (12.26) with (12.28) and the previous display yields that for every λ
satisfying ∣λ∣ < (1 −√θ)λ1,
logE [exp (λX)] − σ2λ2
2
≤ ((ζ − 1)σ2
2
+ c +C√θ)λ2.
Since
ζ − 1 = (1 −√θ)−1 − 1 ≤ C√θ,
we obtain one side of the two-sided inequality implicit in (12.25). The other
inequality is proved in the same way, using (12.27) instead of (12.26). 
Proof of Proposition 12.1. We begin by noting that Q(p, p) = 0 is a consequence
of the claimed convergence (12.18). Indeed, it follows from (12.18) together
with α(1 − η) > d2 (cf. (12.11)) and
r−d∫⧈r(z) Ĩ(δ) (⋅, r1−η, p, q) = Os/2 (Cr−α(1−η)) .
The latter is obtained by (9.15) and the fact that, by (12.7), there exists
C(s, d,Λ) <∞ such that for every z ∈ Rd and r ≥ 1,
Ĩ(δ)(z, r, p, p) = Os/2 (Cr−α) .
We now prove (12.18). For every z, p, q, p′, q′ ∈ Rd, we denote the bilinear
form associated with W by
(12.29) W (z, r, p, q, p′, q′) ∶= 1
4
[W (z, r, p + p′, q + q′) −W (z, r, p − p′, q − q′)] ,
and similarly, we write Ĩ(δ)(z, r, p, q, p′, q′) for the bilinear form associated
with Ĩ(δ)(z, r, p, q).
In order to prove Proposition 12.1, it suffices to show that for every p, q, p′,
q′ ∈ B1, there exists a centered Gaussian random variable Q(p, q, p′, q′) such
that for every z ∈ Rd,
(12.30) r
d
2W (z, r, p, q, p′, q′) (law)ÐÐ→
r→∞ Q(p, q, p′, q′).
Indeed, since (p, q, p′, q′)↦W (z, r, p, q, p′, q′) is a linear mapping, this suffices to
guarantee that the convergence in law in (12.30) holds jointly over p, q, p′, q′ ∈ Rd
for a family of random variables Q such that (p, q, p′, q′)↦ Q(p, q, p′, q′) is linear,
and thus to yield Proposition 12.1.
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We therefore fix the parameters p, q, p′, q′ ∈ B1, and ligthen the notation
by simply writing W (z, r) and Ĩ(δ)(z, r) instead of W (z, r, p, q, p′, q′) and
Ĩ(δ)(z, r, p, q, p′, q′) respectively. Our goal is to show that there exists σ ∈ [0,∞)
such that for every z ∈ Rd,
(12.31) r
d
2W (z, r) (law)ÐÐ→
r→∞ N (σ2,0,∞).
In order to show this, it suffices to prove that for any given λ <∞ and c > 0,
there exists σ ∈ [0,∞) such that for every z ∈ Rd and r sufficiently large,
(12.32) r
d
2W (z, r) = N (σ2,c, λ) .
Indeed, this ensures the convergence of the Laplace transform of r
d
2W (z, r) to
that of a centered Gaussian random variable, which is sufficient to conclude.
We fix λ <∞ and proceed to prove (12.32). In the argument, the value of
the exponent ε(s) > 0 and of the constant C(λ, s, d,Λ) <∞ may vary in each
occurrence. We break the proof into three steps.
Step 1. For every R ≥ 1 and σ,c, λ1 ≥ 0, we denote by A(R,σ2,c, λ1) the
statement that for every z ∈ Rd, and r ∈ [R1−η1 ,R1−η2],
R
d
2 ⨏◻R(z) Ĩ(δ)(⋅, r) = N (σ2,c, λ1).
In this step, we show that for every R ≥ 1, there exists σ2(R) ∈ [0,C] such
that
(12.33) for every λ1 ∈ (0,1], A(R,σ2,Cλ1 +CR−ε, λ1) holds.
By (12.13) and Lemma 12.7, for each R ≥ 1, there exists σ2(R) ∈ [0,C] such
that for every λ1 ∈ (0,1],
R
d
2 ⨏◻R Ĩ(δ)(⋅,R1−η1) = N (σ2,Cλ1, λ1) .
By Lemmas 12.6 and 12.9, for every r ∈ [R1−η1 ,R1−η2] and λ1 ∈ (0,1], we have
R
d
2 ⨏◻R Ĩ(δ)(⋅, r) = N (σ2,Cλ1 +CR−ε, λ1) .
In order to conclude, there remains to justify that this estimate still holds
when the domain of integration ◻R is replaced by ◻R(z), for every z ∈ Rd. By
Zd-stationarity, it suffices to consider z ranging in [0,1)d. In this case, the
result follows by an application of Lemmas 12.4 and 12.9.
Step 2. We fix 0 < γ1 < γ2 < 1 such that
(12.34) γ1β > (1 − η1)(1 + δ)
and
(12.35) γ1(1 − η) > 1 − η1.
In this step, we show that for every R ≥ 1, σ,c, λ1 ≥ 0, and γ ∈ [γ1, γ2], we have
(12.36) A(Rγ, σ2,c, λ1)
Ô⇒ A(R,σ2,c +CR−ε(1 + c + σ2), λ ∧ [R(1−γ) d2
2
λ1]) .
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In view of what needs to be proved and of Lemmas 12.4 and 12.9, we may
replace the assumption of A(Rγ, σ2,c, λ1) by the assumption that for every
z ∈ Rd and r ∈ [Rγ(1−η1),Rγ(1−η2)],
(12.37) R−γ d2 ∫⧈Rγ (z) Ĩ(δ)(⋅, r) = N (σ2,c, λ1).
By Lemmas 12.6 and 12.9, it suffices to show that for r1 ∶= R1−η1 , we have
(12.38) R
d
2 ⨏◻R Ĩ(δ)(⋅, r1) = N (σ2,c +CR−ε(1 + c + σ2), λ ∧ [R(1−γ)
d
2
2
λ1]) .
Note that our choice of exponent γ1 in (12.35) ensures that
(12.39) r1 ∈ [Rγ(1−η1),Rγ(1−η)] .
We pave ◻R by cubes of size Rγ that are at distance at least 2 to one another,
plus a remainder. More precisely, we letZ1 ∶= {x ∈ RγZd s.t. ◻Rγ(x) ⊆ ◻R},B1 ∶= ◻R ∖ ⋃
x∈Z◻Rγ(x),
and observe that
(12.40) ∣ ∣Z1∣ −R(1−γ)d ∣ ≤ CR(1−γ)(d−1),
and ∫◻R Ĩ(δ)(⋅, r1) = ∫B1 Ĩ(δ)(⋅, r1) + ∑x∈Z1∫◻Rγ (x) Ĩ(δ)(⋅, r1).
Since γ > (1 − η1)(1 + δ), the random variable∫◻Rγ (x)∖⧈Rγ (x) Ĩ(δ)(⋅, r1)
is F(◻2Rγ(x))-measurable. Moreover, by Lemma 12.4 and (12.39), we have
R−γd∫◻Rγ (x)∖⧈Rγ (x) Ĩ(δ)(⋅, r1) = Os (R−γ( d2+ 1−β2 )) .
By independence (more precisely, by Lemma 7.3) and (12.40), we get
(12.41) R−d ∑
x∈Z1∫◻Rγ (x)∖⧈Rγ (x) Ĩ(δ)(⋅, r1) = Os (CR− d2−γ 1−β2 ) .
Similarly, we obtain
(12.42) R−d∫B1 Ĩ(δ)(⋅, r1) = Os (CR− d2− 1−γ2 ) .
We now analyze ∑
x∈Z1∫⧈Rγ (x) Ĩ(δ)(⋅, r1).
By (12.34), for R sufficiently large, the summands are F(◻Rγ−1(x))-measurable,
and therefore independent of each other. By our assumption of (12.37) and
(12.39), we obtain
(12.43) ∣Z1∣− 12R−γ d2 ∑
x∈Z1∫⧈Rγ (x) Ĩ(δ)(⋅, r1) = N (σ2,c, ∣Z1∣ 12λ1) .
The result then follows by an application of Lemma 12.9.
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Step 3. We conclude. Let c0 ∈ (0,1]. By (12.33), there exists λ1 > 0 and, for
every R sufficiently large, a constant σ2(R) ∈ [0,C] such that
A(R,σ2,c0, λ1) holds.
By (12.36), for every R sufficiently large, there exists σ2(R) ∈ [0,C] such that
(12.44) A(R,σ2,c0, λ) holds.
For σ2 ∈ [0,C] and c ∈ [0,2], we can rewrite (12.36) in the following form:
A(R,σ2,c, λ) Ô⇒ ∀R1 ∈ [R1/γ2 ,R1/γ1] , A(R1, σ2,c +CR−ε, λ).
Iterating this with the initialization (12.44) and R sufficiently large, we obtain
that there exists σ2(R) ∈ [0,C] such that
∀R1 ∈ ∞⋃
k=1 [Rk/γ1 ,Rk/γ2] , A(R1, σ2,2c0, λ) holds.
One readily checks that the allowed range of values for R1 contains an interval
of the form [R2,+∞) for some R2 <∞, so the proof is complete. 
We can now derive Corollary 12.2 from Proposition 12.1.
Proof of Corollary 12.2. Recall that W (z, r, p, q, p′, q′) denotes the bilinear form
associated with the quadratic form W (z, r, p, q), see (12.29). We use similar
notation for Ĩ(δ)(z, r, p, q), Q(p, q) and W(⋅, p, q). Our goal is to show that for
every p, q, p′, q′ ∈ Rd and f ∶ Rd → R satisfying (12.19), we have
(12.45) r− d2 ∫
Rd
f (xr ) Ĩ(δ)(x, r1−η̃, p, q, p′, q′)dx
(law)ÐÐ→
r→∞ ∫Rd f(x)W(x, p, q, p′, q′)dx.
Since the terms in (12.45) depend linearly on f , p, q, p′ and q′, establishing
the convergence (12.45) suffices to ensure joint convergence over these variables.
From now on, we therefore fix the function f satisfying (12.19) and p, q, p′,
q′ ∈ B1, and focus on proving (12.45) for these parameters. We lighten the
notation and simply write Ĩ(δ)(z, r) instead of Ĩ(δ)(z, r, p, q, p′, q′), and similarly
for W (z, r) and W(⋅). We let σ2 denote the variance of the white noise W.
The convergence (12.45) we need to prove can be restated as
(12.46) r− d2 ∫
Rd
f ( ⋅r) Ĩ(δ)(⋅, r1−η̃) (law)ÐÐ→r→∞ N (σ2∫Rd f 2,0,∞) .
Let κ < 1 be an exponent that will be chosen sufficiently close to 1 in the
course of the argument. We decompose the domain of integration along cubes
of side length rκ:
(12.47) ∫
Rd
f ( ⋅r) Ĩ(δ)(⋅, r1−η̃) = ∑
y∈rκZd∫◻rκ(y) f ( ⋅r) Ĩ(δ)(⋅, r1−η̃).
We first show that we can replace each summand above by
f (yr )∫◻rκ(y) Ĩ(δ)(⋅, r1−η̃),
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up to an error of lower order. By (12.13), we have
(12.48) ∫◻rκ(y) (f ( ⋅r) − f (yr )) Ĩ(δ)(⋅, r1−η̃)= Os (Crκ d2−(1−κ)) sup◻rκ(y) ∣(∇f) ( ⋅r)∣ .
Choosing κ > (1 − η)(1 + δ) ensures that the random variable in (12.48) isF(◻2rκ(y))-measurable, and therefore, by Lemma 7.3,
∑
y∈rκZd ∣∫◻rκ(y) (f ( ⋅r) − f (yr )) Ĩ(δ)(⋅, r1−η̃)∣
= Os (Cr d2−(1−κ)) ⎡⎢⎢⎢⎢⎣r−d ∑y∈rκZd rκd ( sup◻rκ(y) ∣(∇f) ( ⋅r)∣)
2⎤⎥⎥⎥⎥⎦
1
2
.
By the assumption (12.19), the expression between square brackets above
remains bounded as r tends to infinity. This justifies the replacement of f ( ⋅r)
by f (yr ) in the right side of (12.47). By Lemmas 12.4 and 12.6 and the same
reasoning, we may replace each summand
f (yr )∫◻rκ(y) Ĩ(δ)(⋅, r1−η̃)
by
rκdf (yr )W (y, rκ),
provided that κ < 1 is sufficiently close to 1. There remains to analyze the
asymptotic behavior of
r− d2 ∑
y∈rκZd r
κdf (yr ) W (y, rκ).
Let λ < ∞ and c > 0. By Proposition 12.1, the stochastic integrability of W
and the fact that ∥f∥L∞ <∞, for every r sufficiently large and y ∈ Rd, we have
rκ
d
2 f (yr )W (y, rκ) = N (f 2 (yr )σ2, f 2 (yr )c, λ) .
For r sufficiently large, the random variable W (y, rκ) is F(◻rκ−1(y))-measu-
rable. By independence, it thus follows that
r− d2 ∑
y∈rκZd r
κdf (yr ) W (y, rκ)
= N ⎛⎝r−d ∑y∈rκZd rκdf 2 (yr )σ2, r−d ∑y∈rκZd rκdf 2 (yr )c, λ⎞⎠ .
Since
r−d ∑
y∈rκZd r
κdf 2 (yr )ÐÐ→r→∞ ∫Rd f 2,
this completes the proof of (12.46).
We now show (12.21). By (12.2) and the definition of Ĩ(δ) in (12.7)-(12.8), it
suffices to show that
r
d
2 Ĩ(δ)(rz, r) (law)ÐÐ→
r→∞ ∫Φz,1 W.
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By the additivity property in (12.9), we have
Ĩ(δ)(rz, r) = ∫
Φ
rz,
√
r2−r2(1−η̃)
Ĩ(δ)(⋅, r1−η̃) +Os (Cr−(1−η̃)α) .
The result follows from (12.11) and (12.20). 
We record for future reference that the proof given above also enables to
estimate the stochastic integrability of convolutions of Ĩ(δ).
Lemma 12.10. For each η̃ ∈ (η1, η), there exists C(η̃, s, d,Λ) < ∞ such that
for every p, q ∈ B1 and every f ∶ Rd → R satisfying∫
Rd
sup◻1(x) (∣f ∣ + ∣∇f ∣)2 dx ≤ 1,
we have
r− d2 ∫
Rd
f (xr ) Ĩ(δ)(x, r1−η̃, p, q)dx = Os (C) .
Proof. We let κ < 1 be as in the proof of Corollary 12.2. In view of this proof,
it suffices to show that
(12.49) r− d2 ∑
y∈rκZd r
κdf (yr ) W (y, rκ, p, q) = Os (C) .
By (12.17), we have
rκ
d
2 W (y, rκ, p, q) = Os(C).
By Lemma 7.3, we deduce that
r− d2 ∑
y∈rκZd r
κdf (yr ) W (y, rκ, p, q) = Os (C) ⎡⎢⎢⎢⎢⎣r−d ∑y∈rκZd rκdf 2 (yr )
⎤⎥⎥⎥⎥⎦
1
2
.
By the assumption on f , the quantity between square brackets remains bounded
as r tends to infinity, so the proof is complete. 
13. Scaling limit of the correctors
In this section, we prove the second part of Theorem 4, which gives the
convergence in law of ∇φe to a gradient GFF.
The coefficients of an elliptic operator define a correspondence between
gradients of solutions and their fluxes. Our goal therefore is to describe the
correspondence between spatial averages of gradients and fluxes of solutions.
As was demonstrated in Section 8, this information can be conveniently read
off from the quantity J . Since we proved a scaling limit for J in the previous
section, we can now revisit the arguments of Section 8 and obtain much more
precise information, which enables us to establish convergence to a gradient
GFF.
The exponents s ∈ (1,2), δ > 0, η1 > η > η2 > 0 are those defined in the
previous section. Recall that they are functions of s, and that they can be taken
arbitrarily close to 0 by taking s < 2 sufficiently close to 2. We also introduce
an exponent κ, which is allowed to depend on (s, d,Λ) and satisfies
(13.1) κ ∈ (1 − η1
1 − η ,1) ,
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and which we may redefine in each instance to be as close to 1 as we wish.
Throughout, we allow ε > 0 to denote a positive exponent which may depend
on (s, d,Λ) and vary in each occurrence.
We begin with the following definition, motivated by Lemma 13.4 below.
Definition 13.1 (Coarsened coefficients ar(z)). For each z ∈ Rd and r ≥ 1, we
let br(z) denote the matrix representing the bilinear form
(p, q)z→ 1
2
(Ĩ(δ)(z, r1−η, p, p − q) − Ĩ(δ)(z, r1−η, p, p + q)) .
That is, br(z) has the property that, for every p, q ∈ Rd,
p ⋅ br(z)q = 1
2
(Ĩ(δ)(z, r1−η, p, p − q) − Ĩ(δ)(z, r1−η, p, p + q)) .
We then define
ar(z) ∶= a + br(z).
We begin by noticing that since br is a linear function of Ĩ(δ), the results
of the previous section give us complete quantitative information about the
behavior of br. For each e ∈ Rd, we let V(⋅, e) be the vector white noise defined
by (11.8). Notice that the mapping e↦V(⋅, e) is linear.
Lemma 13.2. There exists C(s, d,Λ) <∞ such that for every z ∈ Rd and r ≥ 1,
(13.2) ∣br(z)∣ = Os (Cr−(1−η) d2 ) .
Moreover, for every F ∶ Rd → Rd satisfying
(13.3) ∫
Rd
sup◻1(x) (∣F ∣ + ∣∇F ∣)2 dx ≤ 1
and every e ∈ B1, we have
(13.4) r− d2 ∫
Rd
F (xr ) ⋅ brκ(x)e dx (law)ÐÐ→r→∞ ∫ F (x) ⋅V(x, e)dx,
as well as, for every r ≥ 1,
(13.5) r− d2 ∫
Rd
F (xr ) ⋅ brκ(x)e dx = Os(C).
Finally, the convergence in (13.4) holds jointly with respect to F and e and
jointly with (12.21).
Proof. The estimate (13.2) follows from (12.10), the convergence in law from
Corollary 12.2, and the bound (13.5) from Lemma 12.10. 
It is also useful to notice that br is continuous on scales smaller than r.
Lemma 13.3. There exist ε1(s) > 0 and C(s, d,Λ) < ∞ such that, for every
x, y ∈ Rd with ∣x − y∣ ≤ r1−η1, we have
∣br(x) − br(y)∣ = Os (C ∣x − y∣r−(1−η1)( d2+1) +Cr−( d2+ε1)) .
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Proof. By the additivity property (12.6) and (12.7), we have
br(x) = ∫
Φ
x,
√
r2(1−η)−r2(1−η1)
br1−η1(z)dz +Os (Cr−(1−η1)α) .
Recall from (12.11) that (1 − η1)α > d2 . In order to prove the result, it therefore
suffices to show that
(13.6) ∣∫
Rd
br1−η1(z) (Φ(z − y, r2(1−η) − r2(1−η1)) −Φ(z − x, r2(1−η) − r2(1−η1)))∣
= Os (C ∣x − y∣r−(1−η1)( d2+1)) .
There exists a constant C <∞ such that for every x, y ∈ Rd satisfying ∣x−y∣ ≤ r1−η
and z ∈ Rd, we have(Φ(z − y, r2(1−η) − r2(1−η1)) −Φ(z − x, r2(1−η) − r2(1−η1)))
≤ ∣x − y∣
r1−η
C
r(1−η)d (exp(− ∣z − y∣2Cr2(1−η)) + exp(− ∣z − x∣2Cr2(1−η))) .
The result then follows from (13.2) and the fact that η1 > η. 
We now show that ar(z) is indeed acting like a coarsening of the coefficients.
This is a next-order version of Lemma 8.1.
Lemma 13.4. There exists C(s, d,Λ) < ∞ and ε(s, d,Λ) > 0 such that, for
every z ∈ Rd and r ≥ 1,
(13.7) sup
u∈A1(Φz,r) ∣∫Φz,r (a − ar)∇u∣ = Os (Cr−( d2+ε)) .
Proof. We allow ε to be a positive exponent depending on (s, d,Λ) which may
vary in each occurrence.
Step 1. We show that, for every z ∈ Rd, r ≥ 1 and q ∈ B1,
(13.8) ∣∫
Φz,r
(a − a)∇v(⋅, z, r,0, q) − ∫
Φz,r
brq ∣ = Os (Cr−( d2+ε)) .
By the additivity and localization properties, see (12.2), (12.6) and (12.7), there
exists a constant C(s, d,Λ) <∞ such that, for every z ∈ Rd, r ≥ 1 and p, q ∈ B1,
J(z, r, p, q)
= 1
2
(p − q) ⋅ a(p − q) + ∫
Φ
z,
√
r2−r2(1−η)
Ĩ(δ)(⋅, r1−η, p, q) +Os (Cr−α(1−η)) .
By (12.11), we have α(1 − η) > d2 . By (12.13) and Lemma 2.3, replacing
Φ
z,
√
r2−r2(1−η) by Φz,r in the integral above produces an error of Os (Cr−( d2+ε)).
By the definition of br(z), we deduce that
(13.9)
1
2
(J(z, r, p, p − q) − J(z, r, p, p + q)) = ∫
Φz,r
p ⋅ brq +Os (Cr−( d2+ε)) .
By (4.6), the left side above is equal to
∫
Φz,r
p ⋅ (a − a)∇v(⋅, z, r,0, q),
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which gives (13.8).
Step 2. We show that, for every z ∈ Rd, R ≥ 1 and q ∈ B1,
(13.10) ∣∫
Φz,R
bR∇v(⋅, z,R,0, q) − ∫
Φz,R
bRq ∣ = Os (CR−( d2+ε)) .
This is a refinement of the fact that
∫
Φz,R
∇v(⋅, z,R,0, q) = q +Os (CR− d2 ) ,
which follows immediately from (4.6) and (12.1). The idea is to use additivity to
pass to a slightly smaller mesoscale and use the regularity of bR in Lemma 13.3.
For clarity, we prove (13.10) only for z = 0.
Applying Lemmas 8.8 and 8.13 with α = d2 , we have, for every C ≤ r ≤ R/√2,
∫
Φ√
R2−r2
(∫
Φz,r
∣∇v(x,0,R,0, q) −∇v(x, z, r,0, q)∣2 dx) dz = Os/2 (Cr−d) .
Let r ≤ R/√2 to be fixed shortly. Using the previous line and (13.2) we obtain
∣∫
ΦR
bR(x)∇v(x,0,R,0, q)dx − ∫
Φ√
R2−r2 ∫Φz,r bR(x)∇v(x, z, r,0, q)dxdz∣
≤ ∥bR∥L2(ΦR) (∫Φ√
R2−r2 ∫Φz,r ∣∇v(x,0,R,0, q) −∇v(x, z, r,0, q)∣2 dxdz)
1
2
≤ Os (CR−(1−η) d2 r− d2 ) .
We write the second term on the left as
∫
Φ√
R2−r2 ∫Φz,r bR(x)∇v(x, z, r,0, q)dxdz(13.11) = ∫
Φ√
R2−r2 ∫Φz,r bR(x)q dxdz+ ∫
Φ√
R2−r2
bR(z)∫
Φz,r
(∇v(x, z, r,0, q) − q) dxdz
+ ∫
Φ√
R2−r2 ∫Φz,r (bR(x) − bR(z)) (∇v(x, z, r,0, q) − q) dxdz .
The first term on the right appears in (13.10). We then estimate the two last
terms on the right. For the third term we use the almost sure bound from (4.7)
which says ∥∇v(⋅, z, r,0, q)∥2L2(Φz,r) ≤ C ∣q∣2 ,
and obtain by Ho¨lder’s inequality that
∣∫
Φz,r
(bR(x) − bR(z)) (∇v(x, z, r,0, q) − q) dx∣≤ C ∥bR(⋅) − bR(z)∥L2(Φz,r) ∥∇v(⋅, z, r,0, q) − q∥L2(Φz,r)≤ C ∣q∣ ∥bR(⋅) − bR(z)∥L2(Φz,r) .
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Lemma 13.3 yields
∣bR(x) − bR(z)∣ ≤ Os (C ∣x − y∣R−(1−η1)( d2+1) +CR−( d2+ε1)) .
Setting ε2 ∶= ε1 + η1 (d2 + 1), we have that the first term is dominant whenever∣x − y∣ ≥ CR1−ε2 . Take thus r ∶= R1−ε3 with ε3 ∈ (ε2,1). The heat kernel bounds
and (13.2) then imply
∥bR(⋅) − bR(z)∥L2(Φz,r) ≤ (∫
B
R1−ε2 (z) Φz,r(x) ∣bR(x) − bR(z)∣2 dx)
1
2
+ (∫
BRd∖R1−ε2 (z) Φz,r(x) ∣bR(x) − bR(z)∣2 dx)
1
2
≤ Os (CR−( d2+ε1) +CR(ε3−ε2)d exp (−cR2(ε3−ε2))) .
In order to bound the second term on the right side of (13.11), we use (13.2)
and Lemmas 8.7 and 8.13 to see that
∣∫
Φ√
R2−r2
bR(z)∫
Φz,r
(∇v(x, z, r,0, q) − q) dxdz∣
≤ ∫
Φ√
R2−r2
∣bR(z)∣ ∣∫
Φz,r
(∇v(x, z, r,0, q) − q) dx∣ dz
= Os (CR−(1−η) d2 r− d2 ) .
Combining the previous displays we arrive at
∣∫
Φz,R
bR∇v(⋅, z,R,0, q) − ∫
Φz,R
bRq ∣
≤ Os (C (R−d+ d2 (η+ε3) +R−( d2+ε1) +R(ε3−ε2)d exp (−cR2(ε3−ε2))))
Choosing now ε3 close enough to ε2 yields (13.10).
Step 3. The conclusion. According to the definition of ar, the triangle
inequality, (13.8) and (13.10), for every z ∈ Rd, r ≥ 1 and q ∈ B1,
(13.12) ∣∫
Φz,r
(a − ar)∇v(⋅, z, r,0, q)∣
= ∣∫
Φz,r
(a − a)∇v(⋅, z, r,0, q) − ∫
Φz,r
br∇v(⋅, z, r,0, q) ∣ = Os (Cr−( d2+ε)) .
To conclude, we just need to argue that the set {∇v(⋅, z, r,0, q) ∶ q ∈ Rd} is
essentially A1. As argued in the proof of Lemma 8.1, there exists a random
variable Y(z) satisfying
(13.13) Y(z) = Os( d
2
+ε)(C)
such that, for every r ≥ Y(z) and u ∈ A1(Φz,r), there exists q ∈ BC such that∇v(⋅, z, r,0, q) = ∇u.
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Thus (13.12) implies
sup
u∈A1(Φz,r) ∣∫Φz,r (a − ar)∇u∣1{r≥Y(z)} = Os (Cr−( d2+ε)) .
By the almost sure boundedness of the left side of (13.7) and (13.13) yield
sup
u∈A1(Φz,r) ∣∫Φz,r (a − ar)∇u∣1{r≤Y(z)} ≤ C1{r≤Y(z)} = Os (Cr−( d2+ε)) .
The previous two displays yield (13.7). 
We next give a more precise version of Lemma 8.3 by smuggling a polynomial
weight into the statement of the previous lemma. We let Pm(Φz,r) denote the
set of p = (p1, . . . , pd) ∈ (Pm)d such that each pi is a polynomial of degree at
most m and ∥pi∥L2(Φz,r) ≤ 1.
Lemma 13.5. Fix m ∈ N. There exists C(m,s, d,Λ) <∞ such that, for every
z ∈ Rd and r ≥ 1,
(13.14) sup
u∈A1(Φz,r) supp∈Pm(Φz,r) ∣∫Φz,r p ⋅ (a − ar)∇u∣ = Os (Cr−( d2+ε)) .
Proof. Fix z ∈ Rd, r ≥ r0 and p ∈ Pm(Φz,r). According to Lemma 8.2, there
exists C(m,d) < ∞ and p̃ ∈ (Pm)d such that ∥p∥L2(Φz,r) ≤ C and, for every
F ∈ (L2(Φz,r))d,
∫
Φz,r
p ⋅ F = ∫
Φ
z,r/√2 p̃(x) ⋅ ∫Φx,r/√2 F (y)dy dx.
Applying this with F ∶= (a−ar)∇u and then applying the result of Lemma 13.4
and the Ho¨lder inequality, we obtain (13.14). 
Using the previous lemma, we give a next-order version of Lemma 8.5. This
is now quite close to the statement of convergence in law to the GFF and
formalizes the part of the heuristic which asserted that “b̃r∇φe,r is of lower
order” to pass from (11.4) to (11.5).
Lemma 13.6. There exist an integer k(s, d,Λ) ∈ N, exponents κ(s, d,Λ) ∈ (0, 1)
and ε(s, d,Λ) > 0 and a constant C (s, d,Λ) <∞ such that, for every function
h ∈ Ck(Rd) satisfying
sup
x∈Rd supj∈{1,...,k} ((1 + ∣x∣)d+j ∣∇jh(x)∣) ≤ 1,
every e ∈ B1 and r ≥ 1, we have
r−d ∣∫
Rd
∇h (xr ) ⋅ a∇φe(x)dx − ∫Rd ∇h (xr ) ⋅ brκ(x)e dx∣ = O1 (Cr−( d2+ε)) .
Proof. For each r ≥ 1, we denote
hr(x) ∶= r1−dh (xr ) ,
which is the rescaling of h to length scale r, normalized to keep the L1 norm
of the gradient unchanged. The argument proceeds by approximating ∇hr in
mesoscopic regions by the product of a polynomial and Φr, which allows us to
then recover the conclusion of the lemma from Lemma 13.5.
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Step 1. Mesoscopic polynomial approximation. We claim that, for every
m ∈ {1, . . . , k − 2}, there exists C (m,d,Λ) <∞ such that, for every z ∈ Rd,
(13.15) inf
p∈(Pm)d (∫Φz,rκ ∣p(x) −∇hr(x)∣2 dx)
1
2
≤ Cr−(d+1)−(1−κ)(m+1)/2 (1 + (∣z∣ − r)+)−(2+d+m) .
Taking pz to be the mth order Taylor approximation to ∇hr centered at the
point z, we have
sup
x∈Br′(z) ∣pz(x) −∇hr(x)∣ ≤ C ∥∇m+2hr∥L∞(Br′(z)) (r′)m+1= Cr−d−(m+2) ∥∇m+2h∥
L∞(Br′/r( zr )) (r′)m+1.
Taking r′ ∶= r1−(1−κ)/2 leads to the bound
∫◻r′(z) Φz,rκ(x) ∣pz(x) −∇hr(x)∣2 dx≤ Cr−(d+1)−(1−κ)(m+1)/2 (1 + (∣z∣ − r′)+)−(2+d+m) .
On the other hand, using that r′ = r1−(1−κ)/2 ≫ r1−κ implies that Φz,rκ ≤ Cr−p
on Rd ∖◻r′(z) for any p, we find∫
Rd∖◻r′(z) Φz,rκ(x) ∣pz(x) −∇hr(x)∣2 dx ≤ Cr−100d (1 + (∣z∣ − r)+)−(2+d+m) .
Combining the two previous displays yields (13.15). In particular, we have
(13.16) ∥pz∥L2(Φz,rκ) ≤ Cr−d (1 + ∣z∣r )−(d+1) .
Step 2. Application of Lemma 13.5 and conclusion. We compute∣∫
Rd
∇hr ⋅ (a − arκ) (e +∇φe) dx∣
= ∣∫
Rd
∫
Φy,rκ
∇hr(x) ⋅ (a(x) − arκ(x)) (e +∇φe(x)) dxdy∣
≤ ∣∫
Rd
∫
Φy,rκ
py(x) ⋅ (a(x) − arκ(x)) (e +∇φe(x)) dxdy∣
+ ∫
Rd
∫
Φy,rκ
∣py(x) −∇hr(x)∣ (1 + ∣∇φe(x)∣) dxdy.
By Lemma 13.5, (13.16) and Theorem 1, Remark 2.2 and Lemma 2.3,
∣∫
Rd
∫
Φy,rκ
py(x) ⋅ (a(x) − arκ(x)) (e +∇φe(x)) dxdy∣
≤ ∫
Rd
∥py∥L2(Φy,rκ) (1 + ∥∇φe∥L2(Φy,rκ))Os (Cr−κ( d2+ε)) dy
≤ Cr−d∫
Rd
(1 + ∣z∣
r
)−(d+1)O(2+ε)(1−η) (C)Os (Cr−κ( d2+ε)) dy
= O1 (Cr−( d2+ε)) ,
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where the last display was obtained by taking κ closer to 1 and redefining ε.
Here and below, ε is assumed to be smaller than the exponent ε(d,Λ) in the
statement of Theorem 1. We also assume that the exponent η is close enough
to 1 that (2 + ε)(1 − η) > 2. A similar computation which uses (13.15) in place
of Lemma 13.5 yields
∫
Rd
∫
Φy,rκ
∣py(x) −∇hr(x)∣ (1 + ∣∇φe(x)∣) dxdy
≤ ∫
Rd
∥py −∇hr∥L2(Φy,rκ) (1 + ∥∇φe∥L2(Φy,rκ)) dy≤ ∫
Rd
Cr−d−(1−κ)(m+1)/2 (1 + (∣y∣ − r)+)−(1+d+m)Oκ(2+ε) (C) dy= Oκ(2+ε) (Cr−(1−κ)(m+1)/2) .
Taking m (and therefore k) sufficiently large that (m + 1)(1 − κ) > d + 2ε and
then combining the previous three displays, we obtain the lemma. 
We now present the proof of the main result.
Proof of Theorem 4. We decompose the proof into three steps.
Step 1. We show that the family of random distributions {r d2 (∇φe)(r ⋅ ), r ≥ 1}
is tight with respect to the topology of C− d2−loc . By [29, Theorem 2.25], it suffices
to verify that, for some large k ∈ N and for every F ∈ Ck(Rd;Rd) satisfying
(13.17) ∀a ∈ (1,∞), sup
x∈Rd sup1≤m≤k (1 + ∣x∣)a ∣∇mF (x)∣ <∞
and ζ ∈ [1,∞), we have
sup
r≥1 sup`≥1 E [∣(`r) d2 ∫Rd F (`x) ⋅ ∇φe(rx)dx∣ζ] <∞.
By a change of variables, this reduces to
(13.18) sup
r>0 E [∣r− d2 ∫Rd F (xr ) ⋅ ∇φe(x)dx∣ζ] <∞.
We first show (13.18) under the assumption that F has zero mean, that is,
(13.19) ∫
Rd
F (x)dx = 0.
In this case, we split F by writing
F = −a∇h + g,
where h is the unique solution of−∇ ⋅ a∇h = ∇ ⋅ F in Rd
satisfying
lim sup∣x∣→∞ ∣h(x)∣ = 0.
The existence of h can be obtained by the Green’s formula, Lemma 13.7 below,
and an easy density argument, which also gives us the estimate
(13.20) sup
0≤j≤k supx∈Rd (1 + ∣x∣)d+j+1 (∣∇j+1h(x)∣ + ∣∇jg(x)∣) <∞.
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Using Lemma 13.6 and (13.5), we obtain, for every r ≥ 1,
(13.21) r− d2 ∣∫
Rd
∇h (xr ) ⋅ a∇φe(x)dx∣ = O1 (C) .
For r ∈ (0,1), we use the bound, for each z ∈ Rd,
⨏
Br(z) ∣∇φe(x)∣2 dx ≤ Crd⨏B1(z) ∣∇φe(x)∣2 dx = O2+ε (Crd) ,
which is a consequence of (10.4) and stationarity, to get
r− d2 ∣∫
Rd
∇h (xr ) ⋅ a∇φe(x)dx∣ = O2+ε(C).
Thus we have (13.21) for every r > 0.
Next we turn to the estimate for g. Since g(⋅/r) is solenoidal, we have by an
integration by parts and (13.20) that, for any R ≥ 1,
∫
BR
g (xr ) ⋅ ∇φe(x)dx = ∫
∂BR
n(x) ⋅ g (xr )φe(x)dx ≤ (Rr )−(d+1)∫∂BR ∣φe(x)∣ dx.
Given any R′ ≥ 1, we may take R ∈ [R′,2R′] such that
∫
∂BR
∣φe(x)∣ dx ≤ C
R′ ∫B2R′ ∣φe(x)∣ dx = Rd−1O2 (C log 12 R) ,
by Theorem 1. Combining these gives, for every R ≥ 1,
∫
BR
g (xr ) ⋅ ∇φe(x)dx = O2 (Crd+1R−2 log 12 R) .
Outside of BR, we have∣∫
Rd∖BR g (xr ) ⋅ ∇φe(x)dx∣ ≤ Crd+1∫Rd∖BR ∣x∣−(d+1)O2 (C) = O2(Crd+1R−1).
Combining these and sending R →∞ yields, for every r > 0,
(13.22) ∫
Rd
g (xr ) ⋅ ∇φe(x)dx = 0 P-a.s.
Combining this with (13.21) yields, for every r > 0 and F ∈ Ck(Rd;Rd) satisfy-
ing (13.17) and (13.19),
∣r− d2 ∫
Rd
F (xr ) ⋅ ∇φe(x)dx∣ = O1 (C) ,
which is a much stronger bound than we announced in (13.18). To remove
the assumption (13.19), it suffices to exhibit a single function f ∈ Ck(Rd)
satisfying the decay (13.17) for which we can prove (13.18) (because a general
F ∈ Ck(Rd;Rd) satisfying the above decay assumption can be written as the
sum of a multiple of this function (times each basis vector) and a mean-zero
element as above). According to Theorem 1, we have (13.18) for the function Φ1,
which is clearly in the admissible class. This completes the proof of (13.18).
Step 2. In this step, we show that for every F ∈ Ck(Rd;Rd) satisfying (13.17)
and ∫Rd F = 0, we have
(13.23) r− d2 ∫
Rd
F (xr ) ⋅ ∇φe(x)dx (law)ÐÐ→r→∞ (∇Ψe)(F ),
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where ∇Ψe denotes the gradient GFF defined by (11.9). As above, we decompose
F into F = −a∇h+g, where h is the unique function tending to 0 at infinity and
such that −∇ ⋅ a∇h = ∇ ⋅ F . By the definition of Ψe, in order to prove (13.23),
it suffices to show that
(13.24) r− d2 ∫
Rd
a∇h (xr ) ⋅ ∇φe(x)dx (law)ÐÐ→r→∞ V(∇h, e),
and
(13.25) r− d2 ∫
Rd
g (xr ) ⋅ ∇φe(x)dx (prob.)ÐÐÐ→r→∞ 0.
The limit (13.24) follows from Lemmas 13.6 and 13.2, while the limit (13.24)
was already proved (more strongly) in (13.22), above. Thus we have (13.23).
Step 3. In this step, we identify the limit of r
d
2 (∇φe)(r ⋅ ) as ∇Ψe. More
precisely, we show that the convergence (13.23) holds for test functions F ∈
Ck(Rd;Rd) satisfying (13.17) but which are not necessarily of mean zero. For
every m ∈ [1,∞), we set
F̃m(x) ∶= F (x) −Φm(x)∫
Rd
F.
By definition, the function F̃m belongs to Ck(Rd;Rd), satisfies (13.17) and is of
mean zero. By the result of the previous step, we have
(13.26) r− d2 ∫
Rd
F̃m (xr ) ⋅ ∇φe(x)dx (law)ÐÐ→r→∞ (∇Ψe) (F̃m) .
In order to complete the proof, it suffices to show that for every ε̃ > 0, we have
(13.27) lim
m→∞ lim supr≥1 P [∣r− d2 ∫Rd(F − F̃m) (xr ) ⋅ ∇φe(x)dx∣ ≥ ε̃] = 0,
and
(13.28) (∇Ψe) (F − F̃m) (prob.)ÐÐÐ→
m→∞ 0,
see e.g. [7, Theorem 3.2]. According to Theorem 1, we have
r− d2 ∫
Rd
(F − F̃m) (xr ) ⋅ ∇φe(x)dx = r d2 (∫Rd F) ⋅ (∫Φmr ∇φe)= (∫
Rd
∣F ∣)Os (Cm− d2 ) .
This implies (13.27). The convergence in (13.28) follows from the observation
that
lim
m→∞ ∥F − F̃m∥L2(Rd) = 0.
The proof is now complete. 
In the argument above, we invoked the following simple lemma, the proof of
which we recall here for completeness. Denote by S the Schwartz class of test
functions:
(13.29) S ∶= {f ∈ C∞(Rd;R) ∶ for every k ∈ N and i ∈ Nd
sup
x∈Rd(1 + ∣x∣)k∣∂if(x)∣ <∞}.
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Lemma 13.7. For every f ∈ S of mean zero, there exists F ∈ Sd such that∇ ⋅ F = f . If f ∈ C∞c (Rd;R), then we can further require that F ∈ C∞c (Rd;Rd).
Proof. We first prove the statement assuming f ∈ C∞c (Rd;R). Without loss of
generality, we assume that supp f ⊆ B1. Let h ∈ C∞c (R;R) be such that ∫R h = 1
and supph ⊆ B1. We define the following functions from Rd to R:
g0(x) ∶= f(x),
g1(x) ∶= h(x1)∫
R
f(y1, x2, . . . , xd)dy1,
g2(x) ∶= h(x1)h(x2)∫
R2
f(y1, y2, x3, . . . , xd)dy1 dy2,⋮
gd(x) ∶= h(x1)⋯h(xd)∫
Rd
f = 0,
where we write x = (x1, . . . , xd). Note that g0, . . . , gd ∈ C∞c (Rd;R). For every
i ∈ {1, . . . , d}, we set
Fi(x) ∶= ∫ xi−∞ (gi−1 − gi)(x1, . . . , xi−1, y, xi+1, . . . , xd)dy.
Note that
∂iFi(x) = gi−1(x) − gi(x),
so that ∇ ⋅ F = f . In order to complete the proof, there remains to verify that
F is compactly supported. Since g0, . . . , gd are compactly supported, it suffices
to check that
xi > 1 Ô⇒ F (x) = 0.
If xi > 1, then
∫ xi−∞ gi−1(x1, . . . , xi−1, y, xi+1, . . . , xd)dy= h(x1)⋯h(xi−1)∫
Ri
f(y1, . . . , yi, xi+1, . . . , xd)dy1⋯dyi
= ∫ xi−∞ gi(x1, . . . , xi−1, y, xi+1, . . . , xd)dy,
since ∫R h = 1. This completes the proof under the assumption that f ∈
C∞c (Rd;R). When f ∈ S, a similar argument shows that F ∈ Sd. 
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