The aim of this article is to introduce standard bases of ideals in polynomial rings with respect to a class of orderings which are not necessarily semigroup orderings. Our approach generalises the concept of standard bases with respect to semigroup orderings described in [Gr, GP]. To compute these standard bases we give a slightly modified version of the Buchberger algorithm [B]. The orderings we consider are refinements of certain filtrations. In the local case these filtrations are Newton filtrations. For a zero dimensional ideal, an algorithm converting standard bases with respect to local orderings is given. As an application, we show how to compute the spectrum of an isolated complex hypersurface singularity f : (C n , 0) → (C, 0) with nondegenerate principal part.
Introduction
The theory of standard bases has developed since B. Buchberger introduced standard bases of ideals in polynomial rings with respect to semigroup wellorderings (now called Gröbner bases) in 1965 [B] . It has been extended to certain localisations of the polynomial rings by allowing semigroup orderings which are not wellorderings [Mo1, Gr, GP, Mo2] . The main tool to compute such a standard basis is the Buchberger algorithm [B, BW] . By choosing an appropriate semigroup ordering, invariants of ideals may be computed from a standard basis with respect to this ordering. For example, the Hilbert function can be obtained from a standard basis with respect to a degree ordering. However there are some invariants which are not related to semigroup orderings. Consider an isolated hypersurface singularity f : C n → C with nondegenerate principal part. Its Milnor number µ(f ) is readily computed from a standard basis of the Jacobian ideal J f of f with respect to any local semigroup ordering (in fact with respect to any local ordering as will be shown). However the spectrum of f is the Poincare series of O C n ,0 /J f graded with respect to the Newton filtration given by f [S, KV] . The Newton filtration can be refined to a local semigroup ordering if and only if f is semiquasihomogeneous. Here we study standard bases with respect to orderings which are refinements of Newton filtrations. In general, such an ordering is not a semigroup ordering.
In the first section normal and noetherian orderings are introduced. This is the class of orderings for which we are able to give a normal form algorithm which terminates (algorithm 2.4). The setup for standard bases with respect to normal orderings is outlined in the second section. To compute standard bases, s-polynomial sets and reducing sets are introduced. With their help a modified Buchberger algorithm can be formulated (algorithm 2.9). It terminates for any normal noetherian ordering for which reducing sets exist (theorem 2.10) and returns a standard basis (theorem 2.11).
In the next section Newton orderings are introduced as refinements of Newton filtrations. Some Newton orderings are not normal (lemma 3.2), but they all are noetherian and admit reducing sets (propositions 3.5 and 3.8). The case of a zero dimensional ideal and a local ordering is studied in in the fourth section. Here standard bases do always exist (proposition 4.1). Moreover a standard basis with respect to a given local ordering can be computed from a standard basis with respect to another local ordering using only linear algebra (algorithm 4.3). In the last section we show how to compute the spectrum of an isolated complex hypersurface singularity with nondegenerate principal part (corollary 5.4). The author implemented the computation of the spectrum into the computer algebra program Singular [GPS] using algorithm 4.3.
Orderings
First fix some notation. Let N = {0, 1, 2, . . . } be the nonnegative integers, K a field and K[x] = K[x 1 , . . . , x n ] the polynomial ring in n ≥ 1 indeterminates over K. We use the exponent notation
The polynomials of K[x] are sums of the form α α α∈A c α α α x α α α , where A ⊂ N n is a finite set and c α α α x α α α ∈ T for all α α α ∈ A (we do not write monomials with zero coefficient). Consider a total ordering ≺ on N n (which is not not necessarily a semigroup ordering) and denote the induced ordering on M also by ≺.
Any nonempty set of monomials which is the lead monomial set of a finite set of polynomials or of an ideal will be called lead monomial set. For a semigroup ordering L(I) and L(G) can be identified with monomial ideals. In general this is not the case. But the ordering ≺ still satisfies
. Instead of respecting the semigroup structure of N n , the ordering ≺ should satisfy the following condition.
A normal ordering is called mixed if it is neither global nor local.
For a normal ordering the set
with LM(g) = 1. For semigroup orderings the lead monomial sets behave like ideals (in a noetherian ring), i.e. every increasing sequence gets stationary.
Definition 1.3
The ordering ≺ is called noetherian if the following condition is satisfied:
Any semigroup ordering is normal and noetherian, but the converse does not hold.
Standard bases
Proceeding along the lines of [GP] , we introduce standard bases with respect to normal orderings. From now on let ≺ be a normal ordering. Let S
If ≺ is not a semigroup ordering, then in general not every ideal has a standard basis. Albeit for noetherian orderings this is true.
Lemma 2.2 If ≺ is noetherian, the every ideal
has a standard basis.
Proof: The standard proof applies.
Every standard basis G of I can be shortened to an interreduced standard basis by iteratively deleting those f ∈ G for which L({f }) ⊆ L(G\{f }). Reduced standard bases do in general only exist for global orderings. To do standard basis computations a normal form is needed:
Following [GP] , to get a normal form which does not only work in the global case, one considers homogeneous polynomials in K [t, x] . So let
be the monomials and terms of K [t, x] . Define a global wellordering ≺ h on M t by setting
With respect to powers of t, this ordering behaves like a semigroup ordering. We frequently need to consider lead monomials in
, let f h = α α α∈A c α α α t deg f −|α α α| x α α α be the homogenisation with respect to t.
we always use ≺ (resp. ≺ h ) in the computation of lead monomials, lead terms, . . . . Let G = {f 1 , . . . , f r } ⊂ K[t, x] be a finite ordered set of homogeneous polynomials and let p ∈ K[t, x] homogeneous. For a semigroup ordering, the following is just the normal form NFMora of [GP] .
if nonzero) are homogeneous of the same degree with
Proof: This just the proof of [GP, theorem 1.9 2)].
Proposition 2.6 If the ordering ≺ is noetherian, then NormalForm is a normal form in the sense of definition 2.3.
Proof: In view of lemma 2.5 it is enough to show that NormalForm terminates. But ≺ is noetherian, so the proof of [GP, prop. 1.9 1)] applies.
To actually compute such a standard basis one needs s-polynomials.
is called s-polynomial of f and g at (α α α, β β β). Moreover
is called the s-polynomial set of f and g.
For a semigroup ordering |Spoly(f, g)| = 1 and we get the usual s-polynomial. Now we want to imitate the Buchberger algorithm. Given a finite set of generators G = {f 1 , . . . , f r } of an ideal I, this algorithm enlarges G by some elements of I such that all s-polynomials spoly(f, g), f, g ∈ G reduce to zero. For a semigroup ordering this implies that x α α α spoly(f, g) reduces to zero for all x α α α ∈ M. In our setup this is not the case. Let G = {f 1 , . . . , f r } ⊂ K[t, x] be a finite set of homogeneous polynomials and let f ∈ I = (f 1 , . . . , f r ) homogeneous. Assume that that NormalForm terminates for ≺.
such that the polynomial x α α α f has a representation of the form
If there exists a reducing set for every (f, G) as above, then we say that reducing sets exist.
For a semigroup ordering we always can take R(f, G) = {1}. Now we can formulate a standard basis algorithm. Let G = {f 1 , . . . , f r } ⊂ K[x] be a finite set of polynomials. Let ≺ be such that NormalForm terminates and that reducing sets exist. Moreover assume that the procedure ReducingSet(h, S) computes a reducing set for (h, S).
Algorithm 2.9
Theorem 2.10 Let ≺ be noetherian such that reducing sets exist. Then StandardBasis terminates.
Proof: Again the standard proof applies.
Theorem 2.11 Let ≺ be such that NormalForm terminates and reducing sets exist. Let 
Proof: The standard proof applies to i)⇒ii), iii)⇒iv), iv)⇒v) and v)⇒i).
ii)⇒iii): Assume that ii) holds and let f ∈ K[t, x] homogeneous. First we show the following Claim: If f has a representation of the form
lead terms cancel
we have found a representation of gf with l − 1 lead terms instead of l. Then the claim follows by induction. Now let x α α α ∈ M and let h ∈ Spoly(f i , f j ). Then there exists a g ∈ K[t, x] with lead monomial 1 such that gx α α α h has a representation as in the claim. Then the claim shows that during the computation of NormalForm(x α α α h, G) on never ends up with an element which cannot be reduced except zero. Thus NormalForm(x α α α h, G) = 0 and iii) follows.
Corollary 2.12 Let ≺ be such that NormalForm terminates and reducing sets exist. If G is a standard basis of the ideal
The Newton ordering
Let L be a nonempty finite set of nonzero linear forms l : R n → R and let δ δ δ ∈ (R + 0 ) n be fixed. We call the real number
A subscript of δ δ δ = 0 will be omitted. Then C δ δ δ (l) is a cone with respect to C(l): for all α α α ∈ C δ δ δ (l), β β β ∈ C(l) by definition w δ δ δ (α α α + β β β) = l(α α α + β β β), so α α α + β β β ∈ C δ δ δ (l).
Definition 3.1 L is called rational if all cones C(l), l ∈ L are rational (i.e. every cone is the locus where a finite set of linear forms with rational coefficients is nonnegative).
For the rest of this section let L be rational and δ δ δ ∈ (Q + 0 )
n . Restricting w δ δ δ (.) to N n and identifying M with N n we call
the Newton weight of x α α α ∈ M. Define the Newton weight of f = α α α∈A c α α α x α α α to be
is called a Newton filtration. This filtration does not distinguish all monomials in general. So take any semigroup order ≺ 0 and define
This ordering is called a Newton ordering. A Newton filtration (resp. a Newton ordering) is a filtration (resp. an ordering) which arises in the above way. 
2) All linear forms l ∈ L have nonpositive coefficients.
3) δ δ δ = 0.
Proof: The first two cases are obvious. So let δ δ δ = 0 and x α α α , x β β β ∈ M. We have to show that x β β β ≺ 1 implies x α α α x β β β ≺ x α α α . There exist linear forms l, l ′ , l ′′ ∈ L such that w(x α α α ) = l(α α α), w(x β β β ) = l ′ (β β β) and w(x α α α x β β β ) = l ′′ (α α α + β β β). Therefore
Then x β β β ≺ 1 implies either w(x β β β ) < 0 ⇒ w(x α α α x β β β ) < w(x α α α ) or w(x β β β ) = 0 and β β β ≺ 0 1 ⇒ w(x α α α x β β β ) = w(x α α α ) and x α α α x β β β ≺ 0 x α α α . In both cases we get x β β β x α α α ≺ x α α α .
Note that ≺ is an ordering on M which is not a semigroup ordering in general. For example let L = {x + 2y, 2x + y} and f = x + y (figure 1).
On the other hand w 0 (y 2 f ) = w 0 (xy 2 + y 3 ) = w(y 3 ) = 3/2, hence LM(y 2 f ) = y 3 . So ≺ is not a semigroup order. It follows from [R] that every semigroup ordering is a Newton ordering with |L| = 1 and δ δ δ = 0.
If the coefficients of every l ∈ L are positive (negative), then ≺ is a local (global) ordering. Consider the set of monomials
Clearly M δ δ δ (l) is a cone with respect to M(l): if x α α α ∈ M δ δ δ (l) and x α α α ∈ M(l), then x α α α x β β β ∈ M δ δ δ (l). Let R δ δ δ (l) be the K-algebra generated by the monomials in M δ δ δ (l). Then R δ δ δ (l) is a R(l)-module. Since L is rational, R(l) is noetherian and R δ δ δ (l) is finitely generated since δ δ δ has rational coordinates. Now let G = {f 1 , . . . , f r } ⊂ K[x] be a finite set of polynomials and
. Let R(G) δ δ δ (l) (resp. R(I) δ δ δ (l)) be the K-algebra generated by the monomials in L(G) δ δ δ (l) (resp. L(I) δ δ δ (l)).
Example 3.3 Let L = {l 1 , l 2 , l 3 } = {3x + 3y, 2x + 6y, 6x + 2y} and δ δ δ = (1, 1). Then (figure 2)
Figure 2: L = {3x + 3y, 2x + 6y, 6x + 2y}
The corresponding modules are (figure 3):
Figure 3: L = {3x + 3y, 2x + 6y, 6x + 2y}, δ δ δ = (1, 1)
Lemma 3.4 L(G) δ δ δ (l) and L(I) δ δ δ (l) are cones with respect to M(l). R(G) δ δ δ (l) and R(I) δ δ δ (l) are finitely generated R(l)-submodules of R δ δ δ (l).
For every x β β β ∈ M(l) and every α α α ∈ A there exists a l ′ ∈ L such that
. Therefore both L(G) δ δ δ (l) and L(I) δ δ δ (l) are cones with respect to M(l). This shows that R(G) δ δ δ (l) and R(I) δ δ δ (l) are indeed R(l)-submodules of R δ δ δ (l). They are finitely generated since R δ δ δ (l) is a noetherian module.
Proposition 3.5 Let ≺ be a Newton ordering. Then ≺ is noetherian.
. is a increasing sequence of submodules. But R δ δ δ (l) is noetherian, so this sequence gets stationary and so does the sequence (L i ∩M δ δ δ (l)) i∈N . Since |L| < ∞ also the sequence (L i ) i∈N gets stationary. 
Corollary 3.7 Let ≺ be a normal Newton ordering. Then NormalForm terminates.
Let G = {f 1 , . . . , f r } ⊆ K[t, x] be a finite set of homogeneous polynomials, let I = (f 1 , . . . , f r ) and f ∈ I homogeneous. We want to construct a reducing set for (f, G). Let S l be a finite set of monomials which generates R({f | t=1 }) δ δ δ (l) over R(l), l ∈ L and let S = l∈L S l . For every x β β β ∈ S there exists a monomial
Proposition 3.8 R = {xβ β β | x β β β ∈ S} is a reducing set for (f, G).
We have to find a representation of x α α α f as in definition 2.8. Then there exist monomials xβ β β ∈ R ∩ M δ δ δ (l) and x τ τ τ ∈ M(l) such that x γ γ γ = x β β β x τ τ τ and x α α α = xβ β β x τ τ τ . It follows from lemma 2.5 that there exists a homogeneous g ∈ K[t, x] with LM(g| t=1 ) = 1, ξ 1 , . . . , ξ k ∈ T t and h 1 , . . . , h k ∈ G ∪ {NormalForm(xβ β β f, G) | xβ β β ∈ R} such that
This completes the proof.
Corollary 3.9 Let ≺ be a normal Newton ordering. Then reducing sets do exist.
Corollary 3.10 Let ≺ be a normal Newton ordering. Then StandardBasis terminates.
Local orderings and zero dimensional ideals
Let ≺ be a local ordering and let
.. ,xn) . We show that there always exists a finite standard basis of I. Moreover such a standard basis can be computed from a given standard basis with respect to another local semigroup ordering using only linear algebra.
Proposition 4.1 Every zero dimensional ideal I ⊆ K[x] has a standard basis with respect to any local order.
Proof:
. . , f k } together with all monomials of degree m is a standard basis of I with respect to ≺.
For a local Newton ordering a standard basis can be computed with our variant of Buchbergers algorithm. For an arbitrary local ordering however it is not clear that this works. In particular, we do not know the corresponding reducing sets. One the other hand in the case of zero dimensional ideals and global semigroup orderings, one can do the following: given a standard basis with respect to a given ordering, the FGLM-algorithm [FGLM] computes a standard basis with respect to another ordering using only linear algebra. The key is that zero dimensional ideals admit finite defining systems.
There are two reasons why the FGML-algorithm will not work in our case: Firstly, for a local ordering, a standard basis of I does not necessarily generate I as a K[x]-module. The second reason is that the FGLM-algorithm depends on the fact that the set of lead monomials has the structure of a monomial ideal, which is in general only true for semigroup orderings.
Nevertheless it is possible to convert standard bases between different local orderings. Let m ∈ N such that (x) m ⊆ I (x) and let G = {f 1 , . . . , f r } be a standard basis of I with respect to ≺. Then I is an ideal in K[x] with (x) m ⊆ I (x) . The following lemma shows the relation between G and I. 
The algorithm
First choose a monomial ideal Z ⊆ I which contains a power of the maximal ideal. The best choice for Z would be the maximal monomial ideal contained in I, but this ideal may be expensive to compute. Since Z contains a power of the maximal ideal, M \ Z is a finite set of monomials. Consider the following partition of M \ Z:
These polynomials are straightforward to compute from G. The ideal I ⊆ K[x] is an infinite dimensional K-vector space with basis {h 1 , . . . , h k } ∪ (M ∩ Z). So after some linear algebra we can assume h i − x α α α i ∈ K N (this simplification is just of cosmetic nature). Then
. . .
Denote the k × (k + µ) matrix on the left hand side by A. Now reorder the monomials x α 1 , . . . , x α α α k+µ with respect to a second local ordering ≺ 2 . This defines a matrixÃ (which arises from A by permuting columns) on which we perform Gauss elimination. Call the resulting matrix againÃ. Then there exists a permutation σ ∈ S k+µ (operating on the columns ofÃ) such that
As a Kvector space I still has as basis {h
. Let Z gen be a finite set of generators of the monomial ideal Z. Then by construction {h ′ 1 , . . . , h ′ k } ∪ Z gen is a standard basis of I with respect to ≺ 2 . Now we formulate the algorithm. So let G be a standard basis of I with respect to ≺. Assume that we are given the following procedures:
Input: G is a standard basis of a zero dimensional ideal I ⊆ K[x] with respect to the local ordering ≺. Output: A reduced set of generators of a monomial ideal contained in I which contains a power of (x).
GaussEliminate(A)
Input: A is a k × (k + µ) matrix over K of rank k. Output: The k × (k + µ) matrix over K which arises from A by Gaussian elimination.
Then the description of our algorithm is as follows.
Algorithm 4.3
α α α ∈ H DO choose the first f ∈ G with LM(ηf ) = x α α α for some η ∈ T F := F ∪ {ηf } A := the matrix of coefficients of all f ∈ F with respect to M sorted according to ≺ 2 A := GaussEliminate(A) F := the elements of the vector which arises from multiplying A with the column vector of the elements of M sorted according to ≺ 2 G 2 := F ∪ Z gen Altogether we have proved the 
For degree orderings like degrevlex − the set of generators Z gen can be computed as follows: One computes the highest corner x τ τ τ of I, i.e. the smallest monomial not contained in L(I). Then x α α α ≺ x τ τ τ implies x α α α ∈ I. For degree orderings the set {x
Then we may take Z gen = Z 1 ∪ Z 2 . This will also work (with a few modifications) in the case of a weighted degree ordering or a Newton ordering.
Applications
Let ≺ be a normal Newton ordering, I ⊆ K[x] an ideal and G a standard basis of I with respect to ≺. The Newton filtration on K[x] induces a filtration on the
/I) >s < ∞ for all s ∈ R and let P (t) be the Poincare series of Gr ≺ K[x]/I. The coefficients of this series can be computed as follows.
Proof: By definition the elements of
α α α ∈ L(I) be the smallest monomial of Newton weight w δ δ δ (x α α α ) = s. Then there exists a f ∈ I with LM(f ) = x α α α . By construction f − LT (f ) ∈ K B ∪ K[x] >s , so x α α α ∈ K B in V . By induction this holds for all x α α α ∈ L(I) of Newton weight s.
The spectrum of a hypersurface singularity
Let f : (C n , 0) → (C, 0) be the germ of a holomorphic function with an isolated critical point at 0. Let J f = (∂f /∂x 1 , . . . , ∂f /∂x n ) ⊆ C{x} be the Jacobi ideal of f . The Milnor number of f µ(f ) = dim C (C{x}/J f ) is a topological invariant of f . Since f has an isolated singularity µ(f ) is finite. Then f is (µ + 1)-determined, which means that f does not change its analytical type if we forget about terms of order higher than µ + 1. So we can assume that f is given by a polynomial. Moreover there exists a m ∈ N 0 such that (x) m ⊆ J f , so C{x}/J f ≃ C[x] (x) /J f . This means that we can compute the Milnor number of f from a standard basis of J f with respect to a local ordering ≺ as
The spectrum of f is an analytical invariant of f which is finer than the Milnor number. It consists of µ = µ(f ) rational numbers {α 1 , . . . , α µ } which often are In particular µ(f ) = 323 and p g (f ) = 44.
Concluding remarks
This work arose from the desire to have a program which computes the spectrum of an isolated hypersurface singularity. Our variant of the Buchberger algorithm has been successfully coded. However it turned out that it is much faster to compute a standard basis with respect to a semigroup ordering and to convert it to a standard basis with respect to the corresponding Newton ordering using StandardBasisChange. This not really a surprise: standard basis algorithms for semigroup orderings have been carefully optimised for years, see [GGM, Ma] .
The computation of the spectrum of an isolated hypersurface singularity with nondegenerate principal part is now implemented in the computer algebra program Singular and will hopefully be available in further releases. For convenience, our web site www.mathematik.uni-mainz.de/AlgebraischeGeometrie/Spectrum/index.shtml offers an interface to this implementation.
