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Abstract
A stochastic (randomization) algorithm for solving mixed zero-one programs in a yes–no form
is presented. Under a set of conditions, we show that any mixed zero-one program is such that
either a feasible solution for the problem is obtained or it is classi.ed as infeasible. The algorithm
is such that its random running time has its kth moment, k = 1; : : : ; j, for any j, bounded by a
polynomial in n, the number of zero-one variables.
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1. Introduction
The study of asymptotic behavior of combinatorial problems under probabilistic as-
sumptions is the subject of several papers. Raghavan and Thompson [7] suggest a
randomized rounding technique for a class of multi-commodity :ow problems, formu-
lated as a 0–1 programming problem. They obtain an LP relaxation optimal solutions
{xˆj ; j = 1; : : : ; n} and set the values for the original variables xj randomly according
to the rule P (xj = 1) = xˆj. They further show that this approach will yield with a
high probability a near-optimal solution to the original linear program. In this pa-
per, an entirely di>erent randomized algorithm for a mixed zero-one program is de-
veloped. The probabilities k of assigning the value of one to the binary variables
yk ; k = 1; : : : ; n, are determined using a di>erent LP problem and it is also shown
that the proposed randomized algorithm is such that the complexity of the run time
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has moments that are polynomial in n. We do not need to assume that the parame-
ters of the sequence of mixed 0–1 programs [Pn] are randomly generated from any
distribution.
This paper is organized as follows. In Sections 2 and 3, a randomized method for
solving a class of mixed zero-one programs in a yes–no form is presented, under which
we either obtain a feasible solution to a mixed 0–1 program or decide that it is in-
feasible. Under a suGcient condition it is shown that the randomization algorithm is
such that its random run time has its kth moment, k = 1; : : : ; j, for any j, is poly-
nomial in n, the number of binary variables. In Section 4, under a set of reasonable
assumptions, probabilistic analysis techniques are used to verify the above suGcient
condition is satis.ed. In Section 5, an illustrative numerical example and in Section
6, concluding remarks regarding possible extensions of the results of the paper are
presented.
2. A general model
Consider the following mixed 0–1 program in a yes–no form: Find an (x; y)∈Rl(n)+n+
such that
l(n)∑
j=1
aijxj +
n∑
k=1
bikyk6di(n); i = 1; : : : ; m;
l(n)∑
j=1
gsjxj¿fs; s= 1; : : : ; p (Pn)
yk = 0 or 1; k = 1; : : : ; n:
Note that we have assumed in the above formulation the number decision variables
{xj} varies with n. Throughout the paper we assume that l(n) = O(n).
Denitions. (1) Sn = {x¿ 0|
∑l(n)
j=1 gsjxj¿fs; s = 1; : : : ; p} ⊂ Rl(n)+ . Here the convex
polyhedron S corresponds to those constraints that involve only x.
(2) Wn = {(x; y) | xSn; yk(0; 1); k = 1; : : : ; n;
∑l(n)
j=1 aijxj +
∑n
k=1 bikyk6di(n); i =
1; : : : ; m}.
We have a sequence of mixed zero-one programs {Pn; n= n1; n1 + 1 : : :}, where
(Pn): Find an (x; y)∈Wn ⊂ Rl(n)+n.
(3) Tn={(x; y) | x∈ Sn, 06yk6 1; k=1; : : : ; n, and
∑l(n)
j=1 aijxj+
∑n
k=1 bikyk6di(n);
i = 1; : : : ; m}.
(4) T ∗n ={(x; y) | x∈ Sn; 0¡yk ¡ 1; k=1; : : : ; n, and
∑l(n)
j=1 aijxj+
∑n
k=1 bikyk6di(n);
i = 1; : : : ; m}.
Note that Tn is the feasible region of the LP relaxed problem of Pn and T ∗n is the
relative interior of Tn over {y | 06yk6 1; k = 1; : : : ; n}. We will assume that T ∗n is
nonempty for all n¿ n1.
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Let 1, 2; : : : ; n be n independent Bernoulli random variables such that P (k=1)
= k and P (k = 0) = 1 − k ; 0¡k ¡ 1. In applying the randomization algorithm
described in the next section, we draw an independent sample p = (ˆp1 ; ˆ
p
2 ; : : : ; ˆ
p
n )
at the pth cycle for p = 1; : : : ; K from the above joint distribution of {1; 2; : : : ; n},
where K is the maximum number of cycles needed. A procedure for choosing K is
described later. The parameter values k , k = 1; : : : ; n, are determined as described
below.
Determine an optimal solution (x∗(n); y∗(n); ∗(n)) for the LP problem
Max
x;y;0
[ | 6yk6 1− ; k = 1; : : : ; n; ¿ 0
l(n)∑
j=1
aijxj +
n∑
k=1
bikyk6di(n); i = 1; : : : ; m
l(n)∑
j=1
gsjxj¿fs; s= 1; : : : ; p
xj¿ 0; j = 1; : : : ; l(n)]: (1)
Then we de.ne the probabilities
k(n) = yk ∗ (n): (2)
Lemma 1. T ∗n = ∅ implies that ∗(n)¿ 0.
Proof. Note that ∗(n) = 0 implies that at least one of the y variables is identically
equal to zero or to one over the feasible region Tn of the LP relaxed problem of (Pn),
so that T ∗n = ∅. It follows then that T ∗n = ∅ implies that ∗(n)¿ 0.
From the above Lemma, it follows that
∗(n)6 k(n)6 1− ∗(n);
0:5¿ ∗(n)¿ 0; k = 1; : : : ; n:
So 0¡k(n)¡ 1; k = 1; : : : ; n.
3. The randomized algorithm
Now we state the main algorithm of the paper:
Step 1: Set p= 1.
94 R. Jagannathan /Discrete Applied Mathematics 134 (2004) 91–103
Step 2: (i) If p6K , draw an independent sample p = (ˆp1 ; ˆ
p
2 ; : : : ; ˆ
p
n ), where
P(pk = 1) = k and P(
p
k = 0) = 1− k ; k = 1; : : : ; n, and solve the LP problem
Min
(x;v)
Z =
m∑
i=1
vi
s:t:
l(n)∑
k=1
aijxj +
n∑
k=1
bik ˆ
p
k − vi6di(n); i = 1; : : : ; m;
l(n)∑
j=1
gsjxj¿fs; s= 1 : : : ; p; xj¿ 0; j = 1; : : : ; l(n):
(3)
Let (x∗p1 ; : : : ; x
∗p
r ; v
∗p
1 ; : : : ; v
∗p
m ) be an optimal solution of (3) with Z∗p = Nv
∗p
i , the
corresponding optimal value of the objective function of (3).
Now there arise two cases:
Case 1: Z∗p ¿ 0. The solution (x∗p; ˆ) is an infeasible solution of (1). Set p=p+1
and repeat Step 2.
Case 2: Z∗p = 0. The solution (x∗p; ˆp) is the required feasible solution of (1).
(ii) p= K + 1. Here we have two options:
Option 1: Stop and conclude that the problem is infeasible.
Option 2: Stop and solve the problem by complete enumeration or by using any
branch and bound method. We either obtain a feasible solution or conclude that Pn is
infeasible.
Let r(n) be the run time of solving the LP problem (3) using a potential reduction
algorithm, where n is the number of binary variables in the problem (Pn). It is known
that r(n) is polynomial in l(n), the number of x variables (see [4,5, p. 179]). To be
precise the run time r(n)=O(l3:5L)=O(l3:5L) under the assumption that r=O(n) and
that L is the size of the LP problem (3).
Note that in the special case of a pure zero-one program, i.e., when r = 0, the LP
problem (3) need not be considered. The value Z∗p = Nv∗pi is obtained as: Z
∗p =∑m
j=1 (dk −
∑n
k=1 bjk ˆ
p
k )
+, where the notation x+ = max(x; 0). Note that computing
Z∗p =Nv∗pi is of O(nL).
Thus
r(n) =
〈
O(n3:5L) if Pn is a mixed zero-one program;
O(nL) if Pn is a pure zero-one program:
(4)
A method for choosing K is discussed later. K is chosen so that the random runtime
of the algorithm has the .rst i; i = 1; : : : ; j, moments are polynomially bounded in n,
the number of binary variables in (Pn). It will be shown that the stopping number
K = O(n), so that the random runtime of the algorithm has the .rst i; i = 1; : : : ; j,
moments are equal to O(n4:5L).
R. Jagannathan /Discrete Applied Mathematics 134 (2004) 91–103 95
4. The main result
Let "nkj = bkj(j − j); k = 1; : : : ; m; j = 1; : : : ; n, where the random variables 1; : : : ;
n are de.ned earlier. Then E("kj"ij) = $ikj = bkjbijj(1 − j); i; k = 1; : : : ; m;
j = 1; : : : ; n.
De.ne $ik(n)=n−1
∑n
j=1 {bijbkjj(1−j), for all i; k=1; : : : ; m. Then Vn=($ik(n))
is the average m × m covariance matrix of the m-vector n−1=2["n1 + · · · + "nn],
where
"nk = ("
n
k1; : : : ; "
n
kn); k = 1; : : : ; m:
We make the following assumptions regarding the data that de.ne {Pn} for all n =
n1; n1 + 1; : : : :
(A1) m and p are .xed constants, i.e., the number of constraints remains the same for
all n. Rank of the m× n matrix B(n) = (bkj) = m.
(A2) The prior probability P (Pn is feasible) = (n, 0¡(n6 1.
(A3) (i) The set Tn is bounded and nonempty.
(ii) The set Tn* is nonempty.
(iii) |bij|6 ); i = 1; : : : ; m; j = 1; 2; : : : .
(iv) Let the covariance matrix Vn be positive de.nite and let Vn → V = 0, as
n →∞.
Let *n = P [In any iteration an independent sample results in a feasible solution to
(Pn)]. Note that *n is the unconditional probability that an independent sample results
in a feasible solution to (Pn). Drawing an independent sample and solving (3) at
each step is considered a cycle. If a cycle results in a feasible solution we consider
the outcome a success, otherwise a failure. Since independent samples (ˆ1; : : : ; ˆn) are
repeatedly chosen, we can assume that the cycles are independent Bernoulli trials such
that probability of success in each trial is equal to *n.
Let N be the number of cycles required when a feasible solution to (Pn) is found
or the algorithm terminates because N = K + 1.
 n(j) = P[N = j] =
〈
(1− *n)j−1*n; j = 1; : : : ; K;
(1− *n)K ; j = K + 1:
(5)
Let r(n)= the run time of each cycle of the algorithm under option 2. Then the run
time of each cycle, r(n) is as de.ned in (4).
Let R(n) be the random run time of the above-randomized algorithm under option 2,
which involves solving Problem (3) at most K + 1 times. The probability distribution
of R(n) is
P[R(n) = jr(n)] = (1− *n)j−1*n; j = 1; : : : ; K;
P[R(n) = 2n] = (1− *n)K ; j = K + 1:
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4.1. Expressions for moments of complexity of the algorithm under the two options
C1i (n) = E[R(n) | option i] = the mean complexity of the algorithm under option
i; i = 1; 2
C11 (n) = r(n)
j=K∑
j=1
P(N = j)j;
C12 (n) = r(n)
j=K∑
j=1
P(N = j)j + P(N = K + 1)2n: (6)
Let Chi (n) = E(R(n)
h|option i), i = 1; 2; h¿ 0
Ch1 (n) = [r(n)]
h
j=K∑
j=1
P(N = j)jh and
Ch2 (n) = [r(n)]
h
j=K∑
j=1
P(N = j)jh + P(N = K + 1)2hn: (7)
Note that Ch1 (n)6C
h
2 (n), for all h¿ 0.
We describe below the main complexity property, stated in the form of a theorem,
of the above randomization algorithm of the paper. We show in the next sections
that under the set of Assumptions (A1)–(A3) regarding the parameters of (Pn), the
probability of success *n satis.es the property:
*n¿!¿ 0 where ! is independent of n: (∗)
Theorem 1. (a) Given stopping number K , de4ne h=*nK=n. Suppose that the random-
ization algorithm is such that property (∗) is satis4ed. Then the moments Cti (n); t6 h,
are bounded by polynomials in n. Speci4cally, the t-th moment Ct2(n) = O(n
4:5tLt),
where L is the size of Problem (3). In particular, if K¿ 2n=*n then the mean and
the standard deviation of R(n) are O(n4:5L).
Proof. From Eq. (7), it follows that
Ch2 (n)¡K
hrh(n) + 2hn(1− *n)K
¡Khrh(n) + 2hne−K*n ;
¡
hhnhrh(n)
*hn
+ 1 because (1− *n)K ¡ e−*nK and K = hn*n ;
¡
hhnhrh(n)
!h
+ 1 = O(n4:5hLh)
using result (4) and noting the fact that h and ! are constants.
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(b) Note that E(R(n)t)1=t is a non-decreasing function of t ¿ 0 [3, p. 155]. So it
follows that Ct2(n) = O(n
4:5tLt).
Assumptions (A1), (A2) and (A3) are such that the parameters of the problems
Pn need not be randomly generated from any multi-dimensional distribution. Next, we
prove in a series of steps the main result that under assumptions (A1)–(A3), condition
(*) is satis.ed.
We have listed in Appendix A some well-known central limit theorem results per-
taining to independent, uniformly bounded and unequally distributed random vectors.
As before let "nkj=bkj(j−j); k=1; : : : ; m; j=1; : : : ; n, where the random variables
1; : : : ; n are de.ned earlier. Then Vn=($ik(n)) is the average covariance matrix. Using
Assumption (A3) we note that Vn → V = 0 and that "n1; "n2; : : : are independent and
uniformly bounded random vectors.
Then, from Theorem (A1) in Appendix A, we have the result:
Theorem 2. (i) The random m-component vector [n−1=2
∑n
k=1 bjk(k−k); j=1; : : : ; m]
as n →∞, has an asymptotic m-variate normal distribution with mean 0 and m×m
covariance matrix V . In other words, given ∈¿ 0, there exists an integer n0(∈) such
that for n¿ n1 (∈) |Fn(x)−PV (x)|6∈, where Fn(x) is the joint distribution function
of [n−1=2
∑n
k=1 bjk(k − k); j = 1; : : : ; m]
De4ne the random variable
Zn(10; : : : ; n) =
[
Min z =
m∑
i=1
vi
s:t:
∑
j
aijxj +
n∑
k=1
bikk − vi6di(n); i = 1; : : : ; m
vi¿ 0; i = 1; : : : ; m
x∈ S
]
:
Next, we obtain on the probability H (n) that the problem Pn is feasible.
Lemma 2. P(Zn (1; : : : ; n)=0)=H (n)¿MaxxS [P{
⋂m
i=1 [
∑r
j=1 aijxj+
∑n
k=1 bikk6
di(n)}]:
Proof. Note that the event {Z(1; : : : ; n) = 0} occurs if the random inequalities
r∑
j=1
aijxj +
n∑
k=1
bikk6di(n); i = 1; : : : ; m (8)
are satis.ed for at least one (x; )∈Tn. The required result then follows using the fact
P(
⋃
xS Ax)¿MaxxS (P(Ax)), where Ax=
⋂m
i=1 [
∑r
j=1 aijxj+
∑n
k=1 bikk6di(n)].
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Next, using Lemma 2 and Theorem A1, we obtain the following result:
Theorem 3. Given ∈¿ 0, for n¿ n0(∈), there exists a constant !¿ 0 such that
H (n)¿PV (0)− = !¿ 0.
Proof. (a) From Lemma 2 we have,
H (n) = P(Zn(1; : : : ; n) = 0)
¿Max
x

P

 m⋂
i=1

 r∑
j=1
aijxj +
n∑
k=1
bikk6di(n)




∣∣∣∣∣∣ x∈ S


= Max
xS

P

 m⋂
i=1

 n∑
k=1
bik(k − k)6di(n)−
r∑
j=1
aijxj −
n∑
k=1
bikk





 :
However, from (1) and (2) it follows that di(n) −
∑r
j=1 aijxj −
∑n
k=1 bikk¿ 0; i =
1; : : : ; m for all xS.
Consequently, using Theorem (A1) in Appendix A, it follows that
H (n)¿P
[
m⋂
i=1
[
n∑
k=1
bikk −
n∑
k=1
bikk6 0
]]
¿PV (0)− ¿ 0; for n¿ n1(∈):
Let the number n of binary variable in (Pn) be at least n1 (∈). Let *n be the
probability that an independent sample results in a feasible solution to (Pn), an outcome
that is considered a success.
Let
*˜n = P
[
m⋂
i=1
[
n∑
k=1
bik(k − k)6 0
]]
:
Then Hn = *n¿ *˜n¿PV (0)− ¿ 0.
To summarize, we have the result:
Theorem 4. Let the number n of binary variable in (Pn) be at least n0 (∈). Assump-
tions (A1)–(A3) regarding the parameters of the problems Pn are assumed to hold.
Let *n be the probability that an independent sample results in a feasible solution to
(Pn), an outcome that is considered a success. Then there exists a value !¿ 0 so
that
*n = P

 m⋂
i=1

 n∑
j=1
aijxj +
n∑
k=1
bikk6di(n)
]∣∣∣∣∣∣ xS


¿ P
(
m⋂
i=1
(
n∑
k=1
bik(k − k)6 0
))
= *˜n¿PV (0)− = !¿ 0:
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In matrix notation: P(Ax+B6d(n)|xS)=*n¿PV (0)− =!¿ 0. Since PV (0)−
=! is a constant independent of n it follows that the complexity result of Theorem
1 holds.
Next, we are interested in evaluating the performance of the algorithm when ap-
plied in the case of a given instance of a mixed binary program. In this case, using
result (iii) of Theorem (A1), the probability the given mixed binary program Pn is
feasible is
P(Ax + B6d(n)]|xS)¿P(B− B6d(n)− Ax − B)¿P(B− B6 0)
=P(W−1n Wn(B− B)6 0)6P(W−1n Z6 0) ∼ P0(C);
where (i) V−1=2n =Wn and Wn(B(− )) = Z is m-variate standard normal with mean
vector 0 and covariance matrix I, (ii) the convex set C = [ZRm|W−1n Z6 0], (iii)
P0 (C) is the probability that a m-component standard normal vector belongs to the
convex set C, and (iv) the notation an ∼ bn means limn→∞ an=bn = 1, which implies
that an is approximately equal to bn.
Then the lower bound value *˜n6P [In any iteration an independent sample results in
a feasible solution to (P)] is such that *˜n ∼ P0(C) = PVn(0), which can be evaluated
by an approximation method (see [8, pp. 188–190, Chapter 8] and stopping value
K6 K˜ = n=*˜n.
In particular, for the special case of m= 3,
*˜n ∼ 18 +
1
4*
(arc sin 512 + arc sin 513 + arc sin 523); (9)
where *=3:141596 and (5ij) is the correlation matrix corresponding to the covariance
matrix Vn.
5. An illustrative example
Consider the following pure 0–1 program with m= 3 constraints and n= 20 binary
variables: Find a y∈R20 such that
20∑
k=1
bikyk6di(n); i = 1; 2; 3; (10)
yk = 0 or 1; k = 1; : : : ; 20
B= 10−3


2; 877; 956; 523; 119; 39;−449;−808; 227; 5; 149;−533;−159;
−501; 938; 490;−664;−201; 32;−040
−972; 802;−676; 22; 307;−86;−841; 873; 486; 300;−163;−551;
−820; 997; 308; 589; 662;−381; 95;−529
−103; 756; 163;−956; 959; 890; 959;−561;−388; 747;−859; 745;
−106; 91; 222;−782; 557; 872;−22;−362


;
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where the coeGcients bik are chosen randomly between (−1;+1) and let
d=


0:3
0:6
−0:5

 :
Then k , k = 1; : : : ; 20 are given by the vector:
R = (0:61; 0:39; 0:39; 0:61; 0:61; 0:39; 0:39; 0:61; 0:39; 0:39; 0:61; 0:61; 0:61; 0:55;
0:39; 0:48; 0:39; 0:39; 0:39; 0:61):
Applying the randomization method with the above probabilities, the .rst feasible so-
lutions is obtained at the 7th cycle and repeating the procedure again the second and
third feasible solutions are obtained at the 14th and 16th cycles, respectively.
Cycle #:
7 14 16
1 0 1
0 0 0
0 0 0
1 1 0
1 1 1
1 0 1
0 1 0
1 1 1
1 0 0
1 0 0
0 0 1
1 1 0
1 1 0
0 0 1
0 0 0
1 0 0
0 0 0
0 0 1
0 0 0
0 1 1
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LHS Values
−0:093 −1:345 −1:2405
0:148 −0:78 0:046
−1:513 −1:279 −0:9906
Next, we obtain the lower bound value *˜20 and the corresponding upper bound value
of the stopping number K for this problem.
The corresponding correlation matrix is
5=


1; −0:0003; −0:0154
−0:0003; 1; −0:0998
−0:0154; 0:0988; 1

 :
Using result (9), we have the value of *˜20 = 0:116 and if K˜ =2n=*˜20 = 17:3n, the .rst
two moments are bounded by polynomials in n¿ 20.
6. Concluding remarks
6.1. Some possible modi4cations of {Pn}
(i) Find (x; y)Rr(n)+n such that
r(n)∑
j=1
aijxj +
n∑
k=1
bikyk6di(n); i = 1; : : : ; m;
r(n)∑
j=1
dsjxj¿fs; s= 1; : : : ; p; xj¿ 0; j = 1; : : : ; r(n):
De.ne as before the sets
Sn =

x¿ 0
∣∣∣∣∣∣
r(n)∑
j=1
dsjxj¿fs; s= 1; : : : ; p

 ;
Wn =

(x · y)|xSn; yk = 0; 1; k = 1 : : : ; n; r(n)∑
j=1
aijxj
+
n∑
k=1
bikyk6di(n); i = 1; : : : ; m
)
:
We have a sequence of mixed zero-one programs {Pn; n = n1; n1 + 1; : : : : : : ; }, where
(Pn): Find an (x; y)∈Wn ⊂ Rr(n)+n.
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The results of this paper hold in this general case also provided we assume r(n) =
O(n).
(ii) At the end of each cycle we can modify problem {Pn} by adding some additional
cutting plane constraints, provided the probability of an independent solution being
feasible for the modi.ed problem is at least equal to the original value *. Thus, the
randomized algorithm can be applied as a part of any other iterative solution method
such as a cutting plane method or a branch and bound method.
6.2. Multi-stage mixed zero-one programs
Problem Pn, n= 1; 2; : : : ; de.ned earlier can be recast in a matrix form as: Find an
(x; y)∈Rr+n such that
Ax + Bny6d(n); x∈ S; y[0; 1]n;
where S is a convex polyhedron and A; Bn and d(n) are suitably de.ned.
Consider the .nite collection of such mixed binary programs, Ptn, t = 1; : : : ; T;: Find
an (xt ; yt)∈Rr+n such that
Atxt + Btny
t6dt(n); x∈ St ; y[0; 1]n;
where St is a convex polyhedron and At; Btn and d
t(n) are suitably de.ned.
Suppose the above T mixed binary programs are such that the *tn=P [In any iteration
of the randomization algorithm an independent sample results in a feasible solution for
Ptn]. We further assume that
*tn¿!; t = 1; : : : ; T:
Consider the multi-stage mixed binary program P∗n : Find an (x
t ; yt)∈Rr+n such that
r∑
t=1
Atxt+
r∑
t=1
Btny
t6
r∑
t=1
dt(n); r=1; : : : ; T; xt∈St ; yt[0; 1]n; t=1; : : : ; T:
De.ne *n=P [In any iteration an independent sample results in a feasible solution for
P∗n ]. Then it follows that *n¿!
T ¿ 0. This is because that an independent sample is
feasible solution to P∗n if it is feasible for P
t
n, so that *n ¿
∏T
t=1 *
t
n ¿!
T . So Theorem
1 holds also for a multi-stage mixed binary program if the randomization algorithm is
applied.
Appendix A.
We need some well-known central limit theorem results pertaining to independent
uniformly bounded and unequally distributed random vectors. Let, for each n, {"n1; : : : ;
"nn} be a set of independent m-component random vectors for which
"nj = ("
n
ij; j = 1; : : : ; n); E("
n
j ) = 0;
E("nij"
n
kj) = $ikj(n); i; k = 1; : : : ; m; j = 1; : : : ; n
and there exists a constant (¿ 0 such that for every n
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P(‖"ni ‖¿ () = 0, where ‖"‖ is the Euclidean norm of the vector ". Let
$ik(n) =
∑n
j=1 $ikj(n)
n
; k = 1; : : : ; m:
Let Vn = ($ik(n)) is the average covariance matrix.
Theorem A1. (i) If Vn → V = 0 as n −¿∞; then
∑n
j=1 "
n
j =
√
n has an asymptotic
m-variate normal distribution with mean 0 and covariance matrix V . In other words,
given ∈¿ 0, there exists an n0(∈) such that for n¿ n0(∈), |Gn(x)−PV (x)|¡, where
Gn(x) is the joint distribution function of the m-vector
∑n
j=1 "
n
j =
√
n and PV (x) is the
distribution function of an m-component normal vector with mean 0 and covariance
matrix V . [2,6, pp. 23–25].
(ii) Let W 2n =V
−1
n ; n¿ n1, let Jn denote the m-variate distribution of W
−1
n
∑n
j=1 "j=√
n. Then given ∈¿ 0, there exists an n0(∈) such that for n¿ n0(∈), |Jn(x) −
PV (x)|6∈, where P(x) is the joint distribution of m-component vector of i.i.d. stan-
dard normal variables.
(iii) For every measurable convex subset C in Rm, we have |Jn(C)−P(C)|6 c(m)∑n
j=1 E‖Wn"nj‖3=
√
n3, where the constant c(m) depends only on m, where Jn(C) =
Pr((n−1=2W−1n
∑n
j=1 "j)C). So Jn(C) ∼ P(C), which is equivalent to saying that
limn→∞
Jn(C)
P(C) = 1 (see [1, pp. 183–184]).
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