Abstract. We characterize constant mean curvature surfaces in the three-dimensional Heisenberg group by a family of flat connections on the trivial bundle D × GL 2 C over a simply connected domain D in the complex plane. In particular for minimal surfaces, we give an immersion formula, the so-called Sym-formula, and a generalized Weierstrass type representation via the loop group method.
Introduction
Surfaces of constant curvature or of constant mean curvature in space forms (of both definite and indefinite type) have been investigated since the beginning of differential geometry. For more than fifteen years now a loop group technique has been used to investigate these surfaces, see [21, 36] . This 2-parameter family can be seen in the local classification of all homogeneous Riemannian metrics on R 3 due to Bianchi, [10] , see also Vranceanu [46, p. 354 ]. Cartan classified transitive isometric actions of 4-dimensional Lie groups on Riemannian 3-manifolds [17, pp. 293-306] . Thus the family E(κ, τ ) with κ ∈ R and τ ≥ 0 is referred to as the Bianchi-Cartan-Vranceanu family, [5] . By what was said above the Bianchi-Cartan-Vranceanu family includes all local three-dimensional homogeneous Riemannian metrics whose isometry groups have dimension greater than 3 except constant negative curvature metrics. The parameters κ and τ are called the base curvature and bundle curvature of E(κ, τ ), respectively.
The Heisenberg group Nil 3 together with a non-degenerate left-invariant metric is isometric to the homogeneous Riemannian manifold E(κ, τ ) with κ = 0 and τ = 0. Without loss of generality we can normalize τ = 1/2 for the Heisenberg group: Nil 3 = E(0, 1/2). Note that E(0, 1) is the Sasakian space form, R 3 (−3), see [12, 13] .
An important piece of progress of surface geometry in E(κ, τ ) was a result of Abresch and Rosenberg [1] : A certain quadratic differential turned out to be holomorphic for all surfaces of constant mean curvature in the above model spaces E(κ, τ ).
Since in the classical case of surfaces in space forms the holomorphicity of the (unperturbed) Hopf differential was crucial for the existence of a loop group approach to the construction of those surfaces, the question arose, to what extent a loop group approach would also exist for the more general class of constant mean curvature surfaces in Thurston geometries.
All the model spaces are Riemannian homogeneous spaces. Minimal surfaces in Riemannian homogeneous spaces are regarded as conformally harmonic maps from Riemann surfaces. Conformally harmonic maps of Riemann surfaces into Riemannian symmetric spaces admit a zero curvature representation and hence loop group methods can be applied.
More precisely, the loop group method has two key ingredients. One is the zero curvature representation of harmonic maps. The zero curvature representation is equivalent with the existence of a loop of flat connections and this representation enables us to use loop groups. The other one is an appropriate loop group decomposition. A loop group decomposition recovers the harmonic map (minimal surfaces) from holomorphic potentials. The construction of harmonic maps from prescribed potentials is now referred to as the generalized Weierstrass type representation for harmonic maps, see [24] .
Every (compact) semi-simple Lie group G equipped with a bi-invariant (semi-)Riemannian metric is represented by G × G/G as a (semi-)Riemannian symmetric space. Thus we can apply the loop group method to harmonic maps into G. Harmonic maps from the two-sphere S 2 or the two-torus T 2 into compact semi-simple Lie groups have been studied extensively, see [14, 15, 41, 45] . The three-sphere S 3 is identified with the special unitary group SU 2 equipped with a bi-invariant Riemannian metric of constant curvature 1. Thus we can study minimal surfaces in S 3 by a loop group method. Note that harmonic tori in S 3 have been classified by Hitchin [30] via the spectral curve method.
It is known that model spaces, except S 2 × R, can be realized as Lie groups equipped with left-invariant Riemannian metrics. Thus it has been expected to generalize the loop group method for harmonic maps of Riemann surfaces into compact Lie groups equipped with a bi-invariant Riemannian metric to those for maps into more general Lie groups. However the bi-invariant property is essential for the application of the loop group method.
Thus to establish a generalized Weierstrass type representation for minimal surfaces (or more generally CMC surfaces) in model spaces of Thurston geometries, another key ingredient is required. Since Nil 3 seems to be a particularly simple example of a Thurston geometry and more work has been done for this target space than for other ones, we would like to attempt to introduce a loop group approach to constant mean curvature surfaces in Nil 3 .
The procedure is as follows: Consider a conformal immersion f : D → Nil 3 = E(0, 1/2) of a simply connected domain of the complex plane C. Then define a matrix valued function Φ by Φ = f −1 ∂ z f and expand it as Φ = 3 k=1 φ k e k relative to the natural basis {e 1 , e 2 , e 3 } of the Lie algebra of Nil 3 . The new key ingredient is the spin structure of Riemann surfaces. Represent (φ 1 , φ 2 , φ 3 ) by (φ 1 , φ 2 , φ 3 ) = ((ψ 2 ) 2 − ψ It has been shown by Berdinsky [7] , that the spinor field ψ = (ψ 1 , ψ 2 ) satisfies the matrix system of equations ∂ z ψ = ψU, ∂zψ = ψV , where the coefficients of U and V have a simple form in terms of the mean curvature H, the conformal factor e u of the metric, the spin geometric support function h of the normal vector field of the immersion and the Abresch-Rosenberg quadratic differential Qdz 2 . In [8] , another quadratic differential,Ãdz 2 whereÃ = Q/(2H + i) was introduced. For H = const there is, obviously, not much of a difference. However for Nil 3 it turns out thatÃ is holomorphic if and only if f has constant mean curvature, [8] , but Q is holomorphic for all constant mean curvature surfaces and, in addition, also for one non constant mean curvature surface, the so-called Hopf cylinder (Theorem A.1). A similar situation occurs for other Thurston geometries, see [26] .
One can show that for every conformal constant mean curvature immersion f into Nil 3 the Berdinsky system describes a harmonic map into a symmetric space GL 2 C/ diag (Theorem 4.1). Thus the corresponding system can be constructed by the loop group method, that is, there exists an associated family of surfaces parametrized by a spectral parameter. However, it is not clear so far, how one can make sure that a solution spinor ψ = (ψ 1 , ψ 2 ) to the Berdinsky system induces, via f −1 ∂ z f =
Minimal surfaces in Lie groups
1.1. Let G ⊂ GL n R be a closed subgroup of the real general linear group of degree n.
Denote by g the Lie algebra of G, that is, the tangent space of G at the identity. We equip g with an inner product ·, · and extend it to a left-invariant Riemannian metric ds 2 = ·, · on G. Now let f : M → G be a smooth map of a Riemann surface M into G. Then α := f −1 df satisfies the Maurer-Cartan equation:
Take a local complex coordinate z = x + iy defined on a simply connected domain D ⊂ M and express α as
Here the coefficient matrices Φ andΦ are computed as
The subscripts z andz denote the partial differentiations ∂ z = (∂ x − i∂ y )/2 and ∂z = (∂ x + i∂ y )/2, respectively. We note thatΦ is the complex conjugate of Φ, since f takes values in G ⊂ GL n R.
Denote the complex bilinear extension of ·, · to g C by the same letter. Then f is a conformal immersion if and only if
For a conformal immersion f : M → G, the induced metric (also called the first fundamental form) df, df , is represented as e u dzdz. The function e u := 2 f z , fz is called the conformal factor of the metric with respect to z.
Next take an orthonormal basis {e 1 , e 2 , · · · , e ℓ } of the Lie algebra g (ℓ = dim g). Expand Φ as Φ = φ 1 e 1 + φ 2 e 2 + · · · + φ ℓ e ℓ . Then we have the following fundamental fact. Proposition 1.1. Let f : M → G ⊂ GL n R be a conformal immersion with the conformal factor e u . Moreover, set Φ = f −1 f z = ℓ k=1 φ k e k . Then the following statements hold:
In particular, Φ andΦ satisfy the integrability condition
Conversely, let D be a simply-connected domain and Φ = ℓ k=1 φ k e k a non-zero 1-form on D which takes values in the complexification g C of g satisfying the conditions (1.3) and (1.5). Then for any initial condition in G given at some base point in D there exists a unique conformal immersion f into G.
Here ∇ M is the Levi-Civita connection of (M, ds 2 M ). The tension field τ (f ) of f is a section of f * T G defined by τ (f ) = tr(∇df ).
For a smooth map
A smooth map f is a harmonic map provided that f is a critical point of the energy under compactly supported variations. It is well known that f is a harmonic map if and only if its tension field τ (f ) is equal to zero, that is,
It should be remarked that the harmonicity of f is invariant under conformal transformations of M. Thus the harmonicity makes sense for maps from Riemann surfaces.
1.4. Let f : M → G be a conformal immersion of a Riemann surface M into G. Take a local complex coordinate z = x + iy and represent the induced metric by e u dzdz. It is a fundamental fact that the tension field of f is related to the mean curvature vector field H by:
This formula shows that a conformal immersion f : M → G is a minimal surface if and only if it is harmonic. Since the metric is left-invariant the equation above can be rephrased, using the vector fields
where {·, ·} denotes the bilinear symmetric map defined by
for X, Y ∈ g. By (1.8), the harmonic map equation can be computed as
Thus the Maurer-Cartan equation (1.5) together with the harmonic map equation (1.10) is equivalent to
We summarize the above discussion as the following theorem.
1 Let U : g × g → g denote the symmetric bilinear map defined by
Then 2U (Φ,Φ) and {Φ,Φ} are the same, since
and the left invariance of the vector fields implies that
2U (Φ,Φ), {Φ,Φ} and − ad * (Φ)Φ − ad * (Φ)Φ are the same (see [2, Section 2.1] for another formulation of harmonic maps into Lie groups with left-invariant metric). Theorem 1.2. Let f : M → G be a conformal minimal immersion. Then α = f −1 df = Φdz +Φdz satisfies (1.1) and (1.11). Conversely, let D be a simply connected domain and α = Φdz +Φdz a g-valued 1-form on D satisfying (1.1) and (1.11). Then for any initial condition in G there exist a conformal minimal immersion f :
Proof. Let α = Φdz +Φdz be a g-valued 1-form satisfying (1.1) and (1.11). Then subtraction and addition of the complex conjugate of (1.11) to itself gives the integrability condition (1.5) and the harmonicity condition (1.10), respectively. Hence Proposition 1.1 implies that there exists a conformal immersion f such that f −1 df = α. Since f is harmonic, it is minimal.
In the study of harmonic maps of Riemann surfaces into compact semi-simple Lie groups equipped with a bi-invariant Riemannian metric, the zero curvature representation is the starting point of the loop group approach, see Segal [41] , Uhlenbeck [45] . In case the metric on the target Lie group is only left invariant we need to require the additional condition {Φ,Φ} = 0, the so-called admissibility condition.
It should be remarked that all the examples of minimal surfaces in Nil 3 studied in this paper do not satisfy the admissibility condition. Thus we can not expect to generalize the Uhlenbeck-Segal approach for harmonic maps into compact semi-simple Lie groups to maps into more general Lie groups in a straightforward manner.
2. The three-dimensional Heisenberg group Nil 3 2.1. We define a 1-parameter family {Nil 3 (τ )} τ ∈R of 3-dimensional Lie groups
with multiplication:
The unit element id of Nil 3 (τ ) is (0, 0, 0). The inverse element of ( 
We define an inner product ·, · on nil 3 (τ ) so that {e 1 , e 2 , e 3 } is orthonormal with respect to it. Then the resulting left-invariant Riemannian metric ds Remark 2.1. For τ = 0, (Nil 3 (τ ), ω τ ) is a contact manifold, and the unit Killing vector field E 3 is the Reeb vector field of this contact manifold. In particular Nil 3 (1) is isometric to the Sasakian space form R 3 (−3) in the sense of contact Riemannian geometry, [12, 13] .
We orient Nil 3 (τ ) so that {E 1 , E 2 , E 3 } is a positive orthonormal frame field. Then the volume element dv τ of the oriented Riemannian 3-manifold Nil 3 (τ ) with respect to the metric ds
The vector product operation × with respect to this orientation is defined by
for all vector fields X, Y and Z on Nil 3 (τ ).
2.3. The nilpotent Lie group Nil 3 (τ ) is realized as a closed subgroup of the general linear group GL 4 R. In fact, Nil 3 (τ ) is imbedded in GL 4 R by ι : Nil 3 (τ ) → GL 4 R;
where E ij are 4 by 4 matrices with the ij-entry 1, and all others 0. Clearly ι is an injective Lie group homomorphism. Thus Nil 3 (τ ) is identified with {ι(x 1 , x 2 , x 3 ) | x 1 , x 2 , x 3 ∈ R} = Nil 3 (τ ). The Lie algebra nil 3 (τ ) corresponds to
The orthonormal basis {e 1 , e 2 , e 3 } is identified with e 1 = E 11 + 2τ E 23 , e 2 = E 34 and e 3 = E 24 .
The exponential map exp : nil 3 (τ ) → Nil 3 (τ ) is given explicitly by (2.4) exp(x 1 e 1 + x 2 e 2 + x 3 e 3 ) = e
This shows that exp is a diffeomorphism. Moreover the inverse mapping exp −1 can be identified with the global coordinate system (x 1 , x 2 , x 3 ) of Nil 3 (τ ). The coordinate system (x 1 , x 2 , x 3 ) is called the exponential coordinate system of Nil 3 (τ ). In this coordinate system the exponential map is the identity map. τ is given by ∇ e 1 e 1 = 0, ∇ e 1 e 2 = τ e 3 , ∇ e 1 e 3 = −τ e 2 , ∇ e 2 e 1 = −τ e 3 , ∇ e 2 e 2 = 0, ∇ e 2 e 3 = τ e 1 , ∇ e 3 e 1 = −τ e 2 , ∇ e 3 e 2 = τ e 1 , ∇ e 3 e 3 = 0.
The Ricci tensor field Ric is given by
The scalar curvature of Nil 3 (τ ) is τ 2 . The symmetric bilinear map {·, ·} defined in (1.8) is explicitly given by (2.6) {e 1 , e 2 } = 0, {e 1 , e 3 } = −2τ e 2 and {e 2 , e 3 } = 2τ e 1 .
Note that {·, ·} measures the non right-invariance of the metric. In fact {·, ·} = 0 if and only if ds 2 τ is right invariant (and hence bi-invariant). The formulas (2.6) imply that ds 2 τ is bi-invariant only when τ = 0.
3. Surface theory in Nil 3 3.1. Hereafter we study Nil 3 (1/2) for simplicity and denote the space by Nil 3 . The metric ds 2 1/2 is simply denoted by ds 2 = ·, · and ω 1/2 of (2.3) by ω.
Let f : M → Nil 3 be an immersion of a 2-manifold. Our main interests are surfaces of constant mean curvature (and in particular minimal surfaces). In the case where a surface has nonzero constant mean curvature, we can assume without loss of generality that M is orientable and f is a conformal immersion of a Riemann surface. In the minimal surface case, if necessary, taking a double covering, we may assume that f is an orientable conformal immersion of a Riemann surface. Clearly, Nil 3 is a three-dimensional Riemannian spin manifold. Thus f induces a spin structure on M. Hereafter we will always use the induced spin structure on M.
As in Section 1, we consider the 1-form Φdz on a simply connected domain D ⊂ M that takes values in the complexification nil C 3 of the Lie algebra nil 3 . With respect to the natural basis {e 1 , e 2 , e 3 } of nil 3 , we expand Φ as Φ = 
In [8, (8) ], the spinor representation
The correspondence to ours representation is ψ j → √ 2ψ j , and e 1 → e 2 , e 2 → e 1 .
Thus the sign of the unit normal also changes. where ψ 2 denotes the complex conjugate of ψ 2 . It is easy to check that ψ 1 (dz) 1/2 and ψ 2 (dz)
are well defined on M. More precisely, ψ 1 (dz) 1/2 and ψ 2 (dz) 1/2 are respective sections of the spin bundles Σ andΣ over M, see Appendix C. The sections ψ 1 (dz) 1/2 and ψ 2 (dz) 1/2 are called the generating spinors of the conformally immersed surface f in Nil 3 . The coefficient functions ψ 1 and ψ 2 are also called the generating spinors of f , see [8] . Note that after a change of coordinates the new generating spinors ϕ 1 , ϕ 2 are ϕ 1 (w) = √ z w ψ 1 (z(w)) and ϕ 2 (w) = √z w ψ 2 (z(w)). We would like to note that from this representation of Φ it is straightforward to verify f has a branch point, that is Φ andΦ are linearly dependent, if and only if ψ 1 = ψ 2 = 0 at the point. Sometimes, we consider conformal immersions with branch points. Since we are interested in immersions, we will only admit a nowhere dense set of branch points, if any.
The conformal factor e u of the induced metric df, df can be expressed by the spinors ψ 1 , ψ 2 via formula (1.4):
Remark 3. 3.2. Let N denote the positively oriented unit normal vector field along f . We then define an unnormalized normal vector field L by
We call this section the normal of f . We also note that e u/2 L = e u N is given by the vector product f x × f y .
Moreover, from (3.1), the left translated vector field f −1 N of the unit normal N to nil 3 can be represented by the spinors ψ 1 and ψ 2 :
where Re and Im denote the real and the imaginary parts of a complex number. Accordingly, the left translation of the unnormalized normal f
We define a function h by
Then we get a section h(dz) 1/2 (dz) 1/2 of Σ ⊗Σ. This section is called the support of f . The coefficient function h is called the support function of f with respect to z.
Remark 3.2. Let us denote by ϑ the angle between N and the Reeb vector field E 3 , then h is represented as h = e u/2 cos ϑ. The angle function ϑ is called the contact angle of f . One can check that h(dz)
From (3.5), we obtain the following Proposition. 
We define a Hopf cylinder by the inverse image of a plane curve under the projection π. Hopf cylinders are flat and its mean curvature is half of the curvature of the base curve.
It is clear from the definition that surfaces tangent to E 3 are Hopf cylinders, [5] . Thus a surface which has zero support, that is h ≡ 0, is a Hopf cylinder.
For later purpose we list some notion: A surface is called vertical at p in M if E 3 is tangent to f at p in M. A surface is vertical, if it is vertical at all points p in M. A surface is called nowhere vertical if it is nowhere tangent to E 3 .
3.3. Conformal immersions into Nil 3 are characterized by the integrability condition (1.5) and the structure equation (1.8). Note, since the target space Nil 3 is three-dimensional, the mean curvature vector field H in (1.8) can be represented as
where H is the mean curvature and N is the unit normal. These equations are given by six equations for the functions φ 1 , φ 2 and φ 3 or, equivalently, for the generating spinors ψ 1 and ψ 2 , see [8, (18) ]. Then the equations (1.5) and (1.8) are equivalent to the following nonlinear Dirac equation, that is,
Here H, e u and h are the mean curvature, the conformal factor and the support function for f respectively. More precisely by Remark 3.1, we have ψ 1 ψ 2 = 0 on an open dense subset M f , and on this subset, we show that (1.5) and (1. (1) The above equivalence can be seen explicitly as follows: The coefficients of e 1 , e 2 and e 3 in (1.5) and (1.8) give six equations. The equations given by the respective coefficients of e 1 and e 2 in (1.5) and (1.8) together are equivalent to the nonlinear Dirac equation. Conversely, the equations given by the coefficients of e 3 in (1.5) and (1.8) follow from the nonlinear Dirac equation. Therefore the nonlinear Dirac equation is equivalent to the integrability equation (1.5) together with the structure equation (1.8) . (2) To prove the equations (1.5) and (1.8) from the nonlinear Dirac equation, we can choose a real-valued function H freely, however, e u/2 and h, which are the functions in the Dirac potential U(= V), (3.7), and solutions ψ j , (j = 1, 2) of the nonlinear Dirac equation need to satisfy the special relation:
Under this special condition, we derive the equations (1.5) and (1.8). Moreover, up to an initial condition, there exists an immersion into Nil 3 such that the conformal factor, the mean curvature and support function are e u/2 , H and h, respectively.
3.4. The Hopf differential A dz 2 is the (2, 0)-part of the second fundamental form for f :
It is easy to see that A can be expanded as
where φ k , φ j are defined in (3.1). Then using the formulas in (2.5) and the f −1 N in (3.4), the coefficient function A can be given explicitly as
Next, define B as the complex valued function
2H + i .
Here A and φ 3 are the Hopf differential and the e 3 -component of
The complex quadratic differentialÃ dz 2 will be called the Berdinsky-Taimanov differential [42, Lemma 1]. Next we recall the Abresch-Rosenberg differential of a surface f : M → Nil 3 (τ ). It is the quadratic differential Qdz 2 given by [27, 1] :
It is clear that for τ = 1/2, the quadratic differential 4Bdz 2 is the Abresch-Rosenberg differential.
In many papers, A AR :=Ãdz 2 is called Abresch-Rosenberg differential. Taimanov uses the notation B = (2H + i)Ã/4 and quotes Berdinsky's paper [7] . Sometimes the differential Bdz 2 is called Abresch-Rosenberg differential, see e.g., [26] .
3.5. We are mainly interested in conformal immersions of constant mean curvature into Nil 3 . Namely, our main interest is the case, where both the Berdinsky-Taimanov differential and the Abresch-Rosenberg differential are holomorphic. However, these differentials do not enter the nonlinear Dirac equations (3.6) and (3.7). It is therefore fortunate that Berdinsky [7] found another system of partial differential equations for the spinor fieldψ = (ψ 1 , ψ 2 ) of a surface f which is actually equivalent with the nonlinear Dirac equations (for a proof see [42] ) and where the quadratic differentials enter. We define a function w using the Dirac potential U(= V) as
Here, to define the complex function w, we need assume that the mean curvature H and the support function h do not have any common zero. For nonzero constant mean curvature surfaces this is no restriction, however, for minimal surfaces, this assumption is equivalent to that h never vanish, that is, surfaces are nowhere vertical. By Proposition 3.3, minimal immersions with h = 0 everywhere are exactly the vertical planes. In what follows, we will thus always exclude vertical planes from our discussions, and usually also work on open sets not including any point where vertical. We can therefore use the representation (3.10).
Theorem 3.5 ([7]
). Let D be a simply connected domain in C and f : D → Nil 3 a conformal immersion and w is a complex function defined in (3.10). Then the vectorψ = (ψ 1 , ψ 2 ) satisfies the system of equations Conversely, every vector solutionψ to (3.11) with (3.10) and (3.12) is a solution to the nonlinear Dirac equation (3.6) with (3.7).
Sketch of proof. Taking the derivative of the potential U = e w/2 with respect to z, we have
Using the explicit formulas for e u/2 and h by ψ 1 and ψ 2 , we have
From the nonlinear Dirac equation we can rephrase this as
By multiplying the equation above by ψ 1 and using the equation e w/2 = −He
Similarly, ψ 2z , ψ 1z and ψ 2z can be computed by the nonlinear Dirac equation.
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Conversely, letψ be a vector solution of (3.11) . Then the second column inŨ and the first column inṼ produce the nonlinear Dirac equation.
The compatibility condition for (3.11) , that isŨz −Ṽ z + [Ṽ ,Ũ ] = 0, gives the Gauss-Codazzi equations of a surface f : D → Nil 3 . These are four equations, one for each matrix entry. We obtain
where p is H z (−w/2 + u/2)z for the (1, 1)-entry and Hz(−w/2 + u/2) z for the (2, 2)-entry, respectively. Moreover, the remaining two equations arē
(3.14)
The Codazzi equations (3.14) imply that B is holomorphic if the surface is of constant mean curvature. However, we should emphasize that the holomorphicity of B does not imply the constancy of the mean curvature. This situation is very different from the case of space forms. For a precise statement we refer to Appendix A.
Remark 3.6. Let w, B, H be solutions to the Gauss-Codazzi equations (3.13) and (3.14) . To obtain the immersion into Nil 3 , a vector solutionψ = (ψ 1 ,ψ 2 ) of (3.11) is not enough; the complex function e w/2 also needs to satisfy
In Proposition 4.5 for constant mean curvature surfaces, this will be rephrased in terms of equations for w, H and B.
4. Constant mean curvature surfaces in Nil 3 4.1. Let f be a conformal immersion in Nil 3 as in the preceding section andψ = (ψ 1 , ψ 2 ) and e w/2 = U = V = 0 the spinors generating f and the Dirac potential, respectively. Then we have the equationsψ z =ψŨ andψz =ψṼ as before. Take a fundamental systemF of solutions to this system, we obtain the matrix differential equations (4.1)F z =FŨ,Fz =FṼ .
It will be convenient for us to replace this system of equations by some gauged system. Consider the GL 2 C valued function G = diag(e −w/4 , e −w/4 ) and put F :=F G, where diag(a, b) denotes the diagonal GL 2 C matrix with entries a, b. Then the complex matrix F satisfies the equations
where
We define a family of Maurer-Cartan forms α λ , parametrized by U and V and the spectral parameter λ ∈ C × (:= C \ {0}) as follows: 
Here σ 3 denotes the diagonal matrix with entries 1, −1 and diag denotes the diagonal subgroup
Proof. We start by writing out the conditions describing that d + α λ is a family of flat connections on D × GL 2 C. It is straightforward to see that d + α λ is flat for all λ ∈ C × if and only if the equation
is satisfied for all λ ∈ C × . The coefficients of λ −1 , λ 0 and λ of (4.5) can be computed explicitly as follows: H z e −w/2+u/2 = 0,
where p is H z (−w/2 + u/2)z for the (1, 1)-entry and Hz(−w/2 + u/2) z for the (2, 2)-entry, respectively. Since the equations in (4.7) are structure equations for the immersion f , these are always satisfied, which in fact is equivalent to (3.13).
(1) ⇒ (2): Assume now that f has constant mean curvature. Then, as already mentioned earlier,Ã = (A + φ (2) ⇒ (1): Assume now that d + α λ is flat. Then it is easy to see that this implies H is constant.
(1) ⇔ (3): Assume now that the first two statements of the theorem are satisfied. Then the coefficient matrices U λ and V λ actually have trace = 0 and α λ describes the MaurerCartan form of a harmonic map of the symmetric space SL 2 C/ diag as in [24, Proposition3.3] . Conversely, if Ad(F )σ 3 is a harmonic map into GL 2 C/ diag = SL 2 C/ diag, then [24] shows
Remark 4.2. The semi-Riemannian symmetric space SL 2 C/GL 1 C is identified with the space of all oriented geodesics in the hyperbolic 3-space H 3 . The pairwise hyperbolic Gauss maps of constant mean curvature surfaces in H 3 are Lagrangian harmonic maps into the indefinite Kähler symmetric space SL 2 C/GL 1 C, [22] .
From the list of equations characterizing the flatness of d + α λ , we obtain the following. The reason is that for constant mean curvature surfaces into Nil 3 there exists a special formula, due to Berdinsky [6, 7] . Proposition 4.5 ( [6, 7] ). Let f : D → Nil 3 be a conformal immersion of constant mean curvature. Then the imaginary part of w is constant or one of the following three formulas holds: 
and t = (2H + i)e w/2 − (2H − i)ew /2 .
Sketch of proof. Let us consider the equation
This equation is rewritten equivalently in the form (2H + i)(w −w) z , t = (2H + i)e w/2 −(2H −i)ew /2 and s = (2H + i)ew /2 −(2H − i)e w/2 . Conversely, from these latter two equations one obtains ce
, where c is a complex constant. One can normalize things or manipulate things so that this constant can be removed. Thus (4.11) is equivalent with (4.12) and (4.13). The equations (4.12) and (4.13) are then reformulated equivalently in the form: tB |e w | ξ + tξ + r|ξ| 2 = 0 and sB |e w | ξ + sξ + r = 0, where ξ = ψ 2 /ψ 1 , which can be done without loss of generality since otherwise ψ 1 = 0 identically and the Berdinsky system would also yield ψ 2 = 0. The next conclusion in [7] requires to assume that s does not vanish identically. Therefore we need to admit the case s = 0 and continue with the assumption s = 0. Inserting the second equation into the first yields r(|ξ| 2 −t/s) = 0. We thus need to admit the case r = 0. It is easy to see that this latter condition implies that the imaginary part of w is constant. This same statement follows from s = 0. Now we assume s = 0 and r = 0 and obtain (as claimed in [7] ) |ξ| 2 = t/s. Inserting this into the first of the last two equations above we see that these two equations are complex conjugates of each other now if t = 0. But t = 0 implies again that the imaginary part of w is constant. Finally, solving for ξ in the second equation above and inserting into the first one now obtains the equation
Taking absolute values here yields the last of our equations.
As a corollary to this result we obtain the following. Proof. Assume the last of the equations is satisfied. Introducing λ as in this paper can also be interpreted, like for constant mean curvature surfaces in R 3 by Bonnet, as replacing B by λ −2 B, λ ∈ S 1 . This is an immediate consequence of (4.9). Let ψ j be the λ-dependent solutions to the equations (4.2). Then f λ is defined from these ψ j as f was defined in the case λ = 1. Thus the Berdinsky system associated with f λ is a constant mean curvature system and the immersions f λ all are constant mean curvature immersions into Nil 3 . Therefore, all the quantities associated with these immersions satisfy the Berdinsky equation (4.10). As a consequence of our assumptions, this equation needs to be satisfied for all B λ . But replacing B by λ −2 B = B λ in (4.10) we see that the required equality only holds for all λ ∈ S 1 if and only if the function r occurring in (4.10) vanishes identically. Moreover, the vanishing of r implies thatw − w is antiholomorphic, and since this function only attains values in iR, it is constant. Let us consider next the Gauss equation (4.9). Since the imaginary part Im w = θ 0 of w is constant, the term w zz is real. Therefore the imaginary part of e w − BBe −w vanishes. A simple computation shows that this implies (e 2 Re w + BB) sin(θ 0 ) = 0, whence sin(θ 0 ) = 0 and θ 0 is an integral multiple of π. As a consequence, e w/2 = e Re w/2 e ikπ/2 . If k is odd, then e w/2 is purely imaginary and H = 0 follows. If k is even, then e w/2 is real. This implies |ψ 1 | 2 = |ψ 2 | 2 , which shows that it is a surface of non constant mean curvature, see Appendix A.
Remark 4.7. We have just shown that associated families of "real" constant mean curvature surfaces in Nil 3 can only be minimal. We will show in the next section that actually every minimal surface is a member of an associated family of minimal surfaces in Nil 3 .
Characterizations of minimal surfaces in Nil 3
5.1. We recall the beginning of section 4. In particular, we consider the family of MaurerCartan forms α λ (5.1)
where U λ and V λ are defined in (4.4). For surfaces of constant mean curvature these expressions have a particularly simple form:
wz −λBe wz .
Minimal surfaces can be easily characterized among all constant mean curvature surfaces in the following manner.
Lemma 5.1. Let f be a surface of constant mean curvature in Nil 3 . Then the following statements are mutually equivalent:
h is purely imaginary. In particular, for a constant mean curvature surface f , the Maurer-Cartan form α λ takes values in the real Lie subalgebra su 1,1 of sl 2 C if and only if f is minimal;
5.2.
As is well known, constancy of the mean curvature of surfaces in three-dimensional space forms is equivalent to the holomorphicity of the Hopf differential. Moreover constancy of the mean curvature is characterized by harmonicity of appropriate Gauss maps.
To obtain another characterization of minimal surfaces we will introduce the notion of Gauss map for surfaces in Nil 3 . Let N be the unit normal vector field along the surface f and f −1 N the left translation of N.
We identify the Lie algebra nil 3 of Nil 3 with Euclidean 3-space E 3 via the natural basis {e 1 , e 2 , e 3 }. Under this identification, the map f −1 N can be considered as a map into the unit two-sphere S 2 ⊂ nil 3 . We now consider the normal Gauss map g of the surface f in Nil 3 , [31, 20] : The map g is defined as the composition of the stereographic projection π from the south pole with f −1 N, that is, g = π • f −1 N : D → C ∪ {∞} and thus, applying the stereographic projection to f −1 N defined in (3.4), we obtain
Note that the unit normal N is represented in terms of the normal Gauss map g as
The formula (5.5) implies that f is nowhere vertical if and only if |g| < 1 or |g| > 1. Gauss map g of a conformal minimal immersion satisfies |g| ≡ 1, then it is a vertical plane.
5.3. We have seen in Theorem 4.1 and Remark 4.2, there exist harmonic maps into the semiRiemannian symmetric space SL 2 C/GL 1 C associated to constant mean curvature surface in Nil 3 . In view of Lemma 5.1, one would expect that minimal surfaces can be characterized by harmonic maps into semi-Riemannian symmetric spaces associated to the real Lie subgroup
of SL 2 C with Lie algebra su 1,1 . For this purpose we recall a Riemannian symmetric space representation of the hyperbolic 2-space H 2 . Note that the symmetric space SL 2 C/GL 1 C is regarded as a "complexification" of H 2 . Since SL 2 C/GL 1 C = SU Then su 1,1 is identified with Minkowski 3-space E 2,1 as an indefinite scalar product space. The hyperbolic 2-space H 2 of constant curvature −1 is realized in su 1,1 as a quadric
The Lie group SU 1,1 acts transitively and isometrically on H 2 via the Ad-action. The isotropy subgroup at iσ 3 /2 is U 1 that is the Lie subgroup of SU 1,1 consisting of diagonal matrices. The resulting homogeneous Riemannian 2-space H 2 = SU 1,1 /U 1 is a Riemannian symmetric space with involution σ = Ad(σ 3 ).
Next we recall the stereographic projection from the hyperbolic 2-space H 2 ⊂ E 2,1 onto the Poincaré disc D ⊂ C. We identify su 1,1 with Minkowski 3-space E 2,1 by the correspondence:
Under this identification, the stereographic projection π h : H 2 → D with base point −iσ 3 /2 is given explicitly by
The inverse mapping of π Proof. The equivalence of (1) and (2) follows immediately from Theorem 4.1 in view of Lemma 5.1.
Next we consider (2) ⇒ (3). Since α λ takes values in su 1,1 , there exists a solution matrix to (4.2) which is contained in SU 1,1 . We express this matrix in terms of spinors ψ 1 and ψ 2 . First we recall that the vector ψ = e −w/4 (ψ 1 , ψ 2 ) solves this equation. Since in our case now e w/2 is purely imaginary, it is straightforward to verify that also the vector ψ * = e −w/4 (ψ 2 , ψ 1 ) solves the same system of differential equations.
Let S be the fundamental system of solutions to the system (4.2) which has the vector ψ as its first row and the vector ψ * as its second row. Since the coefficient matrices have trace = 0, we know det S = constant. From the form of S we infer det
By assumption, the normal is "upward", whence det S > 0, see (3.4) . As a consequence, after multiplying S by some positive real constant c (actually, c = 1/ √ 2) we can assume det(cS) = 1. Taking into account the form of S and cS we see that cS is a solution to (4.2) which takes values in SU 1,1 .
Let F be a family of maps such that F −1 dF = α λ with F | λ=1 = cS and define a map N m by 
, where α 0 : T D → u 1 and α 1 : T D → p are u 1 and p valued 1-forms respectively, and superscripts ′ and ′′ denote (1, 0) and (0, 1)-part respectively. It is easy to check that α λ , as defined in (5.1) coincides with the right hand side of (5.7).
In terms of the generating spinors ψ 1 and ψ 2 , the map N m can be computed as
where we set
Applying the stereographic projection π h : .6) with base point −iσ 3 /2 to N m , we obtain
As a consequence, the map π g • N m is actually the normal Gauss map g given in (5.4) and we have |g| < 1, since we assumed that f is nowhere vertical and f −1 N upward. Moreover, g can be considered as a harmonic map into H 2 through the stereographic projection. Since the (1, 0)-part of the upper right entry of α λ | λ=1 is non-degenerate, the normal Gauss map g is non-conformal. Therefore, (2) implies (3).
Finally, we consider (3) ⇒ (2). By assumption we know that the normal Gauss map g is harmonic. Therefore a loop group approach is applicable [24] . In particular, there is a moving frame F which takes values in SU 1,1 from which g can be obtained by projection to SU 1,1 /U 1 = H 2 . But now the result proven in the next section can be applied and the claim is proven.
Remark 5.4.
(1) In the theorem above we have made two additional assumptions: "nowhere vertical", which means no branch points and "upward". The first condition is also equivalent with |ψ 1 | = |ψ 2 |. Hence the Gauss map does not reach the boundary of H 2 . The second condition implies that the Gauss map always stays inside the unit disk, that is, the upper hemisphere of S 2 and never move across the unit circle to the lower hemisphere of S 2 . (2) The harmonicity of the normal Gauss map g for a minimal surface f can be seen from the partial differential equation for g, see [20, 31] . Definition 1. Let f be a minimal surface in Nil 3 and F as above the corresponding SU 1,1 -valued solution to the equation
, where α λ is defined by (4.3) and F | λ=1 is given in (5.8). Then F is called extended frame of the minimal surface f .
For later reference we express the extended frame associated with respect to the generating spinors ψ 1 and ψ 2 for a minimal surface; (5.9)
F (λ) = 1
We would like to note that the functions ψ 1 (λ) and ψ 2 (λ) in this expression are only determined up to some positive real function.
Sym formula
In this section, we present an immersion formula for minimal surfaces in Nil 3 . This formula will be called the Sym-formula. It involves exclusively the extended frames of minimal surfaces. We will also explain the relation to another formula for f stated in [18] .
6.1. We first identify the Lie algebra nil 3 of Nil 3 with the Lie algebra su 1,1 as a real vector space. In su 1,1 , we choose the following basis:
One can see that {E 1 , E 2 , E 3 } is an orthogonal basis of su 1,1 with timelike vector E 3 . A linear isomorphism Ξ : su 1,1 → nil 3 is then given by
Note that the linear isomorphism Ξ is not a Lie algebra isomorphism. Next we consider the exponential map exp : nil 3 → Nil 3 defined in (2.4). We define a smooth bijection
In what follows we will take derivatives for functions of λ. Note that for λ = e iθ ∈ S 1 , we have ∂ θ = iλ∂ λ .
Theorem 6.1. Let F be the extended frame for some minimal surface, m and N m respectively the maps
where the superscripts "o" and "d" denote the off-diagonal and diagonal part, respectively. Then, for each λ ∈ S 1 , the map f λ is a minimal surface in Nil 3 and N m is the normal Gauss map of f λ . In particular, f λ | λ=1 gives the original minimal surface up to a rigid motion.
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Proof
via the bijection Ξ nil . Let us express the extended frame F (λ) by ψ 1 (λ) and ψ 2 (λ) as in (5.9). We note that ψ 1 (λ) and ψ 2 (λ) depend on λ and for each λ ∈ S 1 , the extended frame F takes values in SU 1,1 . Then a straightforward computation shows that
Thus using (6.5), the derivative of m with respect to z and λ can be computed as
Here [a, b] denotes the usual bracket of matrices, that is, [a, b] = ab − ba. Using (6.5), we have
Thus we have
Therefore, combining (6.6) and (6.8), we obtain
We now use the identification (6.2) with the left translation (f λ ) −1 , that is,
Thus λ −1/2 ψ 1 (λ) and λ 1/2 ψ 2 (λ) are spinors for f λ for each λ ∈ S 1 . In particular, the function
surface mean curvature metric holo. differential support does not depend on λ and implies that the mean curvature H is equal to zero. Moreover, the conformal factor of the induced metric of f λ is given by
This metric is non-degenerate, since F takes values in SU 1,1 for each λ ∈ S 1 , that is, |ψ 1 (λ)| and |ψ 2 (λ)| are not simultaneously equal to zero. Thus the map f λ actually defines a minimal surface in Nil 3 for each λ ∈ S 1 . By the same argument as in the proof of Theorem 4.1 for the spinors λ −1/2 ψ 1 (λ) and λ 1/2 ψ 2 (λ), the map N m is the normal Gauss map for the minimal surface f λ . Then, at λ = 1, the minimal surface given by f λ | λ=1 and the original minimal surface have the same metric e u dzdz, the holomorphic differential Bdz 2 and the support
. Thus up to a rigid motion it is the same minimal surface. This completes the proof.
Remark 6.2.
(1) For each λ ∈ S 1 the immersion m defined in (6.3) gives a spacelike surface of constant mean curvature in Minkowski 3-space E 2,1 = su 1,1 , see [36, 11] . It is well known that the Sym formula for constant mean curvature surfaces in E 2,1 (or E 3 ) involves the first derivative with respect to λ only, however, the formula for Nil 3 involves the second derivative with respect to λ as well. Purely technically the reason is the subtraction term. But there should be a better geometric reason. (2) Theorem 6.1 gives clear geometric meaning for the immersion formula for f . The Sym formula (6.4) for f was written down in [18] in a different way.
In the following Corollary, we compute the Abresch-Rosenberg differential B λ for the 1-parameter family f λ in Theorem 6.1 and it implies that the family f λ actually defines the associated family.
Corollary 6.3. Let f be a conformal minimal surface in Nil 3 and f λ the family of surfaces defined by (6.4). Then f λ preserves the mean curvature (= 0) and the support. The Abresch-
where Bdz 2 is the AbreschRosenberg differential for f . Therefore {f λ } λ∈S 1 is the associated family of the minimal surface f .
Proof. From Theorem 4.1 it is clear that a minimal surface f in Nil 3 defines a 1-parameter family f λ of the minimal immersion f such that f λ | λ=1 = f , and f λ is a minimal surface for each λ ∈ S 1 . The spinors for f λ are given as the functions λ −1/2 ψ 1 (λ) and λ 1/2 ψ 2 (λ), see the proof of Theorem 4.1. Using (5.1) and (5.9) we obtain (6.10
Comparing (6.10) to (3.11), the Abresch-
λ is holomorphic, since B is holomorphic. We note that the support function for f λ is given by e w/2 = i(|ψ 1 (λ)| 2 − |ψ 2 (λ)| 2 )/2, which is invariant in this family. Therefore this 1-parameter family f λ is the associated family as explained in Section 4.3.
Remark 6.4. In general, the metric e u dzdz = 4(|ψ 1 (λ)| 2 + |ψ 2 (λ)| 2 ) 2 dzdz is not preserved in the associated family. This is in contrast to the case of an associated family of nonzero constant mean curvature surfaces in E 3 or E 2,1 , where the metric is preserved.
Potentials for minimal surfaces
In this section, we show that pairs of meromorphic and anti-meromorphic 1-forms, the socalled normalized potentials, are obtained from the extended frames of minimal surfaces in Nil 3 via the Birkhoff decomposition of loop groups.
We first define the twisted SL 2 C loop group as a space of continuous maps from S 1 to the Lie group SL 2 C, that is,
where σ = Ad(σ 3 ). We restrict our attention to loops in ΛSL 2 C σ such that the associate Fourier series of the loops are absolutely convergent. Such loops determine a Banach algebra, the so-called Wiener algebra, and it induces a topology on ΛSL 2 C σ , the so-called Wiener topology. From now on, we consider only ΛSL 2 C σ equipped with the Wiener topology.
Let D ± denote respective the inside of unit disk and the union of outside of the unit disk and infinity. We define plus and minus loop subgroups of ΛSL 2 C σ ;
By Λ + * SL 2 C σ we denote the subgroup of elements of Λ + SL 2 C σ which take the value identity at zero. Similarly, by Λ − * SL 2 C σ we denote the subgroup of elements of Λ − SL 2 C σ which take the value identity at infinity.
We also define the SU 1,1 -loop group as follows:
It is clear that extended frames of minimal surfaces in Nil 3 are elements in ΛSU 1,1σ .
Theorem 7.1 (Birkhoff decomposition, [39] ). The respective multiplication maps
It is easy to check that the extended frames F are elements in ΛSL 2 C σ , since U λ and V λ satisfy the twisted condition. Applying the Birkhoff decomposition of Theorem 7.1 to the extended frame F , we obtain a pair of meromorphic and anti-meromorphic 1-forms, that is, the pair of normalized potentials.
Theorem 7.2 (Pairs of normalized potentials).
Let F be the extended frame of some minimal immersion in Nil 3 on some simply connected domain D ⊂ C and decompose F as F = F − V + = F + V − according to Theorem 7.1. Then F − and F + are meromorphic and antimeromorphic respectively. Moreover, the Maurer-Cartan forms ξ ± of F ± are given explicitly as follows:
where p is a meromorphic function on D, ξ c − (z, λ) denotes the coefficient matrix of ξ − (z, λ) and B is the holomorphic function on D defined in (3.9), which is the coefficient of the Abresch-Rosenberg differential.
Proof. From the equality F = F − V + , the Maurer-Cartan form of F − can be computed as
+ . Since the coefficient matrix of ξ − is an element in the Lie algebra of Λ − * SL 2 C σ and the lowest degree of entries of the right hand side with respect to λ is equal to −1, the 1-form ξ − can be computed as
where diag(v + , v , we obtain the form ξ − in (7.4) . Similarly, by the equality F = F + V − , the 1-form ξ + can be computed as
− . Since the coefficient matrix of ξ + is an element in the Lie algebra of Λ + SL 2 C σ and the highest degree of entries of the right hand side with respect to λ is equal to 1, the 1-form ξ + can be computed as
− ) is the constant coefficient of the Fourier expansion of V − with respect to λ. Similar to the case of ξ − , from [24, Lemma 2.6] it is known that F + is anti-meromorphic on D, and thus ξ + is anti-meromorphic on D. Since F has the symmetry
is the second case in the Birkhoff decomposition of Theorem 7.1. Since the Birkhoff decomposition is unique, F + can be computed as
Therefore, ξ + = F −1 + dF + has the symmetry as stated in (7.4). Definition 2. The pair of meromorphic and anti-meromorphic 1-forms ξ ± defined in (7.4) is called the pair of normalized potentials.
Generalized Weierstrass type representation for minimal surfaces in Nil 3
In the previous section, a pair of normalized potentials was obtained from a minimal surface in Nil 3 . In this section, we will conversely show the generalized Weierstrass type representation formula for minimal surfaces in Nil 3 from pairs of normalized potentials.
Step I. Let (ξ − , ξ + ) be a pair of normalized potentials defined in (7.4) . Solve the pair of ordinary differential equations:
where C + (z * , λ) = σ 3 C − (z * , 1/λ) t−1 σ 3 and the initial condition C − (z * , λ) is chosen such that C −1 − (z * , λ)C + (z * , λ) is Birkhoff decomposable in both ways of Theorem 7.1.
Step II. Applying the Birkhoff decomposition of Theorem 7.1 to the element C −1 − C + , we obtain for almost all z
Remark 8.1.
(1) If we change the initial condition of
which is independent of z, then the Birkhoff decomposition for + (z, λ) for some ω 0 (λ), see [11] . Theorem 8.2. Let F = C + V − = C − V + be the loop defined by the Birkhoff decomposition in (8.2). Then V − | λ=∞ is a λ-independent diagonal SL 2 C matrix with real entries. If its real diagonal entries are positive, then there exists a λ-independent diagonal SL 2 C matrix D such that F D ∈ ΛSU 1,1σ is the extended frame of some minimal surface in Nil 3 around the base point z * . If the real diagonal entries of V − | λ=∞ are negative, then there exists a λ-independent diagonal SL 2 C matrix D and ω 0 = (
− SL 2 C σ and ω 0 F D is the extended frame of some minimal surface in Nil 3 around the base point z * .
Proof. From
Step I, the solution C + (z, λ) in (8.1) satisfies the symmetry
Thus by the uniqueness of the Birkhoff decomposition of Theorem 7.1, we have
where K is some λ-independent SL 2 C diagonal matrix. Let V − | λ=∞ = diag(v − , v 
Since the lowest degree of entries of the middle term is λ −1 and the highest degree of entries of the right term is λ, we obtain
where α 0 consists of the dz-part only and is computed from
Let us consider the change of coordinates w = z z * p(t)dt, that is, dw = p(z)dz and dw = p(z)dz. Then (8.5)
and α 0 is unchanged, since v
Thus the Maurer-Cartan form (8.6) has the form stated in (4.3). Moreover, using (8.4) and D −2 = K, we have
and is the extended frame for some minimal surface in Nil 3 . We now consider the case of v − < 0. Then similar to the case 28 of v − > 0, the Maurer-Cartan equation of F is the same as in (8.5) . Let ω 0 = (
we have
0 (F Dω 0 )ω 0 also takes values in ΛSU 1,1σ and its Maurer-Cartan form has the form stated in (4.3). Thus ω 0 F D is the extended frame of some minimal surface in Nil 3 .
Step III. In this final step, minimal surfaces in Nil 3 can be obtained by the Sym formula (see Theorem 6.1) for the extended frame F :
, as in Theorem 6.1. Then via the identification in (6.2), for each λ, the map
gives a minimal surface in Nil 3 .
Remark 8.3. The normalized potential ξ − in (7.4) generating the harmonic map associated with a minimal surface can be explicitly computed from the geometric data, by the so-called Wu's formula as follows: where Bdz 2 is the Abresch-Rosenberg differential and eŵ (z) is the holomorphic extension of e w(z,z) = −h 2 (z,z)/16 around the base point z = 0 with the support function h. The proof of this formula is analogous to the original proof of Wu's formula for constant mean curvature surfaces in E 3 , see [47] .
Examples
We exhibit some examples of minimal surfaces. In our general frame work, if one change the initial condition of C − from C − (z * , λ) to U(λ)C − (z * , λ) for some U(λ) ∈ ΛSU 1,1σ , then the corresponding harmonic maps into H 2 are isometric. However, the associated minimal surfaces can differ substantially, since isometries of H 2 do not correspond in general to isometries of Nil 3 . Since SU 1,1 is a three-dimensional Lie group, the initial conditions U(λ) ∈ ΛSU 1,1σ for each λ ∈ S 1 could yield three-dimensional families of non-isometric minimal surfaces. However, choosing a SU 1,1 -diagonal matrix, which is an isometry of Nil 3 by rotation, the initial conditions in general give only two-dimensional families of non-isometric minimal surfaces.
9.1. Horizontal umbrellas. Let ξ − be the normalized potential defined as
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It is easy to compute the solution to dC − = C − ξ − with C − (z = 0, λ) = diag( √ i −1 , √ i). It is given by
Then the loop group decomposition C − = F V + with F ∈ ΛSU 1,1σ and V + ∈ Λ + SL 2 C σ can be computed explicitly: By the identification (6.2), we obtain
In this case the associated family consists of different parametrizations of the same horizontal plane. It is easy to see that the Abresch-Rosenberg differential of a horizontal plane is zero.
Taking a different SU 1,1 -initial condition for the above C − , the resulting surfaces are nonvertical planes: Let F (x 1 , x 2 ) = ax 1 + bx 2 + c be a linear function on the x 1 x 2 -plane. Then the graph of F is a minimal surface in Nil 3 with negative Gaussian curvature
Then the graph of F is called a horizontal umbrella.
9.2. Hyperbolic paraboloids. Let ξ − be the normalized potential
It is easy to compute the solution dC − = C − ξ − with C − (z = 0, λ) = diag( √ i −1 , √ i), which is given by
where p = −iλ −1 z/4. Then the loop group decomposition C − = F V + with F ∈ ΛSU 1,1σ and V + ∈ Λ + SL 2 C σ can be computed explicitly: .
By the identification (6.2), we obtain f λ = (−2i(p −p), − sinh(2(p +p)), 2i(p −p) sinh(2(p +p))).
This is an associated family of minimal surfaces in Nil 3 which actually parametrize the same hyperbolic paraboloid, that is, x 3 = x 1 x 2 /2. It is easy to see that the Abresch-Rosenberg differential of a hyperbolic paraboloid is λ −2 /8dz 2 . Note that a hyperbolic paraboloid x 3 = x 1 x 2 /2 can be written as f (x 1 , x 2 ) = exp(x 1 e 1 ) · exp(x 2 e 2 ).
Taking a different SU 1,1 -initial condition for the above C − , the resulting surfaces are the saddle-type examples of [1] . They are the special case of the translational-invariant examples, see [34] . The saddle-type minimal surfaces were discovered by Bekkar [3] , see also [32, Part II, Proposition 1.9, Remark 1.10]. The saddle-type one was also found by [29] as translation invariant minimal surfaces. where η 2k−1 and η 2k are respectively off-diagonal and diagonal holomorphic sl 2 C-valued 1-forms, see [21] .
Let η be a holomorphic potential of the form where a ∈ R × . It is easy to compute that the solution C − to dC − = C − η with initial condition C − (z = 0, λ) = id is C − = exp (zD) .
Let C − = F V + be the loop group decomposition of C − with F ∈ ΛSU 1,1σ and V + ∈ Λ + SL 2 C σ , where F takes values in the loop group of SU 1,1 , see [11, Section 5 .1] for the explicit decomposition using elliptic functions. Let z = x + iy be the complex coordinate and γ the 2πk translation in y-direction, that is, γ * z = z + 2πik, k ∈ R. Then C − changes as γ * C − = exp(2πikD)C − . Since M = exp(2πikD) ∈ ΛSU 1,1σ , the loop group decomposition for γ * C − is computed as γ * C − = (MF ) · (γ * V + ), MF ∈ ΛSU 1,1σ .
Letf λ be the immersion defined from F via the Sym formula (6.4) . Then a straightforward computation shows thatf λ changes by γ as follows: 
