An approximate analysis of heterogeneous and general cache networks by Choungmo Fofack, Nicaise et al.
An approximate analysis of heterogeneous and general
cache networks
Nicaise Choungmo Fofack, Don Towsley, Misha Badov, Mostafa Dehghan,
Dennis L. Goeckel
To cite this version:
Nicaise Choungmo Fofack, Don Towsley, Misha Badov, Mostafa Dehghan, Dennis L. Goeckel.
An approximate analysis of heterogeneous and general cache networks. [Research Report] RR-
8516, Inria. 2014, pp.36. <hal-00975339>
HAL Id: hal-00975339
https://hal.inria.fr/hal-00975339
Submitted on 8 Apr 2014
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
IS
S
N
0
2
4
9
-6
3
9
9
IS
R
N
IN
R
IA
/R
R
--
8
5
1
6
--
F
R
+
E
N
G
RESEARCH
REPORT
N° 8516
April 8 2014
Project-Team Maestro
An approximate analysis
of heterogeneous and
general cache networks.
Nicaise Choungmo Fofack, Don Towsley , Misha Badov, Mostafa
Dehghan, Dennis L. Goeckel

RESEARCH CENTRE
SOPHIA ANTIPOLIS – MÉDITERRANÉE
2004 route des Lucioles - BP 93
06902 Sophia Antipolis Cedex
An approximate analysis of heterogeneous and
general cache networks.
Nicaise Choungmo Fofack ∗, Don Towsley †, Misha Badov†,
Mostafa Dehghan†, Dennis L. Goeckel ‡
Project-Team Maestro
Research Report n° 8516 — April 8 2014 — 33 pages
Abstract: In this paper, we propose approximate models to assess the performance of a
cache network with arbitrary topology where nodes run the Least Recently Used (LRU), First-In
First-Out (FIFO), or Random (RND) replacement policies on arbitrary size caches. Our model
takes advantage of the notions of cache characteristic time and Time-To-Live (TTL)-based cache
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Our approach is validated through event-driven simulations; and when possible, compared to the
existing a-NET model [23].
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Analyse approximative d’un réseau hétérogène et général de
caches.
Résumé : Dans ce travail, nous proposons des modèles approximatifs pour évaluer les perfor-
mances d’un réseau de caches ayant une topologie arbitraire où les noeuds exécutent les politiques
Least Recently Used (LRU), First In First Out (FIFO), ou Random replacement (RND) sur des
caches de taille quelconque. Notre modèle tire parti des notions de temps caractéristique d’un
cache et des modèles Time-To-Live (TTL) de cache pour développer une approche uniﬁée pour
l’approximation des métriques de performance sur des caches interconnectés. Notre approche
est validée par des simulations événementielles; et, si possible, comparée au modèle existant
a-NET [23].
Mots-clés : Cache-à-la demande, Réseaux de caches, Analyse approximative, Moins récem-
ment utilisé (LRU), Remplacement alÃ©atoire (RND), Premier arrivé premier servi (FIFO),
Temps caractéristique, Durée de vie (TTL), Réseaux orientés contenu.
An approximate analysis of heterogeneous and general cache networks. 3
1 Introduction
Over the past years, popular cache management algorithms such as Least Recently Used (LRU),
First-In First-Out (FIFO), and Random (RND) have received signiﬁcant attention. Nowadays,
interest has shifted from caching systems in isolation to interconnected caches. The beneﬁts of the
latter approach come from storing contents in caches that are universally deployed or distributed
across the network. This trend is mostly driven by the recent development of content-oriented
technologies such as Domain name System (DNS), Content Distribution Networks (CDNs), and
the recent concept of Information-Centric Networking (ICN) [1]. The purpose is to adapt the
network architecture to accommodate the current content usage patterns (Video-on Demand,
User Generated Contents, Web browsing, etc.) with the potential to reduce congestion, improve
content delivery speed as networks increase in size.
The latter performance goals can be achieved in diﬀerent ways. We focus on content-oriented
networking technologies like the DNS [15], Web [4], CDNs [24], and ICNs [1] which allow on-
demand caching through deployment of caches at various locations. It is brieﬂy described as
follows: when data is ﬁrst requested, it is temporarily stored at some nodes; and thus, subse-
quent demands may be served directly from these local copies. Therefore, users may experience
a better quality of service. Obviously, the beneﬁts of such in-network caching choices are highly
tied to the design of the underlying cache networks. The latter task can be signiﬁcantly challeng-
ing; in fact, the multi-cache systems that rise from content-oriented architectures are irregular
and heterogeneous. More precisely, these networks may have arbitrary topologies and their nodes
may present diﬀerent characteristics (cache replacement policies, capacities, routing tables, etc.).
Although considerable work has focused on studying isolated caches (see [10] and references
therein), there have been few attempts to model cache networks. Note that exact analysis of
general cache networks is extremely diﬃcult, and requires vast computational resources. On iso-
lated cache the complexity of an exact analysis grows exponentially with the cache size C and the
number of ﬁles N . Hence, approximate models are derived in [20], [4, 19], and [23] respectively
for linear, tree, and graph-based networks of LRU caches. Meanwhile [12] addressed tree-based
networks of RND caches and provided preliminary results on a tandem of two caches running
LRU and RND replacement policies. Polytree-based Time-To-Live (TTL) cache networks are
studied in [6, 21, 3, 10]. However, the general problem of arbitrary topologies and heterogeneous
cache networks is still poorly understood.
Unfortunately, existing models for networks of caches are limited by one of the following:
(i) the network topology, which is generally assumed to be hierarchical or tree-based [4, 19,
20, 12, 17];
(ii) the routing/forwarding schemes, which are restricted to the case where requests ﬂow in the
same direction, e.g. from-children-to-parents forwarding schema of tree network;
(iii) the cache replacement policies, which are required to be identical across all caches;
(iv) the Independent Reference Model (IRM) or Poisson approximation [9], which is inaccu-
rate [14] and commonly used to represent request streams ([23] reports relative errors of
16%); and ﬁnally
(v) the computational complexity due to exact calculation [6, 21, 20], which can be signiﬁcant
especially for large networks.
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Clearly, there is a lack of tools for performance evaluation of general and heterogeneous
cache networks that can help engineers to gain insights into how interconnected caches perform,
to test several network conﬁgurations, and to design their own network without investing too
much eﬀort and resources on test-beds. We address these ﬁve issues and derive approximate
methodologies (and algorithms) by leveraging the notion of cache characteristic time for isolated
caches [4, 19], techniques of approximating general request processes by renewal processes [27, 2],
exact theoretic results on performance metrics calculation of TTL-based caches [21, 5, 10], and
modelling approaches of complex routing schemes [25, 13]. Our methodology is validated through
extensive event-driven simulations and compared, when possible, to a-NET model [23] which is
an existing approximation methodology for general and homogeneous cache networks. To the
best of our knowledge, this is the ﬁrst attempt to study cache networks in a “truly” general sense.
The rest of this paper is organized as follows. Section 2 presents relevant work under which
our approach relies. It also shows the limitations of existing methodologies. We introduce
our network model, assumptions and solution schema in Section 3. Section 4 describes the
approximate models and algorithms for studying single LRU, FIFO, and RND caches. We also
report some misconceptions on characteristic times found in the literature [19]. In Section 5, we
focus on performance analysis of cache networks fed by independent and identically distributed
(i.i.d.) requests and we present challenges in terms of network primitives that we address by
translating the latter into well-known operations on request processes. We also describe how we
can account for correlated request streams. Our modeling approach is evaluated in Section 6 and
our ﬁndings are summarized in Section 7.
2 Related Work
The closest work, methodologically speaking, to ours is the 2010 paper by Rosensweig, Kurose
and Towsley [23]. The authors provide an in-depth analysis of sources of inaccuracies but also
a simpliﬁed methodology for performance evaluation of general LRU cache networks. Their ap-
proach is built on top of the LRU cache approximation developed by Dan and Towsley [8], which
has a complexity of order of O(NC) where N is the number of ﬁles and C the cache size. Besides
the complexity which can be signiﬁcant for typical content-oriented networks (i.e. large values of
N and C), [23] has identiﬁed three potential sources of prediction error of their analysis of general
and homogeneous networks of LRU caches: (e1) the inaccurate performance metrics calculation
of [8], (e2) the violation of the IRM (or Poisson) assumption on the miss streams of LRU caches
(already shown by Jelenkovic and Kang [14]), and (e3) the inaccurate characterization of the
aggregated request process that feed a cache within a network (this process may result from the
superposition of miss streams from other caches and exogenous requests).
Che et al. [4] proposed an alternative approach to that of Dan and Towsley [8] for the calcula-
tion of performance metrics of LRU caches. Their model is based on the cache characteristic time
and was experimentally proved to be very accurate on hierarchical (more precisely on two-level
tree-based) cache networks. To some extent, the characteristic time approximation (CTA) for a
single LRU cache [4] addresses the source of prediction error (e1) with a precision comparable
to that of [23]. However, the complexity of the cache performance calculation using the CTA
is not well established as the iterative procedure of [8, 23]. Moreover, the network model in [4]
still suﬀers from: (e2) i.e. the characterization of the miss streams of LRU caches, the large
complexity of the exact characterization [18] of the aggregated request process at the root, the
limitation of tree cache networks, and the strong dependence on Poisson request streams at leaves.
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Martina et al. [19] experimentally extended the results of Che et al. [4] in three directions.
First, their simulations showed that the CTA can be applied to other cache replacement policies
such as LRU, FIFO, RND and variants. Second their numerical results showed that the Pois-
son request streams assumption at leaves can be relaxed and non-IRM models such as renewal
request processes can be safely considered. Third their analysis is carried out on arbitrary hier-
archical (tree) cache networks. However, their network model did not successfully address errors
(e2) and (e3) since miss streams of requests and aggregated request processes are approximated
by Poisson processes. Also, they state that a tandem of two caches “with requests flowing in
the same direction” suﬃces to analyze general cache networks. We shall see in Section 5 that
several operations such as aggregating, splitting of request streams, and also “requests flowing in
opposite direction” cannot be handle or trivially derived from their tandem of two caches example.
[6, 21, 10] and [3] studied TTL-based cache networks and provided exact analysis under
renewal and Markov arrival request processes respectively. Under the CTA, authors of [10, 5]
showed that TTL-based models can accurately describe the behavior (hit/occupancy probabilities
and miss streams) of LRU, FIFO and RND caches. This claim is partially supported by recent re-
sults of Melazzi et al. [20] the on performance analysis of linear LRU cache networks. Simulations
in [10] showed that performance metrics at each node can be obtained with absolute relative er-
rors less than 5%. Hence, by combining the CTA and TTL-based models, one can directly tackle
the three sources of prediction errors (e1), (e2) and (e3) on general and heterogeneous networks
of LRU, FIFO and RND caches. However, the exact analysis carried out in [6, 21, 10, 20] is
computationally expensive since it requires the evaluation of integrals/convolutions over inﬁnite
supports and/or the resolution of integral equations. This is deﬁnitely an handicap for the anal-
ysis of large and arbitrary cache networks.
In this paper, we develop an approximate methodology for general and heterogeneous cache
networks that also addresses the numerical complexity observed in [10, 20] while providing a
comparable level of accuracy. We present our approach in the next section and it is worth noting
that our approach can be easily extended to include other replacement policies such as q-LRU
and Least Frequently Used (LFU) as introduced in [19].
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3 Model and assumptions
In this section, we ﬁrst describe the system of interest and formally deﬁne the problem that we
try to solve. Then we explain the approach we take to tackle the problem; and ﬁnally, we provide
preliminary and new results for isolated caches.
3.1 Network model and problem statement
Let G = (V,E) be the graph representing a general and heterogeneous cache network, V =
{v1, . . . , vN} the set of caches, and E ⊂ V ×V the set of connections between caches. Additionally,
the ﬁle catalog is denoted by F = {f1, . . . , fK}. Each ﬁle is stored permanently at one or more
public servers attached to nodes in the network.
Requests arrive exogenously and directly from users to some of the nodes {vn ∈ V } in this
system. When a request for ﬁle fi arrives at a cache, it generates a cache hit if the ﬁle is located
in the cache and a miss otherwise. In the latter case, the request is forwarded to other caches in
the network based on the routing table at each cache, until the ﬁle is located in a cache or at the
server storing the ﬁle. Then the ﬁle is forwarded along the reverse path taken by the request,
and stored at each cache along the way; this network caching strategy is also known as Leave
Copy Everywhere (LCE) by Laoutaris, Syntila and Stavrakakis [17].
If the cache is full when a miss occurs, one of the ﬁles in the cache is selected based on an
eviction policy to make room for the new ﬁle. In this work, we consider that caches may run
one of the three most popular replacement policies, namely, LRU, FIFO, and RND. However,
the model can be easily extended to include other variant replacement policies studied in [19].
Following common practice, we assume that all ﬁles have the same size (see [23] and references
therein); otherwise, they can be divided in small chunks of identical size (see [11]). Hence we
express the cache size in terms of the number of ﬁles/chunks it can hold at any given moment.
As commonly agreed [8, 4, 23], we also assume that the request processing/forwarding times
and the ﬁle download times after a cache miss are signiﬁcantly smaller than the inter-request
timescale. This assumption has been validated on real DNS traces in [21]. Thus, once a cache
miss occurs, the ﬁle is instantaneously available in the cache.
3.2 Processes at hand
We denote by Rn,i = {tk(n, i)}k≥0 the overall request process of ﬁle fi at cache n where tk(n, i)
is the arrival instant of the k + 1-th request, Λn,i the intensity of the process Rn,i, and λn,i the
rate of exogenous arrival at cache vn. In the remainder of this paper, the following statement
holds unless otherwise speciﬁed.
Assumption 1 (Renewal process) Exogenous requests and aggregated streams of requests are
described by a renewal process.
We denote by Xn,i the generic inter-arrival time of the process Rn,i, Fn,i(t) = P (Xn,i < t)
its Cumulative Distribution Function (CDF), Fˆn,i(t) the CDF of its survival time (or forward
recurrence time), Mn,i(t) the Renewal Function associated with Fn,i(t), and F ∗n,i(s) = E[e
−sXn,i ]
its Laplace-Stieltjes Transform (LST) for all t ≥ 0 and s ≥ 0. We refer to classical references on
renewal theory, such as the book by Cox [7], for detailed deﬁnitions of theses quantities.
Assumption 1 does not hold in general especially for aggregated processes unless each request
stream being aggregated is a Poisson process. However, renewal processes have been shown to
be suﬃciently general to accurately describe real traces (see [15, 21]). Here, we aim at providing
simple and accurate approximations of {Rn,i} based on a minimal available information that
Inria
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engineers could easily measure or estimate at edge nodes of the network. We choose the frequency
(or request rate) and the burtiness (or coefficient of variation of exogenous inter-request times) as
inputs of our process model. These parameters are general enough to handle per-ﬁle popularity
and temporal locality in request processes [19, 26, 10, 20].
Whitt’s approximation of general point processes [27] In this paper, exogenous, miss
and aggregated request processes will be approximated by renewal processes having hyper-
exponential or shifted-exponential CDF for inter-arrival times introduced by Whitt [27]. The
characteristics of these approximate renewal processes will be intensively used and the reader
should refer to Appendix A if needed.
Thanks to Whitt’s approximations, our task of characterization of request streams reduces to
determine the frequency and the burstiness of incoming and miss request streams at each node
of the network. Our approach is detailed in the next section.
3.3 Solution schema and contributions
In this section, we describe our procedure for a single cache. The latter will be iterated on cache
networks. Our approach relies on the following building blocks.
(b1) The Arrival Process Approximation (APA) This approximation is used to provide
a simplistic description of request processes of each ﬁle at each cache of the network. It takes
advantage of Assumption 1 and well-known approximation procedures [27, 2] to describe a gen-
eral point process. The method used here is known as moment matching [22] since it requires
knowledge of the ﬁrst two moments of the inter-request times.
(b2) The Characteristic Time Approximation (CTA) The characteristic time Ti of ﬁle fi
of a single cache is deﬁned as the maximum inter-request time of that ﬁle which leads to cache
hit. This notion was initially introduced by Che et al. [4] for LRU caches and later extended
by Martina et al. [19] to other replacement policies such as RND, FIFO and variants under
Assumption 1. It was experimentally [4, 16, 19] veriﬁed that E[Ti] ≈ T, ∀i especially when
the rate Λi is negligible [11] in comparison to the total request rate Λ =
∑K
i=1 Λi. Simulations
in [4, 19] conﬁrmed that LRU and FIFO caches have a deterministic characteristic time, while
that of RND caches is exponentially distributed. Hence, this allows us to study LRU, RND and
FIFO caches through their corresponding TTL-based models where ﬁles are decoupled such that
the analysis we derive for one ﬁle applies for the others in the same fashion [21, 10].
(b3) The Performance metrics and Miss process Characterization (PMC) We rely on
exact and closed-form formulas of performance metrics and miss streams of TTL-based caches
derived in [21, 10] under Assumption 1. We recall that the miss process of a TTL cache was
shown to be a renewal process when Assumption 1 holds. Hence, we only need to compute
exactly the ﬁrst two moments of the cache miss process.
(b4) The Routing of Request Streams (RRS) We assume that requests of each ﬁle
are routed on an arbitrary feed-forward network built on top of the network topology from
points/nodes where requests occur to one or many servers that permanently hold the ﬁle.
Combining CTA and PMC, the TTL-based model of LRU caches initializes the timer of a
ﬁle when cache misses occur and later resets this timer at each cache hit as shown in Figure 1;
while that of FIFO caches sets the timer only when a cache miss occurs as depicted in Figure 2.
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hit miss
t0
time
m1
Xk
tk. . .t1
X1
m0
tk−1
inter-miss time Y
T1
T2
Tkdata in cache
sojourn time Q
Figure 1: TTL-model of single ﬁle in LRU cache
hit miss
. . .
m2
Z hits
. . . . . .
timet0 t1 tZ−1 tZ
data in cache data in cache
Q = T2sojourn time Q = T1
X1 XZ XZ+1
m0 m1
inter-miss time Y
Figure 2: TTL-model of single ﬁle in FIFO cache
This is explained by the LRU (resp. FIFO) algorithm which inserts a requested ﬁle at the head
of the cache (resp. if the ﬁle is not in the a cache). However, a cache hit does not change the
state of a FIFO cache. According to these diﬀerent TTL-models, LRU and FIFO caches can be
analyzed via the class of TTL-resetting caches [6] and TTL-non-resetting [21] caches respectively.
RND caches can be modeled by either of these classes of TTL-based policies. This is due to the
memoryless property of the exponential TTL distribution of TTL-based models of RND caches.
In the following, the terms characteristic time and TTL will be used interchangeably.
3.4 General results on single cache under Assumption 1
In this section, we deﬁne the metrics of interest and we establish results which hold for any cache
policy under Assumption 1. From now on we omit the subscript n that refers to the cache label
in all the quantities we introduced, or the ones we shall deﬁne later.
We consider the TTL Ti of a ﬁle fi as deﬁned in the previous section and we denote by Qi
the expected time that ﬁle fi resides/sojourns in the cache (see the notation data in the cache in
Figures 1 and 2). Also, Λi, HP,i and OP,i denote the request rate, the hit probability (i.e. prob-
ability that an arriving request ﬁnds ﬁle fi in the cache), and the occupancy (i.e. stationary
probability that the ﬁle fi is in the cache at any time instant) for ﬁle i, respectively. For quick
reference, notations are summarized in Table 1.
The next result links metrics of interest and the sojourn time of a ﬁle in the cache.
Lemma 1 (Little’s Law) Under Assumption 1, the following relations hold:
OP,i = Λi × (1 −HP,i)×Qi, ∀ i = 1, . . . ,K . (1)
Inria
An approximate analysis of heterogeneous and general cache networks. 9
Table 1: Main notations for single cache and ﬁle fi
Notation Description
Λi Arrival rate of ﬁle fi
1/µi Expected value of TTL Ti of ﬁle fi
Fi(t) CDF inter-arrival times of ﬁle fi
Gi(t) CDF inter-miss times of ﬁle fi
Ti(t) CDF TTL duration of ﬁle fi
Z∗(s) LST of CDF Z(t)
HP,i,MP,i Hit, miss probability resp. of ﬁle fi
HR,i,MR,i Hit, miss rate resp. of ﬁle fi
OP,i Occupancy probability of ﬁle fi
Moreover, if C is the cache of size we have
C =
K∑
i=1
Λi × (1−HP,i)×Qi . (2)
Proof Equation (1) follows directly by applying Little’s law as follows. Since successive requests
of ﬁle fi are independent, the expected number of copies for ﬁle fi in a cache is OP,i, the rate at
which ﬁle fi enters the cache is the miss rate i.e. Λi× (1−HP,i), and the expected time that ﬁle
fi spends in the cache is Qi. Also, (2) follows from (1) by summing the two sides of the equality
over all ﬁles and replacing
∑
iOP,i by the cache size.
A similar result was established by Fricker et al. [11] for RND caches fed by Poisson request
processes. Therefore, Lemma 1 extends results in [11] to all caches (e.g. LRU, FIFO, RND, etc.)
fed by renewal request processes (i.e. under Assumption 1). The next result provides bounds
of the characteristic time Ti, under the CTA i.e. when we approximate E[Ti], ∀i by the same
constant T .
Proposition 1 (Bounds of characteristic time) When E[Ti] ≈ T, ∀i, the following inequal-
ities hold
T ≤ E[Qi] , ∀ i (3)
Λi(1−HP,i)T ≤ OP,i ≤ ΛiT, ∀ i (4)
Tmin =
C
Λ
≤ T ≤ Tmax =
C
Λ× m¯p
(5)
where m¯p =
∑K
i=1
Λi
Λ (1 − HP,i) denotes the average miss probability and Λ =
∑K
i=1 Λi is the
aggregate request rate.
Proof From the deﬁnitions of Qi and Ti, one can easily see that Ti ≤ Qi. By taking the
expectation on the latter inequality and then applying the CTA (i.e. E[Ti] ≈ T, ∀i), we obtain (3).
The ﬁrst inequality in (4) follows directly by applying (3) and Eq.(1) of Lemma 1. By noting that
OP,i is the expected number of occurrences of ﬁle i in the cache and ΛiT is the expected number
of occurrences of ﬁle i that arrive on the cache within T , one can derive that OP,i ≤ ΛiT . Taking
the sum of (4) over all ﬁles and applying Eq.(2) of Lemma 1, the bounds of the characteristic
time T in (5) are obtained with some basic algebra.
Now we are ready to present our models for single cache approximation.
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4 Single cache approximation
In this section, we develop CTA and PMC for FIFO, RND and LRU caches in isolation.
4.1 FIFO cache
Once modelled as a TTL-based cache (see Figure 2), the hit probability HP,i of ﬁle fi in a FIFO
cache may be approximated by HP,i = 1− (1 + E[Z])−1 where E[Z] is the expected number of
hits during the sojourn time of the ﬁle in the cache (Cf. [21, Prop. 3]).
Since FIFO is a TTL-non-resetting policy, the application of the CTA yields that E[Qi] =
E[Ti] ≈ T ; and hence, E[Z] = E [Mi(Ti)] ≈Mi(T ). Therefore, it follows from Lemma 1 that
C =
∑
i
OP,i =
∑
i
λi(1 +Mi(Ti))
−1Qi ≈ T
∑
i
λi(1 +Mi(T ))
−1
with T as an unknown. We propose an iterative procedure shown in Algorithm 1 to calculate T
by solving the latter ﬁxed-point equation. We initialize the iteration as follows. Since Qi = T it
follows from Proposition 1 that
C
Λ
≤ T =
C
Λm¯p
.
Using the lower bound C/Λ as the initial value of T provides fast convergence. We observe from
Figures 3(a) and 3(b), values of T are obtained after one iteration step.
Regarding the miss process of FIFO caches, the ﬁrst two moments of the inter-miss times
(needed for APA) are obtained from the LST G∗i (s) of the CDF Gi(t) of inter-miss times Yi
provided in [21, Sect. 4.3.1].
E[Yi] = E[Xi](1 + L
∗
i (0)) (6)
E[Y 2i ] = E[X
2
i ](1 + L
∗
i (0))− 2E[Xi]
dL∗i (s)
ds
∣∣∣
s=0
(7)
where L∗i (0) = Li(∞) = Mi(T ), L
∗
i (s) and its derivative are given in Appendix B.
4.2 Random cache
The characteristic time of a RND cache is an exponentially distributed random variable which
allows us to model a RND cache as either a TTL-renewing or TTL-non-renewing cache. By
considering RND as a TTL-non-resetting policy, the hit probability can be approximated as
HP,i = 1 − (1 + E[Z])−1 where E[Z] = F ∗i (T
−1
i )(1 − F
∗
i (T
−1
i ))
−1 ≈ F ∗i (T
−1)(1 − F ∗i (T
−1))−1.
Moreover, E[Qi] = E[Ti] ≈ T and it follows from Lemma 1 that
C =
∑
i
OP,i =
∑
i
λi(1 − F
∗
i (T
−1
i ))Qi ≈
∑
i
λiT (1− F
∗
i (T
−1))
with T as an unknown variable. Algorithm 1 implements a iterative scheme to compute the
characteristic time T of RND cache with the initial point provided by Proposition 1
C
Λ
≤ T =
C
Λm¯p
.
As later conﬁrmed by simulations (see Figures 3(a) and 3(b)), the characteristic times of RND
and FIFO caches are approximately equal under identical traﬃc conditions. This suggests that
we can safely replace FIFO caches by RND ones for the calculation of the characteristic time T ;
Inria
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Algorithm 1: Approximating characteristic time of a cache with FIFO or RND policy with
a renewal process input
input : Cache Size C, cache policy P , number of ﬁles K, total arrival rate λ, precision ǫ
output: Characteristic time T
1 n← 1
2 T (1) ← C/λ
3 m¯
(1)
p ← 1
4 do
5 n← n+ 1
6 if P = FIFO then
7 m¯
(n)
p ←
∑K
i=1
λi
λ (1 +Mi(T
(n−1)))−1
8 else
9 m¯
(n)
p ←
∑K
i=1
λi
λ (1− F
∗
i (1/T
(n−1)))
10 T (n) ← C/(λ× m¯
(n)
p )
11 while |T (n) − T (n−1)| > ǫ
12 T ← T (n)
thereby avoiding the evaluation of the incomplete gamma function in the calculation of time of
a FIFO cache (Cf. Appendix B).
Regarding the ﬁrst two moments of the inter-miss times (needed for APA), modelling RND
caches as TTL-resetting caches signiﬁcantly simpliﬁes their calculation since they are obtained
deriving the LST G∗i (s) of inter-miss times Yi given in [10, Sect. 3.2].
E[Yi] =
E[Xi]
1− F ∗i (µ)
(8)
E[Y 2i ] =
E[X2i ]
1− F ∗i (µ)
−
2× E[Xi]
(1− F ∗i (µ))
2
dL∗i (s)
ds
∣∣∣
s=0
(9)
where µ = T−1; L∗i (s) = F
∗
i (s+ µ), L
∗
i (0) and
dL∗i (s)
ds
∣∣∣
s=0
are provided in Appendix C.
4.3 LRU cache
LRU is modeled as a TTL-renewing policy; therefore the hit HP,i probability of ﬁle fi in a LRU
cache can be approximated by HP,i = Fi(Ti) ≈ Fi(T ) thanks to the CTA. Applying Lemma 1
yields
C =
∑
i
OP,i =
∑
i
Fˆi(Ti) ≈
∑
i
Fˆi(T )
with T as unknown. The above equality is solved using the iterative scheme of Algorithm 2 by
multiplying both members by T i.e.
T ≈
C × T∑
i Fˆi(T )
,
and using the initial value C/Λ provided in the lower bound of Proposition 1. Similar to RND
caches (see [10, Sect. 3.1]), the ﬁrst and second moments of the inter-miss times Yi are obtained
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Algorithm 2: Approximating characteristic time of a cache with LRU policy with a renewal
process input
input : CacheSize C, number of ﬁles K, total arrival rate λ, precision ǫ
output: Characteristic time T
1 n← 1
2 C(1) ← C
3 T (1) ← C(1)/λ
4 m¯
(1)
p ← 1
5 do
6 n← n+ 1
7 C(n−1) ←
∑K
i=1 Fˆi(T
(n−1))
8 T (n) ← C × T (n−1)/C(n−1)
9 C(n) ←
∑K
i=1 Fˆi(T
(n))
10 while |T (n) − T (n−1)| > ǫ
11 T ← T (n)
as following.
E[Yi] =
E[Xi]
1− Fi(T )
(10)
E[Y 2i ] =
E[X2i ]
1− Fi(T )
−
2× E[Xi]
(1− Fi(T ))2
dL∗i (s)
ds
∣∣∣
s=0
(11)
where L∗i (s) and
dL∗i (s)
ds
∣∣∣
s=0
are given in Appendix D.
4.4 Preliminary results and remarks
Before discussing the model for a network of caches, we validate Algorithms 1 and 2 on single
FIFO/RND and LRU caches in isolation. We consider caches with capacity C = 102 and a
catalog of K = 105 ﬁles fed by two types of request processes.
Poisson Process Here, requests are generated by a Poisson process with total request rate
λ = 1, and assume that ﬁle popularity follows a Zipf distribution with α = 0.7. Figure 3(a) show
that our algorithms are accurate and fast. This stresses the importance of the initialization point
to T (0) = C/Λ which makes our algorithms converge after one iteration.
Interrupted Poisson Process In this case, traﬃc is described by Interrupted Poisson Pro-
cesses (IPP), which is a renewal process having hyper-exponentially distributed inter-arrival
times. The total request rate is set to λ = 1, and the content popularity follows a Zipf distri-
bution with α = 0.7. The squared coeﬃcient of variation of each IPP is chosen to be c2v = 1.5.
Figure 3(b) shows that our algorithms converge very fast to the real value of the characteristic
time.
We conclude this section with two remarks.
Remark 1 (TLRU 6= TFIFO) Unlike what was stated in [19], the characteristic time of a FIFO
cache, TFIFO, is not in general equal to that of a LRU cache, TLRU; but, TLRU ≤ TFIFO. This is
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Figure 3: Approximation of the Characteristic times of FIFO, RND and LRU caches.
because TLRU measures the time required to observe C distinct requests, while TFIFO is the time
to observe C cache misses. For a FIFO cache in the steady state, a cache hit will not change
the state of the cache. This means that ﬁles are not pushed down when a cache hit occurs (as
the case for LRU caches) and hence the characteristic time of a FIFO cache is at least equal to
that of a LRU cache with same size C, i.e. TLRU ≤ TFIFO. Figure 3(a) conﬁrms this result.
Remark 2 (Poisson assumption) When the arrival request for ﬁle i is assumed to follow a
Poisson process of rate λi, the occupancy probability OP,i equals the hit probability HP,i. In
this case, Qi and Ti are related through Lemma 1 as follows
Qi = λ
−1
i ×
HP,i
1−HP,i
, ∀ i (12)
where HP,i is a function of Ti (or T by applying the CTA i.e. E[Ti] = T, ∀ i) given by
HP,i ≈


1− (1 + λiT )−1 , for FIFO caches
1− (1 + λiµ−1)−1 , for RND caches
1− e−λiT , for LRU caches
(13)
Finally, we obtain the characteristic time equations under Poisson request processes which have
been solved using Taylor’s expansion [16], inverse function [4], and more generally in this paper
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Figure 4: Request ﬂows merge, split, move in opposite directions at some nodes.
through a ﬁxed-point iterative method.
C =
∑
i
HP,i ≈


∑
i 1− (1 + λiT )
−1 , for FIFO caches∑
i 1− (1 + λiµ
−1)−1 , for RND caches∑
i 1− e
−λiT , for LRU caches
(14)
Unfortunately, the applicability of Remark 2 on cache networks is limited since miss streams are
no longer described by Poisson processes.
5 Network approximation
In this section, we extend our single cache approximation to a heterogeneous cache network with
arbitrary topology. First, we address the case where the network topology is a Polytree; then
we analyse arbitrary cache network. Recall that each ﬁle is permanently stored in at least one
server connected to the network and requests of each ﬁle are routed as a feed-forward network
as shown in Figure 4.
In the network of Figure 4, we have two content items: ﬁle f1 is green and ﬁle f2 is blue.
The blue content item is located at the server connected to node v5; requests for it are routed
on the tree formed by nodes v1 and v4 (the leaf caches), v3 (the intermediate cache), and v5
(the root cache). Meanwhile the green content item is available at two diﬀerent servers and its
requests are routed on the polytree having nodes v4 and v5 as roots. We will in general refer to
this tree or polytree based routing as the routing topology. Each node can independently choose
to implement LRU, FIFO or RND for managing the cache content.
Finally, we assume that Assumption 1 holds i.e. exogenous and aggregated request streams
may be approximated by renewal processes.
5.1 Modelling network primitives
The main challenges when extending the analysis of single caches to cache networks are to
describe the following network primitives in terms of operations on processes.
5.1.1 Splitting a stream of requests
When leaving a cache (e.g. at node v2 in Figure 4), missed requests may be routed towards
one or many destinations. This network primitive can be modelled as a dependent thinning of
request point processes [13]. Let N (i) denote the set of neighbour caches fed by missed requests
at cache i. In our toy example, cache i is node v2 and N (2) = {v3, v5}. We denote by pi,j(k)
the probability that cache i forwards a missed request of ﬁle fk, k = 1, 2 to cache j ∈ N (i) and
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we assume
∑
j∈N (i) pi,j(k) = 1 , ∀(i, k). The two ﬁrst moments of inter-request times Yi,j,k,th in
the thinned request process of ﬁle fk that arrives at cache j from cache i are characterized from
the original miss process of ﬁle fk at cache i as follows.
E[Yi,j,k,th] =
E[Yi,k]
pi,j(k)
E[Y 2i,j,k,th] =
E[Y 2i,k]
pi,j(k)
+ 2
1− pi,j(k)
pi,j(k)2
(E[Yi,k])
2
5.1.2 Requests flowing in “opposite” direction
This situation occurs between nodes v3 and v4 in Figure 4 where miss streams of cache v3 are
routed towards cache v4 and vice versa. Let us denote by Tj and Cj the characteristic time and
the storage capacity at cache j = v3, v4, F0,j,k(t) and Λj,k the CDF of inter-arrival times and
the rate of the overall requests for ﬁle fk, k = 1, 2 at cache j respectively, and Gi,j,k(t) the CDF
of inter-miss times of requests for ﬁle fk at cache i forwarded to cache j. Given that Gi,j,k(t)
is a function of F0,i,k(t) and Ti (see [10, Sect. 3.1 & Sect. 3.2] for LRU/RND caches, and [21,
Prop. 2] for FIFO caches), then applying Lemma 1 and invoking the CTA at cache j = v4 (and
we set i = v3), we get
Cj ≈


Λj,2Tj
1+M0,j,2(Tj)
+
Λj,1(1+M0,i,1(Ti))
−1Tj
1+Mi,j,1(Tj)
, if FIFO
Fˆ0,j,2(Tj) + Gˆi,j,1(Tj) , if LRU
1−F∗0,j,2(T
−1
j
)
1/(Λj,2Tj)
+
1−G∗i,j,1(T
−1
j
)
1/(Λi,1(1−F∗0,i,1(T
−1
i
))Tj)
, if RND
(15)
A similar set of equations can be derived if caches v3 and v4 have diﬀerent replacement policies.
Hence, the characteristic times at these nodes are dependent/coupled; and therefore, T3 and T4
may not be approximated by just running Algorithms 1 or 2 in one shot as we did in Section 4
for caches in isolation. However, by combining equations (15) for caches v3 and v4, we obtain
a coupled system of ﬁxed-point equations that can be solved simultaneously using an iterative
scheme (Cf. Algorithm 4).
5.1.3 Merging streams of requests
This network primitive is illustrated in Figure 4 at nodes v3 and v5 where independent (we
assume) request streams (that consist of miss streams of other caches and, if any, exogenous
requests) are superimposed. We rely on the APA to describe each aggregate request process as
a simple renewal process (see Section 3) based on the two ﬁrst moments of inter-request times.
Whitt proposed two techniques, namely the stationary interval method and the asymptotic
method to approximate the superposition of independent renewal processes [27, Sect. 4]. The
former calculates the exact two ﬁrst moments of the ﬁrst inter-arrival time of the aggregated
process using its exact CDF (see [18, Eq. 4.1]); while the latter method uses the asymptotic
results of the two ﬁrst moments of the time-average renewal rate over a ﬁnite interval of time
(see [25, Thm. 5.1 and 5.2]).
Qualitatively speaking, both methods return the identical aggregated request rate; however,
they diﬀer on the calculation of the squared coeﬃcient of variation (scv), denoted by c2v, of
inter-request times in the aggregated process. The stationary interval method requires that
each request stream to be aggregated be approximated by a hyper/shifted exponential renewal
process. Then it takes advantage of this simple structure to approximate c2v by a constant denoted
c2s and calculated with the exact CDF of the ﬁrst inter-request time [18]. On the other hand the
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asymptotic method approximates c2v by a constant c
2
a deﬁned as a weighted sum of scv of request
stream components being superimposed, where the weight is the ratio of the component request
rate and the aggregated rate.
Hybrid method and weighting function In this paper, we introduce a Hybrid method
(similar to that described by Albin for Queueing systems [2]). Let c2p = 1 denote the scv of
the inter-request times distribution of the aggregated streams if it is approximated by a Poisson
process. We approximate c2v by a constant c
2
h calculated as a convex combination of c
2
a (resp. c
2
s)
and c2p.
More formally, if we consider a cache with in-degree d (including the exogenous process) and
ﬁle fk is requested (from this cache) by its jth = 1, . . . , d neighbour, or exogenous process if any,
with rate λj,k then
c2h = wkc
2
a + (1− wk)c
2
p, (resp. = wkc
2
s + (1− wk)c
2
p) (16)
where wk is the weighting function related to ﬁle fk. This function is calculated as follows
wk =
1
1 + (1−OP,k)
2 × deﬀ
, OP,k ≈ Λk
C
Λ
, (17)
with Λk =
∑d
j=1 λj,k and OP,k are the total request rate and the occupancy probability of ﬁle
fk in the cache, Λ =
∑K
k=1 Λk and C are the total request rate and the cache capacity, and deﬀ
is the effective degree of our cache [2, Eq. (2)] given by
deﬀ =

 d∑
j=1
(
λj,k
Λk
)2
−1
(18)
We can easily check that if OP,k → 1 and deﬀ ﬁxed, then the weighting function wk → 1
and the Hybrid method reduces to Whitt’s asymptotic method. This case occurs mainly for
popular ﬁles. Meanwhile, as d, deﬀ →∞ the weighting function wk → 0 and the Hybrid method
converges to the Poisson approximation.
5.2 Cache network with polytree topology
In this section, we consider a polytree-based cache network, where servers are located at root
nodes and requests ﬂow in the same direction from leaf nodes to the roots.
Under this settings, we can analyze our network by starting from the leaf nodes and approx-
imating the characteristic time and the miss processes. The latter processes are then aggregated
with the exogenous request streams if any to form the arrival process at a higher level cache. We
repeat this process until we reach all root nodes. The algorithm for approximating performance
of cache networks with polytree topology is given in Algorithm 3.
Before discussing the algorithms for the general network, we make the following remarks
regarding our routing schemes.
Remark 3 (Deterministic Routing) General cache networks studied in [23] consider at least
one server in the network for each content, one path from any cache to any server, and routing
is done over shortest paths. In the case of multiple shortest paths, one is chosen uniformly
at random. This scheme is a special case of our probabilistic routing on per-ﬁle feed-forward
networks. In fact, if Ns(i, k) is the set of diﬀerent caches which correspond to the next hop on
one of the shortest paths from cache i to a server of ﬁle fk, it is enough to take pi,j(k) = 0,
∀j ∈ N (i)\Ns(i, k) and pi,j(k) = 1/|Ns(i, k)|, ∀j ∈ Ns(i, k).
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Algorithm 3: Approximating performance of a cache network with polytree topology
input : Topology G(V,E), Depth d, Number of ﬁles K, Exo. processes
{F ∗0,i,k(s), vi ∈ V, fk ∈ F}, Size of caches {Ci, vi ∈ V }
output: Characteristic times Ti, hit probs HP,i,k, occupancy OP,i,k, {vi ∈ V, fk ∈ F}
1 while d 6= 0 do ; // d = 0 for server
2
3 S(d)
Select caches at depth d
←−−−−−−−−−−−−−−−− G(V,E)
4 foreach i ∈ S(d) do ; // Start from leaves
5
6 for k = 1, . . . , K do ; // On each file
7
8 {Λi,k, H
∗
.,i,k(s)}
APA
←−− {F ∗0,i,k(s), νj,i,k, G
∗
j,i,k(s), j ∈ C(i)};
9 end
10 {Ti}
Algs. 1 or 2
←−−−−−−−− {Ci, H∗.,i,k(s), k = 1, . . . ,K};
11 for k = 1, . . . , K do ; // On each file
12
13 {HP,i,k, OP,i,k}
PMC
←−− {Ti, H∗.,i,k(s)};
14 G∗i,.,k(s)
PMC
←−− {Ti, H∗.,i,k(s)};
15 {G∗i,j,k(s), j ∈ N (i)}
RRS
←−− G∗i,.,k(s);
16 {Gi,j,k(t), G∗i,j,k(s)}
APA
←−− G∗i,j,k(s);
17 end
18 end
19 d← d− 1;
20 end
5.3 Cache network with arbitrary topology
Thanks to our toy network in Figure 4, we have clearly shown that calculating the performance
of general cache networks requires solving a coupled system of ﬁxed-point equations, especially
when requests ﬂow in opposite directions (Cf. Section 5.1.2).
An intuitive approach would be to derive these coupled equations for each cache network and
then solve them through an iterative method. However, this approach will be a per-case solution.
Instead, we develop an iterative algorithm that ﬁnds the characteristic times without deriving
the coupled system of equations (15) for general and heterogeneous cache network.
Our cache network approximation algorithm starts with an initialization step where all caches
are assumed to have miss probabilities of one. The consequence is that the miss process of a
node is initialized by its aggregated arrival processes. Then the TTLs at each cache are also
initialized to the minimum TTL values provided by Proposition 1 i.e. the ratio of the cache
capacity and the total request rate on the cache. After, this initialization step, our algorithm
updates the miss processes of the caches using the initial value of the TTLs; and recalculates the
new TTL values as described in Algorithms 1 and 2. Our cache network algorithm halts when all
TTL values at all nodes of the network have converged. In this way we can iteralively solve any
system of coupled equations and handle arbitrary cache network. This approach is presented in
Algorithm 4.
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Algorithm 4: Approximation on arbitrary physical network of caches with precision ǫ > 0
input : CacheSize Ci, CatalogSize K, ExoRates λi,k
output: CharacteristicTime Ti
1 n := 1;
2 for i = 1, . . . , N do ; // On each cache
3
4 for k = 1, . . . , K do ; // On each file
5
6 m
(1)
p,i,k := 1;
7 Λ
(1)
i,k := λi,k +
∑
vj : vi∈N (j)
λj,k;
8 H
∗(1)
.,i,k (s)
APA
←−− {F ∗0,i,k(s), F
∗
0,j,k(s), vj : vi ∈ N (j)};
9 T
(1)
i := Ci/(
∑
k Λi,k);
10 end
11 end
12 while true do ; // Iterate until convergence
13
14 n := n+ 1;
15 for i = 1, . . . , N do ; // On each cache
16
17 for k = 1, . . . , K do ; // On each file
18
19 {G
∗(1)
i,j,k(s), vj ∈ N (i)}
PMC & RRS
←−−−−−− {H
∗(1)
.,i,k (s), T
(1)
i };
20 H
∗(n)
.,i,k (s)
APA
←−− {F ∗0,i,k(s), G
∗(n−1)
j,i,k (s), vj : vi ∈ N (j)};
21 {H
(n)
P,i,k, O
(n)
P,i,k,m
(n)
p,i,k,Λ
(n)
i,k }
PMC
←−− {H
∗(n)
.,i,k (s), T
(n−1)
i };
22 end
23 m
(n)
R,i :=
∑K
k=1 Λ
(n)
i,km
(n)
p,i,k;
24 C
(n)
i :=
∑K
k=1O
(n)
P,i,k;
25 if RND or FIFO then
26 T
(n)
i :=
Ci
m
(n)
R,i
;
27 else
28 T
(n)
i :=
C
C
(n)
i
× T
(n−1)
i ;
29 end
30 if 1N
∑N
i=1(T
(n)
i − T
(n−1)
i )
2 < ǫ then
31 Ti :≈ T
(n)
i ;
32 break;
33 end
34 end
35 end
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6 Evaluation results
In this section, we evaluate the accuracy of our model by comparing its predictions for the per-ﬁle
hit probabilities and the average miss probability at each cache to those obtained via event-driven
simulations (≈ 16.77 million of events generated).
If the per-ﬁle hit probabilities are interesting from the user point of view, the per-cache
average miss probabilities are performance metrics of interest of the system point. In fact,
the miss probability provides insights on the residual load placed on end-servers. In order to
appreciate the quality of our model, we also calculate the miss probability ratio (MPR) between
simulation results and our predictions. A miss probability ratio close to one is desirable and will
be a global indicator of the quality of our model.
We assume that exogenous requests arrive at a nodes of the network according to a Poisson
process with rate λ = 1, and the ﬁle popularity follows a Zipf distribution with parameter
α = 0.7.
6.1 Poisson approximation and a-NET model
In this section, we assume that request streams are described by Poisson processes. This workload
model is commonly used in the literature [23, 19]. The Poisson approximation is obtained from
our model by setting the weighting functions to zero (wk = 0, ∀k = 1, . . . ,K). We evaluate our
Poisson approximation and a-NET model on random network and binary tree of LRU caches.
In the random network case, links are drawn uniformly at random as shown in Figure 5(c)
and we have exogenous Poisson requests arriving at all caches. For sake of presentation we only
report the ﬁle hit probabilities at the node directly connected to the servers and also the Miss
Probability Ratio (MPR) at each cache.
First, we observe that our Poisson approximation and the a-NET model [23] predict almost
identical per-ﬁle hit probabilities and diﬀer slightly in their estimates of the MPR as illustrated in
Figure 5. In fact, the single cache approximation [8] used in the a-NET model is as accurate as the
CTA implemented in our model. Therefore, it is not surprising that they produce similar results
under the same Poisson assumption. Second, the Poisson approximation and a-NET predictions
are really close to the simulation results as we can see a good match on hit probabilities and that
the MPR is close to one.
We observe in other experiments that for caches with large in-degree, the discrepancy between
the Poisson approximation (or the a-NET model) and the simulation results decreases as the in-
degree of the cache increases. This observation is consistent with the fact that the aggregation
of many point processes converges to Poisson process as the number of point processes increases.
For the binary tree, we assume that requests are generated at leaves only. We report the
metrics of interest at the root (i.e. node 1) where the server is attached.
Figure 6 shows that the Poisson approximation performs poorly and tends to overestimate
the performance. This result contrasts with the ones observed on the previous experiment. It can
be explained by the presence of exogenous Poisson streams at all caches of the random network
where Poisson arrivals were the major contributor (thanks to its memoryless property and rate)
to the aggregated request process of each cache. Therefore, Poisson approximation and a-NET
are quite inaccurate on caches fed by non-Poisson processes.
6.2 Accuracy of Whitt approximations
In this section, we assume that request streams are described as in Section 3. Moreover, we set
the weighting functions to one (wk = 1, ∀k = 1, . . . ,K); hence, our Hybrid method reduces to
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Figure 5: Simulations, Poisson approximation, and a-NET on 10 caches random network. Servers
connected at node 9. Number of ﬁles K = 102, Cache capacity C = 5.
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Figure 6: Poisson approximation on binary tree of depth 3 with 31 LRU caches. Servers
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Whitt’s method (Cf. Eq. (16)). We refer to Whitt-Interv (resp. Whitt-Asymp) approximation
our Hybrid model when relying on Whitt’s stationary interval (resp. asymptotic) method given
that wk = 1, ∀k.
Linear networks We consider a tandem of caches where exogenous requests occur at the
leaf node only. In this case, the overall request process at each cache is not a superposition of
renewal processes but a simple renewal process. Our interest in this case study is to evaluate the
accuracy of renewal approximation itself (i.e. without the aggregating eﬀect) which is based on
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the description of request streams by hyper/shifted-exponential renewal processes.
First, we assume that all nodes run the RND replacement policy. As expected, we can easily
check that the asymptotic and the stationary interval methods predict identical performance
metrics. Figure 8 shows that the approximate metrics of interest are quite good and close to the
simulation results. We also observed such accuracy on a tandem network of ﬁve FIFO caches.
This means that the shifted-exponential renewal processes introduced in Section 3 are appropriate
models rather than Poisson processes to describe the miss streams of RND and FIFO caches.
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Figure 7: Whitt approximations on a linear network of ﬁve RND caches, K = 103, C = 102.
Second, we simulated a tandem network of ﬁve LRU caches where requests arrive at the leaf.
We focus on the leaf node and the one after (i.e. fed by the leaf node) since simulations showed
that metrics of interest are almost zero at the other nodes.
100 101 102 103
0
0.5
1
File ID, k
H
it
P
ro
b
.,
H
P
,5
,k
Level 5, Cache 5, Policy:LRU, Capacity: 100
 
 
Sim
Whitt-Interv
Whitt-Asymp
(a) Cache 5, leaf node
100 101 102 103
0
0.05
0.1
File ID, k
H
it
P
ro
b
.,
H
P
,4
,k
Level 4, Cache 4, Policy:LRU, Capacity: 100
 
 
Sim
Whitt-Interv
Whitt-Asymp
(b) Cache 4, parent of the leaf
100 101 102 103
0
1
2
3
4x 10
-8
File ID, k
H
it
P
ro
b
.,
H
P
,1
,k
Level 1, Cache 1, Policy:LRU, Capacity: 100
 
 
Sim
Whitt-Interv
Whitt-Asymp
(c) Cache 1, root node
1 2 3 4 50.995
1
1.005
1.01
1.015
Cache ID, n
M
A P
,n
/M
S P
,n
Miss Probability Ratio (MPR)
 
 
Whitt-Interv Whitt-Asymp
(d) Miss Probability Ratio
Figure 8: Whitt approximations on a linear network of ﬁve LRU caches, K = 103, C = 102.
We observed signiﬁcant discrepancy on per-ﬁle hit probabilities at cache 4 (parent of the leaf)
between Whitt approximations and the simulation results.
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Figure 9: Whitt approximations on a binary tree of LRU caches, Depth 3, K = 103, C = 102.
Binary trees We consider a binary tree of depth three having seven LRU caches where requests
occur at leaf nodes only. The goal of this experiment is to evaluate the quality of the Whitt
stationary-interval and asymptotic methods in the presence of aggregated request streams. We
report the per-ﬁle hit probabilities at the root and the per-cache MPRs. We observe in Figure 9
that Whitt-Interv and Whitt-Asymp) approximations perform poorly and underestimate the
metrics of interest. The same observation was done in Figure 10 where caches are running the
RND replacement policy.
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Figure 10: Whitt approximations on a binary tree of RND caches, Depth 3, N = 103, C = 102.
General networks We simulate the random network in Figure 5(c) with Poisson requests
occurring exogenously at all caches (resp. at caches 2, 3, 5, and 7). We compare each of Whitt
approximations against simulation results and a-NET/Poisson approximation.
Figure 11 shows that theWhitt-Interv approximation provides good estimates of performance
metrics when requests occurs at edge nodes (i.e. caches 2, 3, 5, and 7) only. However, it performs
poorly when assuming exogenous Poisson request streams at each cache as shown in Figure 12.
In both experiments, we observe that Whitt-Asymp approximation is more accurate than
others as shown in Figures 13 and 14 respectively.
However, we recall that the Whitt-Asymp approximation provides poor predictions on linear
and tree networks of LRU caches (as previously observed in Figure 9); thus, Whitt-Interv ap-
proximation would be preferable to analyze trees of LRU caches where requests occur on leaves.
These observations help us to understand that the main source of error predictions is the ap-
proximation of the scv of aggregate processes for handling all network conﬁgurations. It is the
purpose of the Hybrid approximation we described in Section 5.1.3.
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Figure 11: Simulations, a-NET/Poisson, and Whitt-Interv approximations on the ten caches
random network with exogenous requests at all caches. K = 102 and C = 5.
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Figure 12: Simulations, a-NET/Poisson,Whitt-Interv approximations on the ten caches random
network with exogenous requests at caches 2, 3, 5, and 7. K = 102 and C = 5.
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Figure 13: Simulations, a-NET/Poisson,Whitt-Asymp approximations on the ten caches random
network with exogenous requests at caches 2, 3, 5, and 7. K = 102 and C = 5.
6.3 Accuracy of the Hybrid approximations
In this section, we evaluate the Hybrid approximation introduced in Section 5.1.3. First, we
simulate the case where our Hybrid approximation is implemented with the stationary interval
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Figure 14: Simulations, a-NET/Poisson,Whitt-Asymp approximations on the ten caches random
network with exogenous requests at all caches. K = 102 and C = 5.
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Figure 15: Comparison of simulations, Poisson, Whitt-Interv, and Hybrid-Interv approximations
on a ternary tree of 1093 LRU caches, Depth 7, N = 103, C = 102.
method (this approximation will be referred to as the Hybrid-Interv approximation). And sec-
ond, we report results when the asymptotic method is used in the Hybrid approximation (this
approximation will be referred to as Hybrid-Asymp approximation).
We observe that the Hybrid-Asymp approximation is less sensitive to network conﬁgurations
and more accurate than the a-NET/Poisson, Whitt and Hybrid-Interv approximations on all
networks we presented in this paper.
6.3.1 Using the stationary interval method: Hybrid-Interv approximation
For this case, we recall that the scv of inter-request times c2h is computed as a convex combination
of c2s obtained from the stationary-interval method and c
2
p (c
2
p = 1): c
2
h = wc
2
s +(1−w)c
2
p, where
w ∈ [0, 1] is given in (17).
Homogeneous tree: LRU policy everywhere We consider a ternary tree network of depth
seven having 1093 LRU caches where requests occur on leaf nodes only. We compare Poisson,
Whitt-Interv, and Hybrid-Interv predictions to the simulation results. As we can see in Figure 15,
the Hybrid approximation performs the best and predicts all performance metrics with high
accuracy.
In all of the homogeneous k-ary tree networks we tested, our Hybrid approximation accurately
predicts all performance metrics with good quality indicators i.e. the curve of the per-cache miss
probability ratio close to one.
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Heterogeneous trees: mix of replacement policies, variable cache capacity, and larger
number of files We consider a 4-ary tree of depth ﬁve having 341 caches. The cache capacities
and the replacement policies are respectively chosen uniformly at random within the interval
[50; 150] and among the FIFO, RND, and LRU policies. The catalog size is set to N = 104.
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Figure 16: Comparison of simulations, Poisson, Whitt-Interv, and Hybrid-Interv approximations
on a heterogeneous ternary tree of 341 caches, Depth 5, N = 104, C ∈ [50; 150].
We observe in Figure 16 that the Hybrid-Interv is quite accurate for predictions of the ﬁle
hit probabilities and the per-cache MPRs on this heterogeneous tree network.
General networks: LRU policy at all nodes We run experiments on the random cache
network in Figure 5(c) where: (i) request arrive at caches 2, 3, 5, and 7; then (ii) requests arrive
at all caches. We report results at cache 9 where servers are attached.
In the ﬁrst simulation, we observed that the Hybrid-Interv approximation is better that
the a-NET/Poisson approximation (see Figure 17) and provides a similar level of accuracy to
Whitt-Interv approximation (previously shown in Figure 12).
However in the presence of exogenous Poisson streams, the second experiment reveals that
Hybrid-Interv approximation does not improve that much the Whitt-Interv approximation (pre-
viously shown in Figure 11) and remains less accurate than the a-NET/Poisson approximation
as shown in Figure 18.
Therefore, the Hybrid-Interv approximation is not robust enough to handle all network con-
ﬁgurations.
6.3.2 Using the asymptotic method: Hybrid-Asymp approximation
We repeated the experiments on the previous large tree of 1093 LRU caches, heterogeneous
tree, and random cache networks. We observe a similar level of accuracy on these trees when
relying on the Hybrid-Asymp approximation as shown in Figures 15 and 16 for the case where
the Hybrid-Interv approximation is used. Hence, we report only the simulations on the random
network where Hybrid-Interv approximation was inaccurate.
Figure 19 shows that theHybrid-Asymp approximation is more accurate than the a-NET/Poisson
approximation and predicts good estimates of the ﬁle hit probabilities on the random network
with request arrivals at edge nodes only. Moreover, its accuracy is not aﬀected by the presence
of exogenous Poisson request streams at all caches as shown in Figure 20.
Finally, we assess the quality of the Hybrid-Asymp approximation on a large random network
of N = 102 LRU caches. We set the cache capacity to C = 10 and the catalog of size to K = 103.
We also assume exogenous Poisson request streams at all caches. Figure 21 shows the Hybrid-
Asymp approximation provides better estimates of the ﬁle hit probabilities with per-cache MPR
around one.
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Figure 17: Simulations, a-NET/Poisson, and Hybrid-Interv approximations on the ten caches
random network with exogenous requests at caches 2, 3, 5, and 7. K = 102 and C = 5.
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Figure 18: Simulations, a-NET/Poisson, and Hybrid-Interv approximations on the ten caches
random network with exogenous requests at all caches. K = 102 and C = 5.
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
100 101 102
H
it
P
ro
b.
,
H
P
,9
,k
File Popularity rank, k
Cache 9, Policy:LRU, Capacity: 5
a-NET
Hybrid-Asymp
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
0 2 4 6 8 10
M
P
R
,
M
A P
,n
/M
S P
,n
Cache label, n
Miss Probability Ratio (MPR)
a-NET
Hybrid-Asymp
Figure 19: Simulations, a-NET/Poisson, and Hybrid-Asymp approximations on the ten caches
random network with exogenous requests at cache 2, 3, 5, and 7. K = 102 and C = 5.
The Hybrid-Asymp approximation appears to be less sensitive to the network settings than
others and provide a fairly good level of accuracy in all scenarios we tested. Our evaluation results
establish that Hybrid-Asymp approximation is “superior” in terms of accuracy and versatility over
the a-NET/Poisson, Whitt-Interv, Whitt-Asymp, and Hybrid-Interv approximations.
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Figure 20: Simulations, a-NET/Poisson, and Hybrid-Asymp approximations on the ten caches
random network with exogenous requests at all caches. K = 102 and C = 5.
0
0.1
0.2
0.3
0.4
0.5
100 101 102 103
H
it
P
ro
b.
,
H
P
,1
7
,k
File Popularity rank, k
Cache 17, Policy:LRU, Capacity: 10
Sim
a-NET
Hybrid
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
100 101 102 103
H
it
P
ro
b.
,
H
P
,1
0
0
,k
File Popularity rank, k
Cache 100, Policy:LRU, Capacity: 10
Sim
a-NET
Hybrid
Figure 21: Simulations, Hybrid and a-NET/Poisson approximations on a hundred caches random
network with exogenous requests at all caches. K = 103 and C = 10.
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7 Conclusion
In this paper, we studied performance analysis of general and heterogeneous cache networks
where caches are running LRU, FIFO and RND replacement policies under the assumption that
request streams are described by renewal processes. Our methodology is built on four independent
and extensible building blocks—namely APA, CTA, PMC, and RRS—that provide a step-by-
step analysis of cache networks. In fact, these blocks translate the cache network primitives
(i.e. caching and routing) i.e the request ﬂow transformations into operations on point processes
such as superposition, thinning, and ﬁltering.
We implemented our methodology by ﬁrst assuming that all request streams are described
by Poisson processes. Our simulations show that the Poisson approximation is similar to the ex-
isting a-NET model [23] and accurate when the in-degree of a cache is large or in the presence of
exogenous Poisson requests on the cache. To handle more networks conﬁgurations, we assumed
that requests were described by hyper/shifted-exponential renewal processes introduce by Whitt
to address the temporal locality in request streams in a better way than Poisson processes. We
found that Whitt approximations—namely Whitt-Interv and Whitt-Asymp—are more accurate
for cache networks where requests occurs at edge nodes (e.g. at leaves of a tree). To overtake this
limitation and address all network conﬁgurations, we proposed the Hybrid approximations that
combines Whitt (Whitt-Interv or Whitt-Asymp) and Poisson approximations. Our experiments
show that the Hybrid-Asymp approximation (that combines Whitt-Asymp and Poisson approx-
imations) provide the best tradeoﬀ accuracy-robustness to predict the ﬁle hit probabilities and
the per-cache MPRs.
Future work will devoted to an in-depth investigation of the sources of error predictions of
the Hybrid-Asymp approximation and assess its accuracy with real data traces and network
topologies.
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A Approximation of general point processes
We focus on the two particular renewal processes with an hyper-exponential or a shifted-exponential
CDF for inter-arrival times—introduced by Whitt [27] to approximate any general point process,
and that we use in this paper to approximate the aggregated request arrival process and the miss
process of our caches.
1. If X has an Hyper-exponential CDF with parameters p1, p2, θ1 and θ2, then
(a) the mean and the variance of X ,
E[X ] = p1θ
−1
1 + p2θ
−1
2 , V ar[X ] = p1θ
−2
1 + p2θ
−2
2 − E[X ]
2
(b) CDF of inter-request time X ,
F (t) = 1− (p1e
−θ1t + p2e
θ2t), p1 + p2 = 1, t ≥ 0
(c) CDF of forward recurrence time,
Fˆ (t) = 1−
(
p1θ
−1
1
E[X ]
e−θ1t +
p2θ
−1
2
E[X ]
e−θ2t
)
(d) Renewal Function associated to F (t),
M(t) =
t
E[X ]
− p1p2
(
θ1 − θ2
p1θ2 + p2θ1
)2 (
1− e−(p1θ2+p2θ1)t
)
(e) LST of F (t)
F ∗(s) =
p1θ1
θ1 + s
+
p2θ2
θ2 + s
2. If X has a Shifted-exponential CDF with parameters τ and θ, then
(a) the mean and the variance of X ,
E[X ] = τ + θ−1, V ar[X ] = θ−2
(b) CDF of inter-request time X ,
F (t) = 1− e−θ(t−τ), t ≥ τ
(c) CDF of forward recurrence time,
Fˆ (t) =
(
1−
e−θ(t−τ)
1 + τθ
)
1(t ≥ τ) +
(
θt
1 + θτ
)
1(t < τ)
(d) Renewal Function associated to F (t),
M(t) =
K∑
k=1
γ (k, θ(t− kτ))
Γ(k)
, K =
⌊ t
τ
⌋
,
where γ(.) is the incomplete Gamma function.
(e) LST of F (t)
F ∗(s) =
θ
θ + s
e−sτ
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B Fifo
The quantities L∗i (0) = Li(∞) = Mi(T ), L
∗
i (s) and its derivative
dL∗i (s)
ds
∣∣∣
s=0
= L
′∗
i (0) are ob-
tained as follows.
• Xi has an Hyper-exponential CDF,
L∗i (s) =
1− e−sT
sE[Xi]
+
p1p2(θ1 − θ2)2
δ
1− e−(s+δ)T
s+ δ
L∗i (0) =
T
E[Xi]
+ p1p2
(
(θ1 − θ2)
δ
)2
(1− e−δT )
L
′∗
i (0) =
−T 2
2E[Xi]
−
p1p2(θ1 − θ2)2
δ
1− e−δT − δT e−δT
δ2
δ = p1θ2 + p2θ1
• Xi has an Shifted-exponential CDF,
L∗i (s) =
K∑
k=1
(
θe−sτ
s+ θ
)k
γ (k, (s+ θ)(T − kτ))
Γ(k)
L∗i (0) =
K∑
k=1
γ (k, θ(T − kτ))
Γ(k)
L
′∗
i (0) =
K∑
k=1
(θ(T − kτ))ke−θ(T−kτ)
θΓ(k)
−
kγ (k, θ(T − kτ))
Γ(k)E[Xi]
,
1 ≤ K =
⌊T
τ
⌋
C Random
Recalling that µ = T−1, L∗i (s) = F
∗
i (s + µ), L
∗
i (0) and
dL∗i (s)
ds
∣∣∣
s=0
= L
′∗
i (0) are obtained as
follows.
• Xi has an Hyper-exponential CDF,
L∗i (0) = F
∗
i (µ) =
p1θ1
θ1 + µ
+
p2θ2
θ2 + µ
L
′∗
i (0) = −
p1θ1
(θ1 + µ)2
−
p1θ1
(θ1 + µ)2
• Xi has an Shifted-exponential CDF,
L∗i (0) = F
∗
i (µ) =
θe−µτ
θ + µ
L
′∗
i (0) = −F
∗
i (µ)(τ + (θ + µ)
−1)
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The quantities L∗i (s) and its derivative
dL∗i (s)
ds
∣∣∣
s=0
= L
′∗
i (0) are
• Xi has an Hyper-exponential CDF,
L∗i (0) = Fi(T ) = 1− p1e
−θ1T − p2e
−θ2T
L
′∗
i (0) = −
p1
θ1
(1 − e−θ1T − θ1Te
−θ1T )−
p2
θ2
(1− e−θ2T − θ2Te
−θ2T )
• Xi has an Shifted-exponential CDF, for T ≥ τ
L∗i (0) = Fi(T ) = 1− e
−θ(T−τ)
L
′∗
i (0) = −E[Xi](1− e
−θ(T−τ)) + (T − τ)e−θ(T−τ)
with L∗(0) = 0 and L
′∗
i (0) = 0 if T < τ .
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