Synchronization is a universal phenomenon found in many non-equilibrium systems. Much recent interest in this area has overlapped with the study of complex networks, where a major focus is determining how a system's connectivity patterns affect the types of behavior that it can produce. Thus far, modeling efforts have focused on the tendency of networks of oscillators to mutually synchronize themselves, with less emphasis on the effects of external driving. In this work we discuss the interplay between mutual and driven synchronization in networks of phase oscillators of the Kuramoto type, and resolve how the structure and emergence of such states depends on the underlying network topology for simple random networks with a given degree distribution. We provide a partial bifurcation analysis, centering on the appearance of a Takens-Bogdanov-Cusp singularity, which broadly separates homogeneous and heterogeneous network behavior in a weak coupling limit, and from which the number, stability and appearance of driven and mutually synchronized states can be determined, as a function of a few parameters. We find transitions such as Saddle-Node-Infinite-Periods, Limit-Point-of-Cycles, and Hopf bifurcations (both branches), as well as multiple bistability regions and dynamics that differ for the network types. This description is connected to the underlying dynamics of oscillator clusters for important states and transitions. Our results can provide a basis for studying the problem of frequency controlling disordered oscillator networks.
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Collective behavior of complex networks is a very active field of theoretical and practical research.
In particular, models of oscillator networks have drawn much attention due to their numerous applications across diverse fields, with a particular emphasis on synchronization phenomena. Here we study the dynamics of coupled oscillators, subject to periodic forcing, on random networks with different degrees of connectivity, and uncover many of their possible states and transitions as a few parameters are varied. We find that the unfolding of synchronized states, and the possibility of bistability among them, differs for networks depending on how heterogeneous the degree of local connectivity is. This is explained through a combination of analytic and numerical results.
I. INTRODUCTION
The tendency for populations of oscillators to synchronize their dynamics and produce large-scale collective oscillations is relevant in a wide range of contexts [1] [2] [3] . A particularly simple class of models for this behavior was proposed by Kuramoto, where each oscillator in a network is described by a phase variable, which has a tendency to oscillate at its natural frequency and in phase with its neighbors 4 . This model has given insights into the dynamics of many systems, from the synchronization of coupled chemical oscillators and Josephson junction arrays, to correlations in visual cortex experiments and coherence in neutrino flavor oscillations [5] [6] [7] [8] . Much recent work on the Kuramoto model has concerned synchronization on complex networks, where the transition to coherent oscillations depends on the properties of the network topology [9] [10] [11] . Some important results include: vanishing synchronization thresholds and explosive transitions for networks with large degree fluctuations 10, 12, 13 . However, the effects of external driving are much less known, and questions about how different networks of oscillators respond to driving, and to what extent they can be controlled, have not been answered, even though in many circumstances, external fields are present 15 . An important example is the network of pacemaker cells, which play a role in determining mammalian circadian rhythms, and can be driven by light-dark cycles 14, 16 . In what follows, we discuss the interplay between mutual and driven synchronization in random networks of phase oscillators with a given degree distribution. We first present key aspects of the stability diagram for the driven Kuramoto model on these networks, including the unfolding of a codimension-three Takens-Bogdanov-Cusp singularity and its subsequent lower codimension bifurcations, and then use this picture to discuss the various pathways to mutual and driven synchronization, in terms of synchronized oscillator clusters and network topology.
II. MEAN-FIELD REDUCTION AND ANALYSIS
Kuramoto showed that a system of limit cycle oscillators, each near their own Hopf bifurcation, with weak coupling to their neighbors and fast amplitude equilibration, have the following simple equations of motion:
where θ i is the phase of the ith oscillator, with natural frequency ω i , coupling strength J, and adjacency matrix for the interaction network A ij . Under generic circumstances (e.g., when the natural frequencies are randomly assigned according to a symmetric and unimodal distribution), this system undergoes a critical transition from incoherence to mutual synchronization once the coupling strength exceeds a threshold, resulting in a fraction of the network oscillating at the average of the natural frequencies, and with a stationary phase distribution 1, 3 . A simple extension of the Kuramoto model that includes a periodic driving force is given by [17] [18] [19] :
with external field strength E and frequency Ω. Each term has an effect on the dynamics: the randomness in the frequencies causes oscillators to have disperse phases with monotonic build-up in time, the coupling tends to align the phases of neighbors in proportion to the number of connections in a local environment (which will vary across the network), and the driving field tends to force oscillators to move at the driving frequency and away from its natural frequency. The interactions among these tendencies, both cooperative and competitive, will depend on the magnitude of each term, and therefore we expect an intricate dynamics with multiple phases and transitions 19 .
A. Degree class dynamics
To clarify the dynamics, we attempt to find a reduced description of (2) . For convenience, we study the phases in the co-moving frame of the driving, φ i = θ i − Ωt:
and we consider random networks with a given degree distribution p k , which specifies the fraction of oscillators with k neighbors. Two main limits are often examined which are consistent with p k : quenched (the configuration model) and annealed 20 . In the former, each node has a fixed list of neighbors selected at random for each edge in proportion to the neighbor's degree. In the latter, the random selection of neighbors occurs continuously with nodes virtually breaking and reforming edges to different neighbors quickly with respect to the dynamics. In what follows, we study the annealed case explicitly, for which A ij = kikj N k where k i and k j are drawn from p k for a network of size N with average degree k . In Sec. III we show an example where the annealed behavior gives a good approximation for the quenched.
For annealed networks we find oscillator dynamics:
from which we can define the complex order parameter
or the average interaction strength (both magnitude and phase) that an oscillator feels along an edge to its neighbors. We are interested in the thermodynamic limit, N → ∞, in which it is useful to consider the density of oscillators with phase φ at time t, given degree k and frequency ω: ρ(φ, t; k, ω). This probability density satisfies a continuity relation:
with
where g(ω) is the natural frequency distribution andz is the complex conjugate of z. In order to solve (6) we expand ρ into its Fourier components:
and look for simple power-series solutions of the form, α n (t; ω, k) = α n (t; ω, k) -an ansatz which was proposed by Ott and Antonsen, and which is applicable in a wide array of Kuramoto model variants [21] [22] [23] . In this case it gives the dynamics forᾱ(t; ω, k):
which completely specifies the order parameter:
In addition, the dimensionality of the system can be further reduced by performing the natural frequency integral, for which we assume:
a Cauchy distribution with median ω 0 and scale γ. Generically,ᾱ(ω, k, t) has no poles in the upper-half of the complex ω-plane, and therefore we perform contour integration of (10) closed in this region 21 , which reduces the integral to the residue at the pole ω 0 + iγ:
where
with the dimensionless time, τ = γt, and normalized quantities: E = E/γ, J = J/γ, and ∆ = (Ω − ω 0 )/γ. This is the fundamental equation for the thermodynamic limit of the forced Kuramoto model on annealed networks. The dynamics has been reduced to a description of the average interaction strength contributed by nodes of degree k to their neighbors, with the size of the phasespace equal to twice the number of degree classes.
B. Limiting states
First, we consider the phases of mutual and driven synchronization in instructive limits. For instance, in the limit where E → 0 (a special case of region III in Fig.1 ), Eq. (13) describes an un-driven network, and has stable solutions corresponding to oscillating waves:
In particular for the frame where Ω = 0, the network tends to a purely oscillating state at the average natural frequency ω 0 , with some fixed r * k . In addition, the incoherent state, r k = 0, has a linear stability exponent
which implies a threshold for the onset of mutual synchronization in the absence of driving, r = 0,
We consider situations where J > J c , and a mutually synchronized state is stable without forcing 10,35 . In the opposite limit where ∆ → 0 (a special case of region I or V in Fig.1 ), Eq. (13) describes a state of driven synchronization, where the network is oscillating at the driving frequency, with a large number of nodes frequency controlled, and with amplitudes given by the fixed points of the self-consistent equation:
From (16) we can see that incoherence is not a solution when E = 0, meaning that external driving always enforces some level of coherent oscillations at its frequency.
C. Partial stability diagram
We next provide the results of a partial 36 bifurcation analysis that marks the boundaries between the limiting phases, and helps to explain how each can be converted into the other. The associated stability diagrams are somewhat complicated, and it is therefore useful to have the results in hand before proceeding to fill in the details. A quantitative discussion that derives some of the results can be found in Sec. II D, with a broader summary in Sec. III A. The stability diagrams shown in Fig.1 separate two types of behavior in the (∆, E) plane. If we consider networks with power-law degree distributions, p k ∼ k −s , Fig.1(a) shows the generic behavior when the degree exponent is large. This is maintained for networks with relatively homogeneous degree distributions, such as Erdős Rényi, k-regular, or complete graphs 19 . When the degree exponent is small, i.e., the degree distribution has a heavy tail, the behavior looks like Fig. 1 (b) . In general, the cross over point between the two cases, s = s tbc , depends on J and the degree cut-off K cut , with diminishing dependence on the latter as it goes to infinity.
D. Stability analysis and bifurcations
We begin constructing the stability digram by first finding the fixed points of Eq. (13), which denote states of driven synchronization, and establish how such states change stability. In general, fixed points satisfy da k dτ = 0, which implies the self-consistent condition for z * :
Each a k is a complex number, and so could be represented by a magnitude and phase, or with real and imaginary parts. In what follows, we are interested in how the dynamics respond to perturbations away from the steady-states given by (17) , e.g. Re[a * k ] + x k and Im[a * k ] + y k where x k and y k are the k'th components of the right eigenvectors of (13) at a * k , in the real and imaginary part representation of a k . Equivalently, we can define
with the perturbations a *
It is more convenient to use the latter and leave Eq. (13) in its complex form, while keeping in mind that the standard results of bifurcation theory pertain to some underlying real representation of (13) .
We look for the linear stability spectrum of eigenmodes around a fixed point by adding the perturbations discussed into (13) , and collecting terms of order η:
This system has a set of solutions, 
The spectrum condition can be used to find the local codimension-one bifurcations, where some number of eigenvalues cross the imaginary axis (codimension, implying the number of parameters that must be changed in order for a bifurcation to occur) 24, 25 . The most generic such crossing is the saddle-node bifurcation (SN ), in which the spectrum at the equilibrium has one simple zero eigenvalue, and at which two equilibrium points collide and disappear:
The SN condition (21) predicts when steady states of driven synchronization vanish, and signifies when a local barrier (represented by the saddle) in the dynamics has been overcome. In particular, a branch of SN bifurcations contains a section of saddle-node-infinite-period bifurcations (SN IP ER) (e.g., crossing V-III in Fig.1) , where an SN occurs on a limit cycle of infinite period 19 . In this case, a state of mutual synchronization emerges with collective frequency equal to the driving and has a large amplitude of oscillation with respect to the driving -meaning that some large fraction of nodes pinned by the field become de-pinned (see Sec. III).
Another local codimension-one bifurcation is the Hopf (H), in which the spectrum at the equilibrium has two purely imaginary eigenvalues, with all others having nonzero real parts. At this point the amplitude of a periodic orbit decreases continuously to zero with its period tending to 2π/ω H , where λ = iω H :
When the periodic orbit associated with the Hopf bifurcation is stable, it is called supercritical (H sup ), and when it is unstable, it is called subcritical (H sub ) 25, 26 . In contrast with the behavior for relatively homogeneous networks (e.g., crossing I a − III a in Fig.1(a) ) 19 , both branches of cycle-stability can appear if the degree distribution is broad enough (e.g., crossing II b − III b in Fig.1(b) ). In general, the H bifurcation is another way that states of mutual synchronization can emerge: with discontinuous frequency change with respect to the driving and a continuous change in the amplitude of oscillation. Qualitatively, this points to an infinitesimal cluster of nodes cohering around a common frequency which is different from that of the external field (see Sec. III B).
Beyond the local codimension-one bifurcations, there are two key local codimension-two bifurcations. These are important to unravel because they can inform us as to what global bifurcations are likely to occur. The first appears when two separate branches of the SN collide, in the neighborhood of which there exist three states of driven entrainment; this is known as a cusp (C) 26 . To find the C point, we first consider that near a bifurcation, the equations of motion can be restricted to a center manifold with the same dimension as the number of eigenvectors whose eigenvalues cross the imaginary axis, and is tangent to those vectors. Furthermore, the dynamics of the center manifold are equivalent to the normal form for the bifurcation. In the simple case of a SN , the center manifold is one-dimensional, m = wη +w 2 h+O(w 3 ) with the normal form:
24,26 . The C bifurcation occurs when c = 0, a condition for which can be found by substituting the center manifold expansion and normal form into (13), collecting terms of order w 2 , and taking the complex inner product of the resulting vector, B, with the left eigenvectors, ζ 27 .The right and left eigenvectors are found from a similar selfconsistent analysis as for (20) , and in the complex representation are respectively:
with constants A and Z, and with the conveniently defined sum,
Collecting terms of order w 2 in the expansion produces the bilinear form for (13) evaluated at the vector η k , η k :
Putting these together generates the normal form coefficient c, and a condition for the cusp bifurcation:
in conjunction with (20) . It should be noted that for coupling strengths less than some J dc , the number of fixed points for this system is three, which we call the weak coupling region; however, when the coupling is large enough for networks with large degree variation, a degenerate C point seems to emerge, which generates additional unstable and saddle states, and complicates the unfolding (shown in Fig.1 ), though much of the general structure is maintained for higher J . In this work, we restrict ourselves to the weak coupling region, because the comparison between homogeneous and heterogeneous graphs is more straightforward.
The second local codimension-two bifurcation is the Takens-Bogdanov (T B), at which the spectrum has a double root at zero. Attached to this bifurcation are curves of SN and H bifurcations as well as a curve of Homoclinic Bifurcations (HC) [26] [27] [28] [29] [30] . In the latter, the period of a cycle diverges as it collides with a saddlepoint, and connects its stable and unstable manifolds (e.g., crossing IV a − V a in Fig. 1(a) ). To find the location of the T B bifurcation, we expand (22) in powers of ω H , and enforce that terms of order ω H vanish, which gives the criterion:
that in conjunction with (21) , determines the bifurcation point. The TB represents a circumstance in which the mutual frequency of the small cluster of oscillators associated with the H bifurcation tends to the driving frequency. Finally, the highest codimension bifurcation that we consider occurs when the C collides with the T B (T BC), implying that (21), (30) , (31) and are all satisfied (which also occurs in the Hodgkin-Huxley equations) 27, 30, 31 . In addition to the bifurcations already discussed, this particular singularity predicts curves of codimension-two homoclinic bifurcations to Neutral Saddles (N S) and Saddle-Node-Loops (SN L) (global bifurcations), and curves of Degenerate Hopf bifurcations (DH). The DH bifurcation develops when the Lyapunov exponent of a Hopf cycle vanishes, and is the termination point for a curve of Limit Point of Cycles (LP C) -when a stable cycle collides with an unstable cycle and disappears. In this context, LP C bifurcations imply that separate clusters of nodes oscillating at frequencies different from the driving can collide and vanish (e.g., crossing II b − I b in Fig.1(b) ). Furthermore, the SN L occurs when a homoclinic orbit is coincident with a SN , and a N S occurs when a homoclinic orbit is coincident with a saddle whose eigenvalues sum to zero 26, 27, [29] [30] [31] ; the latter is another termination point for the LP C, implying that the separate clusters of oscillators with frequencies different from the driving which collide, also collide with a saddle state of driven synchronization.
III. OSCILLATOR DYNAMICS
Though the unfolding described above is complicated, the ultimate appearance of a T BC largely determines many of the subsequent transitions. Once it is found, the structure of the phase diagram can be resolved by connecting its predicted pieces. Combining the analytic results above, general predictions for global bifurcations discussed, and numerical continuation, we find the partial stability diagrams shown in Fig.1 . In the case of networks with power-law degree distributions, we find that when the degree exponent (s) is large, the T B point occurs on the upper branch of the saddle-node bifurcations; on the other hand, as the degree exponent is decreased the T B point crosses over the C and continues along the lower branch (generally for 2 s tbc 3). Because the former reproduces the stability diagram for fully connected networks, and the latter occurs as the amount of variation in the degree distribution is increased, we distinguish these cases by the terms heterogeneous and homogeneous driven behavior.The cross-over has concrete implications for how mutual synchronization emerges from driven synchronization in the two cases.
A. Key transitions and bistability
We can distill from the above that there are three primary ways that a stable mutually synchronized state can be created: SN IP ER, H sup , or LP C transition. Qualitatively, we can think of the mutually synchronized state's emergence in terms of the average amplitude and frequency (inverse period) for a limit cycle of the order parameter. Generically if we imagine changing one parameter (e.g. E), one of three things happens: the amplitude and frequency can both emerge discontinuously (LP C), the amplitude can emerge discontinuously with continuous frequency emergence (SN IP ER), or the amplitude can emerge continuously with a discontinuous frequency emergence (H sup ). The special case of continuous amplitude and frequency emergence occurs through a T B bifurcation.
Each basic transition has a signature in the average phase build-up with respect to the driving field. For example if the SN IP ER transition is crossed (e.g., crossing V − III in Fig.1) , the order-parameter dynamics is a large limit cycle which includes the origin 19 . This implies that the average phase of the network grows monotonically with respect to the field, and is therefore largely depinned from it, with a macroscopic number of nodes lapping it continually. Moreover, this behavior holds widely for degree classes as well -most degrees continually lap the field on average, perhaps excluding low degree nodes (e.g., k=1 or 2) depending on the parameters. On the other hand if the H sup is crossed (e.g., crossing I − III in Fig.1 ), a small limit cycle emerges, centered around an unstable driven state. In this case there is no net build-up of the average phase with respect to the field; the motion is analogous to quasi-periodicity with average frequency equal to the driving, and an emergent "wobble" frequency given by (22) 19 . This behavior holds for all degree classes, implying that large and small degrees on average both have phase-trapped dynamics. However if the LPC transition is crossed (e.g., crossing I b − II b in Fig.1(b) ), a large cycle emerges for the order-parameter that includes the origin (similar to the SNIPER), but only holds for nodes with large degree on average, i.e., nodes of small degree undergo phase-trapped motion, while nodes of large degree undergo phase-slip motion. If we consider moving up the LP C by increasing E, more and more high degree nodes become trapped by the field, until all are trapped, and the H sup occurs -the opposite limit brings us to the lower SN IP ER. Because the LP C only occurs when the T B is on the lower branch of the SN (which seems to require a certain amount of degree variation), the transition does not occur with homogeneous networks. Fig. 2 shows a comparison between the average behavior of mutually synchronized states created by these transitions.
Another important difference between heterogeneous and homogeneous behavior concerns the bistability of driven and mutually synchronized states. For the latter, bistability exists in a small region of parameter space, confined between the C and HC bifurcations (i.e., regions II a and IV a in Fig.1(a) ). In this case, there is bistability between two states of driven synchronization (region II a ), until the H sup is crossed (e.g., crossing II a − IV a ), and bistability between a state of quasi-periodic mutual synchronization and driven synchronization 19 . In both cases, the manifolds of the saddle act as a separatrix between the two stable states. In contrast, for heterogeneous networks there is only bistability between a largeamplitude state of mutual synchronization and a single state of driven synchronization. The mutually synchronized state encloses all three fixed points in region IV b (Fig.1(b) ), and exists in an additional region that does not contain a saddle ( II b in Fig. 1 (b) ). A comparison of the bistability for the two types of behavior is shown in Fig. 3 , illustrating the particular "explosiveness" of the heterogeneous type. in the network. For stable states of driven synchronization, we find a single macroscopic cluster of phase-locked nodes, which oscillate at the driving frequency -stationary in the co-moving frame (labeled "L" in Fig. 4  (a) ). This cluster is comprised of bands of oscillators that have natural frequencies near the driving, with a band for each degree class. Oscillators in the bands are effectively frequency controlled by the driving, and the band size typically increases with degree, with higher degree nodes able to stabilize larger frequency bands. Moreover, nodes with natural frequencies outside of their degree's phase-locked band have average velocities (time average of Eq.(3)) that are monotonically increasing with the displacement from that band, and thus lap the driving field continually with disperse phases from one another. We therefore call these oscillators "winding" (labeled "W" in Fig. 4 (a) ). The average velocities of phase-locked and winding nodes are shown in Fig. 4 (a) (5) is shown for the mean-field cycle (blue/black), annealed cycle (green/dark grey), configuration-model cycle (red/medium gray), meanfield equilibrium (magenta/medium gray point), annealed equilibrium (cyan/light gray), and configuration-model equilibrium (yellow with triangle/light gray), with good agreement among the respective states (region II b in Fig. 1 (b) ). Networks consist of 30,000 nodes. (b) Analogous plot for a Poisson degree distribution network with the same average degree as (a) and with J = 0.75; E = 2.27, ∆ = 2.1216 for the mean-field, and E = 2.3, ∆ = 2.134 for the annealed (region IVa in Fig. 1 (a) ) 37 . The arrow indicates where (b) can be found in z's complex plane for comparison with (a).
chronization has a macroscopic cluster of nodes which lap the field together at some emergent average velocity. In addition, there exist other large "plateau" clusters of higher harmonics with average velocities that are integer multiples of the fundamental velocity, and therefore lap the driving field 2, 3, 4... times in one network cycle (labeled as 1, 2.. in Fig. 4 (b) ). Collectively, these harmonic clusters drive bands of phase-trapped nodes at a frequency equal to the fundamental velocity, causing them to wobble around the driving-field, but with average velocity zero. The last group of oscillators, which are between the plateaus, wind with average velocities that grow monotonically with the displacement from a given band, and have disperse phases. This picture is consistent with general results for Kuramoto models, in which devil's staircases do not appear, and velocities strictly increase between plateaus 32,33 . Fig. 4(b) shows a typical velocity profile for a mutually synchronized state.
Lastly, additional qualitative aspects of the key transitions (Sec. III A) can be discussed in terms of connecting the clusters for the above states. For instance, in crossing over the SN IP ER transition, the fundamental cluster of the mutually synchronized state emerges from the phase-locked cluster of the driven state, as a Fig. 1 (b) ). The inset panels for (b) show φi vs. τ with [0, 2nπ] range over one fundamental cycle (where n depends on the harmonic number, and is labeled next to the associated inset). The node types for (a) are labeled "L" for locked "W" for winding, and appear next to the inset panels. Also, arrows indicate which cluster of oscillators are shown. A color legend for degree is given in (a).
finite piece of each band, whose natural frequencies are near the average, break away from the driving (shown in Fig.5 ). This is consistent with the de-pinning, continuous frequency and discontinuous amplitude emergence, predicted for the mean-field dynamics. Conversely when crossing over the H sup , a small, stable cluster of winding nodes relative to the driven state, whose natural frequencies are near the average, coalesce around the same average velocity (22) , and form the fundamental cluster. As the transition is approached the size of each plateau goes to zero. This produces the discontinuous period and continuous amplitude state of quasi-periodicity described by the mean-field H bifurcation. Different still, when crossing over the LP C, a large cluster of nodes suddenly coalesces around an average velocity, taking nodes from the winding and locked cluster of the driven state, and creating an additional stable state of mutual synchronization which is bistable with the driven state. The velocities and order parameter dynamics for these bistable states are compared in Fig. 4 and Fig. 3 (a) respectively.
IV. CONCLUSION
In this work we have studied the periodically driven Kuramoto model on random networks with a given de- gree distribution. A low-dimensional description was found, and a partial bifurcation analysis developed, which allowed us to predict many of the states and transitions of the model for sufficiently weak coupling between nodes 36 . In particular we found a Takens-BogdanovCusp (TBC) singularity, appearing for power-law degree distribution networks as the degree exponent was lowered, which separated branches of heterogeneous and homogeneous network behavior. Each branch's stability diagrams were resolved from the T BC unfolding, and used to uncover important dynamical transitions including: Saddle-Node-Infinite-Period, Hopf, and Limit-Pointof-Cycles (LP C), as well as multiple bistability regions that differed for the network types. Interestingly, we found that heterogeneous networks do not support bistability of driven synchronized states or bistability of quasiperiodic synchronized states and driven states (which is the case for homogeneous networks), but only bistability of large amplitude mutually synchronized and driven states. Moreover, we discovered that the LP C transition for the heterogeneous branch occurs with phase-slip dynamics for nodes with high degree and phase-trapped dynamics for nodes with low degree (on average), implying a new route to mutual synchronization for driven networks which allows for qualitatively different behavior depending on a node's degree. In addition, the structure of synchronization clusters for mutual and driven states was discussed and their transitions associated with bifurcations. This showed a rich interplay among emergent synchronized clusters, locked clusters, and network topology.
On the other hand, we have yet to resolve all of the transitions associated with unstable cycles in the heterogeneous case (which could inform other interesting features of the dynamics), and the full unfolding of network bifurcations in the strong coupling region. Moreover, many real networks of interest have richer architecture than the simple degree heterogeneity discussed here: such as modular, fractal, and multi-scale structure 34 . The effects of these features on network synchronization are interesting subjects for future work. Also, the control of complex networks is of immense interest, both theoretical and practical. Our results can offer insight into the problem of frequency controlling disordered oscillator networks, and can be used as a basis for further investigations thereof.
