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In recent years, dramatic evolution of precision agriculture technology has been driven by
technologies such as sensors and controllers, telematics, and UAV. An intriguing area in the field
of precision agriculture and UAV is big volume of data and its analysis that have not been dealt
with in depth. The main objective of this project is proposed to develop a digital data processing
tool and deliver them in a useful format to the end users. This involves three faceted methodical
approach: 1) collection of large amounts of UAV images with regards to combinations of in-field
sensors and UAV imagery 2) analyze and validate the combination of data with geospatial tools
3) Develop a web-based computer data processing program to analyze the big data and assess
pant condition. The validation and correlation analysis results showed that UAV assessed NDVI
are good indicator of crop nutrition along with the ground-based crop sensors.
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CHAPTER I
INTRODUCTION
Background of the Study
With the adoption of digital technologies in agriculture, the availability and quantity of
data has escalated. Sources of data for crop planning, management, and decision making include
digital data from sources such as sensors (e.g. GPS, yield, weather, and soil sensors) and digital
imagery through remote sensing from various platforms (e.g. fixed wing aircraft, satellites, handheld, tractor mounted, and UAS images). Remote sensing technology is the process of acquiring
information about an object without being in contact with it. Based on light sources, remote
sensing is categorized into active and passive sensors. Ground sensors which are known as active
sensors has their own source of electromagnetic radiation, whereas remote sensor technology
termed as passive sensor technology is dependent on the natural source of electromagnetic
radiation provided by sunlight. Ground sensing is a well-established technology and in fullfledge commercial production for agricultural applications. Though remote sensing technology is
widespread and has gained popularity over a very short time: technologies such as UAS’s are
still in the research phase to determine their effectiveness for applications in the field of
agriculture. According to a report published by IPNI North America in 2014, the UAS global
market was reported to be $11.3 billion and expected to grow to $140 billion over next 10 years.
The full use of data available from UAS’s acquired from multiple research projects is still in its
intermediate phase, and there are still doubts that it can have a broader impact on the
1

optimization of crop production. The ability of UAS for providing real time data in less time
with multiple attributes can be valuable in evaluating the various agricultural attributes. Data
associated with multispectral imagery acquired through UAS’s is large enough and difficult for
handling and processing. The main insight behind is to see the practicality of booming area of
UAS in crop production, especially in precision agriculture. Agriculture and forestry are one of
the major industries of the state of Mississippi. Mississippi has 35,800 farms with 10.7 million
acres of land farmed. There are 35,800 numbers of farms in Mississippi State (Msstate Ag.
Forestry and natural resources, 2018). The top six enterprises for 2018 are poultry and eggs,
forestry, soybeans, cotton, corn, and cattle and calves. Soybeans were the most profitable row
crop in 2016 followed by cotton and corn. The study of digital data management in crop
production will allow users to get more knowledge about techniques and methods of crop
production and compare the use efficiency of established ground sensing technology over the
growing UAS technology.
Objective
The long-term objective of the project is to develop a web-based computer data
processing tool to analyze the UAS acquired digital data and deliver it in useful format to the
farmers. The specific goals of this study are: (1) Compare the UAS data acquisition technique
with ground sensor data acquisition procedure, (2) Compare the red and red edge band of
micasense sensor for yield estimation, and (3) Develop a web tool for data driven information to
make useful agriculture decisions.
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Statement of the Problem
The growing web-based technology has allowed the transfer of geospatial technologies
such as GIS from desktop to web-based geo-spatial systems. The effectiveness of tools such as
GIS requires a great amount of effort, training, and experience. Most GIS packages offer many
functions with less value to agricultural application and are more expensive than the software
packages developed by Agri-Logic Inc., AGRIS corporation, John Deere, etc. These software
packages are more applicable since they are designed specifically to handle agricultural data. The
quality of processing and output is again directly related to the software used and its price. There
is a need to develop integration tools and decision support system for data (Zhang et al., 2002).
Farmers, researchers and analyst are required to apply extra effort for separating the noise before
performing the analysis and making crop management decisions (Griffin, 2006; cited in Griffin,
2009a). Surface analysis to work on the sensitivity and interaction of parameter is suggested.
Diversification in precision farming (use of different data sets) created a need of new and
updated agriculture-based software. Web portals with good visualizing and analyzing tool seems
to be simple and easily accessible spatial data management option. A Web portal does not
require one to have a set skill and knowledge like the GIS software. It also does not utilize extra
space in PC and can be accessed from any place with internet access. In his review of current and
future advances of precision agriculture, Lan et al., (2017), highlights the need of real time
image processing, data analysis and interpretation to figure out the influential factor and their
relationship. The data acquisition, storage, handling, online data processing and delivery to the
farmers. A study by Kamilaris et al. (2017), shows the various impediments (data collection,
delivery and analysis, visualization, spatial resolution, sampling errors, reliability and availability
of tool and techniques) which still possess a potential of further research and development in the
3

field. The reason behind the dawdling adoption rate of technology based agriculture are lack of
consistency, ability to exchange and use information, user-friendliness and security measures
(Jeppesen et al., 2018). With major advances in field and equipment-based sensor technology
and high-resolution data acquisition by UAS’s the potential to revolutionize agriculture rests on
successfully addressing a number of challenges relating to acquiring, understanding, and using
big data. This project aims to develop a delivery mechanism of a processed product such as a
prescription map, locations or useful imagery to handheld devices such as iPad or iPhone in the
field farm equipment through an online portal.
Purpose of the Study
The aim of this study is to develop a platform for data gathering, handling, transfer,
mining and to process and deliver them in a useful format to the end user. The study aims to
collect a large quantity of UAV images in combination with in-field sensors and UAV imagery
for different types of crops from experimental plots and analyze and validate the combination of
data with established ground sensing technology. The focus will be on the NDVI assessment of
the plant and yield estimation and response of NDVI at different level of fertilizer application.
The ultimate goal of the study is to develop an easy and simple web tool to be used by farmers
and farm managers that uses a graphical user interface for data exchange specifications. The tool
is focused on the crop and farmers of the Mississippi state where farmers can upload their digital
data perform data analysis such as data reduction and clustering and calculate the NDVI values
as well as save and export the output map for further applications.

4

Significance of the Study
The contributions made here will be of wide interest. It has significant benefits in terms
of agriculture data processing and extracting crop management insights. The first main
contribution proposed in this field is the assessment of UAV mounted sensor for NDVI
calculation and its validation with a ground-based sensor acquired NDVI values. The results of
this study are significant because precision agriculture data from different regions and farmers
can be integrated into one to generate a general idea for making farming decisions. The
developed technique is simple and easily accessible for visualizing and analyzing spatial data.
The proposed tool does not require advanced skill and knowledge such as complicated software
GIS. The web-based platform does not utilize extra space in personal computer and can be
accessed from any place with internet access. The main advantage of web tool is easy
availability, accessibility and usability of spatial data. All of these advantages make it
particularly valuable for the farmers in the area. The main advantage of the developed tool is the
simplified form and pattern that can be easily used by the farmers.

5

CHAPTER II
COMPARE THE UAS DATA ACQUISTIION TECHNIQUE WITH GROUND SENSOR
DATA ACQUISITION PROCEDURE
Introduction
With the use of technology in agriculture, the variability and availability of data has
escalated. The main source of data for crop planning, management and decision making are the
digital data available from the source technology like sensors (GPS, yield, weather, and soil
sensors) and remote sensing (satellite images and UAS images). Remote sensing technology is
the process of acquiring information about an object without being in contact with it. Based on
the light sources, remote sensing is categorized into active and passive sensors. Ground sensors
which are known as active sensors has their own source of electromagnetic radiation whereas
remote sensor technology termed as passive sensor technology is dependent on sunlight as a
source of electromagnetic radiation. Ground sensing is a well-established technology and in fullfledge commercial production for agricultural applications. Though remote sensing technology is
widespread and gaining in popularity in a very short time technologies flown on UAS’s are still
in early research phases and not ready for effective applications to agriculture. The concept and
method of farming has changed over the time. The traditional ways of farming, use of animals
are becoming obsolete throughout the world. Farming is more technology dependent these days.
Since the introduction of precision agriculture, the total scenario of agriculture has changed.
Precision Agriculture according to Cambardella and Karlen (1999) is a crop and soil
6

management system that involves application of computer for acquiring and analysis of data,
data storage system to collect the required information for site-specific input application.
Precision agriculture is the application of right amounts of input (pesticides, herbicides,
fertilizers etc.) at the right time and right place to increase the production, minimize the input and
also protect the environment.
According to Cook and Bramley (1998) crops are a spatially varied product that depends
on variability of location. An automatic data acquisition system developed by Gomide et al.,
(1998) was used for the study of data management and spatial variability in the crop production
system. The benefit of precision agriculture does not depend only on quantity of data but also
depends on quality of data and method of application. One of the major sources of data are
sensors in the field. They are used to measure the physical quantity in the field. Based on the data
carriers, sensors can be categorized as mechanical, electrical, optical, acoustic, pneumatic and
electromagnetic. These sensors are used to gather information like soil moisture, crop stress, soil
properties, nutrients etc. (Adamchuk et al., 2004). Automatic system was used to collect data of
soil water availability, soil compaction, soil fertility, biomass and grain yield etc. (Wang et al.,
2006).
In recent years, a dramatic evolution of precision agriculture (PA) technology has been
driven by technologies such as sensors and controllers, telematics, and unmanned aerial vehicles
(UAV). The economic impact of UAV is estimated as $82 B in the next 10 years, with over 80%
of it being in the precision agriculture sector (Jenkins and Vasigh, 2013). In crop production,
timely assessment of relevant data is very critical. And the available data sets are too intricate
that requires extensive knowledge for visualization and information collection (Atzberger, 2013).
The study by Kamilaris et al., (2017) shows the various impediments (data collection, delivery
7

and analysis, visualization, spatial resolution, sampling errors, reliability and availability of tool
and techniques) which still possess a potential of further research and development in the field.
The dissemination of information should be based on the type of crop and farmers of the specific
area. Based on the capability and credentials of data users (farmers, crop advisors, farm
assistants) mobile and web applications are required to be developed (Sawant et al., 2016). The
reason behind the dawdling adoption rate of precision agriculture are lack of consistency, ability
to exchange and use information, user-friendliness and security measures (Jeppesen et al., 2018)
With major advances in field and equipment-based sensor technology and high-resolution data
by UAS mounted sensors, the potential to revolutionize agriculture rests on successfully
addressing a number of challenges relating to acquiring, understanding, and using Big Data
acquired through UAV mounted sensors.
Precision farming tools of the modern days are used for collecting spatial information to
enhance the efficiency of field work by optimizing the input and minimizing the impact to the
environment. A major concern is the integration of all the available field data for quintessential
decision support system. Where the issues related to data analysis and support system: protocols,
standards, easy to use tool for farmers, researchers and consultant, systematic design for data
analysis and integration are addressed in a very precise manner to obtain profitability
(McBratney et al., 2005). The efficient and productive analysis of big data in precision
agriculture sector will help farmers to get rid of field uncertainties. In turn, improving the
productivity and reducing the cost of production (Yadav, 2015). The use of precision agriculture
data in an appropriate manner can influence both the environmental (contamination of soils,
nitrogen in ground water, soil erosion) and economical (excessive fertilizer cost) risk reduction
(Řezník et al., 2017). There is a need of web-based platform that can handle the high volume and
8

variety of data with an ease. The long-term objective of the project is to develop a web-based
computer data processing program to analyze the big data and deliver it in useful format to the
farmers in real time or near real time. In his review of current and future advances of precision
agriculture, Lan et al., (2017) highlights the need of real time image processing, data analysis
and interpretation to figure out the influential factor and their relationship. The data acquisition,
storage, handling, online data processing and delivery to the farmers. The project also aims to
find the identification of delivery mechanism of the processed product such as prescription map,
locations or useful imagery to handheld devices such as iPad or iPhone in the field farm
equipment. The present paper aims to validate the crop data acquisition procedure and the crop
relationship with different type of data acquisition technique. In particular, this paper will
compare ground based active optical sensor data collection with UAV imagery for site-specific
N management.
The growing web-based technology has completely transferred the geospatial
technologies like GIS from desktop to web-based geo-spatial system. The data from different
users of different regions help to work with updated spatial data with large coverage area
(Charvat et al., 2006). The main advantage of this system is easy availability, accessibility and
usability of the spatial data. According to Iftikhar and Pedersen (2011), xml-based data exchange
was proposed which was mainly focused on the need of data exchanges between the farm
computer and devices and among farmers’ contractors, suppliers and advisory services. Also, the
GIS software is an effective tool for developing yield maps and elevation maps and relating
remotely sensed data to each other for spatial analysis. The effectiveness of tools such as GIS
needs great amount of effort, training and experience (N R Kitchen et al., 2002) Most of the GIS
packages offer many functions with less value to agricultural application and are more expensive
9

than the software packages developed by Agri-Logic Inc., AGRIS corporation, John Deere,
Precision Farming group etc. This software offers more flexibility for agricultural data. This
supports the necessity of development of integration tools and decision support system for
agricultural data (Zhang et al., 2002). Lack of better data standards prohibits the future use of
resulting information without making any changes and manual data input (Steinberger et al.,
2009). There are no specific data standards for uploading the data into web and there is a lack of
good visualizing and analyzing tools where farmers can extract an insight and take cost-effective
crop management decisions. Presently available tools and techniques require an extra effort and
time for separating the data and uploading it to the web depending upon the volume of data. The
results of this study are significant because the precision agriculture data from different regions
and farmers can be integrated into one to generate a general idea for making farming decisions.
The developed technique is simple and easily accessible for visualizing and analyzing spatial
data. The proposed tool does not require advanced skill and knowledge such as complicated
software GIS. The web-based platform does not utilize extra space in personal computer and can
be accessed from any place with internet access. The long-term objective of the project is to
develop a web-based computer data processing tool to analyze the UAS acquired digital data and
deliver it in useful format to the farmers. The specific goal of this study is verifying the UAS
data acquisition technique with ground sensor data acquisition procedure. The study aims to
collect large amount of UAV images in a combination of in-field sensors and UAV imagery for
different variety of crops from the experimental plots and analyze and validate the combination
of data with established ground sensing technology. The focus will be on the NDVI assessment
of the plant and yield estimation and response of NDVI at different level of fertilizer application.
The first main contribution proposed in this field is the assessment of UAV mounted sensor for
10

NDVI calculation and its validation with the ground-based sensor acquired NDVI values. The
results of this study are significant because the precision agriculture data from different regions
and farmers can be integrated into one to generate a general idea for making farming decisions.
Experimental Design
The study was conducted in Mississippi State University research field (Latitude: 33.470
N and Longitude: 88.763 W). The total area of the corn field was 0.8 hectares. The corn field
was sown with DeKalb Hybrid DKC67-72 at 32,000 kernels per acre on April 13, 2017. The plot
design was a randomized complete block with four treatments and four replicates. The plots were
12 rows wide at 38” spacing and were 125 ft. in length. There was a 10 ft alley in between each
plot (figure 1). Treatment included fertilizer N applied at rates of 0, 80, 160, and 240 lb- N/acre
as a 50/50 split application with the first half applied at V1 April 1, 2017 and the 2nd half of the
rate applied at V6 on May 16, 2017. The N source was liquid UAN (urea-ammonium nitrate)
32% N applied with an applicator equipped with coulters and liquid knives spaced 9” from one
side of each corn row and 3” deep. Corn was harvested with a two-row plot combine with an
automated weighing system on August 24, 2017). The soybean field also had similar
experimental design. The experiment was arranged as a randomized complete block with four
treatments and four replicates. Each plot size was 30 feet with an alleyway of 10 feet: 2 row
planters with 6 row planting patterns. The plots were fertilized with K (potassium) at the rates of
0, 60, 90, 120 lbs. K2O/acre K0, K1, K2, and K3 respectively. GreenSeeker field sensor and
Micasense sensor for UAVs were used to collect the Normalized Difference Vegetation Index.
The multispectral digital data were captured from 2017 to 2020 by the MicaSense RedEdge™
multispectral camera mounted on a UAV.
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Figure 2.1

Visual map of experimental plot for Corn, Soybean, Peanut and Cotton
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Figure 2.2

Corn field with treatment blocks.

Figure 2.3

Soybean field with treatment blocks.

13

Results
Descriptive statistical analysis was used to analyze the NDVI values for two different
crops: corn and soybean. Tables 1 and table 2 show the summary statistics for the two crops. The
mean, minimum and maximum NDVI values along with standard deviation were calculated for
each trial plot.
Effect of treatment on NDVI Values
It is apparent from Tables 1 and 2 that the average NDVI value increased with increasing
fertilizer N rates applied to corn whereas the average value of NDVI was approximately the
same for soybean across residual soil K levels. The maximum NDVI value was 0.86 at N
application rates of 80 and 160 lbs/acre (June 9, 2017) and 0.85 for the historical K application
rate of K2O 90 lbs/acre for soybean. Whereas the lowest NDVI value of 0.55 (June 9, 2017) and
0.52 occurred for the control treatments, respectively for corn and soybean. There was clear
distinction between applied and not applied fertilizer treatments. But there was no significant
difference between different application rates of K on NDVI as shown in the table 2.4 and 2.5.
Table 2.2

Summary of statistical parameters for each treatment by field sensor (greenseeker)
corn crop (09 June 2017)

Amount of N kg/acre
0
80
160
240

Average
(NDVI)
0.73
0.80
0.82
0.80

Min
(NDVI)
0.55
0.63
0.76
0.78
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Max
(NDVI)
0.80
0.86
0.86
0.85

SD

Number of data

0.05
0.05
0.02
0.1

40
40
40
40

Table 2.3

Summary of statistical parameters for each treatment by UAV sensor for corn (09
June 2017)

Amount of N lbs/acre
0
80
160
240
Table 2.4

0
60
90
120

Max
(NDVI)
0.92
0.95
0.96
0.95

SD

Number of data

0.05
0.05
0.02
0.1

40
40
40
40

Average
(NDVI)
0.71
0.71
0.70
0.71

Min
(NDVI)
0.52
0.55
0.56
0.58

Max
(NDVI)
0.81
0.81
0.85
0.84

SD

Number of data

0.05
0.05
0.02
0.1

40
40
40
40

Summary of statistical parameters for each treatment by UAV sensor for soybean
(04 June 2017)

Amount of K2O lbs/acre
0
60
90
120

Min
(NDVI)
0.67
0.77
0.83
0.78

Summary of statistical parameters for each treatment by field sensor for soybean
(04 June 2017)

Amount of K2O lbs/acre

Table 2.5

Average
(NDVI)
0.82
0.90
0.91
0.91

Average
(NDVI)
0.39
0.40
0.40
0.40

Min
(NDVI)
0.15
0.26
0.17
0.17

Max
(NDVI)
0.62
0.62
0.66
0.71

SD

Number of data

0.05
0.05
0.02
0.1

40
40
40
40

Characterized relationships between UAV-NDVI and GreenSeeker-NDVI
The NDVI (greenness) by the field sensor and UAV sensors are indicator for crophealth. A positive correlation (R-square = 0.86 for corn) and (R-square = 0.79 for soybean) was
found between UAV-NDVI values and GreenSeeker-NDVI values. The scatter plot between
NDVI values of UAV mounted micasense sensor and GreenSeeker in figure 2.4 shows a
reasonable (86 percent variation in corn and 79 percent variation in soybean) positive correlation.
A marked observation gleaned from data comparisons is both the NDVI showed similar trend
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with significant offset values. This analysis provides considerable insight into NDVI by field
sensor and UAV mounted micasense sensor as indicator of crop-nutrition. These results reinforce
the usefulness of UAV flown sensors as a successful tool for gathering post processing
information in the field of agriculture.

Figure 2.4

Relationship between ground field sensor NDVI and NDVI derived from UAV
imagery data (Corn crop 09, June 2017)
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Figure 2.5

Relationship between ground field sensor NDVI and NDVI derived from UAV
imagery data. (soybean 09, 2018)

Treatment comparison using Analysis of Variance
To determine the effects of differing N and K treatments improved corn and soybean
yields, ANOVA and Tukey’s test were at 0.05 percent significance level. We can observe from
table 2.6 there is strong significant difference between no N treatments and N treatments. On the
other hand, there were not any significant differences in NDVI values between the treatment’s
levels of N=80 & N=160 and N=240 & N=160. From the results, it is clear that increasing the
fertilizer N rate beyond a certain extent will not make any further difference in grain yield.
Contrarily, the residual application rate of K did not show any impact on the NDVI values.
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Figure 2.6

Error bars constructed using 95% confidence interval of the mean for different N
treatments (corn 09, 2017)

Table 2.6

P-values for the test of significant different N rates for corn; analysis of variance
(p<0.05)

Treatment
N-160-N-0
N-240-N-0
N-80-N-0
N-240-N-160
N-80-N-160
N-80-N-240

treatment.diff treatment.lwr treatment.upr treatment.p.adj
0.0885
0.0659
0.1110
0.0000
0.0903
0.0675
0.1130
0.0000
0.0668
0.0443
0.0892
0.0000
0.0018
-0.0209
0.0245
0.9970
-0.0217
-0.0441
0.0007
0.0620
-0.0235
-0.0461
-0.0009
0.0381
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Figure 2.7

Error bars constructed using 95% confidence interval of the mean for different K
treatments (soybean 09, 2018)

Table 2.7

P-values for the test of significant different K rates for soybean; analysis of
variance (p<0.05)

Treatment
K1-K0
K2-K0
K3-K0
K2-K1
K3-K1
K3-K2

treatment.diff
-0.00044
-0.00846
0.00644
-0.00802
0.00688
0.0149
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treatment.lwr
-0.07956
-0.08541
-0.07155
-0.08612
-0.07225
-0.06206

treatment.upr
0.07868
0.06849
0.08442
0.07009
0.086
0.09185

treatment.p.adj
0.9999
0.99148
0.99633
0.99302
0.99573
0.95648

Discussion
UAV mounted sensors can be a very useful tool for monitoring changes in crop status
and yield estimation across the growing period and may be used to identify input requirements
on a spatial basis to maximize crop yield (Schut et al., 2018; Zhou et al., 2017). Several authors
have expressed further advances in real time application of UAV for ease of farmers to manage
field crops (Costa et al., 2012; Reinecke and Prinsloo, 2017). As mentioned in the introduction,
the main hypothesis of this study is UAV data derived imagery significantly correlates with
nitrogen content of the crop and can be used for real time or near real time corn N deficiency
management techniques. This study was also planned to compare the UAV emanated NDVI to
already proven technology such as an active ground sensor is useful tool for early nitrogen
deficiency identification. (Newell R. Kitchen et al., 2010; Sharma et al., 2015).
The current study found that UAV mounted sensor can assess using NDVI the effects of
N supply to corn. The result of the statistical data analysis showed that NDVI values increased
with the amount of fertilizer N applied. Another important finding was that this study did not
find any significant difference between the higher throughputs of the N. These results match
those observed in earlier studies (Ratanoo et al., 2018; Walsh et al., 2018). The result of anova
analysis demonstrated two things; first, the N application amount resulted in higher NDVI values
to a certain level. Second, there were not any significant differences with a further increase of N
rate beyond 160 lbs per acre of nitrogen application rate and residual soil test application of K
did make any difference in NDVI values for soybean. In accordance with the present results,
previous studies have demonstrated that there is no any considerable increase in the yield with
top dressing of N (Walsh et al., 2018).
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The potential of UAV acquired NDVI, and ground sensor has been compared effectively.
Various studies have argued for the early vegetative stage (V6) of crops for substituting the
insufficient N for corn (Mo- 2009; Raun et al., 2005). Conversely, NDVI values increased with
the plant growth. For the early growth stage, the average UAV-NDVI values were less than
GreenSeeker-NDVI values for the same plot. We speculate this might be due to dominant
reflection of soil back to the UAV sensor. The rather contradictory result for ground sensor
might be due to recording of data directly over the plant minimizing the effects of soil
reflectance.
Our work clearly has some limitations. Despite this we believe our work could be a
springboard for further validating the use of UAV derived NDVIs for web based and real time
application in crop production. The current study was limited by the number of UAV flights and
size of the research plot. However, given the small sample size caution must be exercised for the
analysis of the data.
The study has gone some way towards enhancing our understanding of significance of
UAV imagery for real time crop management decisions. The research has proven that there is
good correlation of UAV acquired NDVI with crop yield and is in the range with widely used
active crop sensing technology (GreenSeeker technology). The present findings might help to
estimate the optimum amount of N application for the corn crop. This could eventually lead to
maximize profits through input reduction.
Conclusion
It is difficult to arrive at any concrete conclusion, but we have obtained comprehensive
results proving that a UAV flown sensor and resulting NDVI values and a ground-based sensor
derived NDVI values both responded to varying fertilizer N rate delivery to a corn crop. Eighty21

six percent of the variation in the corn and 79 percent in the soybean UAV mounted MicaSense
RedEdge sensor acquired NDVI was explained by the already proven sensor technology. By
using the available data, we tested there was a significant relationship between a UAV flown
sensor and a ground based active optical sensor. More generally, these basic findings are
consistent with research showing that UAV as a platform mounted with infrared sensors can be
more feasible to identify nitrogen content without compromising the accuracy of ground-based
sensors. Our data suggests that we still have to go long way to further validate the findings.
Future research should consider different crop fields and increase the sample size and number of
flights.
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CHAPTER III
COMPARE THE RED AND REDEDGE BAND OF MICASENSE SENSOR
FOR YIELD ESTIMATION
Introduction
Remote sensing technology is widespread and has gained popularity in a very short time:
technologies such as UAS platforms are being researched to determine their adaptability to
agriculture and crop management. According to a report published by IPNI North America in
2014, the UAS global market was reported to be $11.3 billion and expected to grow to $140
billion over the next 10 years. The full use of data available from UAS and multiple research
plots is still in its intermediate phase, and there are still there are doubts as to whether it can have
a broader impact on optimization of crop production. The ability of UAS’s for providing real
time data in less time with multiple attributes can be valuable in evaluating the various
agricultural attributes. Multispectral imagery acquired through the UAS platform possesses a
large quantity of information. A primary interest in UAS adoption in this study is to determine
the practicality of different band combinations of UAS mounted sensors in crop production,
especially in precision agriculture. Agriculture and forestry are one of the major industries of the
state of Mississippi. Mississippi has 35,800 farms with 10.7 million acres of land farmed. There
are 35,800 numbers of farms in Mississippi State (Msstate Ag. Forestry and natural resources,
2018). The top six enterprises for 2018 are poultry and eggs, forestry, soybeans, cotton, corn, and
cattle and calves. Soybeans were the most profitable row crop in 2016 followed by cotton and
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corn. The study of effective wavelength (indices) management in crop production will allow
users to get more knowledge about techniques and methods of crop production and compare the
use efficiency of established ground sensing technology over the growing UAS technology.
The yield across areas of a specific field is not always similar or average throughout. It
may be due to soil variability, differing water and nutrient availability, and differing pesticide
and herbicide input requirements at different locations within a field. If these problems are
addressed site specifically, we can expect average and better yield throughout the field. First and
basic study for this variability is a classified yield map showing yield variation within a field.
Technologies used in precision agriculture are GPS, Sensor data, Satellite Images, Yield
Monitor, GIS etc. These systems provide geolocated data allowing for spatial analysis data.
Spatial data are stored in raster and vector formats. Rasters are in the form of grid cells or pixels
and vectors are in point, line, and polygons and all these data are analyzed with geographic
coordinate system (Yao-chi Lu et al, 2009). These data are site –specific and play an important
role in planning and management of crop production. These data can be used for making yield
maps. Study of classified yield map will allow users to get more knowledge about techniques and
methods of crop production and enhancing crop production rate. Fields can be divided into
different management zones with similar attributes as per requirement and production need for
site-specific application of management inputs (Naiqian Zhang et al., 2002).
Accurate harvest yield assessment has been basic for supplement application and field
management. Different distant detecting procedures and exploratory field information have been
now applied. Distantly detected reflectance provides wide details of plant development and
estimation of the yield. Satellite and other types of sensors can provide a wide array of data as an
indication of plant development and soil conditions at a generally low venture (Plant, 2001). This
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particular research aims to make use of available digital imagery for the particular evaluation of
connection between yield and NDVI (specifically the combination of red and rededge bands).
Satellite, Spectral, Microwave and Unmanned aircraft systems are three different remote sensing
frameworks. The two very widely used optical remote sensors are multispectral and
hyperspectral. Hyperspectral sensing technology which is also known as “Imaging spectrometer
is much better contrasted with other sensing technology such as multispectral.
Crop yield depends on the fertilizer applied (Nitrogen). Nitrogen is one amongst the
influencing issue for quantity of yield and input price for crops like soybean and corn. The Nstatus can't be evaluated directly from the information obtained through remote
sensing. it's?? vital to evaluate the chlorophyll content of the plant to grasp the amount of N.
Plants response to wavelengths of light incidence on them is totally different. The NDVI red has
been already validated by different research works as a potential setting for yield estimation for
variety of crops (Guan et al., 2019; Hassan et al., 2019). The recent past studies show that red
edge is additionally an efficient tool for accessing the chlorophyll content and
element standing of plants (Eitel et al., 2007). Studies have also revealed that the transition
wavelengths between the riveting red and reflective near infrared is a lot more informative to
establish vegetation qualities. Conferring to (Pinar and Curran, 1996) the red edge band extra
responsive to greenness and biomass content. The NDVI-red edge is more productive and
suitable for later growth stages contrary to early season of the crop for N application (Sharma et
al., 2015). NDVI red edge computed from the images acquired through Sentinel-2 showed a
broader relationship with the leaf area index(Dong et al., 2020).
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Plant strongly absorbs the red wavelength whereas powerfully reflects close to infra-red
wavelengths that's not visible to human through oculus. Additionally, the number of wavelengths
absorbed and mirrored is dynamic throughout the season. Different spectral vegetation indices
were developed through the mix of accessible spectral bands to study the vegetative features of
the plant. Vegetation indices are extensively employed in the sector of remote sensing lately.
Vegetation indices area unit one amongst the useful tool for assessing the plant health through
ground information obtained from remote sensors mounted on various platforms like UAV. An
optical sensor computes NDVI based on the principle that green leaves absorb radiation at Red
band wavelengths, while scatters radiance at near-infrared (NIR) band of wavelengths 14. The
computational formula for NDVI at red band and red edge band (NDVIRedEdge) are shown in
equations 1 and 2 respectively.

(2.1)

(2.2)
NDVIRed Edge is more productive and beneficial for later stages as compared to the
early stage for in-season nitrogen application 15. Estimation of yield during mid of the growing
season of corn can provide a good base for in-season variable rate nitrogen application. The goal
of this study is to analyze the different linear regression model parameters to identify the
effective NDVI model for yield estimation of corn, soybean and peanut. The long-term objective
of the project is to develop a web-based computer data processing tool to analyze the UAS
acquired digital data and deliver it in useful format to the farmers. The specific goals of this
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study were to explore the different band combinations for yield estimation, specifically, the red
and rededge band of UAS mounted micasense sensor.
Study Area
All the crops (soybean, corn and peanuts) were located at the research site of Mississippi
State University (33°28’13.5” N, 88°45’48.0” W) MS, USA. The total study area for corn was
0.8 ha and for soybean and peanut was 0.5 ha. The soil was Marietta fine sandy loam (fineloamy, mixed, siliceous, Aquic Fluventic Eutrochept, thermic) soil. K-P-Mg-S fertilizers were
applied according as per the soil test recommendations. The plot was fertilized with Nitrogen (N)
at the rates of 0, 80, 160, and 240 lb. N/Ac as a 50/50 split application with the first half applied
at V1 April 1, 2017 and the 2nd half of the rate applied at V6 on May 16, 2017. The N source
was liquid UAN (urea-ammonium nitrate) 32% N applied with an applicator equipped with
coulters and liquid knives spaced 9” from one side of each corn row and 3” deep. Corn was
harvested with a two-row plot combine with an automated weighing system on August 24,
2017). The plot design was a randomized complete block with four treatments and four
replicates. Each plot size was 30 feet with an alleyway of 10 feet: 2 row planters with 6 row
planting patterns. The soils were sampled for Ca, K, Mg, P and Na analysis on April 30, 2018.
The adaptive raw mean values obtained were 22719.77, 313.19, 150.95, 294.19 and 49.81
lbs/acre respectively for Ca, K, Mg, P and Na. The plots were fertilized with K (potassium) at the
rates of 0, 60, 90, 120 lbs. K2O/acre historically to produce differing residual soil test K values.
Treatments were randomly assigned to plots using blocking to account for changes in soil
properties and are recurrent every year on a similar experimental plot.
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Material and Methods
The multispectral digital data were captured from 2017 to 2020 by the MicaSense
RedEdge™ multispectral camera mounted on a UAV. Planting/harvesting, N applications, K
applications and flight dates for 2017, 2018, and 2019 are as mentioned in table 2.2 to table 2.5.
The spectral wavelengths for red, green, blue, rededge and infrared are 475, 560, 668, 717, and
840 nm respectively. All 5 wavelengths were obtained at the same time and same speed of
one capture per second. The flight speed was one image per second and each flight were taken
almost at the same time frame and similar weather conditions. The flight duration was around 10
minutes for 0.8 ha corn crop and 6 minutes and 30 seconds for 0.5 ha soybean field. The flight
altitude was maintained at sixty m for the year 2017 and 2018 for both the crops, corn and
soybean whereas the altitude was reduced to thirty m for corn and peanuts in the year 2019 and
2020 to obtain a better image resolution. The camera was mounted at the bottom of the UAV
with a view angle of angle of 10 degrees from nadir. Seventy-five percentage overlap was
maintained and Pix4Dmapper tool was used to compile and stack the images together. The
spatial resolution of the images stacked were four cm. The Geosystems analysis Institute (GRI)
at Mississippi State University refined all the raw data for further processing.
Multiple band image obtained from GRI were processed in ArcMap 10.4 for NDVIred
and NDVIrededge. Image analysis tool available in ArcMap was used for NDVI calculations that
has the feature of both wavelength and scientific output. The NDVI-image was divided into two
groups with the geostatistical tool and iso cluster methods as shown in the figure 3.1.
Fundamental vegetative indices like NDVI are more sensitive to soil reflectance properties and
do not provide an estimable explanation at low vegetative cover. So as to isolate the green zone
(plant) and remove the soil pixels for further processing. The iso cluster was applied to minimize
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the errors induced by the soil pixels during calculation. The parameters were set to default. Later,
the clustered raster file was overlaid over the non-clustered NDVI data and only plant NDVI
values were extracted (figure 3.2). The zonal statistics tool was used to extract the summary
(mean of yield and NDVI for individual plots based on spatial location) of NDVI and yield. The
regression models were developed in R software with NDVIred and NDVIrededge as
explanatory variable and yield as response variable. The dataset was split into two parts training
and test before developing the model. 80 percentage of the data was used as training data and
remaining 20 percentage were used as test data to explore the prediction accuracy of the model.
The models were compared with different statistical measures to identify the best band
combinations for precise yield estimation (the image shown below is shown for obtaining a basic
idea of experimental plot of corn and soybean).
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Figure 3.1

Clustered image of raw NDVI data with the soil pixels and plant row pixels.
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Figure 3.2

Extracted NDVI values for plant rows based on the cluster analysis.

Result and Discussion
Descriptive analysis of the NDVI and Yield data as shown in the table 2.6 illustrating that
there was variation within the mean yield inside the similar field sphere. This agrees with the
results of (Stafford et al., 1996). The mean yield and mean NDVI variation demonstrate a
considerable correlation with fertilization application. Taking into consideration notable
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variation inside the field for relatively minor areas will have a bigger potential for crop
management selections.
Table 3.2

Average NDVI and Yield (Kg/ha) for different Nitrogen Application rates in corn
field (09 June 2017)
Nitrogen

N-Rate kg/ha

Table 3.3

Plot no.
0 9,7,14,5

Average
NDVIred

NDVIrededge Yield (Kg/ha)
0.84
0.49
7.87

80 1,15,11, 4
160 16,10,3,12

0.87
0.87

0.62
0.62

13.49
15.32

240 8,2,6,13

0.87

0.64

15.95

Average NDVI and Yield (Kg/ha) for differing residual soil test K levels for
soybean.

Residual
soil test K
level
K0

Potassium
Plot no.

NDVIred

1 2 3 8 10 13 14 19 25 35 41
43 51 60 61 69 70 73 75 77
K1 4 12 18 21 23 26 27 28 30 39
46 47 49 50 58 62 64 68 74 76
K2 7 9 16 17 20 24 29 31 33 38 45
53 54 56 57 63 67 71 72 78
K3 5 6 11 15 22 32 34 36 37 40 42
44 48 52 55 59 65 66 79 80
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Average
NDVIrededge

Yield (Kg/ha)

0.52

0.25

47.6

0.53

0.26

48.60

0.64

0.26

48.19

0.54

0.26

46.14

Table 3.4

Average NDVI and Yield (Kg/ha) for differing residual soil test K levels for
peanut.

PotassiumRate kg/ha
Level
K0

K1

K2

K3

Potassium
Plot no.

NDVIred

101 106 111 113 119 204 205
210 216 217 303 305 306 313
315 401 406 407 409
104 112 114 116 120 202 207
212 213 214 307 310 316 317
320 408 412 413 414 419
103 107 109 115 117 208 211
215 219 220 301 302 304 314
319 402 403 410 416 417
102 105 108 110 118 201 203
206 209 218 308 309 311 312
318 404 411 415 418 420

Average
NDVIrededge

Yield
(Kg/ha)

0.60

0.85

4160.56

0.63

0.87

4847.46

0.64

0.87

4562.93

0.64

0.87

4688.27

A linear regression analysis was performed in R software (R Foundation for Statistical
Computing) over the sets of data obtained from the experimental plots for the year 2017, 2018,
2019 and 2020. The relationship between yield and NDVIRed and NDVIRedEdge for growth the
month of June was explored to develop a model for early estimation of yield. Various statistical
terms have been identified and used for the evaluation of engineering model and simulation.
Some of the terms used by researchers to evaluate their results are: R-squared, Mean Error, Mean
absolute error, Root Mean Square Error, Nash-Suctcliffe Efficiency Coefficient (NSE),
Percentage of Bias (PBIAS), RMSE-observations standard deviation Ratio (RSR) (Hussain et al.,
2018; Iftikhar and Pedersen, 2011; Jain et al., 2006; Moriasi et al., 2015; Skewes MA, 2015;
Yuemei et al., 2008). These terms were examined to identify the effective band combination
between red and red edge for early optimum yield estimation.
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Coefficient of Determination (R2)
R-squared which is known as coefficient of determination is defined as the goodness of
fit measure for the models. This describes the proportion of variance in the dependent variable
that is explained by the by the independent variable. The values of R-squared ranges between 0
and 100 %. Where 0% represents no explanation of variability and 100% indicates perfect
explanation of all the variability of the response data. The R-square is a statistical measure for
the assessment of a models but does not indicate the correctness of regression model and the
cause-and-effect relationship between dependent and independent variables.
R-squared value alone cannot indicate the adequacy of the model because it cannot
determine if the coefficient estimates, and predictions are biased.

𝑅2 =

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝐸𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑚𝑜𝑑𝑒𝑙
𝑇𝑜𝑡𝑎𝑙 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒

=(

̂𝒊 −𝒚)
̅̅̅𝟐
∑(𝒚
̅̅̅𝟐
(∑ 𝒚𝒊 −𝒚)

)2

(2.3)

Where,
yi= observed values of dependent variable
y-bar= mean
yi-hat=fitted value
Root Mean Square Error (RMSE)
RMSE is another statistical term that is widely used to evaluate the effectiveness of a
model. RMSE is the square root of the mean of the squared differences between the actual value
and the predicted value. In other words, RMSE is the standard deviation of the prediction errors.
RMSE is used as the measure of the spread of the y values about the predicted y value (spread
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out of the residuals). It is believed that lower the value of RMSE better the model in its
prediction. The value of RMSE always ranges between 0 and 1 and it always gives a positive
value. RMSE measure is better compared to SD but have inherent ambiguities and it is
recommended to use alternate approach such as MAE. RMSE focuses on greater errors than the
small errors and is more sensitive to the presence of false data.

𝑵

𝟏
̂ 𝒊 )𝟐
𝑹𝑴𝑺𝑬 = √ ∑(𝒚𝒊 − 𝒚
𝑵
𝟏

(2.4)

Mean Squared Error (MSE)
MSE is the simplest statistical term for the evaluation of a model. It is simply measuring
the squared error of the predictions and is defined as the difference between the original and
predicted values obtained by the squared average difference. Lower the value of MSE better is
the model. The value is always positive because of the squaring. MSE is prone to outliers as it
uses mean for computing the error values.

𝑵

𝟏
̂ 𝒊 )𝟐
𝑴𝑺𝑬 = ∑(𝒚𝒊 − 𝒚
𝑵
𝟏

(2.5)

Mean Absolute Error (MAE)
MAE is also the expression of average model prediction error. MAE is essentially the
average of all absolute errors. MAE is defined as the difference between the original and
predicted values obtained by averaged the absolute difference without the consideration of
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direction. This is a linear score where all the differences are weighted equally in the average. It is
less sensitive to outliers. The limitation of MAE is that the relative size of the error is not always
known. Again, this is also based on the mean error, this may not take into consideration the
impact of large and infrequent errors.

𝑵

𝟏
̂𝒊 |
𝑴𝑨𝑬 = ∑|𝒚𝒊 − 𝒚
𝑵
𝟏

(2.6)

AIC and BIC
The Akaike’s statistics criterion - AIC (Akaike, 1974) and the
Bayesian statistics criterion - BIC (Schwarz, 1978) are measures of the goodness of fit of
an envisioned statistical form and also can be used for variant selection. Both standards rely
upon the amplified fee of the chance characteristic L for the envisioned version. AIC represents
(Akaike's Information Criteria), a metric developed by the Japanese Statistician, Hirotugu
Akaike, 1970. The basic concept of AIC is to reprimand the consideration of extra factors to a
model. It includes a penalty that expands the error while including extra terms. The lower the
AIC, the better the model. BIC (or Bayesian data rules) is a variation of AIC with a more
grounded retribution for including extra factors to the model.
AIC = (−2) × ln(L) + (2×k): k =e number of model parameters
BIC = (−2) × ln(L) + k × ln(n): n = sample size.
Regression analysis of the crop yield and NDVI with different bands (red edge, red and
NIR) combinations shaped promising outputs. The statistical assumptions were verified before
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developing the model. The box plot and density plots were visualized for distribution and
identifying the outliers. Based on the explored parameters, all the linear models (Table 3.)
developed were statistically significant at 95 percent significance level. For the corn crop NDVIred edge model resulted with better statistical parameters compared to NDVI-red. 91 percentage
of variation in corn yield was explained by NDVIrededge cross reference to 57 percentage for
NDVIred. Whereas, for soybean and peanut, the red and NIR band structured NDVI is better
predictor of yield. The combination explained 52 and 64 percentage of yield variation in the
crops contrast to red edge incorporated NDVI respectively.

Corn
Yield=140NDVIred-100.52
Yield=62.32NDVIrededge -21.508

(2.7)
(2.8)

Soybean
Yield=92.95NDVIred + 0.143
Yield=149.07NDVIrededge +10.96

(2.9)
(2.10)

Peanut
Yield=33924NDVIred-24933
Yield=16288NDVIrededge -5714
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(2.11)
(2.12)

Table 3.5

Regression Model Comparison Parameters: R-square, F-stat, Square Errors, AIC,
BIC and Absolute Errors
STATISTICS

Corn

CRITERION

Soybean

red rededge rededge

R-Squared

Peanut

red

rededge

red

0.91

0.44

0.64

0.47

0.52

Adj R-Squared

Higher the
0.57
better (> 0.70)
Higher the better 0.53

0.9

0.4

0.63

0.46

0.48

F-Statistic

Higher the better 13.41

97.7

11.3

104.4

53.53

14.96

Residual Std. Error

Closer to zero the 2.302
better
Lower the better 2.1

0.93

4.83

460

551

4.52

0.85

4.52

453.1

542.18

4.22

9.7

955.41

978.03 97.54

102.02

961.84

984.46 99.86

MAE

Lowest is
57.87 36.08
preffered
Lowest is
59.33 37.54
preffered
Lower the better 1.56 0.67

3.81

337.73

413.08

3.33

MAPE

Lower the better 0.12

0.1

0.16

0.1

0.1

0.13

MSE

Lower the better 4.41

0.71

20.46

min_max_accuracy_1

Higher the better 0.88

0.91

0.86

RMSE
AIC
BIC
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205300.3 293964.6 17.88
0.91

0.91

0.88

Figure 3.3

Relationship between NDVI (RedEdge and Red) and soybean yield-June 2017

Figure 3.4

Relationship between NDVI (RedEdge and Red) and corn yield-June 2018
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Figure 3.5

Relationship between NDVI (RedEdge and Red) and Peanut yield-June 2019

Conclusion
The objective of this study was to determine the possible best band combinations
between red edge, red and near infra-red band of micasense UAV mounted remote sensor. For
the purpose 6 linear regression models for three crops (corn, soybean and peanut) involving red
and red edge and near infra-red bands were explored for precise early yield estimate. Eleven
different statistical parameters were considered for estimating the performance of different
models in order to choose the best one. The corn yield prediction model developed using both
the band ratios: red and red edge for corn was significant with 57 and 91 percent of explanation
of corn yield variability, respectively. The model Yield=62.32NDVI red edge -21.508 for corn is
more robust as explained by the comparative error statistics applied for the estimation and
validation of the model. Conversely, red and near infra-red band ratio demonstrated better
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coefficient of variation results (52 percent and 64 percent). The statistical information for the
variable NDVIred also reciprocated with the results of coefficient of variation. Based on the
mentioned selection criterion, the best model identified for soybean and peanut are
Yield=92.95NDVIred + 0.143 and Yield=33924NDVIred-24933.
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CHAPTER IV
DEVELOPMENT OF A WEB TOOL FOR DATA DRIVEN INFORMATION TO MAKE
USEFUL AGRICULTURE DECISIONS
Introduction
The field of aviation entered a new epoch when aircrafts could fly without a human pilot
on board. These kinds of aircrafts capable of flying autonomously or that can be piloted remotely
are called ‘Unmanned Aerial Vehicles’ or UAVs (Chiesa, Fioriti, & Fusaro, 2016). The history
of UAVs dates back to 1849 when the Austrians used unmanned balloons loaded with highly
explosive materials to attack the city of Venice, Italy. Later in 1915, the British Army used
UAVs to capture aerial imageries of the German trenches during the First World War. As with
several other technologies like the GPS (Global Positioning System), the military was at the
forefront of developing UAVs and hence, they were mostly used for purposes that are military in
nature like, aerial reconnaissance, surveillance flights behind the enemy lines, or even dropping
explosive payloads on military targets.
Such UAVs were mostly massive, expensive and therefore, not appropriate for
commercial or personal uses. Over time, however, UAVs have become cheaper, smaller and
sturdier. Thereby, they have made their ways into commercial, and household uses. Starting from
the 1980s, radio-controlled UAVs became available to the public. It was also in the 1980s that
UAVs were first used in the field of agriculture (Mazur, Michal, 2016). Today, drones are used
in agriculture for a myriad of purposes such as soil and field analysis, planting, crop spraying,
48

crop monitoring, irrigation, health assessment, etc. The growing web-based technology has
transferred the geospatial technologies like GIS from desktop to web-based geo-spatial system.
The effectiveness of tools like GIS needs great amount of effort, training and experience (N R
Kitchen et al., 2002). Most of the GIS packages offer many functions with less value to
agricultural application and are more expensive than the software packages developed by AgriLogic Inc., AGRIS corporation, John Dere, etc. This software offers more flexibility for
agricultural data. The quality of processing and output is again directly related to the software
used and its price. There is a need to develop integration tools and decision support system for
data (Zhang et al., 2002). Farmers, researchers and analyst are required to apply extra effort for
separating the noise before performing the analysis and making crop management decisions
(Griffin, 2006; cited in Griffin, 2009a). Diversification in precision farming (use of different data
sets) created a need of new and updated agriculture-based software. Web portals with good
visualizing and analyzing tool seems to be simple and easily accessible spatial data management
option. Web portal doesn’t require to have a set skill and knowledge like the GIS software.
Doesn’t utilizes extra space in PC and can be accessed from any place with internet access. In his
review of current and future advances of precision agriculture, Lan et al., 2017, highlights the
need of real time image processing, data analysis and interpretation to figure out the influential
factor and their relationship. The data acquisition, storage, handling, online data processing and
delivery to the farmers. The study by Kamilaris et al., 2017, shows the various impediments
(data collection, delivery and analysis, visualization, spatial resolution, sampling errors,
reliability and availability of tool and techniques) which still possess a potential of further
research and development in the field. The reason behind the dawdling adoption rate of
technology based agriculture are lack of consistency, ability to exchange and use information,
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user-friendliness and security measures (Jeppesen et al., 2018)With major advances in field and
equipment-based sensor technology and high-resolution data by UAS the potential to
revolutionize agriculture rests on successfully addressing a number of challenges relating to
acquiring, understanding, and using big data. The project aims to develop a delivery mechanism
of the processed product such as prescription map, locations or useful imagery to handheld
devices such as iPad or iPhone in the field farm equipment through online portal.
One of the most popular applications of UAVs in agriculture is the use of aerial
photography that aid remote sensing (Matese, et al., 2015). While once limited in use, mostly due
to its costs, the use of UAVs to capture aerial imagery became much more feasible when
affordable, easily mountable high-resolution cameras became available for these UAVs.
This project harnesses this ability of modern-day’s commercially available UAVs (also
called drones) to capture high-resolution aerial imagery of the earth’s surface. These images then
act as an input to the software (FarmingDrone -- a customized version of OpenDroneMap) that
processes and analyzes the imageries. The software then enables its users (researchers, scientists,
small agriculture enterprises, and even interested farmers) to generate NDVI (Normalized
Difference Vegetation Index), and perform Principal Component Analysis (PCA), and Cluster
Analysis through K-means. It also allows exporting the resultant data and reports in different
formats such as GeoTIFF and a spreadsheet format. In addition, it also enables Principal
Component and Cluster Analysis. Use of UAVs to capture aerial imagery for precision
agriculture is one of the most common applications of drones in agriculture (Zongjian, 2008)
(Austin, 2011). As such, there are many professional grade software that are used to capture and
process the aerial imageries captured by drones. Geomatica, for example, is a desktop software
with a suite of tools for remote sensing, digital photogrammetry, geospatial analysis, map
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production, mosaicking, etc. In comparision, FieldAgent is a lightweight tool that is available on
all three platforms – mobile, web and desktop. mdMapper, on the other hand, is an industrygrade toolkit that include not only the software but also aircraft, sensors, accessories, custom
mounts, etc. It also includes an Android tablet to manage flight missions.
Solvi is another tool designed to generate insights and actionable data from aerial
imagery. LiveNDVI from Senter is offers a groundbreaking technology in that its 4K sensor
allows to livestream NDVI video while the drone is still flying. mapTiler is a commercial
product line that also has aerial imagery processing tool.
A number of researchers have reported that remotely sensed images have high inter-band
correlations and principal component analysis (PCA) has already been applied for multispectral
and hyperspectral data. PCA is most commonly used technique for the analysis of digital data
and is based on the weighted sum of all the color components. Infrared band is an important
component and plays key role in biomass quantification. However, the information in visible
bands can be effective if compressed into PCA (Rocchini et al., 2007). Despite its shortcomings
of data losses, the method is acceptable and widely used (Mudrov, 2005). Principal Component
Analysis (PCA) is a feature extraction technique. The main objective of PCA is to transform a
correlated set to an orthogonal set of variables call principal components. It is also knowns as
Karhunen-Loeve or Hotelling transform. The general expectation of PCA is that the first few
components will explain major proportion of the variation in the original variables and can be
used to provide appropriate lower-dimensional summary of these variables that can be used for
different purposes. The transformed data using PCA can produce new images that could be more
interpretable than the original ones. The PCA can be used to compress the information content of
a number of bands of imagery into just two or three component images.
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Clustering is one of the significant tools in data science that involves grouping of data into
classes known as clusters. This method does not require any labeled training data sets that makes
it an unsupervised learning technique. Clustering is one of the widely used unsupervised
classification method in the field of digital image processing. Cluster analysis is a data exploration
technique tool for segmenting a multivariate dataset into similar groups. The datasets that are
identical in terms of some measures (distance measures, correlations etc.), are termed as cluster.
The feature vectors that lie in the same cluster maintain the values of features that vary with
minimum differences across all dimensions. So, for any sets of vectors, to have the clustering
property, there should be some similarity among some of the feature vectors which in turn can be
categorized in a cluster. A number of researchers have reported that the vegetation indices
calculated from the acquired digital imagery are very effective in monitoring the qualitative and
quantitative features of crop (Bannari et al., 1995; Jackson and Huete, 1991; Purevdorj et al.,
1998). The objective of cluster analysis here is to quantify and categorized the crops based on their
greenness or biomass content to identify the area that requires further attention to enhance the
production. It has been suggested that cluster analysis is a reliable approach to identify the
homogeneous crop area from the UAS imagery (Marino and Alvino, 2018). While all this software
can accomplish myriad tasks, for this project, our specific goals are to calculate NDVI, and to
perform principal component and cluster analysis using the given input data. For this, WebODM
was found to be an ideal solution. WebODM does not support all the requirements of this project
out of the box. However, it is a free and open-source tool with comprehensive documentation
which makes it customizable. Hence, this project will be using a customized version of WebODM
and this version is called FarmingDrone. The focus will be on the vegetative indices’ assessment
of the plant and data size reduction and clustered visualization. The ultimate goal of the study is
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to develop an easy and simple web tool to use by farmers and farm managers that uses a graphical
user interface for data exchange specifications. The tool is focused on the crop and farmers of the
Mississippi state where farmers can upload their digital data perform data analysis such as data
reduction and clustering and calculate the NDVI values as well as save and export the output map
in different file formats for further use.

An Overview of the System
FarmingDrone is a web-based system. It is accessible via a standard web URL (Universal
Resource Locator). This system’s overall data flow is illustrated below:

Figure 4.1

Overview of FarmingDrone web system.

Input
FarmingDrone takes standard aerial images captured by drones as its input. The system
requires at least five contiguous photos (aerial images) of a place to be uploaded at a time. These
photos should have at least a 70% overlap in order to produce the desired orthoimages. An
53

orthoimage, which is technically a digital orthophoto quadrangle (DOQ), is a computergenerated image that is produced by removing the distortions caused due to contours or camera
tilts on aerial imagery. FarmingDrone also allows a user to directly upload orthoimage as an
input. Doing so removes the necessity to process and produce orthoimage from the aerial
imageries. This was achieved by building an extension module (an add-on) to the
OpenDroneMap library.
Core System
FarmingDrone’s core system is built on top of OpenDroneMap (ODM). ODM is a
command-line tool to process aerial images. It has a web interface as well which provides a GUI
(Graphical User Interface) to the users. This web interface is called WebODM. FarmingDrone is
a customized version of this WebODM with custom-built plugins added to the core library.
FarmingDrone allows creation of users and user privileges. These users can upload inputs (raw
aerial images or orthoimages). It then runs the analysis and calculates various vegetative indices
as per the requirement of user.
FarmingDrone also allows its users to choose whether they want to perform these analyses on
remote servers running a node (or instance) of WebODM, or on a local machine. In either case, it
creates an NDVI for the given set of imagery and allows a user to export the results.
Output
The system provides different types of output. The first type of output is the GeoTIFF
which stands for Geostationary Earth Orbit Tagged Image File Format. It is an image with
embedded geo-referencing information. Another output format supported by FarmingDrone is
the standard excel file format. This file can be parsed and opened by any standard spreadsheet
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application like Microsoft Excel or its equivalent. The system also calculates and generates Kmeans clustered and principal component images as shown in the figures (3.1 and 3.2) below.
K-means clustering is a type of unsupervised learning, which is used when there are
unlabeled data (data without defined groups). The objective of the k-means algorithm is to look
for groups in the data where the number of groups is given by K. This method aims to partition
n observations into K clusters in which each observation belongs to the cluster with the nearest
mean. The purpose of K-means clustering is to reduce the total intra-cluster variance or the
squared error function. K-means clustering requires the analyst to supply the number of clusters
in advance and then allocates samples to clusters appropriately.

𝑛

2

𝑛
(𝑗)

𝐽 = ∑ ∑ ‖𝑥𝑖
𝑗=1

− 𝑐𝑗 ‖

𝑖=1

(3.1)

K-means algorithm
Initialize the center of the clusters
Attribute the closet cluster to each data point
Set the position of each cluster to the mean of all data points belonging to that cluster
Repeat steps 2-3 until convergence
The algorithm eventually converges to a point, although it is not necessarily the minimum
of the sum of squares.
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Figure 4.2

Example out of K-means processed image.

In the above images we can see a pattern in the vegetation. The above output images of
NDVI and K-means shows a good separation in the cluster. We can say that cluster 8 represents
the experimental plot with crop vegetation. Figure 7 and 8 with K means clustering reports the
identified homogeneous experimental plot with the crop. Also, in the experimental plot we can
see that the no nitrogen application section of the plot (the light green area) is clustered in a
different class. The output can verify that K-means clustering can be a good technique to identify
the homogeneous crop potential area that can later help in deciding the management practices.
The output seems to provide a useful information that will be beneficial in both digital data
management and farm application.
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The spatial relationship between the first two principal components: (a) Scatterplot of data
points collected from two remotely bands labeled X1 and X2 with the means of the distribution
labeled μ1 and μ2. (b) A new coordinate system is created by shifting the axes to an X’ system.
The values for the new data points are found by the relationship X1’ = X1 – μ1 and X2’ = X2 –
μ2. (c) The X’ axis system is then rotated about its origin (μ1, μ2) so that PC1 is projected through
the semi-major axis of the distribution of points and the variance of PC1 is a maximum. PC2 must
be perpendicular to PC1. The PC axes are the principal components of this two-dimensional data
space (Figure 3). Usually, the first two or three components contain over 90 percent of the variance
and rest of the band contains the noises.

Figure 4.3

Spatial relationship between first two PCA(Jensen, 1995)
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Figure 4.4

Multiband raster with equal numbers of bands as the specified number of Principal
components

The output of the tool is a multiband raster with equal numbers of bands as the specified
number of Principal components (one band per axis or component in the new multivariate space)
as shown in figure 9. Each band will represent a component. PCA usually capture all the spectral
information from the bands and compressed/merged it all into PCAs. From the output table 5 we
can observe that PCA 1 has the most of spectral information followed by 2.
Problem Statement
Standard GIS (Geographic Information System) tools and applications have some issues
and limitations, especially to small agriculture enterprises and individual farmers. These tools
and applications are often very complex for users who are not trained on this particular
discipline. Many of these tools and applications are very costly and add to the financial burden
that small enterprises and farmers find hard to bear. Even if they do have the financial resources,
they often have to find skilled human resources to install and operate these systems. These latent
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and deferred costs are difficult to estimate, and therefore, add to limiting the access to such
useful tools and applications (McClurg & Buss, 2007).
Over time, it has become easier to obtain aerial imageries for small enterprises and farmers. They
can quickly capture aerial imageries of their own using drones, or they can use the ones that are
available freely. However, processing these images requires additional resources, which may not
be readily available. One is the computational resources such as a powerful enough computer
with enough storage to process such imagery. Another is the skilled human resource that can
follow and implement the entire process correctly.
On the other hand, these GIS tools and applications are useful for a variety of purposes for
people and institutions that may not have readily available access to such resources. For
example, farmers and hobbyists will find an accessible, simplified GIS tool with user-friendly
interface instrumental in order to perform simple analyses.
These factors point out that there is a systemic gap in realizing the true utility of such tools and
applications to a significant subset of its fuller user base. FarmingDrone is an attempt to produce
such simple, affordable GIS tool that can be used by this subset of potential users that comprise
of small enterprises, farmers, crop consultants and other small-scale users.
Scope of work
FarmingDrone’s scope of work is crisp and well-defined. It accepts raw aerial images or
processed orthoimage as input. It customizes the standard WebODM to calculate and display
NDVI values. It then allows exporting GeoTIFF or spreadsheets as output. It also facilitates
Principal Component and Cluster Analysis. NDVI values enable users to create images and other
products that can produce an estimate of the vegetation type, amount and condition of the land
cover. It can also be used to determine and characterize vegetation health over a period of time.
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(NDVI, the Foundation for Remote Sensing Phenology, n.d.) state that NDVI can reveal where
vegetation is thriving and where it is under stress, as well as changes in vegetation due to human
activities such as deforestation, natural disturbances such as wildfires, or changes in plants'
phenological stage.
Principal Component Analysis reduces size and computational complexity by banking on
the theory that some components are more important than others in explaining the observed
differences in the original variables. In simple terms, it foregoes the components that play less
significant roles in explaining the changes in the variables (Rotaru, Pop, Vatca, & Cioban, 2012).
From the users’ perspective, this ultimately translates into lesser computational power required
to perform the analyses, as well as simpler image interpretations by reducing dimensionality of a
complex data structure. Cluster Analysis and K-means allow users to perform analyses to
identify similar parcel patterns in terms of the greenness and biomass content of the crops, and
thus user can plan their interventions for further action to influence the production. The results of
this study are significant because the precision agriculture data from different regions and
farmers can be integrated into one to generate a general idea for making farming decisions. The
developed technique is simple and easily accessible for visualizing and analyzing spatial data.
The proposed tool does not require advanced skill and knowledge such as complicated software
GIS. The web-based platform does not utilize extra space in personal computer and can be
accessed from any place with internet access. The main advantage of web tool is easy
availability, accessibility and usability of spatial data. All of these advantages make it
particularly valuable for the farmers in the area. The main advantage of the developed tool is the
simplified form and pattern that can be easily used by the farmers.
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Rationale for selecting WebODM
Use of UAVs to capture aerial imagery for precision agriculture is one of the most
common applications of drones in agriculture (Zongjian, 2008) (Austin, 2011). As such, there are
many professional grade software that are used to capture and process the aerial imageries
captured by drones. Geomatica, for example, is a desktop software with a suite of tools for
remote sensing, digital photogrammetry, geospatial analysis, map production, mosaicking, etc. In
comparison, FieldAgent is a lightweight tool that is available on all three platforms – mobile,
web and desktop. mdMapper, on the other hand, is an industry-grade toolkit that include not only
the software but also aircraft, sensors, accessories, custom mounts, etc. It also includes an
Android tablet to manage flight missions.
Solvi is another tool designed to generate insights and actionable data from aerial
imagery. LiveNDVI from Senter is offers a groundbreaking technology in that its 4K sensor
allows to livestream NDVI video while the drone is still flying. mapTiler is a commercial
product line that also has aerial imagery processing tool.
While all this software can accomplish myriad tasks, for this project, our specific goals
are to calculate NDVI, and to perform principal component and cluster analysis using the given
input data. For this, WebODM was found to be an ideal solution. WebODM does not support all
the requirements of this project out of the box. However, it is a free and open-source tool with
comprehensive documentation which makes it customizable. Hence, this project will be using a
customized version of WebODM and this version is called FarmingDrone.
The following sections describe the specific requirements of FarmingDrone for the scope
of this project.
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Requirement Analysis
The requirement analysis for this project can be divided into three categories. They are as
follows:
Data Requirements
We started data requirement analysis at the desired output and worked our way
backwards. Since the project requires producing NDVI, and facilitating PCA and Cluster
Analysis in the end, the project then determined what inputs are required to produce such results
and enable such analyses. The finalized data requirements (in terms of input and output) for
FarmingDrone are as follows:
•

Inputs: The system should take aerial imagery as input. These aerial imageries can
be either raw images or orthoimages. When fed into the system, FarmingDrone
displays a stitched-out image and produces an NDVI between -1 and +1.
To perform the PCA, the system should be able to take Composite bands as its
input. This should then produce an intermediate result which is a composite raster
data.
For K-means, the tool should be able to take features (points, lines or polygons) as
input. It should also specify the number of groups (clusters), as this should be a
given for the calculation. Optionally, it should also allow users to specify spatial
constraints, if any.

•

Outputs – FarmingDrone has the ability to calculate and display an NDVI using a
graphical interface. It also produces a GeoTIFF image which the user can export
and save on this local machine as well. It also allows the underlying data and
calculations to be exported in format that can be parsed by a standard spreadsheet
application like Microsoft Excel. The composite raster file, which is the
intermediate output for PCA, should be fed into the Principal Components tool
that produces the final PCA raster output and a corresponding txt output file.
Process Requirements

In terms of process, there were two main kinds of requirements. The first set of
requirements is related to users and security. Since this is an online system, it has to have a
protection against unauthorized access. Unauthorized access can, amongst other things, keep the
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servers busy and deny services to legitimate requests. Hence, one requirement is for the system
to be able to create accounts or profiles – that is users who are authorized to access the system.
The system also needs to be able to distinguish authorized users from the non-authorized
users. The system does this by using pairs of usernames and passwords. For this, each user
should be given a unique username and a corresponding password.
FarmingDrone also needs to be able to distinguish what each user can or cannot do (i.e.
determine access privileges) once the user is logged in. For example, one user may be allowed to
only view the existing analyses, whereas another user can be allowed to create a new project and
perform new analyses.
Once the authenticated users successfully log into the system, the system should allow the user to
add aerial imageries – either raw images or orthoimages. If an orthoimage is added, then the
system should directly proceed to calculated NDVI. However, if raw images are uploaded, then
the system should first create an orthoimage from these uploaded raw images. As for PCA, the
user should be able to upload composite bands images. The system should then create a
composite raster layer and then produce the final composite channel dataset, along with the
cumulative Eigen values table in the end.
Feature Requirements
Logged-in users with appropriate privileges should be able to choose processing nodes. A
processing node is a computer or system where the complex calculations will be performed.
Given the local machine meets the system’s minimum requirements, the user should be able to
do those calculations on the local machine. However, FarmingDrone should, at the least, provide
a node on a remote server that can perform these calculations and send the results back to the
user over the internet.
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FarmingDrone should also allow users with right access privileges to add a new node, if
need be. In case of more than one node, the system should allow the user to specify which node
to use for the computation.
FarmingDrone should be able to perform the required calculations to produce an NDVI
value. It should also display this value and the resultant image on a GUI interface. In addition, it
should enable users to export the image (along with geo-referencing information embedded) as a
GeoTIFF. This user should also be able to save this image on an external storage. Moreover,
FarmingDrone should be able to export the underlying data and calculations in a format that can
be parsed by any standard spreadsheet application.
System Design and Description
Primary Components
This section provides a high-level overview of the tools and technologies used in this
system. It also describes how they are interconnected.
Standard web protocol (HTTP or HTTPS)
The protocol used to access this system over the internet is the standard HTTP (Hypertext
Transfer Protocol) or its secured variant https (HTTP-Secured). It is a protocol or set of rules that
is used to transfer hypermedia documents such as HTML (Hyper-Text Markup Language)
between web servers and web clients. In our case, the remote machine that runs an instance of
FarmingDrone is the server. On the other hand, the laptops or desktops (or even mobile phones)
that connect to FarmingDrone to use its services are the client devices.
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Depending on whether the server that hosts FarmingDrone has a security certificate
installed on it, either HTTP or HTTPS will be used. If the security certificate is installed, HTTPS
will be used. If not, HTTP is used.
Browsers
Client devices like laptops, desktops or mobile phones will need an application called
browser to access and use FarmingDrone. A browser is a special-purpose application that is used
to access the World Wide Web (www). Chrome, Firefox, Microsoft Edge, Safari, Opera is some
of the popular browsers. FarmingDrone can be accessed using any of these popular browsers.
OpenDroneMap (ODM) and Web OpenDroneMap (WebODM)
FarmingDrone is a customized version of ODM and WebODM. ODM is a popular command
line tool that is used to process aerial imagery. WebODM is ODM with GUI. In other words,
WebODM has a graphical user interface, and it can be accessed over the internet. Both ODM and
WebODM are free and open-source tools. FarmingDrone is thus created by customizing the
WebODM codebase.
FarmingDrone thus provides a user-friendly interface for even non-professional users to
perfrom simple analyses. On the other hand, skilled users can also use it to perform more
complex tasks like generate georeferenced maps, point clouds, elevation models and textured 3D
models from aerial images.
Backend and Frontend Stack
This section describes the backend and frontend stacks used in FarmingDrone. ODM and
WebODM are the main high-level components of FarmingDrone. While ODM is primarily
written in Python programming language, WebODM’s frontend is primarily written in
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JavaScript. The server-side stack of WebODM includes Nginx, Django, Celery and PostGIS.
Nginx is a very popular HTTP server. The server-side scripts are mostly written in Python using
Django framework. Celery is used to handle asynchronous task and job queues. It is also written
in Python. PostGIS is an add-on to the PostgreSQL. The latter is the database which natively
supports storing, retrieving and processing geoinformation onto standard SQL database.

Figure 4.5

Major components of ODM (Open Drone Map)

In addition, the following applications, programming and scripting languages were used
to put together the customized version of WebODM:
HTML 5
HTML 5 is the latest version of HTML (Hyper-Text Markup Language). It is a standard
language used to create web pages. It is a markup language which means it uses easily
distinguishable keyworrs, names and tags to structure and format the documents (which in this
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case is a web app). Almost all browsers can interpret, process and display an HTML document.
FarmingDrone uses HMTL in the frontend to structure and format the web view of the app.
CSS3 with Bootstrap Framework
CSS3 is the latest version of CSS (Cascading Style Sheets). It is a language that makes
styling HTML documents simpler and more manageable. It is used to set HTML elements’
properties such as fonts, font colors, line spacing, borders, shadows, etc. Bootstrap is a frontend
framework for CSS. It helps design webapps faster and easier because it comes with an HTML
and CSS based design templates for a variety of standard webpage elements like buttons, tables,
images, etc. FarmingDrone uses CSS3 with the Bootstrap Framework to style and format its
frontend web components.
Angular JS/Vue JS
Angular JS is a frontend framework for JavaScript. The latter is a scripting language that
helps add interactivity, among other things, to a website. Use of Angular JS makes creating, reusing and combining modules easier and efficient. Vue JS is a progressive JavaScript
framework. It is mostly used for building user interfaces, although it can also be used for
building single page applications (SPAs) like Angular JS. Both Angular JS and Vue JS
implement MVC (Model View Controller) architecture which separates business logic from
presentation. This makes the entire web development process much easier to manage.
FarmingDrone uses elements of both Angular JS as well as Vue JS to design, develop and render
its frontend components.
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Adobe XD
Adobe XD is a UI/UX (User Interface / User Experiene) prototyping tool. It is used to
create initial designs, wireframes, prototypes, screen designs without any underlying
programming logic. These initial designs help mimic and capture a program’s flow and users’
experiences earlier in the development cycle, hence reducing the re-designing cost in the long
run. FarmingDrone also used Adobe XD for prototyping of its customized elements of
WebODM.
Hardware and software requirements
This section lays down the hardware and software requirements for the servers as well as
the client devices. The first sub-section talks about recommended configuration whilst the
second one lists down the minimum requirements to run FarmingDrone.
Recommended hardware and software requirements
For the server - To run a single instance of FarmingDrone including its processing
component at full performance, the following server specifications are recommended:
•

100 GB free disk space. FarmingDrone uses this storage space to upload raw
aerial imagery, and to store the output (resultant files, GeoTIFFS, etc.)

•

16 GB RAM. This is the memory that the system uses during its processing and
analyses stages.

•

Multicore processors. More the number of cores, more the number of
simultaneous calculations and processes that the system will be able to run.
Therefore, increasing the number of cores will enable the system to finish a task
faster. However, FarminDrone will require adding RAM linearly, as adding
processors necessitates additional RAM to realize the increase in the overall
processing speed.

•

Linux Operating System. FarmingDrone runs best on top of a Linux operating
system or one of its variants.
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For client devices – To access and use FarmingDrone, a client device must have the
following:
•

A standard web browser that can access the internet.

•

A working internet connection (if the processing node is running on a remote
machine).

Minimum hardware and software requirements
For the server:
•

20 GB free disk space.

•

4 GB RAM (to process a maximum of 100 photos)

•

For Windows machines: Windows 7 or newer; 64-bit CPU with MMX, SSE,
SSE2, SSE3 and SSSE3 instruction set support or higher; with VT-X support.

•

For Apple devices: macOS 10.13 or newer; Mac hardware must be a 2010 or
newer model with support for Intel virtualization.

For client devices:
•

A standard web browser that can access the internet.

•

A working internet connection (if the processing node is running on a remote
machine).

System Implementation
Implementation
The current implementation of FarmingDrone uses the docker version as a Linux service.
It is hosted on a remote server located in Nuremberg, Germany. The server-side configuration is
as listed below:
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Table 4.2

Server Configuration

Operating System
RAM
Storage
Processor
Number of Processing nodes
URL

Linux CentOS7
16 GB
400 GB
6 cores
2
https://api.sajilomaps.com/

System Visualization
Login screen
In this section preexisting users will input their login credentials (usernames and passwords) to
access the system on this screen. If the users don’t have login credentials, they can easily sign up
for one.

Figure 4.6

Screenshot of web tools login page.

Dashboard
This is the first screen that the users will see when they log into FarmingDrone. One can add a
new project or view or edit existing projects.
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Figure 4.7

Screenshot of web tools Dashboard.

Add Project
Adding the Click Project button on the dashboard will prompt the user to provide the new
project’s name with and optional description of the same.

Figure 4.8

Screenshot of project creation for the webtool.
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Once the project is created, the user can then add aerial images from the local computer or from
remote storage locations by clicking on the Select Images and GCP button. Alternatively, the
user can also click on the Import button to import .zip files exported from the existing tasks.

Figure 4.9

Screenshot of image input and image selection for the web tool.

Overlay (processed) orthoimage
To view the processed orthoimage, the user clicks on the View Map button of the
corresponding project.
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Figure 4.10

Screenshot of web tool dashboard for ViewMap.

Figure 4.11

Screenshot of output image overlaid on the field.

Then, in the next window, one can see the processed orthoimage overlaid on top of a
selected basemap.
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Calculate NDVI and export GeoTIFF
By clicking the Plant Health button, FarmingDrone allows the user to calculate and
visualize the NDVI. One can also save the TIFF image with an embedded geo-referencing as
shown in the picture below:

Figure 4.12

Screenshot of image showing overlaid image classified with varying NDVI values.
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Conclusion
Using aerial imagery captured by UAVs is one of the most common remote sensing
applications in precision farming. The purpose of this project is to generate NDVIs and enable
Primary Component and Cluster Analysis with a given set of input data. While there are many
commercial and freely available software that can deliver one or more of these requirements,
WebODM is customizable free and open-source tool that is used in this project. While there are
other tools available in the market, they share one or more characteristics of being too complex
or too costly to be used by small enterprises and individual farmers. Hence, while simple-to-use,
easy-to-access and affordable GIS tools and applications are very useful to this subset of users,
they are often beyond their reach because of costs and skills deficiency. Thus, development of
FarmingDrone is an attempt to close this gap down. This document explains the system design
and its components of FarmingDrone (the customized version of WebODM). It also lays down
the data, process and feature requirements of the tool. In addition, this report also includes the
minimum and recommended configurations for FarmingDrone. Finally, it provides an illustrated
walkthrough of FarmingDrone.
Moving forward, because of the modular design of FarmingDrone, other features can be
added to it as modules to FarmingDrone. Some of the features that can be added include crop
acreage estimation, crop modeling for yield and production forecast, and soil status monitoring.
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CHAPTER V
CONCLUSION
The concept of this project is to collect UAV and sensor data from various crop fields
that can harvest basic insights in comparison with traditional sensor-based precision farming and
flourishing UAV technology. UAV derived NDVI and ground-based sensor NDVI both indicates
the level of N in the corn crop. By using the available data, we tested there is significant
relationship between UAV and active optical sensors. 86 percent of the variation in the corn and
79 percent in the soybean of UAV mounted micasense sensor acquired NDVI is explained by the
already proven sensor technology. More generally, these basic findings are consistent with
research showing that UAV as a platform mounted with infrared sensors can be more feasible to
identify biomass content without compromising the accuracy of ground-based sensors. Our data
suggests that we still have to go long way to further validate the findings.
The research objective focused on use of NDVI-red and NDVI-rededge band acquired by
micasense sensor for precise yearly yield prediction model showed significant results. The model
developed using both the band ratios: red and rededge for corn was significant with 57 and 91
percent of explanation of corn yield variability, respectively. The model
Yield=62.32NDVIrededge -21.508 for corn is more robust as explained by the comparative error
statistics applied for the estimation and validation of the model. Conversely, red and near infrared band ratio demonstrated better coefficient of variation results (52 percent and 64 percent).
The statistical information for the variable NDVIred also reciprocated with the results of
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coefficient of variation. Based on the mentioned selection criterion, the best model identified for
soybean and peanut are Yield=92.95NDVIred + 0.143 and Yield=33924NDVIred-24933. Future
research should consider different crop fields and increase the sample size and number of flights
and incorporate other crop growth factors.
The digital data sizes are enormous and hardware or software infrastructure available in
the market can't handle them with reasonable effort and expenses. The research data obtained in
field are processed with high performance computing available at geosystems research institute.
There are many commercial and freely available software that can deliver one or more of these
requirements, WebODM is customizable free and open-source tool that is used in this project.
While there are other tools available in the market, they share one or more characteristics of
being too complex or too costly to be used by small enterprises and individual farmers. Farmer
friendly, easy-to-access and affordable GIS tools and applications are very useful to this subset
of users, they are often beyond their reach because of costs and skills deficiency. Thus,
development of FarmingDrone is an attempt to close this gap down. The major challenge is “how
challenging will it be for growers” to access the web application and handle the large data sets.
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APPENDIX A
R SCRIPT FOR STATISTICAL ANALYSIS, K MEANS AND PRINCIPAL COMPONENT
ANALYSIS
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Descriptive Statistics
# raw_data$value=c(K0,K1,K2,K3)
# summary statistics
library(plyr)

# specify the summary stats you want
summary_data <- ddply(raw_data,
c("Treatment"),
summarise,
N = length(UAV_NDVI),
avg_value = mean(UAV_NDVI),
sd = sd(UAV_NDVI),
se = sd/sqrt(N)
)

# check out the summary stats
summary_data
Value=raw_data$Sensor_NDVI
Treatment=raw_data$Treatment
# Plotting raw data
library(ggplot2)
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raw_plot <- ggplot(raw_data, aes(x=treatment,y=value)) # raw_data is the name of the
data you're using
raw_plot <- raw_plot + geom_point() # you are plotting points
raw_plot <- raw_plot + xlab("Treatment") # label the axes
raw_plot <- raw_plot + ylab("NDVI")
raw_plot
raw_plot <- ggplot(raw_data, aes(x=treatment,y=value))
raw_plot <- raw_plot + geom_point()
raw_plot <- raw_plot + xlab("Treatment")
raw_plot <- raw_plot + ylab("NDVI")
raw_plot <- raw_plot + theme_classic(base_size=18)
raw_plot

raw_plot <- ggplot(raw_data, aes(x=treatment,y=value))
raw_plot <- raw_plot + geom_point()
raw_plot <- raw_plot + xlab("Treatment")
raw_plot <- raw_plot + ylab("NDVI")
raw_plot <- raw_plot + ylim(0.25,1)
raw_plot <- raw_plot + theme_classic(base_size=18)
raw_plot

raw_plot <- ggplot(raw_data, aes(x=treatment,y=value))
raw_plot <- raw_plot + geom_point(position = position_jitter(w=0.2))
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raw_plot <- raw_plot + xlab("Treatment")
raw_plot <- raw_plot + ylab("NDVI")
raw_plot <- raw_plot + ylim(0.25,1)
raw_plot <- raw_plot + theme_classic(base_size=18)
raw_plot

raw_plot <- ggplot(raw_data, aes(x=treatment,y=value))
raw_plot <- raw_plot + geom_point(position = position_jitter(w=0.2), alpha=0.4,
colour="grey58")
raw_plot <- raw_plot + xlab("Treatment")
raw_plot <- raw_plot + ylab("NDVI")
raw_plot <- raw_plot + ylim(0.25,1)
raw_plot <- raw_plot + theme_classic(base_size=18)
raw_plot

# Adding summary statistics to raw data
combined_plot <- raw_plot + geom_point(data=summary_data,
aes(x=Treatment,y=avg_value), colour="black", size=3)
combined_plot <- combined_plot + geom_errorbar(data = summary_data,
aes(x = Treatment, y = avg_value,
ymax = avg_value + sd,ymin = avg_value - sd),
width=0.2, colour="black")
combined_plot
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anova <- aov(value ~ treatment, data=raw_data)
summary(anova)
result=TukeyHSD(anova)
result
# capture.output(result,file="test.doc")

result<-as.data.frame(result[1:1]) # the [1:1] locates the part of the output to be exported
result <- round(result, digits = 5)

result=write.csv( result, 'result.csv')
# result.fmt <- apply(result, 1, function(result) sprintf("%.10f", result))
# View(result)
Yield model
data=Corn_2018
scatter.smooth(x=data$Yield, y=data$NDVIred, main="Yield ~ NDVIred") # scatterplot
par(mfrow=c(2, 1)) # divide graph area in 2 columns
boxplot(data$NDVIred, main="NDVIred", sub=paste("Outlier rows: ",
boxplot.stats(cars$speed)$out)) # box plot for 'speed'
boxplot(data$Yield, main="Yield", sub=paste("Outlier rows: ",
boxplot.stats(cars$dist)$out)) # box plot for 'distance'
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library(e1071)
par(mfrow=c(2, 1)) # divide graph area in 2 columns
plot(density(data$NDVIred), main="Density Plot: Speed", ylab="Frequency",
sub=paste("Skewness:", round(e1071::skewness(cars$speed), 2))) # density plot for
'speed'
polygon(density(data$NDVIred), col="red")
plot(density(data$Yield), main="Density Plot: Distance", ylab="Frequency",
sub=paste("Skewness:", round(e1071::skewness(cars$dist), 2))) # density plot for 'dist'
polygon(density(data$Yield), col="red")
cor(data$NDVIred, data$Yield)
linearMod<- lm(Yield ~ NDVIred, data=data) # build linear regression model on full
data
linearMod1 <- lm(Yield ~ NDVIrededge, data=data)
print(linearMod)
summary(linearMod)
summary(linearMod1)
Yield model with training data
data=soy_17_yield_ndvi
set.seed(100) # setting seed to reproduce results of random sampling
trainingRowIndex <- sample(1:nrow(data), 0.8*nrow(data)) # row indices for training
data
trainingData <- data[trainingRowIndex, ] # model training data
testData <- data [-trainingRowIndex, ] # test data
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lmMod <- lm(Yield ~ NDVIred, data=trainingData) # build the model
distPred <- predict(lmMod, testData) # predict distance
sum=summary(lmMod)
lmMod1 <- lm(Yield ~ NDVIrededge, data=trainingData) # build the model
distPred1<- predict(lmMod1, testData) # predict distance
sum1=summary(lmMod1)
Model Comparison
data=Corn_June_red_18
scatter.smooth(x=data$Yield, y=data$NDVIred, main="Yield ~ NDVIred") # scatterplot
par(mfrow=c(2, 1)) # divide graph area in 2 columns
boxplot(data$NDVIred, main="NDVIred", sub=paste("Outlier rows: ",
boxplot.stats(cars$speed)$out)) # box plot for 'speed'
boxplot(data$Yield, main="Yield", sub=paste("Outlier rows: ",
boxplot.stats(cars$dist)$out)) # box plot for 'distance'
library(e1071)
par(mfrow=c(2, 1)) # divide graph area in 2 columns
plot(density(data$NDVIred), main="Density Plot: Speed", ylab="Frequency",
sub=paste("Skewness:", round(e1071::skewness(cars$speed), 2))) # density plot for
'speed'
polygon(density(data$NDVIred), col="red")
plot(density(data$Yield), main="Density Plot: Distance", ylab="Frequency",
sub=paste("Skewness:", round(e1071::skewness(cars$dist), 2))) # density plot for 'dist'
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polygon(density(data$Yield), col="red")
cor(data$NDVIred, data$Yield)
linearMod <- lm(Yield ~ NDVIred, data=data) # build linear regression model on full
data
print(linearMod)
summary(linearMod)
modelSummary <- summary(linearMod) # capture model summary as an object
modelCoeffs <- modelSummary$coefficients # model coefficients
beta.estimate <- modelCoeffs["NDVIred", "Estimate"] # get beta estimate for speed
std.error <- modelCoeffs["NDVIred", "Std. Error"] # get std.error for speed
t_value <- beta.estimate/std.error # calc t statistic
p_value <- 2*pt(-abs(t_value), df=nrow(data)-ncol(data)) # calc p Value
f_statistic <- linearMod$fstatistic[1] # fstatistic
f <- summary(linearMod)$fstatistic # parameters for model p-value calc
model_p <- pf(f[1], f[2], f[3], lower=FALSE)
model_p
AIC(linearMod)
BIC(linearMod)
# Predicting linear models
set.seed(100) # setting seed to reproduce results of random sampling
trainingRowIndex <- sample(1:nrow(data), 0.8*nrow(data)) # row indices for training
data
trainingData <- data[trainingRowIndex, ] # model training data
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testData <- data [-trainingRowIndex, ] # test data
lmMod <- lm(Yield ~ NDVIred, data=trainingData) # build the model
distPred <- predict(lmMod, testData) # predict distance
summary(lmMod)
AIC(lmMod)
actuals_preds <- data.frame(cbind(actuals=testData$Yield, predicteds=distPred)) # make
actuals_predicteds dataframe.
correlation_accuracy <- cor(actuals_preds) # 82.7%
head(actuals_preds)
min_max_accuracy <- mean(apply(actuals_preds, 1, min) / apply(actuals_preds, 1, max))
# => 58.42%, min_max accuracy
mape <- mean(abs((actuals_preds$predicteds actuals_preds$actuals))/actuals_preds$actuals)

K-means Cluster
library(sp)
library(rgdal)
library(raster)
library(ggplot2)
library(viridis)
library(rasterVis)
ras=raster("ndvijune.tif")
ras
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b1 = raster('ndvijune.tif', band=1)
b2 = raster('ndvijune.tif', band=2)
b3 = raster('ndvijune.tif', band=3)
b4 = raster('ndvijune.tif', band=4)
b5 = raster('ndvijune.tif', band=5)
compareRaster(b4, b5)
# TRUE
plot(b5)
image (b5)
png('RGB.png', width = 4, height = 4, units = "in", res = 200)
juneRGB = stack(list(b3, b2, b1))

# creates raster stack

plotRGB(juneRGB, axes = TRUE, stretch = "lin", main = "Soybean RGB colour
composite")
dev.off()
t = stack(b1,b2, b3, b4, b5)
gplot(t) +
geom_raster(aes(x = x, y = y, fill = value))+
scale_fill_viridis_c() +
facet_wrap(~variable) +
coord_quickmap()+
ggtitle("Soybean june, raster plots") +
xlab("Longitude") +
ylab("Latitude") +
89

theme_classic() +
theme(text = element_text(size=20),
axis.text.x = element_text(angle = 90, hjust = 1)) +
theme(plot.title = element_text(hjust = 0.8))

ggsave("allbands.png", scale = 1.5, dpi = 300) # to save plot

s_june = brick('ndvijune.tif')
plot(s_june)

# Manipulate rasters: NDVI and KMN classification
# NDVI

# Created a VI function (vegetation index)
VI = function(img, k, i) {
bk = img[[k]]
bi = img[[i]]
vi = (bk - bi) / (bk + bi)
return(vi)
}

# For Soybean NDVIR, the relevant bands to use are:
# NIR = 5, red = 3
90

ndvi = VI(s_june, 5, 3)

png('ndviplot.png', width = 4, height = 4, units = "in", res = 300)
plot(ndvi, col = rev(terrain.colors(10)), main = 'Soybean 2, june-NDVI')
dev.off()

png('ndvihist.png', width = 4, height = 4, units = "in", res = 300)
hist(ndvi,
main = "Distribution of NDVI values",
xlab = "NDVI",
ylab= "Frequency",
col = "aquamarine3",
xlim = c(-0.5, 1),
breaks = 30,
xaxt = 'n')
axis(side = 1, at = seq(-0.5,1, 0.05), labels = seq(-0.5,1, 0.05))
dev.off()

# Mask cells that have NDVI of less than 0.4 (less likely to be vegetation)

png('ndvimask.png', width = 4, height = 4, units = "in", res = 300)
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veg <- reclassify(ndvi, cbind(-Inf, 0.4, NA))
# reclassifying our object and making all values between
# negative infinity and 0.4 be NAs

plot(veg, main = 'Veg cover')
dev.off()
writeRaster(x = ndvi,

filename="june_ndvi_2018.tif",
format = "GTiff",

# save as a tif

datatype = 'INT2S',
overwrite= TRUE)

# save as a INTEGER rather than a

float
# convert the raster to vector/matrix ('getValues' converts the RasterLAyer to array) )

nr =getValues(ndvi)
str(nr)

# setting the seed generator because `kmeans` initiates the centres in random locations
# the seed generator just generates random numbers

set.seed(99)
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# 10 clusters, 500 iterations, starts with 5 random sets using 'Lloyd' method

kmncluster = kmeans(na.omit(nr), centers = 10, iter.max = 500,
nstart = 5, algorithm = "Lloyd")

# kmeans returns an object of class 'kmeans'
str(kmncluster)
# Create a copy of the ndvi layer
knr = ndvi
# Replacing the raster cell values with kmncluster$cluster
# array
knr[] = kmncluster$cluster
# Alternative way to achieve the same result
values(knr) = kmncluster$cluster
knr

par(mfrow = c(1, 2))
plot(ndvi, col = rev(terrain.colors(10)), main = "NDVI")
plot(knr, main = "Kmeans", col = viridis_pal(option = "D")(10))

png('rgb_kmeans.png', width = 10, height = 8, units = "in", res = 300)
par(mar = c(10.8, 5, 10.8, 2), mfrow = c(1, 2))
plotRGB(juneRGB, axes = TRUE, stretch = "lin", main = "RGB")
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plot(knr, main = "Kmeans", yaxt = 'n', col = viridis_pal(option = "D")(10))
dev.off()

Principal Component Analysis
# Description:
# ------------------------------------------------------------------------# Import arcpy module
import arcpy
# Local variables:
Output_multiband_raster = ""
Output_data_file = ""
# Process: Principal Components
arcpy.gp.PrincipalComponents_sa("", Output_multiband_raster, "", Output_data_file)
Alternately:
import arcpy
from arcpy import env
from arcpy.sa import *
env.workspace = "C:/sapyexamples/data"
outPrincipalComp = PrincipalComponents(["redlands"], 4,"pcdata.txt")
outPrincipalComp.save("C:/sapyexamples/output/outpc01")
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Figure A.1

Graphical user interface ArcGIS 10.3 Tool
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