Recommender systems have the ability to filter unseen information for predicting whether a particular user would prefer a given item when making a choice. Over the years, this process has been dependent on robust applications of data mining and machine learning techniques, which are known to have scalability issues when being applied for recommender systems. In this paper, we propose a k-means clustering-based recommendation algorithm, which addresses the scalability issues associated with traditional recommender systems. An issue with traditional k-means clustering algorithms is that they choose the initial k centroid randomly, which leads to inaccurate recommendations and increased cost for offline training of clusters. The work in this paper highlights how centroid selection in k-means based recommender systems can improve performance as well as being cost saving. The proposed centroid selection method has the ability to exploit underlying data correlation structures, which has been proven to exhibit superior accuracy and performance in comparison to the traditional centroid selection strategies, which choose centroids randomly. The proposed approach has been validated with an extensive set of experiments based on five different datasets (from movies, books, and music domain). These experiments prove that the proposed approach provides a better quality cluster and converges quicker than existing approaches, which in turn improves accuracy of the recommendation provided.
1. Introduction
Recommender systems
The need for recommendations from trusted sources is triggered when it is not possible to make choices with insufficient personal experience of a particular domain. This is also seen as a natural phenomenon of the human decision making process [39] . In today's digital era, we are overwhelmed with volumes of information, where processing all of this information is beyond human capabilities. This proliferation of available digital information (i.e. music in LastFm (last.fm), videos in Netflix (netflix.com) and YouTube (youtube.com), electronic resources (i.e. research papers in CiteULike (citeulike.org)), and on-line services (i.e. Amazon (amazon.com), Delicious (delicious.com), Flicker (flickr.com))) need an automated tool to extract and present preferred information to the user. This information also needs to be prioritized, as management and usage of this data can be over-whelming.
Although search engines provide the most relevant pages in response to a user query, however it is still a challenge to generate specific recommendations based on a series of simple keywords. Hence there is a need for information filtering system, which extracts the most relevant unseen information based on the assumption that the user will like the resource. These systems are called recommender systems, which fulfill aforementioned needs and guide users to choose the best resource among all the available resources. Various algorithms are used to model peoples' preferences, predict rating of the resource, and provide recommendation. BusinessInsider [35] reports Google's news algorithms, Facebook new feeds, Netflix and Amazon.com recommendation engines are among the 11 most essential algorithms that make the Internet works. Recommender systems are also being used in an academic setting to provide the relevant research resources [48, 55, 58] .
number of users and |I| = N, denotes the total number of items. Rating is numerical representation of user's interest in any item. This quantitative measure facilitates the recommender systems to exploit user's preferences for providing better recommendation. The rating set by the whole community is mostly represented in the form of a matrix, called User-Item matrix. The rows of matrix are the users in the community and columns displays the items in the system. The term r i,u denotes a matrix entry i.e. rating provided by user u to item i. These ratings are denoted by (r i,u |(i, u) ∈ D). A single user usually rates small number of items, where set D ⊂ I × U refers to users-item pairs that have been rated. A rating matrix R of dimensions M × N stores the set of possible ratings made by the user. All ratings by user u is denoted by D u while the set of users who have rated an item i by D i . The aim of recommender system is to predict an unseen rating r i,u , i.e. for (i, u) ∈ D.
Main Types of Recommender Systems
There are two main types of recommender systemsCollaborative Filtering (CF) and Content-Based Filtering (CBF) recommender systems-as follows:
1. Collaborative Filtering (CF): Collaborative filtering is considered to be the most popular approach for recommendation systems [17] . The collaborating filtering takes into account the interests of similar users, under the assumption that the active users will be interested in items that users similar to them have rated highly. This technique is used by Amazon (amazon.com), iTunes, GroupLens system [32] and Ringo (www.ringo.com). Collaborative filtering can be classified into two sub-categories as follows:
• Memory-based approaches make predictions by taking into account the active user's rating data. All the ratings provided by the users are kept in memory and used for predictions. To compute similarity between items/users all the previously rated items are considered. This approach is used by GroupLens recommender systems [32] .
• Model-based approaches initially train a model based on training data and then makes prediction for real data. Usually these models are based on clustering or classification techniques and are used to find pattern from training set. Typical examples are clustering models [4, 24, 44] , Kernel-mapping recommender [23, 25, 26] , and Singular Value Decomposition (SVD) based models [22, 63] .
2. Content-Based filtering: Content-based filtering approach uses textual (content) features of items in order to make recommendations. These approaches train machine learning classifiers over user's and item's profiles. An example of content-based systems is Pandora (www.pandora.com) that uses the attributes (properties) of a song (or artist) a user is currently playing (or listening to) in order to generate recommendations of music with similar properties. Some other well-known approaches include [42, 43] .
Furthermore, hybrid recommender systems have been proposed [7, 10, 13, 18, 21, 36, 38] , which combine individual recommender systems to avoid certain limitations of individual recommender systems.
Recommendations can be presented to an active user in two different ways:
1. Predicting ratings of item that the user has not seen. 2. Construct a list of items ordered by the users preferences, which is known as top-N recommendations.
In this paper, we will investigate both of these approaches.
Problem Statement and Design Objectives
K-Means-based CF recommendation approaches have been proposed to solve the recommendation problem [7, 49, 54, 64, 66, 67] ; however, using random seeds prior to cluster the user-item rating matrix, which has been heavily used in the literature, is not a reasonable approach.
The proposed work aims to improve the quality of clusters and recommendations by investigating different centroid selection approaches and analysing how they affect the quality of clusters/recommendations. We have proposed various centroid selection algorithms using domain specific characteristics, with the following design objectives:
• Accuracy: The accuracy is one of the most important design objectives in recommender system's community. The reason being, if a customer leverages a recommender system and then discover that they are getting false recommendations, it is unlikely they will continue using the system. Consequently, an algorithm should make accurate recommendations. We want a recommendation algorithm to be accurate than the conventional K-Means based CF algorithms.
• Scalability: A recommendation algorithm should scale gracefully with the increase in data. The conventional collaborative filtering based methods fail to achieve good scalability. The conventional K-Means clustering algorithms cluster the users into different groups; however, choosing random initial centroids can lead to slow convergence. It must be noted that a recommender system's robustness is measured by two factors-accuracy and scalability. These factors are in conflict, as the less time an algorithm takes building the clusters, the more scalable it will be; however it might lead to poor quality recommendations due to partially formed clusters.
• Cluster quality: The idea of clustering algorithm is to separate users into different groups based on their similarity. But as clustering is very computationally difficult task (NP-hard problem) [4] ; hence, many local solutions are possible. Since the conventional KMeans algorithms choose initial centroids randomly hence they can converge to local optima [4] resulting in poor quality clusters (refer to Section 5.2 for cluster quality).
• Coverage: The coverage (the number of test samples an algorithm can make prediction for [25] ) of a recommendation algorithm should be maximum. However, as the K-Means CF-based recommendation approach uses random seeds to cluster the data; hence, the quality of the clusters might suffer with these seeds that might degrades recommendation coverage.
• Robustness to sparsity: The performance of a recommendation algorithm should not degrade sharply under sparse datasets (refer to Section 4.1 for sparsity). Figure B .10 shows how different centroid selection approaches work under sparse condition. Result shows that convention k-means suffer the most under sparsity.
• Cold start problem: Usually for testing recommender systems, some ratings from the dataset are used for training purpose while other are treated as unseen ratings, which are used to test the performance of proposed solution. Mostly the dataset is selected having users with large number of ratings, in order to achieve accurate recommendations. But to make practical recommendation on real application, we come across different issues. Real application generally have highly skewed data, that is a large number of items may have received just few ratings and a large number of users may have just provided very small number of rating. So it become really tough provide reliable recommendation which can attract new users. CF-based algorithms often come across two important cold-start problem as given below:
-New user cold-start problem: As the CF recommender system generates recommendations based on liking and disliking of active user. When a new user enters the system, the system don't have much information about the user, also the user is not aware of product/services and he/she is hesitant to rate them, hence reliable recommendation can not be provided to that user. This is called new user cold-start problem [1] . We have proposed solution for this problem and the results are shown in Table 10 and Table 11 .
-New item cold-start problem: As CF recommender system relies on users' rating, so the item is recommended to the user based on the ratings provided by other users to that item. Initially when a new item is introduced in the system, the system don't have any rating for that item and an item can not be recommended to any user until it gets significant ratings. In CF approach it is tough to get ratings for new item from significant number of users. This is called new item cold-start problem [1] . We have proposed solution for this problem and the results are shown in Table 12 and Table 13 .
• Long tail problem: : In real application all the items in the dataset are not rated by significant number of users. Some of the unpopular or newly introduced items may have relatively small number of ratings. CF-based recommender systems are unable to provide reliable recommendations for such items or sometimes simply ignore them. This problem is known as long tail problem and most of the items in recommender systems fall in this category [46] . As these item can't be left overlooked and there is a need to develop some algorithm that can filter and provide accurately recommendations from the items that exist in long tail category. Our proposed approaches solve this problem and the results are shown in Table 14 and Table  15 .
Against the aforementioned research objectives, this paper aims at developing new K-Means-based recommendation approaches and comparing them with other K-Means CF-based recommendation approaches proposed in literature.
The rest of the paper is organised as follows. In Section 2, we present the related work by giving an overview of different clustering algorithms that have been used for recommendation purposes. In Section 3, we present various centroid selection algorithms. We briefly describe the experimental setup in Section 4. In Section 5, we present the results in detail followed by the conclusion in Section 6.
Related Work

Clustering in Recommender Systems
Clustering is an unsupervised classification approach for recognising patterns, which is based on grouping similar objects together. This approch is useful for finding patterns in an unlabeled dataset. Machine learning, bioinformatics, image analysis, pattern recognition and outlier detection are few of many application areas of clustering [2] . Two major approaches of clustering are hierarchical and partitional clustering.
• Hierarchical Clustering: Hierarchical clustering [3] produces nested series of partitions whether it is agglomerative or divisive. In agglomerative approach every pattern is placed in distinct cluster and clusters keep merging based on similarity until any desired condition is met. While in divisive method inverse happens, all the patterns are placed in single cluster and clusters keep splitting until any stopping criterion is met. Hierarchical clustering produces a dendogram showing pattern and different similarity levels of grouping. Single linkage and complete linkage are most popular examples of hierarchical clustering while some variants of these are also used.
• Partitional Clustering: Partitional clustering [29] aims at finding the single partition rather than numerous as in hierarchical methods. Its benefit is that it can be applied on large datasets for which dendogram does not work. But its quality depends upon choice of number of output clusters. It can be applied on whole dataset in order to find out global optimal or local optimal. Examples are k-means, graph theoretic, and expectation maximization. Several Collaborating filtering approaches based on partitional clustering techniques (including k-means clusterin) have been proposed [49, 54, 64] .
Hard vs. Soft Clustering
Generally clustering is divided into hard and soft clustering.
• Hard clustering (exclusive clustering): In hard clustering [57] each object belong to exactly one cluster, there is no uncertainty in cluster membership of an object. Object is allocated to only the cluster with which it has the greatest level of similarity [60] . K-means (Hard C means) is an important and well known hard clustering technique.
• Soft clustering (Overlapping clustering): In soft clustering [57] each object belongs to two or more clusters with different degrees of membership. Instances on the boundaries between several clusters do not fully belong to one of the clusters, rather they are given membership degrees between 0 and 1 indicating their partial membership. Fuzzy C-means is very well known soft clustering technique.
Fuzzy C-means Clustering (FCM)
Fuzzy logic is different from the traditional logic methods where exact results are expected, rather fuzzy logic is used in the problems where the results can be approximate. Therefore, fuzzy logic is well suited for clustering problems, because the notion of clustering is to group similar objects together by some degree of closeness. One of the well known approach of fuzzy classification is Fuzzy C-means (FCM) clustering.
FCM produces soft partition for a given dataset by allowing the data elements to practically belong to multiple clusters. This technique was developed by Dunn [15] in 1973 and later on improved by Bezdek [5] in 1981 . The main purpose of FCM is to divide data elements that populate some multidimensional space into definite number of clusters, with the objective to find out centroids that minimizes the dissimilarity function between the clusters. The centroids (cluster centers) are calculated as the mean of all points, weighted by their likelihood of belonging to that cluster.
In FCM, a data element does not belong to exactly one cluster rather it is allowed to gradually change the membership for every cluster measured as degrees in (0,1). FCM employs fuzzy partitioning to assign each data element to multiple clusters with different membership grades. Let, the sample set be X = {x 1 , x 2 , · · · , x n } is provided, FCM divides it into c groups with centers as c j (j= {1, 2, · · · , c}), and the goal is to minimize the objective function, which is:
where, u ij ∈ [0, 1] represents the membership of i th data element to j th cluster center. The initial value of c j (j th cluster center) is selected randomly. Fuzziness is controlled by a which is any real number greater than 1. Cluster center c j and membership function u ij keep on updating until an optimize objective function is met.
FCM algorithm follows the given steps.
1. First step in FCM is to select number of clusters c. 2. Initially, cluster centers c j are chosen randomly. 3. Membership function u ij for each data element is computed for each cluster by equation 2. 4. Repeat the procedure until converged.
• Compute the updated cluster center c j by the equation 3.
• Compute the degree of membership u ij for each data element by equation 2.
Cluster center is initially selected randomly and then this procedure continues to adjust the cluster center and the degree of membership for each sample. The goal is to be converged to a saddle point of J c or a local minimum. Performance of FCM is dependent upon initial selection of centroids, it can provide better cluster than basic k-means if the randomly chosen centers are well separated but this can not be guaranteed all the time [? ] .
FCM has become the very well-known method in cluster analysis and it performs really well in certain clustering problems. Several researchers [34, 57, 60, 61, 62? ] employ FCM in their research work. [61] applies FCM on Netflix dataset by adjusting objective function to directly minimize RMSE (Root mean square error) which is used to measure accuracy, in Netflix competition. But one of the limitation of FCM and its variants is that they don't perform well in high dimensional space and have considerable trouble in noisy environment [62] . A good clustering algorithm should be robust and able to tolerate these situations that often happen in real application systems.
Expectation-maximization (EM) Algorithm
The EM algorithm is an iterative method, introduced by Dempster et.al. [14] in 1977, for computing the maximum likelihood parameters of a model for incomplete data. EM algorithm iterates to recognize the expectation (E) step and the maximization step (M-step). The goal of (E) step is to computes the expectation of the log-likelihood evaluated using the current estimate for the parameters while maximization (M) step computes parameters maximizing the expected log-likelihood.These parameter-estimates are then used to determine the distribution of the latent variables in the next (E) step [14] .
Given procedure is followed in EM algorithm.
1. Initialization: Randomly select value for the parameter θ that is θ 0 = {µ
where, θ 0 is the estimate at 0 th iteration, µ is the mean, k is the current number of Gaussians and σ is the standard deviation. 2. Expectation (E) step: Estimate the best value for the hidden variables Z ij using given parameter θ values,
where, t is the number of the iteration, E(Z ik ) is the expected value for the hidden variables, k is the dimension, σ is the standard deviation. 3. Maximization (M) step: Use the computed value of E(z ik ) to get better estimate of the parameters θ.
4. Convergence step: Repeat steps 2 and 3 until convergence, if θ t+1 − θ t < e, stop ; otherwise, go to step 2.
A research [14] shows that each of the two steps (expectation and maximization) monotonically increase the probability of the data. But in the initialization step, the parameter values are selected randomly. Effective selection of parameter values in step 1 can yet improve the performance of EM as shown in Table 9 .
k-means Clustering
Literature study shows that various methods have been proposed for solving clustering problems. k-means clustering is one of the classical and most widely used clustering algorithms developed by Mac Queen in 1967. This approach is a partitional clustering algorithm which divides the whole dataset in k disjoint clusters. It is famous for handling large datasets and its speedy convergence to local optimal. In k-means (outlined in Algorithm 1), firstly k initial points are chosen where k is a parameter defining the number of clusters to be sought and this parameter is defined at the start. These randomly chosen initial points are taken as cluster centers and then all the remaining dataset is scanned and each data point is allocated to closest cluster based on Euclidean distance matrix. Meanwhile the mean of all the clusters is calculated and cluster centers are updated to mean value. Subsequently this whole process is repeated with new centroid values and all the points are reassigned to new clusters. The update in centroid value is based on assignment of any new data point to the cluster or removal of any data point from the cluster. Centroid's value keeps on updating after each iteration and this process continues till there is no change in any of cluster centers i.e. cluster has converged.
Initial Centroid Selection in k-means Clustering
k-means [29] is highly unstable in initial cluster centers and this inherent limitation of k-means highly affects its efficiency. k-means randomly chooses initial centers therefore it does not guarantee to produce unique clustering results. Initial centroid selection not only influences the efficiency of the algorithm but also the number of iterations desired to run the original k-means algorithm [45] . Though k-means is known for its intelligence to cluster large datasets but its computation complexity is very expensive for massive data sets [45] . P. S. Bradley et. al. [8] put forth the concept of choosing initial centroids to resolve scalability issue. Because of the importance of initial centroid selection and k-means complexity, various methods have been proposed in the literature to enhance the accuracy and efficiency of k-means clustering with better centroid selection approaches.
Arthur and Vassilvitskii [4] proposed an algorithm called k-means++ which exploits probabilistic approach for selecting initial seeds and generates better quality clusters, as compared to classical k-means algorithm (Algorithm 1). It guarantees to produce accurate and speedy solution which is O(logk) competitive to the optimal k-means solution (O(k × n × itr), which is linear in the number of users being clustered (n), number of clusters (k), and number of iterations (itr)). The initial centroid is chosen uniformly at random as in k-means but rest of the centroids are selected based on the probability proportional to the shortest distance from all existing centroids. Arthur et. al. report that k-means++ efficiently produces better quality both for synthetic and natural datasets. Shindler [56] reviewed many clustering algorithm and reported k-means++ as the most successful method for defining initial seeds of k-means clustering. The problem [56] with k-means++ algorithm is that it is inherently sequential.
Abdul Nazeer et al. [44] proposed an algorithm to solve time complexity and initial centroid selection issue of original k-means. The author modified two phases of k-means, where in phase one, pair-wise distance of data points are calculated and closest data point forms the cluster. Threshold value for number of data points in a cluster is defined. Mean value of resulting clusters are taken as initial centroids. The second phase is variant of [30] which takes the resulting initial centroids of phase one as input. The algorithm proposed by [44] produces better quality clusters in less amount of time. This algorithm has further been enhanced in [45] by using heuristic approach. Firstly, all the data points are sorted in ascending order and then divided in k sets. The mean values of these sets are calculated and taken as initial centroids. Heuristic for multidimensional data is also proposed in [45] . Complexity of this phase is reduced to O(nlogn).
A method for finding initial centroids is proposed by Fang Yuan et al. [16] . In this method, centroid are produced systematically, which are consistent with distribution of data. Though no improvement in time complexity is proposed but it produces better quality clusters. Fang YuanFang Yuan et al. [65] provide comparison of 14 kmeans cluster initialization methods, which come under two main categories-synthetic starting points and actual sample starting points.
Synthetic initial point refers to a point, which is not associated with any of the actual point in the dataset. The main algorithms for synthetic initial points, discussed in [65] generally divide the dataset into different partitions (where number of partitions has no significant influence on clustering results). Then for each partition, values for each feature acts as initial point of that partition and ultimately different starting point of the features are combined to generate initial seeds for k-means clustering. They report that scrambled midpoints is best synthetic method that follows the same steps mentioned above, with the addition that it takes mid points of each partition for each feature as initial points and then randomly selects any partitions midpoint as initial starting point for final clustering.
Actual sample starting point, another category discussed in [65] , selects an initial point that actually resides in the dataset. Random, feature value sums and breakup, are methods discussed in [65] and it is reported that breakup method outperform rest of two methods, as it seeks to break up the most populous cluster into two smaller cluster for choosing initial seeds for k-means clustering. They also compared the best methods of synthetic and actual categories and concluded that scrambled midpoint performs much better than breakup.
J.M. Pena et al. [50] compared four k-means cluster initialization approaches-Random, Forgy, MacQueen and Kaufman. They performed extensive experiments on three real world dataset (Iris, Glass, Ruspini) to compare aforementioned initialization approaches in term of quality of cluster they produce and sensitivity of k-means towards initial starting conditions of these methods. They reported that Kaufman initialization algorithm [47] performs the best among the discussed methods. It chooses k seeds while the first seed is the most centrally located data point in the dataset. The rest of points are chosen based on heuristic rule of having highest number of neighbours in the multidimensional space.
Arai et.al. [3] uses both k-means and hierarchical clustering for centroid initialization. It exploit clustering results of k-means algorithm and transform them by combining with hierarchical algorithm, to produce better quality clusters by finding better initial cluster centers for kmeans. It performs well for complex clustering problems with large datasets having multidimensional attributes. It is a computationally expensive approach, as it performs k-means clustering followed by hierarchical clustering. Divisive Correlation Clustering Algorithm (DCCA) is proposed in [6] for grouping of genes. DCCA does not take value of k and initial centroids as input for clustering. The time complexity and repairing cost from any misplacement of [6] are too high.
K-Modes method is another variation of the k-means clustering algorithm [28] , Kmode2001. In K-Mode method mode is taken as cluster centroid rather than mean. Huang et al. [28] used both k-means and K-Modes to cluster the data and proposed K-prototype algorithm for this purpose.
Cluster Center Initialization Algorithm (CCIA) is proposed by Shehroz and Ahmad [31] to solve the initialization problem. It starts with taking the mean and standard deviation of object attributes, and then divides the dataset into definite partitions. k-means and density-based multi scale data condensation are used to find out the similarity in the partitions, initial clusters are selected afterwards based on similarity results.
Ivan Cabria [11] proposed Mean Shift initialization method, which does not depends upon number of clusters (i.e. k). It finds the modes of the underlying probability density function of the given data, and these modes are a better choice as initial cluster centers for k-means. Authors performed experimental study on proposed algorithm and other classical algorithm using two real-life problems-Facility Location and Molecular Dynamicswith very large amounts of data. Experiments report that it outperforms other clustering algorithms in term of clustering performance.
Maitra et al. [37] present a detailed evaluation of eleven widely used and well performing k-means initialization methods on nine standard datasets. They report that their research work on real datasets do not provide definite results so they evaluated experimental performance of initialization methods by conducting systematic and comprehensive simulation study. Maitra et al. [37] state that [8, 40, 41] outperforms all the rest methods in minimizing objective function-WSS (Within group Sum-of-Squares) as well as in achieving true grouping.
G. Tzortzis et al. [59] proposed the MinMax k-means algorithm with the objective to minimize the maximum intra-cluster variance. They claim that MinMax algorithm provides high quality clusters irrespective of initial selection, by limiting the occurrence of large variance clusters. Experiments verify the effectiveness and robustness of proposed approach over traditional k-means.
Recently C. Zhang et al. [68] proposed an enhanced method that improves centroid selection and determines value of k for k-means clustering. They performed simulated analysis on UCI datasets and reported that [68] 's method improves the accuracy and efficiency of clustering process because of its stability and capability to avoid the affect of noisy data. Specifically, this method finds the distance between all data points and computes density for each point. A density threshold is defined at the start, and all the points that realized density threshold are placed in a centroid set. The first seed is selected as the most populous point in the centroid set and all the rest are selected by decreasing density with the rule that they are at largest distance from already selected centroids. Data points are assigned to closest centroid and centers are updated based on an improved and adjusted heuristic function, by assigning different weights to data points as per their distance from centroid.
There is very limited work for choosing seeds in k-means clustering for recommender system domain. As the conventional k-means clustering algorithm [29] randomly selects the k initial centroids, an important research question would be, "how does the quality of clusters and recommendations vary with the choice of different initial centroids in Clustering-Based CF recommender systems"? We investigate how to improve the quality of clusters and recommendations focusing on the aforementioned key issue.
Proposed Centroid Selection Approaches
In this paper, we have implemented a series (eighteen) of novel centroid selection approaches in k-means clustering for improving the recommendation process for recommender systems. We have applied these selection approaches along with traditional k-means for comparing their performance. The algorithms present the centroid selection procedure for k-means clustering. After selecting k seeds, next steps are followed as per Algorithm 1, to accomplish k-means clustering.
Algorithm 1, denoted by KM eans, outlines the centroid selection procedure of traditional k-means algorithm [29] which selects k users from training set uniformly at random. We have implemented k-means to benchmark our work with the conventional approach and present the improvements in cluster quality and recommendation quality.
Algorithm 2, denoted by KM eansP lus, selects the first centroid totally at random (as in conventional kmeans). After that KM eansP lus keep choosing seeds having maximum distance from all existing centroids, until k centroid are chosen.
In Algorithm 3, denoted by KM eansP lusP lus, represents a k-means variant, which selects k centroids from training set by using k-means++ algorithm [4] . The first centroid is chosen uniformly at random as in k-means but rests of all centroids are selected based on the probability proportional to maximum distance from all existing centroids.
Algorithm 4, denoted by KM eansDensity, chooses initial centroids based on nearest neighbour density. All the initial centroid are well-separated from each other as well as they possess large number of neighbours in multidimensional sphere [37] . In step 2, we find out average pair wise Euclidean distance d 1 between all the users. In step 3, we use d 1 as threshold to find out neighbouring points, for all the users. Then in step 4, we sort the users' list based on the number of neighbours. In step 5, we choose first centroid centered at x 1 , which has maximum number of neighbours in a multidimensional sphere with the radius d 1 . All the rest centroids are chosen based on decreasing number of neighbours with the rule that they are at d 1 distance from the centroid.
Algorithm 5, denoted by KM eansV ariance, proposes an initialization approach that selects the centroids that are at varying distances from the overall mean. In step 2, we find out the mean rating provided by all users in the dataset and in step 3, we sort the dataset based on Euclidean distance from the mean value -average user ratings. In step 5, for cluster L : L = {1, 2, · · · k}, the 1 + (L − 1) * M/k point is selected to be its initial cluster centre, where K sample points are chosen as the initial cluster centers from M datapoints [37] . Using this initialization process, it is guaranteed that no cluster will be empty after the initial assignment. Algorithm 6, denoted by KM eansV ariance AvgP airW ise , presents a variant of Algorithm 5, which follows all the steps same as Algorithm 5 except that in step 3, it uses mean value as average pair-wise distance between all the users.
In Algorithm 7, denoted by KM eansV ariance V ersion , propose another variant of Algorithm 5 that only differs in step 4, where we measure standard deviation -for finding initial centroids -from overall mean rating provided by all users.
Algorithm 8, denoted by KM eansQuantiles, represents a variant of k-means which chooses initial centroids as quantiles of the given datasets [37] . These quantiles correspond to equal increments in probabilities.
Algorithm 9, denoted by KM eansP lus Density , is a modification of Algorithm 4. It initializes the highest den-sity point as the first centroid and automatically computes minimum distance that separates the centroids based on highest density point, which is close to maximum number of other points in the data set [33] . In step 2, we find out average pair wise Euclidean distance d 1 between all the users. In step 3, we find out sum of distances of all the users from x i denoted by Sum(i). Then in step 4, we sort the users' list based on value of Sum(i) and find out highest density point (i.e. user with minimum value of Sum(i)). In Step 5, we choose first centroid centered at x 1 , which has maximum number of neighbours in a multidimensional sphere with the radius d 1 . All the rest centroids are chosen based on decreasing number of neighbours with the rule that they are at d 1 distance from the centroid.
Algorithm 10, denoted by KM eansSortedDistance, uses a simple approach of sorting all user ids based on the distance from average rating provided in the dataset. We calculate the distances in step 2 and sort them in step 3. First k points are chosen as initial centroids in step 4.
Algorithm 1 : KM eans, Selects k users as centroids from the dataset Input: U, training users; k, the number of clusters Output:
Define desired numbers of clusters, k. 2: Choose the k users uniformly at random from U, as initial starting points. 3: Assign each user to the cluster with nearest centroid. 4 : Calculate mean of all clusters and update centroid value to the mean value of that cluster. 5: Repeat step 3 and 4, till no user changes its cluster membership or any other convergence criteria is met.
Algorithm 2 : KM eansP lus, Choose k users from the dataset, as centroids Input: U, users in training set; k, total number of clusters;
Define desired number of clusters, k. 2: Select initial centroid c 1 from U, uniformly at random.
Choose next centroid c i where c i = u ∈ U with probability:
Exploiting Power Users Concept
The users who have rated a large number of items in a recommender system [27] are referred to as power users. In Choose next centroid c i where c i = u ∈ U with probability:
5: until k centroids are found
some of our approaches we have exploited power usersfor clustering user-item rating matrix. Several researchers have utilized this concept to generate scalable CF-based recommendations, for example [66] focused on issues in tag-based recommender systems. They proposed that by using power users for recommendation, accurate and scalable recommendations can be generated. They claimed that in social tagging websites like CiteULike, the users who give large number of tags are referred to as leaders [66] and those who follow these tags are called followers. The opinions of leaders, if taken into account, assist to generate better recommendation-speedy convergence and better clustering. In this work, u p denotes power usersusers with maximum number of ratings in the training set. We normalize the number of rating assigned by user u, by dividing it by the rating assigned by power user u p , instead of using raw rating count. Formally:
where |I u | and |I up | refers to the number of items rated by user u and u p respectively. Suppose U power = { u 1 , u 2 , · · · , u z } is the set of z power users with highest value for P(u) (that is P(u m ) > P(u n ) :
The set of user-item pairs rated in any cluster g j with centroid c j (that is (r i,u |(i, u) ∈ D cj )), is represented by D cj ; the rating assigned to an item i by a centroid c j is denoted by r i,cj , that is r i,cj = 1 |Dc j | i,u∈Dc j r i,u and dist(u) represents the shortest distance from any user u to the closest centroid which is already chosen. In Algorithm 11, denoted by KM eansP lus P ower , presents a k-means variant, which utilizes power users and applies k-means++ algorithm on power users only. First of all power users (U power users with P(u) > pow thr ) 1 are identified from steps 2 to 7. After that k-means++ 1 The value of pow thr can be found using training set.
algorithm is applied which exploits these power users as candidate centroids while choosing k centroids. Algorithm 12, denoted by KM eansP lus P robP ower , represents a k-means variant ,which seeks to find k centroids which have probability proportional to distance and the number of ratings as shown in step 4 of Algorithm 12. The motivation behind this variant is to get potential benefits (increased coverage and reduced error) by choosing those users as centroid, who have maximum distance, (i.e. minimum similarity) with the existing ones and also who have provided maximum number of ratings.
Algorithm 13, denoted by KM eansP lus LogP ower , represents a k-means variant, which utilizes power users to find k centroids which have probability proportional to distance and the log of similarity with existing top power user, as shown in step 4 of Algorithm 13. Where p(x) can be computed by dividing, the number of movies seen by active user by the number of movies seen by power user.
Algorithm 4 : KM eansDensity, Choose k users from the dataset, as centroids Input: U, users in training set; k, total number of clusters;
Define desired number of clusters, k. 2: Find the average pair wise Euclidean distance, denoted by d 1 , as follows:
3: Find out the number of neighbours at distance d for all users, where d≤ d 1 4: Sort all the users based on the number of neighbors in multidimensional sphere. 5: Select initial centroid c 1 from U , as the point x i with the largest number of points within a multidimensional sphere with radius d 1 that is centered at x i . 6: The remaining seeds are chosen by decreasing density, with the restriction that all remaining seeds must be d 1 distance away from all previous seeds
Exploiting Data Distribution
Whenever we collect data for experimentation, typically there lies some degree of variability in that data. So the raw data does not generate better results in certain cases. For that fitting any appropriate statistical distribution to the data is a good idea. We apply some of the data distributions to our dataset and compare their results.
In Algorithm 14 and 15 we applied normal distribution over the dataset and arbitrarily select k centroids from the distributed dataset. In Algorithm 14, denoted by KM eansN ormal U sers , we exploit average rating provided by all the users in the dataset as the mean value of normal Algorithm 5 : KM eansV ariance, Choose k users from the dataset, as centroids Input: U, users in training set; k, total number of clusters;
Define desired number of clusters, k. 2: Take mean rating of all the dataset (uids). 3: Sort all uids based on the Euclidean distance from the mean value.
Let L : L = {1, 2, · · · k}. Choose seed using the following formula:
Algorithm 6 : KM eansV ariance AvgP airwise , Choose k users from the dataset, as centroids Input: U, users in training set; k, total number of clusters;
Define desired number of clusters, k. 2: Take mean rating of all the dataset (uids). 3: Sort all uids based on the Euclidean distance from the mean-average pair-wise distance between all the users.
Algorithm 7 : KM eansV ariance V ersion , Choose k users from the dataset, as centroids Input: U, users in training set; k, total number of clusters;
Define desired number of clusters, k. 2: Take mean rating of all the dataset (uids). 3: Sort all uids based on the Euclidean distance from the mean value. 4: Use Standard Deviation to choose k seeds lying at varying distance from overall average users' rating in the dataset.
Algorithm 8 : KM eansQuantiles, Choose k users from the dataset, as centroids Input: U, users in training set; k, total number of clusters;
Define desired number of clusters, k.
Algorithm 9 : KM eansP lus Density , Choose k users from the dataset, as centroids Input: U, users in training set; k, total number of clusters;
Compute the sum of distances from x th i position to all other points, as Sum(i). 4: Sort Sum(i), and find highest density point x h , which is the minimum value of Sum at index h. 5: Select initial centroid c 1 to be x h 6: repeat
7:
Set d(x i ) to be the distance between x i and the nearest point in C, for each point x i .
8:
Find the sum of distances of first m/k nearest points from the x h , denoted by y.
9:
Find the unique integer i so that
Choose x i as next centroid 11: until k centroids are found
Algorithm 10 : KM eansSortedDistance, Choose k users from the dataset, as centroids Input: U, users in training set; k, total number of clusters;
Define desired number of clusters, k. 2: Find the distance of all uids (user ids) from the global average rating-ratings provided by all the users to all the movies. 3: Sort these distances in ascending order. 4 
Define desired number of clusters, k 2: U power = ∅ 3: for all u ∈ U do 4: if P(u) > pow thr then 5:
Algorithm 12 : KM eansP lus P robP ower , Choose k users from the dataset, as centroids Input: U, users in training set; k, total number of clusters;
4:
Select the next centroid c i where c i = u ∈ U with the probability:
Algorithm 13 : KM eansP lus LogP ower , Choose k users from the dataset, as centroids Input: U, users in training set; k, total number of clusters; In Algorithm 16, denoted by KM eansP oisson, we construct Poisson distribution of the dataset, and arbitrarily select k centroids from the distributed dataset.
In
In Algorithm 20, denoted by KM eansLog, we construct logarithmic distribution of the dataset, and arbitrarily select k centroids from the distributed dataset.
Distance measure
In Algorithm 2, 3, 12, and 13 dist function is used to measure the distance between a user and a centroid. We are using similarity instead of distance, which can be computed by measuring the similarity between a user and a centroid. As similarity and distance are inversely proportional to each other, thus the distance between two points is maximum if the similarity is zero and vice versa. Distance function can be modeled as follows:
where MAX DIST (chosen as 1000 in our case 2 ) denotes the maximum distance between two points. As in Pearson correlation, the similarity result can be negative as well, but the negative similarity cannot be modeled using Equation 7 . We handled this issue in centroid selection approaches, by adding 1 to all the similarity results returned by Pearson correlation (i.e. sim(u) ← sim(u) + 1 , ∀ u∈U ), after that Equation 7 is applied on positive similarity results. As CF based approaches only considers the intersection of the items, which are voted by both the centroid and the active user. Thus it does not perform well when there are less common items between the centroid and the active user. We can overcome this problem by assuming some defaults votes for the items that have not been voted by a user or a centroid, and extending the correlation over the union of items rather than intersection; in order to increase the accuracy and coverage of the recommender system. The resultant distance equation is termed as PC-CDV. For further information, refer to our previous work [24] .
2 Any value greater than 1 can be chosen as MAX DIST .
Clustering of Dataset and Generating Recommendation
Algorithm 21 shows the clustering and recommendation approach used in this work. The user-item rating matrix is clustered into k clusters and then recommendation is provided based on the similar centroids ratings. For choosing k initial centroids, a centroid selection algorithm is desired. In step 2, CentroidSelect procedure choses any proposed centroid selection algorithm for finding k initial centroids. A loop counter is initialized in step 3, for counting number of iteration for the execution of the algorithm. In Step 5, we find out the similarity between the user and centroids; and each user is assigned to the cluster with the most similar centroid. Then we update the centroids to the set of user-item pairs that have been rated by all the users residing in that cluster, in step 6. In step 7, the loop counter is incremented and step 5 to 7 keep executing till the loop counter value is equal to itr or the clusters converges (i.e. no user changes its cluster membership). We return the clustered data, in step 9.
The centroids of the clusters contain the average ratings assigned to all the items, which are rated by the users in that cluster. Each centroid can be assumed to be the vector of length N (i.e. total number of items in the system) and can be denoted by: c j = { r i1,cj , r i2,cj , · · · , r i N ,cj }, where r i,cj represents the ratings assigned to an item i by the centroid c j , mathematically:
is used to estimate the rating value of the item in a cluster, if no rating has been provided by users in corresponding cluster to that item.
Now all the clusters centroid contains average rating for the items in the system. In step 12, we find out the similarity between the active user and all the k centroids by Pearson correlation. Then in step 13 we identify most similar centroids, refer to as neighbours of active user. After that prediction is made for the target item and Top-N items [24] can be presented to user as recommendations.
Experimental Setup
Datasets
For these experiments, our dataset is made up of data captured from film, book and music recommendation websites, which are commonly used in the field of recommender systems. As they are some of largest datasets and are used frequently in literature to test recommendation algorithms, they facilitate us to measure the scalability of our algorithm as well as to benchmark our algorithm with some of the state of art algorithms. In this paper, we used MovieLens (100K and 1M ratings), FilmTrust, BookCrossing and LastFM dataset. 
Set the cluster g j , for each j ∈ 1, ..., k, to be the set of users in U that are closer to c j than they are to c l for all l = j.
6:
Set c j , for each j ∈ 1, ..., k, to be the centre of mass of all users in g j , i.e. c j = 1 |g j | u∈gj u .
7:
until (C no longer changes) OR (t = itr)
9:
return (G, C) 10: end procedure 11: procedure Recommend(D test )
12:
Use Pearson correlation to find the similarity between an active user and k other centroids using the 13: Find the neighbours of the active user, i.e. l (l ≤ k) most similar centroids, called 14: Make prediction on target item using the weighted average of the ratings provided by neighbours 15: end procedure
• MovieLens 100K Ratings (SML): GroupLens [32] currently provide three movie-rating datasets. We have utilized one of those datasets (denoted by SML in this thesis) with 100 000 ratings provided by 943 users for 1682 movies. Movies are rated on an integer scale of 1 (bad) to 5 (excellent). This matrix has sparsity of 93.7% -calculated as 1 − non zero entries all possible entries which means that 6.3% of total user-item pairs have been rated. Figure1(a) shows the rating distribution of the SML dataset.
• MovieLens 1M Ratings (ML): We have used another dataset (denoted by ML in this work) provided by GroupLens [32] , which contains 6 040 users, 3 900 movies, and 1 000 000 ratings. Movies are rated on an integer scale of 1 (bad) to 5 (excellent). We observe that in the MovieLens dataset, the rating distribution is skewed towards rating of 4. Figure1(d) shows the rating distribution of the ML dataset.
• FilmTrust (FT): This is not a pre-packaged dataset, we crawled FilmTrust website and created this dataset Its sparsity is 98.8%. Figure 1(b) shows the rating distribution of the FilmTrust dataset. This dataset is very sparse and imbalanced-one user might have rated one item and other might have rated dozens of items (and same is true for items as well)-and it well represents the cold-start scenarios (where we have number of new users and items in the system) [25] .
• Book-Crossing (BC): Book-Crossing dataset was crawled by Cai-Nicolas Ziegler [69] in August/September 2004 from the Book-Crossing community. It contains 1 149 780 ratings (explicit / implicit) provided by 278 858 users about 271 379 books referring to distinct ISBNs, while invalid ISBNs were discarded from the dataset. Ratings are provided on a scale from 1 (bad) to 10 (excellent). We performed condensation of dataset to overcome the extreme sparsity problem and to generate meaningful results. For that we filtered the users and books with less than 25 overall mentions. Resulting dataset contains 200 093 ratings provided by 5 892 users about 5 610 books. Figure 1(c) shows the rating distribution of the Book-Crossing dataset.
• LastFM (FM): This dataset contains music artist listening information taken from Last.fm online music system [12] . 
Metrics
Mean Absolute Error (MAE) has been extensively used in many research projects, such as [9, 19, 22, 23, 51, 52, 53, 64] . It computes the average absolute deviation between predicted rating provided by a recommender system and a true rating assigned by the user. It is computed as:
Where |D test | is the total numbers of ratings provided by the test set, p i is predicted rating provided by recommender system and a i is the actual rating assigned by user to item i. Recommender systems intend to reduce MAE score by minimizing the difference between predicted and actual rating of an item.
Moreover, we used coverage, which describes the number of user-item pairs that a recommendation algorithm can make prediction for. Some authors denote this metric by prediction coverage [27] . The coverage metrics has been used in [20, 22, 25] . There are a number of metrics that are more specifically designed to measure how well a recommender classifies good quality (relevant) items. These include the ROC-sensitivity and F1 measure and have been used in projects, such as [22, 25, 52, 53] . The details of using coverage, ROC, and F1 metrics for recommender system settings can be found in our previous work [25] .
Evaluation methodology
In this work, we have randomly divided the dataset into training and testing set by performing 5-fold cross validation and reported average results. Specifically, for each user, 80% randomly divided movies (rated by them) are chosen as training set and the rest (20%) as the test set. The training set is further divided into training (80%) and validation set (20%) to train the parameters.
Results and Discussion
In this section, we present the performance comparison of aforementioned approaches for different centroid selection approaches in terms of MAE in recommendation, cluster quality, cluster convergence, cluster building time, and recommendation coverage. We benchmark the results with conventional k-means algorithm (i.e. Algorithm 1).
Performance comparison in terms of recommendation MAE
To compare the performance of different centroid selection approaches, in term of recommendation we measure MAE, ROC-Sensitivity, Precision, Recall, and F1 for all the aforementioned algorithms. For instance, we present the results computed under optimal parameters for MAE, in Table 2 .
The results-over SML dataset in Figure 2( Figure 2 (c) show that most of centroids selection algorithm generate results better than k-means but Algorithm 16 (i.e. KM eansP oisson) performs the best. We can also find out that Algorithm 12 (i.e. KmeansP lus P robP ower ) performs the best over ML dataset as shown in Figure 2(d) . Moreover, the results of Algorithm 4 (i.e. KM eansDensity) are comparable to the best approaches for this dataset. Figure 2 (e) presents that Algorithm 20 (i.e. KM eansLog) gives outstanding result for FM dataset. The results of Algorithm 4 (i.e. KM eansDensity) are comparable to the best approach for this dataset.
Performance comparison in terms of cluster quality
We proposed various centroid selection approaches in this work, with the statement that cluster quality (that is total within-cluster similarity between each cluster centroid and users) is dependent upon initial centroid selection. To prove our statement, we present results of different centroid selection approaches at varying number of iterations. For each user u ∈ U in the training set, the total within-cluster similarity is measured as follows:
Where c j denotes the centroid of the cluster g j , while U gj are the number of users in the corresponding cluster g j and G denotes the total number of clusters. Table 3 depict the total within-cluster similarity between each user and the cluster it belongs to, for SML dataset. We observe that within-cluster similarity of Algorithm 10 (KM eansSortedDistance) is better than all of rest for the SML dataset. While for FT dataset withincluster similarity of Algorithm 3 (KM eansP lusP lus) is highest while that of Algorithm 4 (KmeansDensity) is nearly the same, as shown in Table 4 . Results of BC and ML-1M datasets in Table 5 and 6 shows that Algorithm 13 (KM eansP lus LogP ower ) results in highest within-cluster similarity for both datasets. While Table 4 : Inspecting the with-in cluster similarity (TotalSim) over the test set for FT dataset, at the optimal number of clusters. The PCCDV distance measure has been used to find similarity between a user and a centroid. The best results are shown in bold font. Table 6 : Inspecting the with-in cluster similarity (TotalSim) over the test set for ML dataset, at the optimal number of clusters. The PCCwithoutDefault distance measure has been used to find similarity between a user and a centroid. The best results are shown in bold font. 12 (KM eansP lus P robP ower ) shows highest within-cluster similarity for LastFM dataset shown in Table 7 .
Centroid Selection
Performance comparison in terms of cluster convergence
We claimed that initial centroid selection affects the convergence rate of the clusters and consequently recommendation process as well. To prove our statement we present the convergence rate (the difference between with-in cluster similarity become negligible with increasing number of iterations) of clusters in Table 3 , 4, 5, 6, and 7 for SML, FT, BC, ML and FM datasets respectively.
We observe for SML and FT datasets, Algorithm 5 KM eansV ariance and Algorithm 10 KM eansSortedDistance provide speedy convergence as compared to all other approaches as shown graphically in Figure 3 and 4. While for BC, ML and FT datasets Algorithm 13 (KM eansP lus LogP ower ) and Algorithm 12 (KM eansP lus P robP ower show speedy covergence as shown in Figure 5 , 6, and 7.
Performance comparison in terms of cluster building time
We proposed some centroid selection algorithms for the situation where we dont have enough training time. Figure B .11 presents the comparison of different centroid selection approaches, in term of time to build the clusters, and shows that centroid selection approaches using data distribution technique takes the minimum time for cluster building.
Performance comparison in terms of recommendation coverage
Beyond accuracy measures we have also compared the performance of different centroid selection approaches for a non-accuracy measure that is coverage. To increase the recommendation coverage we have proposed Algorithm 12 (i.e. KM eansP lus P robP ower ) and Algorithm 13 (i.e KM eansP lus LogP ower ) . Results in Figure B .12 shows that both of aforementioned algorithms outperform all of the rest algorithms for all five datasets.
Performance comparison under cold start problems
New user cold-start
We performed experiments to investigate the performance of centroid selection approaches under new user cold-start scenario. For that we randomly selected 100 users, and proceeded the experiment by keeping their number of ratings in the training set to 2, 10, and 20. The results are displayed in Table 10 and Table 11 , and the corresponding MAE is represented by MAE 2, MAE 10, and MAE 20. The results over all 5 datasets show that the traditional approach is highly affected by these scenarios. The proposed approaches improve the performance and provide better recommendation. For comparison purpose, some best approaches along with conventional k-means are shown in Table 10 and Table 11 .
New item cold start
We performed experiments to investigate the performance of centroid selection approaches under new item cold-start scenario. For that we randomly selected 100 items, and proceeded the experiment by keeping their number of ratings in the training set to 2, 10, and 20. The results are displayed in Table 12 and Table 13 , and the corresponding MAE is represented by MAE 2, MAE 10, and MAE 20. Table 12 and Table 13 show that the performance of the conventional k-means suffer under these scenarios, for all 5 datasets. The proposed approaches improve the performance and provide better recommendation. For comparison purpose, some best approaches along with conventional k-means are shown in Table 12 and Table 13 .
Performance comparison under long tail problems
We produced artificial tail by randomly selecting 20% of items in the tail, for testing the performance of centroid selection approaches under long tail scenario. We kept the ratings in the tail to 2, 10, and 20 and the corresponding MAE-represented by MAE 2, MAE 10, and MAE 20-is shown in Table 14 and Table 15 . It is observed that performance under long tail scenario is the same as in new item cold-start condition.
Interpretation with traditional k-means
The rationale behind proposing various algorithms is to provide better recommendations under different conditions (different datasets, matrices, training time, etc). On experimentation over SML, ML, and FT dataset, we found that many of our proposed approaches outperform traditional k-means in terms of MAE, while Algorithm 13 (i.e. KM eansP lus LogP ower ) and Algorithm 12 (i.e. KmeansP lus P robP ower ) perform the best. For BC and FM datasets we observe that most of centroid selection approaches perform better than KM eans but approaches based on data distribution performs better than all others. Meanwhile Algorithm 4 (KM eansDensity) gives comparable result not only for ML dataset but also for FM dataset.
The % decrease in MAE (for the best identified algorithm) over the baseline approach (Algorithm 1) is found to be (1) 0.94% in the case of Algorithm 13 with p < 0.1 (p-value in the case of pair-t test) for the SML dataset; (2) 2.14% in the case of Algorithm 13 with p < 0.01 (p-value in the case of pair-t test) for the FT dataset; (3) 1.21% in the case of Algorithm 16 with p < 0.05 (p-value in the case of pair-t test) for the BC dataset; (4)1.27% in the case of Algorithm 12 with p < 0.05 (p-value in the case of pair-t test) for the ML dataset; and (4) 10.63% in the case of Algorithm 20 with p < 0.0001 (p-value in the case of pair-t test) for the FM dataset. These values show that the results are statistically significant (using p < 0.05 as cut-off point), especially for FM, FT, and ML datasets.
In our work various centroid selection approaches significantly improves cluster quality as shown in Figure 3 , 4, 5, 6, and 7. We also observe that the recommendation coverage of Algorithm 12 (KM eansP lus P robP ower ) and Algorithm 13 (KM eansP lus LogP ower ) is better than all others, for all five datasets as shown in Figure B .12. Figure B .11 shows that different centroid selection approaches based on data distributions provide significant improvements in term of cluster time complexity, so we can use these approaches where we have less time to train our dataset. Based on the experimental results, we can highlight the following key points: (1) The investigated seed selections approaches exhibit much superior accuracy and performance compared to traditional seed selection approachrandom selection. However, the results of various seed selection methods are dataset dependent and no approach is a panacea. Depending on the dataset properties (e.g. distribution, sparsity, etc.) one approach might give very good results-in terms of MAE and coverage-for one approach and give average results for other; (2) KM eansP lus P robP ower and KM eansP lus LogP ower gave consistently better results than other approaches. The reason is these approaches take the concept of leaders and followers and in addition combine this concept with KMeans++'s concept; (3) For relatively smaller and very sparse and imbalanced datasets (sparsity > 99%), combining the concepts of power users and KMeans++ gives better performance. The reason is the same as discussed in 3.1 (that most users tend to follow leader's opinions in online communities) ; (4) The approaches based on data distribution can lead to significant saving in time and gives much better results for larger datasets (e.g. BC dataset), (5) For binary class datasets (e.g. FM dataset), the approaches based on data distribution and density gives better results; (6) Different seed selection approaches can be selected depending different priorities and circumstances and-accuracy requirement, coverage requirement, and time and frequency of running the off-line computation.
Centroid Selection in Fuzzy C-means Clustering
(FCM) Hard clustering such as k-means assigns each user to only one cluster though in reality user may have diverse opinions; FCM is used in literature based on same consideration. FCM algorithm behaves in the same fashion as k-means because basically it is similar in structure to k-means algorithm. The additional feature in FCM is that it allows user to be part of multiple clusters based on their interest.Therefore, this approach can produce better results but just multiple assignment is not enough to make better recommendations for all type of datasets. As cluster quality in FCM clustering also depends on initial centroid selection, randomly chosen centroids mostly end up with inaccurate results. One of the major drawback of FCM is that it produces inaccurate recommendation especially in large datasets [62] , because the randomly chosen initial centroids are not well separated and irrelevant data elements can be assigned to clusters which may overwhelm the rating prediction.
We applied the proposed centroid selection approaches on FCM and calculated the results by keeping rest of the algorithm intact, and compared the results with traditional FCM. Table 8 shows that traditional FCM algorithm shows almost the same results as k-means over small dataset like FM. But its MAE keeps on increasing with increase in the size of dataset. Our proposed approaches improves the performance of FCM in terms of accuracy and coverage as given in Table 8 . The reason is that better initial centroid selection improves the quality of clusters which ultimately provide better recommendation. As we know that FCM assigns a data element to multiple clusters hence its coverage is better than traditional k-means, and proposed solution improves it even more, as given in Table 8 .
Centroid Selection in Expectation-maximization (EM)
We applied the proposed centroid selection approaches on EM and calculated the results by keeping rest of the algorithm intact, and compared the results of proposed solution with conventional EM. Table 9 shows the results of EM algorithm along with all proposed centroid selection approaches implemented on EM. Table 9 shows that proposed approaches improves the result of traditional EM and provides almost the same results as FCM presented in Table 8 . The reason is that initial parameter is selected effectively with proposed centroid selection appraches which consequently improves the quality of clusters and provide better recommendation.
Conclusion and Future Work
The main claim of this work is that centroids of kmeans clustering algorithms, if effectively selected prior to partition the recommender system dataset into different clusters, can provide potential benefits ranging from cost saving to performance enhancement. This work, presents a comparative study of the centroid selection approaches in k-means-based recommender system and their subsequent impact upon the accuracy and cost has been investigated. A second analysis of centroid selection approaches is performed over Fuzzy C-means and Expectation-maximization algorithm, to investigate the performance of proposed solution on related clustering algorithm. The empirical study has shown that rather than using the traditional approach to select the centroids in centroid model-based (k-mean/FCM/EM) recommender; which have heavily been used in the literature, robust and advanced approaches can give considerable performance benefits.
A limitation of k-means algorithm is that it highly depends on k number of clusters and k must be predefined. Developing some statistical methods to compute the value of k, depending on the data distribution, is suggested for future research. An alternative approach for seed selection is to exploit more than one user as the initial centroid, which might accelerate the convergence rate of the k-means clustering algorithm.
Appendix A. Learning the Optimal System Parameters Appendix A.1. Optimal number of clusters We changed the number of clusters from 1 to 200 for tuning optimal number of clusters for k-means clustering of SML and FT datasets, and measured the corresponding MAE. Figure 8 (a) depicts that for SML dataset, the MAE keeps on decreasing with an increase in number of clusters, however after 130 clusters, this behavior is not significant. Similarly when tuned on FT dataset, the MAE shows minimum value at 130 and 190 clusters as displayed in Figure 8(a) . We choose 130 clusters to be optimal for both the datasets to be used for subsequent analysis. Meanwhile to find the optimal number of clusters for k-means clustering, to be used for BC and ML datasets, we iterate from 100 to 400 clusters and measures the corresponding MAE. The MAE shows best results at 150 clusters but after that it keep on increasing with an increase in number of clusters for both the datasets, as shown in Figure 8 (a). For this reason we choose 150 clusters, as optimal value for BC and ML datasets. While tuning optimal number of clusters for FM dataset, we started from 20 clusters and found that MAE keep on decreasing till 80 clusters but after that it increasing. So, we choose 80 clusters to be optimal for FM dataset, as shown in Figure 8 (a).
Appendix A.2. Optimal number of neighbours for the CCF To find the optimal number of neighbours to be used in CCF algorithms, for SML, FT and FM datasets, we iterate from 10 to 100 neighbours and measured the corresponding MAE. The MAE decreases significantly till 60 neighbours when tuned on FT dataset set, as shown in Figure 8(b) . While in the case of SML dataset, the MAE shows best result at 30 neighbours but after that keeps increasing with increase in number of neighbours and for FM dataset MAE keeps decreasing till 50, but shows no variation afterwards, as shown in Figure 8 (b). So we choose 60 neighbours for SML, 30 for FT, and 50 for FM dataset as optimal values to be used for subsequent analysis. Also we changed the number of neighbours from 10 to 160 for tuning optimal number of neighbours for k-means clustering of BC and ML dataset, and measured the corresponding MAE. Figure 8(b) depicts that the MAE keep on decreasing with an increase in number of neighbours till 100 neighbours, but after that it increases -for both the dataset. For this reason we choose 100 neighbours, as optimal neighbourhood size for BC and ML datasets.
Appendix A.3. Optimal number of iterations
To find optimal number of iterations for k-means clustering, we change the iterations from 1 to 8 (keeping other parameters fixed). Figure 8(c) shows the variations in MAE when tuned on SML dataset. Though at iteration = 6, the MAE shows minimum value but we observe that after 4 iterations, decrease in MAE is insignificant. Therefore we choose optimal number of iterations to be 4, to keep a good balance between performance and computational requirements. For FT dataset we observe that MAE shows significant improvement at iteration = 2, after that MAE keep on increasing with an increase in number of iterations. So we choose optimal number of iterations to be 2 for FT dataset. Similarly when tuned on BC, ML and FM datasets, the MAE decreases significantly till 5 iterations and shows minimum value at 5 iterations as shown in Figure 8(c) . For this reason we choose 5 iterations, as optimal value for BC, ML, and FM datasets.
Appendix B. Result of Experiments on different Centroid Selection Approaches
Figures in this section show results of different centroid selection approaches over optimal parameter tuned for this work. Brief summary of the results is given in figure description. 
