We study a single cluster of Lennard-Jones atoms using a novel and physically transparent Monte Carlo simulation technique. We compute the canonical ensemble averages of the grand canonical growth and decay probabilities of the cluster, and identify the critical cluster, the size for which the growth and decay probabilities are equal. The size and internal energy of the critical cluster, for different values of the temperature and chemical potential, are used together with the nucleation theorems to predict the behavior of the nucleation rate as a function of these parameters. Our results agree with those found in the literature, and roughly correspond to the predictions of classical theory. In contrast to most other simulation studies, we are able to concentrate on the properties of the clusters which are most important to the process of nucleation, namely those around the critical size. This makes our simulations computationally more efficient.
I. INTRODUCTION
A vapor can be described as a collection of free molecules and quasibound molecular clusters which are gaining and losing molecules at various rates. Small clusters are more likely to decay than grow, and this makes it possible to understand how a supersaturated vapor, one that is thermodynamically metastable with respect to a condensed phase, can be maintained in existence. The phase transformation is impeded since it must proceed through the formation of these relatively unstable small molecular clusters. However, the ratio of growth to decay probability, per unit time, increases with cluster size. Viewing the clusters as tiny versions of continuum droplets in thermal equilibrium, the size dependence of the growth and decay probabilities is easily understood. There is competition between the free energy cost of creating the droplet-vapor interface, and the bulk reduction in free energy afforded by the phase transformation. For the so-called critical size, the probabilities of growth and decay are equal. Since growth and decay are stochastic, an individual cluster can reach the critical size through improbable sequences of molecular acquisitions. The formation of critical clusters is key to the phenomenon of nucleation, where droplets appear from a supersaturated vapor. This common but inadequately understood phenomenon has been a subject of numerous theoretical studies, aimed at interpreting the growing body of experimental data.
The underlying problem in simulating the dynamics of nucleation is that the events leading to cluster growth in a supersaturated vapor are very rare. It is therefore rather difficult to gather enough statistics by observing the spontaneous creation of critical clusters in a computer simulation of a sample of vapor. With computers becoming more and more capable all the time some simulations of this type have been done: a recent example is the work of Yasuoka and Matsumoto. 1 They study a system consisting of molecules of nucleating vapor under a rather large supersaturation together with carrier gas molecules in a molecular dynamics simulation. The nucleation rate is obtained directly by counting the number of clusters of different sizes formed in the course of the simulation.
But most efforts have been focused on the properties of single clusters in specified environments. The information gathered is then used within a description of the dynamics of cluster populations to predict the nucleation rate. In such a theory, the critical cluster lies at the peak of a curve of work of formation plotted against cluster size.
2-4 The rate of nucleation is related to the work of formation of a critical cluster. This is the difference between the free energy of the cluster, and the free energy of the same set of molecules if they were part of a homogeneous vapor phase. This in turn is related to the excess cluster free energy: the difference between the free energy of the cluster, and the free energy its molecules would contribute if they were part of a bulk condensed phase. 4 Several techniques to study the properties of individual clusters, with the aim of identifying the critical cluster size and free energy, have been described in the literature ͑see e.g., Refs. 5-7͒. An early and influential attempt to calculate the work of formation of a cluster from molecular simulations was reported by Lee, Barker, and Abraham. 8 Starting from a high temperature quasiideal gas of molecules, for which the free energy is known, a cluster could be formed by sequences of cooling and compression, in the process monitoring the change in free energy. 9, 10 Using a good initial estimate of the critical size, one needs in principle to consider only a few cluster sizes to identify the maximum of the cluster work of formation curve. The main drawback with this procedure is that the reference ideal gas state is far removed from the desired conditions.
In the recent literature free energy difference calculations have become more popular. Schemes have been devela͒ On leave of absence from Department of Physics, P.O. Box 9, 00014 University of Helsinki, Finland. oped which, in effect, evaluate the free energy difference between clusters differing in size by one molecule. [11] [12] [13] [14] Calculations of this type allow a cluster to be constructed by adding one molecule to the cluster at a time. By monitoring the change in free energy upon each addition, a free energy profile from the monomer up to the critical size can be obtained. An example of this technique, working directly with the free energies, is the Bennett method. 11, 15 The free energy difference between clusters containing N and Nϩ1 molecules is determined by calculating ensemble averages of an energy-dependent Fermi function for a system where all N ϩ1 particles are interacting fully with each other, and for a system where the interaction of the (Nϩ1)th particle is almost turned off.
Another route to the free energy is to find the constrained size distribution of clusters using umbrella sampling. Recent examples of this kind have been presented by Kusaka et al. 13 and ten Wolde et al.
12
.
Kusaka et al. work in a grand canonical ensemble, restricting the number of molecules to a narrow interval between N l and N u , and comparing the frequencies of occurrence of N molecules in the system. This gives the probability for an N-cluster to exist at a specified temperature and chemical potential, which in turn gives the cluster work of formation.
ten Wolde et al. 12 perform constant NPT simulations, and bias the sampling by adding a fictitious potential, which depends on cluster size, to the true intermolecular potential. This allows them to enhance significantly the formation of clusters within a certain size range. The effect of the additional potential is canceled when interpreting the results. The simulation yields the size distribution of the clusters, which is again closely related to the cluster free energy as a function of size. Thermodynamic integration methods are used to extend the results at one vapor pressure to other pressures.
In all these methods the critical size is identified as the size where the work of formation has its maximum. The critical work of formation can be used to evaluate the nucleation rate. If the external parameters are changed, then a repeated calculation, or alternatively thermodynamic integration, 12 is necessary to obtain a new free energy profile, a new critical size, and a critical work of formation.
The approaches where the full free energy profile is obtained by simulations are illustrated by the upper loop of the flow diagram shown in Fig. 1 . The main effort required is the M cluster comparisons needed to establish the profile of free energy against size, where M is of the order of the critical size.
Our major aim in this article is to demonstrate how rates of nucleation of droplets from a supersaturated vapor can be calculated more efficiently from atomistic simulations, making use of two recently derived theoretical results known as the nucleation theorems. 16, 17 The nucleation theorems have been used to extract information about critical clusters from experimental data. 4, 17 These theorems state that if we know the size and the internal energy of the critical cluster we know how the nucleation rate changes with temperature and supersaturation. The size and energy of the critical cluster can be obtained by studying a narrow size region, with only m comparisons between clusters around the expected critical size. The study of the whole size spectrum from monomers upwards is avoided, since we do not need the free energy of the critical cluster. The drawback is that we need a reference rate at one temperature and supersaturation to predict the values of nucleation rates. The reference rate can be obtained with one full free energy profile study. The procedure is illustrated in the lower loop of the flow diagram in Fig. 1 . The expensive part of the calculation in the lower loop involves m repetitions, where m is smaller than M.
We have developed a novel Monte Carlo simulation technique to obtain the critical cluster information. Having tested the method for the case of new phase nucleation in the Ising model of interacting spins, 18 we have gone on to calculate the averaged growth and decay probabilities for clusters of Lennard-Jones atoms in a grand canonical ensemble. To enhance statistics, we actually obtain the averages of grand canonical growth and decay probabilities within a canonical scheme. The method bears some similarity to the schemes that calculate free energy differences as described above. We identify the critical cluster as the size for which the growth and decay probabilities are equal, and then exploit the nucleation theorems to determine the variation in nucleation rate as the conditions are changed. We take the necessary reference nucleation rates from the literature.
The free energy differences are associated with the probabilities of gain or loss of a molecule from the cluster when the cluster population approximates to thermal equilibrium. Our simulation method could be used to generate full free energy profiles, and the other simulation methods could be used to obtain the critical size without constructing the whole free energy profile. The idea behind the approaches where thermodynamic integration is used to obtain free energy profiles in other conditions, when the profile is known in one reference state, is very similar to the usage of nucleation theorems. The computational cost of these methods also corresponds to that of the lower loop.
The theory underlying our simulation scheme is described in the next section, and further computational details are discussed in Sec. III. The models for the equilibrium properties of Lennard-Jones fluid which we use when comparing our results with those given by the classical nucle-FIG. 1. Flow diagram for methods for calculating nucleation rates. Some recent schemes follow the upper loop, while our new approach is illustrated by the lower loop. M is greater than m, since in the lower loop we need to study only a narrow range of sizes, whereas in the upper loop the full size spectrum from monomers up to critical size has to be studied. The lower loop does not yield the nucleation rate, only its temperature and supersaturation derivatives: a reference rate J 0 (T 0 ,S 0 ) has to be obtained by one circuit around the upper loop, for example. ation theory are reviewed in Sec. IV, and then the nucleation theorems are described and developed in Sec. V. The critical cluster information and the nucleation rates obtained by exploiting nucleation theorems are presented in Sec. VI. Finally, we give our conclusions in Sec. VII.
II. THEORETICAL BACKGROUND TO THE SIMULATION TECHNIQUE
If the Becker-Döring 2 rate equations for cluster population dynamics are applied to the subsaturated vapor in thermal equilibrium, the ratio of growth and decay probabilities, per unit time, of a cluster of N molecules can be related to the differences in grand potential between clusters of sizes Nϩ1, N, and NϪ1. Thus, observing the growth and decay of clusters under a grand canonical scheme would give us information about the relative stability of clusters of different sizes. By scaling up the cluster growth rates to represent a supersaturated vapor, we obtain a set of rate equations which describe nucleation, and which allow us to identify the critical size.
In the classical treatment the grand canonical partition function of a system of N indistinguishable particles in a volume V reads 19, 20 ⌶ϭ ͚
where r i is the position of particle i and U N (͕r i ͖) is the interaction energy of the N-particle system, which depends on the configuration ͕r i ͖. The brackets represent the set of N particle positions. Activity is defined as Zϭexp͓/(kT)͔, T is the temperature, k is the Boltzmann constant, is the chemical potential, ␥ϭ1/⌳ 3 , and ⌳ϭͱh 2 /(2mkT) is the thermal de Broglie wavelength of the particles. Here m is the mass of the particle and h is Planck's constant.
To be able to compare the probabilities of occurrence in the ensemble of states with different numbers of particles, we introduce N max as an upper limit for the number of particles in the system. Now the partition function can be written as
This form is obtained by inserting N max ϪN distinguishable noninteracting particles into the system. The factor V N max ϪN in the denominator cancels the extra N max ϪN integrals over the spatial coordinates of a noninteracting particle. For a simulation to be realistic N max has to be large to make the noninteracting particles fill the space densely. The transformation from Eq. ͑1͒ to ͑2͒ is necessary to give two systems with different number of particles a common measure: in Eq. ͑2͒ each term in the sum contains the same number of integrations, and the integrands are therefore directly related to the statistical weight of the configuration. The probability for the system to be in a state with N particles having coordinates ͕r i ͖, and N max ϪN noninteracting particles at arbitrary positions, can then be identified as
͑3͒
In the algorithm for grand canonical simulation presented by Yao et al., 21 a simulation step consists of randomly choosing to try either a creation, annihilation, or movement of a particle, which is then accepted with the following probabilities. 19, 21 We regard the act of creation to be the transformation of a noninteracting particle into a fully interacting one. The probability that one particle is created at position r k is given by min͓1,C(N,͕r i ͖ r k )͔, where
͑4͒
and the probability that a particle at position r j annihilates is min͓1,A(N,͕r i ͖r j )͔, where A(N,͕r i ͖r j ) is given by
͑5͒
The probability that a particle at position r j moves to position r j
͑6͒
In order to produce a series of configurations representative of the grand canonical ensemble, the relative probabilities of attempted creation, ␣ C , and destruction, ␣ D , have to be equal, but the relative probability of an attempted move ␣ M can be chosen independently. The most common choice is to set all these probabilities equal, 22 so
It is worth mentioning that the approach of Rowley et al. 23 is equivalent to the one presented here: their fictitious particles correspond to our N max ϪN creation sites. The difference in their formulas is due to the fact that instead of our three types of steps ͑move, annihilation, and creation͒ their grand canonical algorithm consists of two types of step: an attempted move, or an attempted change of type of a ran-domly picked particle. In the latter case, if a real particle is picked annihilation is attempted, and if a fictitious particle is picked creation is attempted.
We introduce a cluster definition ͑defined in detail in the next section͒ and study a single cluster, i.e., configurations that violate the single cluster condition are not permitted. Thus, the actual probability for a move to be accepted is ␦ clu min͓1,M (N,͕r i ,r j →r j Ј͖)͔, where ␦ clu ϭ1 if the cluster condition is satisfied in the new configuration, and 0 otherwise. In the same way, the creation and annihilation probabilities are subject to the cluster condition. We could let the cluster evolve according to the grand canonical scheme, changing its shape and size ͑number of component particles͒ freely, and register the growth and decay events as a function of the cluster size to obtain the desired growth and decay probabilities. However, in this scheme the size of the cluster varies uncontrollably, and it is hard to gather the required statistics near the critical size, which by its very nature is visited infrequently.
We follow the ideas of our earlier work with the Ising model, 18 and study a single cluster of a particular size, changing its configuration according to the canonical scheme. We evaluate the canonical ensemble averages of the grand canonical growth and decay probabilities per Monte Carlo step, and also the ensemble average of the interaction energy of the cluster. In this way we get exactly the same information about growth and decay as we would get from true grand canonical simulations, but are able to study a specified cluster size to a desired accuracy.
The probability that annihilation is attempted within a Monte Carlo step is ␣ D , and since the target particle is chosen at random from the real particles available, the probability of picking a particle at position r j is 1/N. For configuration ͕r i ͖ the decay rate, that is the total probability for a particle to annihilate in a Monte Carlo step, is given by
where ␦ clu sets the probability to zero if the annihilation would result in splitting the cluster.
To evaluate the growth rate we take Eq. ͑2͒ to mean that there are N max ϪN possible creation sites at random positions within the system. The probability of attempted creation is ␣ C ϭ␣ D , and that of trying the creation at position r k is 1/(N max ϪN). The total creation rate is the sum of the probabilities to create a particle at any of the N max ϪN positions.
Thus, the creation rate for a configuration ͕r i ͖ reads
where ␦ clu is zero if the particle created would not be part of the cluster according to the cluster definition. The growth rate is essentially the average of growth probabilities over N max ϪN sites, and it is independent of N max if N max is large enough to provide sufficient sampling. Both growth and decay rate depend on the volume of the system V in a complex way due to the minimum function employed, but their ratio is independent of V. This can be seen, for example, in the limit V→ϱ. In this limit the following inequalities always hold: We evaluate the ensemble averages Dϵ͗D͘ can and G ϵ͗G͘ can for different sizes, and identify the critical size as the size for which these averages are equal. Then we obtain an accurate ensemble average for the energy ͗E͘ of this single size.
III. COMPUTATIONAL DETAILS AND TEST CALCULATIONS
We define a cluster as a connected network of neighbors, and two particles are considered neighbors if they are less than r neigh apart. This definition has been introduced by Stillinger. 5 The value r neigh ϭ1.5 was chosen as it corresponds to the first minimum of the radial distribution function of a liquid. 12 is the length scale of the Lennard-Jones potential. We compare our results with those of ten Wolde et al. 12 but unfortunately we cannot use exactly the same cluster definition as they do: in addition to requiring the cluster to be a network of neighbors, they demand that each particle in the cluster should have five neighbors to be liquidlike. In their simulation they include explicitly the vapor molecules surrounding the cluster, and these provide the necessary neighbors for the surface particles in the cluster. In our case there are no explicit vapor molecules around the cluster; thus requiring five neighbors makes the clusters extremely compact. Trial simulations showed that this would dramatically increase the critical size.
The entire system is taken to be a sphere with radius R, which is related to volume V of the system appearing in Eqs. ͑2͒, ͑5͒ by Vϭ4R 3 /3. Around the origin we set up a cluster of the size studied, which satisfies the cluster definition. Due to the cluster definition, creation can be successful only at sites which are within the distance r neigh of some existing particle. This is used to reduce the computing time: we keep track of the particle that is furthest from the origin and try creation only in the origin-centered sphere with radius RЈ ϭr furthest ϩr neigh . Outside this sphere creation can never be successful. In Eq. ͑8͒ the N max ϪN attempted creation sites cover the whole volume V with a fixed density, but (N max ϪN)͓1Ϫ(RЈ/R) 3 ͔ terms of the sum are automatically zero. The radius R can be taken as very large to avoid the cluster ever being close to the boundaries of the system: the actual volume of the system enters the simulation only through Eqs. ͑4͒ and ͑5͒, and the calculation of N max for Eq. ͑8͒ from the fixed density N max /V. When changing the configuration, we attempt, on average, one canonical move for every particle. Every tenth configuration, the origin is moved to the new center-of-mass.
We study a sufficient number of configurations to obtain accurate ensemble averages. The accuracy is monitored by comparing the averages over equal subblocks of the chain of configurations. We can study widely separated sizes with modest accuracy to locate the interesting size region, and perform more accurate simulations around the expected critical size.
The particles forming the cluster are simple LennardJones atoms interacting through the potential
͑9͒
where ⑀ and are the well depth and the length scale of the potential, respectively, and where r i j is the separation between atoms labeled i and j.
We performed two sets of simulations: one to get the critical size as a function of chemical potential difference between vapor and liquid, ⌬/(kT) ͑defined in detail in the beginning of Sec. IV͒, at a constant temperature, and the other to get the critical size as a function of temperature with constant ⌬/(kT). The first set was performed with the following truncated and shifted potential: UЈ(r i j )ϭU(r i j ) ϪU(r cutoff ) when rϽr cutoff and UЈ(r i j )ϭ0 when rϾr cutoff . The cutoff radius was r cutoff ϭ2.5, and no long-range corrections were used. The second set of simulations was performed with the full potential ͑9͒. The reason for using two versions of the potential is that we wanted to compare our results to those of ten Wolde et al., 12 which are obtained at kT/⑀ϭ0.741 with the truncated and shifted potential, while the literature studies used for comparison at other temperatures refer to the full potential.
The parameters entering the simulation are the temperature T, and reduced activity ZЈ defined as
First we studied clusters consisting of one or two atoms only. For these sizes the growth and decay probabilities ͑the latter makes sense for the two-cluster only, and even then the cluster requirement of one neighbor has to be relaxed͒ can be evaluated exactly. The ensemble average of the growth rate for a ''cluster'' consisting of a single atom is given by
͑11͒
where U(r) is the interaction energy between the existing atom at the origin and the created atom at distance r from it. From Eq. ͑7͒, the average decay rate for a dimer is
and the average energy for the dimer is
where U(r) is the interaction energy of two atoms which are separated by distance r; the normalization factor is Q ϭ͐ 0 r neigh exp͓ϪU(r)/(kT)͔4r 2 dr, and exp͓ϪU(r)/(kT)͔ is the Boltzmann factor associated with a dimer configuration characterized by an atomic separation r.
Finally, the average growth rate for the dimer is
͑14͒
where the integration limits for x and y arise from the nature of the creation volume V C which consists of two partially overlapping spheres, and depend on the separation of the two atoms in the dimer denoted by r. U 3 (r,x,y) is the interaction energy of three atoms, the first one of which is situated in the origin, the second one at Cartesian coordinates (r,0,0) and the third one at (x,y,0). Table I shows the examples of these test calculations with kT/⑀ϭ0.741, ZЈϭ0.02, and Rϭ5, for the truncated and shifted potential. The simulation results agree well with the ones obtained by evaluation of the integrals in Eqs. ͑11͒ to ͑14͒ using MATHEMATICA. 24 Moreover, in doing this we have gained information about how many configurations have to be studied and what the value of N max should be to get enough statistics. We found that the density of the attempted creation sites (N max /V) has to be of the order of 100 times the density of the liquid at the prevailing temperature. The number of configurations needed for accurate results naturally increases with the size of the cluster.
Our simulations were performed on a Compaq Alpha Server GS140 with a 525 MHz processor. N max /Vϭ100 was used in all simulations, and the number of configurations per size was generally 10 000, although larger values of up to 100 000 were used occasionally for improved accuracy. To give a picture of the time required for the simulations, Table  II shows times required for example simulations. It is seen that while the time required increases fairly linearly with N max /V and number of configurations, it grows nonlinearly when the size of the cluster increases. The times do not change significantly if we use the full potential instead of the truncated one. The radius of the box (R) does not affect the times either. The simulations for the largest size we studied, Nϭ75, took about 10 h CPU time with 10 000 configurations.
IV. PHYSICO-CHEMICAL DATA AND COMPARISON MATERIAL
ten Wolde et al. 12 use umbrella sampling to compute the free energy of a cluster as a function of its size, and identify the critical size as the size where the work of formation has its maximum. They report the critical sizes at constant temperature kT/⑀ϭ0.741 as a function of chemical potential difference ⌬( P)ϭ( P)Ϫ l ( P), where l and are the chemical potentials of the liquid and vapor, respectively, and P is the pressure. They use the truncated and shifted Lennard-Jones potential with r cutoff ϭ2.5 and no long-range corrections. The smallest critical size they studied is around 66 and the largest 350. The critical sizes obtained from their simulations are in good agreement with classical theory, 2 which predicts the critical size N* to be given by
where ⌫ ϱ is the surface tension of a flat liquid/vapor interface and l is the number density of the liquid at coexistence. We want to compare the critical sizes given by our method with classical theory, and with the results of ten Wolde et al. at the smallest sizes they studied. We also want to use the nucleation theorems to predict the behavior of the nucleation rate as a function of temperature and ⌬/(kT). For these purposes we have to relate the chemical potential that enters our simulations to the molecular density and the pressure P of the vapor, and hence to the chemical potential difference ⌬.
At relatively low densities, a Lennard-Jones fluid can be described by the virial expansion truncated after the second virial coefficient B(T):
The chemical potential for a system described by this equation is given by kT ϭln͑⌳ 3 ͒ϩ2B. ͑17͒
A more accurate description is given by the following HaarShenker-Kohler ͑HSK͒ model:
where ϭd 3 /6 and the hard sphere diameter d is
͓1Ϫexp͕Ϫ͑ U͑r ͒ϩ⑀ ͒/͑ kT͖͔͒dr. ͑20͒
The chemical potential difference is related to the vapor pressure P by the following equation:
where the liquid is assumed incompressible. ten Wolde kindly provided us with data for vapor density as a function of pressure P, obtained from their simulations with the truncated and shifted potential for pressures in the range 0.007р P 3 /⑀р0.017 at temperature kT/⑀ ϭ0.741. We found that the Lennard-Jones fluid, under their simulation conditions, can be described by the virial equation of state ͑16͒, and the second virial coefficient was found to be B/ 3 ϭϪ7.506. The behavior of the vapor clearly differs from that of an ideal gas. The higher-order term in Eq. ͑18͒ is not needed to obtain a good fit to the data. ten Wolde et al. 12 26 report that the HSK equations ͑18͒, ͑19͒ can be applied to the Lennard-Jones systems at these temperatures. They also give the saturation vapor pressure P s , saturation vapor density ( P s ), equilibrium chemical potential s , the latent heat of evaporation per atom L, and the average interaction energy per atom in the liquid e l at these temperatures. An estimate for the surface tension at these temperatures is obtained by fitting a second-order polynomial to the data given by Mecke et al. 27 The second virial coefficients obtained by integrating the Mayer f-function are tabulated in the book by Hirschfelder et al. 28 Table III summaries the values used in this work. 
V. NUCLEATION THEOREMS
Now let us establish the form of the nucleation theorems that can be used to interpret our simulation results. The derivation of nucleation theorems presented by Ford 4 involves an unusual definition of saturation ratio SЈϭ 1 / 1 s , where 1 and 1 s (T) are the monomer number concentrations in the supersaturated and saturated vapor, respectively. For an ideal gas this reduces to the standard definition Sϭ P/ P s , P and P s being the pressures of supersaturated and saturated vapor, respectively. With these definitions the first nucleation theorem reads
where J is the nucleation rate and N* is the size ͑number of molecules͒ of the critical cluster. The second nucleation theorem ͑neglecting terms of the order of / l or smaller͒ is given by
where L is the latent heat per molecule in the vapor-liquid transition, and E x (N*)ϭE(N*)ϪN*e l (T) is the excess internal energy of the cluster ͑compared to bulk liquid at pressure P), which is loosely related to the surface energy of the cluster. Both of the theorems are valid for a nonideal as well as an ideal vapor.
To convert the first theorem to an appropriate form for this study we write
The second derivative on the right-hand side can be evaluated using Eq. ͑21͒ and the third derivative using the equation of state. The last derivative is evaluated assuming that the deviations from ideal gas law arise from the presence of dimers in addition to the dominant monomers in the vapor. For the case where temperature is kept constant and the critical size is evaluated as a function of ⌬/(kT) we use the virial equation of state ͑16͒. The second virial coefficient and the number of dimers in the vapor can be related by assuming that ϭ 1 ϩ2 2 and P/(kT)ϭ 1 ϩ 2 which leads to ϪBϭ 2 / 2 and 1 ϭϩ2B 2 , where 2 is the number concentration of dimers. We obtain the following form for the first theorem
It should be noted that Oxtoby and Kashchiev 16 presented the first nucleation theorem in the form
where W* is the work of formation of a critical cluster. This form is exact and free of the corrections described above, which arise largely from taking the partial derivative with respect to ⌬ and not .
In the set of simulations where ⌬/(kT) is kept constant, and the critical cluster size and energy are found as a function of temperature, we use the HSK Eq. ͑18͒. To reformulate the second nucleation theorem, we notice that since we are again going to neglect terms smaller than B, we can work with Eq. ͑16͒ instead of Eq. ͑18͒, since the -dependent term in Eq. ͑18͒ is small compared to the B term. Starting from the identity
͑27͒
and using relation ͑21͒ and the relations between , B, and 1 presented above Eq. ͑25͒, we get the following form for the second nucleation theorem:
͑28͒
We have also neglected terms of the order of / l or smaller, since this was done when deriving Eq. ͑23͒. The ClausiusClapeyron equation ‫ץ‬ P s /‫ץ‬TϭL/(T⌬v) has been used to express the derivative of the vapor pressure in terms of the molecular latent heat L and the difference of molecular volumes ⌬vϭ1/( P s )Ϫ1/ l . In the next section, we compare the nucleation rates obtained using the nucleation theorems with the classical expression for the nucleation rate 2, 29, 30 ͑modified by a factor 1/S͒:
where 1 is again the concentration of monomers in the vapor, assumed to be given by the virial approximation 1 ϭϩ2B 2 . Figure 2 shows the results of a set of simulations for ZЈϭ0.02, corresponding to ⌬/(kT)ϭ0.702, for the truncated and shifted potential. The smooth curve fitted to the G/D data indicates that the critical size is about 37. The energy starts to fluctuate at larger sizes due to insufficient statistics. If a more accurate estimate for the critical cluster energy is needed, it can be obtained with extended simulations for this size only. Figure 3 shows the critical size and critical cluster energy as a function of the reduced activity ZЈ. The uncertainty in the critical size is less than or equal to Ϯ1. The results of our simulations are compared with the results of ten Wolde et al., 12 as well as with classical theory predictions. The connection between ZЈ and ⌬/(kT) is obtained using Eqs. ͑16͒ and ͑17͒ together with Eqs. ͑10͒ and ͑21͒. Figure 4 shows ⌬/(kT) as a function of reduced activity in different approximations. It is seen that neglecting the 1/ l term in Eq. ͑21͒, resulting in the often-used approximation ⌬Ϸ⌬Ј ϭϪ s , does not make a big difference, but the nonideal behavior of the Lennard-Jones gas is significant. This has been recently pointed out also by Senger et al. 10 We obtain fairly good agreement with the lowest critical sizes studied by ten Wolde et al., bearing in mind that our cluster definition is rather different from theirs. The classical theory ͑where cluster definition is not specified͒ agrees quite well with both sets of simulation results, lying between them. For small sizes, the classical results start to deviate from the results of our simulations, giving consistently larger critical sizes. This is no surprise, since the capillarity approximation used in classical theory is expected to fail for small cluster sizes. We cannot increase ZЈ much further than we have, since we reach the spinodal at ZЈϭ0.0245 or Pϭ3.15P s according to Eq. ͑16͒. The highest pressure studied at this temperature is Pϭ2.63P s .
VI. RESULTS

A. Critical size as a function of chemical potential
B. Nucleation rate as a function of chemical potential
The first nucleation theorem ͑25͒ can be used to obtain the nucleation rate as a function of ⌬ at constant temperature, once the rate J 0 is known for one value ⌬ 0 /(kT), and if we know the critical size and the density as a function of ⌬:
͑30͒
where N* depends on ⌬/(kT).
For the reference rate, J 0 , we use a value reported in the literature. In another recent article, ten Wolde et al. 29 have used molecular dynamics to calculate the nucleation rate for the same Lennard-Jones system at the temperature kT/⑀ ϭ0.741 for one saturation ratio Sϭ P/ P s ϭ1.53, which cor- responds to ⌬ 0 /(kT)ϭ0.37. indicate that the classical predictions for the critical size are satisfactory at this temperature for 0.37р⌬/(kT)р0.65. We then use the critical sizes obtained from our simulations to extrapolate the nucleation rate further, into the interval 0.60р⌬/(kT)р0.79, which corresponds to 0.018рZЈ р0.022 and 2.03рSр2.66. Figure 5 shows the comparison between nucleation rates obtained using Eqs. ͑30͒ and ͑29͒. We also show that using N class * in Eq. ͑30͒ for 0.60р⌬/(kT)р0.79 results in a nucleation rate curve with the same slope as the classical curve, as it should. The effect of the nonideality correction 1Ϫ/ l in Eq. ͑25͒ is also demonstrated. The nonideality correction to the first nucleation theorem is small but not completely insignificant.
C. Critical size and average interaction energy as a function of temperature
We performed simulations at temperatures kT/⑀ϭ0.70, 0.75, and 0.80 at a constant ⌬/(kT)ϭ1.393 05. The relation between ZЈ and ⌬/(kT) is given by Eqs. ͑18͒ and ͑19͒ together with Eqs. ͑10͒ and ͑21͒ using parameters listed in Table III. Table IV shows the simulation conditions as well as the results for the critical size and average interaction energy of the critical cluster. The simulation conditions are closest to the spinodal at kT/⑀ϭ0.8 where the vapor density in the simulation is 3 ϭ0.051 24 while the spinodal density is 3 Ϸ0.067. We have evaluated the classical value for the critical size using Eq. ͑15͒. At kT/⑀ϭ0.70 and kT/⑀ ϭ0.75 the classical theory gives reasonably good estimates for the simulation results, but at kT/⑀ϭ0.80 the classical theory starts to fail badly.
The parameters shown in Table III , and used to obtain classical predictions, have been obtained with the truncated potential using long range corrections. The values given do not represent the system accurately, especially for the surface tension. This can be seen from the results of Mecke et al. 27 which change when changing the cut-off radius from 5 to 6.5, the latter being the highest value they used. Thus, the difference between the simulation results and the classical predictions is a combination of classical approximations and inaccurate data.
D. Nucleation rate as a function of temperature
If we know the nucleation rate J 0 for one temperature T 0 , we can obtain the temperature dependence of the rate by integrating the second nucleation theorem ͑28͒:
We use the classical nucleation rate J 0 ϭJ class (kT 0 /⑀ ϭ0.7, ⌬ 0 /(kT 0 )ϭ1.393 05) as a reference rate, due to the lack of a suitable simulation result for the nucleation rate for the full potential. Figure 6 shows the logarithm of the nucleation rate as a function of temperature. We compare the classical prediction with the results obtained when using the full Eq. ͑28͒ and when neglecting the nonideality correction. The correction is found to be small but noticeable. Nucleation theorems only give the slope of the curve, and it agrees with the slope of the 
VII. CONCLUSIONS
We have presented a new technique for obtaining the relative probabilities for the growth and decay of molecular clusters in a vapor. We have done this by evaluating the canonical ensemble averages of grand canonical growth and decay probabilities, per Monte Carlo step, for clusters of Lennard-Jones atoms, as a function of the cluster size. The growth and decay probabilities are related to the differences in free energy between clusters. Despite the multitude of techniques described in the literature, we chose to develop the present growth and decay simulation since we feel it is physically more transparent and straightforward to apply. The size for which growth and decay probabilities are equal is identified as the critical size: the cluster with the maximum work of formation. For Lennard-Jones atoms the critical sizes obtained using our method are consistent with literature values and classical theory predictions.
We use the critical cluster size and energy, together with two nucleation theorems, to determine the behavior of the droplet nucleation rate when the temperature and vapor supersaturation are changed. This same approach was demonstrated for the Ising system in our previous article. 18 Using the nucleation theorems relieves us of the need to know the free energy of the critical cluster. This can save computational effort: to obtain the free energy one has to create the critical cluster step by step from a state whose free energy is known. This could involve many calculations for clusters of various sizes, and perhaps for a range of conditions. In contrast, we can focus our simulation only on sizes around the critical size. The price paid is that we then only know the derivatives of the nucleation rate, and need a reference case to predict the absolute value of the nucleation rate. We use literature values for the reference rate. Of course, critical cluster properties could be obtained by any method which compares the free energies, or relative populations, of clusters in a vapor, and the information could be fed into the nucleation theorems in the way we have described.
We have derived corrections to the nucleation theorems due to the nonideal nature of the vapor phase, and found that these corrections are numerically small for the LennardJones system under the conditions studied. However, the connection between and ⌬ is significantly affected by the nonideality of the vapor. We have extrapolated nucleation rates calculated for one set of conditions to other temperatures and vapor supersaturations. The dependence of the nucleation rate so obtained agrees fairly well with classical values for nucleation rates, and as expected the deviation increases as the critical cluster size gets smaller, and as the conditions approach the spinodal limit.
The simulation method and analysis can be extended to more complicated systems, for example molecules such as water, and multicomponent clusters. Also, the cluster definition we used can be easily modified. Our method has proved to be an effective way to gather information about nucleating clusters. We have therefore demonstrated the power of nucleation theorems in the analysis of molecular simulations.
