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Abstract
Necessary and sufficient conditions are presented for several families
of planar curves to form a set of stable sampling for the Bernstein space
BΩ over a convex set Ω ⊂ R2. These conditions ‘essentially’ describe the
mobile sampling property of these families for the Paley-Wiener spaces
PWpΩ, 1 ≤ p <∞.
1 Mobile Sampling Problem
The classical sampling problem is to determine when every continuous signal
(function) f from a certain function space can be reconstructed from its discrete
samples f(λ), λ ∈ Λ. The classical signal spaces are the Paley–Wiener spaces
PWpΩ of Lp-functions in Rd whose spectrum lies in a fixed set Ω ⊂ Rd. When
p < ∞, the sampling problem asks for which discrete sets Λ ⊂ Rd there exist
positive constants A,B such that
A‖f‖pp ≤
∑
λ∈Λ
|f(λ)|p ≤ B‖f‖pp, for every f ∈ PWpΩ. (1)
A different method for the acquisition of samples is when the samples of
a multi-dimensional signal f are taken by a mobile sensor that moves along a
continuous path γ. The mobile sampling problem is then to reconstruct the
signal from its samples on a continuous path or a union P of continuous paths.
In this case one needs to establish a ‘continuous variant’ of the inequalities
above:
A‖f‖pp ≤
∫
P
|f(u)|p ds ≤ B‖f‖pp, for every f ∈ PWpΩ, (2)
where we assume that P is locally rectifiable and integrate with respect to arc
length.
The mobile sampling problem has recently attracted much attention. We
refer the reader to [4, 6, 18, 19] for motivation and recent results. The sampling
property in Paley–Wiener spaces of several families have been considered:
(i) Parallel straight lines in Rd (see i.e. [18, 19, 4] and references therein).
(ii) In [1], a sufficient condition for the Archimedes spiral is presented to
form a set of stable sampling. In [6], a wide family of spiraling curves in R2 is
introduced and necessary and sufficient conditions for sampling in Paley–Wiener
spaces with convex symmetric spectrum on these trajectories obtained.
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In this paper, we consider the mobile sampling problem for three families
of trajectories in R2. For each trajectory P from one of these families, we
present a necessary and sufficient condition for sampling in the Bernstein space
BΩ := PW∞Ω with convex spectrum Ω. This condition ‘essentially’ describes the
sampling property of P for the Paley-Wiener spaces PWpΩ.
The rest of the paper is organized as follows. First, we give definitions of
the classical Paley-Wiener and Bernstein spaces, then a short list of notations.
In Section 4, we present the classical Beurling’s sampling theorem. Our main
results are formulated in Section 5 and proved in Sections 7-10. In Section 6,
we discuss the connection between the sampling in Bernstein spaces and mobile
sampling in Paley-Wiener spaces. In Section 11, we prove some uniqueness the-
orems which may have independent interest. Finally, in Section 12, we present
some higher-dimensional results.
2 Bernstein and Paley–Wiener spaces
In what follows we will use the standard form of the Fourier transform:
fˆ(y) =
∫
Rd
e−2pii〈y,x〉f(x)dx, x,y ∈ Rd, (3)
where 〈·, ·〉 is the usual inner product in Rd.
We will consider the following classical spaces of signals (functions):
Definition 1 Let Ω ⊂ Rd, d ≥ 1, be a compact set.
1. The Bernstein space BΩ consists of all continuous bounded functions in
Rd, which are the inverse Fourier transforms of tempered distributions supported
by Ω. Equipped with uniform norm ‖ · ‖∞, BΩ is a Banach space.
2. Assume Ω ⊂ Rd has positive measure. The Paley-Wiener spaces PWpΩ, 1 ≤
p <∞, are defined as
PWpΩ := BΩ ∩ Lp(Rd).
Equipped with Lp-norm ‖ · ‖p, PWpΩ is a Banach space.
When p = 2, the space PW2Ω is a Hilbert space consisting of all L2-functions
whose Fourier transform vanishes a.e. outside Ω.
Observe also that when Ω ⊂ Rd is a compact convex set, the space BΩ admits
an analytic description: It consists of all entire functions f satisfying
|f(z)| ≤ C exp{−2pimax
u∈Ω
〈u,y〉}, z = x + iy, x,y ∈ Rd.
3 Notations
Given v ∈ Rd, d ≥ 1, and r > 0, we denote by Br(v) := {x ∈ Rd : |x− v| ≤ r}
the closed ball in Rd of radius r centered at v. By |E| we denote the (p-
dimensional Lebesgue) measure of a set E ⊂ Rd and #E means the number of
elements in E.
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Set R2+ := {x = (x1, x2) : x2 ≥ 0}, B+r (x) := Br(x) ∩ R2+ and |x| :=√
x21 + x
2
2.
Given sets E,S ⊂ R2, Q ⊂ R and x,y ∈ R2, we write
E + S = {x + y : x ∈ E,y ∈ S}, E − S = {x− y : x ∈ E,y ∈ S},
QE = {qx : x ∈ E, q ∈ Q}, dist(x, S) := inf
y∈S
|x− y|.
We say that the Hausdorff distance distance between E and S is ≤  if E ⊂
S +B(0) and S ⊂ E +B(0).
4 Sampling in BΩ
Definition 2 We say that a set P ⊂ Rd, d ≥ 1, is a sampling set (SS) for the
Bernstein space BΩ, where Ω is a compact in Rd, if there is a constant C > 0
such that
‖f‖∞ ≤ C‖f |P ‖∞, for every f ∈ BΩ, (4)
where
‖f |P ‖∞ := sup
x∈P
|f(x)|.
Definition 3 1. A set Λ ⊂ Rd, d ≥ 1, is called uniformly discrete (u.d.) if
δ(Λ) := inf
λ,λ′∈Λ,λ 6=λ
|λ− λ′| > 0. (5)
The constant δ(Λ) is called the separation constant for Λ.
2. The lower uniform density of a set Λ ⊂ Rd is defined as
D−(Λ) = lim
r→∞ infx∈Rd
#Λ ∩Br(x)
|Br(x)| .
In the classical situation where d = 1 and Ω is an interval in R, the sampling
problem for BΩ was completely solved by Beurling:
Theorem 1 ([3]) Let Ω ⊂ R be a compact interval. A set P ⊂ R is an SS for
BΩ if and only if it contains a u.d. set Λ satisfying D−(Λ) > |Ω|.
Observe that if P ⊂ Rd is an SS for BΩ, then P contains a discrete subset
which is also an SS for BΩ:
Proposition 1 Assume P ⊂ Rd, d ≥ 1, is an SS for BΩ. Then there exists
η > 0 such that every subset Λ ⊂ P satisfying
P ⊂ Λ +Bη(0) (6)
is also an SS for BΩ.
We omit the proof, as it easily follows from Bernstein’s inequality, see [10],
p.21.
In particular, the set Λ in this result can be chosen to be u.d.
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5 Results
In what follows, we assume that Ω ⊂ R2 is a convex set of positive measure.
We will consider the sampling problem for three families of curves in R2:
parallel lines, dilations of a convex closed curve around the origin and transla-
tions of a circle. For every family we present a sufficient and necessary condition
for sampling in BΩ.
5.1 Parallel Lines
Let l ∈ R2 be a straight line through the origin, and let vl be a unit vector
orthogonal to l. Given any u.d. set
H := {ak}k∈Z ⊂ R,
consider the set of parallel lines
P = l +Hvl :=
⋃
k∈Z
(l + akvl). (7)
Theorem 2 The set P in (7) is an SS for BΩ if and only if
D−(H)vl 6∈ Ω− Ω.
5.2 Dilations of a convex curve
Let D ⊂ R2 be a closed convex set of finite positive measure such that 0 ∈
Int(D). Denote by ∂D the boundary of D, by Ext(D) the closed set of extreme
points of D and by
Do := {x ∈ R2 : 〈x,y〉 ≤ 1,y ∈ D}
the polar set of D.
Given a u.d. set Q = {qk} ⊂ (0,∞), consider the set
P = Q∂D :=
∞⋃
k=1
⋃
w∈∂D
{qkw}. (8)
Set d−(Q) := D−(Q ∪ (−Q)).
Theorem 3 The set P in (8) is an SS for BΩ if and only if
d−(Q)v 6∈ Ω− Ω, for every v ∈ Ext(Do). (9)
The following is simple corollary of this result and Remark 1 in sec. 7:
Corollary 1 (i) Assume Ext(D) = D. The set P in (8) is an SS for BΩ if and
only if
d−(Q)∂Do ∩ (Ω− Ω) = ∅.
In particular, if D is the unit circle then P is an SS for BΩ if and only if
Diam(Ω) < d−(Q).
(ii) Let D be the square [−1, 1]2. The set P in (8) is an SS for BΩ if and
only if
(d−(Q), 0) 6∈ Ω− Ω, (0, d−(Q)) 6∈ Ω− Ω.
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Figure 1: Dilation of a convex curve
5.3 Translations of a Circle
Take any circle T := {x ∈ R2 : |x| = r}, r > 0. Let V = {vk}∞k=1 ⊂ R2 be a
u.d. set. Set
P = V + T :=
∞⋃
k=1
(vk + T ). (10)
Theorem 4 The set P in (10) is an SS for BΩ if and only if D−(V ) > 0.
5.4 Remarks
Let Ω ⊂ R be a compact interval. Beurling’s Theorem 1 solves the sampling
problem for BΩ in terms of the lower uniform density D−(Λ) of sampling set Λ.
The sampling property of Λ in the Paley-Wiener space PW2Ω can be ‘essentially’
described in terms of D−(Λ), see i.e. [10]. See [17] for necessary and sufficient
conditions for sampling in PW2Ω.
If Ω ⊂ R is a disconnected set, already when it is a union of two intervals,
the sampling property of u.d. sets Λ cannot be described in terms of any density
of Λ. This is also the case for the spectra Ω ⊂ Rd, d > 1, see [10, 11]. However,
the necessary density condition for sampling remains valid for general spectra
Ω ⊂ Rd: Landau [7] proved that if a u.d. set Λ is an SS for PW2Ω, then it
satisfies D−(Λ) ≥ |Ω| (see [9] for different simpler proof, which in particular
extends Landau’s result to unbounded spectra).
Observe that for the mobile sampling (see definition in the next section)
there is no analogue of Landau’s result. One can define a path density of tra-
jectory P as the ‘average length’ covered by a curve. An example is constructed
in [4] showing that trajectories P of arbitrarily small path density may never-
theless provide mobile sampling for PW pΩ. Theorem 5 below reduces the mobile
sampling problem for the Paley-Wiener spaces to the sampling problem for the
Bernstein spaces. Hence, our Theorem 4 presents another example in this di-
rection. Observe also that it easily follows from Corollary 1 (ii) and Theorem
5
5, that a union of equidistant squares
P :=
⋃
n∈N
{x = (x1, x2) : max{|x1|, |x2|} = n}
provides mobile sampling for PWpΩ, 1 ≤ p < ∞, for certain convex sets Ω of
arbitrarily large measure. However, by Corollary 1 (i) and Theorem 5, the union
of equidistant circles
P :=
⋃
n∈N
{x ∈ R2 : |x| = n}
is not an SS for PWpΩ, whenever Ω is a convex compact set of measure > pi/4.
6 Sampling in BΩ versus Mobile Sampling in PW pΩ
Following [4], we call P ⊂ Rd a trajectory, if P is a countable union of locally
rectifiable (continuous) curves.
Definition 4 A trajectory P ⊂ Rd is called a stable sampling trajectory (ST)
for PWpΩ, 1 ≤ p <∞, if condition (2) holds with some positive constants A,B.
When the sampling set Λ ⊂ Rd is discrete, it is well-known that the right
inequality in (1) is equivalent to the condition that there exist r, C > 0 such
that #(Λ ∩ Br(x)) < C, for every x ∈ Rd (such sets Λ are called relatively
uniformly discrete).
In the case of mobile sampling, one has
Proposition 2 Let 1 ≤ p < ∞, Ω ⊂ Rd be a compact set of positive measure
and P be a trajectory. The following conditions are equivalent:
(i) There is a constant C such that∫
P
|f(u)|pds ≤ C‖f‖pp, for every f ∈ PW pΩ;
(ii) There are constants r > 0 and C > 0 such that
sup
u∈Rd
∫
P∩Br(u)
ds ≤ C. (11)
We skip the proof which is similar to the corresponding proof for sampling
on u.d. sets, see [20].
We will need a condition which prohibits P to contain separated curves of
arbitrarily small length:
There exists r > 0 such that inf
x∈P
∫
P∩Bδ(x)
ds ≥ δ, for every δ ≤ r. (12)
The following result establishes a connection between sampling in Bernstein
and mobile sampling in Paley–Wiener spaces:
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Theorem 5 Let 1 ≤ p < ∞ and 0 <  < 1. Let Ω ⊂ Rd be a compact convex
set of positive measure and P a trajectory satisfying (11).
(i) If P is an SS for BΩ and satisfies (12), then it is an ST for PWp(1−)Ω.
(ii) If P is not an SS for BΩ, then it is not an ST for PWp(1+)Ω.
This is an analogue of the corresponding result for the discrete sampling
sets, see Theorem 5.30 in [10]. We omit the proof of Theorem 5 since it is rather
similar to the proof of the mentioned result from [10].
One can check that part (i) of the theorem ceases to be true if condition
(12) is dropped.
7 Proof of Theorem 2
Before passing to the proof, we recall several well-known facts.
A sequence of u.d. sets Qk ⊂ R, k ∈ N, is said to converge weakly to a u.d.
set Q′ if for every R > 0 satisfying ±R 6∈ Q′, the Hausdorff distance between
Qk ∩ (−R,R) and Q′ ∩ (−R,R) tends to zero as k →∞.
The following lemma is well-known:
Lemma 1 Assume u.d. sets Qk ⊂ R satisfy infk δ(Qk) > 0, where δ(Qk) is
the separation constant defined in (5). Then there is a subsequence Qkn which
converges weakly to some u.d. set Q′ satisfying D−(Q′) ≥ lim supn→∞D−(Qkn).
One can also define the weak convergence of trajectories. However, in what
follows we will not use this definition.
The next statement is obvious.
Remark 1 Assume Ω is a convex set and vθ is a non-zero vector with argument
θ, i.e. vθ = |vθ|(cos θ, sin θ). Then Ω does not contain any segment of length
|vθ| parallel with vθ if and only if vθ /∈ Ω− Ω.
Now, we pass to the proof of Theorem 2. Without loss of generality we may
assume that l is a vertical line and D−(H) = 1. To prove Theorem 2 we have
to show that the set P in (7) is an SS for BΩ if and only if
(1, 0) 6∈ Ω− Ω. (13)
(i) Assume P is not an SS for BΩ. We have to prove that (13) is not true.
Since P is not an SS for BΩ, there is a sequence of functions fk ∈ BΩ, k ∈ N,
such that
‖fk|P ‖∞ ≤ 1
k
, ‖fk‖∞ = 1 and fk(xk) ≥ 1− 1
k
, (14)
for some points xk = (uk, wk) ∈ R2.
Set
gk(x) := fk(x + xk).
Clearly, we have gk(0) ≥ 1 − 1k and ‖gk|{l+(H−uk)(1,0)}‖∞ ≤ 1k . By Lemma 1,
there is a subsequence kn such that the translates H − uk converge weakly
to some u.d. set H ′ satisfying D−(H ′) ≥ D−(H) = 1. By the compactness
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property of BΩ (see [10]), (taking if necessary a subsequence of kn) we may
assume that gkn converge (uniformly on compacts in C2) to some non-trivial
function g ∈ BΩ. Clearly, ‖g‖∞ = g(0) = 1 and
g(q, x2) = 0, q ∈ H ′, x2 ∈ R. (15)
Fix any small ε > 0. Since D−(H ′) ≥ 1, by a result of Seip (see [16],
Theorem 2.3), H ′ contains a subset H ′′ ⊂ H ′ such that the exponential system
E(H ′′) := {e2piiqt : q ∈ H ′′} forms a Riesz basis in L2(−(1− ε)/2, (1− ε)/2).
Next, we invoke Pavlov’s characterization of Riesz bases from [13] to ensure
that the generating function of the exponential system above
ϕ(z1) := lim
R→∞
∏
q∈H′′,|q|≤R
(
1− z1
q
)
(16)
is well defined, of exponential type pi(1− ε), and
|ϕ(x1 − i)|2 ∈ A2, (17)
i.e. it belongs to the Muckenhoupt class A2.
We briefly note that in [13] and [16], the zeroes of ϕ are supposed to lie
strictly above the real line. However, one can overcome this obstacle by noting
that the exponential system E(H ′′+i) := {e2pii(q+i), q ∈ H ′′} is also a Riesz basis
for L2(−(1− ε)/2, (1− ε)/2), and its generating function ϕ˜ satisfies ϕ(x1− i) =
ϕ(−i)ϕ˜(x1).
Claim 1 There is a constant δ > 0 such that
|ϕ(x1 − i)| ≥ δ
1 + |x1|3 , x1 ∈ R. (18)
This claim can be easily deduced from (17) and Bernstein’s inequality.
Recall that the generating function for a Riesz basis satisfies |ϕ(x1)|/(1 +
|x1|) ∈ L2(R). Choose any q0 ∈ H ′′ and set ϕ1(x1) := ϕ(x1)/(x1 − q0).
Then ϕ1 ∈ PW [−(1−ε)/2,(1−ε)/2], and the points ±(1 − ε)/2 belong to the
spectrum of ϕ1. Set
ψ(z1, z2) :=
g(z1, z2) sin
4
(
ε
4z1
)
ϕ(z1)z14
. (19)
By (15) and (16), ψ is holomorphic in C2. By (18), it belongs to L2 on (R−i)×R.
Therefore, ψ ∈ PWΩ′ , where Ω′ ⊂ R2 is the spectrum of ψ.
Consider the equality
ϕ1(z1)ψ(z1, z2) = g(z1, z2)ψε(z1), ψε(z1) :=
sin4
(
ε
4z1
)
z41
. (20)
The spectrum of ϕ1 contains the endpoints of the interval I := [−(1−ε)/2, (1−
ε)/2)] on the x1-axis. The spectrum of ψε is the interval Iε := [−ε, ε] on the
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x1-axis. One may now use an analogue of the Titchmarsh convolution theorem
for higher dimensions:
c.h.(I + Ω′) = c.h.(Spϕ · ψ) = c.h.(Sp g · ψε) ⊂ c.h.(Iε + Ω) ⊂ Ω +Bε(0),
where c.h. means the convex hull and Sp the spectrum. Clearly, the set c.h.(I+
Ω′) contains a horizontal interval of length |I| = 1 − ε. This is also true for
Ω + Bε(0). It follows that Ω contains a horizontal interval of length 1 − 3ε.
Using Remark 1, we see that the point (1 − 3ε, 0) ∈ Ω − Ω. Since ε can be
chosen arbitrarily small, we conclude that (13) does not hold.
Note, that in this reasoning it is essential that Ω is a convex set.
(ii) Assume (13) does not hold. We have to show that P is not an SS
for BΩ. This is an easy consequence of Beurling’s Theorem 1. Indeed, since
translations of Ω does not change the sampling property of P , we may assume
that [−1/2, 1/2] ∈ Ω. Using Theorem 1, for every ε > 0 there is a function
f(x1) ∈ B[−1/2,1/2] satisfying ‖f |H‖∞ ≤ ε and ‖f‖∞ = 1. It follows that P is
not an SS for B[−1/2,1/2]. Therefore, P is not an SS for BΩ.
8 Auxiliary Results for the Proof of Theorem 3
In this section, Q,D, ∂D have the same meaning as in Theorem 3.
Denote by argw the argument of vector w, i.e. the angle θ such that w =
|w|(cos θ, sin θ). We also denote by w(θ) ∈ ∂D the unique vector which lies on
∂D satisfying argw(θ) = θ, −pi < θ ≤ pi.
Recall that for every convex or concave function f(x) defined on an interval
I ⊂ R, both one-sided derivatives of f exist at every interior point w0 ∈ I.
It follows that for every boundary point w(θ) ∈ ∂D, both semi-tangent lines
w(θ) + l+(θ) and w(θ) + l−(θ) exist, where l±(θ) are straight lines through the
origin. In particular, if θ = 0 then there exist two lines l+(0) and l−(0) such
that
dist(w(θ)−w(0), l+(0)) = o(θ), θ ↓ 0, (21)
and
dist(w(θ)−w(0), l−(0)) = o(|θ|), θ ↑ 0.
For the proof of Theorem 3, we need two lemmas:
Lemma 2 Let l+(0) be the line satisfying (21). Assume a sequence of vectors
xk satisfies
arg(xk) > 0, k ∈ N, |xk| → ∞, arg(xk)→ 0, k →∞. (22)
Then there exists a subsequence xkn and a u.d. set Q′ ⊂ R such that
|w(arg(xkn))|Q− |xkn | converge weakly toQ′, D−(Q′) ≥
d−(Q)
|w(0)| . (23)
Condition (23) implies for every R > 0 that
d+R
(
Q · ∂D − xkn ,w(0) + l+(0) +Q′ · (1, 0)
)→ 0, n→∞. (24)
Here d+R(A,B) denotes the Hausdorff distance between A∩B+R(0) and B∩B+R(0).
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Remark 2 (i) Note that if in (22) we assume that the arguments of xk are
negative and tend to zero, then a similar to (24) condition holds with the ‘lower’
semi-tangent line l−(0).
(ii) Assume additionally that l+(0) = l−(0), i.e. there is a tangent line to D
through w(0). Then one may check that for every R > 0 the Hausdorff distance
between
(Q · ∂D − xkn) ∩BR(0)
and
(w(0) + l+(0) +Q
′ · (1, 0)) ∩BR(0)
tends to zero as n→∞.
Lemma 3 Assume P is not an SS for BΩ. Then for every n ∈ N and  > 0
there exist fn ∈ B(1+)Ω and xn ∈ R2 such that
|xn| > n, ‖fn‖∞ = 1, ‖fn|P ‖∞ < 1
n
, |fn(xn)| > 1− 1
n
. (25)
8.1 Proof of Lemma 2
Condition (23) follows easily from Lemma 1. In what follows, for simplicity we
assume that
|w(θn)| ·Q− |xn| converge weakly to Q′, n→∞. (26)
We have to deduce (24) from (23). Before we proceed with the proof, observe
that (24) is intuitively clear. Indeed, since w(0) + l+(0) is a semi-tangent line
to ∂D, when qn and |xn| tend to infinity, the set (qn∂D− xn)∩B+R(0) is either
empty or ‘looks more and more like’ a segment as n→∞. However, the formal
proof is somewhat technical.
Below we denote by C different positive constants.
Recall that D is a convex set of positive measure around the origin.
Given a straight line l through the origin, denote by ϕ(l), 0 ≤ ϕ(l) < pi,
the angle from the positive ray R+(1, 0) to l in the counterclockwise direction.
Recall that w(θ) + l+(θ) and w(θ) + l−(θ) denote the semi-tangent lines to ∂D
at the boundary point w(θ) ∈ ∂D, where we assume that ϕ(l+(θ)) ≥ ϕ(l−(θ))
for small positive values of θ.
Clearly, for all small enough positive angles θ > θ′ we have
ϕ(l+(θ
′)) ≤ arg (w(θ′)−w(θ)) ≤ ϕ(l−(θ)), 0 < θ′ < θ, (27)
and
|w(θ′)−w(θ)| < C(θ′ − θ), 0 < θ′ < θ, (28)
where one may take C = 2|w(0)|.
Clearly, ϕ(l±(θ)) ↓ ϕ(l+(0)), as θ ↓ 0. Therefore, for every  > 0 there is an
angle θ() > 0 such that
0 < ϕ(l+(θ))− ϕ(l+(0)) < , 0 < θ < θ(). (29)
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Set θn :=argxn. By (22), θn > 0 and θn → 0 as n→∞. We assume that n
is large enough so that θn < θ().
Assume θn < θ < θ(), and denote by wn(θ) the point with argument θ
lying on the semi-tangent line w(θn) + l+(θn):
wn(θ) ∈ w(θn) + l+(θn), argwn(θ) = θ. (30)
From (27), (28) and (29) we may deduce that
|w(θ)−wn(θ)| < 2C(θ − θn), θn < θ < θ(), (31)
provided  is sufficiently small.
Fix any R > 0 satisfying ±R 6∈ Q′. Then fix a positive number  < 1/R2.
To prove (24) we show that the Hausdorff distance between
(Q · ∂D − xn) ∩B+R(0) (32)
and (
w(0) + l+(0) +Q
′ · (0, 1)) ∩B+R(0)
tends to zero as n→∞. Since θn → 0, it suffices to check this for the Hausdorff
distance between the set in (32) and the set(
w(θn) + l+(θn) +Q
′ · (cos θn, sin θn)
) ∩B+R(0).
Write Q′ ∩ (−R,R) = {q′(1), ..., q′(m)}. By (26), for every large enough n,
Q ∩
( |xn| −R
|w(θn)| ,
|xn|+R
|w(θn)|
)
= {qn(1), ..., qn(m)},
where
|w(θn)|qn(j)− |xn| − q′(j)→ 0, n→∞, j = 1, ...,m.
Since argw(θn) =argxn = θn, this yields∣∣w(θn)qn(j)− xn − q′(j)(cos θn, sin θn)∣∣→ 0, n→∞, j = 1, ...,m. (33)
We see that it suffices to check that for every j = 1, ...,m, the Hausdorff
distance between
{qn(j)w(θ) : θ ≥ θn} ∩ (xn +B+R(0)) (34)
and
(xn + q
′(j)(cos θn, sin θn) + l+(θn)) ∩ (xn +B+R(0)) (35)
tends to zero as n→∞.
Observe that for every sufficiently large n, condition qw(θ) ∈ xn + BR(0)
implies
θ < θn + 2R/|xn|, q ∈ (C|xn|/2, 2C|xn|),
where we may take C = 1/|w(0)|. Hence, from (31) one may easily check that
the distance between the set
{qn(j)w(θ) : θn ≤ θ ≤ θn + 2R/|xn|}
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and the set
{qn(j)wn(θ) : θn ≤ θ ≤ θn + 2R/|xn|} (36)
is less than CR < C
√
.
On the other hand, by (30), the point qn(j)wn(θ) has argument θ and lies on
the line qn(j)w(θn)+l+(θn). Let uj(θ) be the point on xn+q′(j)(cos θn, sin θn)+
l+(θn) satisfying arg(uj(θ)) = θ. By (33), |uj(θ)− qn(j)wn(θ)| → 0 as n→∞,
which implies that for sufficiently large n, the Hausdorff distance between the
sets in (34) and (35) is less than C
√
. Since  can be chosen arbitrarily small,
this proves (24).
8.2 Proof of Lemma 3
Since P is not an SS for BΩ, there is a sequence of functions gk ∈ BΩ satisfying
‖gk‖∞ = 1, ‖gk|P ‖∞ < 1
k
.
For every k choose a point yk such that |gk(yk)| > 1− 1/k. If
lim sup
k→∞
|yk| → ∞,
then condition (25) holds for fn(x) := gkn(x) ∈ BΩ, for some suitable subse-
quence kn.
Assume that the sequence yk is bounded. We may assume that it converges
to some point y0 ∈ R2. Using the compactness property of Bernstein spaces, see
[10], we may also assume that gn converge to some function g0 ∈ BΩ. Clearly,
g0 satisfies
‖g0‖∞ = |g0(y0)| = 1, g0|P = 0.
Consider two cases.
1. Assume g0 tends to zero fast in the sense that for every m ∈ (N ∪ {0})2
we have |xmg0(x)| → 0 as |x| → ∞, where xm = xm11 xm22 ,x = (x1, x2),m =
(m1,m2). Choose a point ym such that
‖xmg0(x)‖∞ = max
x∈R2
|xmg0(x)| = |ymmg0(ym)|.
Clearly,
|ym| → ∞, max
x∈R2
|xmg0(x)| → ∞, |m| → ∞.
Therefore, for a suitable subsequence mn, the functions
fn(x) := x
mng0(x)/‖xmng0(x)‖∞
belong to BΩ and satisfy condition (25).
2. If g0 does not satisfy the decrease condition above, then there exist
m ∈ (N ∪ {0})2 and a sequence of points yk such that
|yk| > k, |ymk g0(yk)| ≥ 1, k ∈ N.
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Consider the functions
ϕk(x) := x
mg0(x)sinc2|m|((x− yk)/2|m|),
where
sinc(x) :=
sinx1
x1
sinx2
x2
, x = (x1, x2).
Clearly, ϕk belongs to B(1+)Ω, vanishes on P and |ϕk(yk)| ≥ 1. Moreover, for
every x in the disk |x| < |yk|/2, we have
|ϕk(x)| ≤ |x
m|
2|m||x− yk|2|m|
≤ 2
|m|
2|m||yk||m|
→ 0, k →∞.
Therefore, the functions
fn(x) :=
ϕkn(x)
‖ϕkn‖
satisfy (25) for a suitable subsequence kn.
9 Proof of Theorem 3
9.1 Proof of Sufficiency
Assume P is not an SS for BΩ. We have to show that
There exists v ∈ Ext(Do) satisfying d−(Q)v ∈ Ω− Ω. (37)
Fix any  > 0. By Lemma 3, there exist fn ∈ B(1+)Ω and xn ∈ R2 satisfying
(25). Without loss of generality, we may assume that the sequence of arguments
arg(xn) converges to zero. For convenience, we may assume that it converges
to zero ‘from above’, i.e. that it satisfies (22).
Using the compactness principle for Bernstein spaces, we may assume that
fn(x + xn) converge to some function f ∈ B(1+)Ω. (38)
By convergence we mean the uniform convergence on compacts in C2. Clearly,
the limit function f satisfies ‖f‖∞ = |f(0)| = 1.
By (24), without loss of generality, we may assume that f vanishes on the
set of segments (l+(0) +w(0) +Q′(1, 0))∩B+R(0). Since f is an entire function,
it vanishes on the sets of lines l+(0) + w(0) +Q′(1, 0).
Denote by vl := (cosϕ, sinϕ), |ϕ| < pi/2, be a unite vector orthogonal to
l+(0). Denote by A ⊂ R the uniformly discrete set such that
l+(0) + w(0) +Q
′(1, 0) = l+(0) +Avl.
It is easy to check that
D−(A) =
D−(Q′)
cosϕ
.
Hence, by (23),
D−(A) ≥ d
−(Q)
cosϕ|w(0)| .
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Also, since f vanishes on l+(0) +Avl, this set of lines is not an SS for B(1+)Ω.
Then, by Theorem 2,
d−(Q)
cosϕ|w(0)|vl ∈ (1 + )Ω− (1 + )Ω. (39)
We will consider two cases:
Case 1. There is a unique point v0 ∈ ∂Do such that 〈w(0),v0〉 = 1.
Claim 2 v0 ∈Ext(Do).
Indeed, assume v0 6∈Ext(Do). Then v0 is an inner point of a segment
I ⊂ Do. If this segment is vertical, then there are infinitely many points v ∈ Do
satisfying 〈w(0),v〉 = 1. If it is not vertical, we may find points v ∈ I for which
〈w(0),v〉 > 1. None of the above is true. This shows that v0 ∈Ext(Do).
Claim 3 v0 is orthogonal to l+(0).
Indeed, if not, then there clearly exist infinitely many different vectors v
such that 〈v,w(0)〉 = 1 and 〈v,w〉 ≤ 1 for all w ∈ D. But then v ∈ Do, which
contradicts the assumption above.
It follows that v0 = |v0|vl. Since 〈v0,w(0)〉 = 1, we conclude that
v0 =
vl
cosϕ|w(0)| .
Now, (37) follows from (39), since it holds for every  > 0.
Case 2. Assume there exist two points v1,v2 ∈ ∂Do such that 〈w(0),vj〉 =
1, j = 1, 2. Then, clearly, the above holds for every v ∈ ∂Do on the vertical
segment I between v1 and v2. We may assume that I is not a part of any larger
segment which lies in ∂Do. Then, clearly, vj ∈Ext(Do), j = 1, 2. Moreover,
clearly, there is no point v ∈ ∂Do \ I such that 〈w(0),v〉 = 1.
We may assume that v1 lies ‘above’ v2. Similarly to Claim 3, we show that
v2 is orthogonal to l+(0). The rest of the proof repeats the proof above.
9.2 Necessity
For convenience, below we write Bσ := B[−σ,σ].
We need a one-dimensional variant of Lemma 3.
Lemma 4 Assume Λ ⊂ R is a uniformly discrete set, and let σ := D−(Λ)/2.
Then for every k ∈ N there is a function fk ∈ Bσ+1/k and a point x(k) satisfying
‖fk‖∞ = 1, |fk(x(k)| > 1− 1/k, |x(k)| > k, ‖fk|Λ‖∞ < 1/k. (40)
Observe that by Theorem 1, Λ is not an SS for Bσ.
The proof of Lemma 4 is similar to the proof of Lemma 3.
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Lemma 5 Assume a sequence of positive numbers σ(k) converges to σ > 0.
Let Λ(k) ⊂ R be u.d. sets satisfying infk δ(Λk) > 0 and such that each Λ(k) is
not an SS for Bσ(k). Then there is a sequence x(k) with |x(k)| → ∞ such that
Λ(k)− x(k) converges weakly to some set Λ which is not an SS for Bσ. If Λ(k)
are symmetric, then x(k) can be chosen positive.
Proof. Use Lemma 4 to find a sequence of functions fk ∈ Bσ(k)+1/k satisfying
(40) with Λ = Λ(k). Clearly, if every Λ(k) is symmetric, we may assume xk > 0.
Then the functions fk(x+ x(k)) converge to some non-trivial function f ∈ Bσ.
By Lemma 1, we may assume that the translates Λk−x(k) converge weakly
to some set Λ. Clearly, f |Λ = 0, which means that Λ is not an SS for Bσ.
9.2.1 Proof of necessity
Assume d−(Q)v0 ∈ Ω − Ω, for some v0 ∈Ext(Do). We have to show that P
is not an SS for BΩ, i.e. that for every small number η > 0 there is a function
fη ∈ BΩ satisfying
‖fη‖∞ = 1, ‖fη|P ‖∞ ≤ η. (41)
Since v0 ∈Ext(Do), there is a point w0 ∈ D, satisfying 〈v0,w0〉 = 1.
We may assume that w0 = w(0), i.e. w0 = (w, 0), w > 0. Then the line
{w : 〈w,v0〉 = 1} is a semi-tangent line to D at the point w(0).We may assume
that it is the ‘upper’ semi-tangent line w(0) + l+(0). It will be convenient to
write it in the form
w(0) + l+(0) = w(0) + tu, t ≥ 0,
where u is a unite vector parallel to l+(0) (and so, orthogonal to v0).
Choose any positive sequence θk → 0, k →∞. Set
σ(k) :=
d−(Q)
2|w(θk)| .
Then
σ(k)→ σ := d
−(Q)
2|w(0)| .
By Theorem 1, the symmetric set
Q ∪ (−Q)
|w(θn)|
is not an SS for Bσ(n). Hence, by Lemma 5, there exist x(k)→∞ such that the
translates Q|w(θk)| − x(k) converge weakly to some set Q′, which is not an SS
for Bσ. By Lemma 2, condition (24) holds with xk := x(k)(cos θk, sin θk).
Since Q′ is not an SS for Bσ, it follows from the compactness principle for
Bernstein spaces, that for every  > 0 there exists δ > 0 such that there is a
function g(x) ∈ Bσ−δ satisfying
‖g‖∞ = 1, ‖g|Q′‖∞ ≤ .
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Consider the function ϕ(x) defined as
ϕ(x) := g (|w(0)|〈v0,x−w(0)〉) .
It is easy to check that ‖ϕ‖∞ = ‖g‖∞ = 1 and
|ϕ(x)| ≤ , x ∈ w(0) + tu +Q′(1, 0), t ∈ R.
By Remark 1, condition d−(Q)v0 ∈ Ω−Ω means that Ω contains an interval
I parallel to v0 and of length d−(Q)|v0|. Since translations of Ω do not change
the sampling property of P for BΩ, we may assume that I is symmetric, −I = I.
Observe that the spectrum of g lies on [−σ+δ, σ−δ], where 2σ = d−(Q)/|w(0)|.
Then, clearly, the spectrum of ϕ lies on (1 − δ)I. Therefore, there is a small
number δ′ > 0 such that (1− δ)I +Bδ′(0) ⊂ Ω.
Now, choose a point y0 such that |g(y0)| ≥ 1/2. Then we have |ϕ(x)| ≥ 1/2
for all x on the line w(0) + (y0, 0) + Ru.
Fix R > 0 and consider the function
ψ(x) := ϕ(x)sinc(δ′(x− x0)), x0 := w(0)− (y0, 0)− 2Ru.
Then ψ ∈ BΩ, |ψ(x0)| ≥ 1/2 and
|ψ(x)| ≤ , x ∈ w(0) + Ru +Q′(1, 0). (42)
Since |sinc(x)| → 0 as |x| → ∞, we may assume that R is so large that
|ψ(x)| ≤ , |x− x0| ≥ R. (43)
By Lemma 3, we may assume that the Hausdorff distance between the set
(Q∂D − xk) ∩B+4R(0)
and
(w(0) + l+(0) +Q
′(1, 0)) ∩B+4R(0)
tends to zero as k → ∞. We may also assume that BR(x0) ⊂ B+4R(0). Then,
the same is true for the sets
(Q∂D − xk) ∩BR(x0)
and
(w(0) + Ru +Q′(1, 0)) ∩BR(x0).
From (42), by Bernstein’s inequality, for all large enough k we get
|ψ(x)| ≤ C, x ∈ (Q∂D − xk) ∩BR(x0),
where the constant C depends only on the diameter of Ω.
Finally, we see that the function
f(x) :=
ψ(x− xk)
‖ψ‖∞
belongs to BΩ and satisfies (41) with η = C, where  is any positive number.
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10 Proof of Theorem 4
Recall that P is defined in (10).
(i) Assume that D−(V ) = 0. We have to check that P is not an SS for every
space BΩ, where Ω is a convex set of positive measure.
The proof is easy. Indeed, fromD−(V ) = 0 it follows that there is a sequence
of points xn such that the discs Bn(xn) do not intersect V . We may assume
that Bδ(0) ⊂ Ω, for some δ > 0. Then the functions
fn(x) := sinc(δ(x− xn)), n ∈ N,
belong to BΩ and satisfy ‖fn‖∞ = 1. It is obvious that
‖fn|P ‖∞ ≤ ‖fn|R2\Bn(xn)‖∞ → 0, n→∞,
which proves that P is not an SS for BΩ.
(ii) Assume that D−(V ) > 0. We have to check that P is an SS for every
space BΩ. The proof is a simple consequence of the uniqueness Theorem 8
below: Assume that P is not an SS for BΩ, i.e. there is a sequence of functions
fn ∈ BΩ satisfying
‖fn‖∞ = 1, ‖fn|P ‖∞ → 0, n→∞.
Choose points xn such that |fn(xn)| > 1− 1/n and set gn(x) := fn(x+xn).
Then
gn ∈ BΩ, ‖gn‖∞ = 1, |gn(0)| > 1/n.
Then a subsequence gnk converges to some non-zero function g ∈ BΩ.
We may assume that the translates V − xnk converge to some set V ′ ⊂ R2.
We have D−(V ′) ≥ D−(V ) > 0. It is clear that g|V ′+T = 0. Theorem 8 yields
g = 0. Contradiction.
11 Uniqueness sets
Uniqueness sets play an important an important role in the sampling theory. In
particular, Beurling [3] proved that a u.d. set Λ is an SS for Bσ if and only if
every weak limit of translates Λ−xn is a uniqueness set for Bσ. A similar result
holds in higher dimension.
Below we consider subsets of R2 that are uniqueness sets for some classes of
entire functions of exponential type and, in particular, of the Bernstein spaces.
We believe such results are of independent interest.
Given en entire function f in Cd, let Zf = {z ∈ Cd : f(z) = 0} denote its
zero set. For a generic f , the set Zf ∩ Rd is discrete and, as far as we know,
only discrete (actually, u.d.) uniqueness sets P ⊂ Rd for entire functions of
exponential type, as well as for BΩ with Ω = I1×. . .×Id with Ik = [−rk, rk], have
been considered before (see, for example, [2], [14]). Here we will be interested
in the case of non-discrete uniqueness sets P ⊂ R2.
Note that, for any entire function f , the set Zf ∩ R2 is represented by the
equations f<(x) = 0 and f=(x) = 0 with the real analytic functions f< = Re f
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and f= = Im f . Therefore, any set which is not a subset of a locally finite union
of real analytic curves and discrete points in R2 is a uniqueness set for the whole
class of entire functions in C2. In what follows, we work only with sets in R2
that are real analytic.
The idea of our considerations is, as in the case of discrete sets, getting
control over the volume of the zero set Zf in the balls Bt ⊂ C2 in terms of a
counting function, which in our case will be
θ(t) = #{V ∩Dt}, t > 0, (44)
where V ⊂ R2 is a discrete set related to P and Dt = {x ∈ R2 : |x| < t} is an
open disk in R2.
Three main ingredients are as follows. First, if a set E ⊂ R2 is non-discrete,
then there exists at most one irreducible analytic variety of complex dimension
1 (i.e., analytic curve) in C2 containing E. Indeed, if E ⊂ χj for two irreducible
analytic curves χ1 and χ2, then dimC χ1 ∩ χ2 = 1 and thus χ1 = χ2.
Second, for any analytic curve χ and a point a ∈ χ, let σχ,a(t) denote the
volume of χ inside the ball
Bt(a) = {z ∈ C2 : |z− a| < t}
and σχ(t) = σχ,0(t). Then, by Lelong’s bound for volumes of analytic sets, see
[8], Thm. 2.23,
σχ,a(t) ≥ pit2 (45)
for any t > 0, with an equality if χ is a complex line.
Finally, we will use Jensen’s formula for analytic functions in Cd, see [15]:
mlog |f |(r) :=
1
Vd−1
∫
S1
log |f(rz)| dS1(z) =
∫ r
r0
µf (t) t
−2d+1 dt+ Cr0,f ,
where dS1 is the normalized surface measure on S1 = ∂B1, V2d−2 is the volume of
the unit ball in Cd−1, and µf (t) is the volume, computed with the multiplicities,
of Zf in Bt. This gives us for d = 2
mlog |f |(r) ≥
1
pi
∫ r
r0
σZf (t) t
−3 dt+ Cr0,f . (46)
Another, and more classical, form of Jensen’s formula uses the intersections
of χ with complex lines. Assume 0 6∈ χ and, for any point s on the unit sphere
S1, let nsχ(t) be the number of intersection points of χ with the line z = sζ,
ζ ∈ C. Let
nχ(t) =
∫
S1
nsχ(t) dS1(s), (47)
then
mlog |f |(r) ≥
∫ r
r0
nZf (t)
t
dt+ Cr0,f . (48)
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11.1 Straight lines
We start by considering the case when P = {lk} is a collection of straight lines
in R2. We will not assume, unlike in (7), that the lines are shifts of a single
line l, the only condition being that none of the lines passes through the origin.
Therefore, we can represent them as
lk = {x ∈ R2 : 〈x, ek〉 = 1} (49)
for some vectors ek ∈ R2. Denote vk = ek|ek|−2 and let θ(t) be defined by
(44) for V = {vk}. Note that if all ek = a−1k vl for ak ∈ R \ {0}, this gives us
precisely the set P from (7).
Theorem 6 In the above setting, P is the uniqueness set for entire functions
of type A, provided
lim inf
t→∞
θ(t)
t
>
3
2
A.
Proof. Let Lk = {z ∈ C2 : 〈z, ek〉 = 1} be the complex lines containing lk.
Then any entire function f 6≡ 0 vanishing on all lk also vanishes on all Lk, so
Zf ⊃ Z :=
⋃
k
Lk.
By [12],
σZf (t) ≥ σZ(t) = 2pi
∫ t
0
s n(s) ds, (50)
where n(s) is the amount of points vk inside the ball Bs. By the construction,
all vk are real, so n(s) = θ(s) and
σZ(t) = 2pi
∫ t
0
s θ(s) ds.
There exist A′′ > A′ > A such that θ(s) ≥ 32A′′s for all s > r0 for some
r0 > 0. Therefore,
σZ(t) ≥ 2pi
∫ t
r0
s θ(s) ds ≥ piA′′(t3 − r30), t > r0,
and
1
pi
∫ r
r0
σZf (t) t
−3 dt ≥ A′′ (r − 3
2
r0).
If the function f is of type A > 0, then mlog |f |(r) ≤ A′r for r sufficiently big,
which, by (46), is impossible.
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11.2 Dilations of circles
Next, we will be concerned with dilations of the unit circle T = {x ∈ R2 : |x| =
1}. Let Q = {qk} ⊂ R+ be a discrete set, θ(t) be the counting function of Q,
and
P = QT =
⋃
k
qkT.
Theorem 7 P is the uniqueness set for entire functions of type A if
lim inf
t→∞
θ(t)
t
>
A
2α
,
where
α =
∫
S1
|s21 + s22|1/2 dS1(s).
Proof. Denote γ = {z ∈ C2 : z21 + z22 = 1}, the unique irreducible analytic
curve in C2 containing the circle T. For any s ∈ S1 such that s21 + s22 6= 0, the
intersection sq γ of the quadric q γ, q > 0, with the line z = sC consists of two
points given by z = s ζ with (s21 + s22)ζ2 = q2. Therefore, (47) gives us
nQγ(t) = 2
∫
S1
θ(|s21 + s22|1/2t) dS1(s).
Take any small  > 0 and denote E = {z ∈ C2 : |s21 + s22| < 2}. If θ(t) ≥ A
′
2α t
for some A′ > A ≥ 0 and all t >  r0, then
nQγ(t) ≥ 2
∫
S1\E
θ(|s21 + s22|1/2t) dS1(s) ≥ (1− C)A′t
with C → 0 as → 0, and∫ r
r0
nQγ(t)
t
dt ≥ (1− C)A′ (r − r0).
If an entire function f 6≡ 0 vanishes on P , then Zf ⊃ Qγ. By (48), it cannot
have type A < A′.
11.3 Translations of circles
Finally, we consider translations of a circle T = {x ∈ R2 : |x| = r}.
Theorem 8 Let θ(t) be defined by (44) for a discrete set V ⊂ R2. If
lim
t→∞
θ(t)
t
=∞, (51)
then P = T + V is a uniqueness set for entire functions of exponential type.
More precisely, P is a uniqueness set for entire functions of type A > 0 if
B := lim inf
t→∞
θ(t)
t
>
3
2
√
2
A. (52)
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Proof. Denote γ0 = {z ∈ C2 : z21 + z22 − r2 = 0}, the unique irreducible
analytic curve containing T .
Let f 6≡ 0 be en entire function in C2 of exponential type, vanishing on P .
Then its zero set Zf contains Z := ∪kγk, where γk = γ0 + vk. Since γk ∩ γj for
any j 6= k is either empty or a finite set, we have
σZf (t) ≥ σZ(t) =
∑
k
σγk(t);
note that there is only finitely many γk intersecting Bt.
Take any t > 0 sufficiently big and denote Kt = {k : γk ∩Dt/2 6= ∅}. Since
Bt/2(a) ⊂ Bt for any a ∈ Z ∩Dt/2, we get, by (45),
σZ(t) ≥
∑
k∈Kt
σγk(t) ≥ θ(t/2)pi(t/2)2. (53)
Assuming (51), take any N > 0 and let r0 be such that θ(t) > Nt for all
t > r0/2. Then, by (53), we get
1
pi
∫ r
r0
σZf (t) t
−3 dt ≥ 1
4
∫ r
r0
θ(t/2) t−1 dt >
N
8
(r − r0),
which, in view of (46), means that f cannot have finite type. This proves the
first statement and a weaker version of the second one, with B > 8A.
To prove the second statement in full, we need a sharper lower bound on the
area of the variety Z than (53). Given  ∈ (0, 1), let r0 be such that
θ(t) t−1 > (1− )B (54)
for all t > r0, and take vk = (ak, bk) such that r0 < |vk| < t. We have
σγk(t) =
∫
γk∩Bt
dm2 = t
2
∫
γk,t∩B1
dm2 = t
2σγk,t(1), (55)
where γk,t is the analytic variety {(z1 − ak/t)2 + (z2 − bk/t)2 = t−2}.
When t → ∞, the varieties γk,t converge to γ∞ := {z1 = ±iz2}. The
convergence is not uniform in k, however we can choose r0 such that, in addition
to (54), we have
σγk,t(1) ≥ (1− )
(
σΓ+k,t
(1) + σΓ−k,t
(1)
)
(56)
for any t ≥ r0 and all k with |vk| < t, where Γ±k,t are the complex lines
z1 − ak/t = ±i(z2 − bk/t).
represent the families
Γ±t =
⋃
k
Γ±k,t
as in (49), by 〈(z1, z2), e±k,t〉 = 1 with
e±k,t =
(1,±i)
c±k
t,
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where c±k = ak ± ibk. The corresponding reference vectors vk are
v±k,t = e
±
k,t|e±k,t|−2
(1,±i)c±k
2t
,
so nΓ±k,t(s) = θ(
√
2 s t).
By (50), we have
σΓ±t
(1) = 2pi
∫ 1
0
s nΓ±t
(s) ds = 2pi
∫ 1
0
s θ(
√
2 s t) ds = pit−2
∫ √2 t
0
s θ(
√
s) ds,
so (55), (56) give us
σZ(t) = t
2
∑
k
σγk,t(1) ≥ (1− ) 2pi
∫ √2 t
0
s θ(s) ds.
Taking into account (54), we get
1
pi
∫ r
r0
σZf (t) t
−3 dt ≥ (1− )
∫ r
r0
∫ √2 t
0
s θ(s) ds t−3 dt
≥ (1− )
∫ √2 r
√
2 r0
θ(s)
2s
(
2− s
2
r2
)
ds ≥ (1− )2 2
√
2
3
B(r − 3r0),
which contradicts (46) if f has type A < 2
√
2
3 B. The proof is complete.
Remarks. 1. As was mentioned before, functions f from the Bernstein
class BΩ have the bound
|f(x + iy)| ≤ C exp{2piH(y)},
where H(y) = maxu∈Ω〈u,y〉 is the support function of Ω, and so are of expo-
nential type
A ≤ 2pimax
|y|=1
H(y).
Actually, as follows from the Jensen’s inequality, the constant A in the both
theorems can be chosen as
A = 2pi
∫
S1
H(y) dS1(z).
2. The circle T can be replaced with a trace of arbitrary irreducible entire
analytic curve. Moreover, the whole collection P can be formed by uniformly
bounded arcs Tk = γk ∩R2 for irreducible analytic curves γk satisfying dim γk ∩
γj = 0, j 6= k, the set V in the definition of the counting function θ(t) being
formed by arbitrary points vk ∈ Tk.
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12 Multi-dimensional Extensions
Below we assume that the dimension d ≥ 3 and that Ω is a compact convex set
of positive measure in Rd.
1. The following extension of Theorem 2 holds true: Let l ⊂ Rd be a hyper-
plane through the origin, ul be a unit vector orthogonal to l and H ⊂ R be a
u.d. set. Then P = l +Hul is an SS for BΩ if and only if D−(H)ul /∈ Ω− Ω.
The proof is similar to the proof of Theorem 2.
2. One may check that an analogue of Theorem 4 holds in higher dimensions
for P = V +T , where V ⊂ Rd is a u.d. set and T ⊂ Rd is a (d− 1)-dimensional
sphere.
3. We guess that a multi-dimensional analogue of Theorem 3 is also true. In
any case, one may prove the following multi-dimensional variant of Corollary 1:
(i) Let Q ⊂ (0,∞) be a u.d. set and B1(0) the unit ball in Rd. The set
Q∂B1(0) is an SS for BΩ if and only if Diam(Ω) < d−(Q).
(ii) Let D be a convex polytope around the origin. Then Q∂D is an SS for
BΩ if and only if d−(Q)v /∈ Ω− Ω, for every vertex in the polar set (polytope)
v ∈ Do.
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