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On the truncated two-dimensional moment
problem.
S.M. Zagorodnyuk
1 Introduction.
Moment problems form a classical and fruitful domain of the mathematical
analysis. From their origins in 19-th centure (the Stieltjes moment problem)
there appeared many variations of these problems which became classical:
Hamburger, Hausdorff and trigonometric moment problems, matrix and op-
erator moment problems, multidimensional moment problems, see classical
books [2], [17], [1], [3].
The multidimensional moment problem (both the full and the truncated
versions) turned out to be much more complicated than its one-dimensional
prototype [4], [11]. An operator-theoretical interpretation of the multidi-
mensional moment problem was given by Fuglede in [9]. It should be no-
ticed that the operator approach to moment problems was introduced by
Naimark in 1940–1943 and then developed by many authors, see historical
notes in [26]. Elegant conditions for the solvability of the multidimensional
moment problem in the case of the support on semi-algebraic sets were given
by Schmu¨dgen in [15], [16]. Another conditions for the solvability of the mul-
tidimensional moment problem, using an extension of the moment sequence,
were given by Putinar and Vasilescu, see [14], [19]. Developing the idea of
Putinar and Vasilescu, we presented another conditions for the solvability
of the two-dimensional moment problem and proposed an algorithm (which
essentially consists of solving of linear equations) for a construction of the
solutions set [24]. An analytic parametrization for all solutions of the two-
dimensional moment problem in a strip was given in [25]. Another approach
to multidimensional and complex moment problems (including truncated
problems), using extension arguments for ∗-semigroups, has been developed
by Cichon´, Stochel and Szafraniec, see [5] and references therein. Still an-
other approach for the two-dimensional moment problem was proposed by
Ovcharenko in [12], [13].
In this paper we shall be focused on the truncated two-dimensional mo-
ment problem. A general approach for this moment problem was given by
Curto and Fialkow in their books [6] and [7]. These books entailed a series
of papers by a group of mathematicians, see recent papers [8], [20], [18] and
references therein. This approach includes an extension of the matrix of
prescribed moments with the same rank. While positive extensions are easy
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to build, the Hankel-type structure is hard to inherit and this aim needs
an involved analysis. Effective optimization algorithms for the multidimen-
sional moment problems were given in the book of Lasserre [10]. Another
approach for truncated moment problems, using a notion of an idempotent,
was presented by Vasilescu in [21].
Consider the following problem: to find a non-negative measure µ(δ),
δ ∈ B(R2), such that∫
R2
xm1 x
n
2dµ = sm,n, m ∈ Z0,M , n ∈ Z0,N , (1)
where {sm,n}m∈Z0,M , n∈Z0,N is a prescribed sequence of real numbers;M,N ∈
Z+. This problem is said to be the truncated two-dimensional moment prob-
lem (with rectangular data).
Let K be a subset of R2. The following problem: to find a solution µ of
the truncated two-dimensional moment problem (1) such that
suppµ ⊆ K, (2)
is called the truncated (two-dimensional) K-moment problem (with rectan-
gular data). Since no other types of truncations will appear in the sequel,
we shall omit the words about rectangular data.
As a tool for the study of the truncated two-dimensional moment prob-
lem we shall use the truncated K-moment problem on parallel lines. Similar
to [22], this allows to consider a set of Hamburger moment problems and
then to analyze the corresponding systems of non-linear inequalities. For
the cases M = N = 1 and M = 1, N = 2 this approach leads to the
necessary and sufficient conditions of the solvability of the truncated two-
dimensional moment problem, while in the casesM = N = 2;M = 2, N = 3;
M = 3, N = 2; M = 3, N = 3 some explicit numerical sufficient conditions
for the solvability are obtained. In all these cases a set of solutions (not
necessarily atomic) can be constructed.
Notations. As usual, we denote by R,C,N,Z,Z+, the sets of real num-
bers, complex numbers, positive integers, integers and non-negative integers,
respectively. By max{a, b} we denote the maximal number of a and b. For
arbitrary k, l ∈ Z we set
Zk,l := {j ∈ Z : k ≤ j ≤ l}.
By B(M) we denote the set of all Borel subsets of M , where M ⊆ R or
M ⊆ R2.
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2 The truncated two-dimensional moment prob-
lems for the cases M = N = 1 and M = 1, N = 2.
Choose an arbitrary N ∈ Z+ and arbitrary real numbers aj , j ∈ Z0,N :
a0 < a1 < a2 < ... < aN . Set
KN = KN (a0, ..., aN ) =
N⋃
j=0
Lj, Lj := {(x1, x2) ∈ R2 : x2 = aj}. (3)
Thus, KN is a union on N + 1 parallel lines in the plane. In this case the
K-moment problem is reduced to a set of Hamburger moment problems
(cf. [22, Theorems 2 and 4]).
Proposition 1 Let M,N ∈ Z+ and aj, j ∈ Z0,N : a0 < a1 < a2 < ... <
aN , be arbitrary. Consider the truncated K-moment problem (1) with K =
KN (a0, ..., aN ). Let
W =W (a0, a1, ..., aN ) =
∣∣∣∣∣∣∣∣∣∣∣
1 1 ... 1
a0 a1 ... aN
a20 a
2
1 ... a
2
N
...
...
. . .
...
aN0 a
N
1 ... a
N
N
∣∣∣∣∣∣∣∣∣∣∣
, (4)
and ∆j;m be the determinant obtained from W by replacing j-th column with
sm,0
sm,1
...
sm,N
 , j ∈ Z0,N , m ∈ Z0,M .
Set
sm(j) :=
∆j;m
W
, j ∈ Z0,N , m ∈ Z0,M . (5)
The truncated KN (a0, a1, ..., aN )-moment problem has a solution if and only
if for each j ∈ Z0,N , the truncated Hamburger moment problem with mo-
ments sm(j): ∫
R
xmdσj = sm(j), m = 0, 1, ...,M, (6)
is solvable. Here σj is a non-negative measure on B(R).
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Moreover, if σj is a solution of the Hamburger moment problem (6),
j ∈ Z0,N , then we may define a measure σ˜j by
σ˜j(δ) = σj(δ ∩R), δ ∈ B(R2). (7)
Here R means the set {(x1, x2) ∈ R2 : x2 = 0}. We define
σ˜j
′(δ) = σ˜j(θ
−1
j (δ)), δ ∈ B(R2), (8)
where
θj((x1, x2)) = (x1, x2 + aj) : R
2 → R2. (9)
Then we can define µ in the following way:
µ(δ) =
N∑
j=0
σ˜j
′(δ), δ ∈ B(R2), (10)
to get a solution µ of the truncated KN (a0, a1, ..., aN )-moment problem.
Proof. Suppose that the truncated KN (a0, a1, ..., aN )-moment problem has
a solution µ. For an arbitrary j ∈ Z0,N we denote:
pij((x1, x2)) = (x1, x2 − aj) : R2 → R2,
and
µ′j(δ) = µ(pi
−1
j (δ)), δ ∈ B(R2).
Using the measure µ′j(δ) on B(R
2), we define the measure σj as a restriction
of µ′j(δ) to B(R). Here by R we mean the set {(x1, x2) ∈ R2 : x2 = 0}.
With these notations, using the change of variables for measures and the
definition of the integral, for arbitrary m ∈ Z0,M , n ∈ Z0,N , we may write:
sm,n =
∫
R2
xm1 x
n
2dµ =
N∑
j=0
anj
∫
Lj
xm1 dµ =
N∑
j=0
anj
∫
R
xm1 dµ
′
j =
N∑
j=0
anj
∫
R
xmdσj .
Denote sm(j) =
∫
R
xmdσj , j ∈ Z0,N , m ∈ Z0,M . Then
sm(0) + sm(1) + sm(2) + ...+ sm(N) = sm,0,
a0sm(0) + a1sm(1) + a2sm(2) + ...+ aNsm(N) = sm,1,
a20sm(0) + a
2
1sm(1) + a
2
2sm(2) + ...+ a
2
Nsm(N) = sm,2,
· · ·
aN0 sm(0) + a
N
1 sm(1) + a
N
2 sm(2) + ...+ a
N
Nsm(N) = sm,N ,
(m ∈ Z0,M).
(11)
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By Cramer’s formulas numbers sm(j) coincide with numbers sm(j) from (5).
We conclude that the truncated Hamburger moment problems (6) are solv-
able.
On the other hand, suppose that the truncated Hamburger moment
problems (6) have solutions σj. We define measures σ˜j , σ˜
′
j , µ by (7), (8) and
(10), respectively. Observe that σ˜j(R
2\R) = 0. Then σ˜′j(R2\Lj) = 0, and
suppµ ⊆ ⋃Nj=0 Lj . Using the change of the variable (9) and the definition of
µ we see that
sm(j) =
∫
R
xm1 dσj =
∫
Lj
xm1 dµ, j ∈ Z0,N , m ∈ Z0,M .
Observe that sm(j) are solutions of the linear system of equations (11).
Then
sm,n =
N∑
j=0
anj
∫
Lj
xm1 dµ =
∫
R2
N∑
j=0
anj χLj (x1, x2)x
m
1 dµ =
=
∫
R2
xm1 x
n
2dµ, m ∈ Z0,M , n ∈ Z0,N .
Here by χLj we denote the characteristic function of the set Lj . Thus, µ is
a solution of the truncated KN (a0, a1, ..., aN )-moment problem. ✷
At first we consider the case M = 1, N = 1 of the truncated two-
dimensional moment problem.
Theorem 1 Let the truncated two-dimensional moment problem (1) with
M = 1, N = 1 and some {sm,n}m,n∈Z0,1 be given. This moment problem has
a solution if and only if one of the following conditions holds:
(i) s0,0 = s0,1 = s1,0 = s1,1 = 0;
(ii) s0,0 > 0.
In the case (i) the unique solution is µ ≡ 0. In the case (ii) a solution µ
can be constructed as a solution of the truncated K1(a0, a1)-moment problem
with the same {sm,n}m,n∈Z0,1 , and arbitrary a0 < s0,1s0,0 ; a1 >
s0,1
s0,0
.
Proof. Suppose that the truncated two-dimensional moment problem with
M = N = 1 has a solution µ. Of course, s0,0 =
∫
dµ ≥ 0. If s0,0 = 0 then
µ ≡ 0 and condition (i) holds. If s0,0 > 0 then condition (ii) is true.
On the other hand, if condition (i) holds then µ ≡ 0 is a solution of the
moment problem. Of course, it is the unique solution (one can repeat the
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arguments at the beginning of this Proof). If condition (ii) holds, choose ar-
bitrary real a0, a1 such that a0 <
s0,1
s0,0
and a1 >
s0,1
s0,0
. Consider the truncated
K1(a0, a1)-moment problem with {sm,n}m,n∈Z0,1 . Let us check by Proposi-
tion 1 that this problem is solvable. We have: W = a1 − a0,
s0(0) =
a1s0,0 − s0,1
a1 − a0 > 0, s0(1) =
s0,1 − a0s0,0
a1 − a0 > 0,
s1(0) =
a1s1,0 − s1,1
a1 − a0 , s1(1) =
s1,1 − a0s1,0
a1 − a0 .
The Hamburger moment problems (6) are solvable [23, Theorem 8]. Their
solutions can be used to construct a solution µ of the truncated two-dimensional
moment problem. ✷
We now turn to the caseM = 1, N = 2 of the truncated two-dimensional
moment problem.
Theorem 2 Let the truncated two-dimensional moment problem (1) with
M = 1, N = 2 and some {sm,n}m∈Z0,1, n∈Z0,2 be given. This moment problem
has a solution if and only if one of the following conditions holds:
(a) s0,0 = s0,1 = s0,2 = s1,0 = s1,1 = s1,2 = 0;
(b) s0,0 > 0, and
sm,n = α
nsm,0, m = 0, 1; n = 1, 2, (12)
for some α ∈ R.
(c) s0,0 > 0, s0,0s0,2 − s20,1 > 0.
In the case (a) the unique solution is µ ≡ 0.
In the case (b) a solution µ can be constructed as a solution of the trun-
cated K0(α)-moment problem with moments {sm,n}m∈Z0,1, n=0.
In the case (c) a solution µ can be constructed as a solution of the trun-
cated K2(a0, a1, a2)-moment problem with the same {sm,n}m∈Z0,1, n∈Z0,2 , ar-
bitrary a2 >
√
s0,2
s0,0
and a1 =
s0,1
s0,0
, a0 = −a2.
Proof. Suppose that the truncated two-dimensional moment problem with
M = 1, N = 2 has a solution µ. Choose p(x2) = b0 + b1x2, where b0, b1 are
arbitrary real numbers. Since
0 ≤
∫
p2dµ = s0,0b
2
0 + 2s0,1b0b1 + s0,2b
2
1,
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then Γ1 :=
(
s0,0 s0,1
s0,1 s0,2
)
≥ 0. If s0,0 = 0 then µ ≡ 0 and condition (a) is
true. If s0,0 > 0 and s0,0s0,2− s20,1 = 0, then 0 is an eigenvalue of the matrix
Γ1 with an eigenvector
(
c0
c1
)
, c0, c1 ∈ R. Observe that c1 6= 0. Denote
α = − c0
c1
. From the equation Γ1
(
c0
c1
)
= 0, it follows that relation (12)
holds for m = 0. Observe that
∫
R2
(α − x2)2dµ = 0. Then µ({(x1, x2) ∈
R
2 : x2 6= α}) = 0. For n = 1, 2, we get s1,n =
∫
R2
x1x
n
2dµ = α
ns1,0. Thus,
condition (b) is true. Finally, it remains the case (c).
Conversely, if condition (a) holds then µ ≡ 0 is a solution of the moment
problem. Since s0,0 = 0, then any solution is equal to µ ≡ 0.
Suppose that condition (b) holds. Consider the truncatedK0(α)-moment
problem with moments {sm,n}m∈Z0,1, n=0. Let us check by Proposition 1
that this problem is solvable. In fact, W = 1, ∆0;m = sm(0) = sm,0,
m = 0, 1. Since s0(0) = s0,0 > 0, then the truncated Hamburger moment
problem (6) has a solution. Then we may construct µ as it was described
in the statement of the theorem. Remaining moment equalities then follow
from relations (12) and the fact that suppµ ⊆ {(x1, x2) ∈ R2 : x2 = α}.
Suppose that condition (c) holds. Consider the truncated K2(a0, a1, a2)-
moment problem with the same {sm,n}m∈Z0,1, n∈Z0,2 , arbitrary a2 >
√
s0,2
s0,0
and a1 =
s0,1
s0,0
, a0 = −a2. We shall check by Proposition 1 that this problem
is solvable. Observe that W (a0, a1, a2) = 2a2(a
2
2 − a21) > 0, and
s0(0) =
a2 − a1
W
(a1a2s0,0 − (a1 + a2)s0,1 + s0,2),
s0(1) =
a2 − a0
W
(−a0a2s0,0 + (a2 + a0)s0,1 + s0,2),
s0(2) =
a1 − a0
W
(a0a1s0,0 − (a0 + a1)s0,1 + s0,2).
For the solvability of the corresponding three truncated Hamburger moment
problems it is sufficient the validity of the following inequalities: s0(j) > 0,
j = 0, 1, 2, which are equivalent to
a1a2s0,0 − (a1 + a2)s0,1 + s0,2 > 0, (13)
a22s0,0 − s0,2 > 0, (14)
−a1a2s0,0 − (a1 − a2)s0,1 + s0,2 > 0. (15)
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All these inequalities are true. Then the solution of the truncatedK2(a0, a1, a2)-
moment problem exists and provides us with a solution of the truncated
two-dimensional moment problem. ✷
3 The truncated two-dimensional moment prob-
lems for the cases M = N = 2; M = 2, N = 3;
M = 3, N = 2; M = N = 3.
Consider arbitrary real numbers {sm,n}m,n∈Z0,3 , such that
s0,0 > 0, s0,0s0,2 − s20,1 > 0, s0,0s2,0 − s21,0 > 0. (16)
Let us study the truncated two-dimensional K3(a0, a1, a2, a3)-moment prob-
lem with the moments {sm,n}m,n∈Z0,3 and with some a0 < a1 < a2 < a3:
a2 ∈
( |s0,1|
s0,0
,
√
s0,2
s0,0
)
; (17)
a3 > max
{∣∣s0,3 − a22s0,1∣∣
−a22s0,0 + s0,2
,
√
a2s0,2 + |s0,3|
a2s0,0 − |s0,1|
}
; (18)
a0 = −a3, a1 = −a2. (19)
Observe that condition (16) ensures the correctness of all expressions in (17),
(18). Let us study by Proposition 1, when this moment problem has a
solution. We have: W =
∏
1≤j<i≤4
(ai−1 − aj−1) > 0, and for m ∈ Z0,3,
sm(0) =
2a2(a3 − a2)(a3 + a2)
W
{−a22a3sm,0 + a22sm,1 + a3sm,2 − sm,3}, (20)
sm(1) = −(a2 + a3)(a3 − a2)2a3
W
{−a23a2sm,0+a23sm,1+a2sm,2−sm,3}, (21)
sm(2) =
(a1 + a3)(a3 + a2)2a3
W
{a2a23sm,0 + a23sm,1 − a2sm,2 − sm,3}, (22)
sm(3) = −(a2 + a3)2a2(a2 + a3)
W
{a3a22sm,0 + a22sm,1 − a3sm,2 − sm,3}. (23)
Sufficient conditions for the solvability of the corresponding Hamburger mo-
ment problems (6) are the following ([23, Theorem 8]):
s0(j) > 0, s0(j)s2(j)− (s1(j))2 > 0, j = 0, 1, 2, 3. (24)
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The first inequality in (24) for j = 0, 1, 2, 3 is equivalent to the following
system: 
−a22a3s0,0 + a22s0,1 + a3s0,2 − s0,3 > 0
a23a2s0,0 − a23s0,1 − a2s0,2 + s0,3 > 0
a2a
2
3s0,0 + a
2
3s0,1 − a2s0,2 − s0,3 > 0
−a3a22s0,0 − a22s0,1 + a3s0,2 + s0,3 > 0
. (25)
The second inequality in (24) for j = 0, 1, 2, 3 is equivalent to the following
inequalities:
(−a22a3s0,0 + a22s0,1 + a3s0,2 − s0,3)(−a22a3s2,0 + a22s2,1 + a3s2,2 − s2,3) >
> (−a22a3s1,0 + a22s1,1 + a3s1,2 − s1,3)2,
(a23a2s0,0 − a23s0,1 − a2s0,2 + s0,3)(a23a2s2,0 − a23s2,1 − a2s2,2 + s2,3) >
> (a23a2s1,0 − a23s1,1 − a2s1,2 + s1,3)2,
(a23a2s0,0 + a
2
3s0,1 − a2s0,2 − s0,3)(a23a2s2,0 + a23s2,1 − a2s2,2 − s2,3) >
> (a23a2s1,0 + a
2
3s1,1 − a2s1,2 − s1,3)2,
(−a22a3s0,0 − a22s0,1 + a3s0,2 + s0,3)(−a22a3s2,0 − a22s2,1 + a3s2,2 + s2,3) >
> (−a22a3s1,0 − a22s1,1 + a3s1,2 + s1,3)2.
Dividing by a3 or a
2
3 we obtain that the latter inequalities are equivalent to
the following inequalities:(
−a22s0,0 + s0,2 +
a22s0,1 − s0,3
a3
)(
−a22s2,0 + s2,2 +
a22s2,1 − s2,3
a3
)
>
>
(
−a22s1,0 + s1,2 +
a22s1,1 − s1,3
a3
)2
,(
a2s0,0 − s0,1 + −a2s0,2 + s0,3
a23
)(
a2s2,0 − s2,1 + −a2s2,2 + s2,3
a23
)
>
>
(
a2s1,0 − s1,1 + −a2s1,2 + s1,3
a23
)2
,(
a2s0,0 + s0,1 − a2s0,2 + s0,3
a23
)(
a2s2,0 + s2,1 − a2s2,2 + s2,3
a23
)
>
>
(
a2s1,0 + s1,1 − a2s1,2 + s1,3
a23
)2
,
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(
−a22s0,0 + s0,2 +
s0,3 − a22s0,1
a3
)(
−a22s2,0 + s2,2 +
s2,3 − a22s2,1
a3
)
>
>
(
−a22s1,0 + s1,2 +
s1,3 − a22s1,1
a3
)2
. (26)
We additionally assume that
(−a22s0,0 + s0,2)(−a22s2,0 + s2,2) > (−a22s1,0 + s1,2)2, (27)
(a2s0,0 − s0,1)(a2s2,0 − s2,1) > (a2s1,0 − s1,1)2, (28)
(a2s0,0 + s0,1)(a2s2,0 + s2,1) > (a2s1,0 + s1,1)
2. (29)
In this case inequalities (26) will be valid, if a3 is sufficiently large. In fact,
inequalities (26) have the following obvious structure:
(rj + ψj(a3))(lj + ξj(a3)) > (tj + ηj(a3))
2, j ∈ Z0,3,
while inequalities (27)-(29) mean that
rj lj > t
2
j , j ∈ Z0,3.
Since ψj(a3), ξj(a3) and ηj(a3) tend to zero as a3 → ∞, then there exists
A = A(a2) ∈ R such that inequalities (26) hold, if a3 > A.
System (25) can be written in the following form:{ ±(a22s0,1 − s0,3) < a3(−a22s0,0 + s0,2)
±(a23s0,1 − s0,3) < a2(a23s0,0 − s0,2)
. (30)
System (30) is equivalent to the following system:{ |a22s0,1 − s0,3| < a3(−a22s0,0 + s0,2)
|a23s0,1 − s0,3| < a2(a23s0,0 − s0,2)
. (31)
If
a3 >
|a22s0,1 − s0,3|
−a22s0,0 + s0,2
, (32)
and
a3 >
√
|s0,3|+ a2s0,2
a2s0,0 − |s0,1| , (33)
then inequalities (31) are true. Observe that relation (33) ensures that
a23|s0,1|+ |s0,3| < a2(a23s0,0 − s0,2).
Quadratic (with respect to a3 or a
2
3) inequalities (27)-(29) can be verified
by elementary means, using their discriminants. Let us apply our consider-
ations to the truncated two-dimensional moment problem.
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Theorem 3 Let the truncated two-dimensional moment problem (1) with
M = N = 3 and some {sm,n}m,n∈Z0,3 be given and conditions (16) hold.
Denote by I1, I2 and I3 the sets of positive real numbers a2 satisfying in-
equalities (27), (28) and (29), respectively. If( |s0,1|
s0,0
,
√
s0,2
s0,0
)
∩ I1 ∩ I2 ∩ I3 6= ∅, (34)
then this moment problem has a solution.
A solution µ of the moment problem can be constructed as a solution of
the truncated K2(−a3,−a2, a2, a3)-moment problem with the same {sm,n}m,n∈Z0,3 ,
with arbitrary a2 from the interval
(
|s0,1|
s0,0
,
√
s0,2
s0,0
)
∩ I1 ∩ I2 ∩ I3, and some
positive large a3.
Proof. The proof follows from the preceding considerations. ✷
Let the truncated two-dimensional moment problem (1) with M,N ∈
Z2,3 and some {sm,n}m∈Z0,M , n∈Z0,N be given, and conditions (16) hold. No-
tice that conditions (16), (27), (28), (29) and the first interval in (34) do
not depend on sm,n with indices m = 3 or n = 3. Thus, we can check con-
ditions of Theorem 3 for this moment problem (keeping undefined moments
as parameters).
Example 1 Consider the truncated two-dimensional moment problem (1)
with M = N = 2, and
s0,0 = 4ab, s0,1 = 0, s0,2 =
4
3
ab3, s1,0 = s1,1 = s1,2 = 0,
s2,0 =
4
3
a3b, s2,1 = 0, s2,2 =
4
9
a3b3,
where a, b are arbitrary positive numbers. In this case, condition (16) holds.
Moreover, we have:
I1 = (0,+∞)\
{
1√
3
b
}
, I2 = I3 = (0,+∞);
( |s0,1|
s0,0
,
√
s0,2
s0,0
)
=
(
0,
1√
3
b
)
.
By Theorem 3 we conclude that this moment problem has a solution.
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S.M. Zagorodnyuk
13
We study the truncated two-dimensional moment problem (with rect-
angular data): to find a non-negative measure µ(δ), δ ∈ B(R2), such that∫
R2
xm1 x
n
2dµ = sm,n, 0 ≤ m ≤M, 0 ≤ n ≤ N , where {sm,n}0≤m≤M, 0≤n≤N
is a prescribed sequence of real numbers; M,N ∈ Z+. For the cases M =
N = 1 and M = 1, N = 2 explicit numerical necessary and sufficient con-
ditions for the solvability of the moment problem are given. In the cases
M = N = 2; M = 2, N = 3; M = 3, N = 2; M = 3, N = 3 some explicit
numerical sufficient conditions for the solvability are obtained. In all the
cases some solutions (not necessarily atomic) of the moment problem can
be constructed.
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