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Lineare Antwortfunktionen stark korrelierter Materialien:
Ein Zugang mittels LDA+DMFT
Kurzfassung: Die außergewöhnlichen elektronischen und magnetischen Eigenschaften stark
korrelierter Materialien bilden seit Jahrzehnten ein bedeutendes Forschungsgebiet der the-
oretischen Physik. Stark korreliert sind Materialien mit teilweise gefüllten lokalisierten d-
oder f -, gelegentlich auch p-Schalen. Die Beschreibung ihrer Eigenschaften ist eine der zen-
tralen Herausforderungen der theoretischen Festkörperphysik. Zu ihrer Untersuchung wer-
den Modell Hamiltonoperatoren genutzt, die sich auf die niederenergetischen Anregungen
beschränken. In den vergangenen Jahren wurden Methoden zur Bestimmung solcher Mod-
elle entwickelnt, die auf ab-initio Dichtefunktional Methoden (DFT), zum Beispiel der lokalen-
Dichte Näherung (LDA) beruhen. Die Berechnung der Eigenschaften dieser realistischen Mod-
elle ist eine Herausforderung. Die Methode der Wahl ist die dynamische Molekularfeld-Theorie
(DMFT). Im Rahmen der DMFT wird das Gitter-Modell auf ein selbstkonsistentes Störstellen-
Modell abgebildet, welches mittels numerischer Techniken, beispielsweise der Quanten Monte-
Carlo (QMC) Methode von Hirsch und Fye, behandelt werden kann. Dieser kombinierte Zu-
gang wird LDA(DFT)+DMFT genannt und gibt uns einen praktikablen Zugang zur realistis-
chen Beschreibung der elektronischen und magnetischen Eigenschaften stark korrelierter Ma-
terialien. Einen direkten Vergleich zwischen Theorie und Experiment ermöglichen jedoch erst
die linearen Antwortfunktionen, deren Berechnung ein besonderes Problem darstellt.
Im Rahmen meiner Dissertation implementiere ich eine Methode zur Berechnung allgemeiner
Antwortfunktionen (Gitter-Suszeptibilitäten) für realistische Modelle korrelierter Materialien.
Das Programm zur numerischen Bestimmung dieser Antwortfunktionen basiert auf den folgen-
den beiden Schritten: i) Die lokale Suszeptibilität wirt mittels Hirsch-Fye QMC berechnet. Dabei
erweist sich eine neuartige Methode zur Fouriertransformation der Greenschen Funktion inner-
halb der QMC Rechnung als wichtiger Schritt. ii) Die Gitter-Suszeptibilität wird als Lösung
der Bethe-Salpeter Gleichung bestimmt, wobei die Vertexfunktion durch den lokalen Vertex
genähert wird. Als charakteristische Beispiele korrelierter Materialien untersuchen wir die Mott
Isolatoren VOMoO4 und Li2VOSiO4 mit besonderem Augenmerk auf ihren magnetischen Eigen-
schaften. Beide Materialien können durch ein J1-J2 Quanten-Heisenbergmodell beschrieben
werden. Wir bestimmen die q-abhängige Spinsuszeptibilität mit und ohne die Beiträge des
lokalen Vertex. Es zeigt sich, dass die Vertex Korrekturen essentiell sind, um ein Curie-Weiss
Verhalten zu erhalten. Beide Materialien sind im Grundzustand dreidimensional geordnet, mit
ausgeprägter ebenenweiser Ordnung. Die Ordnung in den Ebenen ist kollineare antiferromag-
netisch für Li2VOSiO4 und Neél antiferromagnetisch für VOMoO4. Wir bestimmen die effektiven
Austauschkopplungen aus dem Hochtemperaturverhalten der Suszeptibilität. Wir finden, dass
die magnetische Ordnung in beiden Materialien schwach frustriert ist. Darüber hinaus zeigen
wir, dass lokale Korrelationen für Li2VOSiO4 die Frustration deutlich erhöhen, während sie für
VOMoO4 nur einen eine leichte Änderung bewirken. Abschließend untersuchen wir die Bedeu-
tung nicht-lokaler Effekte mittels Cluster DMFT (CDMFT) Rechnungen. Wir finden, dass sie für
die magnetische Austauschkopplung nur von untergeordneter Bedeutung sind.
Stichworte: stark korrelierte Materialien, LDA+(Cluster)DMFT, Lineare Antwortfunktions,
magnetische Suszeptibilität, lokale-Vertex Näherung, VOMoO4, Li2VOSiO4, frustrierte Wech-
selwirkung, magnetische Austauschkopplung, J1-J2 quanten Heisenberg Modell, Curie-Weiss
Gesetz.

Linear response functions of Strongly Correlated Materials:
LDA+DMFT approach
Abstract: The exotic electronic and magnetic properties of strongly-correlated materials have
attracted the attention of theoretical physicists since decades. Strongly correlated materials are
a wide class of systems with localized and partially filled d- or f - and, sometimes, p-shells; the
description of their properties is one of the central challenges of theoretical condensed-matter
physics. To study them, low-energy quantum many-body model Hamiltonians are typically
used; in recent years, it has been shown that the parameters of such models can be deter-
mined ab-initio by using density functional theory (DFT), e.g., in the local density approxima-
tion (LDA). Solving the realistic many-body model Hamiltonians built in this way is the major
challenge. The state-of-the-art approach is dynamical mean field theory (DMFT). In DMFT, the
lattice many-body problem is mapped onto a self-consistence impurity model, which is solved
using numerical techniques such as the Hirsch-Fye quantum Monte-Carlo (QMC) method. This
approach, known as LDA(DFT)+DMFT, allows us a realistic description of the electronic and
magnetic properties of strongly correlated materials. To provide a connection between theory
and experiments, however, linear response functions are crucial and they are particularly dif-
ficult to obtain. In the present thesis, I implement a method to calculate the general response
functions (lattice susceptibility) for real materials. This general response function code is based
on the following steps. i) The local susceptibility is calculated via the Hirsch-Fye QMC impu-
rity solver. In order to extract the local susceptibility a new approach is used for computing
the Fourier transform of the Green’s function inside the QMC. ii) The lattice susceptibility is
obtained by solving the Bethe-Salpeter equation using the local vertex approximation; in the
latter, the momentum dependent vertex function is replaced by a local quantity. As represen-
tative examples, the Mott insulators VOMoO4 and Li2VOSiO4 and their magnetic properties are
studied. Both materials are considered realizations of the J1-J2 quantum Heisenberg model.
The q-dependent spin susceptibility is calculated with and without the local vertex contribu-
tion. It is shown that the vertex correction is essential to recover the Curie-Weiss law. It is
found that, in the ground state, both materials are three dimensionally ordered with in-plane
antiferromagnetic collinear order for Li2VOSiO4 and in-plane antiferromagnetic Neel order in
plain for VOMoO4. The effective exchange couplings are obtained from the high temperature
susceptibility. It is shown that both materials are in weak frustration regime. Moreover, it is
shown that local correlations push Li2VOSiO4 toward the frustration regime while they slightly
changes the frustration degree in VOMoO4. The non-local effects are also studied using cluster
dynamical mean-field theory (cDMFT). It is found that they affect little the magnetic exchange
couplings.
Keywords: Strongly correlated materials, LDA+(cluster)DMFT, Linear response function, Mag-
netic susceptibility, Local vertex approximation, VOMoO4, Li2VOSiO4, Frustration, Magnetic ex-
change coupling, J1-J2 quantum Heisenberg model, Curie-Weiss law.
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CHAPTER 1
Introduction
To calculate the properties of a material (or equivalently, a physical system) one has to solve
the Schrödinger equation
Hˆ|Ψ〉 = E|Ψ〉, (1.1)
where |Ψ〉 is the wave function which belongs to eigen energy E and H is the Hamiltonian of
the system. Apart from the relativistic effects, the Hamiltonian is given by1
Hˆ = Tˆe + Tˆn + Vˆen + Vˆee + Vˆnn, (1.2)
where Tˆe and Tˆn, respectively, denote the kinetic energy of electrons and nuclei
Tˆe = −1
2
∑
i
∇2ri , (1.3)
Tˆn = −
∑
α
1
2Mα
∇2Rα . (1.4)
Vˆee, Vˆen and Vˆnn are the Coulomb interaction between two electrons, between electrons and
nuclei and between two nuclei
Vˆee =
1
2
∑
i 6=i′
1
|ri − ri′ | , (1.5)
Vˆen = −
∑
α,i
Zα
|ri −Rα| , (1.6)
Vˆnn =
1
2
∑
α 6=α′
ZαZα′
|Rα −Rα′ | . (1.7)
In Eqs. (1.3-1.7), ri and Rα are electron and nucleus positions, respectively. Zα is the atomic
number and Mα the nuclear mass. Since the nucleus mass is much larger than the electron
mass, one can use the Born-Oppenheimer approximation to separate dynamic of the electrons
and nuclei by considering the product Ansatz |Ψ〉 = Ψ({ri}, {Rα}) = ψ({ri}; {Rα})φ({Rα}).
In this case, the Schrödinger equation for electrons becomes Hˆeψ = εψ where
Hˆe = −1
2
∑
i
∇2ri +
1
2
∑
i 6=i′
1
|ri − ri′ | −
∑
α,i
Zα
|ri −Rα| +
1
2
∑
α 6=α′
ZαZα′
|Rα −Rα′ | . (1.8)
The exact solution of this equation is impossible to find due to its many-body nature. This
complexity becomes more clear if one tries to solve the Schrödinger equation for a system with
1We choose atomic units to write the Hamiltonian wherein e, me and 1/4piε0 have a value of 1.
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Ne electrons. In this case, the wave function ψ, for a specific spin, depends on dimension d
times Ne coordinates. Considering a grid with L points in each coordinate, one has to store
LdNe values of the wave function. This becomes an unfeasible task even for moderated values
of Ne, d and L.2 For this reason approximative approaches are necessary to develop.
The most popular and successful approximate method, applied in condensed matter physics,
chemistry and material science, is density functional theory (DFT) [1, 2]. DFT is a computational
method to investigate the electronic structure of the many-body system. Within the DFT, the
properties of the system are determined by using the functional of the ground state density. In
this method, a fully interacting many-body system is mapped onto a fictitious non-interacting
one with an effective external potential under the constraint that the ground state density of
these two systems are identical. Since the functional is unknown, approximations such as local
density approximation (LDA) are used. Though the DFT within the LDA works well for a vast
class of materials, it often fails to investigate physical properties of strongly correlated materials
[3, 4]. In this class of materials, the Coulomb interaction between electrons is comparable or
larger than their kinetic energies and causes strong correlations between them. Transition-
metal and rare-earth compounds with partially filled d- or f -shells belong to the category of
the strongly correlated materials. To correct the weakness of DFT for investigating the rich
phenomena of strongly correlated materials, alternative methods should be devised.
Most of the methods proposed for studying the strongly correlated systems are based on
model Hamiltonians such as the Hubbard model [5, 6] and the Anderson impurity model [7].
Even though the effective Hamiltonians are simple, they are still a full many-body problem
and, in general, there is no exact solution for them (apart from some special cases). Hence,
numerical techniques like different kinds of quantum Monte-Carlo (QMC) methods (e.g., [8]),
exact diagonalization (ED) (e.g., [9]), etc should be employed to study the model Hamiltonian.
However, realistic model Hamiltonians which are implemented to study lattice systems and real
materials, are in general intractable. For instance, the QMC often suffers from the infamous
minus sign problem if the number of sites Ns in the model increases (e.g., [10]). In the exact
diagonalization, the Hubbard model is described by a 4Ns × 4Ns matrix. Exponential growth
of the matrix size does not allow to study the model with large number of sites by using cur-
rent computer facilities. Accordingly, alternative and approximative approaches are required to
describe more general Hubbard models which can be used to explain real materials.
A very successful method which has been developed 25 years ago is the dynamical mean
field theory (DMFT) [11, 12]. Within the DMFT approach, the lattice Hubbard model is mapped
onto a self-consistent impurity problem which is still a many-body problem but exactly solvable
by using numerical techniques. The DMFT approximation becomes exact in infinite dimension
(or infinite coordination number). In finite dimension (or coordination number) it turned out
to be, however, an excellent approximation. In the DMFT approximation, the most challenging
part is the solution of the impurity model. One of the most flexible impurity solvers is Hirsch-Fye
QMC [13]. Recently several classes of continuous time QMC have been devised which overcome
some of the limitations of the Hirsch-Fye QMC [14].
To study the strongly correlated real materials, model Hamiltonian parameters (such as
Coulomb interaction U and band width W ) can be determined from the first principles using
2For instance, consider iron atom with Ne = 26, d = 3. Taking into account a grid with L = 20 points in x, y and
z direction, ∼ 3× 10101 values of the wave function should be stored which exceed the total number of atoms in the
universe (∼ 1078-1082 atoms).
3density functional theory. Then, the DMFT solution of the ab-initio model Hamiltonian pro-
vides the physical properties of the highly correlated real materials. This approach, known as
DFT+DMFT method, is the state-of-the-art approach to study strongly correlated real materials
[15].
It is always important how the current theoretical approaches are successful in describing
the experimental data and/or in predicting physical features of the system or real materials.
The quantity that provides a connection between experiment and theory is "response function".
Within an experiment, the response function (e.g. magnetic response χ) is obtained by inves-
tigating the relation between a small external field F (e.g. static magnetic field B) applied
on the sample and the measured observable X (e.g. magnetization M). Theoretically, the re-
sponse function is just a correlation function of operator Xˆ (e.g. magnetization-magnetization
or equivalently spin-spin correlation function). In the DFT+DMFT approach, evaluation of the
general response function over all the Brillouin zone (lattice susceptibility) is a feasible but dif-
ficult task from numerical point of view. The difficulty is not only due to the many-body nature
of the self-consistent impurity problem but also due to the complexity of one of the response
function’s ingredients, the vertex function. In DFT+DMFT, the lattice susceptibility is obtained
by solving the Bethe-Salpeter equation, in which the momentum dependent vertex function is
replaced by a local quantity [12].
In this thesis, we mainly focus on the computation of the lattice susceptibility for the strongly
correlated real materials by using the LDA+DMFT approximation based on the Hirsch-Fye QMC
impurity solver. We calculate the lattice magnetic susceptibility for two transition-metal oxides,
VOMoO4 and Li2VOSiO4, which are considered as a prototype of the two-dimensional J1-J2
Heisenberg model [16, 17, 18]. We employ the magnetic susceptibility to study the nature of
magnetic interaction of these two Vanadium compounds.
This thesis is organized as follows:
In the first part of the chapter 2,
we overview the DFT by describing the
Hohenberg-Kohn theorem and the Kohn-
Sham equations. Then the LDA is in-
troduced as a successful approximation to
study electronic structure of weakly cor-
related materials. In the second part,
the DMFT and its extension, cluster DMFT
(cDMFT), are explained briefly. We fin-
ish the chapter 2 by a short descrip-
tion on combination of the DFT and the
(c)DMFT.
Chapter 3 focuses on Monte-Carlo algorithm and the Hirsch-Fye QMC. Since the Hirsch-
Fye QMC is our favorite impurity solver to solve the impurity problem and calculate the lattice
susceptibility, we derive its equations in details.
Chapter 4 is allocated to the response function. Since our final goal is to compute the
lattice susceptibility for strongly correlated materials, we discuss the response function of a
4 Chapter 1. Introduction
system in details. Furthermore, we de-
rive the lattice susceptibility relation which
is used within the LDA+(c)DMFT approach.
Intrinsic properties of the susceptibility are
crucial for programming the response func-
tion in the LDA+DMFT approach. For this
reason, we analytically derive these prop-
erties for the lattice and local susceptibil-
ity.
In chapter 5, we explain the numerical algorithm that we employ to compute the lat-
tice susceptibility. The bottleneck of the computation procedure is the determination of the
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local susceptibility with the Hirsch-Fye QMC.
This can be very time consuming, although
the calculation is performed only once at
the end of the self-consistency loop. To ob-
tain the local susceptibility, the Fourier trans-
form of the QMC Green’s function (not phys-
ical Green’s function) is very important. We
evaluate the Fourier transform of the QMC
Green’s function by shifting the discontinu-
ities of the Green’s function to border and
using the two-dimensional Filon-Trapezoidal
approximation, which turns out to be partic-
ularly efficient. Once the local susceptibility
is derived, we are able to compute the local vertex function. Having the local vertex function
and lattice Green’s function from the LDA+(c)DMFT, we can use the Bethe-Salpeter equation
to obtain the lattice susceptibility.
c ≠ 0
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Γ
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Γ
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Chapter 6 presents our study on the na-
ture of the magnetic interactions in two Vana-
dium compounds, VOMoO4 and Li2VOSiO4.
In this study, with the help of the static spin
susceptibility, we discuss some physical fea-
tures of VOMoO4 and Li2VOSiO4 compounds
such as magnetic ordering, effect of the local
and non-local correlations on the frustration
degree, importance of off-plane magnetic in-
teractions and magnetic super-exchange couplings.
Chapter 7 summarizes the thesis.
CHAPTER 2
Combination of DFT and cluster DMFT
In this chapter, we describe briefly density functional theory (DFT) and its local density approx-
imation (LDA) (for a general but short review see e.g. [19]). Although DFT is a very powerful
approach to describe physical properties of a real material, it is not able to explain strongly cor-
related systems, i.e., systems in which Coulomb interaction is significant. To describe such in-
teresting systems, we use the dynamical mean field theory (DMFT) approximation with the DFT
(the so called DFT+DMFT approach). Here we discuss how the DFT+DMFT method can be im-
plemented to study complicated real materials with partially filled d- or f -orbitals [20, 21, 22].
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2.1 Density functional theory
2.1.1 The Hohenberg-Kohn theorem
In 1963, P. Hohenberg and W. Kohn proved that the knowledge of charge density n(r) is suffi-
cient to describe the ground state properties of a quantum mechanical system [23]. Using the
density n(r), the number of particles N and the external potential vext(r)
vext(r) = −
∑
i,α
Zα
|ri −Rα| (2.1)
of the interacting electrons system are determined uniquely (one-to-one correspondence be-
tween n(r) and vext(r)). The Hamiltonian is then obtained by the calculated external potential
vext(r). Thus the ground state density n(r) provides the Hamiltonian of the system and deter-
mines implicitly the relevant physical quantities such as the ground state wave function, ground
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state energy, etc. As a result, the ground state energy is a functional of the electron density n(r)
and is minimized by the ground state density.
E[n(r)] =
〈
ψ
∣∣Tˆe + Vˆee∣∣ψ〉+ ∫ dr vext(r)n(r) + 1
2
∑
α 6=α′
ZαZα′
|Rα −Rα′ |
= F [n(r)] +
∫
dr vext(r)n(r) + Enn. (2.2)
In this relation,
∣∣ψ〉 is the ground state of the system which is a functional of the density n(r) and
Enn the energy shift due to nuclei-nuclei interaction. F [n(r)] = Te[n(r)] + Vee[n(r)] =
〈
ψ
∣∣Tˆe +
Vˆee
∣∣ψ〉 is the sum of the kinetic Te[n(r)] and electron-electron interaction energy Vee[n(r)]. The
functional F [n(r)] is universal and is identical for all the systems. However, it is an unknown
functional.
Calculating the density n(r) for the many-body Hamiltonian (1.8) remains impossible in the
general case. However, in 1965, W. Kohn and L. Sham proposed to obtain the density n(r) by
solving an auxiliary non-interacting problem whose density n0(r) is the same as the one of the
interacting system n(r) [24]. This approach, schematically, is shown in Fig. 2.1 and discussed
in the following.
2.1.2 The Kohn-Sham equations
Based on the Kohn-Sham approach [24], it is possible to obtain the ground state energy and
density n(r) of a many-body interacting system by solving the Schrödinger equation of a ficti-
tious non-interacting one, providing that the external potential of the non-interacting system
vR(r) is chosen in a way that the density of non-interacting system n0(r) equals to the density
of the interacting one n(r) (See Fig. 2.1).
n(r) = n0(r) =
occ∑
n
|ψn(r)|2 . (2.3)
Considering the functionals T0[n(r)] as the kinetic energy of the non-interacting system,
VH [n(r)] =
1
2
∫
dr
∫
dr′ n(r)n(r
′)
|r−r′| the classical electrostatic Coulomb interaction (called Hartree
term), and Exc[n(r)] the small exchange-correlation correction, the universal functional F [n(r)]
can be rewritten as follows
F [n(r)] = Te[n(r)] + Vee[n(r)]
= T0[n(r)] + VH [n(r)] + Exc[n(r)]
= T0[n(r)] +
1
2
∫
dr
∫
dr′
n(r)n(r′)
|r− r′| + Exc[n(r)], (2.4)
where the exchange-correlation energy functional is
Exc[n(r)] = Te[n(r)]− T0[n(r)] + Vee[n(r)]− VH [n(r)]. (2.5)
Using this functional, the total energy functional E[n(r)] is
E[n(r)] = T0[n(r)] +
∫
dr vext(r)n(r) +
1
2
∫
dr
∫
dr′
n(r)n(r′)
|r− r′| + Exc[n(r)] + Enn. (2.6)
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Figure 2.1: Schematic figure of how a fully interacting many-body system can be mapped onto
a fictitious non-interacting one through the Kohn-Sham approach. vKS is external potential of
the non-interacting problem. (1): Using the (Kohn-Sham) potential vKS , the ground state wave
function is derived by solving the schrödinger equation. (2) Once the wave function is obtained,
the ground state density is calculated. (3) Since the external potential is a functional of the
ground state density, a new potential v is obtained. Theses steps are done until convergency
is reached. According to Kohn-Sham approach, the ground state density of the fictitious non-
interacting system is equal to the ground state density of a full interacting many-body system.
Therefore, the computed n(r) can be used to describe the ground state properties of the full
interacting system.
By minimizing the total energy functional with the constraint N =
∫
dr n(r), where N is the
total number of electrons, the Kohn-Sham equation is obtained as below(
−1
2
∇2 + vR(r)
)
ψn(r) = εnψn(r), (2.7)
where the eigenvalues εn are the Lagrange multipliers used to minimize the energy functional
considering the total number of particle N constraint. The reference potential vR is
vR(r) = −
∑
α
Zα
r−Rα +
∫
dr′
n(r′)
|r− r′| + vxc(r), (2.8)
in which vxc(r) is called exchange and correlation potential, which depends on the density
distribution and is obtained by
vxc(r) =
δExc[n(r)]
δn(r)
. (2.9)
Equations (2.3), (2.7) and (2.9) are called Kohn-Sham equations and should be solved self-
consistently. Starting form an initial guess for density ninit(r), the Kohn-Sham equations are
solved numerically to obtained the new density. This procedure continues until the converged
density is derived.
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2.1.3 Local density approximation
In order to study the ground state properties of a many-body system, the self-consistent Kohn-
Sham equations should be exactly solved. For this purpose, it is necessary to know the exact
exchange-correlation energy functional Exc[n(r)]. However, Exc[n(r)] is an unknown functional
and has to be approximated. Common approximations have a form as
Exc[n(r)] =
∫
dr exc (r; [n˜(r)])n(r), (2.10)
wherein exc (r; [n˜(r)]) is the exchange-correlation functional energy per particle at r and n˜(r)
the density distribution around r. The simplest form of approximation is the local density ap-
proximation (LDA) in which exc (r; [n˜(r)]) is replaced by the exchange-correlation energy of
uniform electron gas eLDAex which is a function of density n(r). Therefore, within the LDA, the
exchange-correlation energy functional is approximated by
ELDAxc [n(r)] =
∫
dr eLDAxc (n(r))n(r). (2.11)
The exchange energy of the uniform electron gas can be calculated analytically [25]
eLDAx (n(r)) = −
3
4
(
3
pi
)1/3 ∫
dr n(r)4/3. (2.12)
The correlation energy is, instead, computed numerically using quantum Monte-Carlo technique
and fitting data for different values of n(r) [26].
Although LDA works well to capture some properties of solids such as fermi surfaces and
electronic band structures, it fails to describe essential features of strongly correlated materials,
e.g., Mott-insulators, even in qualitative level. The main reason of this failure is the many-
body effects between very localized electrons in d- or f -shells, which strongly interact through
a large Coulomb interaction U . Electrons lose their individuality in such a system so that their
dynamics highly depends on the ones which feel the Coulomb interaction U (i.e., particles are
highly correlated). For instance, KCuF3 is a well-known paramagnetic insulator with partially
filled d- shell (3d9) (see e.g. [27]). However, for such materials (nonmagnetic crystal with odd
electrons per unit cell), the LDA predicts metallic regime due to spin degeneracy [22, 27]. To
study physics of the strongly correlated systems, model Hamiltonians accompanied by a many-
body method, for instance dynamical mean field theory (DMFT), are used (for a detailed review
article, see e.g. [12]).
2.2 Low-energy models and downfolding
To capture low-energy physics of a system, in the model Hamiltonian, only the relevant bands
(which are close to the Fermi level) and interactions (which are important for the case studied)
are considered. High energy degrees of freedom are projected out (downfolded) in the sprit
of Wilson renormalization group. Through the downfolding procedure, the effects of the high
energy states are implicitly included to low energy ones.
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The downfolding procedure is done as follows (see e.g. [28]): the Hamiltonian of the
system is divided into the low-energy states and ’other’ states which will be integrated out,
H =
(
H00 H01
H10 H11
)
. (2.13)
Here, H00 and H11 are block matrices (reduced Hilbert space) related to low- and high-energy
states of the system, respectively. Furthermore, H01 and H10 describe transitions between low-
and high-energy subspaces. The low-energy part of the resolvent (ε − H)−100 is obtained easily
by using inversion through partitioning of Eq. (2.13)
(ε−H)−100 =
(
ε−
[
H00 +H01 (ε−H11)−1H10
])−1
, (2.14)
where the energy dependent effective Hamiltonian (describes the physics of the full system) is
Heff(ε) = H00 +H01 (ε−H11)−1H10. (2.15)
In most of the cases, one is interested to eigenenergies close to the ground state one. If the
hopping matrix elements in H01 and H10 are small and the eigenenergies of H00 are well sep-
arated from those in the rest of the H, the energy dependent effective Hamiltonian Heff(ε) can
be approximated by energy independent one Heff(ε0)
Heff(ε0) = H00 +H01 (ε0 −H11)−1H10, (2.16)
where ε0 is a typical energy for the states lying in the reduced Hilbert space. Heff(ε0) is now the
effective Hamiltonian which can be employed to extract low energy physics of a system.
In order to study a system with a narrow band at Fermi level, the most simple model that
can be used is the Hubbard model
H =
∑
ij
∑
σ
tijc
†
iσcjσ + U
∑
i
ni↑ni↓ = Hˆ0 + Uˆ, (2.17)
where c†iσ (ciσ) creates (annihilates) an electron at site i with spin σ =↑, ↓ and nˆiσ = c†iσciσ
number of electron operator in state iσ. tij is the hopping matrix elements and U the on-site
Coulomb repulsion. This simple model is able to cover the physics of a system from non-
interacting limit (U  t) to a full interacting one (U  t). Although this model is extremely
simple, it can be solved exactly only in some special cases (e.g. in one dimension [29]). Also in
the case of a correlated system, where the Hubbard Coulomb interaction U is equal or greater
than the band width W of the system (U ≥ W ), perturbation theory fails (for a very simple
example see [30]). Thus, one should use a non-perturbative approach to study such interest-
ing systems. As a non-perturbative method, the dynamical mean field theory (DMFT) and its
extensions, is one of the successful methods which provided a huge progress in understanding
the nature of metal-insulator transition even in real materials [20, 21, 22, 12].
In the following, we explain DMFT approximation and describe how ab-initio calculations
can be done through DFT+DMFT method. Furthermore, we discuss cluster DMFT (cDMFT)
and DFT+cDMFT in order to study non-local correlations in the highly correlated systems.
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Figure 2.2: In the DMFT, a lattice model (left) is mapped onto an impurity one (right). In the
lattice many-body model, the Coulomb interaction U exists for every site, while in the impurity
model the interaction is described by the self-energy, except for the impurity site.
2.3 DMFT and DFT+DMFT
2.3.1 DMFT approximation
Dynamical mean field theory (DMFT) is based on the fact that the self-energy of a full interacting
system Σ(k, iνn) in large space dimension d → ∞ or equivalently large coordination number
z →∞ is momentum independent [31, 32, 33]
Σ(k, iνn) = Σ(iνn).
It means that the self-energy matrix Σij(iνn) in real space representation has non-zero elements
only for i = j (i.e., local elements)
Σij(iνn) = Σij(iνn)δij .
Therefore, in the limit of d → ∞ or z → ∞, the problem of the lattice Hubbard model in Eq.
(2.13) can be reduced (or mapped) to the problem of Anderson impurity one with effective
bath parameters
Himp =
∑
ij
∑
σ
tijc
†
iσcjσ +
∑
i
∑
σ
[
Vic
†
iσdσ + h.c.
]
+ εd
∑
σ
d†σdσ + Un↑n↓. (2.18)
This model can be solved exactly through various numerical methods such as different flavors
of the quantum Monte-Carlo. In the Anderson impurity model, Eq. (2.18), d†σ (dσ) creates
(annihilates) electron with spin σ on impurity site, while c†σ and cσ are creator and annihilator
operators of the non-interacting electrons. The operator nσ = d
†
σdσ acts on the impurity site,
described by impurity states |0〉, | ↑〉, | ↓〉 and | ↑↓〉, and εd is the onsite energy of the impurity
site. Each electron in the bath of non-interacting electrons may have a transition to the impurity
site and vice versa with transition amplitude V . Furthermore, tij is the hopping matrix element
of the non-interacting electrons. The effective parameters V and t in the Anderson impurity
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Hamiltonian (2.18) should be determined in such a way that the impurity Green’s function Gimp
coincides with the single site (local) Green’s function of the lattice model
G(iνn) = 1
Nk
∑
k
G(k, iνn)︸ ︷︷ ︸
single site lattice Green’s function
≡ Gimp(iνn). (2.19)
In this model, the impurity Green’s function can be calculated by using the equation of motion
[21].
Gimp(iνn) =
[
iνn − εd + µ− 1
Nk
∑
k
|V (k)|2
iνn − εk + µ − Σimp(iνn)
]−1
, (2.20)
where νn = (2n + 1)pi/β is the fermionic Matsubara frequency, µ chemical potential, and εk =∑
j tij e
ik.(Ri−Rj).1 The last term of Eq. (2.20), i.e., Σimp, is related to Coulomb interaction on
the impurity site. The other term, the so-called hybridization function,
∆(iνn) =
1
Nk
∑
k
|V (k)|2
iνn − εk + µ, (2.21)
comes from the hybridization of the impurity site with the bath of non-interacting electrons.
In fact the effective parameters V and t appear only through the hybridization function. From
Eq. (2.20), one can recognize that the bath (non-interacting) Green’s function (wherein the
Coulomb interaction U is switched off) is
G0(iνn) =
[
iνn − εd + µ− 1
Nk
∑
k
|V (k)|2
iνn − εk + µ
]−1
, (2.22)
and the impurity self-energy can be derived in terms of the impurity Green’s function and the
bath Green’s function
Σimp(iνn) = G
−1
0 (iνn)− Gimp(iνn). (2.23)
Effective parameters in the hybridization function, i.e., V and t, are then determined from Eqs.
(2.20, 2.22) and (2.23) self-consistently.
Up to now DMFT method maps the lattice Hubbard Hamiltonian onto an effective Anderson
impurity model which is exact for d → ∞ or z → ∞ because physical quantities of the lattice
model such as self-energy and Green’s function are local in those limits. But, the DMFT ap-
proach can be used as an approximation for finite dimension d or coordination number z [32].
In the DMFT approximation, due to the mapping of the lattice model to an effective impurity
one, spatial fluctuations are neglected, while dynamical onsite fluctuations are still considered.
Therefore, the momentum dependence of the lattice self-energy Σ(k, iνn) is ignored and ap-
proximated by self-energy of the impurity site (or local self-energy)
Σ(k, iνn) ≈ Σimp(iνn). (2.24)
1G(iνn) is Fourier integral of the G(τ) where τ is imaginary time. See Sec. 5.2.1 for detailed explanations about
the Green’s function and its properties.
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Using this approximation, Eq. (2.19) can be rewritten as
G(iνn) = 1
Nk
∑
k
1
iνn − εk + µ− Σ(k, iνn)
≈ 1
Nk
∑
k
1
iνn − εk + µ− Σimp(iνn) ≡ Gimp(iνn). (2.25)
Eqs. (2.23) and (2.25) are solved self-consistently to fix the effective impurity parameters and
provide an approximate scheme of physics of the lattice Hubbard model. In the following, an
iterative solution of these equations are explained.
2.3.2 DMFT self-consistent loop
Within the DMFT approach, the self-consistent DMFT equations (2.23) and (2.25) are solved
iteratively based on the following steps.
1. The single site (or local) lattice Green’s function is calculated by Eq. (2.25). The input for
the self-energy in the first iteration could be, .e.g., zero (i.e., non-interacting system).
G(iνn) = 1
Nk
∑
k
1
iνn − εk + µ− Σimp(iνn) .
2. The DMFT self-consistency condition, i.e., G(iνn) = Gimp(iνn) is applied first. Then by
using the Dyson equation (2.23), the bath Green’s function G0 is calculated.
G−10 (iνn) = G−1imp(iνn) + Σimp(iνn).
3. The impurity Anderson model with this bath Green’s function is solved by using an impu-
rity solver. Then, the single impurity Green’s function Gimp(iνn) is obtained.
4. The Dyson equation (2.23) is used again to compute a new approximation for the self-
energy.
Σimp(iνn) = G
−1
0 (iνn)− Gimp(iνn).
This self-energy is used to obtain the new single site lattice Green’s function in step 1.
Iterations are going on till the self-energy used in step 1 as input becomes equal to the
self-energy calculated in the step 4 with a given accuracy.
2.3.3 Impurity solvers
The most difficult step in iterative solution of the self-consistent DMFT equations is solving the
impurity model to derive Gimp. Despite its simplicity, the impurity model is still a full many-body
model. However, several numerically exact methods can be used to solve it.
• Different types of the quantum Monte-Carlo (QMC) method like Hirsch-Fye QMC [13],
continuous time QMC (for a review see [14]) based on hybridization expansion (CT-HYB)
[34, 35, 36] or interaction expansion (CT-INT) [37, 38].
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Figure 2.3: Iterative solution of the self-consistence DMFT equations.
• Exact diagonalization (ED) [39, 40, 22]
• Numerical renormalization group (NRG) [41]
and some approximate schemes like iterative perturbation theory (IPT) [32, 42].
In the current thesis, we use Hirsch-Fye QMC as an impurity solver. We will explain Hirsch-
Fye algorithm in Sec. 3.2 in details.
2.3.4 DFT+DMFT method
Simple model Hamiltonians as described in Sec. 2.2 are very useful to understand the physics
of strongly correlated systems such as Mott-insulators, metal-insulator transition, etc. However,
these simple models are hardly sufficient to study physics of strongly correlated compounds
of d- and f -elements. For such real materials, it is necessary to go beyond the simple model
Hamiltonian and take into account a real crystal structure (with d = 3), in which more orbitals,
crystal fields, lattice distortion, filled and excited states, etc are considered. DFT methods (and
particularly the LDA) can be employed to construct a new Hamiltonian and to determine the
Hamiltonian parameters (such as Coulomb interaction U , exchange interaction J) for strongly
correlated real materials.
To construct a many-body Hamiltonian for real material, the Hilbert space is split into
’weakly correlated’ and ’strongly correlated’ subspaces. In the former one, kinetic energy is larger
than the Coulomb interaction of the system. Therefore the LDA will be a good approximation
to describe weakly correlated terms in the Hamiltonian. For the rest of the Hamiltonian, i.e., in
the strongly correlated subspace, the Coulomb interaction term is larger or comparable with the
kinetic term and it should be taken into account in the full form. Notice that in this subspace
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the LDA fails to capture physical properties of the system, even qualitatively (see Sec. 2.1.3).
In constructing the Hamiltonian through this approach, however, the Coulomb interaction is
counted twice. Because on the one hand, the full form of the Coulomb interaction is added to
the Hamiltonian. On the other hand it was already considered in the LDA calculation at a mean
field level. Therefore, a double counting correction term should be added to the many-body
Hamiltonian in order to cancel this extra electron-electron interaction.
The corresponding many-body Hamiltonian is then consisted of the LDA Hamiltonian term,
i.e., HˆLDA, a Coulomb interaction Uˆ , and a double-counting correction HˆDC
Hˆ = HˆLDA + Uˆ − HˆDC , (2.26)
which is constructed in localized LDA Wannier function basis2
ψimσ(r) =
1√
N
∑
k
e−iRi·k ψmkσ(r). (2.27)
In Eq. (2.26), the LDA part of the Hamiltonian is
HˆLDA = −
∑
σσ′
∑
im,i′m′
tii
′
mσm′σ′c
†
imσci′m′σ′ , (2.28)
where c†imσ (cimσ) creates (annihilates) an electron with spin σ in orbital m at site i, and
tii
′
mσm′σ′ = −
∫
dr ψimσ(r)
[
−1
2
∇2 + vR(r)
]
ψi′m′σ′(r). (2.29)
tii
′
mσm′σ′ for i 6= i′ is hopping and i = i′ the crystal-field matrix elements. The Coulomb interac-
tion Uˆ is given by
Uˆ =
1
2
∑
ii′jj′
∑
σσ′
∑
mm′m˜m˜′
U iji
′j′
mm′m˜m˜′ c
†
imσc
†
jm′σ′cj′m˜′σ′ci′m˜σ, (2.30)
where
U iji
′j′
mm′m˜m˜′ = 〈imσ jm′σ′|Uˆ |i′m˜σ′ j′m˜′σ′〉
=
∫
dr1
∫
dr2 ψimσ(r1)ψjm′σ′(r2)
1
|r1 − r2|ψj
′m˜′σ′(r2)ψi′m˜σ(r1). (2.31)
Such a full form of the Coulomb interaction is hard to deal with. For this reason, to the first
approximation, one can assume that the Coulomb interaction Uˆ is local and the correlated
electrons belong to a single shell
U lmm′m˜m˜′ = U
iiii
mm′m˜m˜′ m,m
′, m˜, m˜′ ∈ nl shell, (2.32)
so that
Hˆ = HˆLDA + Uˆ l − Hˆ lDC . (2.33)
2One of the successful methods to construct the localized Wannier functions is the ab-initio downfolding proce-
dure based on Nth-order Muffin-Tin Orbital (NMTO) method [43]. In this thesis, the LDA part of the Hamiltonian is
calculated based on this approach.
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Considering this approximation, the double counting term Hˆ lDC is the mean-field value of Uˆ
l
[22].3 Determining the Coulomb interaction matrix elements is a difficult task. Approximate
schemes, e.g., based on the DFT calculations with fixed values of orbital occupancies (the so-
called constrained DFT [45]) can be used to find out approximate Coulomb matrix.
The full many-body Hamiltonian, described by Eqs. (2.28, 2.31) and (2.33) for realis-
tic material, is still complicated enough so that we need to implement some approximations
for real calculations. Hence, the DMFT method is applied to such many-body real material
Hamiltonians, whose parameters are determined ab-initio through the DFT (or particularly the
LDA). This approach, i.e., the combination of the DFT (LDA) with the DMFT, is the so called
DFT(LDA)+DMFT method. In the LDA+DMFT approach, the Hamiltonian (2.33) is mapped
onto a multi-orbital impurity model so that the Coulomb interaction considered in the impurity
site is the same in the Eq. (2.33). Then the self-consistent DMFT equations should be solved
iteratively to extract the physical properties of the real material.
• Using the LDA Hamiltonian, the single site (local) Green’s function matrix of the lattice
can be calculated by
Gmσ,m′σ(iνn) = 1
Nk
∑
k
(
1
iνn ⊗ 1−HLDA(k) +HDC − Σ(iνn)
)
mσ,m′σ
, (2.34)
where HLDA(k) is the Fourier transform of the LDA hopping matrix and 1 is the unit
matrix. In the paramagnetic case, spin ↑ and ↓ are equivalent and therefore one can omit
the spin index in Eq. (2.34). In the first iteration, the self-energy matrix can be set to
zero.
• Since in the DMFT approximation, a lattice Hubbard model is mapped onto an impu-
rity model
[Gimp(iνn)]mσ,m′σ′ = [G(iνn)]mσ,m′σ′ , the bath Green’s function is obtained by
solving the Dyson equation[
G0(iνn)
]−1
mσ,m′σ′ =
[
Σimp(iνn)
]
mσ,m′σ′ +
[Gimp(iνn)]−1mσ,m′σ′ . (2.35)
• Once the bath Green’s function is determined, the impurity Anderson model is solved
using an impurity solver (like QMC) and the new impurity Green’s function is obtained.
• The Dyson equation is utilized again to derive new approximation for the self-energy of
the system. [
Σimp(iνn)
]
mσ,m′σ′ =
[
G0(iνn)
]−1
mσ,m′σ′ −
[Gimp(iνn)]−1mσ,m′σ′ . (2.36)
These steps are done iteratively till the convergency condition is achieved (See Sec. 2.3.1).
2.3.5 The LDA+cluster DMFT method
In the LDA+DMFT approach, since the real material Hamiltonian is associated to an impurity
model, only local correlations are taken into account, i.e., non-local correlation effects appeared
3If the Coulomb interaction is the same for all considered correlated orbitals, the double counting term is just a
constant, and can be considered as a shift in chemical potential [22, 44].
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Figure 2.4: In the cDMFT, a lattice many-body problem is mapped onto a DMFT cluster. There
are several interacting sites in the DMFT cluster (here two sites exist). Therefore, non-local
interaction are considered through the cDMFT calculations.
between different atomic sites are neglected. It is however possible to consider such non-
local correlations beyond the LDA+DMFT, the so called cluster LDA+DMFT approach. In this
method, a cluster of sites (instead of a single DMFT site) is coupled to a non-interacting bath
electrons. Inside the cluster, each atomic site may have several d- or f -orbitals and can have
interaction with the rest of the atomic sites. Consequently, the self-energy is not anymore a local
quantity, i.e., off diagonal terms of the self-energy matrix of the cluster are nonzero. A natural
choice for the cluster is a super cell in real space [44, 22].
In this case, the local lattice Green’s function matrix can be rewritten as (compare with Eq.
(2.34))
Gαmσ,α′m′σ(iνn) = 1
Nk
∑
k
(
1
iνn ⊗ 1−HLDA(k) +HDC − Σ(iνn)
)
αmσ,α′m′σ
, (2.37)
where α is the correlated site in the unit cell.
Notice that the self-energy matrix [Σ(iνn)]αmσ,α′m′σ′ , in the DMFT calculations is equal
to
[
ΣDMFT(iνn)
]
αmσ,α′m′σ′ = δαα′ [Σ(iνn)]αmσ,α′m′σ′ , i.e., off-(block) diagonal terms is zero,
whereas in cluster DMFT off-(block)diagonal elements are finite (See, e.g., Eqs. (2.39) and
(2.40)).
Consider the paramagnetic KCuF3 as an example. According to LDA band structure calcula-
tions [27], only 3d eg bands, |3z2 − r2〉 and |x2 − y2〉, are close to the Fermi level. Therefore,
the effective Hamiltonian can be constructed by downfolding other bands onto the eg bands.
Since the unit cell of the KCuF3 contains two formula units (two atoms per unit cell α = 1, 2),
the LDA Hamiltonian will then be a 4 × 4 matrix for each k point and spin state. If we label
a ≡ |x2 − y2〉 and b ≡ |3z2 − r2〉, the LDA Hamiltonian matrix is given by
HLDA(k) =

H1a,1a H1a,1b H1a,2a H1a,2b
H1b,1a H1b,1b H1b,2a H1b,2b
H2a,1a H2a,1b H2a,2a H2a,2b
H2b,1a H2b,1b H2b,2a H2b,2b
 . (2.38)
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In DMFT calculations where only one impurity site interacts with the bath of non-interacting
electrons, the self-energy matrix is
ΣDMFT(iνn) =

Σ1a,1a Σ1a,1b 0 0
Σ1b,1a Σ1b,1b 0 0
0 0 Σ2a,2a Σ2a,2b
0 0 Σ2b,2a Σ2b,2b
 , (2.39)
whereas in the cDMFT, off-diagonal block matrices in ΣDMFT(iνn) matrix are not zero anymore
ΣcDMFT(iνn) =

Σ1a,1a Σ1a,1b Σ1a,2a Σ1a,2b
Σ1b,1a Σ1b,1b Σ1b,2a Σ1b,2b
Σ2a,1a Σ2a,1b Σ2a,2a Σ2a,2b
Σ2b,1a Σ2b,1b Σ2b,2a Σ2b,2b,
 . (2.40)
Consequently, the Green’s function matrix in DMFT and cDMFT are obtained as follows
GDMFT(k, iνn) =
iνn −H1a,1a − Σ1a,1a −H1a,1b − Σ1a,1b −H1a,2a −H1a,2b
H1b,1a − Σ1b,1a iνn −H1b,1b − Σ1b,1b −H1b,2a −H1b,2b
−H2a,1a −H2a,1b iνn −H2a,2a − Σ2a,2a −H2a,2b − Σ2a,2b
−H2b,1a −H2b,1b −H2b,2a − Σ2b,2a iνn −H2b,2b − Σ2b,2b

−1
,
(2.41)
and
GcDMFT(k, iνn) =
iνn −H1a,1a − Σ1a,1a −H1a,1b − Σ1a,1b −H1a,2a − Σ1a,2a −H1a,2b − Σ1a,2b
−H1b,1a − Σ1b,1a iνn −H1b,1b − Σ1b,1b −H1b,2a − Σ1b,2a −H1b,2b − Σ1b,2b
−H2a,1a − Σ2a,1a −H2a,1b − Σ2a,1b iνn −H2a,2a − Σ2a,2a −H2a,2b − Σ2a,2b
−H2b,1a − Σ2b,1a −H2b,1b − Σ2b,1b −H2b,2a − Σ2b,2a iνn −H2b,2b − Σ2b,2b,

−1
.
(2.42)
Notice that, due to the massive downfolding, we have only eg correlated electrons, hence the
double counting term is just a constant. Therefore, we consider the double counting term (and
also the chemical potential) in the self-energy matrix. For further examples see Chap. 5.

CHAPTER 3
Impurity solver: Hirsch-Fye quantum
Monte-Carlo
In this chapter, we will focus on the application of the Monte-Carlo technique to the fully inter-
acting quantum impurity system based on the Hirsch-Fye algorithm. To do this, we first have
an overview on the Monte-Carlo method to compute high dimensional integrals in an efficient
way by using important sampling.
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3.1 Monte-Carlo method
In physical systems typically there are a large number of degrees of freedom. Therefore, to
calculate physical quantities of these systems, one has to compute a very large dimensional
integral. Solving such a high dimensional integral by utilizing usual discretization approaches
like trapezoidal or Simpson approximations is in principle impractical, because the computation
time is prohibitively high. For instance, consider a d dimensional function and suppose that the
integration grid is 100 points per dimension. Thus 100d operations are needed to compute
the integral which is computationally expensive.1 To overcome this problem, the Monte-Carlo
method provides an efficient way to compute high dimensional integrals. While in the standard
grid based methods the integrand is calculated at a large number of points (within the grid), in
the Monte-Carlo approach only sampling of the integrand is used to approximate the integral.
This sampling procedure is very crucial in the Monte-Carlo method so that an appropriate sam-
pling helps to approach the exact result quickly. In the following we describe how Monte-Carlo
solves a complicated integral by using important sampling procedure.
1Furthermore, numerical errors of evaluating such d dimensional integrals grow when d increases. For example,
trapezoidal method has an error of ∼ 1
M2/d
where M − 1 is the number of points in the grid [46]. For large
dimensional integration, trapezoid has practically large error ∼ 1.
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3.1.1 Basic concepts of the Monte-Carlo method
To interpret the basic concept of the Monte-Carlo method, we start with the following d-
dimensional integral.
I =
∫
dx g(x), (3.1)
where x is a set of variables {x1, x2, ..., xd} and g(x) is an arbitrary function. Considering a
function p(x), which in principle can be any function of x, we are able to rewrite the integral I
as follows
I =
∫
dx p(x)
(
g(x)
p(x)
)
︸ ︷︷ ︸
f(x)
=
∫
dx p(x)f(x). (3.2)
Here the function p(x) is arbitrary; in the Monte-Carlo calculations, however, p(x) is interpreted
as probability distribution of variable x and should be chosen positive and normalized.2 In
this case, the integral (3.2) is just an average of the function f(x) according to the weight
(probability) p(x).
I ≈ 1
Nc
Nc∑
i=1
f(xi), (3.3)
where Nc sets of variable xi are generated randomly with the probability p(xi).3 In order to
estimate deviation of I in Eq. (3.3) from its exact value, we can use the central limit theorem
to calculate the variance of I in terms of f(x) variance [47]
σ2I =
1
Nc
σ2f , (3.4)
where
σ2f =
1
Nc
Nc∑
i=1
f(xi)
2 −
(
1
Nc
Nc∑
i=1
f(xi)
)2
. (3.5)
Thus the error of the Monte-Carlo computation of the integral (3.3) scales as 1/
√
Nc.
2A prototype of such integrals is, e.g., the classical expectation value of an operator O which is obtained by
〈O〉 =
∫
dq1dq2...dq2N e
−βE(q1,q2,...,q2N )O(q1, q2, ..., q2N )∫
dq1dq2...dq2N e−βE(q1,q2,...,q2N )
,
where β is the inverse temperature. We can rewrite this integral as follows.
〈O〉 = ∫ dq p(q)O(q),
where q = {q1, q2, ..., q2N} and
p(q) =
e−βE(q)∫
dq e−βE(q)
;
∫
dq p(q) = 1; p(q) ≥ 0.
3Indeed, Nc is the number of Monte-Carlo samples or configurations.
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In order to reduce the statistical error (3.4), we have two possibilities. First, we can con-
sider a large number of Monte-Carlo samples generated randomly in order to do the average
(3.3). However, due to the CPU time, there are limitations on the total number of Monte-Carlo
sampling Nc. The other possibility is that we choose the probability distribution function p(x)
in a way that it approximately mimics drastic changes of the function g(x). In this case, the
function f(x) = g(x)/p(x) behaves almost smoothly and its variance σf reduces (consequently,
σI decreases) [46]. The latter possibility is the efficient approach in the Monte-Carlo procedure.
The question arises here is that how can we actually generate a sets of x variables with
probability distribution p(x) efficiently? One common way to do this is using the Markov chains.
3.1.1.1 Markov chains
Markov chain is a stochastic or random process wherein one state (or set of variable xi) have a
transition to the other state (xj) with a certain transition probability (Wi→j) that depends only
on the current state (xi).
The random process starts with an initial set of variables which we call it x1. Under the
transition probability W1→2, x1 moves to the other set of variables x2. x3 is achieved from x2
with W2→3 probability and so on.
x1 −→ x2 −→ x3 −→ ... .
The point about the Markov chain is that we generate a sequence of variables randomly which
are not completely independent. The Markov chain is constructed in a way that
1.
∑
y
Wx→y = 1.
2. Ergodicity: All states (or sets of variables xi) are accessible with non-zero transition prob-
ability W , i.e., there is always a way from xi to go to xj .
3. Balance condition: Overall transition to e.g., y must be equal to overall transition away
from y. ∑
x 6=y
Wx→y p(x) =
∑
y 6=x
Wy→x p(y). (3.6)
Notice that, p(x) is stationary probability distribution.
4. Detailed balance condition: The special case of the balance condition is detailed balance
wherein an individual transition from x to y is balanced with transition from y to x.
Wx→y p(x) = Wy→x p(y) (3.7)
Once the detailed balance condition is satisfied, the balance condition is also satisfied.
Therefore, the detailed balance condition is sufficient, however, it is not necessary.
The transition probability W should be chosen in a way that it satisfies above properties.
Metropolis algorithm can be used to find W .
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3.1.1.2 Metropolis algorithm
Metropolis algorithm is a way to find the transition probability W based on the so-called accept-
reject scheme. The idea is to write the transition probability Wx→y as a product of two condi-
tional probabilities
Wx→y = Tx→y Ax→y. (3.8)
Here, Tx→y is the probability of proposing a movement from x to y and Ax→y is the probability
to accept the proposed movement from x to y.
Basically, we are free to choose an arbitrary strategy to propose a movement from x to y
(Tx→y). Clever choice of Tx→y may lead to reduce computational costs. Ergodicity is implicitly
encoded in Tx→y. The acceptance probability Ax→y should be chosen in a way that satisfies the
detailed balance condition
Wx→y
Wy→x
=
Tx→yAx→y
Ty→xAy→x
=
p(y)
p(x)
⇒ Ax→y
Ay→x
=
Ty→x p(y)
Tx→y p(x)
(3.9)
In the Metropolis method, Ay→x = 1 and the transition from x to y is accepted if the ratio
Ty→x p(y)
Tx→y p(x)
≥ 1. Otherwise the transition is accepted with probability Ty→x p(y)
Tx→y p(x)
. Therefore,
the acceptance probability is given by
Ax→y = min
{
1,
Ty→x p(y)
Tx→y p(x)
}
. (3.10)
In many cases, the probability Tx→y is symmetric with respect to x and y, i.e., Tx→y = Ty→x,
so that Tx→y and Ty→x are cancelled in Eq. (3.10). Consequently, the Metropolis algorithm
generates configurations based on probability distribution p(x).
Finally, the Metropolis algorithm produces configurations as follows.
1. Start with an initial configuration x (or set of variables x).
2. Randomly choose a new configuration y based on Tx→y.
3. Accept the new configuration y according to Ax→y. If y is not accepted as a new configu-
ration, y = x and nothing is updated.
4. Go to step 2 and generate Nc cofiguraions.
3.1.1.3 A classical example: 1D Ising model
To become more familiar with different type of probabilities, i.e., A, T and p, consider one-
dimensional Ising model described by the Hamiltonian
H = J
∑
i
Si · Si+1 − h
∑
i
Si,
3.2. Hirsch-Fye quantum Monte-Carlo 23
where J is anti-ferromagnet exchange coupling, h the magnetic field and S the spin. One of the
measurable quantities is the magnetization of the system given by
〈m〉 = 1Z
∑
x
e−βE(x)m(x).
In this relation x is a set of spins {s1, s2, s3, ..., sN}. In comparison with Eq. (3.2), p(x) =
e−βE(x)/Z. We start with initial configuration {↑, ↑, ..., ↑}. We make some changes to generate
a new configurations of spins. Notice that we are free to propose a new configuration. For
example, we can choose a spin randomly and flip it to produce a new one. Therefore, Tx→y =
1/N . Acceptance probability is then given by Ax→y = min {1, exp [−β(E(y)− E(x))]}.
3.2 Hirsch-Fye quantum Monte-Carlo
Application of the Monte-Carlo technique on the quantum many-body systems is known as
quantum Monte-Carlo (QMC) method. QMC is one of the most powerful approaches which
has been implemented to study quantum many-body models. In dynamical mean field theory
(DMFT), the crucial step in solving self-consistence DMFT equations is finding a solution to the
Anderson impurity model. Hirsch-Fye QMC is one of the most successful impurity solvers used
in DMFT approximation (see e.g., [20, 12]).
3.2.1 Derivation of Hirsch-Fye QMC relations
In the following, we basically follow Ref. [13] to describe Hirsch-Fye QMC algorithm thor-
oughly. We start with the Anderson impurity model in Eq. (2.18) and rephrase it as
H = H0 +Hint, (3.11)
H0 =
∑
p
∑
σ
(
εp +
U
2
δp,0
)
c†pσcpσ +
∑
p>0
∑
σ
(
V0p c
†
0σcpσ + V
∗
0p c
†
pσc0σ
)
, (3.12)
Hint = U
[
n0↑n0↓ − 1
2
(n0↑ + n0↓)
]
, (3.13)
where in this notation p = 0 is applied to the impurity while the rest of p, i.e., p > 0, are related
to non-interacting bath electrons. This is a convenient notation to formulate the Hirsch-Fye
QMC. To calculate a physical function, we need to know the partition function first.
Z = Tr
{
e−βH
}
, (3.14)
where β is the inverse temperature. To compute the partition function, we discretize imaginary
time interval [0, β] into L time slices of length ∆τ , so that β = L∆τ . Consequently, the partition
function is now obtained as
Z = Tr{e−∆τHe−∆τH ... e−∆τH}
= Tr
{
L∏
l=1
e−∆τ(H0+Hint)
}
. (3.15)
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Assuming that ∆τ is small (or L is sufficiently big), we can use Trotter-Suzuki decomposition4
(see, e.g., [48]) to approximate the partition function as
Z ≈ Tr
{
L∏
l=1
e−∆τH0e−∆τHint
}
+O(∆τ2U). (3.17)
This is the only approximation that is utilized in this approach. Eq. (3.17) can be rephrased
more simple if we can get rid of the quartic term. This can be done by using the discretized
Hubbard-Stratonovich method5
e−∆τU[n0↑n0↓−
1
2
(n0↑+n0↓)] = e∆τU[
1
2
(n0↑−n0↓)2]
=
1
2
∑
s=±1
eλs(n0↑−n0↓), (3.21)
wherein s = ±1 are Ising variables and coshλ = e∆τU/2 (See footnote 5 for proof). Substituting
Eq. (3.21) in Eq. (3.17) yields
Z = Tr
{
L∏
l=1
e−∆τH0
1
2L
∑
s1,s2,...,sL
eλsl(n0↑−n0↓)
}
=
1
2L
∑
s1,s2,...,sL
Tr
{
L∏
l=1
e−∆τH0+λsl(n0↑−n0↓)
}
=
1
2L
∑
s1,s2,...,sL
Zs1,s2,...,sL . (3.22)
4If A and B are two non-communicate operators, we have
e∆τ(A+B) = e∆τAe∆τBe−
1
2
(∆τ)2[A,B]
≈ e∆τAe∆τB +O(∆τ)2. (3.16)
5In the Hubbard-Stratonovich transformation, an exponential of the square of an operator, i.e., A2, can be ex-
pressed in terms of an exponential of the operator A which is coupled to an auxiliary field x according to the
following relation:
e
1
2
A2 ≡
√
2pi
∫ +∞
−∞
dx e−
1
2
x2−xA. (3.18)
Consequently, the discrete Hubbard-Stratonovich transformation in which the operator A couples to the auxiliary
field like Ising field can be obtained by
e
1
2
A2 = α
∑
s=±1
eλsA, (3.19)
where α and λ are coefficients that should be determined appropriately. For example, consider A2 =
∆τU
[
(n0↑ − n0↓)2
]
where n0 = 0, 1 is the number operator which acts on the impurity site so that (n0↑ − n0↓) =
−1, 0, 1. According to discrete Hubbard-Stratonovich transformation we have
e
1
2
∆τU[(n0↑−n0↓)2] = α
∑
s=±1
eλs(n0↑−n0↓). (3.20)
For (n0↑ − n0↓) = 1,−1 we have eU∆τ/2 = α
(
e−λ + eλ
)
. If (n0↑ − n0↓) = 0, we get 1 = α(1 + 1). Consequently,
we obtain α = 1/2 and λ = cosh−1
[
e∆τU/2
]
.
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With the Hubbard-Stratonovich formula, we could reduce the interacting problem to the non-
interacting case where there are only quadratic terms. The price we paid is the extended Hilbert
space with 2L Ising spins. Due to the large phase space of Ising spins (2L),6 the summation over
all spin configurations {s} = {s1, s2, ..., sL} in Eq. (3.22) is done by using the Monte-Carlo
technique. The Metropolis or Heat-bath algorithm is implemented for importance sampling of
Ising spin configurations {s}. All we should do now to compute the partition function in Eq.
(3.22) is to rephrase Zs1,s2,...,sL relation (which is in a fixed Ising spin configuration) in an
understandable form for the computer.
The non-interacting part of the Hamiltonian in Eq. (3.22) can be represented as a matrix
form.
H0 =
∑
ij
∑
σ
c†iσh
0
ijcjσ. (3.23)
where h0ij is matrix representation of the H0 operator. The partition function for a fixed Ising
spin configuration, Zs1,s2,...,sL , is then
Zs1,s2,...,sL = Tr
{
L∏
l=1
e−∆τ
∑
ijσ c
†
iσh
0
ijcjσ+
∑
σ c
†
0σλσslδijc0σ
}
= Tr
{
L∏
l=1
e−∆τ
∑
ijσ c
†
iσ [hlσ ]ijcjσ
}
, (3.24)
wherein [hlσ]ij = h
0
ij−
λ
∆τ
slσδi=j=0. The trace in this relation can be rewritten in a determinant
form. This can be easily shown if we first write the matrix [hlσ]ij in its diagonal form (for each
time slice l and spin σ) using hij Ujα = Uiα εα.
Zs1,s2,...,sL = Tr
{
L∏
l=1
e−∆τ
∑
ijσ
∑
α c
†
iσ Uiα U−1αi [hlσ ]i,j Ujα U−1αj cjσ
}
= Tr
{
L∏
l=1
e−∆τ
∑
σ
∑
α c
†
ασ(τl)ε
σ
α(l)cασ(τl)
}
, (3.25)
where cα =
∑
i U−1αi ci and U−1αi hij Ujα = εα. The trace is then can be done for each α state
considering the fact that nσα(l) is either 0 or 1 for fermions.
Zs1,s2,...,sL =
∏
σ=↑,↓
∏
α
Trα
{
L∏
l=1
e−∆τε
σ
α(l)nασ(τl)
}
=
∏
σ=↑,↓
∏
α
(
1 +
L∏
l=1
e−∆τε
σ
α(l)
)
=
∏
σ=↑,↓
Det
(
1 +
L∏
l=1
e−∆τε
σ
α(l)
)
≡ Det
(
1 + B˜↑LB˜
↑
L−1 ... B˜
↑
1
)
·Det
(
1 + B˜↓LB˜
↓
L−1 ... B˜
↓
1
)
(3.26)
6For instance, i) at low temperatures where β (and therefore L) is too big, ii) at large Coulomb interaction U
where L should be big enough so that O(∆τ2U) becomes small to use the Trotter-Suzuki decomposition (See Eq.
(3.17)).
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Here, [B˜σl ]αα = e
−∆τεσα(l) is a diagonal matrix. In terms of i, j indices, the matrix Bσl is obtained
by Bσl = U B˜σl U−1 = e−∆τhlσ = e−∆τh
0
eλslσδi=j=0 . Therefore, the partition function is given by
the following relation.
Z = 1
2L
∑
s1,s2,...,sL
Det
(
1 +B↑LB
↑
L−1 ... B
↑
1
)
·Det
(
1 +B↓LB
↓
L−1 ... B
↓
1
)
. (3.27)
Using the partition function, we are able to calculate Green’s function of the system7
G =
∑
s1,s2,...,sL
G˜s1,s2,...,sLZs1,s2,...,sL∑
s1,s2,...,sL
Zs1,s2,...,sL
. (3.28)
Here, G˜ is (quantum Monte-Carlo) Green’s function for a single Ising spin configuration and it
is given by[
G˜σij(τl1 , τl2)
]
s1,s2,...,sL
=
1
Zs1,s2,...,sL
Tr
{
T ciσ(τl1)c†jσ(τl2)
L∏
l=1
e−∆τH0+λsl(n0↑−n0↓)
}
, (3.29)
in which T is time ordering operator. Similar to partition function derivation (Eq. (3.27)), we
go to diagonal representation where the Hamiltonian and therefore the Green’s function G˜ are
diagonal there.[
G˜σαα(τl1 , τl2)
]
s1,s2,...,sL
=
1
Zs1,s2,...,sL
Tr
{
T cασ(τl1)c†ασ(τl2)
L∏
l=1
e−∆τ
∑
σ
∑
α c
†
ασ(τl)ε
σ
α(l)cασ(τl)
}
.
(3.30)
Due to the time ordering operator in the Green’s function relation, we can rearrange time
dependent terms in the above equation as[
G˜σαα(τl1 , τl2)
]
s1,s2,...,sL
=
1
Zs1,s2,...,sL
Tr
{
T cασ(τl1)c†ασ(τl2)U1...Ul2Ul2+2...Ul1Ul1+1...UL
}
=
1
Zs1,s2,...,sL
Tr
{
UL...Ul1cασ(τl1)Ul1−1...Ul2c
†
ασ(τl2)Ul2−1...U1
}
,
(3.31)
where we supposed that l1 > l2 and Ul ≡ e−∆τ
∑
σ
∑
α ε
σ
αnασ . We now use the cyclic permutation
property of a trace to rewrite this relation as[
G˜σαα(τl1 , τl2)
]
s1,s2,...,sL
=
1
Zs1,s2,...,sL
Tr
{
Ul2−1...U1UL...Ul1cασ(τl1)Ul1−1...Ul2c
†
ασ(τl2)
}
.
(3.32)
The only non-zero term in the trace belongs to the empty state |0〉. Therefore, we have[
G˜σαα(τl1 , τl2)
]
s1,s2,...,sL
=
1
Zs1,s2,...,sL
〈
0
∣∣Ul2−1...U1UL...Ul1cασ(τl1)Ul1−1...Ul2c†ασ(τl2)∣∣0〉
=
[
B˜σl1−1B˜
σ
l1−2 ... B˜
σ
l2
]
Det
(
1 + B˜↑LB˜
↑
L−1 ... B˜
↑
1
)
·Det
(
1 + B˜↓LB˜
↓
L−1 ... B˜
↓
1
) . (3.33)
7The Green’s function in imaginary time is defined as G(τ, τ ′) = −〈T c(τ)c†(τ ′)〉 (see Sec. 5.2.1 for more details).
In the QMC method, the minus sign is dropped for simplicity. For this reason, in this chapter, we follow the QMC
sign contract for the Green’s functions.
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To derive the above relation we used Ul|0〉 = |0〉. Going back to the original (or non-diagonal)
presentation of the Hamiltonian we have[
G˜σij(τl1 , τl2)
]
s1,s2,...,sL
=
Bσl1−1B
σ
l1−2 ... B
σ
l2
Det
(
1 +B↑LB
↑
L−1 ... B
↑
1
)
·Det
(
1 +B↓LB
↓
L−1 ... B
↓
1
) , l1 > l2.
(3.34)
Similar relation for the Green’s function
[
G˜σij(τl1 , τl2)
]
s1,s2,...,sL
when l1 < l2 can be obtained in
the same way.[
G˜σij(τl1 , τl2)
]
s1,s2,...,sL
= − B
σ
l1−1B
σ
l1−2 ... B
σ
1B
σ
LB
σ
L−1 ... B
σ
l2
Det
(
1 +B↑LB
↑
L−1 ... B
↑
1
)
·Det
(
1 +B↓LB
↓
L−1 ... B
↓
1
) , l1 < l2.
(3.35)
In time variables τl1 , τl2 and position-orbital i, j indices,
8 the (LN)×(LN) matrix
[
G˜σij(τl1 , τl2)
]
s1,s2,...,sL
can be written in a matrix form that covers Eqs. (3.34) and (3.35) simultaneously.9
[
G˜σs1,s2,...,sL
]−1
=

1 0 · · · 0 BσL
−Bσ1 1 · · · · · · 0
0 −Bσ2 1 · · · 0
· · · · · · · · · · · · · · ·
0 · · · · · · 1 0
0 · · · · · · −BσL−1 1

. (3.36)
Based on Eqs. (3.26), (3.34), (3.35), and (3.36) we can conclude that
Zs1,s2,...,sL = Det
[
G˜↑s1,s2,...,sL
]−1 ·Det [G˜↓s1,s2,...,sL]−1 . (3.37)
Inversion of the matrix
[
G˜σs1,s2,...,sL
]−1
should be done for each set of Ising spin configu-
rations {s1, s2, ..., sL} which is computationally expensive. It is, however, possible to reduce
the computational costs of the matrix inversion via effective procedure proposed by Hirsch and
Fye in Ref. [13]. In this procedure two Green’s function G˜ and G˜′, belonged to two different
Ising spin configurations {s} = {s1, s2, ..., sL} and {s′} = {s′1, s′2, ..., s′L}, are related to each
other with a Dyson like equation (see Eq. (3.43)). Furthermore, if two sets of Ising spin con-
figurations are different only in one spin flip, one can compute the Green’s function G˜ for a
certain Ising spin configuration then use it to recalculate the green’s function G˜′ without matrix
inversion (see Eq. (3.50)).
8Notice that N is the (number of orbitals) × (number of sites).
9To examine this matrix form, one can easily perform a simple matrix inversion for few lowest terms, i.e., 1 0 Bσ3−Bσ1 1 0
0 −Bσ2 1
−1 .
to obtain Eqs. (3.34) and (3.35).
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The relation between two Green’s function G˜ and G˜′ corresponding to two Ising spin con-
figurations {s} = {s1, s2, ..., sL} and {s′} = {s′1, s′2, ..., s′L} is one of the key equations in the
Hirsch-Fye QMC that we derive in the following.
Consider the N ×N matrix Bσl = e−∆τh
0
eλslσδi=j=0 which can be rewritten as
Bσl = e
−∆τh0eV
σ
l . (3.38)
Here, eV
σ
l = δij + (e
λslσ − 1)δi=j=0 is a N ×N diagonal matrix presented by
eV
σ
l =

eλslσ 0 0 · · · 0
0 1 0 · · · 0
· · · · · · · · · · · · · · ·
0 0 0 · · · 1

N×N
. (3.39)
Notice that in the base of time variables τl and orbital-position,
[
eV
σ]
matrix is still a diagonal
matrix expressed as
eV
σ
=

eV
σ
1 0 0 · · · 0
0 eV
σ
2 0 · · · 0
· · · · · · · · · · · · · · ·
0 0 0 · · · eV σL

(LN)×(LN)
, (3.40)
where each eV
σ
l is a N × N matrix given by Eq. (3.39). For a certain Ising spin configuration
{s1, s2, ..., sL}, we calculate multiplication of two (LN)× (LN) matrices
[
G˜σ
]−1
e−V σ .
(
G˜σ
)−1(
e−V
σ
)
=

e−V σ1 0 · · · 0 BσLe−V
σ
L
−Bσ1 e−V
σ
1 e−V σ2 · · · · · · 0
0 −Bσ2 e−V
σ
2 e−V σ2 · · · 0
· · · · · · · · · · · · · · ·
0 · · · · · · e−V σL−1 0
0 · · · · · · −BσL−1e−V
σ
L−1 e−V σL

=

e−V σ1 0 · · · 0 e−∆τh0(L)
−e−∆τh0 e−V σ2 · · · · · · 0
0 −e−∆τh0 e−V σ2 · · · 0
· · · · · · · · · · · · · · ·
0 · · · · · · e−V σL−1 0
0 · · · · · · −e−∆τh0 e−V σL

. (3.41)
Interestingly, off-diagonal terms are independent of Ising spin configurations. Consequently, if G˜′σ
and V ′ correspond to a new Ising spin configuration {s′} = {s′1, s′2, ..., s′L}, we have(
G˜σ
)−1(
e−V
σ
)
−
(
G˜′σ
)−1(
e−V
′σ)
=
(
e−V
σ
)
−
(
e−V
′σ)
. (3.42)
After doing simple matrix algebra, we derive10
G˜′ − G˜ = (G˜− 1)(eV ′−V − 1)G˜′. (3.43)
10For the sake of the simplicity in notation, we drop the spin index σ in the following equations.
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The importance of this equation becomes evident in the numerical computation of summation
over all sets of Ising configurations in (3.28) where Monte-Carlo sampling procedure is utilized.
Based on Eq. (3.43), if we know G˜ for a certain Ising spin configuration (related to V ) and
obtain new Ising spin configuration (concerning to V ′) by using Markov chain procedure, we
can compute G˜′. Furthermore, (eV−V ′ − 1) matrix is nonzero only for the impurity site because
eV matrix is unity for each but the impurity site. This leads to a nonzero difference of G˜ and G˜′
on the impurity site. Consequently, the (NL)× (NL) matrix equation (3.43) reduces to a L×L
matrix for the impurity site. Therefore,
A G˜′ = G˜ ; A = 1 + (1− G˜)(eV ′−V − 1) (3.44)
is now for the impurity site and all the matrices G˜, G˜′, A, and V are L × L matrices in time
index. In Hirsch-Fye QMC, Eq. (3.44) is known as clean update relation.
If two Ising spin configurations {s} and {s′} are different in only one Ising spin (e.g., in sp),
the (eV
′−V − 1) matrix can be obtained as
(eV
′−V − 1) =

0 0 · · · 0 0
...
. . . · · · ... ...
0 · · · eλσ(s′p−sp) − 1 · · · 0
... · · · · · · . . . ...
0 0 · · · 0 0
 , (3.45)
or equivalently, (eV
′−V − 1)ll′ = a δl=l′=p where a = eλσ(s′p−sp) − 1. Therefore, the matrix A is
given by
A =

1 0 · · · A1p · · · 0 0
0 1 · · · A2p · · · 0 0
...
...
. . .
... · · · ... ...
0 0 · · · App · · · · · · 0
...
... · · · ... . . . ... ...
0 0 · · · AL−1p · · · 1 0
0 0 · · · ALp · · · 0 1

, (3.46)
where
All′ = δll′ +
(
δll′ − G˜ll′
)
a δl′p. (3.47)
The determinant of the matrix A is then
Det(A) = App = 1 + (1− G˜pp)a, (3.48)
and the matrix A−1 has the elements
(A−1)ll′ = δll′ + a
1 + a(1− G˜pp)
(G˜lp − δlp)δl′p. (3.49)
To compute the Green’s function G˜′ for the new configuration, it is then sufficient to know G˜
for the previous one.
G˜′ll′ = G˜ll′ +
a
1 + a(1− G˜pp)
(G˜lp − δlp)G˜pl′ . (3.50)
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This equation, which is known as fast update relation, will be implemented to update the Green’s
function of the new Ising spin configuration. Based on Eq. (3.50), there is no need to calculate
the inversion of the matrix A explicitly to evaluate the new Green’s function G˜.
Computation of the new Green’s function from the fast update Eq. (3.50) and the clean
update Eq. (3.44) needs L2 and L3 operations, respectively. Although using Eq. (3.50) is more
reasonable and faster, in the Hirsch-Fye QMC, we must use both of them to produce new Green’s
function G˜. The reason is that the computational round-off error is amplified if we use only Eq.
(3.50) to generate the new Green’s function.
3.2.2 Hirsch-Fye QMC algorithm
Through the Hirsch-Fye QMC, we are interested to obtain the Green’s function
Gσ =
∑
{s}Z{s} G˜σ{s}∑
{s}Z{s}
, (3.51)
where Z{s} = Det[G˜↑{s}]−1 · Det[G˜↓{s}]−1 and {s} = {s1, s2, ..., sL}. In this relation, the Green’s
function matrix is a L× L one.11 In the practical QMC, number of time slices should be chosen
big enough to reduce the systematic error due to the Trotter-Suzuki decomposition. As an
applied example, we consider L ∼ 100 to solve an impurity problem at temperature β = 1/T ∼
1/30 (eV)−1. Such large number of time slices L is not problematic for matrix inversion but the
total number of Ising spin configurations needed to obtain the Green’s function Gσ (from Eq.
(3.51)) is huge 2L = 2100 ∼ 1030. In this case, we use the Monte-Carlo and important sampling
technique to evaluate the average (3.51).
To do that, we start with a random Ising spin configuration {s1, s2, ..., sL}. With proposing (a
movement) probability Ts→s′ = 1/L, we choose one Ising spin randomly and flip it (sp → −sp).
The new Ising spin configuration is then accepted with acceptance probability
As→s′ = min
{
1,
1/L p({s′})
1/L p({s})
}
= min
1, Det[G˜
↑
{s′}]
−1 ·Det[G˜↓{s′}]−1
Det[G˜↑{s}]
−1 ·Det[G˜↓{s}]−1

= min
{
1,
[
1 + (1− G˜↑pp)(eλ(s
′
p−sp) − 1)
] [
1 + (1− G˜↓pp)(e−λ(s
′
p−sp) − 1)
]}
.
(3.52)
where p({s}) = Det[G˜↑{s}]−1 ·Det[G˜↓{s}]−1 is the probability distribution (See Eq. (3.2)) and we
used12
Det[G˜′σ{s}]
−1
Det[G˜σ{s}]
−1 = 1 + (1− G˜
σ
pp)(e
σλ(s′p−sp) − 1). (3.54)
11See Eq. (3.43) to understand why it is a L× L matrix.
12This relation can be easily obtained from Eq. (3.44) and considering the property of determinant where
Det(AB) = Det(A)Det(B); A and B are square matrices. (3.53)
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We repeat this procedure to produce Nc configurations. For each accepted configuration,13 we
calculate the Green’s function G˜{s}. Average over all "single configuration Green’s function"
returns the physical Green’s function G in Eq. (3.51).
We can summarize the Hirsch-Fye algorithm as follows.
1. Start with non-interacting Green’s function G0(τ, τ ′). Write it in the matrix form G0ll′ where
l, l′ = 1, 2, ..., L.
2. Choose an initial Ising spin configuration randomly.
3. Calculate new Green’s function G˜ with clean update from
G˜σ = AσG0σ, (3.55)
where A = δll′eλσsl′ + G˜ll′(eλσsl′ − 1). Notice that eλσsl = 1 because we start with a
non-interacting system.
4. Choose an Ising spin sp (1 ≤ p ≤ L) randomly and produce a new configuration with
probability in Eq. (3.52).
5. Compute new Green’s function G˜′σ from G˜σ by using the fast update equation (3.50).
6. During the fast update, numerical round-off errors may appear. In order to avoid them
we must do clean update (see Eq. (3.44)) after a certain number of doing fast update.
7. Save the measurement (G˜σ) after warming up steps (when the distribution reaches equi-
librium).
8. Go to step 4, and collect enough measurements.
9. Calculate the physical Green’s function G(τ) from L× L matrix G(τl, τl′).
3.2.3 Minus sign problem
The infamous minus sign problem in QMC computations comes from the fact that the fermionic
determinants in Eq. (3.27) are not always positive. This causes a problem in calculating the
average in Eq. (3.51) by using the Monte-Carlo technique. Because in this case, the acceptance
probability in Eq. (3.52) may have negative values which is not acceptable. To more this
explicit, we rewrite the average (3.51) as follows.
Gσ =
∑
{s}Z{s} G˜σ{s}∑
{s}Z{s}
=
∑
{s} sign({s})
∣∣Z{s}∣∣ G˜σ{s}∑
{s} sign({s})
∣∣Z{s}∣∣
=
∑
{s} sign({s})
∣∣Z{s}∣∣ G˜σ{s} / ∑{s} ∣∣Z{s}∣∣∑
{s} sign({s})
∣∣Z{s}∣∣ / ∑{s} ∣∣Z{s}∣∣ . (3.56)
13Notice that it takes time that the distribution probability reaches equilibrium. Some initial configurations should
be thrown away, consequently.
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Now we can consider
∣∣Z{s}∣∣ as probability distribution p({s}) in Eq. (3.52) to calculate
Gσ =
∑
{s} sign({s})p({s}) G˜σ{s} /
∑
{s} p({s})∑
{s} sign({s})p({s}) /
∑
{s} p({s})
=
1
Nc
∑
{s}
sign({s}) G˜σ{s}
1
Nc
∑
{s}
sign({s})
≡
〈
sign · G˜σ
〉
MC〈
sign
〉
MC
, (3.57)
where Nc is the total number of (accepted) configurations and the index MC corresponds to
Monte-Carlo average. In the DMFT, it is often possible to reduce the sign problem by simply
running the simulation longer.
There are, however, some special cases that the fermionic determinant is always positive.
For instance, in QMC computation of single band Impurity model [49] and Hubbard model at
half-filling, where particle hole symmetry exists [50], no sign problem appears.
CHAPTER 4
Response function
In this chapter, first of all we will explain the concept of the response function χ by using the
linear response theory and we will show how this physical quantity is related to experiments.
Furthermore, we will present a general definition of the response function χ in imaginary time
and frequency space. The Bethe-Salpeter equation will be introduced to calculate the response
function of the system self-consistently. At the end of this chapter, we will describe in detail
properties of the response function which are very useful for numerical calculation.
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4.1 Modern experimental techniques
The ultimate goal of the theory is understanding and predicting the functional dependence of
the measured value Xi on the forces Fj in the experiment. This functional dependency is linear
for sufficiently weak forces,
Xi(r, t) =
∫
dr′
∫
dt′ χij(r, t; r′, t′)Fj(r′, t′) +O(F 2). (4.1)
In this relation, Fj is an experimental field, hence an adjustable quantity and Xi is the output
of the experiment. The Kernel of this integral χ depends on intrinsic properties of the system.
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Figure 4.1: Schematic experimental set up for transport measurement [51].
χ describes how the system responds to the external perturbation (or spontaneous fluctuation)
and this quantity is nothing but a correlation function in theoretical physics.
Experimentally, the response function is measured by relating the input Fj to the observed
output Xi. Transport and spectroscopy are two major categories of experiments to study the
dynamics and spatial fluctuation of the system [51].
4.1.1 Transport experiments
In these experiments, a general voltage U is applied to a sample. Thus a current I flows through
the sample. The voltage U can be electrical V , temperature gradient ∆T , or magnetization
gradient ∆M . The current flows due to different voltages are electrical current I carried by
charge of mobile carriers, thermal current IT carried by their energies and spin current Is carried
by their magnetic moment (see Fig. 4.1). The ratio of a current and a generalized voltage is the
conductance which describes the transport behavior of a metal or thermal conductor properties
of insulators.
4.1.2 Spectroscopic experiments
In spectroscopic experiments, a beam of either particles p (such as electrons, neutrons and etc)
or a quanta of an electromagnetic radiation with momentum ki and energy εi(ki) is generated
by a source. This beam is directed to the sample. After interaction with it, a secondary beam
of particles p′ with momentum kf and energy εf (kf ) is scattered. A detector monitors the
scattered beam in the laboratory (See Fig. 4.2). By using measurement of the momentum
transfer ∆k = kf − ki, energy transfer ∆ε = εf − εi and the intensity of the scattered beam,
one can infer the structural and dynamical properties of the system. In the following, some of
the spectroscopic experiments are shortly reviewed [51].
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Figure 4.2: Schematic experimental set up for spectroscopy measurements [52].
4.1.2.1 X-ray spectroscopy
X-ray can easily penetrate in the sample and it is good to study the bulk properties. The electric
field of the radiation interacts with electronic charge density of the crystal and scatters (see Fig.
4.3). From the elastic X-ray scattering (∆ε = 0), we can obtain useful information about the
crystal structure, electronic charge distribution and charge-charge correlation1. Inelastic X-ray
scattering gives information about the phonons throughout the Brillouin zone [52].
4.1.2.2 Electron spectroscopy
The electron beam directed to the sample interacts with the charged particles such as electrons
and nuclei of the system. Within this process either electron or photon scatters. Due to Coulomb
interaction between the incident beam and the charged particles in the sample, electrons can
not penetrate deeply. Therefore, electron spectroscopy is a good tool to study the surface of
the sample or thin films2. The inverse photoemission spectroscopy (IPES) in which the emitted
electrons eject photons probes the spectral function above the Fermi energy [53].
4.1.2.3 Neutron spectroscopy
A beam of neutrons with energy ∼ 80 meV hits the sample3. Since the neutrons are neutral,
they interact with nucleons through nuclear forces. Therefore, they penetrate deeply to the
1In order to study the crystal structure and charge distribution we notice that the energy of the beam should
be around 10-50 keV, because the wave length of the photons λ = 2pi~c/~ω = 12398.5/~ω should be order of the
Angstrom [52].
2It is easy to estimate the energy range of the incident electron beam. The energy of the free electron is E =
~2k2/2me in which k = 2pi/λ and mec2 ∼ 0.5 × 106 eV. Since the lattice constant is order of Angstrom, the wave
length of the incident beam should be around Angstrom (λ ∼ 1Å). Thus the energy of the electron beam obtained
from λ = hc/
√
2mec2E
1/2 is E ∼ 300 eV. For this kind of spectroscopy the energy of incident beam is around
10 ≤ E ≤ 103 eV [52].
3The energy of one neutron is calculated by E = ~2k2/2Mn, where k = 2pi/λ and Mn is the neutron mass. It is
obvious that the wave length of the neutrons is evaluated by λ = 0.2862/
√
E, where λ is in Angstrom and E in eV.
Based on this relation, neutrons with wave length one Angstrom will have an energy around 80 meV which is in the
same order of magnitude of kBT at room temperature, i.e., kBT ∼ 23.538 meV for T ∼ 273 K [52].
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(a) (b) (c)
Figure 4.3: a) Due to ionization, the X-ray is absorbed. b) The emitted electrons are detected. c)
A valence electron recombines with the core holes created by incident X-ray (X-ray fluorescence
spectroscopy [51]).
sample and they are sensitive to the spatial distribution of the nuclei and their vibrations. Thus,
like the X-ray scattering, elastic neutron scattering can be employed to obtain information about
the crystal structure of the sample. Neutrons interact also with the magnetic moments in the
sample. For this reason, inelastic and inelastic neutron scattering provide useful details about
the magnetic properties of the system [52, 53].
4.1.2.4 Nuclear magnetic resonance (NMR) spectroscopy
The sample is placed in the static magnetic field B = B0zˆ. The magnetic field separates the
spin states of the nuclei, i.e., I↑ = | ↑〉 and I↓ = | ↓〉 so that the energy difference between
mI = +1/2 and mI = −1/2 is ∆E = gIµNB0, where µN is the nuclear magneton4 and gI
is the g-factor of the nucleus5. In the NMR spectroscopy (see Fig. 4.4), an electromagnetic
radiation with frequency ν is radiated to the sample6. The nuclear magnetic resonance occurs
when the energy of the radiation hν is exactly equal to ∆E. Therefore, a strong absorption
happens as the spins make the transition from | ↑〉 to | ↓〉 [55]. Furthermore, each nucleus
at site i interacts with the induced magnetic field by surrounding spins and orbitals (namely
hyperfine interaction). This interaction produces a shift in the resonance absorption lines in
NMR which is known as Knight shift. The Knight shift provides useful information about the
magnetic properties conduction electrons and can be used as a method to detect the magnetic
order [53].
4.2 Linear response theory
Linear response theory is the heart of physics. It provides a general framework to study the
dynamical properties of a system close to thermal equilibrium. This theory states that the re-
sponse of a system to a small external perturbation (or spontaneous fluctuation) is proportional
to that external perturbation (or spontaneous perturbation). This proportionality tensor is ac-
tually the bridge of theoretical and experimental physics which is called response function. In
the following, we derive the linear response theory formula.
4The nuclear magneton is µN = e~/2mp, where mp is the mass of the proton.
5The g-factors for proton and neutrons are gp ∼ 5.586 and gn ∼ −3.826, respectively.
6The electromagnetic radiation should be in radio frequency region (∼ 3 Hz - 3 GHz) because e.g. for a magnetic
field ∼ 1 T, the frequency is given by ν = ω/2pi = gIµNB0/2pi~ ∼ 42.6 MHz [54].
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Figure 4.4: Schematic diagram for NMR spectroscopy. The static magnetic field is provided by
a magnet. The sample resides in the radio frequency coil which generates the RF field [54].
If a physical system in equilibrium is explained by Hamiltonian H0, then the expectation
value of a physical quantity, 〈A〉, can be written by
〈A〉 = 1Z0 Tr
[
ρ0A
]
=
1
Z0
∑
n
e−βEn〈n|A|n〉, (4.2)
where ρ0 =
∑
n e
−βEn |n〉〈n| is density operator and Z0 = Tr
[
ρ0
]
is partition function [56].
If this system in equilibrium is perturbed by a small external perturbation (or spontaneous
fluctuation), H ′, at time t = t0 so that
H(t) = H0 +H
′(t)θ(t− t0), (4.3)
the system is not any more in equilibrium and the state |n〉 evolves into |n(t)〉. The expectation
value of A, therefore, should be calculated for the evolved states
〈A(t)〉 = 1Z0
∑
n
e−βEn〈n(t)|A|n(t)〉. (4.4)
Next, we use the interaction representation to rewrite |n(t)〉 as
|n(t)〉 = e−iH0t|nI(t)〉 = e−iH0tUˆ(t, t0)|nI(t0)〉, (4.5)
where |nI(t0)〉 = eiH0t0 |n(t0)〉 = |n〉 and
Uˆ(t, t0) = T
(
e
−i ∫ tt0 dt′H′(t′)) . (4.6)
In the linear order of Uˆ , we have Uˆ(t, t0) ≈ 1− i
∫ t
t0
dt′H ′(t′) and the expectation value of A is
〈A(t)〉 = 1Z0
∑
n
e−βEn〈nI(t0)|
(
1 + i
∫ t
t0
H ′(t′)dt′
)
eiH0tAe−iH0t
(
1− i
∫ t
t0
H ′(t′)dt′
)
|nI(t0)〉
=
1
Z0
∑
n
e−βEn〈n|AI(t)|n〉
−i
∫ t
t0
dt′
1
Z0
∑
n
e−βEn〈nI(t0)|AI(t)H ′(t′)−H ′(t′)AI(t′)|nI(t0)〉
= 〈A〉0 − i
∫ t
t0
dt′
〈
[AI(t), H
′(t′)]
〉
0
, (4.7)
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where the 〈...〉0 means an average with respect to the H0. The first term of Eq. (4.7) is indepen-
dent of H ′, since it comes from an equilibrium ensemble average for A. From this equation it
is clear that the physical quantity 〈A(t)〉 is expressed in terms of a retarded correlation function
of the system in equilibrium.
In imaginary time τ space, it is possible to derive the linear response by using the partition
function.
Z = Tr
{
e−βH
}
= Tr
{
e−βH0eβH0e−βH
}
= Tr
{
e−βH0Uˆ(β, 0)
}
= Z0 T
(
e−
∫ β
0 dτ
′H′(τ ′)
)
. (4.8)
The expectation value of A to the linear order of Uˆ is
〈A(τ)〉 = Tr
{
A(τ)e−βH
}
Tr {e−βH} =
〈
T A(τ)e−
∫ β
0 dτ
′H′(τ ′)
〉
0〈
T e−
∫ β
0 dτ
′H′(τ ′)
〉
0
≈
〈
T A(τ)
(
1−
∫ β
0
dτ ′H ′(τ ′)
)〉
0
〈(
1 +
∫ β
0
dτ ′H ′(τ ′)
)〉
0
≈ 〈A(τ)〉
0
−
∫ β
0
dτ ′
(〈T A(τ)H ′(τ ′)〉
0
− 〈A(τ)〉
0
〈
H ′(τ ′)
〉
0
)
. (4.9)
If the Hamiltonian of the system does not explicitly depend on time, the linear response depends
on the difference of time coordinates only. In this case, it is easier to study the response function
in the Fourier space. This is particularly useful when the external perturbation has the form
H ′(t) = Bf(t), (4.10)
where B is time independent operator and f(t) is time dependent but not operator. The linear
response relation in frequency domain can be written as
δ〈A〉 ≡ 〈A(ω)〉 − 〈A(ω)〉0 = χ(ω)f(ω), (4.11)
in which χ is the response of the system to the small perturbation affected the system. An
important point about relation (4.11) is that (in linear response regime) a perturbation acting
at a certain frequency ω will cause a response of the same frequency. If the system responds at
frequencies 6= ω, we have a nonlinear response [51] and Eq. (4.11) has to be corrected. The
correction is done by an expansion to nth order in e.g. Eq. (4.9). The expansion generates a
response function which depends on n values of frequencies ωi where i = 1, 2, ..., n [57].
According to Eqs. (4.7, 4.9) and (4.10), the response of the system in real and imaginary
time is
χ(t, t′) = −iθ(t− t′) 〈[A(t), B(t′)]〉 , (4.12)
χ(τ, τ ′) =
〈T A(τ)B(τ ′)〉− 〈A(τ)〉〈B(τ ′)〉, (4.13)
where the expectation values are calculated in the equilibrium states.
The following table shows some different kinds of correlation functions that can be used to
justify the related experimental measurements.
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Experiment Spectrum Correlation function
ARPES I(k, ω) ∝ f(−ω)A(k,−ω) ∼ 〈c†k(0)ck(t)〉
Inverse PES I(ω) ∝∑k(1− f(ω))A(k, ω) ∼ 〈ck(t)c†k(0)〉
Neutron scattering S(q, ω) ∝ =m [χ(q, ω)] ∼ 〈Sq(t) · S−q(0)〉
NMR Knight shift and relaxation time ∝ χ ∼ 〈Sq=0(t) · Sq=0(0)〉
Dielectric properties ε ε(q, ω) ∼ 〈nq(t)n−q(0)〉
4.3 General definition of the susceptibility in imaginary time and
frequency space
Using Eq. (4.13), a general relation for the response function χ(q, ωm) in Fourier space and in
terms of Matsubara frequencies can be obtained by
χ(q, ωm) =
∫ β
0
dτ1
∫ β
0
dτ2 e
iωm(τ1−τ2)
∑
ij
eiq.(Rj−Ri)
×
{〈
T Oˆ1(Rj, τ1)Oˆ2(Ri, τ2)
〉
−
〈
Oˆ1(Rj, τ1)
〉〈
Oˆ2(Ri, τ2)
〉}
. (4.14)
In this relation β = 1/kBT is the inverse temperature, ωm = 2mpi/β the bosonic Matsubara
frequency, τ1, τ2 the imaginary times and T the time ordering operator. The operator Oˆ is
Oˆ(Rj, τ1) =
∑
λµ
∑
κλκµ
∑
σ
vσj;µκµ,λκλ c
†
j,λκλσ
(τ1)cj,µκµσ(τ1), (4.15)
where cµκµσ (c
†
µκµσ) operator annihilates (creates) an electron in orbital µ and site κµ with
spin σ. Here v is vertex factor which varies for different type of the response functions such as
magnetic susceptibility, density-density response function etc.
It is possible to make Eq. (4.14) simpler with substitution of operator Oˆ(R, τ) by its Fourier
transformed version in q-space (see Appendix A.1).
Oˆ(q, τ1) = 1
Nk
∑
k
∑
λµ
∑
κλκµ
∑
σ
vσkk+q;λαλ,µαµ c
†
k,λκλσ
(τ1)ck+q,µκµσ(τ1), (4.16)
in which Nk is number of k-points. With the considering the Fourier integral of the creator and
annihilator operators
c(νn) =
∫ β
0
dτ eiνnτ c(τ); c(τ) =
1
β
+∞∑
n=−∞
e−iνnτ c(νn)
c†(νn) =
∫ β
0
dτ e−iνnτ c†(τ); c†(τ) =
1
β
+∞∑
n=−∞
eiνnτ c†(νn),
and using Eq. (4.16), the lattice susceptibility is obtained by
χ(q, ωm) =
1
N2k
∑
kk′
∑
λµ
γδ
∑
κλκµ
κγκδ
∑
σσ′
1
β2
+∞∑
n=−∞
+∞∑
n′=−∞
vσkk+q;λκλ,µκµ
× χσσ′λκλ,µκµ,γκγ ,δκδ(k, νn,k′, νn′ ; q, ωm) vσ
′
k′+qk′;γκγ ,δκδ , (4.17)
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wherein
χσσ′
λκλ,µκµ,γκγ ,δκδ
=
〈
c†k,λκλσ(νn)ck+q,µκµσ(νn + ωm)c
†
k′+q,γκγσ′(νn′ + ωm)ck′,δκδσ′(νn′)
〉
−
〈
c†k,λκλσ(νn)ck+q,µκµσ(νn + ωm)
〉〈
c†k′+q,γκγσ′(νn′ + ωm)ck′,δκδσ′(νn′)
〉
.
(4.18)
Here, νn = (2n+1)pi/β and νn′ = (2n′+1)pi/β are fermionic Matsubara frequencies, β = 1/kBT
inverse temperature.
For non-interacting systems, we can use the Wick’s theorem to obtain the lattice susceptibil-
ity in terms of the fully interacting Green’s functions.
χ0(q, iωm) =
1
N2k
∑
kk′
∑
λµ
γδ
∑
κλκµ
κγκδ
∑
σσ′
1
β2
+∞∑
n=−∞
+∞∑
n′=−∞
vσkk+q;λκλ,µκµ
× χ0,σσ′λκλ,µκµ,γκγ ,δκδ(k, νn,k′, νn′ ; q, ωm)vσ
′
k′+qk′;γκγ ,δκδ , (4.19)
where
χ0,σσ
′
λκλ,µκµ,γκγ ,δκδ
(k, νn,k
′, νn′ ; q, ωm) = −β2δnn′N2k δk,k′δσσ′
×Gσµκµ,γκγ (k + q, νn + ωm)Gσ
′
δκδ,λκλ
(k′, νn′).
(4.20)
The χ0(q, ωm) is known as bare lattice susceptibility.
For the sake of simplicity in notation, we use a compact form of indices in which
αj ≡ jκjσj
are collective orbital (j), site (κj) and spin σj indices. In the considered cases here σ1 = σ2 = σ
and σ3 = σ4 = σ′. Also we use
k˜ ≡ (k, iνn),
which denotes that k˜ consists of momenta k and Matsubara frequencies iνn.
Consequently, the lattice susceptibility χ and it’s mean field approximation χ0 can be rephrased
as
χαλαµαγαδ(k˜, k˜
′; q˜) ≡ χσσ′λκλ,µκµ,γκγ ,δκδ(k, νn,k′, νn′ ; q, ωm)
χ0αλαµαγαδ(k˜, k˜
′; q˜) ≡ −β2δnn′N2k δk,k′δσσ′Gσµκµ,γκγ (k + q, νn + ωm)Gσ
′
δκδ,λκλ
(k′, νn′).
(4.21)
We can employ Eq. (4.18) to obtain the general form of the susceptibility in terms of the
imaginary times τ = (τ1, τ2, τ3, τ4). It is easy to show that
χαiαjαkαl(k˜, k˜
′; q˜) =
∫ β
0
dτ1 ...
∫ β
0
dτ4 e
−iνnτ1ei(νn+ωm)τ2
×e−i(νn′+ωm)τ3eiνn′τ4 χαiαjαkαl(k,k′,q; τ ). (4.22)
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wherein, the χαiαjαkαl(k,k
′,q; τ ) is the general susceptibility in imaginary time space given by
χαiαjαkαl(k,k
′,q; τ ) =
〈
T c†kαi(τ1)ck+qαj (τ2)c
†
k′+qαk(τ3)ck′αl(τ4)
〉
−
〈
T c†kαi(τ1)ck+qαj (τ2)
〉〈
T c†k′+qαk(τ3)ck′αl(τ4)
〉
. (4.23)
This relation is useful when we want to calculate the local susceptibility within impurity solver in
dynamical mean field theory. Using this relation, it is easy to derive the bare lattice susceptibility
in terms of the green’s functions respect to τ .
χ0
αiαjαkαl
(k,k′,q; τ ) = −δσσ′N2k δk,k′ Gαlαi(k, τ4 − τ1)Gαjαk(k + q, τ2 − τ3). (4.24)
In the following of this chapter, we will return to Eqs. (4.23) and (4.24) and discuss their
properties.
4.3.1 Bethe-Salpeter equation: A self-consistent equation for the susceptibility
By using perturbation theory [56], we can evaluate the susceptibility with respect to the single
particle green’s function G and the irreducible two-particle vertex function Γ. The irreducible
two-particle vertex function describes interaction of two elementary excitations and consists of
all interaction terms between two particles.7 In Fig. 4.5, the lowest order expansion of the
vertex function is shown.
The calculated χ0(q, ωm) is the lowest order term in perturbation expansion of the lattice
7The concept of the vertex function can be understood as follows. Consider a two-particle correlation function
in real space as C(1, 2, 3, 4) = 〈c†1c2c†3c4〉, where i = 1, .., 4 is a collective indices for imaginary time τ , positions,
orbitals and spins. Using the mean field approximation, we can extract the fully interacting part as
γ(1, 2, 3, 4) = C(1, 2, 3, 4)− CMF(1, 2, 3, 4),
where the noninteracting part is
CMF(1, 2, 3, 4) = G(2, 1)G(4, 3)− G(2, 3)G(4, 1).
Using the perturbation theory which couples the Green’s functions by the interaction, we can easily see that
γ(1, 2, 3, 4) =
∫
...
∫
d1′...d4′G(1, 1′)G(2, 2′)Γ(1′, 2′, 3′, 4′)G(3, 3′)G(4, 4′),
where Γ is the vertex function. In γ, at first the particles propagate from "x1 and x2" to "x′1 and x
′
2". Then under
interaction, they extend from "x′1 and x
′
2" to "x
′
3 and x
′
4" and finally propagate to positions "x3 and x4". The vertex
function Γ(1, 2, 3, 4) describes interactions of the two elementary excitations.
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Figure 4.5: Irreducible Feynman diagrams which describe the interaction of two particles con-
tributing to the lowest expansion of the vertex function Γ [56].
susceptibility. Higher order terms are obtained as follows.
χ(q, ωm) =
(
1
βNk
)2∑
k˜k˜′
∑
αiαjαkαl
vkk+q,αiαjχ
0
αiαjαkαl
(k˜, k˜′; q˜)vk′+qk′,αkαl
+
(
1
βNk
)4 ∑
k˜k˜′
k˜1k˜2
∑
αiαjαkαl
α1α2α3α4
vkk+q,αiαjχ
0
αiαjα1α2(k˜, k˜1; q˜)
×Γα1α2α3α4(k˜1, k˜2; q˜)χ0α3α4αkαl(k˜2, k˜′; q˜)vk′+qk′,αkαl
+ ...
=
(
1
βNk
)2∑
k˜k˜′
∑
αiαjαkαl
vσkk+q,αiαj
χ0
αiαjαkαl
(k˜, k˜′; q˜)vk′+qk′,αkαl
+
(
1
βNk
)4 ∑
k˜k˜′
k˜1k˜2
∑
αiαjαkαl
α1α2α3α4
vkk+q,αiαjχ
0
αiαjα1α2(k˜, k˜1; q˜)
×Γα1α2α3α4(k˜1, k˜2; q˜)χα3α4αkαl(k˜2, k˜′; q˜)vk′+qk′,αkαl . (4.25)
Notice that the vertex function Γα1α2α3α4 and also the (bare) lattice susceptibility χαiαjαkαl are
tensor quantities. This equation is well known as Bethe-Salpeter equation [58] and can be easily
understood by transforming it into the Feynman diagrams which is shown in Fig. 4.6. Regarding
to Eqs. (4.17, 4.19) and (4.25), the full momentum and Matsubara frequency dependent of the
susceptibility can be written by
χαiαjαkαl(k˜, k˜
′; q˜) = χ0αiαjαkαl(k˜, k˜
′; q˜) +
(
1
βNk
)2 ∑
k˜1k˜2
∑
α1α2
α3α4
χ0
αiαjα1α3(k˜, k˜1; q˜)
×Γα1α2α3α4(k˜1, k˜2; q˜)χα3α4αkαl(k˜2, k˜′; q˜), (4.26)
where in it’s Feynman diagrams which is shown in Fig 4.7 there are no vertex factors. This
tensorial equation can be written in terms of square matrices of dimension M so that each
matrix depends on q and ωm. In this case χαiαjαkαl(k˜, k˜
′; q˜) can be represented by a M ×M ′
square matrix [χ(q, ωm)]M,M ′ , where M = αink, αjnk and M ′ = αkn′k′, αln′k′. Then the
Bethe-Salpeter equation in the matrix form is obtained by[
χ(q, ωm)
]
=
[
χ0(q, ωm)
]
+
[
χ0(q, ωm)
][
Γ(q, ωm)
][
χ(q, ωm)
]
. (4.27)
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Figure 4.6: Feynman diagram representation of susceptibility χ(q, iωm).
With very simple algebra, the lattice susceptibility matrix is derived by[
χ(q, ωm)
]−1
= −
[
χ0(q, ωm)
]−1
+
[
Γ(q, ωm)
]
. (4.28)
Considering NO as the number of orbitals, NS the number of sites per unit cell, Nν the number
of fermionic Matsubara frequencies, Nk the number of k-points, and Nspin the number of spins,
each matrix in Eq. (4.27) has (N2ON
2
SNspinNνNk)× (N2ON2SNspinNνNk) elements.
4.3.2 Lattice susceptibility and local vertex approximation within DMFT
In general, the exact solution of the Bethe-Salpeter equation is not known. Thus we need
approximations to calculate the susceptibility from the Bethe-Salpeter equation. In the DMFT
approach, the lattice Hamiltonian is modeled into a self consistent quantum impurity model
described by a local Green’s function Gloc. The same approximation is used to calculate response
of the lattice model to external perturbation or fluctuation. Within the DMFT approximation,
the full momentum dependent vertex function Γ(k˜, k˜′; q˜) is replaced by the local one,
Γloc(νn, νn′ ;ωm) =
1
N2k
∑
k,k′
1
Nq
∑
q
Γ(k˜, k˜′; q˜). (4.29)
Figure 4.7: Bethe-Salpeter Feynman diagram of Eq. (4.26).
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Hence, a crucial simplification appears in Eq. (4.26) where the k-summations can be integrated
out.
χαiαjαkαl(νn, νn′ ; q˜) = χ
0
αiαjαkαl
(νn, νn′ ; q˜) +
1
β2
∑
nn′
∑
α1α2
α3α4
χ0
αiαjα1α3(νn, νn1 ; q˜)
×Γloc,α1α2α3α4(νn1 , νn2 ;ωm)
χα3α4αkαl(νn2 , νn′ ; q˜), (4.30)
in which
χαiαjαkαl(νn, νn′ ; q˜) =
1
N2k
∑
k,k′
χαiαjαkαl(k˜, k˜
′; q˜). (4.31)
Here, χ(νn, νn′ ; q˜) is known as lattice susceptibility due to its dependency to q vector.
If we consider N = αin, αjn and N ′ = αkn′, αln′, the matrix representation of the Bethe-
Salpeter equation within the DMFT approximation is[
χ(q, ωm)
]
=
[
χ0(q, ωm)
]
+
[
χ0(q, ωm)
][
Γloc(ωm)
][
χ(q, ωm)
]
. (4.32)
In the DMFT, the local vertex function Γloc is computed by the knowledge of the local Green’s
function Gloc and the local susceptibility χloc given by
Gloc(νn) = 1
Nk
∑
k
G(k˜), (4.33)
χloc(νn, νn′ ;ωm) =
1
N2k
∑
k
1
Nq
∑
q
χ(k˜, k˜′; q˜). (4.34)
Similar to Eq. (4.27), we can evaluate the local version of the Bethe-Salpeter equation to obtain
the local vertex function as follows[
Γloc(iωm)
]
=
[
χ0
loc(iωm)
]−1
−
[
χloc(iωm)
]−1
. (4.35)
Hence, we can obtain the susceptibility of the system over all Brillouin zone, i.e., the lattice
susceptibility, by substituting the local vertex function matrix in Eq. (4.32).[
χ(q, ωm)
]−1
=
[
χ0
loc(ωm)
]−1
−
[
χ0(q, ωm)
]−1
+
[
χloc(ωm)
]−1
(4.36)
This procedure is shown in Fig. (4.8), wherein the local Bethe-Salpeter equation is employed
to extract the local vertex function (the top diagram) and the calculated vertex function is used
to obtain the lattice susceptibility (the lower diagram).
4.3.3 Legendre representation of the Bethe-Salpeter equation
It is possible to represent Eq. (4.32) in terms of the Legendre polynomials. In this method which
is introduced recently by L. Boehnke and et al. [59], the Legendre coefficients of susceptibility
χll′(ωm) is calculated by using the susceptibility in the imaginary time space
χll′(ωm) =
∫ β
0
dτ12
∫ β
0
dτ34
∫ β
0
dτ14
√
2l + 1
√
2l′ + 1(−1)l′+1
×Pl [x(τ12)]Pl′ [x(τ34)] e−iωmτ14χ(τ12, τ34, τ14), (4.37)
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Figure 4.8: DMFT approach for calculating the lattice susceptibility by implementing the local
vertex approximation in Feynman diagram language. First, the local vertex function is obtained
from the local Bethe-Salpeter equation (top figure), then by utilizing the local vertex function,
the q-dependent Bethe-Salpeter equation is solved in order to calculate the lattice susceptibility
(bottom figure).
where Pl[x] is the Legendre polynomial function (see Appendix D.1) and x(τ) = 2τ/β − 1.
χll′(ωm) is connected to the Fourier transformed susceptibility χ(νn, νn′ ;ωm) by a unitary trans-
formation.
χ(νn, νn′ ;ωm) =
∑
ll′≥0
Tnl χll′(ωm) T
∗
n′l′ , (4.38)
in which the unitary transformation Tnl is
Tnl = (−1)nil+1
√
2l + 1jl
(
(2n+ 1)pi
2
)
, (4.39)
and jl(x) is the spherical Bessel functions. Furthermore, using this unitary transformation, one
can obtain the Legendre-Fourier representation of the bare (lattice) susceptibilities. Thus in Eq.
(4.32), each matrix has L × L′ elements where L = αil, αjl and L′ = αkl′, αll′. Notice that
thorough this attractive method, the lattice susceptibility is given by
χ(q, ωm) =
1
β2
∑
ll′≥0
(−1)l+l′√2l + 1√2l′ + 1 χll′(q, ωm). (4.40)
For more details about this method, see Appendix (E.2).
4.3.4 Spin susceptibility
The magnetic susceptibility (normalized in a unit cell) for a single band system is given by [19]
χαβ(Ri −Rj, τ) = 1
βNSV
〈
Mˆαi (τ)Mˆ
β
j (0)
〉
− 1
βNSV
〈
Mˆαi (τ)
〉〈
Mˆβj (0)
〉
, (4.41)
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Where V is the volume of the supercell (which is equal to number of k-points, Nk), NS the
number of atomic sites per unit cell, Mˆαi = −gµBSˆαi the magnetization operator at Ri, and
α, β = x, y, z,±. µB is the Bohr magneton8, g ∼ 2 is the electron gyromagnetic ratio and Sαs
are spin operators defined by
Sˆα =
1
2
∑
σσ′
c†σσ
αcσ′ ,
Sˆ± = Sˆx ± iSˆy, (4.42)
in which σα are Pauli matrices
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. (4.43)
In comparison with Eq. (4.14), the operator Oˆ replaces by the magnetization operator Mˆ .
4.3.4.1 Longitudinal spin susceptibility
Longitudinal spin susceptibility is the response of z-component of the expectation value of mag-
netization operator to a small magnetic field in z-direction that couples linearly to the Mˆ . The
small magnetic field Bz enters the Hamiltonian by the following perturbation term [60]
1
2
(gµB)
∫
dr′Sˆz(r′)Bz(r′, t).
The longitudinal spin susceptibility χzz can be obtained by calculating the spin-spin correlation
where Sˆz = 1/2
∑
σ σc
†
σcσ.9
χzz(τ ) =
1
βNSV
1
4
(gµB)
2
∑
σσ′
σσ′
[〈
T c†σ(τ1)cσ(τ2)c†σ′(τ3)cσ′(τ4)
〉
−
〈
T c†σ(τ1)cσ(τ2)
〉〈
T c†σ′(τ3)cσ′(τ4)
〉]
, (4.44)
where the value σ = 1 (σ = −1) is assigned to spin up (spin down). In comparison with Eq.
(4.17), the vertex factor for the χzz is
vσkk+q;iκi,jκj =
1
2
(gµB)σδijδκiκj .
The Fourier integral of Eqs. (4.44) can be down easily by
χzz(νn, νn′ ;ωm) =
∫ β
0
dτ1 ...
∫ β
0
dτ4 e
−iνnτ1ei(νn+ωm)τ2e−i(νn′+ωm)τ3eiνn′τ4χzz(τ ), (4.45)
and the non-interacting longitudinal spin susceptibility χ0,zz is
χ0,zz(νn, νn′ ;ωm) = − 1
NS
βδnn′
1
4
(gµB)
2
∑
σ
Gσ(νn)Gσ(νn + ωm). (4.46)
8In atomic units the Bohr magneton is µB = 1/2.
9 Since the momenta, orbital and atomic site dependencies are identical with Eq. (4.18), for the sake of simplicity,
here and in the following, we do not write the momenta dependency of the susceptibility.
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Notice to pre-factors which is appeared in χ0,zz due to the definition of the spin susceptibility
in comparison with the general definition of the non-interacting susceptibility in Eq. (4.20).
In order to compute the magnetic susceptibility within the DMFT, we need to solve the
Bethe-Salpeter equation (Eq. (4.36)) using the matrix algebra. In paramagnetic systems, we
can use even simpler Bethe-Salpeter equation, wherein the trace over spins is done already. If
we define
Γzz =
1
4
∑
σσ′
σσ′Γσσ
′
; χ0,zz =
1
4
∑
σσ′
σσ′χ0,σσ
′
,
we can easily obtain (See Appendix (A.3))[
χzz(q, ωm)
]−1
=
[
χ0,zz(q, ωm)
]−1
−
[
χ0,zz
loc (ωm)
]−1
+
[
χzz
loc(ωm)
]−1
. (4.47)
In this relation, considering NO as the number of orbitals, NS the number of sites and Nν the
number of Matsubara frequencies, each matrix has N × N elements where N = N2ON2SNν .
Comparing to Eq. (4.36), here, each matrix size is reduced10 by a factor of N2spin.
4.3.4.2 Transverse spin susceptibility
Transverse spin susceptibility is the linear response of a system to a small magnetic field which
is perpendicular to the spin quantization axis, denoted by z-direction. The perturbation term
which is added to the Hamiltonian is [60]
1
4
(gµB)
∫
dr′
[
Sˆ+(r′)B−(r′, t) + Sˆ−(r′)B+(r′, t)
]
,
where B± = Bx ± iBy. Considering Sˆx = 1/2
∑
σ c
†
σc−σ, Sˆy = −i/2
∑
σ σc
†
σc−σ, we can derive
the transverse χ as follows
χxx(τ ) =
1
βNSV
1
4
(gµB)
2
∑
σσ′
〈
T c†σ(τ1)c−σ(τ2)c†σ′(τ3)c−σ′(τ4)
〉
, (4.48)
χxy(τ ) =
1
βNSV
−i
4
(gµB)
2
∑
σσ′
σ′
〈
T c†σ(τ1)c−σ(τ2)c†σ′(τ3)c−σ′(τ4)
〉
, (4.49)
χyx(τ ) =
1
βNSV
−i
4
(gµB)
2
∑
σσ′
σ
〈
T c†σ(τ1)c−σ(τ2)c†σ′(τ3)c−σ′(τ4)
〉
, (4.50)
χyy(τ ) =
1
βNSV
1
4
(gµB)
2
∑
σσ′
σσ′
〈
T c†σ(τ1)c−σ(τ2)c†σ′(τ3)c−σ′(τ4)
〉
. (4.51)
Based on Eqs. (4.48-4.51) and Eq. (4.17) we can conclude that the vertex factor vσkk+q;iκi,jκj
for the χxx and χyy are 1/2(gµB)δijδκiκj and 1/2(gµB)σδijδκiκj , respectively. For χ
xy, the vertex
factors are vσkk+q;iκi,jκj = i
3/2/2(gµB)δijδκiκj and v
σ′
k+qk;iκk,jκl
= i3/2/2(gµB)σ
′δklδκkκl . Vertex
factors for χyx can be obtained similarly. In addition, the response functions χ+− and χ−+ can
10This would be very helpful when the response function matrix is to be computed "numerically".
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be easily calculated by utilizing the response functions χxx, χxy, χyx and χyy.
χ+− = χxx − iχxy + iχyx + χyy
=
1
βNSV
(gµB)
2
〈
T c†↑(τ1)c↓(τ2)c†↓(τ3)c↑(τ4)
〉
, (4.52)
χ−+ = χxx + iχxy − iχyx + χyy
=
1
βNSV
(gµB)
2
〈
T c†↓(τ1)c↑(τ2)c†↑(τ3)c↓(τ4)
〉
. (4.53)
Using the Wick’s theorem, we can obtain the transverse spin susceptibilities for the non-interacting
cases. In Matsubara space the non-interacting transverse spin susceptibilities are
χ0,xx = − 1
NS
βδnn′
1
4
(gµB)
2
∑
σ
Gσ(νn)G−σ(νn + ωm), (4.54)
χ0,xy = − 1
NS
βδnn′
i
4
(gµB)
2
∑
σ
σ Gσ(νn)G−σ(νn + ωm), (4.55)
χ0,yx =
1
NS
βδnn′
i
4
(gµB)
2
∑
σ
σ Gσ(νn)G−σ(νn + ωm), (4.56)
χ0,yy =
1
NS
βδnn′
1
4
(gµB)
2
∑
σ
Gσ(νn)G−σ(νn + ωm), (4.57)
and finally
χ0,+− = − 1
NS
βδnn′(gµB)
2G↑(νn)G↓(νn + ωm), (4.58)
χ0,−+ = − 1
NS
βδnn′(gµB)
2G↓(νn)G↑(νn + ωm). (4.59)
For a system with axial rotational symmetry, the transverse spin susceptibility is completely
decoupled from the longitudinal spin susceptibility [60], because the correlation function of the
Sˆz and Sˆ± is zero due to the rotational symmetry.11
In order to compute the lattice transverse spin susceptibility, χ+−(and similarly χ−+), for a
general case by using the DMFT approach we need to solve the following matrix equation
[
χ+−(q, ωm)
]−1
=
[
χ0,+−(q, ωm)
]−1
−
[
χ0,+−
loc (ωm)
]−1
+
[
χ+−
loc (ωm)
]−1
. (4.60)
11In a system with axial rotational symmetry, the spin operator in z-direction and the Hamiltonian commute
[Sˆz, H] = 0. So |α〉 is the common eigenstate of the Sˆz and the Hamiltonian. Using the Lehman representation, the
correlation function 〈SˆzSˆ±〉 can be written as
〈SˆzSˆ±〉 = 1Z
∑
αα′
e−βEα〈α|Sˆz|α′〉〈α′|Sˆ±|α〉
=
1
Z
∑
αα′
e−βEαsαδαα′〈α′|Sˆ±|α〉 = 0.
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4.3.5 Density-density or charge susceptibility
The charge susceptibility (normalized in a unit cell) of a single band system can be obtained by
χch(Ri −Rj, τ) = 1
βNSV
〈
nˆi(τ)nˆj(0)
〉
− 1
βNSV
〈
nˆi(τ)
〉〈
nˆj(0)
〉
, (4.61)
where nˆ is the density operator defined by
nˆ =
1
2
∑
σ
c†σcσ. (4.62)
In fact, the charge susceptibility explains the response of the 〈nˆ〉 to a scaler external potential
Vext that couples linearly to the nˆ.
In comparison with the general definition of the susceptibility in (4.17), the vertex factor of
the charge susceptibility is
vσkk+q;iκi,jκj =
1
2
δijδκiκj .
The operator Oˆ in Eq. (4.14) replaces by the density operator nˆ so that the charge susceptibility
in terms of the creator and annihilator operators can be obtained by12
χch(τ ) =
1
βNSV
1
4
∑
σσ′
χσσ′(τ )
=
1
βNSV
1
4
∑
σσ′
[〈
T c†σ(τ1)cσ(τ2)c†σ′(τ3)cσ′(τ4)
〉
−
〈
T c†σ(τ1)cσ(τ2)
〉〈
T c†σ′(τ3)cσ′(τ4)
〉]
. (4.63)
The non-interacting part of the charge susceptibility in Matsubara space can be easily obtained
by
χ0,ch = − 1
NS
βδnn′
1
4
∑
σ
Gσ(νn)Gσ(νn + ωm). (4.64)
Notice that in atomic units wherein µB = 1/2, the non-interacting spin and charge susceptibility
are equal (see Eq. (4.46)).
Within DMFT method, the q-dependent charge susceptibility can be obtained by the follow-
ing Bethe-Salpeter equation (See Appendix (A.3)).[
χch(q, ωm)
]−1
=
[
χ0,ch(q, ωm)
]−1
−
[
χ0,ch
loc (ωm)
]−1
+
[
χch
loc(ωm)
]−1
, (4.65)
where,
Γch =
1
4
∑
σσ′
Γσσ
′
; χ0,ch =
1
4
∑
σσ′
χ0,σσ′ .
12 Here, the momenta, orbital and atomic sites dependency of the susceptibility are the same as the ones in Eq.
(4.18). Thus we don’t write the momenta dependency of the charge susceptibility for the sake of simplicity.
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4.3.6 Spin-density susceptibility
Spin-density susceptibility (normalized in a unit cell) is the response of the density to a longi-
tudinal small magnetic field which is given by
χSD(Ri −Rj, τ) = 1
βNSV
〈
Mˆ zi (τ)nˆj(0)
〉
− 1
βNSV
〈
Mˆ zi (τ)
〉〈
nˆj(0)
〉
. (4.66)
In second quantization,
χSD(τ ) =
1
βNSV
1
4
(gµB)
∑
σσ′
σ
[〈
T c†σ(τ1)cσ(τ2)c†σ′(τ3)cσ′(τ4)
〉
−
〈
T c†σ(τ1)cσ(τ2)
〉〈
T c†σ′(τ3)cσ′(τ4)
〉]
, (4.67)
which implies that the vertex factors in Eq. (4.17) are vσkk+q;iκi,jκj = 1/2(gµB)σδijδκiκj and
vσ
′
k′+qk′;kκk,lκl = 1/2 δklδκkκl . Also, one of the Oˆ operators in Eq. (4.14) replaces with the
magnetization one and the other with the density operator.
The non-interacting spin-density response function in Matsubara space is
χ0
SD = −
1
NS
βδnn′
1
4
(gµB)
∑
σ
σGσ(νn)Gσ(νn + ωm). (4.68)
In paramagnetic systems, where χ↑↑ = χ↓↓ and χ↑↓ = χ↓↑, the spin-density susceptibility is
zero. Therefore, the spin and charge (density) responses are decoupled [60].
4.4 Properties of the susceptibility
In the following, we explain the properties of the susceptibility in details with their proofs
in three categories. First, we demonstrate how the the susceptibility behaves in imaginary
time. We show some mathematical characteristics of the two-particle correlation function which
depends on four imaginary times τ = (τ1, τ2, τ3, τ4). Second, we illustrate some important
symmetries of the general susceptibility in Matsubara space which are very crucial to consider
them in numerical computations. Then in the last part, we study the high frequency part of the
susceptibility and calculate an analytical relation for the large frequencies by using digamma
and trigamma functions.
4.4.1 Properties of the susceptibility in τ space
From Eq. (4.23) one can easily conclude that the all properties of second term in this equation,
i.e., 〈
T c†kαi(τ1)ck+qαj (τ2)
〉〈
T c†k′+qαk(τ3)ck′αl(τ4)
〉
,
are implicitly in the first term, i.e.,〈
T c†kαi(τ1)ck+qαj (τ2)c
†
k′+qαk(τ3)ck′αl(τ4)
〉
.
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For this reason, at first we introduce and prove the properties of the two-particle correlation
function or two-particle Green’s function which is defined by
Cαiαjαkαl(p, τ ) =
〈
T c†kαi(τ1)ck+qαj (τ2)c
†
k′+qαk(τ3)ck′αl(τ4)
〉
, (4.69)
where p = (k,k′,q) ≡ (k,k + q,k′ + q,k′) and τ = (τ1, τ2, τ3, τ4). Every property that is
obtained for the two-particle Green’s function can be extended to the general susceptibility
either.13
Before proceeding to extract the C’s features, let us discuss the physical meaning of Eq.
(4.69). The physics of the two-particle Green’s function depends on time ordering of the cre-
ation and annihilation operators in 〈...〉 [61].
τ1, τ2 > τ3, τ4 : The C is a propagation of a particle-hole pair which gives some informations
about excited states of N particle system.
τ2, τ4 < τ1, τ3 : Here, C gives some informations about a system with N + 2 holes or N − 2
particles.
τ2, τ4 > τ1, τ3 : In this case, C describes the propagation of a pair additional particle and gives
some informations about energy states of a system with N + 2 particles.
Practically, in the case of τ2, τ4 < τ1, τ3 or τ2, τ4 > τ1, τ3, the two-particle Green’s function
is useful to study superconductivity. In case of the response functions such as spin, charge
and current susceptibilities, the two-particle Green’s function is in particle-hole channel as we
derived in details before.14
During the introduction of the properties of the two-particle Green’s function, wherever the
orbitals or sites or momenta are irrelevant on those specific properties (or have not any effect on
those properties), we drop them in C relation for the sake of simplicity.
1. The C(τ1, τ2, τ3, τ4) is β-antiperiodic in each τi < 0 where i = 1, ..., 4.
C(τ1, τ2, τ3, τ4) = −C(τ1 + β, τ2, τ3, τ4) = −C(τ1, τ2 + β, τ3, τ4)
= −C(τ1, τ2, τ3 + β, τ4) = −C(τ1, τ2, τ3, τ4 + β). (4.70)
This property can be easily proved as follows.
C(τ1 + β, τ2, τ3, τ4) = 1Z Tr
{
e−βHe(τ1+β)Hc†e(τ2−τ1−β)Hc e(τ3−τ2)Hc†e−(τ3−τ4)Hc e−τ4H
}
=
1
Z Tr
{
e−βHeτ2Hc e−τ2Heτ3Hc†e−τ3Heτ4Hc e−τ4Heτ1Hc†e−τ1H
}
= − 1Z Tr
{
e−βHT
[
c†(τ1)c(τ2)c†(τ3)c(τ4)
]}
= −C(τ1, τ2, τ3, τ4).
13 In some special cases, the second term in Eq. (4.23) has a role in the properties such as continuity and
discontinuity of the susceptibility. In these special cases, we explicitly use the susceptibility instead of the two-
particle Green’s function.
14In particle-hole channel one can write the two-particle Green’s function in terms of complete set of the eigen-
states |φs〉 of the real system i.e. C = ∑s〈φ0|T ck+qαj (τ2)c†kαi(τ1)|φs〉〈φs|T ck′αl(τ4)c†k′+qαk (τ3)|φ0〉, where〈φs|...|φ0〉 is the wave function of the particle and hole in the excited state |φs〉 [61].
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Here Z is the partition function andH the Hamiltonian. From this proof, we can infer that
if the β is added to odd (even) number of the time arguments in the C(τ1, τ2, τ3, τ4), the
two-particle Green’s function remains unchanged (changes by a (-1) factor). For instance
C(τ1, τ2, τ3, τ4) = C(τ1 + β, τ2 + β, τ3, τ4) = C(τ1 + β, τ2 + β, τ3 + β, τ4 + β)
= −C(τ1 + β, τ2, τ3, τ4) = −C(τ1 + β, τ2 + β, τ3 + β, τ4).
2. The noninteracting two-particle Green’s function C0(τ1, τ2, τ3, τ4) is discontinuous func-
tion15 at τ1 = τ2, τ3 = τ4, τ1 = τ4 and τ2 = τ3.
The noninteracting part of the two-particle Green’s function can be calculated using the
Wick’s theorem as follows.
C0(τ1, τ2, τ3, τ4) = −G(τ4, τ1)G(τ2, τ3) + G(τ2, τ1)G(τ4, τ3). (4.71)
In this relation each one-particle Green’s function G(τi, τj) is discontinuous at τi = τj
because
∆G(τi, τj)
∣∣∣∣
τi=τj
= G(τ−j , τj)− G(τ+j , τj)
= −
〈
T c(τ−j )c†(τj)
〉
+
〈
T c(τ+j )c†(τj)
〉
= 1.
3. C(τ1, τ2, τ3, τ4) is a discontinuous function at τ1 = τ2, τ3 = τ4, τ1 = τ4 and τ2 = τ3.
To prove this feature we use definition of the discontinuous function. We show that the
values of the C(τ1, τ2, τ3, τ4) e.g., at τ1 → τ+2 and τ1 → τ−2 are not equal. Therefore, C is
discontinuous at τ1 = τ2.
∆C(τ1, τ2, τ3, τ4)
∣∣∣∣
τ1=τ2
= C(τ+1 , τ−1 , τ3, τ4)− C(τ−1 , τ+1 , τ3, τ4)
=
〈
T c†(τ+1 )c(τ−1 )c†(τ3)ci4σ4(τ4)
〉
−
〈
T c†(τ−1 )c(τ+1 )c†(τ3)c(τ4)
〉
=
〈
T c†(τ3)c(τ4)
〉
= −G(τ4, τ3).
In general, ∆Cαiαjαkαl(p; τ1, τ2, τ3, τ4)
∣∣∣∣
τ1=τ2
= −N2k δ(q) δαiαjδσσ′Gαkαl(k′ + q,k′; τ4, τ3).
4. The fully interacting part of the two-particle Green’s function that is defined by
γ˜(τ ) = C(τ )− C0(τ ), (4.72)
is a continuous function but has kinks at τ1 = τ2, τ3 = τ4, τ1 = τ4, and τ2 = τ3. To show
how γ˜(τ1, τ2, τ3, τ4) is continuous e.g. at τ1 = τ2, we proceed as follows.
∆γ˜(τ1, τ2, τ3, τ4)
∣∣∣∣
τ1=τ2
= γ˜(τ+1 , τ1, τ3, τ4)− γ˜(τ−1 , τ1, τ3, τ4)
=
[C(τ+1 , τ−1 , τ3, τ4)− C(τ−1 , τ+1 , τ3, τ4)]
− [C0(τ+1 , τ−1 , τ3, τ4)− C0(τ−1 , τ+1 , τ3, τ4)]
= −G(τ4, τ3) +
[G(τ−1 , τ1)− G(τ+1 , τ1)]G(τ3, τ4) = 0.
15The function f(x) is discontinuous at x = a if limx→a− f(x) 6= limx→a+ f(x).
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To show that the the first derivative of the γ˜(τ1, τ2, τ3, τ4) is discontinuous, we can use
the Lehman representation and using the fact that dc(τ)/dτ = [H, c(τ)], where H is the
Hamiltonian.
5. Due to the time invariance, the C(τ1, τ2, τ3, τ4) has three independent time arguments.
C(τ1, τ2, τ3, τ4) = C(τ14, τ24, τ34, 0), (4.73)
where τij = τi − τj . This feature can be easily seen by
C(τ1, τ2, τ3, τ4) =
〈
T c†(τ1)c(τ2)c†(τ3)c(τ4)
〉
=
1
Z Tr
{
e−βHeτ1Hc†e−(τ1−τ2)Hc e−(τ2−τ3)Hc†e−(τ3−τ4)Hc e−τ4H
}
=
1
Z Tr
{
e−βHe(τ1−τ4)Hc†e−(τ1−τ4)He(τ2−τ4)H
×c e−(τ2−τ4)He(τ3−τ4)Hc†e−(τ3−τ4)H
}
=
1
Z Tr
{
e−βHT
[
c†(τ1 − τ4)c(τ2 − τ4)c†(τ3 − τ4)c(0)
]}
= C(τ14, τ24, τ34, 0).
6. On the basis of the mentioned properties of the two-particle Green’s function, it is easy
to see that the general susceptibility defined in Eq. (4.23) in τ -space is discontinuous at
"τ1 = τ4 and τ2 = τ3" and has kinks at "τ1 = τ2 and τ3 = τ4". Figs. 4.9, 4.10a, and 4.10b
show these properties of the susceptibility.
7. Boundary condition of the susceptibility χ(τ1, τ2, τ3) ≡ χ(τ14, τ24, τ34, 0) at τij = β−.
We can use the introduced properties to calculate the susceptibility at the boundaries.
Using these boundary conditions, we are able to compute the susceptibility at τij = β−.
This would save time and computational memory in the numerical computations.
• χ(τ1, τ2, β) for (τ1 6= 0, β and τ2 6= 0, β) :
χ(τ1, τ2, β) = −χ(τ1, τ2, 0+). (4.74)
Since χ(τ1, τ2, τ3) is β-antiperiodic in τ , it is clear that χ(τ1, τ2, β) = −χ(τ1, τ2, 0−).
Our favor is to obtain the relation between χ(τ1, τ2, τ3 = β) and χ(τ1, τ2, τ3 = 0+).
To find this relation we do as follows.
∆χαiαjαkαl = χαiαjαkαl(τ1, τ2, 0
+)− χαiαjαkαl(τ1, τ2, 0−)
=
〈
T c†αi(τ1)cαj (τ2)
{
c†αk , cαl
}〉
−
〈
T c†αi(τ1)cαj (τ2)
〉 (Gαlαk(0+)− Gαlαk(0−))
= −Gαjαi(τ2, τ1)δαkαl + Gαjαi(τ2, τ1)
(Gαlαk(0+)− (Gαlαk(0+) + δαlαk))
= 0.
54 Chapter 4. Response function
 0
 1
 2
 3
 4
 5  0
 1  2
 3  4
 5
 0
 0.1
 0.2
 0.3
χ ( τ
1 4
,
τ 2
4,
τ 3
4,
0 )
τ34=0
τ14
τ24
χ ( τ
1 4
,
τ 2
4,
τ 3
4,
0 )
 0
 1
 2
 3
 4
 5  0
 1  2
 3  4
 5
-0.2
-0.1
 0
 0.1
τ34=β/4
τ14
τ24
 0
 1
 2
 3
 4
 5  0
 1  2
 3  4
 5
-0.2
-0.1
 0
 0.1
χ ( τ
1 4
,
τ 2
4,
τ 3
4,
0 )
τ34=β/2
τ14
τ24
χ ( τ
1 4
,
τ 2
4,
τ 3
4,
0 )
 0
 1
 2
 3
 4
 5  0
 1  2
 3  4
 5
-0.2
-0.1
 0
 0.1
τ34=β
τ14
τ24
Figure 4.9: Behavior of the susceptibility in τ -space. The kink at τ1 = τ2 and the discontinuity
at τ2 = τ3 are clear in this plot. This is the "paramagnetic local spin susceptibility" of the KCuF3
material in which we considered U = 3, J = 0.3, β = 5, and i = j = k = l = 1.
Therefore, χαiαjαkαl(τ1, τ2, 0
+) = χαiαjαkαl(τ1, τ2, 0
−). This proof implies that the
susceptibility is continuous at τ2 = 0.
• χ(τ1, β, τ3) for (τ1 6= 0, β and τ3 6= 0, β) :
χ(τ1, β, τ3) = −χ(τ1, 0+, τ3). (4.75)
Since there is no discontinuity in χ(τ1, τ2, τ3) at τ2 = 0, we can conclude that
χ(τ1, 0
+, τ3) = χ(τ1, 0
−, τ3). Then according to anti-periodicity property of suscepti-
bility at τ2 < 0, i.e., χ(τ1, τ2 + β, τ3) = −χ(τ1, τ2, τ3), we can see that χ(τ1, β, τ3) =
−χ(τ1, 0−, τ2) = −χ(τ1, 0+, τ2).
• χαiαjαkαl(β, τ2, τ3) for (τ2 6= τ3, τ2 6= 0, β and τ3 6= 0, β) :
χαiαjαkαl(β, τ2, τ3) = −χαiαjαkαl(0+, τ2, τ3)− Gαjαk(τ2, τ3)δαiαl . (4.76)
In this case, the susceptibility clearly is discontinuous at τ1 = 0 (i.e., τ14 = 0). We can
measure the difference of the susceptibility at τ1 = 0− and τ1 = 0+ when "τ2 6= τ3,
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τ2 6= 0, β and τ3 6= 0, β".
∆χαiαjαkαl = χαiαjαkαl(0
+, τ2, τ3)− χαiαjαkαl(0−, τ2, τ3)
=
〈
T c†αi(0+)cαj (τ2)c†αk(τ3)cαl(0)
〉
−
〈
T c†αi(0−)cαj (τ2)c†αk(τ3)cαl(0)
〉
−
〈
T c†αi(0+)cαj (τ2)
〉〈
c†αk(τ3)cαl(0)
〉
+
〈
T c†αi(0−)cαj (τ2)
〉〈
c†αk(τ3)cαl(0)
〉
=
〈
cαj (τ2)c
†
αk
(τ3)
{
c†αi , cαl
}〉
= −Gαjαk(τ2, τ3)δαiαl .
• χ(0+, β, τ3) for (τ3 6= 0, β) :
χ(0+, β, τ3) = −χ(0+, 0+, τ3). (4.77)
Since there is no discontinuity in χ(τ1, τ2, τ3) at τ1 = τ2, we can set τ1 = 0 in Eq.
(4.75). Then we can easily obtain χ(0+, β, τ3) = −χ(0+, 0+, τ3).
• χαiαjαkαl(β, τ2, 0+) for (τ2 6= 0, β) :
χαiαjαkαl(β, τ2, 0
+) = −χαiαjαkαl(0+, τ2, 0+)− Gαjαk(τ2, 0)δαiαl . (4.78)
According to the continuous behavior of the susceptibility at τ3 = 0, we can put
τ3 = 0
+ in Eq. (4.76) to get appropriate boundary condition.
• χ(τ1, 0+, β) for (τ1 6= 0, β) :
χ(τ1, 0
+, β) = −χ(τ1, 0+, 0+). (4.79)
To examine the validity of this boundary condition,
∆χαiαjαkαl = χαiαjαkαl(τ1, 0
+, 0−)− χαiαjαkαl(τ1, 0+, 0+)
=
〈
T c†αi(τ1)cαj (0+)c†αk(0−)cαl(0)
〉
−
〈
T c†αi(τ1)cαj (0+)
〉〈
T c†αk(0−)cαl(0)
〉
−
〈
T c†αi(τ1)cαj (0+)c†αk(0+)cαl(0)
〉
+
〈
T c†αi(τ1)cαj (0+)
〉〈
T c†αk(0+)cαl(0)
〉
=
〈
T c†αi(τ1)cαj (0+)
{
c†αk , cαl
}〉
−
〈
T c†αi(τ1)cαj (0+)
〉{
c†αk , cαl
}
= 0.
This boundary can be infered from this point that the χ(τ1, τ2, τ3) is continuous func-
tion at τ3 = 0 (i.e., τ34 = 0).
• χ(0+, τ2, β) for (τ2 6= 0, β) :
χ(0+, τ2, β) = −χ(0+, τ2, 0+). (4.80)
Since the susceptibility is continuous τ3 = 0 (i.e., τ34 = 0), we can substitute τ1 = 0+
in Eq. (4.74).
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• χαiαjαkαl(τ1, β, 0+) for (τ1 6= 0, β) :
χαiαjαkαl(τ1, β, 0
+) = −χαiαjαkαl(τ1, 0+, 0+)− Gαlαi(β − τ1, 0)δαjαk
+Gαjαi(β − τ1, 0) δαkαl . (4.81)
Because τ3 = 0+, and for τ2 = τ3 there is a discontinuity in the susceptibility, we can
obain the difference of χijrs(τ1, 0+, 0−) and χijrs(τ1, 0−, 0+) by
∆χαiαjαkαl = χαiαjαkαl(τ1, 0
+, 0−)− χαiαjαkαl(τ1, 0−, 0+)
=
〈
T c†αi(τ1)cαj (0+)c†αk(0−)cαl(0)
〉
−
〈
T c†αi(τ1)cαj (0+)
〉〈
T c†αk(0−)cαl(0)
〉
−
〈
T c†αi(τ1)cαj (0−)c†αk(0+)cαl(0)
〉
+
〈
T c†αi(τ1)cαj (0−)
〉〈
T c†αk(0+)cαl(0)
〉
=
〈
T c†αi(τ1)
{
cαj , c
†
αk
}
cαl
〉
−
〈
T c†αi(τ1)cαj (0)
〉{
c†αk , cαl
}
= Gαlαi(β − τ1, 0) δαjαk − Gαjαi(β − τ1, 0) δαkαl .
By using Eq. (4.79) and the anti-periodicity property of susceptibility, i.e., χ(τ1, 0+, 0−) =
−χ(τ1, 0+, β), and χ(τ1, 0−, 0+) = −χ(τ1, β, 0+), we can obtain Eq. (4.81).
• χαiαjαkαl(β, β, τ3) for (τ3 6= 0, β) :
χαiαjαkαl(β, β, τ3) = χαiαjαkαl(0
+, 0+, τ3)− Gαjαk(β, τ3) δαiαl . (4.82)
Considering this point that there is no discontinuity in susceptibility at τ1 = τ2, we
can substitute τ2 = β in Eq. (4.76). Then we use Eq. (4.77) to obtain Eq. (4.82).
Notice that the origin of the second term in Eq. (4.82) comes from discontinuity of
the susceptibility at τ1 = 0 (i.e., τ14 = 0).
• χαiαjαkαl(β, τ2, β) for (τ2 6= 0, β) :
χαiαjαkαl(β, τ2, β) = χαiαjαkαl(0
+, τ2, 0
+) + Gαjαk(τ2, 0) δαiαl . (4.83)
Due to the continuous behavior of the susceptibility at τ3 = 0 (while "τ2 6= 0, β"),
it is clear that χ(β, τ2, 0+) = χ(β, τ2, 0−). With the knowledge that χ(β, τ2, 0−) =
−χ(β, τ2, β), we can use Eq. (4.78) to derive Eq. (4.83).
• χ(τ1, β, β) for (τ1 6= 0, β) :
χ(τ1, β, β) = χ(τ1, 0
+, 0+). (4.84)
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To prove this boundary condition, we proceed as follows
∆χαiαjαkαl = χαiαjαkαl(τ1, 0
+, 0+)− χαiαjαkαl(τ1, 0−, 0−)
=
〈
T c†αi(τ1)cαj (0+)c†αk(0+)cαl(0)
〉
−
〈
T c†αi(τ1)cαj (0−)c†αk(0−)cαl(0)
〉
−
〈
T c†αi(τ1)cαj (0+)
〉〈
T c†αk(0+)cαl(0)
〉
+
〈
T c†αi(τ1)cαj (0−)
〉〈
T c†αk(0−)cαl(0)
〉
=
〈
T c†αi(τ1)cαj (0+)
{
c†αk , cαl
}〉
−
〈
T c†αi(τ1)cαj (0)
〉{
c†αk , cαl
}
= 0,
where χ(τ1, 0−, 0−) = χ(τ1, β, β).
• χ(0+, β, β) :
χ(0+, β, β) = χ(0+, 0+, 0+). (4.85)
We can utilize Eq. (4.84) and put τ1 = 0+ to obtain χ(0+, β, β) = χ(0+, 0+, 0+).
• χαiαjαkαl(β, 0+, β) :
χαiαjαkαl(β, 0
+, β) = χαiαjαkαl(0
+, 0+, 0+) + Gαjαk(0+, 0) δαiαl . (4.86)
This relation can be easily derived by implementing Eq. (4.79) and Eq. (4.89). In
Eq. (4.79) we can put τ1 = β− to obtain χijrs(β, 0+, β) = −χijrs(β, 0+, 0+). Then
Eq. (4.89) will help us to get Eq. (4.86).
• χαiαjαkαl(β, β, 0+) :
χαiαjαkαl(β, β, 0
+) = χαiαjαkαl(0
+, 0+, 0+) + Gαlαi(0+, 0) δαjαk
−Gαlαi(0+, 0) δαjαk + Gαjαk(0+, 0) δαiαl . (4.87)
To prove this relation, it is sufficient to put τ1 = β in Eq. (4.81).
χαiαjαkαl(β, β, 0
+) = −χαiαjαkαl(β, 0+, 0+)− Gαlαi(0+, 0)δαjαk + Gαjαi(0+, 0) δαkαl .
Then we use Eq. (4.89) in which χαiαjαkαl(β, 0
+, 0+) is calculated.
χαiαjαkαl(β, β, 0
+) = −
(
− χαiαjαkαl(0+, 0+, 0+)− Gαjαk(0+, 0) δαi,αl
)
−Gαlαi(0+, 0)δαjαk + Gαjαi(0+, 0) δαkαl
= χαiαjαkαl(0
+, 0+, 0+) + Gαjαk(0+, 0) δαiαl
−Gαlαi(0+, 0) δαjαk + Gαjαi(0+, 0) δαkαl .
• χ(0+, 0+, β) :
χ(0+, 0+, β) = −χ(0+, 0+, 0+). (4.88)
Since the behavior of the susceptibility at τ1 is independent of it’s behavior at the
chosen values of τ2 and τ3, we can put τ1 = 0+ in Eq. (4.79). We should notice that
the susceptiblity is not well-defined at τ2 = τ3. For this reason the behavior of the
susceptibility highly depends on chosen values for τ2 and/or τ3 but not on τ1.
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• χαiαjαkαl(β, 0+, 0+) :
χαiαjαkαl(β, 0
+, 0+) = −χαiαjαkαl(0+, 0+, 0+)− Gαjαk(0+, 0) δαiαl . (4.89)
We can derive this relation as follows.
∆χαiαjαkαl = χαiαjαkαl(0
+, 0+, 0+)− χαiαjαkαl(0−, 0+, 0+)
=
〈
T c†αi(0+)cαj (0+)c†αk(0+)cαl(0)
〉
−
〈
T c†αi(0−)cαj (0+)c†αk(0+)cαl(0)
〉
= −Gαjαk(0+, 0) δαiαl .
• χαiαjαkαl(0+, β, 0+) :
χαiαjαkαl(0
+, β, 0+) = −χαiαjαkαl(0+, 0+, 0+) + δαlαiδαjαk − δαjαiδαkαl
+Gαlαi(0+, 0) δαjαk − Gαjαi(0+, 0) δαkαl . (4.90)
If we substitute τ1 with τ1 = 0+ in Eq. (4.81), we obtain
χαiαjαkαl(0
+, β, 0+) = −χαiαjαkαl(0+, 0+, 0+)− Gαlαi(β, 0) δαjαk
+Gαjαi(β, 0) δαkαl
= −χαiαjαkαl(0+, 0+, 0+)−
[−δαlαi − Gαlαi(0+, 0)] δαjαk
+
[−δαjαi − Gαjαi(0+, 0)] δαkαl
= −χαiαjαkαl(0+, 0+, 0+) + δαlαiδαjαk − δαjαiδαkαl
+Gαlαi(0+, 0) δαjαk − Gαjαi(0+, 0) δαkαl ,
(4.91)
where we used Gαiαj (β) = −Gαiαj (0−) = −δαiαj − Gαiαj (0+).
• χαiαjαkαl(β, β, β) :
χαiαjαkαl(β, β, β) = −χαiαjαkαl(0+, 0+, 0+)− Gαjαk(0+, 0) δαiαl (4.92)
In the vicinity of τ1 = 0, we proceed as we did in deriving Eq. (4.76).
∆χαiαjαkαl = χαiαjαkαl(0
+, β, β)− χαiαjαkαl(0−, β, β)
=
〈
T c†αi(0+)cαj (β)c†αk(β)cαl(0)
〉
−
〈
T c†αi(0−)cαj (β)c†αk(β)cαl(0)
〉
−
〈
T c†αi(0+)cαj (β)
〉〈
T c†αk(β)cαl(0)
〉
+
〈
T c†αi(0−)cαj (β)
〉〈
T c†αk(β)cαl(0)
〉
=
〈
cαj (β)c
†
αk
(β)
{
c†αi , cαl
}〉
= −Gαjαk(0+) δαiαl .
Considering Eq. (4.85) where we have χijrs(0+, β, β) = χijrs(0+, 0+, 0+), we can
easily obtain Eq. (4.92).
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• χαiαjαkαl(τ1, τ2, τ2) :
χαiαjαkαl(τ1, τ
+
2 , τ
−
2 )− χαiαjαkαl(τ1, τ−2 , τ+2 ) = −Gαlαi(β − τ1, 0) δαjαk . (4.93)
∆χαiαjαkαl = χαiαjαkαl(τ1, τ
+
2 , τ
−
2 )− χαiαjαkαl(τ1, τ−2 , τ+2 )
=
〈
T c†αi(τ1)cαl(0)
{
cαj , c
†
αk
}〉
= Gαlαi(0, τ1) δαjαk = −Gαlαi(β − τ1) δαjαk .
In Figs. 4.9, 4.10a and 4.10b the calculated spin susceptibility for different values of
τ14, τ24 and τ34 is illustrated.
8. By using time invariant property of the two-particle Green’s function, we can obtain a new
two-particle Green’s function which depends on new imaginary times τ12, τ34 and τ14.
C(τ12, τ34, τ14) = 1
β
∫ β
0
dτ ′ C(τ14 + τ ′, τ14 − τ12 + τ ′, τ34 + τ ′, τ ′). (4.94)
• C(τ12, τ34, τ14) is β-periodic in τ14 and β-antiperiodic in τ12 and τ34.
C(τ12, τ34, τ14) =

C(τ12, τ34, τ14 + β)
−C(τ12, τ34 + β, τ14)
−C(τ12 + β, τ34, τ14).
. (4.95)
This property can be easily shown using Eq. (4.94). For instance,
C(τ12, τ34, τ14 + β) = 1
β
∫ β
0
dτ ′ C(τ14 + β + τ ′, τ14 + β − τ12 + τ ′, τ34 + τ ′, τ ′)
=
1
β
∫ β
0
dτ ′ C(τ14 + τ ′, τ14 − τ12 + τ ′, τ34 + τ ′, τ ′)
= C(τ12, τ34, τ14).
• C(τ12, τ34, τ14) is discontinuous at τ14 = τ12 + τ34 and τ14 = 0.
For example, in the latter one we can calculate the discontinuity value as follows
∆Cαiαjαkαl(τ12, τ34, τ14) =
〈
T cαj (τ24)c†αk(τ34)
{
c†αi , cαl
}〉
= −Gαjαk(τ2, τ3) δαiαl .
This should be noticed that the C(τ12, τ34, τ14) is continuous at τ12 = 0 but its first
derivative is discontinuous.
The most important advantage of calculation of the C(τ12, τ34, τ14) is that we can expand
it in terms of the Legendre polynomials (for τ12 and τ34) and Fourier modes (for τ14) in
the following form
C(τ12, τ34, τ14) =
∑
l,l′≥0
∑
m∈Z
√
2l + 1
√
2l′ + 1
β3
(−1)l+l′
×Pl[x(τ12)]Pl′ [x(τ34)]eiωmτ14Cll′(ωm), (4.96)
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Figure 4.10: Kinks and discontinuities of the local spin susceptibility in τ -space. The para-
magnetic local spin susceptibility of KCuF3 is calculated for U = 3, J = 0.3, β = 5 and
i = j = k = l = 1. In subfigure (a) and (b), the local spin susceptibility χ(τ14, τ24, τ34) is
computed at τ14 = 0, β/4, β/2, β and τ24 = 0, β/4, β/2, β, respectively.
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where x(τ) = 2τ/β− 1 and Cll′(ωm) is Legendre coefficients. The reason of this particular
choice of time arguments is that many equations that involve the susceptibility such as
Bethe-Salpeter equation are diagonal in ωm. Furthermore, the Bethe-Saltpeter equation
can be solved directly in the Legendre representation. The coefficient decays faster and the
error which appears due to truncation of matrices in Bethe-Salpeter equation decreases
[59]. In Appendix E, we describe the Legendre-Fourier presentation of the susceptibility
in details.
9. The complex conjugate of the two-particle Green’s function Cαiαjαkαl(p, τ ) tensor is given
by [Cαiαjαkαl(p, τ )]∗ = Cαlαkαjαi(p¯,−τ¯ ), (4.97)
where p = (k,k′,q), p¯ = (k′,k,q), τ = (τ1, τ2, τ3, τ4), and τ¯ = (τ4, τ3, τ2, τ1).
This property can be derived by[Cαiαjαkαl(p, τ )]∗ = 1ZTr{e−βHeτ1Hc†kαie−(τ1−τ2)Hck+qαje−(τ2−τ3)H
× c†k′+qαke
−(τ3−τ4)Hck′αle
−τ4H
}∗
=
1
ZTr
{
e−τ4Hc†k′αle
−(τ3−τ4)Hck′+qαke
−(τ2−τ3)Hc†k+qαj
× e−(τ1−τ2)Hckαieτ1He−βH
}
=
1
ZTr
{
e−βHc†k′αl(−τ4)ck′+qαk(−τ3)c
†
k+qαj
(−τ2)ckαi(−τ1)
}
= Cαlαkαjαi(p¯,−τ¯ ).
Notice that ck =
∑
j e
ik.Rjcj and c
†
k =
∑
j e
−ik.Rjc†j .
10. The (q)-dependent and (−q)-dependent two-particle correlation functions are connected
by
Cαiαjαkαl(τ1, τ2, τ3, τ4; p) = Cαkαlαiαj (τ3, τ4, τ1, τ2; p′), (4.98)
where p′ = (k′ + q,k + q,−q) and p = (k,k′,q) (see Eq. (4.69)).
This property can be easily proved by using the time ordering property.
Cαiαjαkαl(τ1, τ2, τ3, τ4; p) =
〈
T c†k,αi(τ1)ck+q,αj (τ2)c
†
k′+q,αk(τ3)ck′,αl(τ4)
〉
=
〈
T c†k′+q,αk(τ3)ck′,αl(τ4)c
†
k,αi
(τ1)ck+q,αj (τ2)
〉
= Cαkαlαiαj (τ3, τ4, τ1, τ2; p′).
4.4.2 Properties of the susceptibility in Matsubara frequency space
The Fourier integral of the q-dependent two-particle Green’s function is
Cαiαjαkαl(p,ν) =
∫ β
0
dτ1 ...
∫ β
0
dτ4 e
−iνnτ1ei(νn+ωm)τ2e−i(νn′+ωm)τ3eiνn′τ4
×
〈
T c†k,αi(τ1)ck+q,αj (τ2)c
†
k′+q,αk(τ3)ck′,αl(τ4)
〉
=
〈
c†k,αi(νn)ck+q,αj (νn + ωm)c
†
k′+q,αk(νn′ + ωm)ck′,αl(νn′)
〉
, (4.99)
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where ν = (νn, νn′ ;ωm). Using this definition and the properties of the two-particle Green’s
function in τ -space, we can obtain following properties.
1. One of the useful property of the two-particle Green’s function is its complex conjugate
relation. [
Cαiαjαkαl(p,ν)
]∗
= Cαiαjαkαl(p,−ν). (4.100)
we can calculate the complex conjugate of the two-particle Green’s function by using the
definition (4.99).[
Cαiαjαkαl(p,ν)
]∗
=
∫ β
0
dτ1 ...
∫ β
0
dτ4 e
iνnτ1e−i(νn+ωm)τ2ei(νn′+ωm)τ3e−iνn′τ4
×
〈
T c†k′,αl(−τ4)ck′+q,αk(−τ3)c
†
k+q,αj
(−τ2)ck,αi(−τ1)
〉
=
∫ β
0
dτ1 ...
∫ β
0
dτ4 e
i(−νn)(−τ1)e−i(−νn−ωm)(−τ2)ei(−νn′−ωm)(−τ3)
×e−i(−νn′ )(−τ4)
〈
T ck,αi(−τ1)c†k+q,αj (−τ2)ck′+q,αk(−τ3)c
†
k′,αl(−τ4)
〉
= Cαiαjαkαl(p,−ν).
From this property we can easily conclude that for a fixed momenta P = (k,k′,q), we
have
• <e [χαiαjαkαl(νn, νn′ ;ωm)] = <e [χαiαjαkαl(−νn,−νn′ ;−ωm)]. This means that for
the static case (ω = 0), the real part of the susceptibility is an even function of νn
and ν ′n (See Fig. 4.11b).
• =m [χαiαjαkαl(νn, νn′ ;ωm)] = −=m [χαiαjαkαl(−νn,−νn′ ;−ωm)]. At ω = 0, where
we are in static regime, the imaginary part of the susceptibility is an odd function
of fermionic Matsubara frequencies νn and νn′ and therefore it is anti-symmetric in
νn-νn′ plane (See Fig. 4.11d).
• For χ(ωm) which is obtained by tracing over νn and νn′ by 1/β2
∑
nn′
χ(νn, νn′ ;ωm),
<e [χαiαjαkαl(ωm)] and =m [χαiαjαkαl(ωm)] are an even and odd function of the
bosonic Matsubara frequency ωm, respectively.
2. Considering the time ordering operator in the two-particle correlation function, we can
extract the following feature.
Cαiαjαkαl(p,ν) = Cαlαkαjαi(p¯, ν¯), (4.101)
where p¯ = (k′,k,q) and ν¯ = (νn′ , νn;ωm) provided that the local Hamiltonian is real.16
By exchanging the indices 1 and 4, 2 and 3 in the integrand in Eq. (4.99), we find [19]
Cαiαjαkαl(p,ν) =
∫ β
0
dτ1 ...
∫ β
0
dτ4 e
−iνnτ4ei(νn+ωm)τ3e−i(νn′+ωm)τ2eiνn′τ1
×
〈
T ck′,αl(τ1)c†k′+q,αk(τ2)ck+q,αj (τ3)c
†
k,αi
(τ4)
〉
,
=
〈
ck′,αl(νn′)c
†
k′+q,αk(νn′ + ωm)ck+q,αj (νn + ωm)c
†
k,αi
(νn)
〉
= Cαlαkαjαi(p¯, ν¯).
16The local Hamiltonian may not be real if it contains e.g. spin-orbit coupling term.
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As we show in Fig. 4.11, if αi = αj = αk = αl, then νn = νn′ is a reflection axis of the
absolute value of (4.99).
3. The property of the two-particle Green’s function that connects different Matsubara fre-
quencies νn and νn′ in the same ωm sector is[Cαiαjαkαl(p,ν)]∗ = Cαkαlαiαj (p′; νn′ + ωm, νn + ωm, ωm), (4.102)
where p′ = (k′ + q,k + q,−q).
This feature can be proved by exchanging indices 1 and 2 with 3 and 4, respectively.
Cαiαjαkαl(p,ν) =
∫ β
0
dτ1 ...
∫ β
0
dτ4 e
−iνnτ1ei(νn+ωm)τ2e−i(νn′+ωm)τ3eiνn′τ4
×
〈
T c†k,αi(τ1)ck+q,αj (τ2)c
†
k′+q,αk(τ3)ck′,αl(τ4)
〉
.
=
∫ β
0
dτ1 ...
∫ β
0
dτ4 e
−iνnτ3ei(νn+ωm)τ4e−i(νn′+ωm)τ1eiνn′τ2
×
〈
T c†k′+q,αk(τ1)ck′,αl(τ2)c
†
k,αi
(τ3)ck+q,αj (τ4)
〉
.
= Cαkαlαiαj (k′ + q,k + q,−q, νn′ + ωm, νn + ωm;−ωm)
= Cαkαlαiαj (p′; νn′ + ωm, νn + ωm,−ωm).
Using Eq. (4.100), we can derive Eq. (4.102).
For the local two-particle Green’s function where the momentums p are integrated out, we
have [Cαiαjαkαl(νn, νn′ ;ωm)]∗ = Cαkαlαiαj (−νn′ − ωm,−νn − ωm;ωm). (4.103)
This property implies that the νn = −νn′−ωm is a mirror line if αi = αk and αj = αl [19].
4. The non-interacting part of the two-particle Green’s function in imaginary frequency space
is given by
C0αiαjαkαl(p,ν) = −β2δnn′ N2k δkk′ Gαlαi(k, νn) Gαjαk(k + q, νn + ωm)
+β2δm,0 N
2
k δq,0 Gαjαi(k, νn) Gαlαi(k′, νn′). (4.104)
5. A very useful property of the non-interacting two-particle Green’s function is derived by[
C0αiαjαkαl(νn, νn′ ; q, ωm)
]∗
= C0αkαlαiαj (−νn′ − ωm,−νn − ωm; q, ωm). (4.105)
Since the Hamiltonian is Hermitian, we have [Gij(k, νn)]∗ = Gji(k,−νn).
6. The fully interacting part of the two-particle Green’s function (and also the susceptibility)
which is continuous in τ -space is given by
γ˜(ν) = C(ν)− C0(ν)
= χ(ν)− χ0(ν). (4.106)
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Figure 4.11: The local spin susceptibility of a single band insulator (Li2VOSiO4) is shown. In
this case the U = 5 and β = 20. a) The real part of the local spin susceptibility in 3D. b) The
real part of the spin susceptibility that is mapped on a plane. The symmetries are clear from this
plot. c) The imaginary part of the local spin susceptibility. As it is clear, imaginary part of the
local spin susceptibility is anti-symmetry. d) The imaginary part of the local spin susceptibility
is shown in a plane.
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7. In paramagnetic systems, there are some additional symmetries which are related to the
spin directions in the two-particle Green’s function (or susceptibility). For this reason,
we consider specifically the spin direction of the two-particle Green’s function (and sus-
ceptibility) in the following formulas to show their properties in paramagnetic system.
Considering
Cσσ′(τ ) =
〈
T c†σ(τ1)cσ(τ2)c†σ′(τ3)cσ′(τ4)
〉
,
we can find
• C↑↑(τ ) = C↓↓(τ )⇒ χ↑↑(τ ) = χ↓↓(τ ).
• C↑↓(τ ) = C↓↑(τ )⇒ χ↑↓(τ ) = χ↓↑(τ ).
• The longitudinal spin and charge susceptibility are given by
χzz(τ ) =
1
2
(
χ↑↑(τ )− χ↑↓(τ )
)
, (4.107)
χch(τ ) =
1
2
(
χ↑↑(τ ) + χ↑↓(τ )
)
. (4.108)
8. Since the vertex function Γ inherits from the two-particle correlation function, it obeys
symmetry properties of the two-particle Green’s function.
9. The static ω → 0 and uniform q→ 0 non-interacting (bare-) spin and charge susceptibility
are related to density of states at Fermi level.
χ0,zz(0, 0) = − 1
NkNS
∑
k
1
2
(gµB)
2
∑
σ
∂nF (ε
σ
k − µ)
∂εk
, (4.109)
χ0,ch(0, 0) = − 1
NkNS
∑
k
1
2
∑
σ
∂nF (ε
σ
k − µ)
∂εk
, (4.110)
where εk is single particle energy and µ is the chemical potential. To show how the
uniform and static susceptibility in non-interacting systems (or metals) is proportional to
the density of state, we start with the non-interacting spin susceptibility.17 For simplicity,
we consider a system with one site per unit cell (NS = 1) and one band. In Appendix B.1
we extend, the following proof for a multi-sites and multi-orbital cases.
χ0,zz(q, ωm) = − 1
Nk
∑
k
1
4
(gµB)
2
∑
σ
1
β
∑
n
Gσ(k, νn)Gσ(k + q, νn + ωm)
= − 1
Nk
∑
k
1
4
(gµB)
2
∑
σ
1
β
∑
n
1
iνn − εσk + µ
× 1
i(νn + ωm)− εσk+q + µ
.
In this relation, Gσ = 1/(iνn − εσk + µ) is the Green’s function of the non-interacting
systems. Using the Matsubara sums in Appendix (C), we have
χ0,zz(q, ωm) =
1
Nk
∑
k
1
4
(gµB)
2
∑
σ
{
nF (ε
σ
k − µ)
iωm + εσk − εσk+q
+
nF (−iωm + εσk+q − µ)
−iωm + εσk − εσk+q
}
=
1
Nk
∑
k
1
4
(gµB)
2
∑
σ
nF (ε
σ
k − µ)− nF (εσk+q − µ)
iωm + εσk − εσk+q
,
17The same proof can be easily done for the charge susceptibility.
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where nF (εσk ± iωm) = nF (εσk). In the limit of q→ 0 and at iωm = 0, we have
χ0,zz(0, 0) =
1
Nk
∑
k
1
4
(gµB)
2
∑
σ
nF (ε
σ
k − µ)−
[
nF (ε
σ
k − µ) + q
∂εσk
∂k
∂nF (ε
σ
k−µ)
∂εσk
]
εσk −
[
εσk + q
∂εσk
∂k
]
=
1
Nk
∑
k
1
4
(gµB)
2
∑
σ
∂nF (ε
σ
k − µ)
∂εσk
.
4.4.3 Behavior of the dynamical lattice susceptibility at large νn, νn′
Using the Fourier integral of the local susceptibility, we study the susceptibility at high frequen-
cies νn → ±∞ and νn′ → ±∞, i.e., χ(νn → ±∞, νn′ → ±∞) ≡ χHH,18 and derive an analytical
relation for the Matsubara sum in this regime. We will show that at high frequency χHH is
non-zero only for νn = νn′ .
The extension to the lattice susceptibility can be done similarly.
4.4.3.1 Derivation of high frequency part of the susceptibility (χHH)
The Fourier transform of χαiαjαkαl is given by
χαiαjαkαl(νn, νn′ ;ωm) =
∫ β
0
dτ1 e
−iνnτ1
∫ β
0
dτ2 e
i(νn+ωm)τ2
∫ β
0
dτ3 e
−i(νn′+ωm)τ3
×
∫ β
0
dτ4 e
iνn′τ4 χαiαjαkαl(τ1, τ2, τ3, τ4)
= β
∫ β
0
dτ14 e
−iνnτ14
∫ β
0
dτ24 e
i(νn+ωm)τ24
×
∫ β
0
dτ34 e
−i(νn′+ωm)τ34 χαiαjαkαl(τ14, τ24, τ34). (4.111)
According to the properties of the imaginary time local susceptibility, χαiαjαkαl(τ14, τ24, τ34) is
discontinuous only at τ24 = τ34 and τ14 = 0 and has kinks at τ14 = τ24 and τ34 = 0. Therefore,
we can use integration by part19 to calculate high frequency behavior of the local susceptibility,
18If we rephrase the susceptibility χ(νn, νn′) in a matrix form in Matsubara frequencies bases, we have
χ =

χHH (νn → −∞, νn′ → −∞) χHL (νn → −∞, νn′) χHH (νn → −∞, νn′ → +∞)
χLH (νn, νn′ → −∞) χLL (νn, νn′) χLH (νn, νn′ → +∞)
χHH (νn → +∞, νn′ → −∞) χHL (νn → +∞, νn′) χHH (νn → +∞, νn′ → +∞)

,
where L and H denote low and high frequencies regions. In this relation each χLL, χLH, χLH and χHH are block
matrices. For instance, χLH is the block matrix of susceptibility in which νn is finite (Low frequency) and νn′ → ±∞
(High frequency).
19The integration by parts theorem: if f and g are differentiable functions on an interval [a, b] and if the functions
f ′ and g′ are integrable on [a, b], then
∫ b
a
f(x)g′(x)dx = f(b)g(b)− f(a)g(a)− ∫ b
a
f ′(x)g(x)dx.
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i.e., χHH, by considering the concept of the improper integrals20.
χαiαjαkαl(νn, νn′ ;ωm)
|νn|→∞≈ β
∫ β
0
dτ24
[∫ τ−24
0
dτ34 +
∫ β
τ+24
dτ34
]
ei(νn+ωm)τ24ei(νn′+ωm)τ34
×
{(−1
iνn
)
e−iνnτ14χαiαjαkαl(τ14, τ24, τ34)
∣∣∣∣τ14=β
τ14=0
+
(
1
νn
)2
e−iνnτ14
∂
∂τ14
χαiαjαkαl(τ14, τ24, τ34)
∣∣∣∣τ14=β
τ14=0
+O
(
1
iνn
)3}
= β
(−1
iνn
)
I1(νn, νn′ ;ωm) + β
(
1
νn
)2
e−iνnτ14
∂I2
∂τ14
∣∣∣∣∣
β
0
+O
(
1
iνn
)3
.
Considering the jump that occurs in boundary values (See Eq. (4.76)), the first integral, I1, at
high frequencies is obtained by
I1(νn, νn′ ;ωm) = δαlαi
∫ β
0
dτ24
[∫ τ−24
0
dτ34 +
∫ β
τ+24
dτ34
]
Gαjαk(τ24 − τ34)
= β δαlαi δnn′ Gαjαk(νn + ωm)
|νn|→∞≈ β δαlαi δnn′
(
δαjαk
i(νn + ωm)
+
b
(νn + ωm)2
)
, (4.112)
where b is the coefficient of −1/ν2n in Eq. (5.32).21 The second integral can be calculated
approximately for |νn′ | → ∞ by using the definition of improper integrals.
I2 =
∫ β
0
dτ24 e
i(νn+ωm)τ24
[∫ τ−24
0
dτ34 +
∫ β
τ+24
dτ34
]
e−i(νn′+ωm)τ34χαiαjαkαl(τ14, τ24, τ34)
|νn′ |→∞≈
∫ β
0
dτ24 e
i(νn+ωm)τ24
{
−1
i(νn′ + ωm)
(
− χαiαjαkαl(τ14, τ24, 0)− χαiαjαkαl(τ14, τ24, β)
+e−i(νn′+ωm)τ24
[
χαiαjαkαl(τ14, τ24, τ
−
24)− χαiαjαkαl(τ14, τ24, τ+24)
])
+O
(
1
νn′
)2}
≈ −1
i(νn′ + ωm)
Gσ′αlαi(β − τ14)
∫ β
0
dτ24 e
i(νn−νn′ )τ24 δαjαk
≈ −β δαjαkδnn′
[
1
i(νn′ + ωm)
]
Gσ′αlαi(β − τ14).
20Improper integral definition: if f is continuous on the interval [a, b] except for an infinite discontinuity at a
point c in (a, b), then the improper integral of f over interval [a, b] is defined as
∫ b
a
f(x)dx =
∫ c
a
f(x)dx+
∫ b
c
f(x)dx.
The improper integral is said to converge if both terms converge and diverge if either term diverges.
21This parameter can be obtained by fitting data to the tail of the Green’s function.
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To derive I2, we used Eq. (4.93) and (4.74). Finally, the high frequency behavior of the local
susceptibility χHH can be obtained by
χHH
αiαjαkαl
(νn, νn′ ;ωm) ≈ −β2 δαlαi δnn′
(
1
iνn
)(
δαjαk
i(νn + ωm)
+
b
(νn + ωm)2
)
− β2δαjαkδnn′
(
1
νn
)2 1
i(νn′ + ωm)
[
∂
∂τ14
Gαlαi(β) +
∂
∂τ14
Gαlαi(0)
]
≈ β2δnn′
(
δαlαiδαjαk
νn(νn + ωm)
+ i
b
νn(νn + ωm)
[
δαlαi
νn + ωm
+
δαjαk
νn
])
,
(4.113)
where b =
[
∂
∂τ14
Gαlαi(β) + ∂∂τ14Gαlαi(0)
]
(See Eq. (5.32)). Based on this relation, the χHH has
non-zero effect if νn = νn′ .
4.4.3.2 Matsubara sum of the high frequency part of the susceptibility χHF
In order to obtain the dynamical susceptibility we should perform the Matsubara sums over
fermionic frequencies νn and νn′ .
χ(ωm) =
1
β2
+∞∑
n=−∞
+∞∑
n′=−∞
χ(νn, νn′ ;ωm).
In numerical calculations, it is impossible to consider infinite number of Matsubara frequencies
to evaluate χ(ωm). For this reason one may truncate the Matsubara summations, i.e.,
+∞∑
n=−∞
=
−N−2∑
n=−∞
+
N∑
n=−N−1
+
+∞∑
n=N+1
≈
N∑
n=−N−1
.
where N is the truncated value and should be large enough. Therefore, some numerical er-
rors due to the truncation are created in the calculation of the susceptibility. In the following
we show how we can calculate the
∑−N−2
n=−∞ and
∑+∞
n=N+1 analytically, by utilizing the high
frequency susceptibility. We start with
χHF
αiαjαkαl
≈ 1
β2
δαlαiδαjαk
∑
nn′
δnn′
β2
νn′(νn + ωm)
≈ A
( −nc−1∑
n=−N−1
+
N∑
n=nc
)
f(n,m),
where A = δαlαiδαjαkβ
2/pi2 and f(n,m) = [(2n+ 1)(2n+ 2m+ 1)]−1. In this relation we
supposed that for all νn outside−νnc < νn < νnc , the susceptibility is obtained from Eq. (4.113).
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Considering the properties of the susceptibility, we can rewrite the χHF as follows.
χHF
αiαjαkαl
= A
( −nc−1∑
n=−N−1
f(n,m) +
N∑
n=nc
f(n,m)
)
= A
( −nc−1∑
n=−N−1
f(−n− 1,−m) +
N∑
n=nc
f(n,m)
)
= A
N∑
n=nc
(f(n,−m) + f(n,m)) .
Now, we can solve the above summation for high frequency lattice susceptibility exactly by
using the digamma function (See Appendix D.2 for more detail).
χHF
αiαjαkαl
= A
N∑
n=0
(f(n,−m) + f(n,m))−A
nc−1∑
n=0
(f(n,−m) + f(n,m))
=
A
2m
(
N∑
n=0
−
nc−1∑
n=0
)( −1
(2n+ 1)
+
1
(2n− 2m+ 1) +
1
(2n+ 1)
− 1
(2n+ 2m+ 1)
)
=
A
4m
(
N∑
n=0
−
nc−1∑
n=0
)(
1
(n−m+ 12)
− 1
(n+m+ 12)
)
,
and finally we have
χHF
αiαjαkαl
= − A
4m
{
Ψ
(
N +
3
2
+m
)
−Ψ
(
N +
3
2
−m
)
−Ψ
(
nc +
1
2
+m
)
+ Ψ
(
nc +
1
2
−m
)}
. (4.114)
Since m, nc and N are integer values, the Ψ-function is well-defined for all values of these
parameters due to the fractional arguments in digamma functions (Eq. (4.114)).
In the following, we study the Eq. (4.114) in some special limits m → 0, N → ∞ and
nc →∞.
• Convergence of Eq. (4.114) if m→ 0:
With the Taylor series expansion of Ψ(n+ x) around x = 0
Ψ(n+ x) = Ψ (n) + Ψ′ (n)x+
1
2!
Ψ′′ (n)x2 +
1
3!
Ψ(3) (n)x3 +O (x4) ,
we can calculate Eq. (4.114) at m = 0.
lim
m→0
χHF
αiαjαkαl
(ωm) = −A
4
{
2Ψ′
(
N +
3
2
)
− 2Ψ′
(
nc +
1
2
)}
=
2A
(2N + 1)2
− A
2
{
Ψ′
(
N +
1
2
)
−Ψ′
(
nc +
1
2
)}
.(4.115)
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• Asymptotic values for Eq. (4.114) if m→ 0 and N →∞:
χHF
αiαjαkαl
(ω0) = δαlαiδαjαk
β2
2pi2
Ψ′
(
nc +
1
2
)
. (4.116)
According to this relation, one can easily see that in the limit of nc → ∞, χHFαiαjαkαl(ω0)
goes to zero as it is expected.
• Estimating the cut-off nc:
From Eq. (4.114), we can conclude that the cut-off nc (at least) should be larger than
m in Bosonic frequency ωm, because the last term in this equation, i.e., Ψ
(
nc +
1
2 −m
)
,
should have a positive argument to be a well-defined function (see Fig. 4.12).
Figure 4.12: In this plot we considered m = 5, N → ∞ and A = 1. The vertical axis is
dynamical lattice susceptibility. According to this plot, one can easily see that for nc ≤ m the
function is undefined.
In the same way, we can calculate the higher order terms in the χHF by taking into account
higher order approximation in Eq. (4.113).
χHF
αiαjαkαl
(ωm) ≈ C
[ −nc−1∑
n=−N−1
+
N∑
n=nc
](
1
iνn
+
a
ν2n
)(
1
i(νn + ωm)
+
b
(νn + ω)2
)
≈ C
[ −nc−1∑
n=−N−1
+
N∑
n=nc
]{(
b
iνn(νn + ωm)2
+
a
iν2n(νn + ωm)
)
+
( −1
νn(νn + ωm)
+
ab
ν2n(νn + ωm)
2
)}
≡ <e
[
χHF
αiαjαkαl
(ωm)
]
+ i =m
[
χHF
αiαjαkαl
(ωm)
]
,
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where a and b are constant values which can be determined numerically by fitting the tail of the
Green’s function and C = δαlαiδαjαk .
The imaginary part of χHFlatt(q, ωm) is then calculated by
=m
[
χHF
αiαjαkαl
(ωm)
]
= C
[ −nc−1∑
n=−N−1
+
N∑
n=nc
](
b
νn(νn + ωm)2
+
a
ν2n(νn + ωm)
)
= C
N∑
n=nc
( −b
νn(νn − ωm)2 +
−a
ν2n(νn − ωm)
+
b
νn(νn + ωm)2
+
a
ν2n(νn + ωm)
)
=
Cβ3
pi3
N∑
n=nc
{
1
4
−b+ a
(2n+ 2m+ 1)m2
+
1
4
b− a
(2n+ 1)m2
− 1
2
b
m (2n+ 2m+ 1)2
+
1
2
a
m (2n+ 1)2
+
1
4
b− a
(2n− 2m+ 1)m2 +
1
4
−b+ a
(2n+ 1)m2
−1
2
b
m (2n− 2m+ 1)2 +
1
2
a
m (2n+ 1)2
}
.
Now we use Ψ-function definition to get the =m [χHFlatt(q, ωm)],
=m
[
χHF
αiαjαkαl
(ωm)
]
= δαlαiδαjαk
β3
8m2pi3
{
(a− b)
[
Ψ
(
N +
3
2
+m
)
−Ψ
(
nc +m+
1
2
)]
+b m
[
Ψ′
(
N +
3
2
+m
)
−Ψ′
(
nc +m+
1
2
)]
−2 a m
[
Ψ′
(
N +
3
2
)
−Ψ′
(
nc +
1
2
)]
−(a− b)
[
Ψ
(
N +
3
2
−m
)
−Ψ
(
nc −m+ 1
2
)]
+b m
[
Ψ′
(
N +
3
2
−m
)
−Ψ′
(
nc −m+ 1
2
)]}
. (4.117)
The real part of the dynamical susceptibility at large frequencies with some mathematics
72 Chapter 4. Response function
can be easily obtained.
<e
[
χHF
αiαjαkαl
(ωm)
]
= δαlαiδαjαk
β2
4mpi2
[
−1 + β
2
pi2
ab
2m2
]
×
{
Ψ
(
N +
3
2
+m
)
−Ψ
(
N +
3
2
−m
)
−Ψ
(
nc +
3
2
+m
)
+ Ψ
(
nc +
3
2
−m
)}
+δαlαiδαjαk
abβ4
16m2pi4
{
−Ψ′
(
N +
3
2
+m
)
+ Ψ′
(
nc +
1
2
+m
)
−Ψ′
(
N +
3
2
−m
)
+ Ψ′
(
nc +
1
2
−m
)
−2Ψ′
(
N +
3
2
)
+ 2Ψ′
(
nc +
1
2
)}
. (4.118)
At the special limits, m→ 0 and N →∞, we find that
lim
N→∞
lim
m→0
=m
[
χHF
αiαjαkαl
(ωm)
]
= 0, (4.119)
lim
N→∞
lim
m→0
<e
[
χHF
αiαjαkαl
(ωm)
]
=
β2
2pi2
δαlαiδαjαkΨ
′
(
nc +
1
2
)
+
abβ4
48pi4
δαlαiδαjαkΨ
(3)
(
nc +
1
2
)
, (4.120)
where we used the Hopital’s rule to derive these relations. Notice that for m→ 0, a = b. In the
limit of nc → 0, we use the Polygamma function properties, Ψ(3)(1/2) = pi4 and Ψ′(1/2) = pi2/2,
to obtain
lim
nc→0
lim
N→∞
lim
m→0
<e
[
χHF
αiαjαkαl
(ωm)
]
=
(
β2
4
+
β4
48
ab
)
δαlαiδαjαk . (4.121)
Equation (4.121) which is calculated using the special functions Ψ(x) in the special limits
nc → 0,m → 0, and N → ∞ can be obtained by using the Matsubara sums (See Appendix C)
and considering Eq. (4.113) as follows.
=m
[
χHF
αiαjαkαl
(ω0)
]
=
1
β2
∑
nn′
=m
[
χHF
αiαjαkαl
(νn, νn′ ;ω0)
]
= −β lim
(τ14−τ23)→0
(
1
β
∞∑
n=−∞
eiνn(τ14−τ23)
a+ b
iν3n
δαlαiδαjαk
)
= −(a+ b)βδαlαiδαjαk limτ→0
(
1
β
∞∑
n=−∞
e−iνnτ
(iνn)3
)
, (4.122)
where the pre-factors a and b are equal in this special limits. To calculate this summation, we
need to use some mathematical techniques. Considering the well-known Matsubara sum rules,
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the Fourier transformation of the non-interacting Green’s function is given by [56]
1
β
n=∞∑
n=−∞
e−iνnτ
iνn − E =

(
1
1+eβE
)
e−Eτ τ < 0
−
(
1− 1
eβE+1
)
e−Eτ τ > 0
. (4.123)
The second derivative of the above relation at E → 0 gives us
2
β
n=∞∑
n=−∞
e−iνnτ
(iνn)3
=
{
τ(τ + β)/2 τ < 0
τ(−τ + β)/2 τ > 0 . (4.124)
From this relation, we can easily see that
=m
[
χHF
αiαjαkαl
(ω0)
]
= −(a+ b)βδαlαiδαjαk limτ→0
(
1
β
∞∑
n=−∞
e−iνnτ
(iνn)3
)
= −(a+ b)βδαlαiδαjαk × limτ→0
{
−τ(τ + β)/2 τ < 0
−τ(−τ + β)/2 τ > 0
= 0. (4.125)
Notice that the higher order even derivative of Eq. (4.123) at E → 0 and τ → 0± is equal to
zero. For example the forth derivative gives us
4!
β
n=∞∑
n=−∞
e−iνnτ
(iνn)5
=
{
τ(−β3 + 2τ2β + τ3)/2 τ < 0
τ(−β3 + 2τ2β − τ3)/2 τ > 0 , (4.126)
which is zero for τ → 0.
For the real part of the lattice susceptibility, we calculate the first and the third derivative of
Eq. (4.123).
1
β
n=∞∑
n=−∞
e−iνnτ
(iνn)2
=
{
−(β + 2τ)/4 τ < 0
−(β − 2τ)/4 τ > 0 , (4.127)
3!
β
n=∞∑
n=−∞
e−iνnτ
(iνn)4
=
{
(β3 − 6βτ2 − 4τ3)/8 τ < 0
(β3 − 6βτ2 + 4τ3)/8 τ > 0 . (4.128)
Therefore the <e
[
χHF
αiαjαkαl
(ω0)
]
in Eq. (4.121) can be re-derived by
<e
[
χHF
αiαjαkαl
(ω0)
]
= β δαlαiδαjαk limτ→0
(
1
β
∞∑
n=−∞
−e
−iνnτ
(iνn)2
+ ab
e−iνnτ
(iνn)4
)
=
(
β2
4
+ ab
β4
48
)
δαlαiδαjαk . (4.129)
Eqs. (4.117) and (4.118) will be useful in numerical computation of the susceptibility. We
can use them to find an appropriate polynomial function to extrapolate summations over infinite
fermionic Matsubara frequencies. Detailed explanations are provided in section 5.4.7 where we
investigate convergency of the Matsubara sum.

CHAPTER 5
Numerical details of calculating the
lattice susceptibility within DMFT
In this chapter, we will explain how the lattice susceptibility χ(q, ω) can be computed numer-
ically by using the dynamical mean field theory and the local vertex approximation. We will
start with a brief description about the Green’s function and it’s properties. We will introduce
a new numerical method to calculate the Fourier integral of the Green’s function inside the
quantum Monte Carlo which is used to compute the two-particle correlation function. Then we
will explain how we solve the tensorial Bethe-Salpeter equation by employing the matrices to
extract the local vertex function and the lattice susceptibility.
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5.1 Algorithm
In order to calculate the lattice susceptibility by using the local vertex approximation, we will
proceed as follows.
1. In the last iteration of solving self-consistence DMFT equations, in the QMC block, we
calculate
(a) Fourier transform of the local QMC Green’s function (for only one QMC configura-
tion) G˜(νn, νn′)
(b) Local two particle correlation function (for only one QMC configuration) C˜(νn, νn′ ;ωm)
2. After QMC, we compute
(a) Continuous part of the local susceptibility γ(νn, νn′ ;ωm).
(b) Bare-local susceptibility χ0(νn, νn′ ;ωm) by using the Fourier transform of the phys-
ical Green’s function G(τ − τ ′) with spline (which is considered as a very accurate
method).
(c) The local susceptibility by χ(νn, νn′ ;ωm) = γ(νn, νn′ ;ωm) + χ0(νn, νn′ ;ωm).
(d) The local vertex function Γloc(νn, νn′ ;ωm).
(e) The bare-lattice susceptibility χ0(νn, νn′ ; q, ωm) by using local self-energy Σ(νn) and
the LDA Hamiltonian HLDA(k).
(f) The lattice susceptibility χ(q, ωm) within the local vertex approximation approach.
In the following of the current chapter, we explain each step in details.
5.2 One-particle Green’s function and it’s properties
5.2.1 One-particle Green’s function in τ or νn space
The imaginary-time Green’s function is defined as
Giκiσ,jκjσ(τ, τ ′) = −
〈
T ciκiσ(τ)c†jκjσ(τ ′)
〉
= −
{
Θ(τ − τ ′)ciκiσ(τ)c†jκjσ(τ ′) + Θ(τ ′ − τ)c
†
jκjσ
(τ ′)ciκiσ(τ)
}
, (5.1)
where T is the time ordering operator and ciκiσ (c†jκjσ) annihilates (creates) a particle in orbital
i (j) and site κi (κj) with spin σ. For the sake of simplicity in notation, we consider a collective
representation of indices αi = iκiσ and αj = jκjσ′, where σ = σ′.
The Green’s function Gαiαj (τ, τ ′) is β-antiperiodic in each τ and is a function of time differ-
ence, τ − τ ′.
Gαiαj (τ, τ ′) = Gαiαj (τ − τ ′), (5.2)
Gαiαj (τ − τ ′) = −Gαiαj (τ − τ ′ + β) for −β < τ − τ ′ < 0. (5.3)
(See the properties of the Green’s function in Sec. 5.2.2 of the current chapter).
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The Fourier transform on the Matsubara axis is given by
Gαiαj (νn) =
1
2
∫ β
−β
dτ eiνnτGαiαj (τ) =
∫ β
0
dτ eiνnτGαiαj (τ), (5.4)
where νn = (2n+ 1)pi/β is the fermionic Matsubara frequency. The inverse Fourier transform is
obtained by
Gαiαj (τ) =
1
β
+∞∑
n=−∞
e−iνnτGαiαj (νn). (5.5)
The convergence of this Green’s function is guaranteed only if −β < τ < β.
• Remark:
In the QMC, for each configuration, the Green’s function G˜ is defined by
G˜αiαj (τ, τ
′) =
〈
T cαi(τ)c†αj (τ ′)
〉
s
, (5.6)
where ’s’ in 〈...〉s refers to a single Monte Carlo configuration. The G˜αiαj (τ, τ ′) is calcu-
lated for all possible configurations during the Monte Carlo sampling and for τ, τ ′ ∈ [0, β).
After averaging over all possible Monte Carlo configurations, we can obtain the physical
Green’s function Gαiαj (τ, τ ′) by
Gαiαj (τ, τ ′) = −
1
Nc
∑
{s}
[
G˜αiαj (τ, τ
′)
]
{s}
, (5.7)
where Nc is the number of all accepted Monte Carlo configurations. At equal times, i.e.,
τ = τ ′, the QMC calculates G˜αiαj (τ+, τ−). In some cases, e.g., in computation of the two-
particle correlation function inside QMC, we need G˜αiαj (τ
−, τ+) where it can be obtained
by
G˜αiαj (τ
−, τ+) = G˜αiαj (τ
+, τ−)− δαi,αj . (5.8)
The computed Green’s function G˜αiαj (τ, τ
′) which belongs to one configuration does not
depend on time difference (unlike the physical Green’s function wherein G(τ, τ ′) = G(τ −
τ ′)), so that
G˜αiαj (τ, τ
′) 6= G˜αiαj (τ − τ ′). (5.9)
5.2.2 Properties of one-particle Green’s function
In the following, we describe the main properties of the Green’s function in imaginary time and
Matsubara fermionic frequencies which are frequently used in numerical calculation. The high
frequency part of the Green’s function (large iνn) is also studied. This property would be useful
in numerical computation of the Fourier transform of the Green’s function.
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5.2.2.1 Properties of the Green’s function in imaginary time τ -space
1. The Green’s function G(τ, τ ′) is a function of time difference τ − τ ′.
Gαiαj (τ, τ ′) = Gαiαj (τ − τ ′). (5.10)
This can be shown by using the invariance of the trace of the product of the operators
under cyclic permutation.
Gαiαj (τ, τ ′) = −
1
ZTr
{
e−βHeτHcαie
−τHeτ
′Hc†αje
τ ′H
}
= − 1ZTr
{
e−βHe(τ−τ
′)Hcαie
−(τ−τ ′)Hc†αj
}
= Gαiαj (τ − τ ′).
2. The Green’s function G(τ, τ ′) is β-antiperiodic in each τ argument (Fig. 5.1).
Gαiαj (τ, τ ′) =

−Gαiαj (τ + β, τ ′) if τ < 0
−Gαiαj (τ, τ ′ + β) if τ ′ < 0
Gαiαj (τ + β, τ ′ + β) if τ < 0, τ ′ < 0
. (5.11)
For instance,
Gαiαj (τ + β, τ ′) = −
1
ZTr
{
e−βHe(τ+β)Hcαie
−(τ+β)Heτ
′Hc†αje
−τ ′H
}
= − 1ZTr
{
eτHcαie
−τH
(
e−βHeτ
′Hc†αje
τH
)}
= − 1ZTr
{
e−βHT
(
c†αj (τ
′)cαi(τ)
)}
=
1
ZTr
{
e−βHT
(
cαi(τ)c
†
αj (τ
′)
)}
= −Gαiαj (τ, τ ′). for τ < 0
3. Convergence of G(τ, τ ′) is guaranteed only if −β < τ − τ ′ < β.
The convergency condition can be shown by using the Lehman representation of the
Green’s function.
Gαiαj (τ, τ ′) = Gαiαj (τ − τ ′)
= − 1Z
∑
n
〈
n
∣∣e−βHe(τ−τ ′)Hcαie−(τ−τ ′)Hc†αj ∣∣n〉
= − 1Z
∑
n
e−[β−τ+τ
′]En
〈
n
∣∣cαie−(τ−τ ′)Hc†αj ∣∣n〉.
For convergency, the factor exp(−[β − τ + τ ′]En) should be finite for large values of En.
For this reason (β − τ + τ ′) should be positive (β > τ − τ ′). Similarly, for τ < τ ′, we have
−β < τ − τ ′.
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Figure 5.1: β-antiperiodicity of the Green’s function G(τ) for a single band system, VOMoO4
at half-filling and β = 30. For a one-dimensional Green’s function, a discontinuity at τ = 0
appears.
4. The complex conjugate of the Green’s function is given by[
Gαiαj (τ, τ ′)
]∗
= Gαjαi(−τ ′,−τ). (5.12)
This relation can be proved by using the properties of the trace of operators and consid-
ering time ordering.[
Gαiαj (τ, τ ′)
]∗
=
(
− 1ZTr
{
e−βHeτHcαie
−τHeτ
′Hc†αje
τ ′H
})∗
= − 1ZTr
{
e−τ
′Hcαje
τ ′He−τHc†αie
τHe−βH
}
=
1
ZTr
{
e−βHT
(
cαj (−τ ′)c†αi(−τ)
)}
= Gαjαi(−τ ′,−τ).
Based on Eq. (5.10), we can obtain[
Gαiαj (τ)
]∗
= Gαjαi(τ). (5.13)
5. If the local Hamiltonian of the system is real, the Green’s function Gαiαj (τ, τ ′) is real too.
Therefore, its complex conjugate equals to Gαiαj (τ, τ ′).1[
Gαiαj (τ, τ ′)
]∗
= Gαjαi(−τ ′,−τ)
= Gαiαj (τ, τ ′). (5.14)
1if we consider the local Green’s function for a system with inversion symmetry, this property still holds.
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From this relation, we can also find that[
Gαiαj (τ)
]∗
= Gαjαi(τ) = Gαiαj (τ). (5.15)
6. The Green’s function Gαiαj (τ) at boundaries τ = 0± and τ = β± is given by
Gαiαj (0+) = nαiαj − δαi,αj , (5.16)
Gαiαj (0−) = Gαiαj (0+) + δαi,αj = nαiαj , (5.17)
Gαiαj (β−) = −Gαiαj (0+)− δαi,αj = −nαiαj , (5.18)
Gαiαj (β+) = −Gαiαj (0+) = −nαiαj + δαi,αj , (5.19)
where nαiαj = 〈c†αicαj 〉.
For the QMC Green’s function which is obtained for single configuration, we have
G˜αiαj (τ = β, τ
′) = −G˜αiαj (0+, τ ′) + δαi,αjδ0,τ ′ , (5.20)
G˜αiαj (τ, τ
′ = β) = −G˜αiαj (τ, 0), (5.21)
G˜αiαj (τ = β, τ
′ = β) =
{
G˜αiαj (0
+, 0) if τ > τ ′
G˜αiαj (0
+, 0)− δαi,αj if τ < τ ′
, (5.22)
which are implemented directly inside the QMC.
7. The Green’s function Gαiαj (τ, τ ′) is a discontinuous function at τ = τ ′ (See Fig. 5.2).
∆Gαiαj (τ, τ ′) = Gαiαj (τ+, τ)− Gαiαj (τ, τ+)
=
〈
T cαi(τ+)c†αj (τ)
〉
−
〈
T cαi(τ)c†αj (τ+)
〉
=
〈
T cαi(τ+)c†αj (τ)
〉
+
〈
T c†αj (τ+)cαi(τ)
〉
=
〈{
c†αj (τ), cαi(τ)
}〉
= δαi,αj . (5.23)
Similarly, we can show that the Green’s function Gαiαj (τ) is discontinuos at τ = 0, β (See
Fig. 5.1).
The presence of the discontinuities at τ = τ ′ in Gαiαj (τ, τ ′) causes noticable numerical
error in computing its Fourier integral. However, the Fourier transform of the Gαiαj (τ) has
less numerical problems, because the discontinuities are in the border and the Gαiαj (τ) is
a smooth function2 for all τ 6= 0, β. We will return to this point in the following of this
chapter where we explain several numerical methods to calculate the Fourier integral of
the Green’s function.
2A smooth function is a function that has continuous derivatives up to some desired orders over some domains.
A function can therefore be said to be smooth over a restricted interval such as (a,b) or [a,b]. The number of
continuous derivatives necessary for a function to be considered smooth depends on the problem at hand, and may
vary from two to infinity. A function for which all orders of derivatives are continuous is called a C-infty-function.
(http://mathworld.wolfram.com/SmoothFunction.html)
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Figure 5.2: Discontinuity of the Green’s function G(τ, τ ′) along τ = τ ′ plane.
5.2.2.2 Properties of the Green’s function in imaginary frequency iνn space
1. The complex conjugate of the Matsubara Green’s function Gαiαj (νn) is given by[
Gαiαj (νn, νn′)
]∗
= Gαjαi(−νn′ ,−νn), (5.24)[
Gαiαj (νn)
]∗
= Gαjαi(−νn). (5.25)
This property can be proved by utilizing the Eqs. (5.12-5.13) and the definition of the
Fourier integral in Eq. (5.4) as follows[
Gαiαj (νn, νn′)
]∗
=
∫ β
0
dτ
∫ β
0
dτ ′ e−i[νnτ−νn′τ
′]
[
Gαiαj (τ, τ ′)
]∗
=
∫ β
0
dτ
∫ β
0
dτ ′ e−i[νnτ−νn′τ
′] Gαjαi(−τ ′,−τ)
=
∫ β
0
dτ
∫ β
0
dτ ′ e−i[νnτ−νn′τ
′] Gαjαi(β − τ ′, β − τ)
= Gαjαi(−νn′ ,−νn). (5.26)
For real Hamiltonian since Gαiαj (τ) = Gαjαi(τ) and Gαiαj (τ, τ ′) = Gαjαi(−τ ′,−τ) we have[
Gαiαj (νn)
]∗
= Gαjαi(−νn) = Gαiαj (−νn), (5.27)[
Gαiαj (νn, νn′)
]∗
= Gαjαi(−νn′ ,−νn) = Gαiαj (−νn,−νn′). (5.28)
2. The Matsubara Green’s function Gαiαj (νn, νn′) can be expressed in terms of the Gαiαj (νn)
by
Gαiαj (νn, νn′) = β δnn′ Gαiαj (νn). (5.29)
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This relation is obtained as follows
Gαiαj (νn, νn′) =
∫ β
0
dτ
∫ β
0
dτ ′ ei[νnτ−νn′τ
′] Gαiαj (τ, τ ′)
=
∫ β
0
dτ
∫ β
0
dτ ′ ei[νnτ−νn′τ
′] Gαiαj (τ − τ ′)
=
1
β
+∞∑
m=−∞
Gαiαj (νn, νn′) e−iνm(τ−τ
′)
∫ β
0
dτ
∫ β
0
dτ ′ ei[νnτ−νn′τ
′]
=
1
β
∑
m
Gαiαj (νn, νn′)(βδnm)(βδnn′)
= β δnn′ Gαiαj (νn). (5.30)
Eqs. (5.16-5.30) will be implemented in the QMC code to reduce CPU time for computing the
local susceptibility.
5.2.2.3 High frequency behavior of the Green’s function
High frequency part of the Gαiαj (νn) is derived by integrating by part of the Fourier integral
(5.4) as follows
Gαiαj (νn) =
∫ β
0
dτ eiνnτ Gαiαj (τ)
≈
(
1
iνn
)
eiνnτ Gαiαj (τ)
∣∣∣∣∣
τ=β
τ=0
−
(
1
iνn
)2
eiνnτ
∂
∂τ
Gαiαj (τ)
∣∣∣∣∣
τ=β
τ=0
+O
(
1
iνn
)3
≈
(−1
iνn
)(Gαiαj (β−) + Gαiαj (0+))+ ( 1iνn
)2 (
∂τGαiαj (β−) + ∂τGαiαj (0+)
)
+O
(
1
iνn
)3
.
The lowest order approximation in high frequency limit is
Gαiαj (νn) ≈ δαiαj
(
1
iνn
)
+ b
(
1
iνn
)2
+O
(
1
iνn
)3
, (5.31)
wherein the coefficient b is obtained by
b =
(
∂τGαiαj (β−) + ∂τGαiαj (0+)
)
=
(−∂τGαiαj (0−) + ∂τGαiαj (0+))
=
〈
c†αj [H, cαi ]
〉
+
〈
[H, cαi ] c
†
αj
〉
. (5.32)
Here, we used the equation of motion of the annihilator operator cαi which is defined as
dcαi
dτ
= [H, cαi ]. (5.33)
Depending on the Hamiltonian, we can calculate analytically the commutator [H, ci]. Numeri-
cally, we obtain the coefficient b by fitting data to the tail of the Green’s fucntion.
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5.3 Numerical methods for Fourier transform of Green’s function
5.3.1 1st method: Trapezoidal rule in one and two dimension
In the trapezoidal method, we approximate a given function f(x) as a piecewise linear function
[62]. The mesh of the points are equally spaced,
h =
b− a
N
,
where a and b are end points of the interval [a, b] and N is number of slices. Therefore, in every
subinterval [xj , xj+1], xj = a + (j − 1)h and
∫ xj+1
xj
f(x)dx ≈ h(fj + fj+1)/2. The trapezoidal
approximation to the integral over the entire interval is given by∫ b
a
f(x) dx ≈
N∑
l=0
wlf(xl)
≈ h
N−1∑
l=0
∫ xl+1
xl
f(x)dx
≈ h
2
N−1∑
l=0
(f(xl) + f(xl+1))
≈ h
2
{
N−1∑
l=1
f(xl) + f(x0) +
N−1∑
l=1
f(xl) + f(xN )
}
≈ h
N−1∑
l=1
f(xl) +
h
2
(f(x0) + f(xN )), (5.34)
where
wl = h×
{
1 if l 6= 0 and l 6= N
1/2 otherwise
.
In case of two dimensional function, f(x, y), we can evaluate the function f at corners [xi, yj ]
(the lower left corner), [xi, yj+1] (the upper left corner), [xi+1, yj ] (the lower right corner) and
[xi+1, yj+1] (the upper right corner) then we calculate the average of them. Therefore, the
integral of f(x, y) is approximated by the corresponding sum∫ b
a
dx
∫ d
c
dyf(x, y) ≈ h2
N−1∑
i=0
N−1∑
j=0
1
4
[f(xi, yj) + f(xi, yj+1) + f(xi+1, yj) + f(xi+1, yj+1)]
≈
N∑
i=0
N∑
j=0
wijf(xi, xj), (5.35)
where wij is the ijth element of weight matrix w,
w =
h2
4

1 2 2 . . . 2 2 1
2 4 4 . . . 4 4 2
...
...
...
. . .
...
...
...
2 4 4 . . . 4 4 2
1 2 2 . . . 2 2 1
 . (5.36)
84 Chapter 5. Numerical details of calculating the lattice susceptibility within DMFT
To prove this relation it is sufficient to apply the trapezoidal rule in each direction3.
Accordingly, the 1D Fourier integral of the Green’s Function is
Gαiαj (νn) =
∫ β
0
dτ eiνnτGαiαj (τ)
≈
L+1∑
l=1
wl Gαiαj (τl) eiνnτl
≈ β
L
L∑
l=2
Gαiαj (τl)eiνnτl +
β
2L
(−Gαiαj (β−) + Gαiαj (0+))
≈ β
L
L∑
l=2
Gαiαj (τl)eiνnτl +
β
L
(
Gαiαj (0+) +
1
2
δαiαj
)
, (5.37)
where ∆τ = β/L and τl = (l−1)∆τ . Using the antiperiodicity property of the Green’s function,
we can obtain the Fourier transformed Green’s function without any requirement to G(τ) at
τ = β. For this reason, in the QMC, the Green’s function G˜αi,αj (τ, τ
′) is calculated for τ, τ ′ ∈
[0, β). The Fourier transform of the Green’s function Gαiαj (τ, τ ′) in trapezoidal approach can be
computed by (See Appendix F.1 for more details)
Gαiαj (νn, νn′) =
∫ β
0
dτ
∫ β
0
dτ ′ei[νnτ−νn′τ
′]Gαiαj (τ, τ ′)
≈
(
β
L
)2 L∑
l=2
{
Gαiαj (τl, 0)eiνnτl + Gαiαj (0, τl)e−iνn′τl
+
L∑
l′=2
eiνnτle−iνn′τl′Gαiαj (τl, τ ′l′)
}
+
(
β
L
)2 [
Gαiαj (0, 0) +
1
4
δαi,αj
]
. (5.38)
Similar relation can be found for the QMC Green’s function as follows.
G˜αiαj (νn, νn′) ≈
(
β
L
)2 L∑
l=2
{
G˜αiαj (τl, 0)e
iνnτl + G˜αiαj (0, τl)e
−iνn′τl
+
L∑
l′=2
eiνnτle−iνn′τ
′
l′ G˜αiαj (τl, τ
′
l′)
}
+
(
β
L
)2 [
G˜αiαj (0, 0)−
1
4
δαi,αj
]
. (5.39)
5.3.1.1 Results and discussion
Trapezoidal method for the Fourier integral of the Green’s function Gαiαj (τ), as it is shown in
Fig. 5.3, gives periodic results with period νn ∼ 2piL/β for Gαiαj (νn) and does not capture the
high frequency behavior of the Green’s function in Eq. (5.31). Furthermore, the results for
3"double trapezoid" rule
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Figure 5.3: The Fourier integral of the Green’s function G with spline (red curve) and trapezoidal
rule (blue and green curves) of one eg orbital of KCuF3. This plot shows that the calculated G(νn)
and 1βG(νn, νn′) by trapezoidal approximation are periodic. Since the Green’s function G(τ) has
discontinuities at borders, it’s Fourier transform is more accurate than the Fourier transform of
G(τ, τ ′) which has discontinuities at τ = τ ′. In this figure, L = 48, β = 8 eV−1, U = 5.0 eV,
J = 0.4 eV.
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the Gαiαj (νn, νn′) are even worse, because the Green’s function Gαiαj (τ, τ ′) has discontinuities
at τ = τ ′ (which are not at borders like Gαiαj (τ)) and this causes large numerical errors in
trapezoidal approach (See Fig. 5.3). For this reason this method can not be used unless νn∆τ 
1, because the validity of the trapezoidal approximation is based on the assumption that the
whole integrand varies linearly over an interval of ∆τ = β/L.
5.3.2 2nd method: Direct Filon-trapezoidal rule in one and two dimension
Filon’s quadrature is a formula for approximation of Fourier integrals such as
I[f ] =
∫ b
a
f(x)eiωg(x) dx, (5.40)
which retains uniform accuracy even for large ω, where many oscillations of the integrand can
occur within a given small δx of the range of integration [62, 63].
By considering the case of a Fourier integral, where g(x) = x in Eq. (5.40), the trapezoidal
rule gives
I[f ] ≈ h
N−1∑
j=1
fje
iωxj +
1
2
h(f0e
iωa + fNe
iωb),
where fj ≡ f(xj) and h = b−aN . This approximation can not be used unless ωh 1.
A better approximation, i.e., Filon-trapezoidal method is obtained by approximating f(x) by
a piecewise linear function,
pj(x) = fj +
x− xj
h
(fj+1 − fj), x ∈ [xj , xj+1], j = 0 ... N. (5.41)
Taking into account x − xj = th and θ = hω, the integral over [xj , xj+1] can then be approxi-
mated by ∫ xj+1
xj
pj(x)e
iωx dx = heiωxj
{
fj
∫ 1
0
eiωt dt+ (fj+1 − fj)
∫ 1
0
teiωth dt
}
= heiωxj [(α− η)fj + ηfj+1] ,
where
α =
∫ 1
0
dx eiθx =
1
iθ
(exp(iθ)− 1),
η =
∫ 1
0
dx x eiθx =
exp(iθ)
iθ
+
1
θ2
(exp(iθ)− 1).
Therefore, I[f ] can be approximated by
I[f ] =
N−1∑
j=0
w˜j(θ)e
iωxjfj , (5.42)
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wherein
w˜0(θ) =
h
θ2
(1 + iθ − e−iθ),
w˜j(θ) ≡ w˜(θ) = h
(
sin( θ2)
θ
2
)2
,= w˜0(θ) + w˜N (θ) j 6= 0, N,
w˜N (θ) =
h
θ2
(1− iθ − e−iθ), (5.43)
We can extract the boundary values of the function f(x) and obtain the following relation
for the Fourier transform.
I[f ] =
N−1∑
j=0
∫ xj+1
xj
pj(x)e
iωx dx
≈ h(α− η)
N−1∑
j=0
fje
iωxj + hη
N∑
j=1
fje
iω(xj−h)
=
[
(α− η)h+ hηe−iθ
]N−1∑
j=0
fje
iωxj + hηe−iθ
[
fNe
iωxN − f0eiωx0
]
= w˜(θ)
N−1∑
j=0
fje
iωxj + w˜N (θ)
(
fNe
iωxN − f0eiωx0
)
. (5.44)
This relation would be more simple if the function f is (anti)periodic, i.e., fN = f0 (fN = −f0).
For instance, the Green’s function, G(τ), is an antiperiodic function in τ and we can find the
following approximate relation for its Fourier transform.
Gαiαj (νn) =
∫ β
0
Gαiαj (τ)eiνnτ dτ
≈ w˜(θ)
L∑
l=1
Gαiαj (τl)eiνnτl + w˜L+1(θ)
(
Gαiαj (β)eiνnβ − Gαiαj (0)eiνn0
)
≈ w˜(θ)
L∑
l=1
Gαiαj (τl)eiνnτl + w˜L+1(θ) δαiαj . (5.45)
Here, L is time slices, ∆τ = β/L, τl = (l− 1)∆τ and θ = νn∆τ . In order to derive this relation,
we used properties of the Green’s function in Eqs. (5.16) and (5.18).
Notice that the Filon-trapezoidal method gives the correct tail for the imaginary part at large
frequencies νn. But for the real part, the tail has a periodic but small error which decays with
increasing frequencies4 (Fig. 5.4). This behavior can be easily derived
w˜
(
β
L
νn
)
=
β
L
(
sin( β2Lνn)
β
2Lνn
)2 ∣∣∣∣∣
νn1
−→ 0, (5.46)
w˜L+1
(
β
L
νn
)
=
β
L
1− i βLνn − ei
β
L
νn(
β
Lνn
)2
∣∣∣∣∣
νn1
≈

1
iνn
for =m[w˜L+1]
L
β
1− cos( βLνn)
νn2
for <e[w˜L+1]
.(5.47)
4This is an error of the Filon-trapezoidal method only and it does not depend on behavior of the function.
88 Chapter 5. Numerical details of calculating the lattice susceptibility within DMFT
This systematic error goes to zero if ∆τ = β/L→ 0 (see Fig 5.5).
For 2D Filon-trapezoidal approximation, we can do similar approach to derive its formulas.
I[f ] =
∫ b
a
∫ b
a
f(x, y)eiωxeiνy dx dy
≈
N−1∑
i=0
N−1∑
j=0
∫ xi+1
xi
∫ yj+1
yj
pij(x, y)e
iωxeiνy dx dy, (5.48)
in which
pij(x, y) = fij +
x− xi
h
(fi+1,j − fij) + y − yj
h
(fi,j+1 − fij)
+
(x− xi)(y − yj)
h2
(fi+1,j+1 − fi+1,j − fi,j+1 + fij), (5.49)
and fij ≡ f(xi, yj), h = (b − a)/N . The double integrals in Eq. (5.48) can be obtained
analytically by
∫ xi+1
xi
∫ yj+1
yj
pij(x, y)e
iωxeiνy dx dy = h2 eiωxieiνyj
{
(αx − ηx)(αy − ηy)fij + ηx(αy − ηy)fi+1,j
+ηy(αx − ηx)fi,j+1 + ηxηyfi+1,j+1
}
.
Therefore, the approximate relation for I[f ] is given by (See Appendix F.2 for details)
I[f ] ≈ w˜(θx)w˜(θy)
N−1∑
i=0
N−1∑
j=0
eiωxieiνyjfij
+w˜N (θx)w˜(θy)
N−1∑
i=0
eiνyj
(
eiωxN fNi − eiωx0foi
)
+w˜(θx)w˜N (θy)
N−1∑
i=0
eiωxi
(
eiνyifiN − eiνy0fi0
)
+w˜N (θx)w˜N (θy)
{
eiωxN
(
eiνyifNN − eiνy0fN0
)− eiωx0 (eiνyN f0N − eiνy0f00)},
(5.50)
in which θx = ωh and θy = νh. This result can be written in a more simple form for the Fourier
integral of Gαiαj (τ, τ ′) by virtue of substantial simplification following the fact that Gαiαj (τ, τ ′)
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Figure 5.4: Asymptotic behavior of real and imaginary part of the Green’s function, G(νn). There
is a periodic but small error which decays in large frequencies. In this figure, L = 24, β = 8
and therefore ∆τ ∼ 0.33. Systematic errors appear at νn = 2piLβ , 2× 2piLβ , · · · ,M × 2piLβ in which
sin( β2Lνn) ∼ 0.
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Figure 5.5: Systematic error of the direct 1D Filon-trapezoidal method for different ∆τ .
is antiperiodic.
Gαiαj (νn, νn′) =
∫ β
0
∫ β
0
eiνnτe−iνn′τ
′Gαiαj (τ, τ ′) dτdτ ′
≈ w˜(β
L
νn)w˜(−β
L
νn′)
L∑
l=1
L∑
l′=1
eiνnτle−iνn′τ
′
l′ Gαiαj (τ, τ ′)
+w˜L+1(
β
L
νn)w˜(−β
L
νn′)
L∑
l′=1
e−iνn′τ
′
l′
{
eiνnβ Gαiαj (β, τ ′l′)− Gαiαj (0, τ ′l′)
}
+w˜(
β
L
νn)w˜L+1(−β
L
νn′)
L∑
l=1
eiνnτl
{
e−iνn′β Gαiαj (τl, β)− Gαiαj (τl, 0)
}
+w˜L+1(
β
L
νn)w˜L+1(−β
L
νn′)
{
eiνnβ
(
e−iνn′β Gαiαj (β, β)− Gαiαj (β, 0)
)}
−w˜L+1(β
L
νn)w˜L+1(−β
L
νn′)
{
e−iνn′β Gαiαj (0, β)− Gαiαj (0, 0)
}
.
Using properties of the Green’s function at boundaries, we can find the following relation for
the 2D Fourier transforming of the Green’s function Gαiαj (τ, τ ′).
Gαiαj (νn, νn′) ≈ w˜(
β
L
νn)w˜(
β
L
νn′)
L∑
l=1
L∑
l′=1
eiνnτle−iνn′τl′ Gαiαj (τl, τl′)
+
[
w˜(
β
L
νn′)− w˜∗L+1(
β
L
νn′)
]
w˜L+1(
β
L
νn) δαiαj . (5.51)
In this relation, w˜(− βLνn′) = w˜( βLνn′), w˜L+1(− βLνn′) = w˜∗L+1( βLνn′) and at equal times τ = τ ′,
Gαiαj (τ+, τ) is considered.
5.3. Numerical methods for Fourier transform of Green’s function 91
Inside the QMC block, the Fourier transform of the Green’s function is computed by
G˜αiαj (νn, νn′) ≈ w˜(
β
L
νn)w˜(
β
L
νn′)
L∑
l=1
L∑
l′=1
eiνnτle−iνn′τl′ G˜αiαj (τl, τl′)
−
[
w˜(
β
L
νn′)− w˜∗L+1(
β
L
νn′)
]
w˜L+1(
β
L
νn) δαiαj . (5.52)
Asymptotic behavior of the Gαiαj (νn, νn′) shows incorrect results for imaginary and real part
of the Green’s function at large frequencies. For instants at νn = νn′ (diagonal part) we can
derive the following relations for asymptotic behavior of the Green’s function.
w˜
(
β
L
νn
)
w˜
(
β
L
νn
) ∣∣∣∣∣
νn1
−→ 0, (5.53)
T =
[
w˜
(
β
L
νn′
)
− w˜∗L+1
(
β
L
νn′
)]
w˜L+1
(
β
L
νn
) ∣∣∣∣∣
νn1
≈
0 for =m[T ]− 1
ν2n
for <e[T ] .(5.54)
In Fig 5.9, this asymptotic behavior is shown.
5.3.2.1 Direct Filon-trapezoidal method’s results
We implemented this method to calculate the Fourier transform of the Green’s functions Gαiαj (τ)
and Gαiαj (τ, τ ′). Analytically we know that Gαiαj (νn, νn′) = βGαiαj (νn) but as it is shown
in Fig. (5.9), the direct Filon-trapezoidal method gives different results for βGαiαj (νn) and
Gαiαj (νn, νn′). According to Fig. (5.9), we conclude that
(I) the Filon-trapezoidal method is accurate enough if we use it to calculate the Fourier integral
of Gαiαj (τ) (1D direct Filon-trapezoidal). Especially this method gives us the correct tail
of the Green’s function at large frequencies. Smoothness and presence of discontinuities
in the border of the Gαiαj (τ) are reasons for obtaining accurate Gαiαj (νn).
(II) Fourier transform of the Gαiαj (τ, τ ′) with the 2D direct Filon-trapezoidal method is not ac-
curate enough. This is related to discontinuities of G(τ, τ ′) which are placed along the τ =
τ ′ (unlike the one dimensional Green’s function G(τ) with discontinuity at boundaries).
The 2D Filon-trapezoidal rule does not even produce the correct tail of Gαiαj (νn, νn′) (for
large frequencies νn  1, =m[G(νn, νn)]→ 0 and <e[G(νn, νn)]→ −1/ν2n. See Eq. (5.54))
Later, we use a trick to utilize the 2D Filon-trapezoidal approximation to calculate the Fourier
transform of G(τ, τ ′) with the same accuracy of 1D Filon-trapezoidal Fourier integral for G(τ).
5.3.3 3rd method: Separating continuous and discontinuous part of the Green’s
function
Accuracy of numerical Fourier transform of a function highly depends on it’s behavior. If the
function has discontinuities or kinks, it’s Fourier transform has large numerical errors. In the
case of periodic or antiperiodic functions like the Green’s function in imaginary time space, if the
discontinuities or kinks are appeared in the border of function, numerical errors are decreased.
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This is shown e.g., in Fig. 5.4 and 5.9 in which the Fourier transform of the Green’s function is
calculated by using the direct Filon-trapezoidal approximation.
In order to decrease numerical problem of Fourier transform of the 2D Green’s function, we
proceed as follows [64]. First, we split off a one dimension part of the Green’s function G(τ, τ ′)
(or G˜(τ, τ ′)), containing the discontinuities at borders g(τ −τ ′) (or g˜(τ −τ ′)) and the remaining
two dimensional part δg(τ, τ ′) (or δ˜g(τ, τ ′)) which is free of discontinuities. In the case of the
physical Green’s function
Gαiαj (τ, τ ′) = gαiαj (τ − τ ′) + δgαiαj (τ, τ ′). (5.55)
According to Eq. (5.29), gαiαj (τ − τ ′) = Gαiαj (τ − τ ′) and therefore, δgαiαj (τ, τ ′) = 0. For the
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Figure 5.6: Behavior of the G˜ and δ˜g after averaging over all Monte-Carlo configurations.
QMC Green’s function where,
G˜αiαj (τ, τ
′) = g˜αiαj (τ − τ ′) + δ˜gαiαj (τ, τ ′), (5.56)
since G˜αiαj (τ, τ
′) 6= G˜αiαj (τ − τ ′), the 2D continuous part is not zero δ˜gαiαj (τ, τ ′) 6= 0 and the
1D discontinuous part is obtained by
g˜αiαj (τ − τ ′) =
1
L
L∑
l=1
G˜αiαj (τ − τ ′ + τl, τl). (5.57)
In this relation,
G˜αiαj (τ − τ ′ + τl, τl) =
{
−G˜αiαj (τ − τ ′ + τl − β, τl) if τ − τ ′ + τl > β
−G˜αiαj (τ − τ ′ + τl + β, τl) if τ − τ ′ + τl < 0
, (5.58)
where ∆τ = β/L and τl = (l − 1)∆τ . Based on Eqs. (5.20-5.22), we have
G˜αiαj (β, τ
′) = −G˜αiαj (0+, τ ′) + δαiαjδ0,τ ′
= −
{
g˜αiαj (0
+ − τ ′) + δ˜gαiαj (0+, τ ′)
}
+ δijδ0,τ ′
=
{
g˜αiαj (0
+ − τ ′) + δαiαjδ0,τ ′
}
− δ˜gαiαj (0+, τ ′),
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and
G˜αiαj (τ, β) = −G˜αiαj (τ, 0)
= −g˜αiαj (τ − 0)− δ˜gαiαj (τ, 0),
which imply boundary conditions as follows
g˜αiαj (β − τ ′) = −g˜αiαj (0− − τ ′) = −g˜αiαj (0+ − τ ′) + δαiαjδ0,τ ′ , (5.59)
g˜αiαj (τ − β) = −g˜αiαj (τ),
δ˜gαiαj (β, τ
′) = −δ˜gαiαj (0, τ ′), (5.60)
δ˜gαiαj (τ, β) = −δ˜gαiαj (τ, 0). (5.61)
Therefore, the Fourier integral of the time translationally invariant part of G˜αiαj (τ, τ
′), i.e., g˜(τ−
τ ′) can be done by using 1D Filon-trapezoidal method (Eq. (5.45)) or spline. Moreover, two-
dimensional and continuous part δ˜gαiαj (τ, τ
′) is Fourier transformed by 2D Filon-trapezoidal
approximation.
G˜αiαj (νn, νn′) = βδnn′ g˜αiαj (νn) + δ˜gαiαj (νn, νn′), (5.62)
where
δ˜gαiαj (νn, νn′) ≈ w˜(
β
L
νn)w˜(
β
L
νn′)
L∑
l=1
L∑
l′=1
eiνnτle−iνn′τ
′
l′ δ˜gαiαj (τl, τ
′
l′), (5.63)
g˜αiαj (νn) ≈ w˜(
β
L
νn)
L∑
l=1
eiνnτl g˜αiαj (τl)− w˜L+1(
β
L
νn)δαiαj . (5.64)
It should be noticed that after averaging over all Monte Carlo configurations we have〈
δ˜gαiαj (νn, νn′)
〉
MC
−→ 0, (5.65)〈
g˜αiαj (νn)
〉
MC
−→ Gαiαj (νn). (5.66)
Although the second term in Eq. (5.62) after Monte Carlo average goes to zero, it has non-
zero contribution in each configuration and it is very crucial to consider it for computing the
two-particle correlation function.
5.3.3.1 Discussion and results
Splitting the Green’s function G˜αiαj (τ, τ
′) into continuous, g˜αiαj , and discontinuous, δ˜gαiαj ,
not only increases accuracy of the numerical Fourier transformation comparing to the trape-
zoidal rule and the 2D Filon-trapezoidal method, but also increases the CPU time. Considering
NO as number of orbitals, NS number of sites, Nτ number of time slices and Nν (Nω) num-
ber of fermionic (bosonic) frequencies; the Fourier transform of the Green’s function requires
2N2ON
2
SN
2
τ operations to split the continuous and discontinuous part of the Green’s function and
2(Nν + Nω)N
2
ON
2
SNτ + 2(Nν + Nω)
2N2ON
2
SN
2
τ operations to compute the Fourier transform of
g˜αiαj (τ − τ ′) and δ˜gαiαk(τ, τ ′). This method, however, can be used to compute the two-particle
correlation function in Matsubara frequency space.
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Figure 5.7: Position of the discontinuities in G(τ ′, τ ′′) and G(τ + τ ′′, τ ′′).
5.3.4 4th method: Transferring discontinuities of the Green’s function to the
border
In this method, to perform the Fourier transform of G(τ ′, τ ′′) (or for the QMC Green’s function
G˜(τ ′, τ ′′)) we construct a new Green’s function G(τ + τ ′′, τ ′′) (or inside the QMC block, G(τ +
τ ′′, τ ′′)) whose discontinuities are shifted to the boundaries, i.e., at τ = 0 and τ = β (See Fig.
5.7).
Gαiαj (τ + τ ′′, τ ′′) =
{
Gαiαj (τ + τ ′′, τ ′′) for τ + τ ′′ < β
−Gαiαj (τ + τ ′′ − β, τ ′′) for τ + τ ′′ ≥ β
, (5.67)
where G(τ + τ ′′, τ ′′) is β-periodic in τ ′′ and β-antiperiodic in τ .
The Fourier transform of G can be expressed as a function of G as follows (See Fig. 5.8)
Gαiαj (νn, νn′) =
∫ β
0
dτ ′
∫ β
0
dτ ′′ eiνnτ
′
e−iνn′τ
′′Gαiαj (τ + τ ′′, τ ′′)
=
∫ β
0
dτ ′′ei(νn−νn′ )τ
′′
∫ β−τ ′′
−τ ′′
dτ eiνnτ Gαiαj (τ + τ ′′, τ ′′)
=
∫ β
0
dτ
∫ β
0
dτ ′′ eiνnτei(νn−νn′ )τ
′′ Gαiαj (τ + τ ′′, τ ′′). (5.68)
To calculate this integral, we use two dimensional Filon-trapezoidal approximation. We split
the interval [0, β] in L time slices τl = l∆τ with l = 1, ..., L + 1, ∆τ = β/L and approximate
G(τ + τ ′′, τ ′′) by a piecewise polynomial function in the interval τ ∈ [τl, τl + ∆τ ]
G(τ + τ ′′, τ ′′) ∼ Gl1,l2 +
(τ − τl)
∆τ
(Gl1+1,l2 − Gl1,l2)+ (τ ′′ − τl2)∆τ (Gl1,l2+1 − Gl1,l2)
+
(τ − τl1)(τ ′′ − τl2)
∆τ2
(Gl1+1,l2+1 − Gl1+1,l2 − Gl1,l2+1 + Gl1,l2)+ ...,
(5.69)
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Figure 5.8: Integration area of the Fourier transform of the Green’s function. The Green’s
function in the area (I) is −G(−β + τ + τ ′′, τ ′′) and in the (II) and (III) area G(τ + τ ′′, τ ′′) (left
figure). Therefore, by using definition (5.67) we can use the integration area τ, τ ′′ ∈ [0, β] (right
figure).
where Gl1,l2 = G(τl1 + τl2 , τl2). Through this approximation, we find
Gαiαj (νn, νn′) ≈
L∑
l1=1
L∑
l2=1
∫ τl2
τl1
dτ
∫ τ ′′l2+1
τ ′′l2
dτ ′′eiνnτei(νn−νn′ )τ
′′ Gαiαj (τ + τ ′′, τ ′′)
≈
L+1∑
l1=1
L+1∑
l2=1
wl1(θ1)wl2(θ2)e
iνnτl1ei(νn−νn′ )τl2 Gαiαj (τl1 + τl2 , τl2), (5.70)
where θ1 = ∆τνn, θ2 = ∆τ(νn − νn′) and
wl(θ) =

w0(θ) = ∆τ
[
1 + iθ − eiθ
θ2
]
l = 0
wL+1(θ) = w0(−θ) l = L+ 1
w(θ) ≡ w0(θ) + wL+1(θ) l 6= 1, L+ 1
, (5.71)
Using properties of the Green’s function at boundaries, we can simplify Eq. (5.70) as follows
(See Appendix F.3 for more details)
Gαiαj (νn, νn′) ≈ w(θ1)w(θ2)
L∑
l1=1
L∑
l2=1
eiνnτl1ei(νn−νn′ )τl2 Gαiαj (τl1 + τl2 , τl2)
+wL+1(θ1)βδnn′δαi,αj . (5.72)
To derive this equation, we used an analytic relation for the delta function δnn′ .
βδnn′ =
∫ β
0
dτ ei(νn−νn′ )τw(θ2) ≈
L∑
l=1
ei(νn−νn′ )τl . (5.73)
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In Eq. (5.71), we can show that the coefficient w(θ) is real and is given by
w(θ) = w0(θ) + wL+1(θ) = ∆τ
(
sin(θ/2)
θ/2
)2
. (5.74)
For θ2 = ∆τ(νn − νn′), due to numerical reasons, we consider
w(θ2) = ∆τ ×

1− θ
2
2
12
+
θ42
360
− θ
6
2
20160
+ ... for θ2 → 0(
sin(θ2/2)
θ2/2
)2
otherwise
. (5.75)
Similar relation can be obtained for the QMC Green’s function G˜ inside the QMC block.
G˜αiαj (νn, νn′) ≈ w(θ1)w(θ2)
L∑
l1=1
L∑
l2=1
eiνnτl1ei(νn−νn′ )τl2 Gαiαj (τl1 + τl2 , τl2)
−wL+1(θ1)βδnn′δαi,αj .
(5.76)
Thanks to the shift of the singularities to the border because we can automatically recover
the proper limit at equal times5
Gαiαj (τ + τ ′′, τ ′′) −→ Gαiαj (0+, 0),
as well as the correct 1/iνn decay of the Green’s function. This is shown in Fig. 5.9 for a
test case. The last point about this method is that we can construct the new Green’s function
G(τ ′, τ + τ ′) by
Gαiαj (τ ′, τ + τ ′) =
{
Gαiαj (τ ′, τ + τ ′) for τ + τ ′ < β
−Gαiαj (τ ′, τ + τ ′ − β) for τ + τ ′ ≥ β
,
where at equal times
Gαiαj (τ ′, τ + τ ′) −→ Gαiαj (0, 0+).
Using this choice of the new Green’s function, we obtain the same results for the Fourier trans-
form of the Green’s function G(νn, νn′) if we use
Gαiαj (νn, νn′) ≈
L+1∑
l1=1
L+1∑
l2=1
wl1(θ1)wl2(θ2)e
−iνn′τl1e−i(νn′−νn)τl2 Gαiαj (τl2 , τl1 + τl2)
≈ w(θ1)w(θ2)
L∑
l1=1
L∑
l2=1
e−iνn′τl1e−i(νn′−νn)τl2 Gαiαj (τl2 , τl1 + τl2)
+wL+1(−θ1)βδnn′δαi,αj . (5.77)
Comparing with Eq. (5.72), νn and νn′ are changed to −νn′ and −νn, respectively.
5 The behavior of the Green’s function at equal time is crucial in calculating the two-particle correlation function
due to the time ordering operator in the correlation function. Using this method, we do not obsess with time ordering
of the Green’s function at τ = τ ′.
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Figure 5.9: Fourier transform of a typical Green’s function. Top: Imaginary part. Bottom:
Real part. Solid line: G(νn) calculated via a spline at the end of the QMC run; this is the
numerically exact result. Crosses: 1βG(νn, νn) calculated via direct Fourier transform of G(τ ′, τ ′′)
without shifting the singularities to the border, leading to an incorrect high-frequency behavior.
Triangles: Fourier transform of G(τ + τ ′′, τ ′′) in which the singularities have been moved to the
border via the Filon-trapezoidal method. The results shown are for β = 8 eV−1 and L = 48,
∆τ ∼ 0.17. The error remains small (at most 5%) even for ∆τ as large as ∼ 0.33. The insets
show the small deviations between the Filon-trapezoidal calculation and the exact result. The
systematic numerical error of Fourier transform of G(τ) by using the Filon-trapezoidal method
is the same as the Fourier transform of the G(τ, τ ′) while we transfer its discontinuities to the
border.
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5.3.4.1 Discussion and results
The Fourier transform based on the Filon-trapezoidal deviates from the exact result at νn =
2piM∆τ and νn′ + 2piM∆τ where M = 1, 2, 3, .... However, for a typical values of ∆τ =
β/L, because of the pre-factor w(θ1)w(θ2), the Green’s function G(iνn, iνn) is already small at
these frequencies; this is shown in the insets of Fig. 5.9. Furthermore, we found that this
method gives us enough accurate results for the Fourier integral of the 2D Green’s function,
Gαiαj (τ, τ ′), in order to calculate the local susceptibility using QMC. The error of the calculated
Gαiαj (νn, νn′) with this method is almost equal to those errors which come from computing
the Fourier transform of Gαiαj (τ) via the direct Filon-trapezoidal method. Moreover, to obtain
Gαiαj (νn, νn′), we need to do 2(Nν + Nω)2N2ON2SN2τ operations. In comparison with the 3rd
method [64], method number 4 is preferable to calculate the local susceptibility because it is
faster at low temperature and (or) large Coulomb interaction (where we need to consider more
Monte Carlo sweeps to calculate the Green’s function and therefore the local susceptibility)
and (or) multi-orbitals and -sites systems. Therefore, we adopt method 4 to calculate the local
susceptibility.
5.4 Computing local susceptibility using Hirsch-Fye QMC
Our strategy for calculating the local susceptibility is as follows. First, we compute two-particle
correlation function in Matsubara frequency space inside the QMC block. Then, we extract
the continuous part of the two-particle Green’s function γ(νn, νn′ ;ωm) by subtracting the non-
interacting two-particle correlation function C0(νn, νn′ ;ωm) from fully interacting one C(νn, νn′ ;ωm)
as it is described in Eq. (4.72). This is a very crucial step. The numerical errors appeared in
the Fourier transformed of the C(νn, νn′ ;ωm) due to discontinuities in 〈c†(τ1)c(τ2)c†(τ3)c(τ4)〉
are canceled. In the last step, after QMC, we compute the C0(νn, νn′ ;ωm) ∼ G(νn)G(νn +ωm) to
obtain the local susceptibility where it can be done using very precise numerical method named
spline6 [65].
5.4.1 Two-particle correlation function inside QMC block
In the Hirsch-Fye QMC impurity solver, the auxiliary Ising fields {s} = s1s2...sL are used to
decouple the interaction term in the Hamiltonian. Therefore, fermions in the two-particle cor-
relation function
〈
T c†iσ(τ1)cjσ(τ2)c†kσ′(τ3)clσ′(τ4)
〉
interact only with the auxiliary fields so that
the Wick’s theorem is hold for a fixed QMC configuration. For this reason, we can rewrite the
local two-particle correlation function with respect to the product of two single particle correla-
6Since after QMC block we have the physical Green’s function G(τ, τ ′) which is equal to G(τ − τ ′), we can use a
very precise method called spline to calculate the Fourier transform of the 1D Green’s function. We are not worried
about the CPU time to do it, because the time consuming part, i.e., computation of the local susceptibility, is already
done.
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tion function [10, 12].
Cσσ′ijkl =
〈
T c†iσ(τ1)cjσ(τ2)c†kσ′(τ3)clσ′(τ4)
〉
=
1
Nc
∑
{s}
〈
T c†iσ(τ1)cjσ(τ2)c†kσ′(τ3)clσ′(τ4)
〉
{s}
=
1
Nc
∑
{s}
{〈
T c†iσ(τ1)cjσ(τ2)
〉〈
T c†kσ′(τ3)clσ′(τ4)
〉
−δσσ′
〈
T clσ′(τ4)c†iσ(τ1)
〉〈
T cjσ(τ2)c†kσ′(τ3)
〉}
{s}
=
1
Nc
∑
{s}
{
G˜σji(τ2, τ1)G˜
σ′
lk (τ4, τ3)− δσσ′ G˜σ
′
li (τ4, τ1)G˜
σ
jk(τ2, τ3)
}
{s}
=
1
Nc
∑
{s}
{
C˜σσ′ijkl(τ1, τ2, τ3, τ4)
}
{s}
, (5.78)
where C is the physical local two-particle correlation function, C˜ the local two-particle corre-
lation function for only one QMC configuration, i, j, k, l orbitals, σ, σ′ spins, Nc number of all
accepted QMC configurations and {s} are Ising auxiliary fields. In this relation, the atomic sites
κ and momenta k,k′ are ignored because we are interested in calculating a local quantity (the
local susceptibility) within LDA+DMFT. We notice that the QMC Green’s function G˜(τ, τ ′) is not
time translational invariant.
G˜(τ, τ ′) 6= G˜(τ − τ ′).
Due to numerical problems,7 it is preferable to calculate the Fourier transform of the two-
particle correlation function inside the QMC block [64].
C˜σσ′ijkl(νn, νn′ ;ωm) = G˜σji(νn + ωm, νn)G˜σ
′
lk (νn′ , νn′ + ωm)
−δσσ′ G˜σ′li (νn′ , νn)G˜σjk(νn + ωm, νn′ + ωm),
(5.79)
where the Fourier transform of each QMC Green’s function is performed by shifting it’s discon-
tinuities to borders (Eq. (5.76)) followed by these relations.
G˜σ
′
li (νn′ , νn) =
∫ β
0
∫ β
0
dτ1 dτ
′
4 e
−i(νn−νn′ )τ1eiνnτ
′
4 G˜σ
′
li (τ
′
4 + τ1, τ1),
G˜σjk(νn + ωm, νn′ + ωm) =
∫ β
0
∫ β
0
dτ ′2 dτ3 e
i(νn−νn′ )τ3ei(νn+ωm)τ
′
2 G˜σjk(τ
′
2 + τ3, τ3),
G˜σji(νn + ωm, νn) =
∫ β
0
∫ β
0
dτ1 dτ
′
2 e
iωmτ1ei(νn+ωm)τ
′
2 G˜σji(τ1 + τ
′
2, τ1),
G˜σ
′
lk (νn′ , νn′ + ωm) =
∫ β
0
∫ β
0
dτ3 dτ
′
4 e
−i(νn′+ωm)τ3e−iωmτ
′
4 G˜σ
′
lk (τ3 + τ
′
4, τ3).
7The first numerical problem is related to computational random access memory to store the huge array of
two particle correlation function. The second problem is that the Fourier integral of the two-particle correlation
function C has large numerical errors due to its discontinuities and non-analytic points. However, if we proceed to
do Fourier integral inside the QMC, we are dealing with Fourier integral of the QMC Green’s function G˜(τ, τ ′) with
discontinuities at τ = τ ′ which can be transferred in boundaries in order to decrease numerical errors of Fourier
transform.
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Inside the QMC block, if the local Hamiltonian is real, we can prove that the two-particle
correlation function for a fixed configuration can be obtained by (see appendix F.4)
χ˜σσ
′
ijkl(νn, νn′ ;ωm) ≡
1
2
(
C˜σσ′ijkl(νn, νn′ ;ωm) + C˜σ
′σ
lkji(νn′ , νn;ωm)
)
. (5.80)
This relation guarantees that the property of the physical (local) two-particle correlation func-
tion in Eq. (4.101) holds. Therefore, for a system with real local Hamiltonian, we can use the
following relation to compute the local two-particle correlation function.
χ˜σσ
′
ijkl(νn, νn′ ;ωm) = −
1
2
δσσ′
{
G˜σ
′
li (νn′ , νn)G˜
σ
jk(νn + ωm, νn′ + ωm)
+G˜σil(νn, νn′)G˜
σ′
kj(νn′ + ωm, νn + ωm)
}
+
1
2
{
G˜σji(νn + ωm, νn)G˜
σ′
lk (νn′ , νn′ + ωm)
}
+ G˜σ
′
kl(νn′ + ωm, νn′)G˜
σ
ij(νn, νn + ωm)
}
. (5.81)
In order to decrease CPU time of computing the local two-particle correlation function, we
can use the following properties.
χ˜σσ
′
ijkl(−νn,−νn′ ;−ωm) =
[
χ˜σσ
′
ijkl(νn, νn′ ;ωm)
]∗
, (5.82)
χ˜σσ
′
ijkl(νn, νn′ ;ωm) = χ˜
σ′σ
lkji(νn′ , νn;ωm), for real local Hamiltonian (5.83)
Using these properties, we can compute χ˜
σσ′
ijkl(νn, νn′ ;ωm) for −Nν − 1 ≤ n ≤ Nν , n ≤ n′ ≤ Nν
and m ≥ 0, i.e., for half of the all values of Matsubara frequencies (see Fig. 5.10).
5.4.2 Continuous part of the two-particle correlation function (after QMC)
After QMC block, the physical two-particle correlation function in Matsubara space is obtained
by an average over all QMC configurations.
Cσσ′ijkl(νn, νn′ ;ωm) =
〈
C˜σσ′ijkl(νn, νn′ ;ωm)
〉
MC
,
=
〈
χ˜σσ
′
ijkl(νn, νn′ ;ωm)
〉
MC
For real local Hamiltonian. (5.84)
Since the local two-particle correlation function has discontinuities which are present implicitly
in its non-interacting part, numerical errors may appear in the Fourier transform of the local
two-particle correlation function Cσσ′ijkl(νn, νn′ ;ωm). In order to decrease the numerical errors,
the trick is that we subtract the non-interacting local two-particle correlation function from the
fully interacting one to extract the continuous part as follows.
γσσ
′
ijkl(νn, νn′ ;ωm) =
〈
C˜σσ′ijkl(νn, νn′ ;ωm)
〉
MC
−
〈
G˜σji(νn + ωm, νn)
〉
MC
〈
G˜σ
′
lk (νn′ , νn′ + ωm)
〉
MC
+δσσ′
〈
G˜σ
′
li (νn′ , νn)
〉
MC
〈
G˜σjk(νn + ωm, νn′ + ωm)
〉
MC
.
(5.85)
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Figure 5.10: For numerical calculation, we can save CPU time by computing χ for half of the
frequencies (shaded area) and m ≥ 0. The rest is obtained by using the properties of the
two-particle correlation function.
In this way, some numerical errors arising from discontinuities in one- and two-particle correla-
tion function are canceled specially along the νn = νn′ . In this equation, we emphasize that the
G˜(νn, νn′) is computed inside the QMC by the Filon-trapezoid method when the two-particle
correlation function is simultaneously computed.
5.4.3 The local susceptibility (after QMC)
Using the Hirsch-Fye QMC, we can also calculate the local Green’s function Gσij(τ) in imaginary
time space. The Fourier integral of the Gσij(τ) can be evaluated by spline accurately. For this
reason, the non-interacting part of the local two-particle correlation function (Eq. (4.104)) can
be calculated precisely.
C0,σσ′ijkl (νn, νn′ ;ωm) = −β2δnn′δσσ′Gσ
′
li (νn)Gσjk(νn + ωm)
+β2δm,0 Gσji(νn + ωm)Gσ
′
lk (νn′). (5.86)
Also, according to Eq. (4.106), the fully interacting part (or continuous part) of the susceptibil-
ity is equal to the difference of C and C0. Therefore,
χσσ′
ijkl(νn, νn′ ;ωm) = γ
σσ′
ijkl(νn, νn′ ;ωm) + χ
0,σσ′
ijkl (νn, νn′ ;ωm)
= γσσ
′
ijkl(νn, νn′ ;ωm)− β2δnn′δσσ′Gσ
′
li (νn)Gσjk(νn + ωm).
(5.87)
102 Chapter 5. Numerical details of calculating the lattice susceptibility within DMFT
From this relation, we are able to obtain the local spin and charge susceptibility by considering
the vertex factors in Eq. (4.44) and (4.63).
χzz(ωm) =
1
β
1
4
(gµB)
2
∑
σσ′
σσ′
∑
ijkl
δijδkl
1
β2
∑
nn′
χσσ′
ijkl(νn, νn′ ;ωm), (5.88)
χch(ωm) =
1
β
1
4
∑
σσ′
∑
ijkl
δijδkl
1
β2
∑
nn′
χσσ′
ijkl(νn, νn′ ;ωm). (5.89)
In paramagnetic systems, for calculating the q-dependent spin and charge susceptibility
χ(q, ωm) by using the local vertex approximation, we need the following quantities to obtain
the local vertex function from Eqs. (4.47) and (4.65).8
χs
ijkl(νn, νn′ ;ωm) =
1
β
1
4
(gµB)
2
∑
σσ′
σσ′ χσσ
′
ijkl(νn, νn′ ;ωm)
χ0,s
ijkl(νn, νn′ ;ωm) = −βδnn′
1
4
(gµB)
2
∑
σ
Gσli(νn)Gσjk(νn + ωm)
, (5.90)
and for the charge susceptibility,
χc
ijkl(νn, νn′ ;ωm) =
1
β
1
4
∑
σσ′
σσ′ χσσ
′
ijkl(νn, νn′ ;ωm)
χ0,c
ijkl(νn, νn′ ;ωm) = −βδnn′
1
4
∑
σ
Gσli(νn)Gσjk(νn + ωm)
. (5.91)
5.4.3.1 QMC results of local magnetic response function
As a case study, we consider a single band model at half-filling. we calculate the local spin
susceptibility χs(νn, νn′ ;ωm) and it’s fully interacting part, i.e., γs(νn, νn′ ;ωm) at zero bosonic
frequency (ωm = 0). In Fig. 5.11, we present <e[χs] and <e[γs] = <e[χs−χ0,s]. At νn = νn′ , the
non-interacting spin susceptibility χ0,s mainly contributes to the χs plot. For this reason, in γs
plot, diagonal term is almost zero. The other point about χ plot is that <e[χs] decays fast unless
along νn = νn′ , νn = 0 (∀νn′) and νn′ = 0 (∀νn). This is also true for =m[χs] and =m[γs] shown
in Fig. 5.12. But the imaginary part of the spin susceptibility decays faster than the real part
one. This can be inferred from high frequency behavior of χ in Eq. (4.113). Along νn = νn′ ,
asymptotic behavior of the <e[χs] and =m[χs] are ∼ 1/ν2n and ∼ 1/ν3n respectively.
Slow decays in the susceptibility χs(νn, νn′ ;ω0) plots are consequences of discontinuities and
non-analytic points (kinks) in the χs(τ1, τ2, τ3, τ4) (see Figs. 4.9, 4.10a, 4.10b). So discontinu-
ities along τ2 = τ3 and τ1 = τ4 result slow decays at νn = νn′ (typically ∼ 1/ν2n) and kinks at
τ1 = τ2 and τ3 = τ4 yield decays along νn = 0 (∀νn′) and νn′ = 0 (∀νn), respectively.
8 The coefficient 1/NS = 1 because χs and χ0,s in Eq. (5.90) are local quantities and for local quantities NS = 1.
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Figure 5.11: Real part of the spin local susceptibility (top) and continuous part (or fully inter-
acting part) of the spin susceptibility (bottom) for a single band system VOMoO4 at U = 2 eV,
β = 5 eV−1 and ∆τ ∼ 0.33. Slow decay along νn = νn′ comes from the non-interacting part of
the spin susceptibility contribution, i.e., bare local spin susceptibility (χ0,s) which is zero in the
fully interacting part (bottom plot).
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Figure 5.12: Imaginary part of the spin susceptibility (top) and its fully interacting part (bottom)
for VOMoO4 at U = 2 eV, β = 5 eV−1 and ∆τ ∼ 0.33. Contribution of the non-interacting part
of the spin susceptibly along diagonal part νn = νn′ is the main difference of the top and bottom
plots. In addition, the imaginary part of the static susceptibility is anti-symmetric in Fermionic
Matsubara frequencies. For this reason, summation over νn and νn′ of =m[χs(νn, νn′ ;ω0)] is
zero. Therefore, the local magnetic susceptibility
1
β2
∑
n
∑
n′
χs(νn, νn′ ;ω0) is purely real.
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5.4.4 The local (spin or charge) vertex function: A matrix algebra calculation
The local vertex function Γ(ωm) is derived from the tensorial local Bethe-Salpeter equation. In
order to compute the Γ(ωm), we rewrite the local Bethe-Salpeter equation in matrix form so that
each matrix is indexed by the fermionic Matsubara frequencies and orbital indices. For instance,
in the case of paramagnetic solution, the local spin (or charge) vertex function is derived[
Γs(iωm)
]
=
[
χ0,s(iωm)
]−1
−
[
χs(iωm)
]−1
. (5.92)
which is rewritten in matrix form.
To solve Eq. (5.92), we use the following arrangement of the local matrix
[
χs(ωm)
]
(and
identically
[
χ0,s(ωm)
]
and
[
Γs(ωm)
]
).
[
χs(ωm)
]
=

n′ = −Nν − 1 · · · Nν
n = −Nν − 1 χs(−Nν − 1,−Nν − 1;ωm) ... χs(−Nν − 1, Nν ;ωm)
...
...
. . .
...
Nν χ
s(Nν ,−Nν − 1;ωm) · · · χs(Nν , Nν ;ωm)

(2Nν+2)×(2Nν+2)
=:
〈
n
∣∣χs(νn, νn′ ;ωm)∣∣n′〉, (5.93)
where Nν is the number of fermionic Matsubara frequencies. In analytic relations, e.g., in
Matsubara sums, Nν → ∞, but for numerical calculation we should consider a finite (cut-off)
value for it. At the end of this chapter, we describe how we are able to consider Nν → ∞ in
our calculations via an appropriate extrapolation. In matrix (5.93), each element, χs, is itself a
matrix in paris of orbital indices as follows.
χs =

k = 1︷ ︸︸ ︷
l = 1 · · · l = NO · · ·
k = NO︷ ︸︸ ︷
l = 1 · · · l = NO
i = 1

j = 1
...
j = NO
χs
1111 · · · χs111NO
...
. . .
...
χs
1NO11
· · · χs1NO1NO
· · ·
χs
11NO1
· · · χs11NONO
...
. . .
...
χs
1NONO1
· · · χs1NONONO
...
...
. . .
...
i = NO

j = 1
...
j = NO
χNO111 · · · χsNO11NO
...
. . .
...
χs
NONO11
· · · χsNONO1NO
· · ·
χs
NO1NO1
· · · χsNO1NONO
...
. . .
...
χs
NONONO1
· · · χsNONONONO

N2O×N2O
=:
〈
i, j
∣∣χs
ijkl
∣∣k, l〉 (5.94)
where i, j, k, l are orbital indices in Eq. (5.90) and NO number of the orbitals. Based on Eq.
(5.94), we pair the orbital i with orbital j and orbital k with orbital l so that each row and
column of this matrix is organized by i+(j−1)NO and k+(l−1)NO, respectively.9 Furthermore,
9This means that we are dealing with e.g. matrix A wherein, each row and column is written as follows.
A =

1 · · · k + (l − 1)NO
1 a1,1 · · · a1,k+(l−1)NO
...
...
. . .
...
i+ (j − 1)NO ai+(j−1)NO,1 · · · ai+(j−1)NO,k+(l−1)NO

N2
O
×N2
O
. (5.95)
In comparison with Eq. (5.94), here e.g., ai+(j−1)NO,1 ≡ χNONO11, ai+(j−1)NO,k+(l−1)NO = χNONONONO etc.
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Figure 5.13: Absolute value of the vertex function
∣∣Γs∣∣ for VOMoO4 material. Here U = 2 eV
and β = 5 eV−1.
by considering the size of the matrices in Eqs. (5.93) and (5.94), we can easily see that each
matrix in the local Bethe-Salpeter equation has (2Nν+2)N2O×(2Nν+2)N2O elements. According
to this notation, e.g., the local (spin) susceptibility matrix is represented by[
χs(ωm)
]
:=
〈
n
∣∣⊗ 〈i, j∣∣χsijkl(νn, νn′ ;ωm)∣∣k, l〉︸ ︷︷ ︸
χs(νn, νn′ ;ωm)
⊗ ∣∣n′〉. (5.96)
5.4.4.1 QMC results of local (spin) vertex function
In the following of our calculation of the local susceptibilities of a half-filled single band system
(Figs. 5.11 and 5.12), we compute the local vertex function by solving Eq. (5.92). In Fig.
5.13, we show the absolute value of the local vertex function |Γs| =
√
(<e[Γs])2 + (=m[Γs])2
computed for VOMoO4 material and U = 2 eV. Since the local (spin) vertex function derived
from the local (and bare local) spin susceptibility, it obeys symmetry properties of the local
susceptibility.
In non-interacting limit, the local susceptibility is equal to bare local susceptibility (χ =
χ0).10 Therefore, the local vertex function has no contribution in non-correlated systems (See
Fig. 5.14). For highly correlated system, where the Hubbard interaction U is large (insulators),
the vertex function has an important role in describing the response of the function overall the
Brillouin zone. Fig. 5.13 shows how the vertex function changes for different Us. Interestingly,
in insulating regime, the vertex function increases if energy gap becomes bigger. This is shown
in the last two plots in Fig. 5.14.
10Because in non-interacting system (metals), the two-particle correlation function turns into two one-particle
correlation function by using Wick’s theorem (See e.g., Eqs. (4.19) and (4.20)).
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Figure 5.14: Left: Absolute value of the vertex function
∣∣Γs∣∣ for VOMoO4 at β = 5 eV−1 and
U = 0.5 eV, 2 eV, 3 eV, 5 eV (from top to bottom). Right: Density of states of VOMoO4 for
the related vertex function. In metallic regime (U = 0.5 eV) the vertex function is almost zero.
But in insulators U & 3 eV, where two-particle interaction is considerable, vertex function has
the main role in response function.
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5.4.5 Bare lattice (spin or charge) susceptibility (after QMC)
In order to calculate the bare lattice susceptibility, first we evaluate the fully interacting Green’s
function for a supper-cell by using the local self-energy and the LDA Hamiltonian.
Gαiαj (k, νn) =
(
1
iνn + µ−HLDA(k)− Σ(νn)
)
αiαj
, (5.97)
where αp = pκpσp is a collective indices and p = i, j is the orbital, κp the atomic site; σp the spin.
Here, σi = σj ≡ σ. Based on Eqs. (4.19), (4.20) and (4.41), the bare lattice spin susceptibility
is11
χ0,s
αiαjαkαl
(νn, νn′ ; q, ωm) = −βδnn′ 1
4
(gµB)
2
∑
σ
1
Nk
∑
k
Gαlαi(k, νn)Gαjαk(νn + ωm; k + q).
(5.98)
Considering the definition of the charge susceptibility (Eq. (4.61)), Similar relation can be
derived for the bare lattice charge susceptibility.
5.4.6 The lattice (spin or charge) susceptibility
To solve the spin (or similarly the charge) Bethe-Salpeter equation (4.47), we first construct
new matrices for the (bare) spin lattice susceptibility in which atomic sites (per unit cell) are
also considered. For instance, the lattice spin susceptibility matrix is arranged as follow
χs =

κk = 1︷ ︸︸ ︷
κl = 1 · · · κl = NS · · ·
κk = NS︷ ︸︸ ︷
κl = 1 · · · κl = NS
κi = 1

κj = 1
...
κj = NS
χs
1111
· · · χs
111NS
...
. . .
...
χs
1NS11
· · · χs
1NS1NS
· · ·
χs
11NS1
· · · χs
11NSNS
...
. . .
...
χs
1NSNS1
· · · χs
1NSNSNS
...
...
. . .
...
κi = NS

κj = 1
...
κj = NS
χs
NS111
· · · χs
NS11NS
...
. . .
...
χs
NSNS11
· · · χs
NSNS1NS
· · ·
χ
NS1NS1
· · · χs
NS1NSNS
...
. . .
...
χs
NSNSNS1
· · · χs
NSNSNSNS

N2S×N2S
=:
〈
κi,κj
∣∣χs
κiκjκkκl
∣∣κk,κl〉, (5.99)
where κi, κj , κk and κl are the atomic sites and NS number of atomic site in a unit cell. In this
matrix, each element, χs, is itself a matrix in Matsubara frequencies, νn and νn′ , and in pairs of
orbital indices given by Eqs. (5.93) and (5.94), respectively. Based on our notation for matrices
(see Eq. (5.96)), the q-dependent lattice susceptibility matrix is
[
χs(q, ωm)
]
:=
〈
κiκj
∣∣⊗
χs
κiκjκkκl
(q, ωm)︷ ︸︸ ︷〈
n
∣∣⊗ 〈i, j∣∣χsiκi,jκj ,kκk,lκl(νn, νn′ ; q, ωm)∣∣k, l〉︸ ︷︷ ︸
χs
κiκjκkκl
(νn, νn′ ; q, ωm)
⊗ ∣∣n′〉⊗∣∣κk, κl〉.
(5.100)
Each row and column of the matrix (5.100) can be coded as follows.
11 See footnote 8.
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!NO: Number of orbitals; NS: Number of sites;
!2*Nnu+2: Number of Fermionic Matsubara frequencies
do i=1,NO; do j=1,NO; do k=1,NO; do l=1,NO
do kappa_i=1,NS; do kappa_j=1,NS;do kappa_k=1,NS;do kappa_l=1,NS
! Row of the matrix chi_mat(row ,column)
row = j+(i-1)*NO+(n-1)*(NO **2)+( kappa_j -1)*(2* Nnu +2)*(NO**2)&
&+( kappa_i -1)*(2* Nnu +2)*(NO**2)*NS
! Column of the matrix chi_mat(row ,column)
column = l+(k-1)*NO+(np -1)*(NO **2)+( kappa_l -1)*(2* Nnu +2)*(NO**2)&
&+( kappa_k -1)*(2* Nnu +2)*(NO**2)*NS
! Saving the susceptibility tensor in a matrix form.
chi_mat(row ,column )= chi_tensor(orbital_ijkl ,site_ijkl ,nu_n ,nu_np)
enddo; enddo; enddo; enddo
enddo; enddo;enddo; enddo
It should be noticed that, in the new bases, the local vertex function matrix
[
Γs
]
has non-
zero elements only at κi = κj = κk = κl.
Γs =

κk = 1︷ ︸︸ ︷
κl = 1 · · ·κl = NS · · ·
κk = NS︷ ︸︸ ︷
κl = 1 · · · κl = NS
κi = 1

κj = 1
...
κj = NS
Γs
1111
· · · 0
...
. . .
...
0 · · · 0
· · ·
0 · · · 0
...
. . .
...
0 · · · 0
...
...
. . .
...
κi = NS

κj = 1
...
κj = NS
0 · · · 0
...
. . .
...
0 · · · 0
· · ·
0 · · · 0
...
. . .
...
0 · · · Γs
NSNSNSNS

, (5.101)
wherein each Γs is itself a matrix in Matsubara frequencies and orbital indices (See Eqs. (5.93)
and (5.94)).
5.4.6.1 QMC results of the q-dependent spin susceptibility in Matsubara space
In order to investigate the q-dependent susceptibility, we calculate the χsκiκjκkκl(νn, νn′ ; q, ωm)
for the considered model, a one-band system with two atomic sites per unit cell (VOMoO4) 12
at q = (0, 0, 0).
Results are shown in Fig. 5.15 in which the general behavior of the q-dependent spin
susceptibility for different sites is the same as the local spin susceptibility. χs1111 and χ
s
2222
have slow decays along νn = 0; ∀νn′ , νn′ = 0; ∀νn and νn = νn′ . In comparison with
χs
1111 and χ
s
2222, χ
s
1122 and χ
s
2211 also decay slowly along νn = 0; ∀νn′ and νn′ = 0; ∀νn but
fast at νn = νn′ which is due to the delta functions which appear in high-frequency behav-
ior of the susceptibility (See Eq. (4.113)). For q = 0, although the general treatment of
12Since the system has only one orbital, for the sake of simplicity, we drop the orbital indices in
χs
iκi,jκj ,kκk,lκl
(νn, νn′ ; q, ωm)→ χsκiκjκkκl(νn, νn′ ; q, ωm).
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Figure 5.15: The first 4 figures are the lattice magnetic response χsκiκjκkκl(νn, νn′ ; q, ωm) at
q = (0, 0, 0) for different sites κ. The last two plots are the q-dependent magnetic response
χs(νn, νn′ ; 0, ωm) =
1
NS
∑
κiκjκkκl
δκi,κjδκk,κlχ
s
κiκjκkκl
(νn, νn′ ; 0, ωm) and the local spin suscep-
tibility χs(νn, νn′ ;ωm) = 1Nq
∑
q
χs(νn, νn′ ; q, ωm). Here, U = 3 eV, β = 30 eV−1 and the
considered material is VOMoO4.
χs(νn, νn′ ; 0, ωm) =
1
NS
∑
κiκjκkκl
δκi,κjδκk,κlχ
s
κiκjκkκl
(νn, νn′ ; 0, ωm) is quite similar to the local
one, but their order of magnitude is sizably different.
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5.4.7 Convergency of Matsubara sum: An extrapolation approach
Once we derived the q-dependent susceptibility matrix
[
χs(q, ωm)
]
, we need to sum over all
Fermionic Matsubara frequencies in order to get the spin (charge) lattice susceptibility.
χzz(q, ωm) =
1
β2
+∞∑
n=−∞
+∞∑
n′=−∞
χs(νn, νn′ ; q, ωm). (5.102)
In order to compute the Matsubara sum in Eq. (5.102) for infinite value of n and n′ numerically,
we need to consider an upper Nν and a lower −Nν − 1 limit in Matsubara sums as follows.
χzz(q, ωm) =
1
β2
lim
Nν→∞
 Nν∑
n=−Nν−1
Nν∑
n′=−Nν−1
χs(νn, νn′ ; q, ωm). (5.103)
Since at large frequencies νn, νn′  1 the lattice susceptibility like the local one decays as ∼
(1/ν2n) and ∼ (1/ν3n) for real and imaginary part, respectively (see Eq. (4.113)), it’s Matsubara
sums for a big enough cut-off value nc < Nν is proportional to ∼ (1/ν2nc) (Eqs. (4.115), (4.117)
and (4.118)). Therefore, the convergency of the Matsubara frequencies sum in Eq. (5.102) can
be obtained by using extrapolation. To do this, we proceed as follows. First, we determine an
approximate value for the cut-off number nc < Nν which satisfies the following condition
<e [χs(νnc , νnc ;ωm)] +
β
νnc(νnc + ωm)
≤ ξ; ξ  1. (5.104)
Notice that nc depends on the system, temperature and interaction. Once we calculate the local
susceptibility, we are able to estimate nc (See Fig. 5.16). Second, we compute the q-dependent
susceptibility as a function of 1/Np where nc ≤ Np ≤ Nν .
χzz(q, ωm;N
−1
p ) =
1
β2
Np∑
n=−Np−1
Np∑
n′=−Np−1
χs(νn, νn′ ; q, ωm). (5.105)
Finally, we extrapolate the χzz(q, ωm;N−1p ) for n ≥ nc by using a quadratic and cubic equation
for the real and imaginary part of the susceptibility, respectively.
In the case of static susceptibility χzz(q, ω0;N−1p ), the imaginary part
=m [χzz(q, ω0;N−1p )] = 1β2
Np∑
n=−Np−1
Np∑
n′=−Np−1
=m [χs(νn, νn′ ; q, ω0)] = 0, (5.106)
because in paramagnetic systems, =m [χs(νn, νn′ ; q, ωm)] is anti-symmetric (See Fig. 4.11c and
4.11d). For the real part of the static spin susceptibility <e [χzz(q, ωm;N−1p )], appropriate fitting
polynomial equation is Y = a(1/(Np + 1/2))2 − 2a(1/(NP + 1/2)) + b in which a and b are
constant. This can be shown by using Eqs. (4.115) and (D.25) as follows.
χzz(q, ω0;N
−1
p )
∣∣∣∣∣
High frequency
=
2a
(Np + 1/2)2
− 2a Ψ
(
Np +
1
2
)
+ b
≈ 2a
(Np + 1/2)2
− 2a
(
1
Np + 1/2
+
1
2(Np + 1/2)2
)
+ b
≈ a
(
1
Np + 1/2
)2
− 2a
(
1
Np + 1/2
)
+ b. (5.107)
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Figure 5.16: In order to calculate Matsubara sum for infinite number of fermionic Matsubara
frequencies 1
β2
∑+∞
n=−∞
∑+∞
−∞
( · · · ), we use extrapolation. The polynomial line is a least square
fit using Eq. (5.107). Here, the spin susceptibility is calculated at q = (0, 0, 0) and q = (pi, pi, pi)
for VOMoO4, U = 2 eV and β = 5 eV−1. In this case, the spin susceptibility is in its high
frequency regime if nc ≥ 10. Therefore, the polynomial line can be fitted for Np ≥ 10.
The intersect with the Y axis is the static magnetic response function χzz(q, ωm = 0) obtained
from Eq. (5.102). For fitting a polynomial equation to the susceptibility, we use least square
method which is described in appendix G.1.
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Figure 5.17: The q-dependent magnetic susceptibility without the local vertex contribution,
χ0,zz(q, ω0) for VOMoO4. The Coulomb interaction is U = 3 eV and the inverse temperature
β = 30 eV−1. Here, Γ = (0, 0, qz), Γ1 = (2pi, 0, qz), and 2M = (2pi, 2pi, qz). Real and Imaginary
part of χ0,zzκiκj (q, ω0) are shown in the left of the Figure. On the right, the χ
0,zz(q, ω0) is plotted
which is obtained from Eq. (5.108). In this figure, we considered qz = 0.
5.4.7.1 QMC results of the static q-dependent spin susceptibility by using extrapolation
We used the described extrapolation method to calculate the Matsubara sum for infinite number
of Matsubara fermionic frequencies. Accordingly, we calculate the static lattice susceptibility
χzz(q, ω0) and the static bare lattice susceptibility χ0,zz(q, ω0) for VOMoO4 (a single band model
with two atoms per unit cell) overall the first Brillouin zone. Notice that the susceptibility of
this system can be obtained from a two-site supercell by
χzz(q, ωm) =
1
NS
NS∑
κi,κj=1
1
β2
+∞∑
n=−∞
+∞∑
n′=−∞
e−iq.(Tκi−Tκj ) χsκiκj (νn, νn′ ; q, ωm), (5.108)
where T is the lattice vector of the supercell and χsκiκj is the abbreviation of χ
s
κiκiκjκj . Since
VOMoO4 is described effectively by a single orbital Hamiltonian, we dropped the orbital indices
for the sake of the simplicity. Furthermore, the phase term φκiκj = q.(Tκi − Tκj ) for the
VOMoO4 is given by φ11 = φ22 = 0 and φ12 = −φ21 = (qx + qy)/2 − qz (See Chap. 6 for
more details). The results are shown in Figs. 5.17 and 5.18 for U = 3 eV and β = 30 eV−1.
Thanks to χ0,zz(q, ωm) since the lattice susceptibility χzz(q, ω0) owes it’s q-dependency to it
(See Figs. 5.17 and 5.18). Besides, thanks to the local vertex approximation that causes sizable
correction in the lattice susceptibility. This is clear from Fig. 5.17, where the vertex correction
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Figure 5.18: The q-dependent magnetic susceptibility with the local vertex correction χzz(q, ω0)
for VOMoO4. The Coulomb interaction is U = 3 eV and the inverse temperature β = 30 eV−1.
Here, Γ = (0, 0, qz), Γ1 = (2pi, 0, qz), and 2M = (2pi, 2pi, qz), where qz = 0. At q = Γ1 point,
the VOMoO4 is anti-ferromagnetically ordered. The first and second columns of figures are real
and imaginary part of the inter-site susceptibility χzzκiκj (q, ω0). The big plot, on the right, is the
magnetic susceptibly χ0,zz(q, ω0) calculated from Eq. (5.108). In comparison with Fig. 5.17,
the local vertex approximation enhances the magnetic response.
is zero to obtain χ0,zz(q, ωm) and Fig. 5.18 in which the vertex correction is non-zero to obtain
χzz(q, ωm).
5.5 Tests and numerical details
To check the implementation of the spin susceptibility, we calculate the static uniform spin
susceptibility by using the LDA+DMFT in two different ways [12] and comparing them.
In the first approach, first we calculate the local spin susceptibility and it’s mean field term
(bare local spin susceptibility) by employing the Hirsch-Fye QMC as described in Eqs. (5.87)
and (5.90) in the last iteration of solving DMFT self-consistent equations. Then we do a matrix
inversion to obtain the local vertex matrix (Eq. (5.92)). By the knowledge of the self-energy,
we obtain the bare lattice susceptibility matrix
[
χ0,s(q, ωm)
]
. A second matrix inversion yields
the lattice susceptibility
[
χs(q, ωm)
]
matrix. At the end, we sum over orbitals, atomic sites
and Matsubara frequencies νn, νn′ to derive the spin susceptibility overall the Brillouin zone as
explained in Eq. (5.102).
In the second approach, we apply a small uniform external magnetic field h in system so that
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Figure 5.19: Magnetization M(h) of VOMoO4 versus h. For each β the linear line is lease square
fit of M(h) = χzzh.
the system remains in linear response regime. We solve the self-consistent DMFT equations to
derive magnetization of the system by using total occupation number for spin up n↑ = −G↑(τ =
β) and spin down n↓ = −G↓(τ = β) based on Eq. (B.4). The static uniform spin susceptibility
is then obtained by χzz(0, 0) ∼M/h (See Eq. (B.6)). In order to decrease numerical errors due
to the Monte Carlo procedure, we calculate M(h) for different values of h for each temperature
(β−1). The slope of the linear line fitted on M(h) versus h, is the static uniform magnetic
susceptibility. Although this method is simpler than the firs one, we can use it to compute the
static uniform response function only. This is a method used e.g. in [66, 67]
5.5.0.2 A one band system with two atoms per unit cell: VOMoO4
We consider a half-filled single band model whose unit cell has two atoms. This is a typical
model used to explain such a material like VOMoO4.13 In order to calculate the static uniform
magnetic response in different Coulomb interactions U = 0 eV, 0.5 eV, 1 eV, and U = 2 eV,
13In the next chapter, we explain the structure of VOMoO4 in details.
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Figure 5.20: The static uniform magnetic susceptibility χzz(0, 0) of VOMoO4 is calculated
at high temperature 387 K . T . 2320 K for different Coulomb interactions U =
2 eV, 1 eV, 0.5 eV, 0 eV from top to bottom, respectively. Circles: The static uniform spin sus-
ceptibility obtained from the Bethe-Salpeter equation (4.47) by using the local vertex approxi-
mation. Squares: The static uniform spin susceptibility calculated from χzz(0, 0) =
(
∂M
∂h
)
h→0,
wherein the magnetization M is obtained from solving self-consistent DMFT equations.
we apply a small magnetic field of the order of 10−3 eV so that the magnetization of the system
changes linearly with respect to the magnetic field (See Fig. 5.19). We compute χzz(0, 0) for
different temperatures from∼ 390 K till∼ 2300 K. Since in the absence of the magnetic field the
system has no magnetic order, limh→0M(h)→ 0 (See Fig. (5.19)). The slope of the linear line
fitted on M(h) versus h data is the static uniform magnetic susceptibility χzz(q = 0, ωm = 0).
In comparison to the static uniform magnetic susceptibility computed by solving the Bethe-
Salpeter equation (4.47) within the local vertex approximation framework, we find it is almost
identical to the one obtained from magnetization, χzz ∼ M/h (See Fig. 5.20). This shows
that the Filon-trapezoidal approximation14 we utilized to calculate the local susceptibility and
therefore the local vertex function is accurate enough to evaluate the q-dependent susceptibility.
We will return to VOMoO4 material to study the nature of magnetism of this material in the
next chapter.
14Notice that the main source of the numerical error in this approach is related to the Filon-trapezoidal approxi-
mation for calculating the Fourier integral of the local susceptibility.
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Figure 5.21: Left: Magnetization M(h) of KCuF3 versus h. For each β the linear line is least
square fit of M(h) = χzzh. Right: Spectral function of KCuF3 at β = 20 eV−1 and U =
0 eV, 1 eV, and 2 eV from top to bottom, respectively.
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5.5.0.3 A two band system with two atoms per unit cell: KCuF3
As a multi-orbitals and multi-sites example, we consider a system with two atoms per unit cell
where each atom has two orbitals. A typical model which is employed to describe materials
like KCuF3 [68]. We calculate the static uniform magnetic susceptibility at high temperature
390 K . T . 2300 K for different Coulomb interactions U = 0 eV, 1 eV, 2 eV, and exchange
coupling J = 0 eV. For the considered interactions, the system shows metallic properties
as shown in Fig. 5.21. We consider small magnetic field h ∼ 10−3 eV so that the system
responds linearly. The magnetization of each orbital versus the external applied magnetic field
are computed separately. Total magnetization is then M = M11 +M22.15. In the case of KCuF3,
two eg orbitals contribute to the total magnetization M = Mx2−y2,x2−y2 +M3z2−r2,3z2−r2 . Using
the linear square method, we fit a linear line on M(h) data (Fig. 5.21). The slope of the
line is the static uniform magnetic susceptibility (See Fig. 5.22). We also evaluate the χzz by
solving the self-consistent Bethe-Salpeter equation in the local vertex approximation framework
in order to compare it with χzz =
(
∂M
∂h
)
h→0. The juxtaposition is shown in Fig. 5.22.
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Figure 5.22: The static uniform magnetic susceptibility χzz(0, 0) of KCuF3. Filled circles:
χzz(0, 0) obtained from Eq. (4.47). Squares: χzz(0, 0) =
(
∂M
∂h
)
h→0. The exchange coupling
J = 0 eV and U = 2 eV, 1 eV, 0 eV from top to bottom.
15Since two atomic sites are equivalent in the DMFT, we calculate the magnetization (and therefore the static
uniform spin susceptibility) for only one site. In the cluster DMFT, interaction between two atoms are considered.
In this case, the magnetization is obtained by Eq. (B.4)
CHAPTER 6
Nature of magnetism in Li2VOSiO4 and
VOMoO4
Li2VOSiO4 and VOMoO4 are often considered as prototypes of the two-dimensional J1-J2 Heisen-
berg model. In this chapter, we will use the LDA+(c)DMFT method to study magnetic properties
of both materials. We investigate magnetic ordering, q-dependent magnetic critical temperature
and effects of the local correlations on degrees of frustration and three-dimensionality.
At first, we will overview the physics of the frustrated antiferromagnets. Then, we will
explain the crystal structure of Li2VOSiO4 and VOMoO4, and review experiments and theoretical
works which have been done up to now. Next, we will describe our approach to study the nature
of magnetic interactions in Li2VOSiO4 and VOMoO4 and present our results.
Contents
6.1 Frustrated antiferromagnets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.2 Vanadium oxide compounds: VOMoO4 and Li2VOSiO4 . . . . . . . . . . . . . . 122
6.2.1 Crystal structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.2.2 Weakly frustrated two-dimensional J1-J2 Heisenberg model . . . . . . . . . 123
6.3 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.4.1 Electronic structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.4.2 Static magnetic susceptibility: An LDA+DMFT calculation . . . . . . . . . . 128
6.4.3 Static magnetic susceptibility: An LDA+Mean Field calculation . . . . . . . 131
6.4.4 Curie-Weiss temperature and magnetic moments . . . . . . . . . . . . . . . 137
6.4.5 Magnetic super-exchange coupling . . . . . . . . . . . . . . . . . . . . . . . 138
6.4.6 Non-local effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.1 Frustrated antiferromagnets
Frustration occurs in a system wherein the energy for bonds between pair of spins can not be
minimized simultaneously. Frustration leads to a large degeneracy of the ground state of the
system [69, 70]. The origin of the frustration can be the geometry of a system [71, 72] and/or
the kind of interactions in the Hamiltonian [69, 73].
As an example, let us consider a two-dimensional square lattice spin system (see Fig. 6.1)
with an antiferromagnetic interaction between nearest neighbor spins (J1).
H = −1
2
J1
∑
〈i,j〉
Szi S
z
j ; J1 < 0: antiferromagnetic exchange coupling, (6.1)
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Figure 6.1: Two-dimensional J1-J2 square lattice model. Left: The nearest neighbor antifer-
romagnetic interaction J1 is stronger than the antiferromagnetic next nearest interaction J2.
Hence, all neighboring spins choose an anti-parallel configuration to minimize the energy. Mid-
dle: For J2 ∼ J1/2, all four spins in the corner of the square can not be anti-parallel at the same
time. This is an example of frustration. Right: If J2  J1, antiferromagnetic collinear order
appear in the system. In this case, all the spins in a row are parallel but anti-parallel along a
column or vice versa. Hence, the ground state is degenerate.
where i runs over all lattice sites and j runs over nearest neighbors to i. In this case, in the
antiferromagnetic state, each pair of spins individually minimizes its energy so that nearest
neighbor spins choose antiparallel configuration (Fig. 6.1). The situation becomes complicated
if the antiferromagnetic interaction between next nearest neighbor spins (J2) is taken into ac-
count
H = −1
2
J1
∑
〈i,j〉
Szi S
z
j −
1
2
J2
∑
〈〈i,j〉〉
Szi S
z
j , (6.2)
where
∑
〈〈i,j〉〉 denotes to summation over next nearest neighbor spins. In this case, when |J2| ∼
|J1|/2 energy of the 4th spin (the question mark in the middle panel of Fig. 6.1) is the same if the
spin points upward or downward. Therefore, the energy of each bond can not be simultaneously
minimized and frustration occurs. The ground state of this model depends on the (J2/J1) ratio.
For |J2| < |J1|/2, nearest neighbor spins in the ground state are antiparallel. Once the value of
J2 approaches ∼ 1/2 |J1|, spin fluctuations increase and frustration becomes important. This
gives rise to a transition from antiferromagnetic Neel order to a disordered state. Increasing
|J2| to values larger than 1/2 |J1| leads to collinear order in the system. In the collinear ordered
state, spins are aligned ferromagnetically along the x-axis and antiferromagnetically along the
y-axis or vice versa. Therefore, system has two degenerate ground states.
One of the relevant quantities to identify frustrated materials is the temperature (T ) depen-
dent magnetic susceptibility χ. The presence of divergency or peak in χ signals a transition
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Figure 6.2: Left: Typical behavior of the inverse susceptibility χ−1(q = 0, T ) of non-frustrated
antiferromagnetic systems where the ratio F = TCW/TN ∼ 1. Right: χ−1(q = 0, T ) behavior
with respect to the temperature T where the ordering temperature TN is much smaller than the
Curie-Weiss temperature. Therefore, for frustrated systems F = TCW/TN > 1.
from paramagnetic state to magnetic ordering. Furthermore, at high temperatures, the inverse
of the static uniform magnetic susceptibility χ−1(q = 0, T ) behaves linearly with respect to the
temperature T (the so-called Curie-Weiss law)
χ−1(q = 0, T ) ∼ T − TCW, (6.3)
for T greater than the transition temperature. In this relation, TCW is Curie-Weiss temperature
and can be used to determine the type of the magnetic ordering in a material. For instance,
for the J1-J2 square lattice model described in Eq. (6.2), if TCW = 0, the material is param-
agnetic. TCW > 0 indicates that the material is ferromagnetic and the susceptibility diverges
at Tc = TCW. For the same model, negative Curie-Weiss temperature TCW < 0 points to an-
tiferromagnetic ordering of a material. In the latter case, the material undergoes a magnetic
transition to the ordered state at Neel temperature TN.
In the following we mainly focus on the class of materials which goes through the magnetic
transition to antiferromagnetic order and can be explained by the Heisenberg Hamiltonian
H = −1
2
∑
ij
Jij Si · Sj . (6.4)
In order to investigate the difference between general behavior of the high temperatures mag-
netic susceptibilities in frustrated and non-frustrated materials, we employ mean field approach.
Through the mean filed approximation, the high temperature magnetic susceptibility is given
by
χ(q, T ) =
C
T − TMFq
, (6.5)
where
TMFq =
1
3
J(q) S(S + 1), C =
1
3
(gµB)
2S(S + 1). (6.6)
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Here, J(q) is the Fourier integral of the Jij = J(Ri −Rj) and a function of nearest neighbor
(J1), next nearest neighbor (J2) etc coupling constants.
In the case of the J1-J2 spin half (S = 1/2) Heisenberg model (see Eq. (6.2)), J(q) is given by
∼ 2J1(cos qx + cos qy) + 4J2 cos qx cos qy. For this model, at q = 0 the Curie-Weiss temperature
is TCW = Tq=0 ∼ 4J1 + 4J2 and the transition temperature TN can be approximately obtained
through the mean field via TN ∼ 4J2 − 4J1 [74]. In this model, for non-frustrated cases where
|J1|  |J2| or |J1|  |J2|, the Curie and Neel temperature are almost identical TN ∼ |TCW|,
while for the frustrated case |J2| ∼ |J1|/2, the ordering temperature TN is much lower than the
Curie-Weiss temperature TN  |TCW|. This leads to a conclusion that the ratio
F =
∣∣∣∣TCWTN
∣∣∣∣ ≈ ∣∣∣∣J1 + J2J2 − J1
∣∣∣∣ , (6.7)
provides quality of the frustration, so that for non-frustrated regime F ∼ 1 while for the frus-
trated case F > 1 [72]. Furthermore, for both frustrated and non-frustrated systems, the
inverse magnetic susceptibility χ−1(q = 0, T ) remains linear in temperature for T > TN, as it
is shown schematically in Fig. 6.2. Deviation from the linearity behavior with respect to T can
arise from increasing the correlation length. Therefore, in the frustrated regime where large
fluctuations are present and correlation length is small in comparison with the non-frustrated
case, χ−1(q = 0, T ) extends the temperature region in which the Curie-Weiss law holds (Com-
pare the left and right panels of Fig. 6.2).
In general, if the frustration occurs due to the competition of antiferromagnetic exchange cou-
plings among neighbors (see, e.g., Eq. (6.2)), the high temperature magnetic susceptibility may
provide informations regarding the exchange couplings and consequently about the degree of
frustration f = J2/J1 in the system.
Experimentally, several compounds have been identified as possible frustrated materials:
NaTiO2 (triangular magnetic lattice), FeF3 (pyrochlore structure), Li2VOSiO4 and VOMoO4
(quasi two-dimensional square lattice) [69, 72, 75]. In this thesis, we mainly focus on the
prototype of two-dimensional lattice systems Li2VOSiO4 and VOMoO4 materials which exper-
imentally have been studied thorough NMR and neutron powder- and high resolution X-ray
diffraction [16, 17, 76] and theoretically by LDA (+ perturbation theory) band structure calcu-
lations [18, 77, 78]. Our aim is to study these systems with the state-of-the-art approach for
correlated materials, the LDA+(c)DMFT method.
6.2 Vanadium oxide compounds: VOMoO4 and Li2VOSiO4
6.2.1 Crystal structure
The crystal structure of VOMoO4 consists of VO5 pyramids and MoO4 tetrahedra. VO5 pyramids
form layers as shown in Fig. 6.3; each pyramid is connected to four MoO4 tetrahedra by corner
sharing [79]. In VOMoO4, Vanadium ion V +4 has one electron in d-orbital (t2g) and forms a
spin half (S = 1/2). The unit cell of VOMoO4 contains two atoms. Within a single layer, the
VO5 pyramids are rotated and they alternatively point upward and downward. This compound
can be effectively described by a single band model Hamiltonian [18] because there is only one
band at Fermi level.
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Figure 6.3: VOMoO4 crystal structure. Right: A perspective view of VO5 pyramids which are
connected to MoO4 tetrahedra (not shown here). Upper left panel: the crystal structure of
VOMoO4 seen from the c direction, showing a small rotation of VO5 pyramids and MoO4 tetra-
hedra. The unit cell is highlighted with a square dash line. Lower Left panel: two layers of
VOMoO4 are shown. Alternatively, VO5 pyramids in a single layer is pointing upward and
downward.
Crystal structure of Li2VOSiO4 is made by VO5 square pyramids and SiO4 tetrahedra [80].
In each layer, the VO5 pyramids are sharing corners with the SiO4 tetrahedra. Lithium cations
are then inserted between layers in the crystal (See Fig. 6.4). Similar to VOMoO4 crystal,
inside a layer of VOSiO4, VO5 square pyramids are pointing in opposite direction alternately.
Furthermore, Vanadium cations (V+4) have one electron with S = 1/2 in t2g orbital. Within
a single layer, pyramids form a pseudo-square lattice with neighboring V+4 ions. The unit cell
of Li2VOSiO4 contains two formula units. Different from VOMoO4, square pyramids are not
rotated. Again an effective single band model Hamiltonian can be utilized to investigate the
low energy physics of Li2VOSiO4.
6.2.2 Weakly frustrated two-dimensional J1-J2 Heisenberg model
Within a single layer of VOMoO4 and Li2VOSiO4, neighboring Vanadium ions form a pseudo-
square lattice. The antiferromagnetic exchange interactions J1 and J2 are between V ions in
this pseudo square lattice. J1 and J2 are associated to the exchange interactions along the side
and along diagonal of the square, respectively (see Fig. 6.5).
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Figure 6.4: Li2VOSiO4 crystal structure. Right: A perspective view of Li2VOSiO4 crystal. VO5
square pyramids are placed in each layer (SiO4 tetrahedra are not shown here). Upper left panel:
the crystal structure of Li2VOSiO4 (view from c axis). In comparison with Fig. 6.3, pyramids
and tetrahedra are not rotated. Lower left panel: two layers of Li2VOSiO4 are displayed. Similar
to VOMoO4, VO5 pyramids are pointing in opposite directions within a layer. The shaded square
is the unit cell of Li2VOSiO4.
Several experiments such as NMR, muon-spin rotation, magnetization and specific mea-
surements, neutron and high resolution X-ray diffraction have been done to study magnetic
properties of Li2VOSiO4 and VOMoO4 [16, 17, 18, 76, 77]. All these experiments suggest that
both materials can be considered as prototypes of the two-dimensional J1-J2 quantum antifer-
romagnetic Heisenberg model.
For Li2VOSiO4, R. Melzi et al. [16] performed NMR and muon-spin rotation measurements;
they reported an antiferromagnetic collinear order at 2.8 K. Later on, the same group estimated
J1 + J2 ∼ 8.5 K and J2/J1 ∼ 1.1 via thermodynamic measurements [17]. Similar observations
(with sizably larger J1 + J2 ∼ 155 K) were reached for VOMoO4 within the NMR experiments
by P. Carretta et al. [18]. They also found that the magnetic susceptibility of VOMoO4 and
Li2VOSiO4 show similar behavior with respect to T/TCW ratio.
In addition to NMR, muon-spin rotation and thermodynamic measurements, theoretical
studies based on ab-initio calculations have been done for Li2VOSiO4 and VOMoO4. In the case
of Li2VOSiO4, H. Rosner et al. [78, 81] obtained J2/J1 ∼ 12  1/2 which places this material
well inside the collinear regime. In contrast to NMR and thermodynamic measurements, the
LDA calculations show weakly frustration picture of Li2VOSiO4. In the case of VOMoO4, P.
Carretta et al. [18] obtained J2/J1 ∼ 0.2 that indicates this material is antiferromagnetically
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Figure 6.5: Nearest and next nearest antiferromagnetic coupling (J1 and J2) are shown between
Vanadium ions in Li2VOSiO4 and VOMoO4. Left: Neel order of VOMoO4 is established below
TN ∼ 42 K [18]. Right: Below TN ∼ 2.8 K, collinear order appears in Li2VOSiO4 [17].
Neel ordered, i.e., in the opposite side of the Li2VOSiO4 on the frustration axis (see Fig. 6.5).
Neutron diffraction and high resolution x-ray scattering experiments on Li2VOSiO4 and
VOMoO4 report three-dimensional magnetic ordering for both materials with in-plane anti-
ferromagnetic collinear order for Li2VOSiO4 [77] and in-plane antiferromagnetic Neel order for
VOMoO4 [76] which are consistent with the LDA calculations.
To understand the role of the purely electronic mechanism and consequently, the local elec-
tronic correlation and non-local effects in the frustration, we go beyond the LDA+perturbation
theory (LDA+PT). We use the LDA+(c)DMFT method and calculate the magnetic response
function. Through analysis of the magnetic susceptibility, we are able to provide informations
on the degree of frustration, magnetic ordering and strength of magnetic exchange coupling
constants.
6.3 Method
Using the LDA+(c)DMFT approach, we investigate the magnetic properties of Li2VOSiO4 and
VOMoO4. In the first step, we construct a generalized Hubbard Hamiltonian for the Vanadium
d bands as follows
H = −
∑
ii′
∑
αα′
∑
mm′
∑
σσ′
tiα,i
′α′
mσ,m′σ′c
†
iαmσci′α′m′σ′ +
∑
i
∑
m
Ummniαm↑niαm↓
+
1
2
∑
i
∑
α
∑
m(6=m)
∑
σσ′
(Umm′ − Jδσσ′)niαmσniαm′σ′ . (6.8)
In this Hamiltonian, c†iαmσ (ciαmσ) creates (annihilates) an electron with spin σ in orbital
m = t2g on lattice site i and atomic site in the unit cell α; niαmσ = c
†
iαmσciαmσ is the num-
ber operator. tiα,i
′α′
mσ,m′σ′ is the matrix elements of hopping (i 6= i′) and crystal field (i = i′ and
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α = α′) integral (see Eq. (2.29)). We compute it ab-initio by downfolding the high-energy
bands to the Vanadium 3d orbital (based on the Nth-order Muffin-Tin Orbital (NMTO) [43])
and constructing a localized Wannier function basis. The parameters Umm′ = U − 2J(1− δmm′)
and J are direct and exchange Coulomb interaction, respectively. In the case of Li2VOSiO4 and
VOMoO4, there is only one partially filled band, m = xy-like band per atom in a unit cell which
is well separated from the xz- and yz-like bands due to crystal field splitting. Hence we perform
further downfolding to xy band. Consequently, the third term in the Hamiltonian (6.8) does not
contribute. In the second step, we solve this Hamiltonian with DMFT and cluster DMFT. We use
the Hirsch-Fye quantum Monte-Carlo method as impurity solver. In the last (c)DMFT iteration,
we calculate the local two-particle correlation function (see Eq. 5.84). Using that, the local
spin susceptibility [χs] and the (spin) local vertex function [Γs] are computed by Eqs. (5.87,
5.90) and (5.92). Next, we use the local vertex approximation in which the q-dependent vertex
function Γs(q, ωm) is approximated by the local one Γs(ωm) = 1Nq
∑
q Γ
s(q, ωm), to compute
the q-dependent susceptibility tensor by the following matrix equation
χs(q, ωm) =
[[
χ0,s(q, ωm)
]−1 − [Γs(ωm)]−1]−1 , (6.9)
where χ0,s is the spin susceptibility without vertex contribution (Γs = 0) obtained by Eq. (5.98).
In the case of Li2VOSiO4 and VOMoO4, where there are two atomic sites per unit cell, the
supercell magnetic susceptibility is calculated by1
χ(q, ωm) =
1
β2
∑
nn′
1
NS
∑
κiκj
e−iq.(Tκi−Tκj )χsκiκj (νn, νn′ ; q, ωm)
=
1
β2
∑
nn′
1
NS
∑
κiκj
e−iφκiκjχsκiκj (νn, νn′ ; q, ωm), (6.10)
where we consider χsκiκj ≡ χsκiκiκjκj for the sake of simplicity; T is the lattice vector and the
phase term φκiκj is given by φ11 = φ22 = 0φ12 = −φ21 = qx + qy
2
− qz
. (6.11)
It is, however, convenient to consider
φ12 → φ12 + pi = [qx + pi] + [qy + pi]
2
− qz, (6.12)
so that in the plot the origin is Γ1 = (2pi, 0) point, hence M = (pi, pi) point of the small Brillouin
zone (a point where the AFM order will be identified), as it is shown in the right panel of Fig.
6.6. Notice that if we do not consider the phase term (i.e., φκiκj = 0), then χ(q, ωm) will be
the response function to a magnetic field which is on phase (or identical) on sites 1 and 2. In
Eq. (6.10), the summation should be done over infinite number of frequencies. Numerically,
we perform sum over Np number of Matsubara frequencies and then we use an extrapolation
to recover infinite Np limit (see Sec. 5.4.7 for more details).
1From now on, we consider the magnetic susceptibility χzz as χ for the sake of simplicity.
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Figure 6.6: Left panel: Doubling of the unit cell. The small and large (or unit) cells are distin-
guishable with green and red colors. Right panel: The Brillouin zones related to small and large
cells are distinguishable with their colors; green and red squares are the Brillouin zone of the
small and large cells, respectivley. In this panel, Γ = (0, 0), X = (pi, 0), M = (pi, pi), Y = (0, pi),
and Γ1 = (2pi, 0). The lattice susceptibility is calculated for the red and rotated square. In this
square, the antiferromagnetic (AFM) order is realized at Γ1 = 2X = (2pi, 0), 2Y = (0, 2pi), and
collinear order at M = (pi, pi) (or X = (pi, 0)). Considering a pi shift in the phase term, i.e.
φ12 → φ12 + pi, the origin corresponds to Γ1 point.
6.4 Results
6.4.1 Electronic structure
Both VOMoO4 and Li2VOSiO4 are characterized by two bands at Fermi level (since there are
two V in a unit cell) which are narrow and well separated from the other valence bands below
the Fermi level; in case of VOMoO4, the band width is W ∼ 1.1 eV while for Li2VOSiO4 the band
width is sizably smaller W ∼ 0.4 eV (See Fig. 6.7).
Within a single layer, hopping parameters between nearest neighbors (t1) and next nearest
neighbors (t2) are quite different. Nearest neighbor hopping in VOMoO4 is t1 ∼ 0.1367 eV,
while it is one order of magnitude smaller t1 ∼ 0.0107 eV for Li2VOSiO4. The next nearest
neighbor hopping parameter for both materials is comparable: t2 ∼ 0.0332 eV for VOMoO4
and t2 ∼ −0.0376 eV for Li2VOSiO4. Along the z-direction, there are two different hopping
parameters; i) a hopping between Vanadium ions in neighboring layers (on the top of each
other) in pyramids pointing in the same direction tz, ii) a hopping between Vanadium ions in
neighboring layers in the pyramids pointing in opposite direction t′1. From the LDA calculations,
the hopping tz is also comparable for the two materials, so that we obtain tz ∼ 0.0121 eV for
VOMoO4 and tz ∼ −0.0148 eV for Li2VOSiO4. However, the hopping t′1 is quite different in two
materials. The hopping t′1 in VOMoO4 is around t′1 ∼ 0.0115 eV, while it is almost negligible for
Li2VOSiO4.
The two narrow bands at Fermi level originate from t2g orbitals (3d1 electronic configura-
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Figure 6.7: Density of states A(ω)(eV−1) for Li2VOSiO4 and VOMoO4 for T ∼ 387 K and differ-
ent values of U obtained from LDA+DMFT calculations.
tion), and are half filled. Experimentally, both materials are Mott insulators and therefore strong
correlation effects are crucial. Since, to the best of our knowledge, there is no experimental
value of the energy gap, we calculate the correlated bands and the magnetic response function
for several values of the direct screened Coulomb repulsion U(=1-5) eV by the LDA+DMFT
approach. The largest value, U = 5 eV, is a typical value for vanadate oxides [82, 83]. Our
calculations show that a metal-insulator transition occurs for U between 1.5 eV and 2 eV in
VOMoO4, and U slightly smaller than 1 eV for Li2VOSiO4 (see Fig. 6.7). After extracting the
self energy on the real axis Σ(ω) we are able to compute the correlated bands (Hubbard bands)
over the Brillouin zone by
A(k, ω) = − 1
pi
=m [G(k, ω)] = − 1
pi
=m
[
1
ω + µ−HLDA(k)− Σ(ω)
]
. (6.13)
Results for a realistic U = 5 eV are shown in Fig. 6.8. Dispersion of the Hubbard bands for
both materials are almost identical to dispersion of the LDA bands (see Fig. ??). Energy gap is
similar for both materials; ∆ ∼ 3.8 eV for VOMoO4 and ∆ ∼ 4 eV for Li2VOSiO4. The energy
gap increases linearly with U .
6.4.2 Static magnetic susceptibility: An LDA+DMFT calculation
Using the LDA+DMFT method, we calculate the static magnetic lattice susceptibility χ(q, ω = 0)
for the realistic value of the Coulomb interaction U = 5 eV. To understand the role of the vertex
function in magnetic properties of VOMoO4 and Li2VOSiO4, we perform these calculations in
presence and absence of the local vertex function. We use Eq. (6.10) and consider the phase
term described in Eq. (6.12). Our results have been shown in Fig. 6.9 for VOMoO4 and Fig.
6.10 for Li2VOSiO4.
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Figure 6.8: Hubbard bands for VOMoO4 (upper left panel) and Li2VOSiO4 (lower left panel) for
realistic U = 5 eV. Here, Γ = (0, 0, 0), X = (pi, 0, 0), M = (pi, pi, 0), and Z = (0, 0, pi). Small dots
are the poles of the Green’s function which return the energy dispersion of the system. Right
panel: Real and imaginary part of the self energy on the real axis.
Without the vertex corrections, the spin susceptibility is weakly temperature dependent, and
is very far from the the Curie-Weiss law. Furthermore, we find that the absence of the vertex
function leads to strong decrease of the magnetic susceptibility when U increases. As it is
shown in Fig. 6.9, the q-dependent magnetic response of VOMoO4 is strongly enhanced by the
vertex function, so that χ−1(q, ω = 0) behaves linearly with T at high temperatures, in line
with Curie-Weiss law. The magnetic susceptibility changes slightly with qz. This shows that the
coupling constant along the z-direction is weak.2 Moreover, a peak appears in the χ(q, ω = 0)
at qC = (2pi, 0, qz). Remarkably, we find that χ(qC) has its maximum value at qz = 0 (or
qz = 2pi). Hence, if super-exchange dominates, two Vanadium ions on the top of each other
are ferromagnetically ordered (see Fig. 6.11). This suggests that the magnetic order is three
dimensional in VOMoO4, in line with neutron powder- and high resolution X-ray diffraction
[76], although the coupling between Vanadium sites in neighboring layers is small.
For Li2VOSiO4, similar to VOMoO4, we find that the vertex correction has a dominant role in
the q-dependent magnetic susceptibility (see the difference between upper and lower panels in
Fig. 6.10); χ(q, ω = 0) is maximum at M = (pi, pi, qz) which is related to in-plane antiferromag-
2In the Sec. 6.4.5, we calculate the value of this coupling constant.
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Figure 6.9: Static q-dependent spin susceptibility χ(q, ω = 0) of VOMoO4 in the qx, qy plane
for different values of qz, for U = 5 eV and T = 387 K. Top: χ(q, ω = 0) without vertex
correction. Bottom: χ(q, ω = 0) with the vertex correction. The susceptibility is maximum at
the Γ1 = (2pi, 0, qz) point; it is related to antiferromagnetic Neel order in plane.
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Figure 6.10: Static q-dependent spin susceptibility χ(q, ω = 0) of Li2VOSiO4 in the qx, qy plane
for different values of qz, for U = 5 eV and T ∼ 387 K. Top: The magnetic susceptibility in the
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Figure 6.11: χ(qΓ1 , T = 387 K) and χ(qM, T = 387 K) are shown for VOMoO4 and Li2VOSiO4,
respectively. χ(qΓ1 , T ) has its maximum at qz = 0, 2pi which indicates that VOMoO4 is ordered
ferromagnetically along z-direction. While χ(qM, T ) at qz = pi is slightly bigger than the other
qz showing Li2VOSiO4 has antiferromagnetic order along the z-direction.
netic collinear order. The variation of the χ(qM, ω = 0) with respect to qz is much smaller than in
VOMoO4 (see Fig. 6.11), however, the favored ordering along z-direction is anti-ferromagnetic.
This inter-layer magnetic was reported to be ferromagnetic in neutron powder-diffraction exper-
iment [77]. A possible reason is that inter-site Coulomb exchange (ferromagnetic) dominates
over super-exchange thus it is changing the inter-layer magnetic ordering in Li2VOSiO4.
Our results for the in-plane magnetic ordering, i.e., antiferromagnetic Neel order for VOMoO4
and collinear order for Li2VOSiO4, are in agreement with the neutron and high resolution X-ray
scattering experiments [76, 77].
Interestingly, for both material, we find that the static magnetic susceptibility χ(q, ω = 0) for
qX = (pi, 0, pi/2) and qY = (0, pi, pi/2) is ∼ β(gµB)2S2eff which indicates that the critical magnetic
temperature Tq is zero for q = qX and q = qY points.
6.4.3 Static magnetic susceptibility: An LDA+Mean Field calculation
Using the LDA+second order perturbation theory results for the hopping parameters t1, t2, t′1
and tz, we are able to calculate the static uniform spin susceptibility through mean-field (MF)
theory. In the large limit U/t, the doubly occupied states are downfolded, and the effective spin
Hamiltonian is (see e.g., [19])
H = −1
2
∑
ij
∑
αβ
Jαβ(Ri −Rj) Sα(Ri) · Sβ(Rj), (6.14)
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where Jαβ(Ri −Rj) = −4[tαβ(Ri −Rj)]2/U is the coupling constant (tiα,jβ ≡ tαβ(Ri −Rj));
i, j are the lattice sites and α, β are atomic sites in the cell. Since for our system the Hamiltonian
is single band, we drop the orbital indices m,m′ here.3 The spin operator can be rewritten as
follows
Sαi = 〈Sαi 〉+ (Sαi − 〈Sαi 〉), (6.15)
where we use the notation Sαi ≡ Sα(Ri) for the sake of simplicity. The first term is average
of the spin and the second term describes fluctuation of the spin with respect to its average. If
the fluctuation term is small enough so that O (Sαi − 〈Sαi 〉)2 ∼ 0, we can derive the following
mean-field Hamiltonian
HMF ≈ 1
2
∑
ij
∑
αβ
Jαβ(Ri −Rj) 〈Sαi 〉 · 〈Sβj 〉 −
∑
ij
∑
αβ
Jαβ(Ri −Rj) Sαi · 〈Sβj 〉. (6.16)
The first term in HMF is constant, and causes a shift in energy. Therefore we ignore it in
the following. In the MF calculations, we replace the exchange interaction in the Hamiltonian
(6.14) by the Zeeman term in Eq. (6.16), so that the spins are now coupled to an effective field
hαi =
∑
j
∑
β
Jαβ(Ri −Rj)〈Sβj 〉. (6.17)
Using the Fourier transform of the spin operators
Sαi =
1√
N
∑
k
eik.Ri Sαk; S
α
k =
1√
N
∑
i
e−ik.Ri Sαi , (6.18)
we can rewrite the effective field as follows
hαi =
∑
j
∑
β
Jαβ (Ri −Rj) 〈Sβj 〉 =
∑
j
∑
β
1√
N
∑
k
Jαβ (Ri −Rj) eik.Rj 〈Sβk〉
=
∑
j
∑
β
1√
N
∑
k
Jαβ (Rj −Ri) eik.(Rj−Ri)eik.Ri〈Sβk〉
=
1√
N
∑
k
∑
β
Jαβ(k) eik.Ri〈Sβk〉
=
1√
N
∑
k
∑
β
(
−J
αβ(k)
gµB
)
eik.Ri〈Mβk〉, (6.19)
where Jαβ(Ri −Rj) = Jαβ(Rj −Ri) and Mβk = −gµBSβk is the magnetization operator.
In order to calculate the static uniform magnetic susceptibility, we use the linear response
theory; we apply an small external magnetic field
B˜i =
1√
N
∑
k
B˜k e
ik.Ri , (6.20)
3Note that a constant term is appeared in the Hamiltonian (6.14) which causes a shift in the energy. We absorb
this term in the H.
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which couples to each spin, and the spin system linearly responds to it. Considering the effective
field which comes from the MF approximation (Eq. (6.19)), we can write the linear response
relation as below
〈Mαi 〉 =
∑
j
∑
β
1
T
〈Mαi ·Mβj 〉
[( −1
gµB
)
B˜βj +
( −1
gµB
)
hβj
]
=
∑
j
∑
β
˜χαβ (Ri −Rj)
[
Bβj +
( −1
gµB
)
hβj
]
, (6.21)
where ˜χαβ = 〈Mα ·Mβ〉/T and Bβj = ( −1gµB )B˜βj . The static magnetic susceptibility at vector qis then calculated as χMF ∝ ∂M/∂B. Let us assume that the system has an instability at vector
q. Since we are interested in the response to a field of the same vector of the instability, the
magnetic response to those fields is obtained as follows.
1√
N
∑
i
e−iq.Ri〈Mαi 〉 =
1√
N
∑
i
e−iq.Ri
∑
j
∑
β
˜χαβ (Ri −Rj)
×
[
1√
N
∑
k
Bβk e
ik.Rj +
1√
N
∑
k
∑
α′
Jβα
′
(k)
(gµB)2
eik.Rj 〈Mα′k 〉
]
=
∑
ij
∑
β
˜χαβ (Ri −Rj) e−iq.(Ri−Rj)
[
1
N
∑
k
Bβk e
i(k−q).Rj
]
+
∑
ij
∑
β
˜χαβ (Ri −Rj) e−iq.(Ri−Rj)
×
[
1
N
∑
k
∑
α′
Jβα
′
(k)
(gµB)2
ei(k−q).Rj 〈Mα′k 〉
]
⇒ 〈Mαq〉 =
∑
β
˜χαβ(q)
[
Bβq +
∑
α′
Jβα
′
(q)
(gµB)2
〈Mα′q 〉
]
. (6.22)
For VOMoO4 and Li2VOSiO4, there are two atoms per unit cell. Therefore, J and ˜χ are 2 × 2matrices, and M and B are vectors.〈M1q〉
〈M2q〉
 =
˜χ11(q) ˜χ12(q)
˜χ21(q) ˜χ22(q)
B1q
B2q
+ 1
(gµB)2
J11(q) J12(q)
J21(q) J22(q)
〈M1q〉
〈M2q〉
 , (6.23)
Within the mean-field calculation, we can approximate ˜χ as below
˜χαβ = 1T 〈Mα ·Mβ〉
≈ 1
T
〈Mα〉 · 〈Mβ〉 (1− δαβ) + 1
T
δαβ 〈Mα ·Mβ〉
≈ 1
T
〈Mα ·Mβ〉 δαβ
≈ (gµB)2 S(S + 1)
3T
δαβ. (6.24)
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where 〈M〉 = 0, because we are studying a paramagnetic phase.4 Consequently, for S = 1/2
system, ˜χ is given by the following matrix
˜χ ≈ β4 (gµB)2
1 0
0 1
 . (6.25)
we solve the matrix equation (6.23) to obtain the susceptibility matrix〈M1q〉
〈M2q〉
 =
χ11MF(q, T ) χ12MF(q, T )
χ21
MF(q, T ) χ
22
MF(q, T )
B1q
B2q
 , (6.26)
wherein
χ11
MF(q, T ) =
1
D
β
4
(gµB)
2
[
1− β
4
J11(q)
]
= χ22MF(q, T ), (6.27)
χ12
MF(q, T ) =
1
D
β
4
(gµB)
2
[
β
4
J12(q)
]
=
[
χ21
MF(q, T )
]∗
, (6.28)
and D is given by
D =
(
1− β
4
J11(q)
)2
−
∣∣∣β
4
J12(q)
∣∣∣2. (6.29)
To derive the MF susceptibility, we used J11 = J22 and J12 =
(
J21
)∗. Notice that J11 is the
antiferromagnetic exchange coupling between atom 1 in a unit cell and atom 1 in the other
unit cells. Similarly, J12 is the antiferromagnetic exchange coupling between atom 1 in a unit
cell and atom 2 in either the current unit cell or the other ones. J11, J12, J21, and J22 can
be calculated in terms of the nearest and next nearest neighbor (either intra- or inter-layer)
exchange couplings. Let us define
J1 ≡ nearest neighbor intra-layer (in plane) exchange coupling,
J2 ≡ next nearest neighbor intra-layer (in plane) exchange coupling,
Jz ≡ nearest neighbor inter-layer exchange coupling,
J ′1 ≡ next nearest neighbor inter-layer exchange coupling,
as it is shown in Fig. (6.12); from the LDA calculations, one obtains J1 = −4t21/U , J2 = −4t22/U ,
J ′1 = −4t′12/U and Jz = −4t2z/U . Based on the Fourier transform of the Jαβ(q) coupling
Jαβ(q) =
∑
∆R
eiq.(Ri−Rj)Jαβ(Ri −Rj), (6.30)
each element of the [J(q)] matrix can be easily obtained. Let us label atoms in the unit cell
as ’atom a’ and ’atom b’. Atoms with the same labels have interaction with each others in the
4Notice that 〈
S2z
〉
=
〈
S2y
〉
=
〈
S2x
〉
=
1
3
〈
S2x + S
2
y + S
2
z
〉
=
1
3
〈S2〉.
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Figure 6.12: J1, J2, Jz and J ′1 magnetic exchange coupling constants are shown for VOMoO4.
surrounded unit cells through J2 and Jz exchange couplings (see Fig. 6.12). Thus J11(q) and
J22(q) can be obtained by
J11(q) =
∑
∆R
eiq.(Ri−Rj)J2 +
∑
∆R′
eiq.(R
′
i−R′j)Jz
= J2
(
eiqx + eiqy + e−iqx + e−iqy
)
+ Jz
(
eiqz + e−iqz
)
= 2J2 (cos qx + cos qy) + 2Jz cos qz
= J22(q). (6.31)
J1 and J ′1 exchange coupling constants appear in the interaction of atoms with different labels
placed in the neighborhood unit cells. J12(q) and J21(q) matrix elements of J(q) is then
obtained as
J12(q) =
∑
∆R
eiq.(Ri−Rj)J1 +
∑
∆R′
eiq.(R
′
i−R′j)J ′1
= J1
{
1 + eiqx + ei(qx+qy) + eiqy
}
e−iqz
+J ′1
{
1 + eiqx + ei(qx+qy) + eiqy
}
=
(
1 + eiqx
) (
1 + eiqy
){
J1e
−iqz + J ′1
}
= 4J1 cos
qx
2
cos
qy
2
{
1 + eiqz
(
J ′1
J1
)}
eiφ12
=
(
J21(q)
)∗
, (6.32)
where φ12 = (qx + qy)/2 − qz is the phase term (see Eqs. (6.10), (6.11), and (6.12)). Notice
that J(q) is Hermitian Jαβ(q) =
(
Jβα(q)
)∗. Diagonalizing [J(q)] matrix returns the following
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eigenvalues
J˜±(q) = J11(q)±
∣∣J12(q)∣∣
= 2J2 (cos qx + cos qy) + 2Jz cos qz
±4J1 cos qx
2
cos
qy
2
[
1 + 2
(
J ′1
J1
)
cos qz +
(
J ′1
J1
)2]1/2
. (6.33)
In order to calculate the MF susceptibility, we set for simplicity J ′1 = 0 in Eq. (6.32) and
substitute Eq. (6.31) and Eq. (6.32) into Eqs. (6.27) and (6.28). The static q-dependent spin
susceptibility in the MF approximation approach is then obtained as follows
χ11
MF(q, T ) =
1
D
β
4
(gµB)
2
[
1− β
2
(J2 (cos qx + cos qy) + Jz cos qz)
]
, (6.34)
χ12
MF(q, T ) =
1
D
β
4
(gµB)
2β J1 cos
qx
2
cos
qy
2
eiφ12 , (6.35)
χ21
MF(q, T ) =
[
χ12
MF(q, T )
]∗
, (6.36)
χ22
MF(q, T ) = χ
11
MF(q, T ), (6.37)
where
D =
(
1− β
2
[
J2 (cos qx + cos qy) + Jz cos qz
])2 − β2J21 cos2 qx2 cos2 qy2 . (6.38)
Finally, the total static spin susceptibility is calculated by
χMF(q, T ) =
1
NS
∑
αβ
e−iφαβ χαβMF(q, T )
=
β
4
(gµB)
2
1− β
2
[
J2 (cos qx + cos qy) + Jz cos qz
]− βJ1 cos qx
2
cos
qy
2
=
1
4
(gµB)
2
T − TMF(q) , (6.39)
where NS = 2 is the number of atomic sites and TMF(q) is the mean-field magnetic critical
temperature given by
TMF(q) =
1
4
J˜+(q)
∣∣∣∣
J ′1=0
=
1
2
{
J2 (cos qx + cos qy) + Jz cos qz
}
+ J1 cos
qx
2
cos
qy
2
. (6.40)
Results for static magnetic susceptibility of VOMoO4 and Li2VOSiO4 show that the LDA+MF
calculations return correct magnetic ordering for VOMoO4 and Li2VOSiO4 materials, i.e., χMF(q)
is maximum at qΓ1 = (2pi, 0, qz) and qM(pi, pi, qz) points for VOMoO4 and Li2VOSiO4, respec-
tively. Moreover, the mean-filed critical temperature TMF(q) is zero at qX = (pi, 0, pi/2) and
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Figure 6.13: Inverse uniform static spin susceptibility [χ(q = 0, ω = 0)]−1 for VOMoO4 and
Li2VOSiO4. The linear lines are least square fit of the inverse susceptibility data. The Curie-
Weiss temperature for realistic U = 5 eV for both materials is in very good agreement with NMR
observations.
qY = (0, pi, pi/2) for both materials. Our results for mean-field magnetic susceptibility and criti-
cal temperature has similar behavior to those obtained from LDA+DMFT but quantitatively they
are different. This analogy between LDA+DMFT and LDA+MF will help us to study magnetic
properties of both materials while the local correlations are taken into account (see Sec. 6.4.5).
In the following sections, we employ the static magnetic susceptibility to study magnetic
critical temperature Tq, super-exchange couplings and frustration degree (Sec. 6.4.5) by using
the LDA+DMFT method.
6.4.4 Curie-Weiss temperature and magnetic moments
In order to calculate the Curie-Weiss temperature from Eq. (6.3), we plot inverse of the uniform
static magnetic susceptibility χ−1(q = 0, ω = 0) in terms of the temperature T . As it is shown
in Fig. 6.13, χ−1(q = 0, ω = 0) linearly changes for a wide range of temperature. To obtain
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Figure 6.14: Effective magnetic moment for VOMoO4 for different values of U .
the Curie-Weiss temperature, we fit the function χ−1(q = 0, ω = 0) with a line aT + b by
using the least square method (see Appendix G.1). The intersection with the temperature axis
yields the Curie-Weiss temperature. We obtain TCW for different values of Coulomb interaction
U = 1, ..., 5 eV. We find that the Curie-Weiss temperature decreases with increasing U (see Fig.
6.13); for realistic U = 5 eV, we obtain TCW ∼ 191 K for VOMoO4 and TCW ∼ 8 K for Li2VOSiO4
which are in very good agreement with the NMR estimates.
Moreover, we compute the effective magnetic moment from the static uniform magnetic
susceptibility at high temperatures by
µeff = gµBSeff =
√
(T − TCW)χ(T ). (6.41)
for both materials, we find that for U = 5 eV, the effective local magnetic moment µeff is close to
0.5 µB. This indicates that the charge fluctuations in these two materials are small for a realistic
U = 5 eV. Consequently, the small magnetic moment (µz ∼ 0.41 µB) measured in the neutron
diffraction experiment [76] can not be related to the charge fluctuations unless the Coulomb
interaction is much smaller than 5 eV. Interestingly, we find sizable effective magnetic moment
not only in insulating regime but also in the metallic one. For instance, for VOMoO4 as it is
shown in Fig. 6.14, we obtain µeff ∼ 0.498 µB for U = 5 eV (insulating regime) to be compared
with µeff ∼ 0.449 µB for U = 1 eV (metallic regime).
6.4.5 Magnetic super-exchange coupling
Since the high temperature spin susceptibility calculated by the LDA+DMFT method shows
Curie-Weiss behavior, and the local moments are well defined, we can define the critical mag-
netic temperature at a given vector q by
Tq ∼ T − µ2eff χ−1(q, T ) (6.42)
6.4. Results 139
in analogy with the static mean-filed expression. The critical temperature at vector q is propor-
tional to the exchange coupling constant J at those q
Tq ∝ J˜+(q)
∝ 4J1 cos qx
2
cos
qy
2
[
1 + 2
(
J ′1
J1
)
cos qz +
(
J ′1
J1
)2]1/2
+ 2J2 (cos qx + cos qy) + 2Jz cos qz.
Therefore, we can use the static magnetic susceptibility to study Tq, the effective magnetic
couplings J1, J2, J ′1 and Jz, degree of frustration f = J2/J1, and three-dimensionality f3 =
(J ′1 + Jz)/(J1 + J2) within the LDA+DMFT approach. The effect of the dynamical correlation
can be understood if we compare these results with the mean field outcomes.
We calculate the critical temperature Tq within LDA+DMFT for different values of the
Coulomb interaction U = 2 − 5 eV; for VOMoO4 and Li2VOSiO4, we find that i) q-dependency
of the magnetic critical temperature are similar for different values of U . ii) Tq is zero for
q = qX = (pi, 0, pi/2) and q = qY = (0, pi, pi/2). iii) Critical temperature Tq is maximum at
q = qΓ1 = (2pi, 0, qz) and q = qM = (pi, pi, qz) for VOMoO4 and Li2VOSiO4, respectively. Abso-
lute value of the critical temperature decreases non-uniformly when the Coulomb interaction
increases (see Fig. 6.15).
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Figure 6.15: LDA+DMFT calculation of static q-dependent magnetic critical temperature for
different values of Coulomb interaction U , β = 30 eV−1, and qz = pi/2; left panel for VOMoO4
and right panel for Li2VOSiO4.
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6.4.5.1 Effect of the dynamical correlation on the magnetic couplings
In order to study the effect of the dynamical correlation on the magnetic couplings, we first
analyze the momentum dependency of the J(q). From Eq. (6.33), it is clear that
J(q) ∼

0 for qX = (0, pi, pi/2)
−4J2 for qM = (pi, pi, pi/2)
2Jz for q′X = (0, pi, 0)
2J1 + 2J
′
1 + 2Jz for q1 = (pi/2, pi/2, 0)
2J1 − 2J ′1 − 2Jz for q2 = (pi/2, pi/2, pi)
. (6.43)
Using these relations, we can obtain the degree of frustration by5
f =
J2
J1
∼
χ−1(qM, T )− χ−1(qX, T )
χ−1(q1, T ) + χ−1(q2, T )− 2χ−1(qX, T ) . (6.44)
Surprisingly, in the full range of U = 2− 5 eV, f = J2/J1 is weakly temperature dependent and
slightly changes with U . In the case of VOMoO4 for U = 5 eV, we obtain f ∼ 0.058, which is
close but slightly larger than the one computed through LDA+second order perturbation theory
(LDA+PT). In the case of Li2VOSiO4 for U = 5 eV, we find f ∼ 5.45, while in the LDA+PT
f ∼ 12.35 is obtained. Consequently, for Li2VOSiO4, the degree of frustration is increased due
to dynamical correlations. In conclusion, our calculations on the frustration parameter show
that although the local correlation does not sizably affect the frustration of VOMoO4, it pushes
Li2VOSiO4 into the frustrated area, i.e., the local correlation increases frustration in Li2VOSiO4.
We can also employ the static magnetic susceptibility to extract the ratio f3 = (J ′1+Jz)/(J1+
J2) which determines the degree of three-dimensionality.6
f3 =
J ′1 + Jz
J1 + J2
∼
χ−1(q2, T )− χ−1(q1, T )
χ−1(qM, T )− χ−1(qX, T ) ×
1
1 + f−1
. (6.45)
Remarkably, this ratio is also weakly temperature dependent and changes slightly with the
Coulomb interaction U . In the case of VOMoO4 for U = 5 eV, f3 ∼ 0.018 which is slightly bigger
than f3 ∼ 0.014 estimated within LDA+PT. For Li2VOSiO2 for U = 5 eV, we find that f3 ∼ 0.122
in LDA+DMFT which is slightly smaller than f3 ∼ 0.144 computed within the LDA+PT. Hence,
our LDA+DMFT results show that the magnetic couplings between layers of Li2VOSiO4 are
smaller than the LDA+PT prediction, and this material can indeed be described by a quasi
two-dimensional system.
5In the LDA+second order perturbation theory (LDA+PT), the frustration parameter is obtained by
f =
J2
J1
=
−4t22
U
× 1−4t21
U
=
(
t2
t1
)2
.
6In the LDA+PT, the three-dimensionality parameter can be obtained in terms of the hopping parameters as
f3 =
J ′1 + Jz
J1 + J2
=
t′21 + t
2
z
t21 + t
2
2
.
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VOMoO4 J2/J1 (Jz + J ′1)/(J1 + J2) Jz/(J1 + J2) J ′1/(J1 + J2)
LDA+DMFT ∼ 0.058 ∼ 0.018 ∼ 0.007 ∼ 0.0113
LDA+PT ∼ 0.059 ∼ 0.014 ∼ 0.007 ∼ 0.007
Li2VOSiO4 J2/J1 (Jz + J ′1)/(J1 + J2) Jz/(J1 + J2) J ′1/(J1 + J2)
LDA+DMFT ∼ 5.45 ∼ 0.122 ∼ 0.117 ∼ 0.005
LDA+PT ∼ 12.35 ∼ 0.144 ∼ 0.143 < 0.001
Table 6.1: Magnetic exchange coupling constant ratios for VOMoO4 and Li2VOSiO4 for U = 5
eV. For the LDA results, Ji = −4t2i /U . Therefore, J2/J1 = t22/t21, (Jz + J ′1)/(J1 + J2) = (t2z +
t′21)/(t21 + t22), ect.
Moreover, we can study the role of the magnetic exchange couplings Jz and J ′1 in both
materials by calculating the ratio fz = Jz/(J1 + J2) by
fz =
Jz
J1 + J2
∼
χ−1(qX, T )− χ−1(q′X, T )
χ−1(qM, T )− χ−1(qX, T ) ×
2
1 + f−1
. (6.46)
For VOMoO4 at U = 5 eV, we find that fz ∼ 0.007, and consequently J ′1/(J1 +J2) ∼ 0.0113. This
indicates that in this material, qz-dependence is dominated by the term which is proportional to
J ′1. However, for Li2VOSiO4 we find that the opposite is true. For this material for U = 5 eV, we
obtain fz ∼ 0.117 and hereby J ′1/(J1 +J2) ∼ 0.005; this shows that qz-dependency is mainly due
to the Jz exchange coupling between Vanadium ions in neighboring layers. Based on the values
of Jz and J ′1 for both materials, we can conclude that, if super-exchange dominates, in the
ground state of VOMoO4 the Vanadium ions with parallel spins should belong to the pyramids
on the top of each other (hence ferromagnetic order along z-direction), while in the ground
state of Li2VOSiO4 parallel spins belong to pyramids which should point in opposite direction
(hence two V ions placing in pyramids in top of each other have antiferromagnetic order along
z-direction.).
Using the LDA+DMFT, not only we are able to estimate the f , f3 and fz ratios but also
we are able to calculate roughly the values of J1, J2, Jz and J ′1 in order to compare with
experiments. To do so, we first calculate the ratio RDMFT defined by
RDMFT(q, T ) =
χ12(q, T ) + χ21(q, T )
χ11(q, T ) + χ22(q, T )
. (6.47)
In order to obtain the ratio RDMFT, we employ the static Bethe-Salpeter equation [χ(q, T )]−1 =
[χ0(q, T )]−1 − [Γloc(T )], so thatχ11(q, T ) χ12(q, T )
χ21(q, T ) χ22(q, T )
 =
−1
Γloc(T )(
1−
χ¯0
11(q, T )
Γloc(T )
)2
−
∣∣∣∣ χ¯012(q, T )Γloc(T )
∣∣∣∣2
×

1−
χ¯0
11(q, T )
Γloc(T )
−
χ¯0
12(q, T )
Γloc(T )
−
χ¯0
21(q, T )
Γloc(T )
1−
χ¯0
22(q, T )
Γloc(T )
 , (6.48)
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VOMoO4 |J1| |J2| |Jz| |J ′1|
LDA+DMFT ∼ 179 (±5) K ∼ 10.3 K ∼ 1.36 K ∼ 2.1 K
LDA+PT ∼ 173 K ∼ 10.2 K ∼ 1.35 K ∼ 1.2 K
Li2VOSiO4 |J1| |J2| |Jz| |J ′1|
LDA+DMFT ∼ 1.3 (±1) K ∼ 7.1 K ∼ 1 K ∼ 0.09 K
LDA+PT ∼ 1 K ∼ 13 K ∼ 2 K ∼ 0.0045 K
Table 6.2: Magnetic exchange coupling constants J1, J2, Jz and J ′1 for VOMoO4 and Li2VOSiO4
for U = 5 eV. For the LDA results, Ji = −4t2i /U .
where
χ¯0
αβ =
1
Det
χ0
αβ
Det = χ011χ
0
22 − χ012χ021. (6.49)
Finally, we derive the following relation for the ratio RDMFT(q, T )
RDMFT(q, T ) =
<e
[
−
χ¯0
12(q, T )
Γloc(T )
]
1−
χ¯0
11(q, T )
Γloc(T )
. (6.50)
Since the static magnetic susceptibility obtained from LDA+MF and LDA+DMFT show Curie-
Weiss behavior at high temperatures, and since they obey similar J(q) dependency, we can
rewrite RDMFT(q, T ) in terms of J(q). By comparing Eq. (6.48) and Eq. (6.27), the ratio
RDMFT(q, T ) can be derived as
RDMFT(q, T ) =
χ12(q, T ) + χ21(q, T )
χ11(q, T ) + χ22(q, T )
∼
β
4
<e [J12(q)]
1− β
4
J11(q)
∼
β cos
qx
2
cos
qy
2
{
J1 cos(
qx + qy
2
− qz) + J ′1 cos(
qx + qy
2
)
}
1− β
2
(J2 (cos qx + cos qy) + Jz cos qz)
. (6.51)
From LDA+DMFT calculations, we know the static magnetic susceptibility, and hence, the ratio
RDMFT(q, T ). We also already calculated the ratios f = J2/J1, f3 = (J ′1 + Jz)/(J1 + J2) and
fz = Jz/(J1 + J2). Consequently, we can use them to obtain the values of couplings J1, J2, Jz
and J ′1.
In the case of VOMoO4, we find that |J1| ∼ 179 (±5) K, |J2| ∼ 10.3 K, |Jz| ∼ 1.36 K and
|J ′1| ∼ 2.1 K (see Tab. 6.2). Comparing the LDA calculations where |J1| ∼ 173 K, |J2| ∼ 10.2
K, |Jz| ∼ 1.35 K and |J ′1| ∼ 1.2 K, all the coupling constants are almost identical and the local
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Figure 6.16: Static lattice spin susceptibility obtained from cluster calculations for U = 5 eV for
Li2VOSiO4 (upper panle) and VOMoO4 (lower panel).
correlation does not have strong effect on them. However, our calculations for |J1| + |J2| ∼
189 (±10) K are in a good agreement with the NMR estimates |J1|+ |J2| ∼ 155 K [18].
For Li2VOSiO4, we obtain |J1| ∼ 1.3 (±1) K, |J2| ∼ 7.1 K, |Jz| ∼ 1.0 K, and |J ′1| ∼ 0.09 K
to be compared with the LDA results, |J1| ∼ 1 K, |J2| ∼ 13 K, |Jz| ∼ 2 K and |J ′1| < 10−2 K
(see Tab. 6.2). Although the correlation effects enhance the J2 coupling, the other magnetic
coupling constants are almost similar to the LDA outcomes. Moreover, our LDA+DMFT result
for |J1|+ |J2| ∼ 8.4 K is very close to NMR observations |J1|+ |J2| ∼ 8.2 K [77].
6.4.6 Non-local effects
To study the non-local effects on the frustration and three-dimensionality degree, we perform
2-site cluster DMFT calculations. In this case, the vertex function and Green’s function matrices
have non-zero off-diagonal matrix elements which can in principle change the q-dependent
magnetic susceptibility.
We perform cluster calculations in the full temperature range between 380 K and 2500 K
and for U & 2 eV and calculate supper-cell lattice spin susceptibility. For both VOMoO4 and
Li2VOSiO4, we find that difference between q-dependent magnetic susceptibility obtained from
DMFT and cDMFT are small (see Fig.6.16). Magnetic critical temperature Tq decreases in the
presence of the non-local effects; with fitting high-temperature uniform susceptibility data, we
obtain TCW ∼ 185(±1) K for VOMoO4 and TCW ∼ 7 K (for U = 5 eV) which slightly enhance.
Furthermore, we find that the frustration and three-dimensionality degrees are almost similar
to the LDA+DMFT outcomes. Hence, non-local effects are small and do not affect the magnetic
properties of these two materials such as the ratios J2/J1 and (Jz + J ′1)/(J1 + J2) sizably.
In order to compute the value of magnetic exchange coupling constants, similar to what we
did for DMFT calculations, we compute the ratio
RcDMFT(q, T ) =
χ12(q, T ) + χ21(q, T )
χ11(q, T ) + χ22(q, T )
, (6.52)
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where χαβ are site selective static spin susceptibility computed through the LDA+cDMFT. To
obtain the effective magnetic exchange couplings J1, J2, J ′1 and Jz through the LDA+cDMFT
calculations, we rewrite the ratio RcDMFT(q, T ) in terms of the exchange magnetic coupling
constants with considering the non-local effects. To do this, we first derive the susceptibility
matrix by solving the Bethe-Salpeter equation, wherein the vertex function matrix has non-zero
off-diagonal elements due to non-local effects.χ11(q, T ) χ12(q, T )
χ21(q, T ) χ22(q, T )
 ≈
−1
Γ11(T )(
1−
χ¯0
11(q, T )
Γ11(T )
)2
−
∣∣∣∣ χ¯012(q, T ) + Γ12(T )Γ11(T )
∣∣∣∣2
×

1−
χ¯0
11(q, T )
Γ11(T )
−
χ¯0
12(q, T )
Γ11(T )
− Γ12(T )
Γ11(T )
−
χ¯0
21(q, T )
Γ11(T )
− Γ21(T )
Γ11(T )
1−
χ¯0
22(q, T )
Γ11(T )
 ,
(6.53)
where χ¯0αβ = χ
0
αβ/Det[χ
0]. Hence, RcDMFT(q, T ) is given by
RcDMFT(q, T ) =
<e
[
−
χ¯0
12(q, T )
Γ11(T )
− Γ12(T )
Γ11(T )
]
1−
χ¯0
11(q, T )
Γ11(T )
. (6.54)
By comparing the static mean field where the χ12(q, T ) term, i.e., −
χ¯0
12(q, T )
Γ11(T )
− Γ12(T )
Γ11(T )
, corre-
sponds to β/4 J21cDMFT(q) and χ12(q, T ) term, i.e.,−
χ¯0
11(q, T )
Γ11(T )
+1, corresponds to 1−β/4 J11cDMFT(q),
we can rewrite the ratio RcDMFT(T ) in terms of the J(q) couplings as follows
RcDMFT(q, T ) ∼
β
4
<e [J12cDMFT(q)]
1− β
4
J11cDMFT(q)
. (6.55)
Since the non-local effects mainly affect the off-diagonal terms of J(q) matrix, we can consider
that J11cDMFT(q) ≈ 2J2 (cos qx + cos qy) + 2Jz cos qz. Furthermore, we can express J12cDMFT(q) ≈
J12(q) + ∆J , where the non-local effects are considered in ∆J which corresponds to −Γ12/Γ11
in Eq. (6.54) and J12(q) is given by Eq. (6.32). Finally, we can rewrite the ratio RcDMFT(q, T )
in terms of effective magnetic J couplings and ∆J as below
RcDMFT(q, T ) ≈
β J1 cos
qx
2
cos
qy
2
{
cos(
qx + qy
2
− qz) + J
′
1
J1
cos(
qx + qy
2
)
}
1− β
2
(J2 (cos qx + cos qy) + Jz cos qz)
+
β
4
∆J
1− β
2
(J2 (cos qx + cos qy) + Jz cos qz)
. (6.56)
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From the LDA+cDMFT, we know the values of ratios RcDMFT(q, T ) for each q-point. Hence,
there are Nq known values for RcDMFT(q, T ) but 5 unknown variables (J1, J2, Jz, J ′1 and ∆J).
We obtain them by fitting our data for RcDMFT(q, T ) with Eq. (6.56).
At qX = (0, pi, pi/2), we have
∆J ∼ 4
β
RcDMFT(qX, T ). (6.57)
For VOMoO4, for U = 5 eV and β = 30 eV−1, we find RcDMFT ∼ 0.007444, and thus ∆J ≈
0.000992 eV ∼ 11.5 K. From point q3 = (pi/2, pi/2, pi/2), we obtain the value of J1
J1 =
2
β
RcDMFT(q3, T )− 1
2
∆J, (6.58)
where RcDMFT(q3, T = 1/30) ∼ −0.22382 from the LDA+cDMFT. Finally, the magnetic cou-
pling |J1| ∼ 0.0154 eV ∼ 178.7 K. Other magnetic couplings are obtained similarly; |J2| ∼
10.6 K, |Jz| ∼ 1 K and |J ′1| ∼ 0.4 K. Effective exchange couplings J1, J2, Jz and J ′1 slightly
change as well as the degree of frustration J2/J1 ∼ 0.059 and three-dimensionality parameter
J3/(J1 + J2) ∼ 0.007. However, due to ∆J which is appeared due to non-local effects, the
Curie-Weiss temperature slightly enhances7.
We follow a similar procedure for Li2VOSiO4 for U = 5 eV. We obtain ∆J ∼ 0.000355 eV ∼
4.1 K, |J1| ∼ 1.16 K, |J2| ∼ 6.38 K, |Jz| ∼ 0.90 K and |J ′1| ∼ 0.01 K. This indicates that the
frustration and three-dimensionality parameters as well as Curie-Weiss temperature are slightly
changed due to non-local effects.
7Here, the Curie-Weiss temperature is obtained by
TCW ∼ |J1 + J2 + J ′1 + 1
2
Jz +
1
4
∆J | = | − 178.7− 10.6− 0.4− 0.5 + 2.9| ∼ 187 K,
which is consistent with the Curie-Weiss temperature (TCW ∼ 185(±1) K) obtained from our least square fitting
data on high-temperature lattice spin susceptibility χcDMFT(q, T ) at q = 0.

CHAPTER 7
Summary
7.1 Summary
In this thesis, we study the nature of the magnetism in strongly correlated real materials. To this
end, we calculate the lattice magnetic susceptibility using the LDA+DMFT and LDA+cDMFT
approaches. We employ the Hirsch-Fye quantum Monte-Carlo method as an impurity solver.
Within the LDA+(c)DMFT approach, we compute the lattice susceptibility using the local-vertex
approximation; in the first part of the thesis, we extend our general LDA+(c)DMFT code to
compute the local (cluster) susceptibility. In oder to extract the local (cluster) susceptibility
from the Hirsch-Fye QMC block, we introduce a new approach to calculate the Fourier transform
of the Green’s function inside the QMC. To speed up the code, we use the symmetry properties
of the local susceptibility and Green’s function. In the second part of the thesis, we implement
our algorithm to compute the super-cell susceptibility. The implementation is general and can
be used for multi-bands and multi-sites systems. To speed up our code, we parallelize it and
successfully run it on the Jülich super computers (Blue Gene) and on the RWTH Aachen cluster.
As represenative application, we investigate the nature of magnetic interactions in two Vana-
dium oxides, VOMoO4 and Li2VOSiO4. These systems are Mott insulators and are considered as
a realization of the square lattice quantum Heisenberg model. In the absence of experimental
values for the gap, we scan the Coulomb interaction U from 1 to 5 eV. The largest value U ∼ 5
eV is a typical value for Vanadium oxides. We find that the vertex contribution is crucial to
describe the magnetic properties of VOMoO4 and Li2VOSiO4. Hereby, for U = 5 eV, we ob-
tain a Curie-Weiss temperature in agreement with the NMR experiments. For this value of the
Coulomb interaction, we find very well defined local magnetic moments and tiny charge fluctu-
ations in both materials. Within a single layer, we find that VOMoO4 has antiferromagnetic and
Li2VOSiO4 has collinear order. This is in line with neutron diffraction experiments. Moreover,
we observe that both materials should be three dimensionally ordered; along the z-direction,
VOMoO4 should be ferromagnetically and Li2VOSiO4 antiferromagnetically ordered. We find
that, however, the coupling between neighboring layers is very small in Li2VOSiO4, which can
be indeed considered as a prototype of a square lattice AFM quantum Heisenberg system. We
also extract the effective magnetic exchange coupling constants from the magnetic susceptibility
by both LDA+DMFT and LDA+mean field approaches. Our results prove that i) both VOMoO4
and Li2VOSiO4 are in the weak frustration regime, in agreement with neutron diffraction exper-
iments, ii) local correlation pushes Li2VOSiO4 towards the frustration regime while it slightly
changes the frustration degree in VOMoO4. Furthermore, we find that non-local effects affect
little the super-exchange magnetic couplings. Hence the weak frustration picture is still valid
for both materials.

APPENDIX A
Appendix
A.1 Derivation of the general form of the susceptibility
To derive Eqs. (4.17) and (4.18), first we need to calculate Fourier transform of the operator
Oˆ(Ri, τ1) in Eq. (4.15).
Oˆ(q, τ1) =
∑
λµ
∑
κλκµ
∑
σ
∑
j
vσj;λκλ,µκµe
iq.Rj
1
Nk
∑
k
eik.Rjc†k,λκλσ(τ1)
1
Nk
∑
k
e−ik.Rjck,µκµσ(τ1)
=
1
N2k
∑
kk′
∑
λµ
∑
κλκµ
∑
σ
∑
j
vσj;λκλ,µκµe
i(k+q).Rje−ik
′.Rj c†k,λκλσ(τ1)ck′,µκµσ(τ1)
=
1
Nk
∑
k
∑
λµ
∑
κλκµ
∑
σ
vσkk+q;λκλ,µκµ c
†
k,λκλσ
(τ1)ck+q,µκµσ(τ1), (A.1)
where we used
ci =
1
Nk
∑
k
eik.Rick; c
†
i =
1
Nk
∑
k
e−ik.Ric†k. (A.2)
The transformation of the creator and annihilator operators from imaginary time to Matsubara
space is also needed which is given by
c(νn) =
∫ β
0
dτ eiνnτ c(τ); c(τ) =
1
β
+∞∑
n=−∞
e−iνnτ c(νn),
c†(νn) =
∫ β
0
dτ e−iνnτ c†(τ); c†(τ) =
1
β
+∞∑
n=−∞
eiνnτ c†(νn).
Now we substitute Oˆ(q, τ1) in the general definition of the susceptibility in Eq. (4.14) and we
use c(νn) and c†(νn) to obtain Eqs. (4.17) and (4.18) as follows.
χ(q, ωm) =
1
N2k
∑
kk′
∑
λµ
γδ
∑
κλκµ
κγκδ
∑
σσ′
vσkk+q;λκλ,µκµv
σ′
k′+qk′;γκγ ,δκδ
∫ β
0
dτ1
∫ β
0
dτ2 e
iωm(τ1−τ2)
×
{〈
T c†k,λκλσ(τ1)ck+q,µκµσ(τ1)c
†
k′+q,γκγσ′(τ2)ck′,δκδσ′(τ2)
〉
−
〈
c†k,λκλσ(τ1)ck+q,µκµσ(τ1)
〉〈
c†k′+q,γκγσ′(τ2)ck′,δκδσ′(τ2)
〉}
. (A.3)
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Since mathematical calculation for the first and second term is identical, for the sake of simplic-
ity, we skip the second term in the following proof.
χ(q, ωm) =
1
N2k
∑
kk′
∑
λµ
γδ
∑
κλκµ
κγκδ
∑
σσ′
vσkk+q;λκλ,µκµv
σ′
k′+qk′;γκγ ,δκδ
∫ β
0
dτ1
∫ β
0
dτ2 e
iωm(τ1−τ2)
×
{〈
1
β
+∞∑
n1=−∞
eiνnτ1c†k,λκλσ(νn1)
1
β
+∞∑
n′1=−∞
e
−iνn′1τ1ck+q,µκµσ(νn′1)
1
β
+∞∑
n2=−∞
eiνn2τ2c†k′+q,γκγσ′(νn2)
1
β
+∞∑
n′2=−∞
e
−iνn′2τ2ck′,δκδσ′(νn′2)
〉
− 2nd term.
}
=
1
N2k
∑
kk′
∑
λµ
γδ
∑
κλκµ
κγκδ
∑
σσ′
vσkk+q;λκλ,µκµv
σ′
k′+qk′;γκγ ,δκδ
1
β4
∫ β
0
dτ1
∫ β
0
dτ2
×
∑
n1n′1
e
i(ωm+νn1−νn′1 )τ1
∑
n2n′2
e
i(−ωm−νn2+νn′2 )τ2
×
{〈
c†k,λκλσ(νn1)ck+q,µκµσ(νn′1)c
†
k′+q,γκγσ′(νn2)ck′,δκδσ′(νn′2)
〉
− 2nd term.
}
,
in which
∫ β
0
dτ ei(ωm+νn−νn′ )τ = β δνn′ ,νn+ωm ; for ωm + νn − νn′ which is bosonic.
Thus we have
χ(q, ωm) =
1
N2k
∑
kk′
∑
λµ
γδ
∑
κλκµ
κγκδ
∑
σσ′
vσkk+q;λκλ,µκµv
σ′
k′+qk′;γκγ ,δκδ
1
β2
∑
n1n2
×
{〈
c†k,λκλσ(νn1)ck+q,µκµσ(νn1 + ωm)c
†
k′+q,γκγσ′(νn2 + ωm)ck′,δκδσ′(νn2)
〉
−
〈
c†k,λκλσ(νn1)ck+q,µκµσ(νn1 + ωm)
〉〈
c†k′+q,γκγσ′(νn2 + ωm)ck′,δκδσ′(νn2)
〉}
.
(A.4)
Notice that the one-particle correlation function in Eq. (4.18) is actually the one-particle
Green’s function which is given by
Gσij(k, νn; k′, νn′) = −
∫ β
0
dτ eiνnτ
∫ β
0
dτ ′ e−iνn′τ
′〈T ck,iσ(τ)c†k′,jσ(τ ′)〉
= −
〈
ck,iσ(νn)c
†
k′,jσ(νn′)
〉
. (A.5)
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A.2 Derivation of the general form of the non-interacting suscepti-
bility
For non-interacting case, we can use Wick’s theorem to decouple the two-particle correlation
function C in Eq. (A.3).
C =
〈
c†k,λκλσ(νn1)ck+q,µκµσ(νn1 + ωm)c
†
k′+q,γκγσ′(νn2 + ωm)ck′,δκδσ′(νn2)
〉
−
〈
c†k,λκλσ(νn1)ck+q,µκµσ(νn1 + ωm)
〉〈
c†k′+q,γκγσ′(νn2 + ωm)ck′,δκδσ′(νn2)
〉
≈ −
〈
ck′,δκδσ′(νn2)c
†
k,λκλσ
(νn1)
〉〈
ck+q,µκµσ(νn1 + ωm)c
†
k′+q,γκγσ′(νn2 + ωm)
〉
. (A.6)
Since for a system with time and translational invariance Gσ(Ri,Rj, τ, τ ′) = Gσ(Ri−Rj, τ − τ ′)
we have
Gσij(k, νn; k′, νn′) = −
〈
ck,iσ(νn)c
†
k′,jσ(νn′)
〉
=
∫ β
0
dτ eiνnτ
∫ β
0
dτ ′ e−iνn′τ
′∑
ij
ei(k.Ri−k
′.Rj)Gσ(Ri,Rj, τ, τ ′)
=
∫ β
0
dτ eiνnτ
∫ β
0
dτ ′ e−iνn′τ
′∑
ij
ei(k.Ri−k
′.Rj)Gσ(Ri −Rj, τ − τ ′)
=
∫ β
0
dτ eiνnτ
∫ β
0
dτ ′ e−iνn′τ
′∑
ij
ei(k.Ri−k
′.Rj)
×
{
1
Nk
∑
k
e−ip.(Ri−Rj)
1
β
∑
p
e−iνp(τ−τ
′)Gσij(p, νp)
}
= Nkδkk′βδnn′ Gσij(k, νn), (A.7)
for the non-interacting susceptibility we can obtain
χ0(q, ωm) = − 1
N2k
∑
kk′
∑
λµ
γδ
∑
κλκµ
κγκδ
∑
σσ′
vσkk+q;λκλ,µκµv
σ′
k′+qk′;γκγ ,δκδ
1
β2
∑
n1n2
×
〈
ck′,δκδσ′(νn2 + ωm)c
†
k,λκλσ
(νn1)
〉〈
ck+q,µκµσ(νn1 + ωm)c
†
k′+q,γκγσ′(νn2)
〉
= − 1
N2k
∑
kk′
∑
λµ
γδ
∑
κλκµ
κγκδ
∑
σσ′
1
β2
∑
nn′
vσkk+q;λκλ,µκµv
σ′
k′+qk′;γκγ ,δκδ
×β2N2k δσσ′δnn′δkk′ Gσ
′
δκδ,λκλ
(k, νn)Gσµκµ,γκγ (k + q, νn + ωm). (A.8)
A.3 Derivation of the Bethe-Salpeter equation for paramagnetic sys-
tems
Each matrix in the general form of the Bethe-Salpeter equation introduced in Eq. (4.27) de-
pends on momentums k and k′, Matsubara frequencies νn and νn′ , orbitals i, j, k and l, sites
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κi, κj , κk, and κl and spins σ and σ′. Therefore, every matrix in Eq. (4.27) hasN2kN
2
νN
4
ON
4
SN
2
spin
elements1.
In case of the paramagnetic systems, it is possible to trace over spins in Eq. (4.27) in order
to decrease the matrix size (4 times smaller) and computational running time.
In the following, we show how we can derive the Bethe-Salpeter equation for the spin
susceptibility (Eq. 4.47) which is used in LDA+DMFT method so that the trace over spins were
already done. For a fixed orbitals i, j, k, l, sites κi, κj , κk, κl, Matsubara frequencies νn, νn′ , ωm
and momentum q, we can rewrite the Bethe-Salpeter equation as follows.[
χ
]
=
[
χ0
]
+
[
χ0
][
Γ
][
χ
]
, (A.9)
where [
χ
]
=
(
χ↑↑ χ↑↓
χ↓↑ χ↓↓
)
,
[
χ0
]
=
(
χ0,↑↑ 0
0 χ0,↓↓
)
,
[
Γ
]
=
(
Γ↑↑ Γ↑↓
Γ↓↑ Γ↓↓
)
. (A.10)
From this relation we can easily obtain
χ↑↑ = χ0,↑↑
(
1 + Γ↑↑χ↑↑ + Γ↑↓χ↓↑
)
, (A.11)
χ↑↓ = χ0,↑↑
(
0 + Γ↑↑χ↑↓ + Γ↑↓χ↓↓
)
, (A.12)
χ↓↑ = χ0,↓↓
(
0 + Γ↓↑χ↑↑ + Γ↓↓χ↓↑
)
, (A.13)
χ↓↓ = χ0,↓↓
(
1 + Γ↓↓χ↓↓ + Γ↓↑χ↑↓
)
. (A.14)
Due to properties of the paramagnetic systems wherein
χ↑↑ = χ↓↓, χ↑↓ = χ↓↑, (A.15)
Γ↑↑ = Γ↓↓, Γ↑↓ = Γ↓↑, (A.16)
we can derive the spin susceptibility by
χzz =
1
4
∑
σσ′
σσ′χσσ
′
=
1
4
(
χ↑↑ − χ↑↓ − χ↓↑ + χ↓↓
)
=
1
2
(
χ↑↑ − χ↑↓
)
=
1
2
(
χ0,↑↑
{
1 + Γ↑↑
[
χ↑↑ − χ↑↓
]
+ Γ↑↓
[
χ↓↑ − χ↓↓
]})
=
1
2
χ0,↑↑ +
1
2
χ0,↑↑
(
Γ↑↑ − Γ↑↓
)(
χ↑↑ − χ↑↓
)
= χ0,zz + 4 χ0,zz Γzz χzz. (A.17)
In LDA+DMFT approach, the lattice and local vertex function are obtained by
Γzz(q, ωm) =
1
4
[
χ0,zz(q, ωm)
]−1 − 1
4
[
χzz(q, ωm)
]−1
, (A.18)
Γzzloc(ωm) =
1
4
[
χ0,zz
loc (ωm)
]−1 − 1
4
[
χzz
loc(ωm)
]−1
, (A.19)
1 In LDA+DMFT approach for a simple system with two orbitals, two atomic sites at high temperature β ∼ 30,
we consider Nν ∼ 140. Thus, we are dealing with huge matrices with ∼ 107 elements.
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Within the local vertex approximation Γzz(q, ωm) ≈ Γzzloc(ωm) and considering Eq. (A.18) and
Eq. (A.19), we can obtain
1
4
[
χ0,zz(q, ωm)
]−1 − 1
4
[
χzz(q, ωm)
]−1
=
1
4
[
χ0,zz
loc (ωm)
]−1 − 1
4
[
χzz
loc(ωm)
]−1
⇒
[
χzz(q, ωm)
]−1
=
[
χ0,zz(q, ωm)
]−1 − [χ0,zzloc (ωm)]−1 + [χzzloc(ωm)]−1. (A.20)
Similar argument can be done to derive the Bethe-Salpeter equation (4.65) for the q-
dependent charge susceptibility in paramagnetic systems.

APPENDIX B
Appendix
B.1 Derivation of the limq→0 χ0,zz(q, ω0) for a one band system
with two sites per unit cell
An effective Hamiltonian with one orbital and two atomic sites per unit cell can be used to de-
scribe some real materials like Vanadate compounds VOMoO4 and Li2VOSiO4. In this appendix,
we derive the static ω = 0, uniform q = 0 non-interacting spin susceptibility χ0,zz(0, ω0) in
terms of the Fermi-Dirac distribution function nF . We use two different approaches to derive it.
In the first approach, we calculate the static uniform magnetic susceptibility using the magneti-
zation of the system created by small uniform external magnetic field. In the second approach,
we use directly the non-interacting relation for the χ0,zz(q, ωm) and calculate it in the limit of
q→ 0 and ωm = 0.
B.1.1 Derivation of limq→0 χ0,zz(q, ω0) using the magnetization
In presence of small magnetic field h = hzˆ, system is magnetized along the z-direction so that
the magnetization is obtained by
M =
∑
αi,αj
δαi,αjMαiαj , (B.1)
where,
Mαi,αj = 〈Mˆαiαj 〉 = −gµB〈Sˆαiαj 〉, (B.2)
αi = iκiσ (αj = jκjσ) is collective indices of orbital i (j), atomic site κi (κj) and spin σi (σj)
so that σi = σj ≡ σ. In this relation, the spin operator in z-direction is defined as
Sˆαiαj =
1
2
∑
σ
σc†αicαj . (B.3)
Using the definition of one particle Green’s function, we can rewrite the magnetization relation
in terms of the Green’s function as follows.
Mαiαj = −
1
2
(gµB)
∑
σ
σ
〈
T c†αi(τ = 0+)cαj
〉
=
1
2
(gµB)
∑
σ
σ Gαjαi(τ = 0−)
=
1
2
(gµB)
1
β
+∞∑
n=−∞
eiνn0
+ 1
Nk
∑
k
∑
σ
σ Gαjαi(k, νn). (B.4)
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In this relation, the Green’s function is given by
Gαiαj (k, νn) =
(
1
[iνn + 1/2(gµB)hσ]⊗ 1−H(k)− Σ(k, νn)
)
αiαj
, (B.5)
where 1 is the identity matrix. Considering this relation, we are able to calculate the static
uniform susceptibility per site by
χ0(0, 0) =
1
NS
∑
αi,αj
δαi,αj
∂Mαiαj
∂h
∣∣∣∣∣
h→0
. (B.6)
For a system with two atomic sites, κi = 1, 2, and one band i = 1, in the absence of the
Coulomb interaction U = 0, the magnetization is a 2× 2 matrix that can be obtained as follows.
M =
1
2
(gµB)
1
β
∞∑
n=−∞
eiνn0
+ 1
Nk
∑
k
∑
σ
σ
×
(
iνn −H11(k) + 1/2(gµB)hσ −H12(k)
−H21(k) iνn −H22(k) + 1/2(gµB)hσ
)−1
. (B.7)
Since the Hamiltonian is Hermitian, H12(k) = H∗21(k). Furthermore, we consider that two
atomic sites in the unit cell are equivalent so that H11(k) = H22(k). Using this relation, we are
able to derive the onsite magnetization by
M11 =
1
2
(gµB)
1
β
∞∑
n=−∞
eiνn0
+ 1
Nk
∑
k
∑
σ
σ
iνn −H11(k) + 1/(gµB)hσ
(iνn −H11(k) + 1/2(gµB)hσ)2 − |H12(k)|2 . (B.8)
To continue the calculation, we must notice that |H12(k)|2 is a real value. For this reason with
using complex algebra, we can rewrite this term by
|H12(k)|2 = H ′122 +H ′′122 ≡ R2(k), (B.9)
where H ′12(k) ≡ <e[H12(k)] and H ′′12(k) ≡ =m[H12(k)]. In the following, for the sake of
simplicity, we define ε+k ≡ H11(k) +R(k) and ε−k ≡ H11(k)−R(k).
M11 =
1
2
(gµB)
1
β
∞∑
n=−∞
eiνn0
+ 1
Nk
∑
k
∑
σ
σ
iνn −H11(k) + 1/2(gµB)hσ
(iνn −H11(k) + 1/2(gµB)hσ)2 −R2(k)
=
1
2
(gµB)
1
β
∞∑
n=−∞
eiνn0
+ 1
Nk
∑
k
∑
σ
σ
1
2
×
{
1
iνn − ε+k + 1/2(gµB)hσ
+
1
iνn − ε−k + 1/2(gµB)hσ
}
=
1
2
(gµB)
1
Nk
∑
k
∑
σ
σ
1
2
{
nF (ε
+
k − 1/2(gµB)hσ) + nF (ε−k − 1/2(gµB)hσ)
}
=
1
2
(gµB)
1
Nk
∑
k
∑
σ
σ
1
2
{
nF (ε
+
k ) + nF (ε
−
k )− 1/2(gµB)hσ
(
∂nF (ε
+
k )
∂ε+k
+
∂nF (ε
−
k )
∂ε−k
)}
= − 1
Nk
∑
k
1
4
(gµB)
2h
(
∂nF (ε
+
k )
∂ε+k
+
∂nF (ε
−
k )
∂ε−k
)
, (B.10)
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wherein nF is the Fermi-Dirac distribution function and we used
∑
σ σ
2 = 2 and
∑
σ σ = 0.
Similar calculation can be done for M12 if H12(k) 6= 0 (otherwise M12 = 0).
M12 =
1
2
(gµB)
1
β
∞∑
n=−∞
eiνn0
+ 1
Nk
∑
k
∑
σ
σ
H12(k)
(iνn −H11(k) + 1/2(gµB)hσ)2 −R2(k)
=
1
2
(gµB)
1
β
∞∑
n=−∞
eiνn0
+ 1
Nk
∑
k
∑
σ
σ
R(k) exp
(
i
H′′12
H′12
)
(iνn −H11(k) + 1/2(gµB)hσ)2 −R2(k)
=
1
2
(gµB)
1
β
∞∑
n=−∞
eiνn0
+ 1
Nk
∑
k
∑
σ
σ
2
exp
(
i
H ′′12
H ′12
)
×
{
1
iνn − ε+k + 1/2(gµB)hσ
− 1
iνn − ε−k + 1/2(gµB)hσ
}
=
1
2
(gµB)
1
β
∞∑
n=−∞
eiνn0
+ 1
Nk
∑
k
∑
σ
σ
2
exp
(
i
H ′′12
H ′12
)
×
{
nF (ε
+
k − 1/2(gµB)hσ)− nF (ε−k − 1/2(gµB)hσ)
}
= − 1
Nk
∑
k
1
4
(gµB)
2h exp
(
i
H ′′12
H ′12
)(
∂nF (ε
+
k )
∂ε+k
− ∂nF (ε
−
k )
∂ε−k
)
. (B.11)
Therefore, the magnetization matrix is
M = − 1
Nk
∑
k
1
4
(gµB)
2h
×
 ∂nF (ε+k )∂ε+k + ∂nF (ε−k )∂ε−k exp
(
i
H′′12
H′12
)(
∂nF (ε
+
k )
∂ε+k
− ∂nF (ε
−
k )
∂ε−k
)
exp
(
i
H′′21
H′21
)(
∂nF (ε
+
k )
∂ε+k
− ∂nF (ε
−
k )
∂ε−k
)
∂nF (ε
+
k )
∂ε+k
+
∂nF (ε
−
k )
∂ε−k
 . (B.12)
According to Eq. (B.6), the static uniform magnetic response for non-interacting system is
given by
χ(0, 0) = − 1
NS
1
4
(gµB)
2 1
Nk
∑
k
2
(
∂nF (ε
+
k )
∂ε+k
+
∂nF (ε
−
k )
∂ε−k
)
= −1
4
(gµB)
2 1
Nk
∑
k
(
∂nF (ε
+
k )
∂ε+k
+
∂nF (ε
−
k )
∂ε−k
)
. (B.13)
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B.1.2 Derivation of limq→0 χ0,zz(q, ω0) using Matsubara summations
Based on Eqs. (4.19) and (4.46), the bare lattice spin susceptibility in non-interacting systems
is given by
χ0,zz(q, ωm) =
1
NS
1
β
∞∑
n=−∞
1
Nk
∑
k
∑
αiαj
1
2
(gµB)δαi,αj
∑
αkαk
1
2
(gµB)δαk,αl
× [−δσσ′Gαlαi(k, νn)Gαjαk(k + q, νn + ωm)]
= −1
4
(gµB)
2 1
NS
1
β
∞∑
n=−∞
1
Nk
∑
k
∑
αiαj
∑
αkαk
δαi,αjδαk,αlδσσ′
×Gαlαi(k, νn)Gαjαk(k + q, νn + ωm), (B.14)
where, αi is the collective indices of orbital i, atomic sites κi, spins σ so that we take into
account σ1 = σ2 ≡ σ and σ3 = σ4 ≡ σ′. Since the considered system has two atomic sites per
unit cell NS = 2 and each atom has one oribtal NO = 1, the Green’s function Gαiαj is a 2 × 2
matrix for a given spin σ, Matsubara frequency iνn and momentum k.[
G(k, νn)
]
=
(
iνn −H11(k) −H12(k)
−H21(k) iνn −H22(k)
)−1
, (B.15)
Notice that in paramagnetic systems, G↑ = G↓, we drop the spin indices in this relation. There-
fore, the non-interacting spin susceptibility is the trace of a 2× 2 matrix given by
χ0,zz(q, ωm) = −1
4
(gµB)
2 1
NS
1
β
∞∑
n=−∞
1
Nk
∑
k
2
(
L11 + L22
)
,
= −1
4
(gµB)
2 1
β
∞∑
n=−∞
1
Nk
∑
k
(
L11 + L22
)
, (B.16)
where the pre-factor 2 comes from
∑
σ and
L11 =
(
iνn −H11(k)
)(
iνn + iωm −H11(k + q)
)
+H12(k)H21(k + q)(
(iνn −H11(k))2 −R(k)2
)(
(iνn + iωm −H11(k + q))2 −R(k + q)2
) ,
L22 =
(
iνn −H11(k)
)(
iνn + iωm −H11(k + q)
)
+H21(k)H12(k + q)(
(iνn −H11(k))2 −R(k)2
)(
(iνn + iωm −H11(k + q))2 −R(k + q)2
) .
In oder to obtain L1 and L2, we supposed that the two atomic sites in the unit cell are equivalent,
thus H11 = H22.
In the limit of q→ 0, we can easily obtain that
lim
q→0
L11 = lim
q→0
L22,
lim
q→0
(
H12(k)H21(k + q)
)
≈ |H12(k)|2 = R(k)2,
lim
q→0
(
R(k)R(k + q)
)
≈ R(k)2,
lim
q→0
(
H12(k)H21(k + q)
)
≈ lim
q→0
(
R(k)R(k + q)
)
. (B.17)
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Therefore, with considering
ε±k = H11(k)±R(k), (B.18)
the static uniform non-interacting spin susceptibility can be calculated as follows.
χ0,zz(0, 0) = −1
4
(gµB)
2 1
Nk
∑
k
1
β
∞∑
n=−∞
lim
q→0
lim
iωm→0
×
{
1(
iνn − ε+k
)(
iνn + iωm − ε+k+q
) + 1(
iνn − ε−k
)(
iνn + iωm − ε−k+q
)}
= −1
4
(gµB)
2 1
Nk
∑
k
lim
q→0
lim
iωm→0
×
{
nF (ε
+
k )− nF (ε+k+q − iωm)
iωm + ε
+
k − ε+k+q
+
nF (ε
−
k )− nF (ε−k+q − iωm)
iωm + ε
−
k − ε−k+q
}
= −1
4
(gµB)
2 1
Nk
∑
k
{
∂nF (ε
+
k )
∂ε+k
+
∂nF (ε
−
k )
∂ε−k
}
, (B.19)
which is the same as Eq. (B.13) obtained by the other approach.

APPENDIX C
Appendix
C.1 Matsubara summation
Summations over Matsubara frequencies often occur in condensed matter physics. For instance,
the summation over fermionic frequencies of the Green’s function
G = 1
β
∑
n
G(νn), νn = (2n+ 1)pi/β,
or bare-susceptibility
χ0(ωm) = − 1
β
∑
n
G(νn)G(νn + ωm), ωm = 2mpi/β,
or even more
G(τ) = 1
β
∑
n
e−iνnτG(iνn), (C.1)
which can be used to obtain the Green’s function in imaginary time space and
S(τ → 0+) = 1
β
∑
n
eiνnτG(iνn)
∣∣∣∣
τ→0+
, (C.2)
where it appears in (loop) Feynman diagrams.
In more general case we often deal with summations like
S =
1
β
∑
n
G(ipn); pn =
{
νn = (2n+ 1)pi/β Fermionic
ωn = 2npi/β Bosonic
, (C.3)
where G(z) is a complex function that may have poles at z = zj . To calculate Eq. (C.3), the
trick is to rewrite this summation in terms of the integral over the complex variables to use the
residue theory. For this purpose, we consider a complex auxiliary pole-generating function f(z)
where f(z) has poles on the imaginary axis at z = ipn. In principle, any complex function with
poles z = ipn can be used. Therefore, the contour integral in which G(z) dose not have any
singularities and encloses only one of z = ipn points is∮
dz f(z)G(z) = 2pii Res
[
f(z)G(ipn)
]
z=ipn
(C.4)
Now, if we consider contour C, so that it surrounds all the points z = ipn on the imaginary axis
while the G(z) is analytic (See Fig. C.1), we have
1
2pii
∫
C
f(z)G(z) =
∑
n
Res
[
f(z)G(z)
]
z=ipn
. (C.5)
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Figure C.1: The integration contour for calculating the Matsubara summation if G(z) does not
have poles on the imaginary axis.
If the integrand |f(z)G(z)| decays faster than 1/z when z → ∞, we can consider an infinite
circle contour, C∞, that covers the entire complex plane so that the poles of the G(z) at z = zj are
excluded as shown in Fig. C.2. Such a contour gives us the contribution from poles of f(z) at
z = ipn and G(z) at z = zj . Furthermore, due to the fast decays of the integrand, the contour
integral itself is zero and we have
1
2pii
∫
C∞
dzf(z)G(z) =
∑
n
Res
[
f(z)G(z)
]
z=ipn
+
∑
j
Res
[
G(z)
]
z=zj
f(zj)
= 0.
Thus we have ∑
n
Res
[
f(z)G(z)
]
z=ipn
= −
∑
j
Res
[
G(z)
]
z=zj
f(zj). (C.6)
To find an appropriate f(z) which produces poles on Fermionic frequencies iνn, we have to
consider that the integrand |f(z)G(z)| must decay faster than 1/z. For the cases
G(z) = h(z)e+τz; τ > 0, (C.7)
and
G(z) = h(z)e−τz; τ > 0 (C.8)
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Figure C.2: The integration contour in which the poles of the G(z) at z = zj are excluded.
where h(z) can be e.g. a green’s function G(z) = 1/(z − E), we can choose
f(z) =
1
1 + eβz
= nF (z) (C.9)
and
f(z) = − 1
1 + e−βz
= −nF (−z) = (nF (z)− 1), (C.10)
respectively. Because in one hand the f(z) has poles at z = iνn
Res
[
nF (z)
]
z=iνn
=
[
z − iνn
eβz + 1
]
z=iνn
=
[
1
βeβz
]
z=iνn
= − 1
β
, (C.11)
Res
[
(nF (z)− 1)
]
z=iνn
= −
[
z − iνn
e−βz + 1
]
z=iνn
= −
[
1
βe−βz
]
z=iνn
=
1
β
(C.12)
and on the other hand the integrand decays faster that 1/z
eτznF (z) =
eτz
1 + eβz
∝
{
e(τ−β)<e[z] → 0 for <e[z] > 0
eτ<e[z] → 0 for <e[z] < 0 , (C.13)
and
e−τznF (−z) = e
−τz
1 + e−βz
∝
{
e−τ<e[z] → 0 for <e[z] > 0
e(β−τ)<e[z] → 0 for <e[z] < 0 . (C.14)
164 Appendix C. Appendix
Figure C.3: For a function with known branch cuts, the contour C = C1 + C2 is considered to
perform Matsubara sum. Such a function is analytic in the whole plane except on the branch
cut z = ε. At |z| → ∞, the contribution of the circular path is zero and only the path along the
branch cut remains.
Therefore, for the Matsubara summation we have
1
β
∑
n
G(iνn) =
1
β
∑
n
h(iνn)e
iνnτ =
∑
j
Res
[
h(z)
]
z=zj
nF (zj)e
τzj , (C.15)
1
β
∑
n
G(iνn) =
1
β
∑
n
h(iνn)e
−iνnτ =
∑
j
Res
[
h(z)
]
z=zj
(nF (zj)− 1)e−τzj , (C.16)
where zj are poles of the complex function h(z) and τ > 0. Similarly, for the bosonic Matsubara
summation, we can obtain
1
β
∑
n
G(iωn) =
1
β
∑
n
h(iωn)e
iωnτ = −
∑
j
Res
[
h(z)
]
z=zj
nB(zj)e
τzj , (C.17)
1
β
∑
n
G(iωn) =
1
β
∑
n
h(iωn)e
−iωnτ = −
∑
j
Res
[
h(z)
]
z=zj
(nB(zj) + 1)e
−τzj . (C.18)
In some cases where the function G(z) in Eq. (C.3) has branch cuts, we should deform the
contour to avoid the branch cuts as shown in Fig. (C.3). This contour includes all z = ipn points
and no singularities of the G. This situation happens e.g. for the Green’s function in presence
of interaction, where we do not know the poles of the Green’s function. But we obviously know
that the Green’s function is an analytic function for z not on the real axis [56]. Therefore, we
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can calculate the summation (C.3) by using Eqs. (C.15) and (C.17) as follows.
1
β
∑
n
G(iνn) = − 1
2pii
∫
C1+C2
dz nF (z)G(z)
= − 1
2pii
∫ +∞
−∞
dε nF (ε)
[
G(ε+ iη)−G(ε− iη)], (C.19)
and similarly
1
β
∑
n
G(iωn) =
1
2pii
∫ +∞
−∞
dε nB(ε)
[
G(ε+ iη)−G(ε− iη)]. (C.20)
C.2 Frequently used Matsubara summations
In the following Matsubara summation we assign that
nξ(E) =
{
nF (E) if ξ = +1
nB(E) if ξ = −1
.
1. G(z) = (z − E)−1
1
β
∑
n
G(ipn)e
−ipnτ = −eE(β−τ)nξ(E) τ > 0, (C.21)
1
β
∑
n
G(ipn)e
ipnτ = ξeτEnξ(E) τ > 0. (C.22)
From this relation, we immediately conclude that
• Green’s function at τ → 0−
G(τ = 0−) = 1
β
∑
ipn
eipn0
+
ipn − E =
{
nF (E) for Fermions
−nB(E) for Bosons
, (C.23)
• Green’s function at τ → 0+
G(τ = 0+) = 1
β
∑
ipn
eipn0
−
ipn − E =
{
−(1− nF (E)) for Fermions
−(1 + nB(E)) for Bosons
, (C.24)
2. G(z) = (z − E)−2
1
β
∑
n
G(ipn)e
−ipnτ = eE(β−τ)nξ(E)(τ + ξβnξ(E)) τ > 0, (C.25)
1
β
∑
n
G(ipn)e
ipnτ = eτEnξ(E)(ξτ − βeβEnξ(E)) τ > 0. (C.26)
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3. G(z) = (z − E1)−1(z − E2)−1
1
β
∑
n
G(ipn)e
−ipnτ =
−1
E1 − E2
[
eE1(β−τ)nξ(E1)− eE2(β−τ)nξ(E2)
]
τ > 0,
(C.27)
1
β
∑
n
G(ipn)e
ipnτ =
ξ
E1 − E2
[
eτE1nξ(E1)− eτE2nξ(E2)
]
τ > 0. (C.28)
APPENDIX D
Appendix
D.1 Legendre polynomial function Pl(x)
The Legendre polynomials Pl(x) (l = 0, 1, 2, ..) can be defined by the formula of Rodrigues [84]:
P0(x) = 1, Pl(x) =
1
2ll!
dl
dxl
(x2 − 1)l (l = 1, 2, 3, ...) (D.1)
Thus
P1(x) = x,
P2(x) =
3
2
x2 − 1
2
,
P3(x) =
5
2
x3 − 3
2
x, ... . (D.2)
Figure D.1: Pl(x) for different values of l = 0, ..., 4.
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1. Explicit expression for Pl(x):
Pl(x) =
1
2l
bl/2c∑
k=0
(−1)k(2l − 2k)!
k!(l − k)!(l − 2k)!x
l−2k, (D.3)
in which bl/2c is integer part of l/2.
2. From the definition of Legendre function, it can be inferred that Pl(x) is an odd or even
function according to whether l is odd or even. Therefore, we have the following relations
for Pl(x) (l = 1, 2, 3, ..).
Pl(x) = xPl−1(x) +
x2 − 1
l
P ′l−1(x), (D.4)
P ′l (x) = xP
′
l−1(x) + lPl−1(x). (D.5)
3. The Legendre polynomial Pl(x) satisfies these relations:
• P ′l+1(x)− P ′l−1(x) = (2l + 1)Pl(x) (l ≥ 1),
• ddx [(1− x2)P ′l (x)] + l(l + 1)Pl(x) = 0,
• Pl+1(x) = (2l+1)xPl(x)−lPl−1(x)l+1 (l ≥ 1),
• Pl(1) = 1, Pl(−1) = (−1)l, Pl(−x) = (−1)lPl(x),
• 1−x2
l2
P ′2l (x) + P
2
l (x) =
1−x2
l2
P ′2l−1(x) + P
2
l−1(x),
• 1−x2
l2
P ′2l (x) + P
2
l (x) ≤ 1 (n ≥ 1, |x| ≤ 1),
• |Pl(x)| ≤ 1 (|x| ≤ 1),
• xn can be expressed as a linear combination of P0(x), ..., Pl(x).
1 = P0(x),
x = P1(x),
x2 =
1
3
(2P2(x) + P0(x)),
x3 =
1
5
(2P3(x) + 3P1(x)), ... . (D.6)
4. Legendre polynomial function Pl(x) (l = 0, 1, 2, ...) is orthogonal.∫ 1
−1
dxPl(x)Pl′(x) =
2δll′
2l + 1
(D.7)
Accordingly, we can expand an arbitrary function f(x) which is continuous for−1 ≤ x ≤ 1
with respect to Legendre polynomial funciton Pl(x).
f(x) =
∞∑
l=0
clPl(x). (D.8)
Here cl can be obtained by using orthogonality condition.
cl =
2l + 1
2
∫ 1
−1
f(x)Pl(x)dx. (D.9)
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5. If f(x) is very smooth for x ∈ [−1, 1], then the Legendre series of f(x) converges uniformly
to f(x) for x ∈ [−1, 1].
|clPl(x)| ≤ const. (2l − 3)−
3
2 (l ≥ 2) (D.10)
6. The Fourier Transform of Legendre polynomial can be written in terms of spherical Bessel
functions jl(x): ∫ 1
−1
eiαxPl(x)dx = i
l
√
2pi
α
Jl+ 1
2
(α)
= 2iljl(α) (D.11)
Here, J is Bessel function and jl(α) =
√
2pi
α Jl+ 12
(α) denotes the spherical Bessel functions
which is explicitly expressed by the following relation:
jl(x) = x
−1
{
sin
(
x− pil
2
) b l2 c∑
k=0
(−1)k (l + 2k)!(2x)
−2k
(2k)!(l − 2k)!
+ cos
(
x− pil
2
) b l−12 c∑
k=0
(−1)k (l + 2k + 1)!(2x)
−2k−1
(2k + 1)!(l − 2k − 1)!
}
. (D.12)
These properties of Legendre functions would be enough to reexpress single and two-
particle Green’s functions in Legendre representation.
D.2 Digamma Ψ(x) and Polygamma Ψ(n)(x) function
The Ψ-function or digamma function [84] is defined as
Ψ(x) =
d
dx
[ln Γ(z)] =
Γ′(x)
Γ(x)
, (D.13)
in which the Gamma-function is given by
Γ(x) =
∫ 1
0
[
ln
(
1
t
)]x−1
dt. (D.14)
The Ψ-function has infinite values for x = −n where n ∈ N , diverges if x → ∞ and it is an
undefined function for x =→ −∞ (Fig. D.2).
• integral representation of the Ψ-function:
Ψ(x) =
∫ ∞
0
(
e−t
t
− e
−xt
1− e−t
)
dt
Ψ(x) =
∫ ∞
0
{
e−t − 1
(1 + t)x
}
dt
t
. (D.15)
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Figure D.2: Ψ-function behavior for different values of x.
• Series representation of the Ψ-function:
Ψ(x) = Ψ(1)−
∞∑
k=0
(
1
x+ k
− 1
k + 1
)
Ψ(x+ 1) = Ψ(1) +
∞∑
k=2
(−1)kζ(k)xk−1
Ψ(x)−Ψ(y) =
∞∑
k=0
(
1
y + k
− 1
x+ k
)
. (D.16)
In this relation, ζ(x) is well-known zeta-function which is equal to
∑∞
n=1
1
nx .
• Recurrence formulas:
Ψ(x+ 1) = Ψ(x) +
1
x
Ψ(x+ n) =
1
(n− 1) + x +
1
(n− 2) + x + ...+
1
2 + x
+
1
1 + x
+ Ψ(1 + x) (D.17)
• Reflection formula
Ψ(1− x) = Ψ(x) + pi cot(pix) (D.18)
• Duplication formula
Ψ(2x) =
1
2
Ψ(x) +
1
2
Ψ(x+
1
2
) + ln 2 (D.19)
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• Asymptotic formula (x→∞):
Ψ(x) ≈ lnx− 1
2x
−
∞∑
n=1
B2n
2n
1
x2n
= lnx− 1
2x
− 1
12x2
+
1
120x4
− 1
252x6
+ ... . (D.20)
In this relation, Bn is the Bernoulli function that is defined by
t etx
et − 1 =
∞∑
n=0
Bn(x)
tn
n!
. (D.21)
The first few Bernoulli polynomials are
B0(x) = 1,
B1(x) = x− 1
2
,
B2(x) = x
2 − x+ 1
6
,
B3(x) = x
3 − 3
2
x2 +
1
2
x,
B4(x) = x
4 − 2x3 + x2 − 1
30
,
B5(x) = x
5 − 5
2
x4 +
5
3
x3 − 1
6
x,
B6(x) = x
6 − 3x5 + 5
2
x4 − 1
2
x2 +
1
42
. (D.22)
In Eq. (D.20), B2n = B2n(x = 0).
• Polygamma function:
Ψ(n)(x) =
dn
dxn
Ψ(x) =
dn+1
dxn+1
ln Γ(x). (n = 1, 2, 3, ...) (D.23)
For instance we plot the first derivative of the Ψ-function in Fig. D.3.
• Recurrence formula of the Polygamma function:
Ψ(n)(x+ 1) = Ψ(n)(x) + (−1)n n! x−n−1 (D.24)
• Asymptotic formula of the Polygamma function:
Ψ(n)(x) ≈ (−1)n−1
[
(n− 1)!
xn
+
n!
2xn+1
+
∞∑
k=1
B2k
(2k + n− 1)!
(2k)!
1
x2k+n
]
,
Ψ′(x) ≈ 1
x
+
1
2x2
+
1
6x3
− 1
30x5
+
1
42x7
− ... . (D.25)
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Figure D.3: Polygamma function, Ψ′(x) behavior for different values of x.
• integer / fraction values:
Ψ(1) = −0.5772156649,
Ψ(
1
2
) = Ψ(1)− 2 ln 2 = −1.963510026
Ψ(n) = −Ψ(1) +
n−1∑
k=1
1
k
, (n ≥ 2)
Ψ(n+
1
2
) = Ψ(1)− 2 ln 2 +
n−1∑
k=0
1
k + 12
. (D.26)
Ψ′(1) =
1
6
pi2,
Ψ′(
1
2
) =
1
2
pi2,
Ψ(n)(1) = (−1)n+1n!ζ(n+ 1),
Ψ(n)(
1
2
) = (−1)n+1n!(2n+1 − 1)ζ(n+ 1), (n ≥ 1)
Ψ′(n+
1
2
) = Ψ′(
1
2
)−
n∑
k=1
1
(k − 12)2
. (D.27)
APPENDIX E
Appendix
E.1 Single particle Green’s function G in Legendre representation
Imaginary time single particle Green’s function G(τ), which is defined in τ ∈ [0, β], is expanded
in terms of Legendre function Pl(x(τ)) defined for x ∈ [−1, 1] by the following relation:
G(τ) =
∑
l≥0
√
2l + 1
β
Pl(x(τ)) Gl. (E.1)
where x(τ) = 2τ/β− 1. To obtain an appropriate equation for Gl, first we use the orthogonality
of Pl(x): ∫ 1
−1
dx Pl(x(τ))G(τ) =
∫ 1
−1
dx
∑
l≥0
√
2l + 1
β
Pl(x(τ))Pl′(x(τ)) Gl
=
∑
l≥0
√
2l + 1
β
2δll′
2l + 1
Gl
=
2
β
1√
2l + 1
Gl (E.2)
Now, by changing the variables in the integral (dx = 2/β dτ), we have
Gl = β
2
√
2l + 1
∫ 1
−1
dx G(τ)Pl(x(τ))
=
√
2l + 1
∫ β
0
dτ Pl(x(τ)) G(τ). (E.3)
Here, Gl denotes to coefficient of G(τ) in Legendre basis. Also, we can expand G(−τ) in terms
of the Pl(x(τ)) which we will use it later.
G(−τ) = −G(−τ + β)
= −
∑
l≥0
√
2l + 1
β
Pl(x(−τ + β)) Gl
= −
∑
l≥0
√
2l + 1
β
Pl(−x(τ)) Gl
=
∑
l≥0
√
2l + 1
β
(−1)l+1Pl(x(τ)) Gl, (E.4)
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and as a result,
Gl = (−1)l+1
√
2l + 1
∫ β
0
dτ Pl(x(τ))G(−τ), (E.5)
where we used x(−τ + β) = −x(τ) and anti-periodicity property of Green’s function G.
In principle, we can use every polynomial functions such as Chebyshev polynomials, but the
advantage of using Legendre functions for the expansion of the G(τ) is that the transformation
between Legendre representations and Matsubara representation can be written in terms of the
unitary matrix Tnl. To show this, we write the Fourier transformation of G(τ) with respect to
Legendre polynomials:
G(νn) =
∑
l≥0
Gl
√
2l + 1
β
∫ β
0
dτ eiνnτPl(x(τ))
=
∑
l≥1
Tnl Gl. (E.6)
For checking whether Tnl is unitary or not, it is sufficient to calculate
∑
n Tnl T
∗
nl′ .
∑
n
Tnl T
∗
nl′ =
√
2l + 1
√
2l′ + 1
β
∫ β
0
∫ β
0
dτdτ ′Pl(x(τ))Pl′(x(τ ′))
1
β
∑
n
e−iνn(τ−τ
′)
=
√
2l + 1
√
2l′ + 1
β
∫ β
0
∫ β
0
dτdτ ′Pl(x(τ))Pl′(x(τ ′))δ(τ − τ ′)
=
√
2l + 1
√
2l′ + 1
β
∫ β
0
β
2
dxPl(x(τ))Pl′(x(τ))
= δll′ . (E.7)
It is also possible to calculate the matrix elements of Tnl which is independent of β. According
to (Eq. D.11), Tnl can be written in terms of spherical Bessel function
Tnl =
√
2l + 1
β
∫ 1
−1
β
2
dx eiνn
β
2 eiνn
β
2
xPl(x(τ))
=
√
2l + 1
2
ei(2n+1)
pi
2
∫ 1
−1
dx eiνn
β
2
xPl(x(τ))
= (−1)nil+1√2l + 1jl(βνn
2
)
= (−1)nil+1√2l + 1jl( ν¯n
2
)
= (−1)nil+1√2l + 1jl
(
(2n+ 1)pi
2
)
, (E.8)
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or in the form of series expansion by using (Eq. D.12).
Tnl = (−1)nil+1
√
2l + 1(
2
βνn
)
{
sin(
ν¯n
2
− pil
2
)
b l
2
c∑
k=0
(−1)k (l + 2k)!(ν¯n)
−2k
(2k)!(l − 2k)! +
+ cos(
ν¯n
2
− pil
2
)
b l−1
2
c∑
k=0
(−1)k (l + 2k + 1)!(ν¯n)
−2k−1
(2k + 1)!(l − 2k − 1)!
}
= −2il√2l + 1
{
cos(
pil
2
)
b l
2
c∑
k=0
(l + 2k)!
(2k)!(l − 2k)!
1
(iν¯n)2k+1
+i sin(
pil
2
)
b l−1
2
c∑
k=0
(l + 2k + 1)!
(2k + 1)!(l − 2k − 1)!
1
(iν¯n)2k+2
}
, (E.9)
where we used sin( ν¯n2 − pil2 ) = (−1)n cos(pil2 ) and cos( ν¯n2 − pil2 ) = (−1)n sin(pil2 ). Now for even
values of l, we have sin(pil2 ) = 0, cos(
pil
2 ) = (−1)
l
2 and il = (−1) l2 . Thus,
Tnleven = −2
√
2l + 1
b l
2
c∑
k=0
(l + 2k)!
(2k)!(l − 2k)!
1
(iν¯n)2k+1
= −2√2l + 1
l+1∑
p=1
(l + p− 1)!
(p− 1)!(l − p+ 1)!
1
(iν¯n)p
δl+p,odd, (E.10)
in which p = 2k + 1; therefore, l + p is odd. In this relation, δl+p,odd shows that l has only even
values in the expansion. Similarly for odd values of l, cos(pil2 ) is zero, sin(
pil
2 ) = (−1)
l−1
2 and
il = i(−1) l−12 . Therefore, we obtain the following relation for Tnlodd .
Tnlodd = 2
√
2l + 1
b l−1
2
c∑
k=0
(l + 2k + 1)!
(2k + 1)!(l − 2k − 1)!
1
(iν¯n)2k+2
= 2
√
2l + 1
l+1∑
p=2
(l + p− 1)!
(p− 1)!(l − p+ 1)!
1
(iν¯n)p
δl+p,odd, (E.11)
where p = 2k+2 and obviously l+p is odd. Here we use delta function δl+p,odd to guarantee that
l will choose odd values. It is possible to derive a more compact relation for Tnl with arbitrary
values of l using Eqs. (E.10) and (E.11).
Tnl = 2
√
2l + 1
l+1∑
p=1
(l + p− 1)!
(p− 1)!(l − p+ 1)!
(−1)p
(iν¯n)p
δl+p,odd. (E.12)
The other advantage of using Legendre expansion is that the Legendre representation of
G(τ) is much more compact than the standard Matsubara representation. It means that the
coefficients Gl in the expansion of Green’s function G(τ) in Legendre representation decay faster
than the standard Fourier expansions coefficients in Matsubara representation. Coefficients in
Fourier expansion decay as power law determined by discontinuities of the function and its
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derivatives, while the coefficients Gl decay as O
(
1/lk
)
if Gl is k times differentiable. For this
reason the information about Green’s function can be saved in a smaller storage volume in
Legendre representation.
For the Fourier expansion of Green’s function in asymptotic limit (high frequency), it can
be seen that G decays as O (1/νn) because of the discontinuities in the anti-periodic Green’s
function in τ ∈ [0, β].
G(iνn) =
∫ β
0
dτ eiνnτG(τ)
=
G(τ)eiνnτ |β0
iνn
−
∫ β
0
dτ G′(τ)e
iντ
iνn
= −G(β
−) + G(0+)
iνn
+O
(
1
ν2n
)
. (E.13)
This causes a slow decay O (1/νn) at large frequencies. For Legendre expansion of G(τ) which is
a smooth function1 in τ ∈ [0, β], we can proceed in a similar way by using Legendre polynomials.
Gl =
√
2l + 1
∫ β
0
dτ G(τ)Pl(x(τ))
=
1√
2l + 1
∫ β
0
dτ G(τ) [P ′l+1(x(τ))− P ′l−1(x(τ))]
=
1√
2l + 1
G(τ)[Pl+1(x(τ))− Pl−1(x(τ))]
∣∣∣∣∣
β
0
−
∫ β
0
dτ G′(τ)
[
Pl+1(x(τ))− Pl−1(x(τ))
]
=
−1√
2l + 1
∫ β
0
dτ G′(τ)
[
Pl+1(x(τ))− Pl−1(x(τ))
]
=
−1√
2l + 1
∫ β
0
dτ G′(τ)
{
1
2l + 3
[
P ′l+2(x(τ))− P ′l (x(τ))
]
− 1
2l − 1
[
P ′l (x(τ))− P ′l−2(x(τ))
]}
=
1√
2l + 1
{
1
2l + 3
∫ β
0
dτ G′′(τ)Pl+2(x(τ))− ( 1
2l − 1 +
1
2l + 3
)
∫ β
0
dτ G′′(τ)Pl(x(τ)) +
+
1
2l − 1
∫ β
0
dτ G′′(τ)Pl−2(x(τ))
}
≤ 1√
2l + 1(2l − 1)
{∫ β
0
dτ G′′(τ)Pl+2(x(τ)) + 2
∫ β
0
dτ G′′(τ)Pl(x(τ))
+
∫ β
0
dτ G′′(τ)Pl−2(x(τ))
}
, (E.14)
where we applied the Legendre function properties (3). Here, we use a mathematical theorem
to continue calculations.
1A smooth function is a function that has continuous derivatives up to some desired orders over some domains.
A function can therefore be said to be smooth over a restricted interval such as (a, b) or [a, b]. The number of
continuous derivatives necessary for a function to be considered smooth depends on the problem at hand and may
vary from two to infinity.(http://mathworld.wolfram.com/SmoothFunction.html)
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Theorem: Let f(x) and g(x) be piecewise continuous for a ≤ x ≤ b. Then |(f, g)| ≤ ||f ||.||g||.
The equality holds precisely when f and g are linearly dependent. Furthermore ||f + g|| ≤
||f ||+ ||g|| where (f, g) ≡ ∫ ba dx f(x)g(x) and ||f || = √(f, f) = {∫ ba dx f(x)2}2 [85].
Gl ≤ 1√
2l + 1(2l − 1)
{||G′′||.||Pl+2||+ 2||G′′||.||Pl||+ ||G′′||.||Pl−2||}
≤ ||G
′′(τ)||√
2l + 1(2l − 1)
{√
β
2l + 5
+ 2
√
β
2l + 1
+
√
β
2l − 3
}
≤ 4 ||G
′′(τ)||√
2l + 1(2l − 1) ×
√
β
2l − 3
∼ const.
(
1
l
)2
. (E.15)
Aa a result, it is clear that if Legendre coefficient Gl is k times differentiable, it decays asO(1/l)k.
So G(τ) (and other physical quantities such as χ) has a very weak dependence on Gl (or χll′) for
large values of l (or ll′). As we saw in these calculations, in Legendre expansion for l ≥ 1, the
boundary terms always are canceled (G(τ) {Pl+1(x(τ))− Pl−1(x(τ))} |β0 = 0), while in Fourier
expansion are not (G(τ)eiνnτ/iνn|β0 = −[G(β−)+G(0+)]/iνn). Actually this is a crucial difference
between standard Fourier and Legendre expansion.
The problem in Legendre representation is statistical noise for large values of l or higher
order of Legendre functions. If we consider higher and higher order of Legendre functions,
then the coefficients Gl with large error bar are included in numerical computations. Thus
the result will be polluted. To overcome this problem we need to truncate the expansion in
Legendre polynomials at an order lmax and set Gl = 0 for l ≥ lmax.
E.1.1 Matsubara Green’s function in terms of Legendre coefficient Gl and high
frequencies expansion
In terms of Gl, Matsubara Green’s function G(νn) can be obtained by the following relation:
G(νn) =
∑
l≥0
Gl
√
2l + 1
β
∫ β
0
dτ eiνnτPl(x(τ))
=
∑
l≥0
Tnl Gl. (E.16)
Where Tnl is a β independent unitary matrix (Eq. E.8). Thus the knowledge of the Legendre
coefficients Gl would help us to obtain Matsubara Green’s function more accurately especially in
high expansion frequencies if we choose an appropriate cut-off lmax. Actually appropriate choice
of lmax filters statistical noises in high frequency expansion. It is possible to obtain coefficients
of the Fourier expansion in terms of Legendre coefficients at high frequencies expansion, accu-
rately. Through studying the relation between high frequencies expansion of Matsubara Green’s
function G(νn)
G(νn) = c1
iνn
+
c2
(iνn)2
+
c3
(iνn)3
+ ... , (E.17)
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and unitary matrix Tnl (Eq. E.12)
Tnl =
t
(1)
l
iνβ
+
t
(2)
l
(iνβ)2
+
t
(3)
l
(iνβ)3
+ ... , (E.18)
we can obtain the relation between Fourier expansion coefficients cp and Legendre ones Gl.
cp =
1
βp
∑
l≥0
t
(p)
l Gl (E.19)
Here t(p)l is
t
(p)
l = (−1)p2
√
2l + 1
(l + p− 1)!
(p− 1)!(l − p+ 1)!δp+l,odd. (E.20)
It is easy to calculate the first moments cp. For instance for c1 we have
c1 =
1
β
∑
l≥0
t
(1)
l Gl =
1
β
∑
leven≥0
t
(1)
l Gl
=
1
β
∑
l≥0
(−1)√2l + 1 Gl. (E.21)
Similarly, for the other moments:
c2 =
∑
lodd>0
2
√
2l + 1
β2
Gl(l + 1)l (E.22)
c3 =
∑
leven≥0
(−1)2
√
2l + 1
β3
1
2!
Gl(l + 2)(l + 1)l(l − 1) (E.23)
c4 =
∑
lodd>0
2
√
2l + 1
β4
1
3!
Gl(l + 3)(l + 2)(l + 1)l(l − 1)(l − 2). (E.24)
Some points about cp:
1. It is clear that for a proper cut-off lmax, cp has an stable value since t
(p)
l ∼ l2p−3/2 and
Glmax = 0.
2. If we want to calculate higher moments, we need more Legendre coefficients.
Note that equation (E.16) also would be useful to compute self energy via Dyson equation.
E.2 Legendre representation of the susceptibility
According to Eq. (4.94), we consider that2
χ(τ14 − τ24, τ34, τ14) =
〈
T c†(τ14)c(τ24)c†(τ34)c(0)
〉
−
〈
T c†(τ14)c(τ24)
〉〈
T c†(τ34)c(0)
〉
. (E.25)
2 There is a possibility to consider χ(τ14, τ24, τ34) for (local) imaginary time susceptibility which is anti-periodic
in τ14, τ24 and τ34. In mathematical point of view, this choice of time dependency for χ is not proper for Legendre-
Fourier transformation.
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Figure E.1: Top: Absolute value of the local magnetic susceptibility at ωm = 0 calculated
in Matsubara frequencies space for VOMoO4, U = 5 and β = 30. Bottom: The coefficients∣∣χll′(ωm = 0)∣∣ calculated in the mixed Legendre-Fourier representation for the same material.
Since the χ(τ12, τ34, τ14) is β-antiperiodic in τ12 and τ34 and β-periodic in τ14, the Fourier trans-
formed susceptibility χ is a function of two fermionic (νn and νn′) and one bosonic (ωm) Mat-
subara frequencies. Also χ(τ12, τ34, τ14) has discontinuities at τ14 = 0 and τ14 = τ12 + τ34 as
well as kinks at τ12 = 0. These discontinuities and kinks cause a slow decay in the Fourier
transformation of susceptibility. But in the Legendre representation, as we see in the following,
the kinks at τ12 = 0 are in the border of the imaginary-time region (See Eq. E.34) and do not
have any effect on decaying of Legendre coefficients.
In the following, we look for a unitary matrix Tnl which transforms the Matsubara suscepti-
bility χ(νn, νn′ ;ωm) from the standard Fourier space to Fourier-Legendre space, χll′(iωm).
χ(νn, νn′ ;ωm) =
∑
ll′≥0
Tnl χll′(iωm) T
∗
n′l′ , (E.26)
where the unitary condition implies that
∑
n∈Z TnlT
∗
nl′ = δll′ . By considering the
χ(νn, νn′ ;ωm) =
∫ β
0
dτ12
∫ β
0
dτ34
∫ β
0
dτ14 e
−iνnτ12e−iνn′τ34e−iωmτ14 χ(τ12, τ34, τ14), (E.27)
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and its inverse Fourier transform, we have
χ(τ12, τ34, τ14) =
1
β3
∑
nn′m
eiνnτ12eiνn′τ34eiωmτ14 χ(νn, νn′ ;ωm)
=
∑
ll′≥0
{(
1
β
∑
n
eiνnτ12Tnl
)(
1
β
∑
m
eiωmτ14χll′(ωm)
)(
1
β
∑
n
eiνn′τ34T ∗n′l′
)}
≡
∑
ll′≥0
{
Cl(τ12)
(
1
β
∑
m
eiωmτ14 χll′(ωm)
)
C?l′(τ34)
}
, (E.28)
Where Cl(τ) and C?l′(τ) are
Cl(τ) =
1
β
∑
n
eiνnτTnl, (E.29)
C?l′(τ) =
1
β
∑
n
eiνnτT ∗nl′ . (E.30)
Now, If we define that the Tnl equals to Fourier transformation of Pl(x(τ))
Tnl =
√
2l + 1
β
∫ β
0
dτ eiνnτPl(x(τ)), (E.31)
we easily derive
Cl(τ) =
1
β
∑
n
eiνnτTnl
=
1
β
∑
n
eiνnτ
√
2l + 1
β
∫ β
0
dτ ′ eiνnτ
′
Pl(x(τ
′))
=
√
2l + 1
β
∫ β
0
dτ ′Pl(x(τ ′))
(
1
β
∑
n
eiνn(τ+τ
′−β)eiνnβ
)
= −
√
2l + 1
β
∫ β
0
dτ ′Pl(x(τ ′))δ(τ ′ − β + τ)
= −
√
2l + 1
β
Pl(x(−τ + β))
=
√
2l + 1
β
(−1)l+1Pl(x(τ))
= C∗l (τ), (E.32)
E.2. Legendre representation of the susceptibility 181
and in a similar way
C?l′(τ) =
1
β
∑
n
eiνnτT ∗nl
=
1
β
∑
n
eiνnτ
√
2l + 1
β
∫ β
0
dτ e−iνnτ
′
Pl(x(τ
′))
=
√
2l + 1
β
∫ β
0
dτ ′Pl(x(τ ′))
(
1
β
∑
n
eiνn(τ−τ
′)
)
=
√
2l′ + 1
β
Pl′(x(τ))
= [C?l′(τ)]
∗ . (E.33)
Now, we can find the χ¯σσ
′
ll′ (iωm) by inverting the Eq. (E.26).
χll′(iωm) =
∑
nn′
T ∗nl χ(νn, νn′ ;ωm) Tn′l′
=
∫ β
0
dτ12
∫ β
0
dτ34
∫ β
0
dτ14 C
∗
l (τ12) e
−iωmτ14χ(τ12, τ34, τ14) [C?l′(τ34)]
∗
=
∫ β
0
dτ12
∫ β
0
dτ34
∫ β
0
dτ14 Cl(τ12) e
−iωmτ14 χ(τ1, τ2, τ3, τ4) C?l′(τ34)
=
∫ β
0
dτ12
∫ β
0
dτ34
∫ β
0
dτ14
√
2l + 1
√
2l′ + 1(−1)l+1Pl(x(τ12))Pl′(x(τ34))
×e−iωmτ14 χ¯σσ′(τ12, τ34, τ14). (E.34)
Thus, the explicit relation for χ(τ12, τ34, τ14) is
χ(τ12, τ34, τ14) =
1
β
∑
m∈Z
∑
ll′≥0
Cl(τ12) e
iωmτ14 χll′(ωm) C
?
l′(τ34)
=
1
β
∑
m∈Z
∑
ll′≥0
√
2l + 1
√
2l′ + 1
β2
(−1)l+1
×Pl(x(τ12))Pl′(x(τ34)) eiωmτ14 χll′(ωm), (E.35)
where the χ(τ12, τ34, τ14) was expanded in term of a mixture of Fourier and Legendre coeffi-
cients.
In DMFT framework, lattice susceptibility χ(q, ωm) is obtained from the Bethe-Salpeter
equation (4.36). In the Fourier-Legendre representation, the matrices in the Bethe-Salpeter
equation is changed so that the bare susceptibilities matrices
[
χ0(q, ωm)
]
and
[
χloc(ωm)
]
are
given by
χ0
ll′(q, ωm) =
∑
n,n′∈Z
T ∗nl
{
−
∑
kk′
G(k + q, νn + ωm)G(k′, νn)δnn′δkk′
}
Tn′l′
= −
∑
n∈Z
T ∗nl
{∑
kσ
1
i(νn + ωm) + µ−H(k + q)− Σloc(νn + ωm)
× 1
iνn + µ−H(k)− Σloc(νn)
}
Tnl′ , (E.36)
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and
χ0
loc,ll′(ωm) = −
∑
n,n′∈Z
T ∗nl Gloc(νn + ωm)Gloc(νn)δnn′ Tn′l′ . (E.37)
Finally the lattice susceptibility χ(q;ωm) which equals summation over spins and Matsubara
frequencies can be calculated in mixed Fourier-Legendre representation:
χ(q;ωm) =
1
β2
∑
nn′∈Z
χ(νn, νn′ ; q, ωm)
=
1
β2
∑
nn′∈Z
∫ β
0
dτ12
∫ β
0
dτ34 e
−iνnτ12e−iνn′τ34
∑
ll′
√
2l + 1
√
2l′ + 1
β2
×Pl(x(τ12))Pl′(x(τ34)) χll′(q, ωm)
=
∑
σσ′
∑
ll′
√
2l + 1
√
2l′ + 1
β2
Pl(x(τ12))Pl′(x(τ34))δ(τ12)δ(τ34) χll′(q, ωm)
=
1
β2
∑
ll′
(−1)l+l′√2l + 1√2l′ + 1 χll′(q, ωm). (E.38)
Thus it is possible to compute susceptibility in Fourier-Legendre representation which has
(at least) 2 benefits:
1. convergence of susceptibility (or Green’s function) as a function of the truncation,
2. storage size of susceptibility (or Green’s function) matrix.
E.3 Legendre representation method in time discretized quantum
Monte Carlo
In numerical point of view, the Legendre representation of the imaginary time Green’s function
is a powerful method in different continuous time quantum Monte Carlo (CTQMC) methods
[59] due to continuously behavior of time in these algorithms.
In the other types of the quantum Monte Carlo methods wherein the time interval is dis-
cretized such as Hirsch-Fye QMC, this method is not applicable. The reason can be found in
the behavior of the Legendre function Pl(x) in the small interval x ≈ ∆τ where the Legendre
function for large l is a highly oscillating function3(See Fig. E.2). Therefore, these oscillations
can not be captured when we are calculating the Gl coefficients by
Gl =
√
2l + 1
∫ β
0
dτ Pl(x(τ)) G(τ)
≈ √2l + 1 β
Nτ
Nτ−1∑
i=0
Pl(2τi/Nτ + 1)G(τi), (E.39)
where Nτ is the number of time interval ∆τ = β/Nτ and τi = i∆τ . For this reason, the
coefficients Gl has very large numerical error for ∆τ ∼ O(1/10) (which we usually consider it
as time interval in Hirsch-Fye QMC) even for small l (See Fig. E.3). However, as it is shown
in Fig. E.3, it is possible to obtain accurate Gl if ∆τ → 0 which is very time consuming in time
discretized QMC algorithms.
3Usually the time interval in Hirsch-Fye QMC is around ∆τ = β/L ≈ 0.33.
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Figure E.2: The Legendre function Pl(x) for l = 5, 15, 25, 35, 45 and x ∈ [0 : 0.33].
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Figure E.3: Gl coefficients calculated for a one-band system Li2VOSiO4 at U = 5 and β = 5 for
different ∆τ . The fast decay of the coefficients Gl is obtained for a very small ∆τ .

APPENDIX F
Appendix
F.1 2D trapezoidal Fourier transform of G(τ, τ ′)
Gαiαj (νn, νn′) =
∫ β
0
dτ
∫ β
0
dτ ′ei[νnτ−νn′τ
′] Gαiαj (τ, τ ′)
≈
(
β
L
)2 L+1∑
l=1
L+1∑
l′=1
eiνnτle−iνn′τl′ Gαiαj (τl, τl′) (F.1)
In order to simplify this relation, we split
L+1∑
l=1
L+1∑
l′=1
as follows.
Gαiαj (νn, νn′) ≈
L+1∑
l=1
(
wl1 Gαiαj (τl, τ1 = 0) eiνnτl +
L∑
l′=2
wll′ Gαiαj (τl, τl′)eiνnτle−iνn′τl′
+wl,L+1Gαiαj (τl, τL+1 = β)eiνnτle−iνn′β
)
≈ w11Gαiαj (0, 0) + wL+1,1Gαiαj (β, 0) eiνnβ +
L∑
l=2
wl,1Gαiαj (τl, 0) eiνnτl
−w1,L+1Gαiαj (0, β)− wL+1,L+1Gαiαj (β, β) eiνnβ −
L∑
l=2
wl,L+1Gαiαj (τl, β) eiνnτl
+
L∑
l=2
w1,lGαiαj (0, τ ′l ) e−iνn′τ
′
l −
L∑
l=2
wL+1,lGαiαj (β, τ ′l )e−iνn′τl
+
L∑
l=2
L∑
l′=2
wll′e
iνnτle−iνn′τ
′
l′Gαiαj (τl, τ ′l′). (F.2)
Based on the weight matrix element wij given by Eq. (5.36) and properties of the Green’s
function (see Sec. 5.2.2), we have
Gαiαj (νn, νn′) ≈
∆τ2
4
(
Gαiαj (0, 0)− Gαiαj (β, 0)− Gαiαj (0, β) + Gαiαj (β, β)
)
+
∆τ2
2
L∑
l=2
(
Gαiαj (τl, 0) eiνnτl − Gαiαj (τl, β) eiνnτl + Gαiαj (0, τ ′l ) e−iνn′τ
′
l
−Gαiαj (β, τ ′l ) e−iνn′τ
′
l
)
+ ∆τ2
L∑
l=2
L∑
l′=2
eiνnτle−iνn′τ
′
l′Gαiαj (τl, τ ′l′). (F.3)
From this relation we can directly derive Eq. (5.38).
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F.2 2D Filon-trapezoidal Fourier transform
Considering Eqs. (5.48) and (5.50), we have
I[f ] = h2(αx − ηx)(αy − ηy)
N−1∑
i=0
N−1∑
j=0
eiωxieiνyjfij + h
2ηx(αy − ηy)
N−1∑
i=0
N−1∑
j=0
eiωxieiνyjfi+1,j
+h2ηy(αx − ηx)
N−1∑
i=0
N−1∑
j=0
eiωxieiνyjfi,j+1 + h
2ηxηy
N−1∑
i=0
N−1∑
j=0
eiωxieiνyjfi+1,j+1
≈ h2(αx − ηx)(αy − ηy)
N−1∑
i=0
N−1∑
j=0
eiωxieiνyjfij + h
2ηx(αy − ηy)
N∑
i=1
N−1∑
j=0
eiω(xi−h)eiνyjfij
+h2ηy(αx − ηx)
N−1∑
i=0
N∑
j=1
eiωxieiν(yj−h)fij + h2ηxηy
N∑
i=1
N∑
j=1
eiωxieiνyjfij , (F.4)
where h =
b− a
N
, fij ≡ f(xi, yj) and
αp =
eiθp − 1
iθp
; ηp =
eiθp
iθp
+
1
θ2p
(
eiθp − 1
)
, (F.5)
which p = x, y and θx = ωh, θy = νh. In order to simplify Eq. (F.4), we rewrite it so that all
summations are started from i, j = 0 till N − 1, i.e.,
I[f ] ≈ h2
[
(αx − ηx)(αy − ηy) + ηxe−iθx(αy − ηy) + ηye−iθy(αx − ηx)
+(e−iθxηx)(e−iθyηy)
]N−1∑
i=0
N−1∑
j=0
eiωxieiνyjfij
+h2
[
ηx(αy − ηy)e−iθx + ηxηye−iθxe−iθy
]N−1∑
j=0
eiνyj
(
eiωxN fNj − eiωx0f0j
)
+h2
[
ηy(αx − ηx)e−iθy + ηxηye−iθxe−iθy
]N−1∑
i=0
eiωxi
(
eiνyN fiN − eiνy0fi0
)
+h2ηxηye
−iθxe−iθy
{
eiωxN
(
eiνyN fNN − eiνy0fN0
)− eiωx0 (eiνN f0N − eiνy0f00)}
(F.6)
With simple mathematics, we can derive Eq. (5.50) for the Fourier transform of f(x, y).
F.3 2D Filon-trapezoidal relations for Fourier transform of G(τ ′, τ ′′)
To derive the approximate relation for 2D Fourier transform of the G(τ+τ ′′, τ ′′) (see Eq. (5.72)),
we can either use Eq. (5.50) and the properties of the Green’s function G(τ + τ ′′, τ ′′) at bound-
aries or alternatively perform the Filon-trapezoidal’s rule for first τ ′′ and then for τ . We follow
the latter way to derive Eq. (5.72).
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proof:
Gαiαj (νn, νn′) =
∫ β
0
dτ ′
∫ β
0
dτ ′′ eiνnτ
′
e−iνn′τ
′′ Gαiαj (τ ′, τ ′′)
=
∫ β
0
dτ
∫ β
0
dτ ′′ eiνnτei(νn−νn′ )τ
′′ Gαiαj (τ + τ ′′, τ ′′)
=
∫ β
0
dτ eiνnτ Fαiαj (τ), (F.7)
where
Fij(τ) =
∫ β
0
dτ ′′ ei(νn−νn′ )τ
′′ Gαiαj (τ + τ ′′, τ ′′)
≈ w˜(θB)
L∑
l2=1
ei(νn−νn′ )τl2 Gαiαj (τ + τl2 , τl2)
+w˜L+1(θB)
[
ei(νn−νn′ )βGαiαj (τ + β, β)− Gαiαj (τ + 0, 0)
]
≈ w˜(θB)
L∑
l2=1
ei(νn−νn′ )τl2 Gαiαj (τ + τl2 , τl2). (F.8)
By using this relation, we can derive the Gαiαj (νn, νn′) as follows.
Gαiαj (νn, νn′) ≈ w˜(θB)
L∑
l2=1
ei(νn−νn′ )τl2
∫ β
0
dτ eiνnτGαiαj (τ + τl2 , τl2)
≈ w˜(θB)
L∑
l2=1
ei(νn−νn′ )τl2
{
w˜(θF )
L∑
l1=1
eiνnτl1Gαiαj (τl1 + τl2 , τl2)
+w˜L+1(θF )
[
eiνnβGαiαj (β + τl2 , τl2)− Gαiαj (0 + τl2 , τl2)
]}
≈ w˜(θF )w˜(θB)
L∑
l1=1
L∑
l2=0
ei(νn−νn′ )τl2eiνnτl1Gαiαj (τl1 + τl2 , τl2)
+w˜(θB)w˜L+1(θF )
L∑
l2=1
ei(νn−νn′ )τl2 δαiαj
≈ w˜(θF )w˜(θB)
L∑
l1=1
L∑
l2=0
ei(νn−νn′ )τl2eiνnτl1Gαiαj (τl1 + τl2 , τl2)
−w˜L+1(θF )βδnn′δαiαj . (F.9)
To obtain this relation, we used the Filon-trapezoid approximation of δ-function,
βδnn′ =
∫ β
0
dτ ei(νn−νn′ )τ
≈ w˜(θB)
L∑
l=1
ei(νn−νn′ )τl . (F.10)
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F.4 Derivation: Two-particle correlation function inside the QMC
With the knowledge of the QMC Green’s functions G˜, we are able to compute the two-particle
correlation function for a fixed QMC configuration in Matsubara frequency space by Eq. (5.80)
if the local Hamiltonian is real. To prove this equation, we start with the most general form of
the Matsubara Fourier integral
χ˜αiαjαkαl(νn, νn′ , ωm) =
1
16
∫ β
−β
dτ1
∫ β
−β
dτ2
∫ β
−β
dτ3
∫ β
−β
dτ4 e
−iνnτ1+i(νn+ωm)τ2
×e−i(νn′+ωm)τ3+iνn′τ4 C˜αiαjαkαl(τ1, τ2, τ3, τ4), (F.11)
with
C˜αiαjαkαl(τ1, τ2, τ3, τ4) = c†αi(τ1)cαj (τ2)c†αk(τ3)cαl(τ4). (F.12)
To calculate this integral, we break it into minor integral from −β to 0 and major one from 0 to
β. ∫ β
−β
=
∫ 0
−β
+
∫ β
0
. (F.13)
In this case, we can rewrite Eq. (F.11) as follows
χ˜αiαjαkαl(νn, νn′ , ωm) =
1
16
{
I>>>> + I>>>< + I>><> + I>><< + I><>> + I><><
+I><<> + I><<< + I<>>> + I<>>< + I<><> + I<><<
+I<<>> + I<<>< + I<<<> + I<<<<
}
, (F.14)
where, e.g.,
I>>>< =
∫ β
0
dτ1
∫ β
0
dτ2
∫ β
0
dτ3
∫ 0
−β
dτ4 e
−iνnτ1+i(νn+ωm)τ2−i(νn′+ωm)τ3+iνn′τ4
×c†αi(τ1)cαj (τ2)c†αk(τ3)cαl(τ4). (F.15)
If we define
C˜αiαjαkαl(νn, νn′ , ωm) ≡
∫ β
0
dτ1
∫ β
0
dτ2
∫ β
0
dτ3
∫ β
0
dτ4 e
−iνnτ1+i(νn+ωm)τ2−i(νn′+ωm)τ3+iνn′τ4
× C˜αiαjαkαl(τ1, τ2, τ3, τ4), (F.16)
we can prove that each the same colored couple integrals are equal to
I>>>> + I<<<< =
(
C˜αiαjαkαl(νn, νn′ , ωm) + C˜αlαkαjαi(νn′ , νn, ωm)
)
,
I>>>< + I<<<> =
(
C˜αiαjαkαl(νn, νn′ , ωm) + C˜αlαkαjαi(νn′ , νn, ωm)
)
... =
...
I<>>> + I><<< =
(
C˜αiαjαkαl(νn, νn′ , ωm) + C˜αlαkαjαi(νn′ , νn, ωm)
)
. (F.17)
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Therefore,
χ˜αiαjαkαl(νn, νn′ , ωm) =
1
2
(
C˜αiαjαkαl(νn, νn′ ;ωm) + C˜αlαkαjαi(νn′ , νn;ωm)
)
. (F.18)
In the following, we present the proof for some coupled terms. The rest can be done simi-
larly.
1. proof of I>>>> + I<<<< = C˜αiαjαkαl(νn, νn′ , ωm) + C˜αlαkαjαi(νn′ , νn, ωm)
Form the definition (F.16), we know that I>>>> = C˜αiαjαkαl(νn, νn′ , ωm). For I<<<<,
we have
I<<<< =
∫ 0
−β
dτ1
∫ 0
−β
dτ2
∫ 0
−β
dτ3
∫ 0
−β
dτ4 e
−iνnτ1+i(νn+ωm)τ2−i(νn′+ωm)τ3+iνn′τ4
× c†αi(τ1)cαj (τ2)c†αk(τ3)cαl(τ4)
=
∫ β
0
dτ1
∫ β
0
dτ2
∫ β
0
dτ3
∫ β
0
dτ4 e
iνnτ1−i(νn+ωm)τ2+i(νn′+ωm)τ3−iνn′τ4
× c†αi(−τ1)cαj (−τ2)c†αk(−τ3)cαl(−τ4)
=
∫ β
0
dτ1
∫ β
0
dτ2
∫ β
0
dτ3
∫ β
0
dτ4 e
iνnτ1−i(νn+ωm)τ2+i(νn′+ωm)τ3−iνn′τ4
×
(
c†αl(τ4)cαk(τ3)c
†
αj (τ2)cαi(τ1)
)∗
= c†αl(νn′)cαk(νn′ + ωm)c
†
αj (νn + ωm)cαi(νn)
= C˜αlαkαjαi(νn′ , νn, ωm), (F.19)
where we used the fact that the complex conjugate of c†αi(τ1)cαj (τ2)c
†
αk(τ3)cαl(τ4) is equal
to c†αl(−τ4)cαk(−τ3)c†αj (−τ2)cαi(−τ1) because the local Hamiltonian is real. Also, we know
that
c(iνn) =
∫ β
0
dτ eiνnτ c(τ). (F.20)
2. proof of I>>>< + I<<<> = C˜αiαjαkαl(νn, νn′ , ωm) + C˜αlαkαjαi(νn′ , νn, ωm)
I>>>< =
∫ β
0
dτ1
∫ β
0
dτ2
∫ β
0
dτ3
∫ 0
−β
dτ4 e
−iνnτ1+i(νn+ωm)τ2−i(νn′+ωm)τ3+iνn′τ4
× c†αi(τ1)cαj (τ2)c†αk(τ3)cαl(τ4)
=
∫ β
0
dτ1
∫ β
0
dτ2
∫ β
0
dτ3
∫ β
0
dτ4 e
−iνnτ1+i(νn+ωm)τ2−i(νn′+ωm)τ3−iνn′τ4
× c†αi(τ1)cαj (τ2)c†αk(τ3)cαl(−τ4)
= c†αi(νn)cαj (νn + ωm)c
†
αk
(νn′ + ωm)cαl(νn′)
= C˜αiαjαkαl(νn, νn′ , ωm). (F.21)
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To prove this relation, we use
I =
∫ β
0
dτ e−iνnτ c(−τ)
=
∫ β
0
dτ e−iνnτ
(
c†(τ)
)†
=
(∫ β
0
dτ e−i(−νn)τ c†(τ)
)†
=
(
c†(−iνn)
)†
= c(iνn). (F.22)
For the other term I<<<>, we have
I<<<> =
∫ 0
−β
dτ1
∫ 0
−β
dτ2
∫ 0
−β
dτ3
∫ β
0
dτ4 e
−iνnτ1+i(νn+ωm)τ2−i(νn′+ωm)τ3+iνn′τ4
×c†αi(τ1)cαj (τ2)c†αk(τ3)cαl(τ4)
=
∫ β
0
dτ1
∫ β
0
dτ2
∫ β
0
dτ3
∫ β
0
dτ4 e
iνnτ1−i(νn+ωm)τ2+i(νn′+ωm)τ3−iνn′τ4
×c†αi(−τ1)cαj (−τ2)c†αk(−τ3)cαl(τ4)
=
∫ β
0
dτ1
∫ β
0
dτ2
∫ β
0
dτ3
∫ β
0
dτ4 e
iνnτ1−i(νn+ωm)τ2+i(νn′+ωm)τ3−iνn′τ4
× c†αl(−τ4)cαk(τ3)c†αj (τ2)cαi(τ1)
= c†αl(νn′)cαk(νn′ + ωm)c
†
αj (νn + ωm)cαi(νn)
= C˜αlαkαjαi(νn′ , νn, ωm). (F.23)
3. proof of I>><< + I<<>> = C˜αiαjαkαl(νn, νn′ , ωm) + C˜αlαkαjαi(νn′ , νn, ωm)
I>><< =
∫ β
0
dτ1
∫ β
0
dτ2
∫ 0
−β
dτ3
∫ 0
−β
dτ4 e
−iνnτ1+i(νn+ωm)τ2−i(νn′+ωm)τ3+iνn′τ4
× c†αi(τ1)cαj (τ2)c†αk(τ3)cαl(τ4)
=
∫ β
0
dτ1
∫ β
0
dτ2
∫ β
0
dτ3
∫ β
0
dτ4 e
−iνnτ1+i(νn+ωm)τ2+i(νn′+ωm)τ3−iνn′τ4
× c†αi(τ1)cαj (τ2)c†αk(−τ3)cαl(−τ4)
= c†αi(νn)cαj (νn + ωm)c
†
αk
(νn′ + ωm)cαl(νn′)
= C˜αiαjαkαl(νn, νn′ , ωm). (F.24)
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For the other term we have
I<<>> =
∫ 0
−β
dτ1
∫ 0
−β
dτ2
∫ β
0
dτ3
∫ β
0
dτ4 e
−iνnτ1+i(νn+ωm)τ2−i(νn′+ωm)τ3+iνn′τ4
× c†αi(τ1)cαj (τ2)c†αk(τ3)cαl(τ4)
=
∫ β
0
dτ1
∫ β
0
dτ2
∫ β
0
dτ3
∫ β
0
dτ4 e
iνnτ1−i(νn+ωm)τ2−i(νn′+ωm)τ3+iνn′τ4
× c†αi(−τ1)cαj (−τ2)c†αk(τ3)cαl(τ4)
=
∫ β
0
dτ1
∫ β
0
dτ2
∫ β
0
dτ3
∫ β
0
dτ4 e
iνnτ1−i(νn+ωm)τ2−i(νn′+ωm)τ3+iνn′τ4
× c†αl(−τ4)cαk(−τ3)c†αj (τ2)cαi(τ1)
= c†αl(νn′)cαk(νn′ + ωm)c
†
αj (νn + ωm)cαi(νn)
= C˜αlαkαjαi(νn′ , νn, ωm). (F.25)
The rest of the terms can be shown identically.

APPENDIX G
Appendix
G.1 Least squares method
Least square method is a mathematical approach to find the best regression line to a given
set of points. This procedure is performed by minimizing the sum of the squares of vertical
distances among points and the line. The power of the least square method is based on the
fact that this method leads to a system of linear equations which can be solved simply by linear
algebra methods. In this mathematical method, one can find the best approximation of an over-
determined system where there are more observed values than unknown adjustable parameters
[86]. Given a data set of n independent variables, xij , and corresponding observed variables,
Yi, and a model f(xij , {aj}) depending on m + 1 < n adjustable parameters, aj , the method
works by minimizing the sum of the squares of the residuals, ri of the model approximation and
the observed points, χ2
χ2 =
∑
i
r2i . (G.1)
The residual is defined by the difference between an observed value and the fitted value pro-
vided by a model so that
ri = Yi − f(xij , {aj}). (G.2)
For polynomial regression, the model is
f(xi, {aj}) =
m+1∑
j=1
xijaj
= xi1a1 + xi2a2 + xi3a3 + ...+ xim+1am+1
= a1 + a2xi + a3x
2
i + ...+ am+1x
m
i . (G.3)
For finding the optimal parameters, one needs to determine the values of a1, a2, ..., am+1 that
minimize
n∑
i=1
Yi − m+1∑
j=1
xijaj
2 .
This can be done by taking partial derivatives with respect to a1, a2, ..., am+1 equal to zero. In
this way, l = 1, 2, ...,m+ 1 equations are produced so that
0 =
∂
∂al
n∑
i=1
Yi − m+1∑
j=1
xijaj
2 = (−2) n∑
i=1
Yi − m+1∑
j=1
xijaj
xil. (G.4)
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This leads to a system of m+ 1 linear equations in m+ 1 unknown a1, a2, ..., am+1 which can be
rewritten as
n∑
i=1
xilYi =
n∑
i=1
m+1∑
j=1
xilxijaj . (G.5)
Using matrix algebra, this system can be written in matrix notation as
XTY = (XTX)a, (G.6)
wherein
X =

1 x1 x
2
1 ... x
m
1
1 x2 x
2
2 ... x
m
2
...
...
...
. . .
...
1 xn x
2
n . . . x
m
n

,Y =

y1
y2
...
yn

,a =

a1
a2
...
am+1

, (G.7)
If the matrix XTX is invertible, the explicit relation for a coefficients is
a = (XTX)−1XTY. (G.8)
In this case, the matrices XTX and XTY are
XTX =

∑n
i=1 1
∑n
i=1 xi
∑n
i=1 x
2
i ...
∑n
i=1 x
m
i∑n
i=1 xi
∑n
i=1 x
2
i
∑n
i=1 x
3
i ...
∑n
i=1 x
m+1
i
...
...
...
. . .
...∑n
i=1 x
m
i
∑n
i=1 x
m+1
i
∑n
i=1 x
m+2
i . . .
∑n
i=1 x
2m
i

, (G.9)
XTY =

∑n
i=1 yi∑n
i=1 xiyi
...∑n
i=1 x
m
i yi

. (G.10)
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