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ABSTRACT
EXTREME BEHAVIOR OF LEX IDEALS ON BETTI
NUMBERS
Hubeyb U¨same Gu¨rdog˘an
M.S. in Mathematics
Supervisor: Assoc. Prof. Mu¨fit Sezer
July, 2013
This paper mainly deals with the finitely generated graded modules of the poly-
nomial ring k[x1, x2, ..., xn]. Free resolutions is an important tool to understand
the structure of these modules. Betti numbers are an useful invariant that en-
codes the free resolutions. Our concentration accumulates on proving that the lex
ideals provides an upper bound for Betti numbers of the graded ideals with the
same Hilbert function in the polynomial ring k[x1, x2, ..., xn]. The material of this
thesis is contemporary classical and includes the detailed study of the material
that is scattered throughout the sources cited in the bibliography list.
Keywords: Lex Ideals, Betti Numbers.
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O¨ZET
LEKS I˙DEALLERI˙NI˙N BETTI˙ SAYILARI U¨ZERI˙NDEKI˙
UC¸ DAVRANIS¸I
Hubeyb U¨same Gu¨rdog˘an
Matematik, Yu¨ksek Lisans
Tez Yo¨neticisi: Doc¸. Dr. Mu¨fit Sezer
Temmuz, 2013
Bu tezde ana konu k[x1, x2, ..., xn] olarak verilen n boyutlu polinom halkasının
sonlu u¨retilmis¸ serbest modu¨lleridir. Serbest c¸o¨zu¨nu¨rlu¨kler bu modu¨llerin yapısını
anlamak ic¸in o¨nemli bir arac¸tır. Betti sayıları ise serbest c¸o¨zu¨nu¨rlu¨kleri kod-
layan faydalı bir sabit olarak bilinmektedir. Biz bu c¸alıs¸mada lex ideallerinin
Betti sayılarına odaklaniyoruz. Bu sayıların aynı Hilbert fonksiyonuna sahip
idealler ic¸inde u¨st sınır olus¸turdug˘unun ispatını tekrar u¨retiyoruz. Bu tezdeki
bilgiler (modern)-klasik olup kaynakc¸ada belirtilen kaynaklardaki materyalin
ayrıntılarının c¸alıs¸ılmasıyla ortaya konmus¸tur.
Anahtar so¨zcu¨kler : Leks I˙dealler, Betti Sayıları.
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Introduction
This paper mainly deals with the finitely generated graded modules of the polyno-
mial ring k[x1, x2, ..., xn]. It was Hilbert’s idea to associate a (free) resolution to a
module and resolutions proved to be important tools to understand the structure
of the module. Betti numbers are useful invariants that encode the free resolu-
tions. Our main target is to prove that the lex ideals provides an upper bound for
Betti numbers of the graded ideals in the polynomial ring k[x1, x2, ..., xn] among
all the ideal with the same Hilbert function. The material of this thesis is some-
what contemporary classical and contains material that can be found scattered
throughout the sources cited in the bibliography list.
In Chapter 1 we make a brief introduction to basic concepts of bits of com-
mutative algebra involved in this thesis such as graded modules, free resolutions
and Betti numbers. And we recall some foundational theorems about them. The
proofs of the theorems in this section are omitted since they are not directly
related with the scope of this paper.
In second chapter we review Gro¨bner basis and introduce the generic initial
ideals. We demonstrate that the Hilbert function of a graded ideal is same with
the Hilbert function of its initial ideal. Also at the end of the chapter we present
a famous theorem stating that the generic initial ideal of all ideals in S are Borel.
These two results play an important role in the the proof of the main theorem of
this paper.
It is proven by Bigatti-Hulett that the Betti numbers of lex ideals are the
upper bound for the Betti numbers of all ideals. But this result was powered
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by the Macaulay’s theorem which was proven far before. In Chapter 3 we in-
troduce the lex monomial spaces, lex ideals, Borel monomial spaces and other
related objects. We quote the Macaulay’s theorem and postpone the proof of
it to preceding chapters. The remarkable theorem of M. Green stating that the
Betti numbers of the initial ideal is greater than the Betti numbers of the original
ideal is represented in this chapter.
Chapter 4 is devoted for introducing all the required tools and results for
proving the Macaulay’s Theorem. Those will also be useful for the main theo-
rem of the paper. The technique of multicompression is introduced and used to
characterize the lex ideals and Borel ideals. Some of the results presented in this
chapter will be proved in the next chapter along with the proof of Macaulay’s
theorem since they are closely related.
Chapter 5 is devoted to the proof of Macaulay’s theorem. It is worth noting
that almost all results given in chapter 4 also take a key part in the inductive
proof of the Macaulay’s theorem. If the Macaulay’s theorem was not true, whole
chapter 4 would collapse. In the preceding chapters we will make use of some of
these results to prove a continuation of Macaulay’s theorem.
Chapter 6 provides the necessary motivation to come of with the idea of the
main theorem of this paper. It is stated and its proof is postponed due to the
essential preparations will be done in the next chapter.
Our main theorem is directly related with understanding the Betti numbers
of a graded ideal. Betti numbers of an ideal encodes the structure of its minimal
free resolution. There is no precise way to calculate Betti numbers of an arbitrary
graded ideal but it is possible to calculate it for the Borel monomial ideals via
the Eliahou-Kervaire resolution which will be the main endeavour of the Chapter
7.
In the tree of the results presented in this paper there is almost no isolated
result. In other words there are almost no side work that is not related with the
main theorem of this paper. In chapter 8 we prove that the lex ideals provide the
upper bounds of the Betti numbers among the graded ideals.
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Chapter 1
Preliminary Results
Let S = k[x1, x2, ..., xn] be a polynomial ring over a field k. The elements of
the form xα11 x
α2
2 ...x
αn
n are called monomials and α1 + α2 + ... + αn is called the
degree of that monomial. Also Si is to denote the k-vector space spanned by all
monomials of degree i. In particular S0 = k.
Definition 1.0.1. An S-module M is called graded if it can be written as
⊕
i∈Z
Mi
over k where the modules Mi satisfy SiMj ⊆ Mi+j ∀i, j ∈ Z. Mi are called
homogenous components and elements of them are called homogeneous. For any
element m ∈ Mi we define deg(m) = i. In this setup for all m ∈ M =
⊕
i∈Z
Mi
there exists a unique set {mi ∈Mi
∣∣i ∈ Z} s.t m = ∑
i∈Z
mi. In this equality mi are
called homogeneous component of m of degree i.
According to this definition the ring S is graded in itself since it is obviously seen
that S =
⊕
Si over k and SiSj ⊆ Si+j. Also since ideals of S can also regarded
as S-modules the above definition determines the requirements for ideals to be
graded.
Definition 1.0.2. Let N and T be graded S-modules. And let ϕ : N → T be
a module homomorphism. If exist a fixed i such that deg(ϕ(m)) = deg(m) + i
∀m ∈ N , we call ϕ a graded module homomorphism of degree i.
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Definition 1.0.3. Let M be a graded S-module. Then for p ∈ Z denote by
M(−p) the graded S-module such that M(−p)i = Mi−p. It is called the module
M shifted by p degrees.
Remark 1.0.4. The module S(−p) is the free S-module generated by one ele-
ment of degree p.
Proposition 1.0.5. Let M be a free graded S-module. Then M ∼= ⊕
i
S(−ai) for
some set of ai’s.
Proof. Let {m1,m2, ...,mj} be homogeneous generators of M where deg(mi) = ai.
Then since M is free we have M =
j⊕
i=1
S(mi). Then by the previous remark we
get M =
j⊕
i=1
S(−ai).
Definition 1.0.6. A complex F over S is a sequence of homomorphisms of S-
modules;
F : ... −→ Fi di−→ Fi−1 −→ ... −→ F1 d1−→ F0 −→ ...
where didi−1 = 0 is satisfied. The maps di are called the differential of the
complex. Moreover if Fi = 0 for all i < 0, F is called, left complex.
Definition 1.0.7. Let F be a complex defined in the previous definition. Then we
define and denote the homology of the complex F in degree i as Hi(F ) =
ker(di)
im(di+1)
.
Definition 1.0.8. Let F be a left complex defined before. And let U be a finitely
generated S-module. Then F is called a free resolution of the module U if the
following conditions hold;
(1) Fi are finitely generated free S-modules for all i.
(2) Hi(F ) = 0 for all i > 0 i.e. the sequence is exact.
(3) H0(F ) =
F0
im(d1)
∼= U .
Also if the degree of the differential is zero the resolution is called graded.
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construction 1.0.9. Let U be a finitely generated graded S-module. Then
there exists a graded free resolution of U as we will construct here. Let
u1, u2, ..., ur be a basis of U and let a1, a2, ..., ar be their degrees. Let F0 =
S(−a1) ⊕ S(−a2) ⊕ ... ⊕ S(−ar) and let e1, e2, ..., er be the generators of each
summand. Set d1(ej) = uj. This is a homomorphism of degree 0. Then by first
isomorphism theorem we get F0
ker(d1)
= F0 ∼= U .
Now we need to construct Fi for i > 0 properly. We do this by arguing an induc-
tion on i. Assume Fi and di are defined. Set ker(di) = Ui. It is not hard to see
that ker(di) is a graded S-module since Fi is a graded module and di is a graded
module homomorphism. So let l1, l2, ..., lri be the homogeneous generators of it
and c1, c2, ..., cri be the degrees of them. Let Fi+1 = S(−c1)⊕S(−c2)⊕...⊕S(−cri)
and f1, f2, ..., fri be the generators of each summand respectively. Now set
the map di+1(fj) = lj. This is a homomorphism of degree 0. And clearly
im(di+1) = ker(di) which implies Hi(F ) = 0 ie the exactness. So we are done.
Fi+1
di+1−→ Fi di−→ Fi−1
↘ 	 ↑
ker(di)
Definition 1.0.10. Let F be a graded free resolution of a graded S-module U .
Then F is called minimal if the following holds for all i ≥ 0;
di(Fi) ⊆ (x1, x2, ..., xn)Fi−1.
Theorem 1.0.11. Let F be a graded free resolution of an S-module U constructed
in 1.0.9. This resolution is minimal if and only if the chosen system of homoge-
neous generators of ker(di) in construction 1.0.9 is minimal.
Theorem 1.0.12. Up to isomorphism there exist a unique minimal graded free
resolution of the graded finitely generated S-module U .
With the help of the preceding theorem we can make a well defined invariant of
graded finitely generated S-modules.
Definition 1.0.13. Let U be a graded finitely generated S-module. Let F be a
minimal graded free resolution of U . Then since Fi are free it can be written as
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Fi =
⊕
p∈Z
S(−p)ci,p in a unique way by 1.12. We define the graded Betti numbers
of U as the number of summands in Fi of the form S(−p). We denote it as
βSi,p(U) = ci,p.
Theorem 1.0.14 (5, Theorem 1.34). Let I be a finitely generated ideal in S.
Then we have βSi,j(I) = βi,j+1(S/I) ∀i, j.
Using this result we understand that betti number of I is the one degree
shifted of the betti number of S/I. For notational simplicity we use βSi,j(I) to
mean both of them. Betti numbers somehow encodes the structure of finitely
generated graded modules. The main struggle of this paper is mostly related
with calculating Betti numbers of finitely generated graded ideals of S.
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Chapter 2
Gro¨bner Basis and the Generic
Initial Ideals
Definition 2.0.15. Let M be a graded finitely generated S-module. It decom-
poses as direct sum of its components M =
⊕
i∈N
Mi. The Hilbert function of M is
defined from N to N by i −→ dimk(Mi). Also we denote |Mi| = dimk(Mi).
Definition 2.0.16. Let m and m′ be two monomials in S. We set the rules of
degree lex order that determine which one of them is greater in the following
steps;
1 x1 >
lex
x2 >
lex
... >
lex
xn.
2 If deg(m) > deg(m′) then m >
lex
m′ and visa versa.
3 If deg(m) = deg(m′) write m = xα11 x
α2
2 ...x
αn
n and m
′ = xβ11 x
β2
2 ...x
βn
n . Let
i be the smallest number s.t αi 6= βi and αj = βj for all j less than i. If
αi > βi then m >
lex
m′ and visa versa.
For notational simplicity we stick to the notation ” > ” instead of ” >
lex
” for the
rest of the paper.
Definition 2.0.17. Let J be an ideal in S and let f ∈ J . We call the greatest
monomial in f respect to lex order as initial element of f and denote it as in(f).
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Initials of all elements in J generate a monomial ideal. It is called the initial ideal
of J and denoted as in(J) =
〈
in(f)
∣∣f ∈ J〉.
Definition 2.0.18. Let J be an ideal in S, then a set G in J is called a Grobner
basis if the initial terms of the elements in G generates the initial ideal of J ;
in(J) =
〈
in(f)
∣∣f ∈ G〉.
Theorem 2.0.19. Grobner basis G of the ideal J generates J .
Proof. Lets assume that f ∈ J/〈G〉 be the one with the smallest initial term.
Since in(G) generates in(J) it also generates in(f). So there is an element g ∈ G
and a monomial m ∈ S s.t. in(g)m = in(f) which implies in(mg) = in(f).
Then f −mg has initial term less than in(f) and clearly f −mg ∈ J/〈G〉 since
mg ∈ 〈G〉, f ∈ J/〈G〉. These together leads to a contradiction with the smallest
initial term assumption on f. Therefore we conclude that there is no element in
J that lies out of
〈
G
〉
, which ends the proof.
Theorem 2.0.20. There exist a finite Gro¨bner basis of all ideals J of S and
same Grobner basis works with respect to every monomial order.
Theorem 2.0.21. Let J be an ideal in S. The monomials not in in(J) form a
basis of the k-vector space S/J .
Proof. Let m1,m2, ...,mp be monomials not in in(I). We first prove that they are
linearly independent. Assume not, i.e. ∃αi ∈ k/0 s.t. α1m1 +α2m2 + ...+αpmp ∈
J . Then we get in(α1m1 + α2m2 + ...+ αpmp) ∈ in(J). But the initial term of it
is a scalar multiple of the monomials which are not in in(J). This is a contradic-
tion. So we have m1,m2, ...,mp are linearly independent.
Let T = {m1,m2, ...mp}. We need to prove that span(T ) = S/J . It is equiv-
alent to prove that {T, J} span S. Assume not. Let f /∈ span(T, J) and has
the minimal initial term among the polynomials not in the span of {T, J}. If
in(f) /∈ in(J) then in(J) ∈ span(T ). Then we have f − in(f) /∈ span(T, J). But
f − in(f) has initial term less than the initial term of f which contradicts with
the assumption on f . So in(f) ∈ in(J). Then ∃g ∈ J such that in(g) = in(f).
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Therefore f − g /∈ span(T, J) and has the initial term less than the initial term
of f . Again it contradicts with the assumption on f . Hence span(T, J) = S.
Corollary 2.0.22. Let I be a graded ideal in S. Then S/I and S/in(I) have the
same Hilbert function.
Proof. By the previous theorem the monomials not in in(I) spans S/I. Also by
the same theorem we have that the monomials not in in(I) = in(in(I)) spans
S/in(I). Hence the Hilbert function of S/I and S/in(I) are same.
Lemma 2.0.23. Let 0 −→ K γ−→ M φ−→ N −→ 0 be a short exact sequence of
graded finitely generated S-modules and homomorphisms of degree 0. Then
|Mq| = |Kq|+ |Nq| for all q ≥ 0.
Proof. Since the degree of the homomorphisms are zero, for each q ≥ 0 we have
the short exact sequence of k-vector spaces
0 −→ Kq γ−→Mq φ−→ Nq −→ 0.
Let the base set of Kq, Mq, Nq be βK , βM , βN respectively. Since γ is a one
to one homomorphism we have βM ∼= βK unionsq β. Also since im(γ) = ker(φ) and
φ is surjective we have φ
∣∣
β
is a one to one and onto homomorphism. So we get
β ∼= βN . Hence βM ∼= βK unionsq βN which implies |Mq| = |Kq| + |Nq| for all q ≥ 0.
We are done.
Corollary 2.0.24. Let I be a graded ideal in S. Then I and in(I) have the same
Hilbert function.
Proof. We have S/I =
⊕
i
Si/Ii a graded ring with the grades shown in equation.
Then we have the following exact sequences of graded ideals and homomorphisms
of degree zero
0 −→ I γ−→
incl.
S
φ−→
proj.
S/I −→ 0.
0 −→ in(I) γ−→
incl.
S
φ−→
proj.
S/in(I) −→ 0.
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Now by using the previous lemma and the corollary we have the following impli-
cations
|Iq|+ |(S/I)q| = |Sq| = |(in(I))q|+ |(S/in(I))q|
|Iq| = |(in(I))q| ∀q ≥ 0.
Hence we proved that I and in(I) have the same Hilbert function.
Theorem 2.0.25 (Weispfenning Theorem). Let y be a set of variables different
from x1, ..., xn. Consider the extension ring k[x, y] = S[y]. For every ideal J
in S[y] and for every homomorphism φ : k[y] → k there is a finite set C of
polynomials p(x, y) ∈ J such that φ(C) is a Gro¨bner basis for the ideal φ(J) in
S. C is called comprehensive Gro¨bner basis.
Definition 2.0.26. For a g ∈ Gln(k) and a polynomial p(x1, x2, ..., xn) ∈ S we
define the act of g on p by
g · p = p(gx1, gx2, ..., gxn), where gxi =
n∑
j=1
gijxj.
Also we define g · I = {g · p ∣∣ p ∈ I}.
Definition 2.0.27. The general linear group is defined and denoted as;
GLn(k) = { invertible n× n matrices }.
Lets define a equivalence relation on GLn(k) by imposing the condition in(g ·I) =
in(g
′ · I) for g and g′ to be equivalent. It is easy to see that this is indeed
an equivalence relation. This gives us a partition of the group GLn(k) into
equivalence classes.
Definition 2.0.28. For g ∈ GLn(k) let k[g] = k[g11, g12, ..., gnn] where g is con-
sidered to be variable. Then a subset G of GLn(k) is called Zariski closed if it is
a zero set of an ideal in k[g]. Also G is called Zariski open if complement of G is
Zariski closed.
Lemma 2.0.29. For any ideal I there are finitely many equivalence classes in
GLn(k). One of these classes is a nonempty Zariski open subset inside of GLn(k).
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Proof. For notational simplicity let x = (x1, x2, ..., xn). And let I =〈
p1(x), p2(x), ..., pr(x)
〉
. As in the statement of Weispfenning Theorem introduce
a new set of variables
{g11, g12, ..., gnn} call it g and consider the extension S[g] = k[g, x]. Let J
be an ideal of k[g, x] which is generated by elements g.p1(x), ..., g.pr(x). By
Weispfenning Theorem we have a comprehensive gro¨bner basis C of J . Consider
φh(J) =
〈
h.p1(x), ..., h.pr(x)
〉
= h · I where the value of g = h ∈ GLn(k) is in-
serted in J . By the definition of C we have φh(C) as a gro¨bner basis of h ·I. Then
in(h · I) = in(φh(C)). So we can read off all equivalence classes of GLn(k) by
observing coefficients of polynomials in C. These coefficients are polynomials in
k[g]. By requiring that det g 6= 0 (since g is invertible in GLn(k)) and imposing
the conditions ” = 0” and ” 6= 0” on these coefficient polynomials in all possi-
ble ways, we can read off all possible initial ideals in(g.I). Since C is finite by
definition, there are finite number of coefficients, so finite number of possibilities.
Hence the number of distinct initial ideals in(g.I) is finite which means there are
finitely many equivalence classes in GLn(k).
Now let us prove that there is a unique Zariski open equivalence classes U specified
by imposing the condition ” 6= 0” on all leading coefficients of the polynomials in
C. Firstly, U c is actually the zero set of the principal ideal T in k[g] generated by
the polynomial obtained by multiplying all leading coefficients of the polynomials
in C. So U c is Zariski closed, then U is Zariski open. Furthermore, U is clearly
an equivalence class. For uniqueness; let V be a Zariski open equivalence class
other than U , then there is an ideal T ′ in k[g] such that var(T ′) = V c. Also we
know that var(T ) = U c. Since U and V are clearly disjoint we get
GLn(k) = U
c ∪ V c
= var(T ) ∪ var(T ′)
= var(TT ′).
Let P1(g) ∈ TT ′. Let P2(g) be an arbitrary one of the coefficient polynomials of
g11 in P1(g). Similarly choose P3(g) as an arbitrary one of the coefficient poly-
nomials of g12 in P2(g). Continuing this way we generate the arbitrarily chosen
polynomials P1, P2, ..., Pn2 . If Pt is proven to be identically zero, then since the
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choice of Pt was arbitrary we get Pt−1 is also zero identically.(*)
We have P1(g) = 0 ∀g ∈ Gln(k). We are going to prove that P2(g) = 0
∀g ∈ Gln(k). D(g) denotes the determinant polynomial of g. Now choose an
arbitrary g ∈ Gln(k) and change it by setting g11 to a variable z and leaving
other entries as they are. Then P1(g) and D(g) become polynomials of z. Set
them to p1(z) and d(z) respectively. We have p1(z) = 0 ∀z ∈ k s.t. d(z) 6= 0.
Since d(z) have only finitely many roots, there are infinitely many z ∈ k s.t.
p1(z) = 0. Then since p1 has only finitely many roots it becomes a zero poly-
nomial. Since the choice of g was arbitrary we get all coefficient of g11 in P1(g)
vanishes for all g ∈ Gln(k). Then we get P2(g) = 0 ∀g ∈ Gln(k).
Applying same procedure successively it is easy to get Pn2 = 0 ∀g ∈ Gln(k).
But Pn2 is a polynomial in only variable gnn. And for any value of gnn in k there
is an invertible matrix g that accepts gnn as its entry. So Pn2 is zero for all gnn ∈ k
which implies that Pn2 = 0 is identically zero. Then using (*) successively we get
P1 is identically zero. Since the choice of P1 was arbitrary we get TT
′ = 0 which
will result in one of T or T ′ to be zero. It is clear from the definition of T that
T 6= 0. So we get T ′ = 0 which yields V c = GLn(k). Then we get V = 0 which
is a clear contradiction. We are done.
Definition 2.0.30. The initial ideal in(g · I) is called the generic initial ideal if
it is constant when g takes its values on a Zariski open subset V of GLn(k). It is
denoted by gin(I) = in(g · I).
By the last part of the proof for the previous lemma we see that there is a unique
Zariski open equivalence class U . Taking V = U we assure in(g · I) is constant
on V . As a result we proved the existence of gin(I). Uniqueness of gin(I) follows
from the uniqueness of U in the previous lemma.
Theorem 2.0.31 (2, Theorem 15.20). The generic initial ideal gin(I) is Borel
for all ideals I ⊂ S.
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Chapter 3
Lex Ideals
Definition 3.0.32. A k-vector subspace Aq of Sq generated by monomials is
called an Sq-monomial space. {Aq} is denoted as the set of monomials in Aq and
(Aq) is the ideal generated by the elements in Aq. Clearly dimkAq = |{Aq}| :=
|Aq|.
Definition 3.0.33. The lex segment Mq,p is the Sq-monomial space spanned by
the greatest p monomials in Sq respect to lex order.
Definition 3.0.34. An Sq-monomial space Aq deserves the name lex if Aq =
Mq,|Aq |. Also Mq,|Aq | is called the lexification of Aq in the case it is not lex.
Definition 3.0.35. Let Aq be a Sq-monomial space. By S1Aq we mean a k vector
space generated by {S1Aq}. With this interpretation S1Aq equals to (Aq)q+1.
Definition 3.0.36. Let Aq and Tq be Sq monomial spaces. We say Tq is lex
greater than Aq if when we order the monomials {Tq} and {Aq} lexicographically,
and then compare the two ordered sets lexicographically, and get {Tq} is greater.
Theorem 3.0.37. If a monomial space Mq is lex in Sq then S1Mq is also lex in
Sq+1.
Proof. Let m ∈ Sq+1 such that m ≥ m′xi for a monomial m′ ∈Mq. Let xj be the
lex last variable dividing m′xi and u be the lex last variable dividing m. In that
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case we have m
u
≥ m′xi
xj
≥ m′. Then since Mq is lex we must have mu ∈ Mq which
forces m to be an element in S1Mq. This proves that S1Mq is lex in Sq+1.
Definition 3.0.38. A monomial ideal L in S is called lex ideal if ∀q ∈ Z+ Lq is
a lex monomial space.
Proposition 3.0.39. Let M be a graded ideal. Then there exist a minimal system
of homogeneous generators U of M where any proper subset of it does not generate
U . Moreover for all q we have dimkUq is fixed among the any other minimal
system of homogeneous generators.
Proposition 3.0.40. Let M be a graded ideal and let U be a minimal system
of homogenous generators. Then we have Uq ⊆ Mq/S1Mq−1 and βS0,q(M) =
|Uq| = |Mq| − |S1Mq−1|. Also for the case M is a monomial ideal we have Uq =
{Mq}/{S1Mq−1}.
Proof. Let m be an arbitrary element in Uq. Assume m /∈ Mq/S1Mq−1 ie,
m ∈ S1Mq−1. Then since Mq−1 is generated by U1, U2, ..., Uq−1 we get m is
generated by U1, U2, ..., Uq−1. Therefore U/{m} is still a minimal system of
homogeneous generators. Which contradicts the minimality of U . So we get
Uq ⊆ Mq/S1Mq−1. Since elements in Mq/S1Mq−1 are not generated by lower
degrees, all must be generated by Uq. Therefore Mq/S1Mq−1 is a k-vector space
with the basis set Uq. Then we get;
βS0,q(M) = |Uq| = dimk(Uq) = dimk(Mq/S1Mq−1) = dimk(Mq)− dimk(S1Mq−1)
= |Mq| − |S1Mq−1|
For the case M is a monomial ideal the basis set of Mq/S1Mq−1 is clearly the
monomials in it. Which equals to the set {Mq}/{S1Mq−1}.(Here {Mq} and
{S1Mq−1} are set of monomials generating Mq and S1Mq−1 respectively)
Proposition 3.0.41. Let L be a monomial ideal in S. The following assertions
are equivalent.
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(a) Let p be a number such that L has no minimal monomial generators of
degree greater than p. For each q ≤ p we have Lq is lex.
(b) Let L be minimally generated by monomials l1, l2, ..., lr. If m is a monomial
satisfying m > li with deg(m) = deg(li) for some 1 ≤ i ≤ r then m ∈ L.
Proof. Here we divide our proof into two parts. In the first part we additionally
prove that (a) and (b) are also equivalent to the assertion that L is a lex ideal.
(a =⇒ b) If L has no minimal generator of degree q + 1. Then by previous
proposition we get;
{Lq+1}/{S1Lq} = ∅ ⇒ {Lq+1} = {S1Lq} ⇒ Lq+1 = S1Lq.
Using this with 3.0.37 it is clear that Lq+1 is lex if Lq is lex. Since it is given that
Lq is lex for all q < p we get Lq is lex for all q which implies that L is a lex ideal.
(Here it is worthy to note that L is lex also clearly implies (a))Now let m be a
monomial with m > li and deg(m) = deg(li). Then since L is a lex ideal Ldeg(m)
is a lex monomial space which implies clearly that m ∈ Ldeg(m) ⊂ L.
(b =⇒ a) Let l1, l2, ..., lr be written in an increasing order respect to lex. And
let deg(lr) = p . We need to prove that Lq is lex ∀q ≤ p. Fix q less than p.
Any monomial in Lq must be in the form ljs where s ∈ Sq−deg(lj). Assume that
∃m ∈ Sq such that ljs < m. Choose lex first deg(lj) divisors of m, let their
multiplication be l. Then clearly l > lj which together with assertion b implies
that l ∈ Ldeg(lj). It results in m = lml ∈ Lq since ml ∈ Sq−deglj . These all implies
that Lq is a lex monomial space. We are done.
Theorem 3.0.42. The following statements are equivalent.
(1) For any q Let Aq be an Sq-monomial space and Lq be its lexification in Sq,
then we have |S1Lq| ≤ |S1Aq|.
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(2) For every graded ideal J there exists a lex ideal L having the same Hilbert
function with J .
Proof. (1 =⇒ 2) For notational simplicity denote K = in(J). By 2.0.24 we
know that K is a monomial ideal having the same Hilbert function with J . Now
let Lq be the lexification of Kq. Now let L =
⊕
Lq. L has the same Hilbert
function with K then so with J . It remains to prove that L is an ideal indeed.
For that it clearly suffices to prove that S1Lq ⊆ Lq+1. Since Lq is lex, by 3.0.37
it follows that S1Lq is lex also. Therefore if we prove that |S1Lq| ≤ |Lq+1| we
are done. By applying the assertion (1) on the Sq-monomial space Kq we get
S1Lq ≤ S1Kq. Also since K is an ideal we have S1Kq ⊆ Kq+1 which implies
|S1Kq| ≤ |Kq+1| = |Lq+1| clearly. Assembling the last two inequalities together
|S1Lq| ≤ |S1Kq| ≤ |Kq+1| = |Lq+1| we get what we want. As a result (1) implies
that for every graded ideal J there exist a lex ideal L which has the same Hilbert
function with J .
(2 =⇒ 1) Consider the ideal (Aq). By assertion (2) there exists a lex ideal
L with the same Hilbert function with (Aq). Now clearly Lq is the lexification
of Aq = (Aq)q. And since L and (Aq) have the same Hilbert function |Lq+1| =
|(Aq)q+1)| = |S1Aq| is obvious. Also since L is an ideal |S1Lq| ≤ |Lq+1| is obtained.
Combining all together we get the desired inequality |S1Lq| ≤ |S1Aq|.
In 2.0.24 it is proven that |Iq| = |(in(I))q| for any q ≥ 0 which can be rephrased as
β0,q(J) ≤ β0,q(in(J)) for all graded ideals J and all q. We represent the following
generalization of it.
Theorem 3.0.43 (1, Corollary 1.21). For every graded ideal J we have
βi,i+j(J) ≤ βi,i+j(in(J)) for all i, j.
Now we proceed to the theorem proven by Macaulay which boost power to almost
all results that will be shown in this paper and probably to many ones not in this
paper.
Theorem 3.0.44 (Macaulay). The equivalent statements in the Proposition
3.0.42 hold.
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The proof of the Maculay’s theorem will be done in the chapter 5.
Definition 3.0.45. We say that an Sq-monomial space Aq is Borel if for an
arbitrary monomial m ∈ Sq−1 xjm ∈ Aq implies that xim ∈ Aq for all 1 ≤ i ≤ j.
Proposition 3.0.46. All lex Sq-monomial spaces are also Borel but the converse
is not true.
Proof. Let Aq be lex and xjm ∈ Aq, then every monomials greater than xjm
must be in Aq. Then xjm < xim ∀i s.t. 1 ≤ i ≤ j we get that xim ∈ Aq ∀i s.t.
1 ≤ i ≤ j which makes Aq Borel. Then it is understood that every lex monomial
spaces are also Borel.
For the converse we have a counter example. Let A2 be the S2-monomial
space generated by the set of monomials {x21, x1x2, x1x3, x2x3, x22} where S =
k[x1, x2, x3, x4]. This is clearly a Borel S2-monomial space but not lex because it
does not include the element x1x4 which is greater than x2x3 ∈ A2.
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Chapter 4
Multicompression Technique
Let A ⊂ {x1, x2, ..., xn} and let Cq be a monomial space. We can write it as
Cq =
⊕
m
mVm where Vm is a monomial space in the ring S/A
c = k[A], and m is a
monomial in variables Ac. We will make our definition upon this construction
Definition 4.0.47. Cq is called A-multicompressed if all Vm are lex in k[A].
It is called multicompressed if Cq is A-multicompressed for all possible A ⊂
{x1, x2, ..., xn}. It is called (j)-multicompressed if it is A-multicompressed for all
sets A ⊂ {x1, x2, ..., xn} of size j.
Definition 4.0.48. If Cq is A-multicompressed when A = {x1, x2, ..., xn}/xj then
we call it j-compressed rather than calling it {x1, x2, ..., xn}/xj-multicompressed.
In this case Cq looks more simple, Cq =
⊕
1≤i≤q
xq−ij Vi where Vi are monomial spaces
in S/xj. And we call Cq a compressed monomial space if it is j-compressed for
all j s.t 1 ≤ j ≤ n.
Definition 4.0.49. Continuing on the construction done in the beginning of
this section, we define the A-multicompression of the monomial space Cq as the
monomial space
⊕
m
mLm where Lm’s are lexifications of Vm’s in the ring k[A].
Also we define the j-compression of Cq with the same way.
Proposition 4.0.50. If Lq is a lex monomial space then it is a A-multicompressed
monomial space ∀A ⊂ {1, 2, ..., n}.
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Proof. Let Lq =
⊕
m∈k[Ac]
mVm where Vm are monomial space in (k[A])q−deg(m).
Assume that Lq is not A-multicompressed. This means Vm is not lex for some m.
Then ∃w ∈ Vm s.t. ∃u ∈ (k[A])q−deg(m) where u > w but u /∈ (k[A])q−deg(m). Then
we get mu > mw and mu /∈ Lq clearly. This contradicts with the lex property of
Lq. So we proved that Lq is A-multicompressed for all A ⊂ {1, 2, ..., n}.
Proposition 4.0.51. If Cq is a (i)-multicompressed monomial space then it is
(j)-multicompressed for all j s.t. 1 ≤ j < i.
Proof. Fix a j s.t 1 ≤ j < i. Also let A be an arbitrary subset of {1, 2, ..., n} hav-
ing j elements. Complete A to another subset B of {1, 2, ..., n} with i elements
by adding required number of elements arbitrarily.
Since Cq is (i)-multicompressed it must be B-multicompressed also. There-
fore we can write Cq =
⊕
m∈k[Bc]
mVm where Vm are lex monomial spaces in
(k[B])q−deg(m). Since A ⊂ B and Vm are lex in k[B] we get by 4.0.50 that Vm are A-
multicompressed monomial space in K[B]. Then one can write Vm =
⊕
w∈k[B/A]
wKw
where Kw are lex in (k[A])q−deg(m)−deg(w). Therefore we get
Cq =
⊕
m∈k[Bc]
w∈k[B/A]
mwKw =
⊕
mw∈k[Ac]
(mw)Kw where Kw are lex in (k[A])q−deg(mw)
So we proved that Cq is A-multicompressed. Since the choice of the set A and j
are arbitrary we get Cq is (j)-multicompressed for all j satisfying 1 ≤ j < i.
Theorem 4.0.52 (Mermin). Let Cq be a monomial space. We have the following
statements that characterize the Borel monomial spaces and lex monomial spaces.
(a) Cq is Borel ⇔ Cq is a (2)-multicompressed monomial space.
(b) Cq is lex ⇔ Cq is a (3)-multicompressed monomail space.
Proof. (a)(⇐) Let Cq be (2)-multicompressed and mxi ∈ Cq. To prove Cq is
Borel, we need to show that mxj ∈ Cq for all 1 ≤ j < i. Let A = {xi, xj}.
Since Cq is (2)-multicompressed it is A-multicompressed also. Therefore Cq =
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⊕
m′∈k[Ac]
m′Vm′ where Vm′ are lex in k[A]. Now let m = m′xαi x
β
j where m
′ is not
divisible by either of xi and xj. Then since mxi ∈ Cq we get xα+1i xβj ∈ Vm′ . We
have xαi x
β+1
j > x
α+1
i x
β
j since xj > xi. And since Vm′ is lex we get x
α
i x
β+1
j ∈ Vm′
⇒ mxj = m′xαi xβ+1j ∈ Cq. We are done.
(a)(⇒) Assume now Cq is a Borel space. Let A = {xi, xj} be an arbitrary 2
element set where 1 ≤ j < i. We need to prove that Cq is A-multicompressed.
It is possible to write Cq =
⊕
m∈k[Ac]
mVm. In this setup it suffices to prove Vm is
lex ∀m. Fix m and take an arbitrary element xαi xβj from Vm and an arbitrary
element xα
′
i x
β′
j from (k[A])q−degm such that x
α′
i x
β′
j > x
α
i x
β
j . To ensure this last
condition on the arbitrary choice done we need β′ ≥ β. Therefore let β′ = β + t
where t ≥ 0. And since α′ + β′ = α+ β we get α = α′ + t. Now since Cq is Borel
we get;
mxα
′+t
i x
β
j = mx
α
i x
β
j ∈ Cq ⇒ mxα
′+t−1
i x
β+1
j ∈ Cq.
Doing the same operation t times, we get
mxα
′
i x
β+t
j = mx
α′
i x
β′
j ∈ Cq ⇒ xα
′
i x
β′
j ∈ Vm.
It proves that Vm is lex since the choice of α, β, α
′ and β′ were arbitrary. We are
done.
(b)(⇒) Let Cq be lex. Then by 4.0.50 we get it is A-compressed for every set
A ∈ {1, 2, ..., n}. It clearly implies that Cq is a (3)-compressed monomial space.
(b)(⇐) Now let Cq be (3)-multicompressed. Let u ∈ Cq and m ∈ Sq such
that m > u, deg(m) = deg(u) = q. We can represent them as follows,
m = xα11 x
α2
2 ...x
αn
n and u = x
β1
1 x
β2
2 ...x
βn
n where
∑
αl =
∑
βl = q. Let i be
the number such that αi = βi + t for a t ∈ Z+ and αj = βj for all j satisfying
1 ≤ j < i. Let z = xβ11 xβ22 ...xβi−1i−1 = xα11 xα22 ...xαi−1i−1 . Then m = zxαii xαi+1i+1 ...xαnn
and u = zxβii x
βi+1
i+1 ...x
βn
n . Now lets consider the case that i = n; it is not possi-
ble because
∑
αl =
∑
βl. Lets analyze the case i = n− 1. In this case we have
αn−1 = βn−1+t. Then βn = αn+t follows here since
∑
αl =
∑
βl. Since Cq is (3)-
multicompressed it is also (2)-multicompressed by 4.0.51 . Combining this with
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(a) we have that Cq is Borel. Then we get
u
xn
xn−1 = zx
αn−1−(t−1)
n−1 x
αn+t−1
n ∈ Cq.
Doing this last operation t times we get m ∈ Cq. Since the choice of the m and
u were arbitrary we get Cq lex which is the desired conclusion. Now it remains
to work on the case n > i + 1 > i. Since Cq is Borel and u ∈ Cq we have
zxβii x
e
i+1 ∈ Cq where e = βi+1 + ... + βn. Let A = {xi, xi+1, xn}. Since Cq is
(3)-multicompressed it is A-multicompressed. Combining this with the fact that
xβi+ti x
e−t
n > x
βi
i x
e
i+1 we get zx
βi+t
i x
e−t
n ∈ Cq. Then using the Borel property of Cq
in a good way we can get that m ∈ Cq. So it follows that Cq is lex, since the
choice of m and u were arbitrary.
Lemma 4.0.53. Let A ⊆ {1, 2, ..., n} and Aq be a monomial space. Then there
exists a A-multicompressed monomial space Tq s.t. |Aq| = |Tq| and |S1Tq| ≤
|S1Aq|.
Lemma 4.0.54. Let Aq be an Sq-monomial space. Then for each fixed j ∈
{1, 2, ..., n− 1} ∃ a (j)-multicompressed monomial space Cq in Sq s.t. |Cq| = |Aq|
and |S1Cq| ≤ |S1Aq|.
Proof. If Aq is (j)-compressed there is nothing to prove. If not, there exists
A ⊂ {1, 2, ..., n} with j elements where Aq is not A-multicompressed. By 4.0.53
there exist an A-multicompressed monomial space T 1q s.t |T 1q | = |Aq| and |S1T 1q | ≤
|S1Aq|. It is clear that T 1q is a lex greater monomial space than Aq. If T 1q is (j)-
compressed monomial space we are done. If not, apply same procedure to T 1q and
obtain another monomial space T 2q lex greater than T
1
q and satisfying |T 1q | = |T 2q |,
|S1T 2q | ≤ |S1T 1q |. Continuing the same procedure successively we get in each step
a lex greater monomial space satisfying the desired inequalities. Since it can
not get lex greater forever, at some point we will reach a (j)-multicompressed
monomial space Tq with |Tq| = |Aq| and |S1Tq| ≤ |S1Aq|.
Definition 4.0.55. For a monomial m we denote;
max(m) = max{i ∣∣ xi divides m}, min(m) = min{i ∣∣ xi divides m}.
Also we have some notation to introduce here;
Γi,j(Aq) = |{m ∈ Aq
∣∣ max(m) ≤ i , xji - m}|, ti(Aq) = |{m ∈ Aq ∣∣ max(m) ≤ i}|.
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Lemma 4.0.56. Let Bq be a Borel Sq-monomial space. Then we have;
{S1Bq} =
∐
xi{m ∈ {Bq}|max(m) ≤ i}.
and , |S1Bq| =
n∑
1
tj(Bq).
Proof. For notational simplicity let B =
∐
xi{m ∈ {Bq}|max(m) ≤ i}. It is
clear that B ⊆ {S1Bq}. Now it suffices to prove {S1Bq} ⊆ B is true. Let uxj
be an arbitrary element in {S1Bq} and let max(u) = t. If t > j then uxtxj ∈ Bq
since Bq is Borel. Then we get uxj = (
u
xt
xj)xt ∈ xt{m ∈ Bq|max(m) ≤ t} ⇒
uxj ∈ B. For the case j ≥ t we have directly uxj ∈ xj{m ∈ Bq|max(m) ≤ j} ⇒
uxj ∈ B. So for all cases we proved that an arbitrary monomial taken from S1Bq
falls into B. Which shows that {S1Bq} = B as desired. Now lets prove that the
elements of the union are indeed disjoint. Assume that xi{m ∈ Bq|max(m) ≤ i}
and xj{m ∈ Bq|max(m) ≤ j} share a common element xim = xjm′ ⇒ xi|m′ and
xj|m ⇒ i ≤ j and j ≤ i ⇒ i = j. So all elements of the union is disjoint. Then
we clearly get |S1Bq| =
∑n
1 tj(Bq).
Lemma 4.0.57. Let Aq be a Borel Sq-monomial space. Then its n-compression
is also Borel.
Lemma 4.0.58. Let Cq be a n-compressed Borel monomial space and Lq be a lex
monomial space with |Lq| ≤ |Cq|. Then Γi,j(Lq) ≤ Γi,j(Cq) for all 1 ≤ i ≤ n and
1 ≤ j.
Proof. Start with the case i = n; by directly from definition of Γi,j we get
Γn,q+1(Lq) = |Lq| ≤ |Cq| ≤ Γn,q+1(Cq). Let it be the first step of the decreasing
induction on j. Assume that Γn,j+1(Lq) ≤ Γn,j+1(Cq) is true. Based on this
induction assumption we will prove that Γn,(Lq) ≤ Γn,j(Cq). The definition of
Γi,j implies Γn,j(Lq) ≤ Γn,j+1(Lq) by free. If Cq does not contain any monomial
divisible by xjn then Γn,j+1(Cq) = Γn,j(Cq). Combining these together with the
induction assumption we get the chain of the inequalities;
Γn,j(Lq) ≤ Γn,j+1(Lq) ≤ Γn,j+1(Cq) = Γn,j(Cq).
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So we get Γn,j(Lq) ≤ Γn,j(Cq) which completes the proof for the case Cq does not
contain any monomial divisible by xjn.
Now, consider the case where Cq has an element divisible by x
j
n. Let e =
xe11 x
e2
2 ...x
en
n be the lex last monomial with the property en ≥ j. Lets prove
any monomial m ∈ Sq that is lex greater than e and xpn‖m where 1 ≤ p ≤ j − 1
falls into Cq. The lex last monomial with the mentioned property is clearly
f =: ( e
xen−pn
)xen−pn−1 . f is in Cq because Cq is Borel. Now Since Cq is n-compressed
it is written as direct sum of the lex sets along with the multiplication by suitable
factors of xn. Therefore since m and f share same factor of xn and m > f we
can say that m ∈ Cq. That constitutes to the equality;
{m ∈ Cq
∣∣xjn - m,m > e} = {m ∈ Sq∣∣xjn -,m > e}. (1)
We will write down a series of results that will be of use;
|{m ∈ Lq
∣∣xjn - m,m > e}| ≤ |{m ∈ Sq∣∣xjn - m,m > e}|. (2)
|{m ∈ Lq
∣∣xjn - m,m < e}| ≤ |{m ∈ Lq∣∣m < e}|. (3)
|{m ∈ Lq
∣∣m < e}| ≤ |{m ∈ Cq∣∣m < e}|. (4)
{m ∈ Cq
∣∣m < e} = {m ∈ Cq∣∣xjn - m,m > e}. (5)
(2) and (3) comes directly from enlarging the conditions on m. Lets now prove
(4) is true. If there is no element in Lq less than e then (4) comes true directly.
So assume |{m ∈ Lq | m < e}| = h > 0. Then since Lq is lex, all elements
greater or equal to e falls into Lq. Then there are |Lq|−h many elements greater
or equal to e in Sq. Then combining this with the fact that |Cq| ≥ |Lq| we get
|{m ∈ Cq
∣∣m < e}| ≤ |Cq|−(|Lq|−h) = (|Cq|−|Lq|)+h ≥ h = |{m ∈ Lq∣∣m < e}|.
So it is done. It is left to prove (5). The sets are same because by definition of
e there is no monomial m ∈ Cq less than e and divisible by xjn.
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Using (1),(2),(3),(4) and (5) successively we get the following chain of inequalities;
Γn,j(Lq) = |{m ∈ Lq
∣∣xjn - m,m > e}|+ |{m ∈ Lq∣∣xjn - m,m < e}|
≤ |{m ∈ Sq
∣∣xjn - m,m > e}|+ |{m ∈ Lq∣∣m < e}|
≤ |{m ∈ Cq
∣∣xjn - m,m > e}|+ |{m ∈ Cq∣∣m < e}|
= |{m ∈ Cq
∣∣xjn - m,m > e}|+ |{m ∈ Cq∣∣xjn -,m < e}| = Γn,j(Cq). (6)
Then we get Γn,j(Lq) ≤ Γn,j(Cq) which completes the decreasing induction argu-
ment on j. Setting j = 1 in the proven inequality Γn,1(Lq) ≤ Γn,1(Cq) is obtained.
We have Γn,1(Lq) = {m ∈ Lq
∣∣xn - m} = Lq/xn, similarly Γn,1(Cq) = Cq/xn
is true. Since Cq is n-compressed Cq/xn is lex. Also Lq/xn is lex since Lq is
lex. Then combining these together it follows that Lq/xn ⊆ Cq/xn. From this
Lq/{xn, xn−1, ..., xn−t+1} ⊆ Cq/{xn, xn−1, ..., xn−t+1} follows. Moreover;
Γn−t,j(Cq) = Γn−t,j(Cq/{xn, xn−1, ..., xn−t+1}).
and;
Γn−t,j(Lq) = Γn−t,j(Lq/{xn, xn−1, ..., xn−t+1}).
Then these imply for all t that Γn−t,j(Lq) ≤ Γn−t,j(Cq) which ends the proof.
Lemma 4.0.59. Let Bq be Borel and Lq be a lex monomial space in Sq with
|Lq| ≤ |Bq|. Then we have ti(Lq) ≤ ti(Bq) and Γi,j(Lq) ≤ Γi,j(Bq).
Proof. Let Cq be n-compression of Bq. Since Bq is Borel by 4.0.57 Cq is Borel.
Moreover by 4.0.58 we have Γi,j(Lq) ≤ Γi,j(Cq). Therefore it remains to prove that
Γi,j(Cq) ≤ Γi,j(Bq). Writing Bq =
⊕
0≤j≤q
xjnKj and Cq =
⊕
0≤j≤q
xjnTj we see by defini-
ton of
n-compression that Tj is lexification of Kj. Then |Kj| = |Tj|. Using this we
get
Γn,j(Cq) =
∑
0≤k<j
|Tk| =
∑
0≤k<j
|Kk| = Γn,j(Bq).
Now we argue induction on n, the number of variables. Let i < n, then clearly
Γi,j(Cq) = Γi,j(Cq/xn) and Γi,j(Bq) = Γi,j(Bq/xn). Here we get Cq/xn =
∐
Tj
24
is lex in Sq/xn and Bq/xn is Borel in Sq/xn since Bq is Borel. Since Sq/xn have
n− 1 variables by induction hypothesis we are done.
The proof’s of 4.0.53 and 4.0.57 will be done in next section along with the proof
of macaulay’s theorem since they are closely related.
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Chapter 5
Proof of the Macaulay’s Theorem
Proof. We argue induction on t, the number of variables. It is clear for t = 1
that |S1Lq| = |S1Aq| = 1. For the case t = 2 we have S = k[x1, x2]. Ordering
of the monomials in Sq is as x
q
1 > x
q−1
1 x2 > x
q−2
1 x
2
2 > ... > x1x
q−1
2 > x
q
2. Let
z = |Aq| = |Lq|. Then the lex last monomial in Lq is clearly xq−z+11 xz+12 . There-
fore the lex last element of S1Lq becomes x
q−z+1
1 x
z
2. Then using this with the
fact that S1Lq is lex by 3.0.37 we get |S1Lq| = z + 1. Now it is left to prove
that |S1Aq| ≥ z + 1. Let m1 > m2 > ... > mz be elements of Aq. Then we get
m1x1 > m2x1 > ... > mzx1 > mzx2. All of these are different and in S1Aq. Then
we proved that {S1Aq} has at least z− 1 elements. So we are done with the case
t = 2 and t = 1.
Let those be the base step of the induction. Assume for t ≤ n−1 the Macaulay’s
theorem is true. We nned to prove it is true for t = n. We will do so by prov-
ing the following assertions one by one. The notation 3.0.44(n − 1) means the
theorem 3.0.44 is true for all t ≤ n − 1. Same notation is used for everything
below.
3.0.44(n− 1)⇒ 4.0.57(n)⇒ 4.0.59(n). (1)
3.0.44(n− 1)⇒ 4.0.53(n)⇒ 4.0.54(n). (2)
3.0.44(n− 1)⇒ 4(n). (3)
4(n)⇒ 3.0.44(n). (4)
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For (1); 4.0.57(n) ⇒ 4.0.59(n) was proven in the previous section. There-
fore lets focus on proving the first implication. Let Aq =
∐
0≤j≤q
xq−jn Kj and
Cq =
∐
0≤j≤q
xq−jn Lj. From the notation Lj is lexification of Kj. Let mxi ∈ Cq
then we are to prove that mxl ∈ Cq for all 1 ≤ l ≤ i. Write mxi = uxixαn, α ≥ o
and xn - u. Clearly uxi < uxl, then since uxi ∈ Lq−α and Lq−α is lex we get
uxl ∈ Lq−α ⇒ mxl ∈ Cq. These all work for the case i 6= n. Now consider the
case i = n; write mxn = yx
β
n where xn - y. To show Cq is Borel we need to prove
that (yxβ−1n )xl = mxl ∈ Cq for all l < n. We have both Kj and Lj lying in S1/xn.
So we can apply 3.0.44(n-1) here. Applying it, we get |S1/xnLj| ≤ |S1/xnKj|.
Moreover since Aq is Borel it follows that (S1/xn)Kj ⊆ Kj+1. Combining them
together we get |(S1/xn)Lj| ≤ |(S1/xn)Kj| ≤ |Kj+1| = |Lj+1|. From here we get
(S1/xn)Lj ⊆ Lj+1.(It is because both of them are lex) y ∈ Lq−β, then by the
previous achievement it is seen yxl ∈ Lq−β+1 where l < n ⇒ yxlxβ−1n ∈ Cq. So it
is done.
For (2); 4.0.53(n)⇒ 4.0.54(n) was again proven in previous section. So it suffices
to prove the first implication only. We have for every t < n Macaulay’s theorem
true. let Aq =
⊕
m∈k[Ac]
mVm where Vm is a monomial space in S/k[A
c] = k[A]
of degree q − deg(m). Now let Tq =
⊕
m∈k[Ac]
mLm where Lm’s are lexifications
of Vm’s. Since |Lm| = |Vm| we clearly have |Aq| = |Tq|. Now lets prove
|S1Aq| ≥ |S1Tq|. It is easy to see that S1Aq =
⊕
m∈k[Ac]
m{ ∐
xj∈Ac
Lm/xj + AVm}
and S1Tq =
⊕
m∈k[Ac]
m{ ∐
xj∈Ac
Lm/xj + ALm}. According to that it suffices to prove
|∐Lm/xj +ALm| ≤ |∐Vm/xj +AVm|. Lm/xj is lex and of degree q− deg(m) + 1.
Also ALm is lex in k[A] by 3.0.37 and it is of degree q − deg(m) + 1. Therefore
it follows that |∐Lm/xj + ALm| = max{|ALm|, |Lm/xj |∣∣xj ∈ Ac}. On the other
hand we have |Lm/xj | = |Vm/xj | and by 3.0.44(n-1) |ALm| ≤ |AVm|.(Here keep in
mind that |A| ≤ n−1 by definition of A-compression) Using these and combining
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the previous observations we get the following chain of inequalities;
|
∐
Lm/xj + ALm| = max{|ALm|, |Lm/xj |
∣∣xj ∈ Ac}
≤ max{|AVm|, |Vm/xj |
∣∣xj ∈ Ac} ≤ |∐Vm/xj + AVm|.
We are done.
For (3); this is added to stress on the point that almost whole 4(n) is now
standing on the body of 3.0.44(n-1). Therefore in (4) we can use 4(n).
For (4); this is the main part of the induction proof that uses 4(n). Since we have
4.0.54(n) and n > 2 it follows that there exist a (2)-multicompressed monomial
space Cq s.t |Cq| = |Aq|, and |S1Cq| ≤ |S1Aq|. Cq is Borel by 4.0.52. Let Lq be
lexification of Cq. Clearly it is also lexification of Aq. Lets prove |S1Lq| ≤ |S1Cq|.
By using 4.0.56 |S1Lq| =
n∑
i=1
ti(Lq), and |S1Cq| =
n∑
i=1
ti(Cq). Since by 4.0.59(n),
ti(Lq) ≤ ti(Cq) ∀i it follows that |S1Lq| ≤ |S1Cq|. So we are done.
Here it is worthy to mention that almost all results given in chapter 4 are
turned true in the process of proving Macaulay’s theorem. If it was not true,
almost all of the chapter 4 would collapse. In the following chapters we will make
use of some of these results to prove a continuation of Macaulay’s theorem.
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Chapter 6
Statement of the Main Theorem
For every graded ideal J we know by Macaulay’s Theorem that there is a lex
ideal L with the same Hilbert function as J . Moreover for that ideal we have
|S1Lq| ≤ |S1Jq| by 3.0.42. Lets now present a corollary which establish a relation
with Macaulay’s Theorem and the the betti numbers of the graded ideals.
Definition 6.0.60. Let M be a monomial ideal. Then we denote the set of
degree q minimal monomial generators of M as Gq(M).
Corollary 6.0.61. Let J be a graded ideal and L is a lex ideal with the same
Hilbert function as J . Then β0,q(J) ≤ β0,q(L) for all q.
Proof. By 3.0.40 we have βS0,q(J) = |Jq| − |S1Jq−1| and βS0,q(L) = |Lq| − |S1Lq−1|.
Since L and J has the same Hilbert function |Lq| = |Jq|. And by 3.0.42
|S1Lq| ≤ |S1Jq|. These all together constitutes to βS0,q(J) = |Jq| − |S1Jq−1| ≤
|Lq| − |S1Lq−1| = βS0,q(L) which completes the proof.
This corollary determine an upper bound for the zeroth betti numbers of graded
ideals. Now it is time to present an extension of this which is the main theorem
of this paper. The proof will be given in section 8.
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Theorem 6.0.62 (Main Theorem). Assume char(k) = 0 and let J be a graded
ideal in S. Let L be a lex ideal with the same Hilbert function with J . Then
βi,j(J) ≤ βi,j(L) for all i, j.
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Chapter 7
Eliahou-Kervaire Resolution
Definition 7.0.63. For a monomial m denote max(m) = max{i ∣∣ xi divides m}
and min(m) = min{i ∣∣ divides m}.
Proposition 7.0.64. A Borel ideal M is given. If w ∈ M is a monomial, then
there is a unique decomposition w = rl s.t r is a minimal monomial generator of
M and max(r) ≤ min(l).
Proof. We first prove that there exist m ∈M s.t w = m.v and max(m) ≤ min(v).
The case w is a minimal monomial generator is trivial. Now assume w is not a
minimal monomial generator. Then ∃u0 ∈M s.t w = u0v0. If max(u0) ≤ min(v0)
we are done. Otherwise let max(u0) = j0, min(v0) = i0 and j0 > i0. Then since
M is Borel and u0 ∈M we have u1 := u0xj0 xi0 ∈M . And w = u0v0 =
u0
xj0
xi0
v0
xi0
xj0 .
Clearly j1 := max(u1) = max(
u0
xj0
xi0) < max(u0) = j0. Also let v1 =
v0
xi0
xj0 .
Again clearly i1 := min(v1) = min(
v0
xi0
xj0 < min(v0) = i0. To sum up, w = u1v1,
u1 ∈ M and i1 ≥ i0, j0 ≥ j1. Continuing the same process we generate an
increasing sequence (ik)
∞
0 and a decreasing sequence (jk)
∞
0 with the monomials
uk ∈ M and vk. Therefore for a suitable k we will get jk ≤ ik, at this point set
m = uk and v = vk.
Now using this lets prove the existence part of the statement. By previous re-
sult we have m ∈ M s.t w = m.v and max(m) ≤ min(v). If m is a minimal
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monomial generator we are done. Otherwise applying same thing on m we get
∃m0 ∈ M s.t m = m0h0 where max(m0) ≤ min(h0). Clearly max(m0) ≤
max(m0h0) = max(m) ≤ min(v). To sum up all of them, min(vh0) =
min(min(v),min(h0)) ≥ max(m0). So we get max(m0) ≤ min(vh0). Lets apply
the process that we followed for m to m0. Then we get ∃m1 ∈M s.t m0 = m1h1,
max(m1) ≤ min(vh0h1). Continuing successively we get w = mkhkhk−1...h1h0v
s.t mk ∈ M and max(mk) ≤ min(hkhk−1...h1h0v). Since mk is getting smaller
at each step it will soon reach to a m.m.g, say at the step N . Then set mN = r
and hNhN−1...h1h0v = l where we clearly proved that max(r) ≤ min(l). So the
existence part is done. For the uniqueness, let w = r1l1 = r2l2 where r1 and r2 are
minimal monomial generators with max(r1) ≤ min(l1) and max(r2) ≤ min(l2).
Now let w = xα11 x
α2
2 ...x
αn
n and r1 = x
α1
1 x
α2
2 ...x
θs
s , r2 = x
α1
1 x
α2
2 ...x
βt
t . Now without
loss of generality let (
s−1∑
i=1
αi) + θs ≤ (
t−1∑
i=1
αi) + βt ⇒ r1 | r2 ⇒ r1 = r2 since both of
them are m.m.g.
Definition 7.0.65. In the notation of we define the beginning and end of a
monomial w in M as b(w) := r and e(w) := l respectively.
Remark 7.0.66. Let M be a Borel ideal and A is a monomial in it. If B = A.C
s.t max(A) ≤ min(C) we have b(B) = b(A).
Lemma 7.0.67. Let M be a Borel ideal and m ∈M . Then we have;
b(b(mxt)xq) = b(b(mxq)xt) ∀t, q s.t. t < q < max(m).
Proof. Let m = xα11 x
α2
2 ...x
αt
t ...x
αq
q ...xαnn and let b(mxt) = x
α1
1 ...x
θs
s , where here
αt := αt + 1, b(mxq) = x
α1
1 ...x
θl
l where here αq := αq + 1.
Lets first consider the case s ≤ l. If b(mxt) = b(mxq) then clearly s = l. More-
over we have s = l ≤ t, because otherwise xαt+1t would divide b(mxt) but not
b(mxq). So max(b(mxt)) = max(b(mxq)) ≤ t < q, then by using 7.0.66 we get
the following;
b(b(mxt)xq) = b(mxt) = b(mxq) = b(b(mxq)xt).
We are done. Combining this result with the fact that b(mxt) and b(mxq) are
m.m.g we see that it is left to analyze the subcase b(mxt) - b(mxq). Only cases
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making this possible are obviously s ≥ t or s = t and θs = αt + 1. Then we have
l ≥ s ≥ t which implies xαtt ‖b(mxq). Therefore (
¯
mxt) | b(mxq)xt. Then for the
case s ≤ q we get by 7.0.64 that b(b(mxq)xt) = b(mxt). Also if s ≤ q we get
max(b(mxt)) ≤ q implying b(b(mxt)xq) = b(mxt) which gives us what we want.
Now for the case s > q we get l ≥ s > q > t. Which implies xαt+1t | b(mxq)xt and
x
αq+1
q | b(mxt)xq. Then using 7.0.66 we conclude that b(b(mxq)xt) = b(b(mxt)xq).
It is left to consider the case s > l. Using the same argumentation above
b(mxq) - b(mxt) is the only subcase left to consider. This is only possible if
x
αq+1
q | b(mxq) since s > l. That means s > l ≥ q > t. Therefore xαtt | b(mxq)
also. It implies that xαt+1t | b(mxq)xt and xαq+1q | b(mxt)xq. Then by 7.0.66 we
get b(b(mxq)xt) = b(b(mxt)xq).
construction 7.0.68. Let M be a Borel ideal. Denote {m1,m2, ...mr} the set
of minimal monomial generators of M . For each mi and for each sequence 1 ≤
j1 < ... < jp < max(mi) we consider the free S-module S(mixj1 ...xjp) with one
generator (mi; j1, ..., jp) of multi degree mixj1 ...xjp . We set up a sequence of
homomorphisms of S-modules;
E : ...
dp+1−→ Ep dp−→ Ep−1 dp−1−→ ... d2−→ E1 d1−→ E0 = S d0−→ S/M −→ 0.
Ep+1 =
⊕
p is fixed
S(mixj1 ...xjp).
Where (mi; j1, ..., jp) are the basis of the modules in the sum. Now we define
d = δ − µ as
δ(mi; j1, ...jp) =
∑
1≤q≤p
(−1)qxjq(mi, j1..., j˜q, ..., jp).
and
µ(mi; j1, ..., jp) =
∑
1≤q<p
(−1)q mixjq
b(mi)xjq
(b(mixjq); j1, ..., j˜q, ..., jp).
Here j˜q means jq is missing in the given base element. Also for the sake of being
well defined we count (b(mixjq); j1, ..., j˜q, ..., jp) zero if jp ≥ max(b(mixjq)).
Proposition 7.0.69. The sequence of the homomorphisms E of the S-modules
constructed in 7.0.68 is indeed a complex.
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Proof. We need to prove dpdp+1 = 0 to show E is a complex. Following chain of
the implications are by definition of d;
dpdp+1 = 0 ⇐⇒ (δp − µp)(δp+1 − µp+1) = 0
⇐⇒ δpδp+1 + (µpµp+1 − (δpµp+1 − µpδp+1)) = 0.
The desired equation is satisfied if the following statements are true;
δpδp+1 = 0. (1)
δpµp+1 + µpδp+1 = 0. (2)
µpµp+1 = 0. (3)
For (1)
δpδp+1(mi; j1, ..., jp) =
∑
1≤q≤p
(−1)qxjqdp(mi; j1, ..., j˜q, ..., jp)
= (
∑
1≤q<t≤p
(−1)q+t−1xjqxjt(mi; j1, ..., j˜q, ..., j˜t, ..., jp))
+ (
∑
1≤r<q≤p
(−1)q+rxjqxjr(mi; j1, ..., j˜r, ..., j˜q, ..., jp)).
Let s > l, now consider the coefficient of a generic element xjsxjl(mi; j1, ..., j˜l, ..., j˜s, ..., jp)
of the sum. In the first sum of the last equation setting q = s, t = l we get the
coefficient (−1)l+s−1. Again setting q = s, t = l in the second sum of the last
equation (−1)l+s contributes to coefficient of the generic element. Therefore the
coefficient of the generic element becomes (−1)l+s−1 + (−1)l+s which equals to 0.
So it is done.
For (2)
δpµp+1(mi; j1, ..., jp) =
∑
1≤q≤p−1
(−1)qmixjq
b(mixjq)
δp(b(mixjq); j1, ..., j˜q, ..., jp)
=
∑
1≤q<t≤p
(−1)q+t−1mixjqxjt
b(mixjq)
(b(mixjq); j1, ..., j˜q, ..., j˜t..., jp)
+
∑
1≤r<q≤p−1
(−1)q+rmixjqxjr
b(mixjq)
(b(mixjq); j1, ..., j˜r, ..., j˜q, ..., jp).
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Let s > l. To determine the generic elements of the sum put q = l, s = t in the
first sum and put r = l, s = q in the second sum of the equation. Then we get
two forms of the generic elements of the sum;
(−1)s+l−1mixjlxjs
b(mixjl)
(b(mixjl); j1, ..., j˜l, ..., j˜s..., jp). (4)
(−1)s+lmixjsxjl
b(mixjs)
(b(mixjs); j1, ..., j˜l, ..., j˜s..., jp). (5)
µpδp+1(mi; j1, ..., jp) =
∑
1≤q≤p
(−1)qmixjqµp(mi; j1, ..., j˜q, ..., jp)
=
∑
1≤q<t≤p−1
(−1)q+t−1i xjqxjt
b(mixjt)
(b(mixjt); j1, ..., j˜q, ..., j˜t..., jp)
+
∑
1≤r<q≤p
(−1)q+rmixjqxjr
b(mixjr)
(b(mixjr); j1, ..., j˜r, ..., j˜q, ..., jp).
Again putting q = l, s = t in the first sum and putting r = l, s = q in the second
sum we get the two forms of generic elements of the sum;
(−1)s+l−1mixjlxjs
b(mixjs)
(b(mixjs); j1, ..., j˜l, ..., j˜s..., jp). (6)
(−1)s+lmixjsxjl
b(mixjl)
(b(mixjl); j1, ..., j˜l, ..., j˜s..., jp). (7)
It is apparently seen that the sum of generic elements in (4), (5), (6) and (7)
becomes zero. Which proves (2).
For (3)
µpµp+1(mi; j1, ..., jp) =
∑
1≤q≤p−1
(−1)qmixjq
b(mixjq)
µp(b(mixjq); j1, ..., j˜q, ..., jp)
=
∑
1≤q<t≤p−1
(−1)q+t−1mixjqxjt
b(b(mixjq)xjt)
(b(b(mixjq)xjt); j1, ..., j˜q, ..., j˜t, ..., jp)
+
∑
1≤r<q≤p−1
(−1)q+rmixjqxjr
b(b(mixjq)xjr)
(b(b(mixjq)xjr); j1, ..., j˜r, ..., j˜q, ..., jp).
Again let s > l. Setting q = l, t = s in the first sum of the equation we get the
generic element;
(−1)s+l−1mixjlxjs
b(b(mixjl)xjs)
(b(b(mixjl)xjs); j1, ..., j˜l, ..., j˜s, ..., jp).
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and putting r = l, q = s in the second sum we get the generic element;
(−1)s+lmixjsxjl
b(b(mixjs)xjl)
(b(b(mixjs)xjl); j1, ..., j˜l, ..., j˜s, ..., jp).
By 7.0.67 we have b(b(mixjs)xjl) = b(b(mixjl)xjs). It implies that the sum of the
generic elements represented above is zero. Which proves µpµp+1 = 0. We are
done.
Definition 7.0.70. The sequence of homomorphisms E that is proven to be
complex in 7.0.69 is called Eliahou-Kervaire complex.
Now we represent a lemma that has great importance in the upcoming results.
Lemma 7.0.71. Let M be a Borel ideal and suppose m1 <
rlex
m2 <
rlex
... <
rlex
mr are
m.m.g of M in revlex order. Then for i ≥ 0 we have (m1,m2, ...,mi) : mi+1 =
(x1, x2, ...xmax(mi+1)).
Proof. To prove this we should first prove that Bi = (m1,m2, ...,mi) is a Borel
ideal for all i ≤ r. Let xtm ∈ Bi be fixed. To prove Bi is Borel, we should prove
xjm ∈ Bi ∀j ≤ t. Let q be the maximum element of the set {l ≤ i | ml di-
vides xtm}. Since (m1,m2, ...,mq) ⊆ Bi it suffices to prove xj ∈ (m1,m2, ...,mq)
∀ j < t. Since mq divides xtm we write xtm = mqv. If xt - mq then mq | m
which also implies mq | xjm ∀ j < t. So done. For the case xt | mq from
the Borel property of M it follows that mq
xt
xj ∈ M . Since j < t we have
mq
xt
xj <
rlex
mq. Then if
mq
xt
xj is a m.m.g it must be in {m1, ...,mq}. It implies
xjm =
mq
xt
xjv ∈ (m1,m2, ...,mq) which was the desired conclusion. If mqxt xj
is not a m.m.g then it must have a m.m.g as a divisor. Let it be m′. Then
m′ < mq
xt
xj < mq. Therefore m
′ ∈ {m1, ...,mq}. Since xjm is divided by m′ we
get xjm ∈ (m1, ...,mq). So we are done.
For ⊇; since mi+1 ∈ M we have A = mi+1xmax(mi+1)xmax(mi+1)−1 ∈ M by Borel prop-
erty. Also clearly mi+1 >
rlex
A. Then we get A is divisible by one of m1,m2, ...,mi.
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Then we get
A ⊂ (m1,m2, ...,mi) =⇒ Axmax(mi+1) ∈ (m1, ...,mi).
So we have mi+1xmax(mi+1)−1 ∈ (m1, ...,mi). Then by Borel property of
(m1,m2, ...,mi) we get mi+1xk ∈ (m1,m2, ...,mi) ∀ k s.t k ≤ xmax(mi+1)−1. This
proves what we want.
For ⊆; assume not. ie; there exists a monomial w such that wmi+1 ∈ (m1, ...,mi)
but w /∈ (x1, x2, ..., xmax(mi+1)−1). The last condition gives that xk - w
∀ k < max(mi+1). Therefore min(w) ≥ max(mi+1). Which constitutes to
b(wmi+1) = mi+1. Also since wmi+1 ∈ (m1, ...,mi) ∃t s.t 1 ≤ t ≤ i and
mr | wmi+1. Setting u0 = mt, v0 = wmi+1mt and applying the process followed
in the proof of 7.0.64 we reach b(wmi+1) = mi+1 with reductions on u0 = mt
respect to revlex order. So it is seen that mt ≥
rlex
mi+1 which contradicts with the
revlex ordering of the minimal monomial generators. We are done.
Definition 7.0.72. Let (U, d) and (U ′, d′) be complexes of finitely generated R-
modules. And let ϕ : (U, d) → (U ′, d′) be a homomorphism of complexes. Then
(W,d′′) is defined to be a mapping cone of U and U ′ where W = Ui−1
⊕
U ′i and
d′′i (a+ b) = −di−1(a) + ϕi−1(a) + d′i(b) where a ∈ Ui−1 and b ∈ U ′i . The map ϕ is
called the comparison map.
Remark 7.0.73. (W,d′′) defined in 7.0.71 is a complex of finitely generated R-
modules.
Lemma 7.0.74. Let (U, d) and (U ′, d′) be free resolutions on the finitely generated
R-modules V and V ′ respectively. And define ϕ : (U, d)→ (U ′, d′) as lifting of an
injective homomorphism ϕ0 : V → V ′. Then the mapping cone W of U and U ′
is the free resolution of V ′/ϕ(V ).
Proof. Set up the following exact sequence in the obvious way;
0→ U ′ incl.→ W surj.→ U [−1]→ 0. (1)
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This yields the long exact sequences of homologies.
...→ Hi(U ′)→ Hi(W )→ Hi−1(U)→ Hi−1(U ′)→ Hi−1(W )→ Hi−2(U)→ ....
(2)
Now since U and U ′ are free resolutions of V and V ′ respectively, we have Hi(U) =
Hi(U
′) = 0 and H0(U) = V , H0(U ′) = V ′. Then from (2) we get Hi(W ) = 0 for
i ≥ 2 and also the only part of (2) that is nonzero and in nonnegative homological
degree becomes the following;
0→ H1(W ) σ→ H0(U) = V ϕ=ϕ0→ H0(U ′) = V ′ λ→ H0(W )→ 0. (3)
Since the sequence above is a part of (2) it must be an exact sequence. Since it is
given that ϕ is injective imσ = kerϕ = ∅. It implies that H1(W ) = 0 since σ is
injective. Moreover by 1st isomorphism theorem we obtain V ′/ker(λ) ∼= im(λ).
Since (3) is exact we have λ is surjective and ker(λ) = im(ϕ). Therefore we
get V ′/im(ϕ) = H0(W ). To sum up, it is proven that Hi(W ) = 0 ∀i > 0
and H0(W ) = V
′/im(ϕ) which clearly constitutes to the result that W is a free
resolution of the module V ′/ϕ(V ).
Proposition 7.0.75. Let m be a fixed minimal monomial generator of the module
M in 7.0.68. Then construct a sequence of R-modules;
K : ...
dp+1−→ Kp dp−→ Kp−1 dp−1−→ ... d2−→ K1 d1−→ K0 −→ 0.
where Ki is formed by the basis set {(m; j1, ..., ji) | 1 ≤ j1 ≤ ... ≤ ji ≤ r}. And
dp is set to −δp+1 where δ is induced by the one in 7.0.68. Then K is a free
resolution of the module S/(x1, x2, ...xr).
Proof. We get by using 7.0.69 that dp+1dp = −δp(−δp−1) = δpδp−1 = 0. To prove
K is the free resolution of the module S/(x1, x2, ..., xr) it suffice to prove the
following list orderly.
H0(K) = S/(x1, x2, ..., xr). (1)
H1(K) = 0. (2)
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Hi(K) = 0 ∀ i > 0. (3)
For (1); By definition of homology H0(K) = K0/im(d1). K0 is generated
by (m,∅), so K0 ∼= S. On the other hand im(d1) is generated by the set
{d1(m, j)
∣∣j ≤ r} = {xj(m,∅)∣∣j ≤ r}. So clearly im(d1) = (x1, x2, ..., xr). These
constitutes to H0(K) = S/(x1, x2, ..., xr).
For (2); K1 is generated by {(m, 1), (m, 2), ..., (m, r)}. Now let w ∈ ker(d1).
Then it can be written as w =
r∑
i=1
si(m, i) where si ∈ S. Since d1(w) = 0
we have
r∑
i=1
sixi = 0. It is not hard to see that the ker(d1) is generated by
the elements of the form u
xj
(m, j) − u
xi
(m, i) where u is a monomial divisible by
both xi and xj. And clearly d2(
u
xixj
(m, i, j)) = u
xj
(m, j) − u
xi
(m, i). Therefore
u
xj
(m, j)− u
xi
(m, i) ∈ im(d2) which yields ker(d1) ⊆ im(d2). Since K is complex
we have im(d2) ⊆ ker(d1) is known by free. Then ker(d1) = im(d2) which con-
stitutes to H1(K) = 0.
For (3); The complex where r = 1 becomes, 0 → K1 x1→ K0 → 0 and by
(2) we have H1(K) = 0. Then for r=1 (3) is true also. Let it be the first step of
induction on r. Assume that (3) is true for r = t− 1. Let Kt−1 be the complex
when r is set to t − 1 and Kt like so. We need to prove HiKt = 0 for all i > 0.
By (2) H1K
t = 0. So it suffices to prove HiK
t for i > 1. The basis set of Kti
equals to following;
{(m; j1, j2, ..., ji)
∣∣1 ≤ j1... < ji ≤ t}
= {(m; j1, j2, ..., ji)
∣∣1 ≤ j1... < ji ≤ t− 1} ∪ {(m; j1, ..., ji−1, t)∣∣1 ≤ j1... < ji−1 < t}
∼= {(m; j1, j2, ..., ji)
∣∣1 ≤ j1... < ji < t} ∪ {(m; j1, ..., ji−1)∣∣1 ≤ ... < ji−1 ≤ t}.
From here we clearly get Kti
∼= Kt−1i ⊕ Kt−1i−1 = Kt−1i ⊕ (Kt−1[−1])i. So we can
set up the following exact sequence of complexes with the obvious inclusion and
surjection maps;
0 −→ Kt−1 −→ Kt −→ Kt−1[−1] −→ 0.
This yields the long exact sequence of homologies;
... −→ Hi(Kt−1) −→ Hi(Kt) −→ Hi(Kt−1[−1]) = Hi−1(Kt−1) −→ ...
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by induction assumption we have Hi(K
t) = Hi−1(Kt−1) = 0 for i > 1. Then we
get by exactness of the sequence that Hi(K
t) = 0 for i > 1. So we are done.
Then we proved that K is a free resolution of S/(x1, x2, ..., xr).
Proposition 7.0.76. Let M be a Borel where its minimal monomial generators
are m1,m2, ...,mr ordered in revlex order. Also let Mi = {m1, ...,mi}. Then the
following sequence is exact
0 −→ S/(Mi : mi+1) mi+1−→
σ
S/Mi
surj.−→
γ
S/Mi+1 −→ 0.
and S/Mi+1 ∼= S/Miσ(S/(Mi:mi+1)) .
Proof. Lets prove it is exact first. Let a = s1 +Mi : mi+1, b = s2 +Mi : mi+1 s.t
ami+1 = bmi+1 ie s1mi+1 − s2mi+1 ∈ Mi ⇒ s1 − s2 ∈ Mi : mi+1 ⇒ a = b. Then
γ is injective. Now lets prove that ker(γ) = im(σ). Let a = s1 + Mi ∈ ker(γ)
ie this clearly points that mi+1 | s1 ⇒ a ∈ im(σ). Since it is known by free that
im(σ) ⊆ ker(γ) and γ is surjective we are done with the exactness.
So by 1st isomorphism theorem we get S/Mi
ker(γ)
= im(γ). Then by surjective prop-
erty of γ and ker(γ) = im(σ) we get S/Mi+1 ∼= S/Miσ(S/(Mi:mi+1)) . We are done.
After all the preparation done now we are ready to state and prove the follow-
ing hardcore theorem which will enable us to calculate Betti numbers of a Borel
module in a precise way.
Theorem 7.0.77. Eliahou-Kervaire complex of the Borel module M is the min-
imal free resolution of S/M .
Proof. We will continue with the notation used in 7.0.76. We argue induction on
i; assume Eliahou-Kervaire complex E ′ of Mi is a free resolution of S/Mi. By
using 7.0.71 we know S/(Mi : mi+1) = S/(x1, x2, ..., xl) where l = max(mi+1)−1.
Set V = S/(Mi : mi+1) and V
′ = S/Mi. Blending with this notation in 7.0.76 we
proved that the map σ : V −→
mi+1
V ′ is an injective map and S/Mi+1 ∼= V ′/σ(V ).
Putting m = mi+1 and r = max(mi+1) − 1 in 7.0.75 we get a free resolution K
of the module V = S/(Mi : mi+1) and by the induction assumption we have the
Eliahou-Kervaire resolution E ′ of V ′ = S/Mi. Import the map µ from 7.0.68. Let
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−µ : K → E ′ where we define µ(mi+1,∅) = −mi+1. Lets prove it is indeed the
lifting of the map σ between V and V ′. There is two cases needed to be proven
separately;
µt−1(δt(mi+1; j1, ..., jp)) = −dt(µt(mi+1; j1, ..., jp))∀t ≥ 1. (1)
σδ0(mi+1;∅) = −d0µ0(mi+1,∅). (2)
... Kt
−δt−→ Kt−1 ... K0 δ0−→ V −→ 0
↓ 	 ↓ ... ↓ 	 ↓
... E ′t
dt−→ Et−1 ... E ′0 d0−→ V ′ −→ 0
.
For (1); we are to prove µδ + dµ = 0. We know by definition that d = δ − µ.
And by the proof of 7.0.69 that δ2 = µ2 = δµ + µδ = 0. Using them we get the
following chain of equations;
µδ + dµ = µδ + (δ − µ)µ = (µδ + δµ)︸ ︷︷ ︸
0
− µ2︸︷︷︸
0
= 0.
For (2); by using the definition of δ0, σ and µ we get;
σδ0(mi+1;∅) = σ(1+(Mi : mi+1)) = mi+1+(Mi) = −d0(−mi+1) = −d0µ0(mi+1;∅).
Let W be the mapping cone of K and E ′ where the comparison map between
them is −µ. Now all requirements of 7.0.76 are set. Applying it we get that
W is a free resolution of V ′/σ(V ) = S/Mi+1. If we prove W is isomorphic to
Eliahou-Kervaire complex, say E, of Mi+1 we are done. To show it lets start with
proving Wt = Et. The basis set of Kt, E
′
t and Et are written below orderly;
B1 = {(mi+1; j1, ..., jt−1) | j1 ≤ j2 ≤ ... < max(mi+1)}.
B2 = {(mj; j1, ..., jt−1) | 1 ≤ j ≤ i, j1 ≤ j2 ≤ ... < max(mj)}.
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B3 = {(mj; j1, ..., jt−1) | 1 ≤ j ≤ i+ 1, j1 ≤ j2 ≤ ... < max(mj)}.
It is easy to see that B3 = B1 ∪ B2. Also since Wt = Kt−1 ⊕ E ′t we get Wt ∼= Et.
It is left to prove the map ϕt : Wt = Kt−1 ⊕ E ′t −→ Wt−1 = Kt−2 ⊕ E ′t−1 is same
with dt. Importing from 7.0.72 with essential arrangements we get that;
ϕt(a+ b) = δt−1(a)− µt−1(a) + dt(b) = dt(a) + dt(b) = dt(a+ b)
∀a ∈ Kt−1 and ∀b ∈ Et.
Therefore we get ϕ = d. As a result it is shown that the Eliahou-Kervarire
complex E of Mi+1 is a free resolution of S/Mi+1. As a last thing, it is not
hard to see that d(E) ⊆ (x1, x2, ..., xn)E since in the definition of d every input
element gives the output with some multiplication by a xz. So the resolution is
minimal.
Now we can calculate the betti numbers of a Borel ideal as follows;
Corollary 7.0.78. Let M be a Borel ideal minimally generated by monomials
m1,m2, ...,mr. Then we have;
bSp,p+q(M) =
∑
deg(mi)=q, 1≤ i≤r
(
max(mi)− 1
p
)
∀ p, q.
Proof. bSp,p+q(M) means the number of summands in the homological degree p
and of the form S(−(p + q)). Eliahou-Kervaire minimal free resolution has the
basis;
{(mi; j1, ..., jp) | 1 ≤ j1 < ... < jp < max(mi), 1 ≤ i ≤ r} .
in homological degree p by 7.0.68. For a fixed mi there are clearly
(
max(mi)−1
p
)
ways to choose the sequence j1, ..., jp. Where S(mij1j2...jp) is in the form
S(−(p+ q)). We are done.
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Chapter 8
Proof of the Main Theorem
In this section we present the proof of the main theorem of this paper. Before
giving it we prove a lemma that will be of use.
Lemma 8.0.79. If M is a Borel ideal in S, then we have;
bSi,i+j(M) = |Mj|
(
n− 1
i
)
−
n−1∑
p=1
tp(Mj)
(
p− 1
i− 1
)
−
n∑
p=1
tp(Mj−1)
(
p− 1
i
)
.
Proof. By 7.0.78 we get,
bSi,i+j(M) =
∑
deg(mt)=j
(
max(mt)− 1
i
)
=
n∑
p=1
|{m ∈ Gj(M)
∣∣ max(m) = p}|(p− 1
i
)
.
Also by 3.0.40 we know that Gj(M) = Mj −S1Mj−1, applying it to our equation
we get,
n∑
p=1
|{m ∈Mj
∣∣max(m) = p}|(p− 1
i
)
−
n∑
p=1
|{m ∈ S1Mj−1
∣∣max(m) = p}|(p− 1
i
)
.
Moreover using 4.0.56 S1Mj−1 =
⊔
xp{m ∈ Mj−1
∣∣max(m) ≤ p} is obtained.
Then only monomials in S1Mj−1 with the maximum indices p are in the xp{m ∈
Mj − 1
∣∣max(m) ≤ p} summand clearly. Therefore we get;
|{m ∈ S1Mj−1
∣∣max(m) = p}| = |{m ∈Mj − 1∣∣max(m) ≤ p}| = tp(Mj−1).
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Here we recalled the definition of tp(Mj−1) from chapter 4. Combining all these
we get;
=
n∑
p=1
|{m ∈Mj
∣∣max(m) = p}|(p− 1
i
)
−
n∑
p=1
tpMj−1
(
p− 1
i
)
.
Also we have |{m ∈Mj
∣∣max(m) = p}| = tp(Mj)−tp−1(Mj). Applying this to our equation,
=
n∑
p=1
(tp(Mj)− tp−1(Mj))
(
p− 1
i
)
−
n∑
p=1
tp(Mj−1)
(
p− 1
i
)
=
n∑
p=1
tp(Mj)
(
p− 1
i
)
−
n∑
p=1
tp−1(Mj−1)
(
p− 1
i
)
−
n∑
p=1
tp(Mj−1)
(
p− 1
i
)
= tn(Mj)
(
n− 1
i
)
−
n−1∑
p=1
tp(Mj)
[(
p
i
)
−
(
p− 1
i
)]
−
n∑
p=1
tp(Mj−1)
(
p− 1
i
)
= |Mj|
(
n− 1
i
)
−
n−1∑
p=1
tp(Mj)
(
p− 1
i− 1
)
−
n∑
p=1
tp(Mj−1)
(
p− 1
i
)
.
So we are done.
Proof of The Main Theorem
We stick to the notation in 6.0.62. Let M be the generic initial ideal of J . By
2.0.31 we have M is a Borel ideal and its Hilbert function is same with the Hilbert
function of J . In addition to this we have;
bSi,i+j(J) ≤ bSi,i+j(M) for all i, j by 3.0.43.
Now since both M and L are Borel we can apply the work done in chapter 7;
bSi,i+j(M) = |Mj|
(
n− 1
i
)
−
n−1∑
p=1
tp(Mj)
(
p− 1
i− 1
)
−
n∑
p=1
tp(Mj−1)
(
p− 1
i
)
. (1)
bSi,i+j(L) = |Lj|
(
n− 1
i
)
−
n−1∑
p=1
tp(Lj)
(
p− 1
i− 1
)
−
n∑
p=1
tp(Lj−1)
(
p− 1
i
)
. (2)
44
We have Hilbert function of L, J and M are same. Combining this with L is lex
and M is Borel we can apply 4.0.59 here to get;
tp(Lj) ≤ tp(Mj) , tp(Lj−1) ≤ tp(Mj−1).
Also we have |Mj| = |Lj| since their Hilbert functions are same. So all these
together with (1) and (2) implies that;
bSi,i+j(J) ≤ bSi,i+j(M) for all i, j.
We are done.
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