Abstract-This short summary paper briefly describes a method for using the embodied social communication capabilities of a robot to achieve and enhance coordination in human-robot task collaboration scenarios. The approach focuses on planning coordinating social behaviors using the formalism of roles to allow a robot to produce and interpret communicative feedback expressing a desired allocation of duties and to issue positive or negative reinforcement to a person as the task progresses and in response to the inferred future activity of the collaborating partner.
I. INTRODUCTION
If service robots in human-centered environments are to support collaborative task performance with people, they must effectively convey intentional behavior and adapt their actions in response to feedback and to the actions and preferences of a human teammate. In co-located environments, the robot should be able to make use of natural social communication modalities such as embodied gesture, sounds, and speech, to achieve coordination with its collaborators, provide help when necessary, improve the performance of the team and subjective evaluations of the robot as a teammate. Prior work has demonstrated that robots that account for the actions of their collaborators when deciding what to do are preferred and perceived as more intelligent [1] and that anticipatory action can play an important role in increasing team fluency [2] . Other work has treated the collaborative process as dialog supporting verbal turn-taking and sub-task assignment [3, 4] . We aim to use social communication (speech and embodied gesture) to efficiently and intelligently allocate roles during a collaboration.
II. USING ROLES TO COORDINATE GROUP ACTIVITY
This work seeks to address the role of social communication and feedback in regulating dynamic task performance without imposing a strict dialog structure. In these contexts, there are a wide range of possible scenarios where team performance could benefit from effective use of communication to convey: information in a partiallyobservable environment, strategic or tactical misalignment of the team, failure and error conditions, load balancing, and positive feedback or encouragement. Initially, we focus on ensuring that team activities are tactically and strategically aligned through the use of context-dependent role inference and allocation. Although people may play various identifiable roles during a group activity, the notion of role itself, as well as the process by which a role is assigned or assumed, is a human construct that typically lacks formal definition [8] . Our goal for the human-robot team is to minimize conflict and improve team fluency by using communication to convey, reinforce, or modify the future activity of members of the group. For the purposes of this work, we assume a one-on-one, co-located collaboration between a person and a robot. We also assume that both know the steps required to achieve the collaborative goal and are motivated to work together to achieve the goal as a team. In addition to performing the task, the robot must be able to evaluate the status of the collaboration and decide when and what kind of communication can best be used to improve task performance.
III. APPROACH
In order to generalize the communication system across different task domains, we must devise a method for factoring the details of the particular activity away from the role allocation process. To accomplish this, the robot must have task-independent mechanisms allowing it to: 1) infer the role of the person collaborating with it from multimodal sensor input; 2) evaluate the alignment of its own role with the inferred role of its collaborator; and 3) produce and interpret embodied communication concerned with allocation or modification of roles. Given that agents are goal-directed and have prior knowledge of the activity, we assume we are given a Markov decision process (MDP) formulation of the problem comprising a tuple where is a set of mutually exclusive states encoding the configuration of agents and objects in the world, is the set of actions the agent can take, and is the transition function. These types of models have been widely used in robotics for planning, multi-agent coordination, and in human-robot dialog systems [5] , and are also frequently used in robot learning from demonstration [6] , where the model is learned from some outside source such as a human. Following from the previous assumption that the robot knows how to do the task, we also assume we are given a set of policies, , mapping states to actions, that can be used to complete the task but are not necessarily optimal. [7] . Due to the complexity of intentional activity and the myriad factors beyond the constraints of the task that could potentially affect a person's decision-making during the collaboration, it is infeasible to model intention directly. Instead, we simplify this process by computing the likelihood of the person executing each of the provided policies given an observed sequence of their activity. This can be done via an exponential moving average, where more recent observations are given higher weight, allowing our estimate to change in response to changes in the user's strategy. We will use this policy information as our notion of the user's role at a given moment in the task, and will compare it with the robot's own selected policy.
B. Task Performance Evaluation
Once we have an estimate of the user's policy, we must evaluate the projected quality of the collaboration if both agents continue to use the same policies (keep the same roles) and decide whether a change would be worthwhile. Given the policy of each agent, we can compute the expected reward for the person by evaluating the value of each policy weighted by its likelihood from the previous step. As this is a human-robot context we are not necessarily concerned with finding an optimal joint allocation but rather with avoiding and recovering from serious mistakes. To control the overall amount of communication, we must determine threshold reward and certainty values below which communication is unnecessary.
C. Communication Production
After the robot has decided to communicate a desired role allocation in order to improve task performance, it must efficiently convey this desired allocation to its collaborator. Since people working in teams benefit from shared visual information [9] , it seems desirable for the robot to use a variety of natural embodied communication modalities such as gaze, deixis, and emblematic or iconic gestures, in addition to speech. These modalities can be categorized as follows:
1) Task-Dependent Modalities such as illustrating gestures specific to an action, like a hammering motion for instance, are tightly-coupled to the task. To make effective use of task-dependent modalities, the robot must know or learn how specific gestural cues refer to specific roles in the task. This can be accomplished by observing human gesture use during the task, or via a training process in which the robot learns resulting interpretations of its gestures in terms of roles or actions.
2) Task-Independent Other communication modalities such as attention-focusing cues like gaze and deixis are mainly dependent on the spatial relationships between the collaborators and objects involved in the task. Using these modalities to communicate a desired role allocation requires the robot to know a spatial location in the workspace that evokes the desired role (for example, pointing to a work object like a hammer to indicate a nailing task) and to be able to indicate it accurately. While faster and easier to produce, these modalities may be more ambiguous, especially in cluttered environments, therefore placing the interpretative burden on the collaborator.
IV. TASK CATEGORIZATION AND EVALUATION
Our goal for this approach is not just to model the communication dynamics of a single, specific task but rather to develop a model that can generalize to other task settings as well. Toward this end we plan on evaluating the methodology in multiple different task environments and with different people drawn from diverse populations. In this section, we will 1) detail a set of factors that we anticipate will impact coordinating communication usage and 2) clarify the set of applicable tasks to which the approach can be applied.
Based on existing work studying human-human and human-robot collaborations we have identified a number of factors that could potentially affect the dynamics of coordinating communication. These can be separated into two overarching categories: characteristics of the user and properties of the task itself. User characteristics that may affect communication tendencies include the following:
• Personality, a determining factor in social behavior, with effects on communication preferences [10] .
• Hierarchy or status of the user with respect to collaborator, will impact the willingness of the user to issue and accept role assignments. Capability, the user's ability to perform the task adequately will affect their choice of activities and may induce them to ask for help or defer activities. The structure of the task itself also has an effect on the efficacy of social communication for coordination. As stated previously, we are limiting our investigation to pairwise, physically-decoupled tasks, that is tasks where the coordination occurs through social communication rather than through the feedback associated with jointly manipulating an object. We are also making the assumption that the robot can capably perform at least some of the task, this assumption limits the scope of the task to activities that a robot could conceivably do autonomously such as simple object manipulation and navigation. In addition to these distinctions we consider Steiner's taxonomy of group tasks [11] to further clarify the types of tasks we anticipate will be amenable to this modeling approach. Steiner defines three categorical dimensions across which tasks are grouped that describe: divisibility of the task, type of goal, and interdependence of each individual's inputs in final output.
1) Divisibility
By relying on role assignment as the means of coordination we implicitly assume that the task is divisible i.e., can be effectively separated into subtasks that each agent can perform separately in contribution to the greater task goals. Unitary tasks, as defined by Steiner, are an interesting special case in which the task is not divisible resulting in one teammate becoming a bystander. In this case, either the robot or the person could not directly perform the task and would become idle. While the approach could support an idle robot by setting the robot's task action set to be empty, the resulting communication generated would only be comprised of recommended actions for the person. This scenario in which the robot monitors an activity and offers feedback is an interesting future direction with applicability in rehabilitation and other domains, but we will not consider it specifically here.
2) Goal types Two goal types are considered in Steiner's framework optimizing goals, with subjective ratings of the achieved result and maximizing goals, which typically have an objective evaluation metric built-in. From the robot's point of view this distinction is not very useful since ultimately the robot control system requires some quantitative metric with which it can select optimal behaviors in expectation. We will mostly be considering the sorts of assembly tasks that would fit in the maximizing goal category.
3) Interdependence
This area of Steiner's categorization is concerned with how the input from various members is combined to form a single output and how group performance can be related to the best and worst individual performances. We anticipate the addition of the robot to improve performance as compared to either the robot or person alone since the types of tasks the robot can perform are typically divisible into separate subtasks with output combined in an additive manner. Thus we anticipate adding more agents to increase the performance of the group.
V. EXPERIMENTAL SETUP & DESIGN
In order to demonstrate that this modeling approach is capable of generalization to many tasks we plan on evaluating its performance in multiple different task environments. To provide a controlled, repeatable environment where we can conduct experiments with people and a robot we have developed an augmented reality task environment. The experimental space consists of a 6x6 meter smart room environment that has been outfitted with sensors and overhead projection capabilities (Figure 1 ). The calibrated projection system uses a set of ceiling-mounted projectors to display a set of virtual objects or agents on the floor of the experimental space. Each view is warped by a linear transformation to ensure that overlapping areas are correctly registered, minimizing shadows. People and robots in the room are tracked in real-time using a set of Microsoft Kinects. A task simulation system updates the positions and states of the virtual objects and agents in response to sensor information and optional localization data from the robot. This setup allows for quickly prototyping tasks, changing parameters, and running multiple trials of a given task under identical conditions.
Prior work has established the use of these types of systematically abstracted environments, called synthetic tasks, for use in studying human factors [12] . In this case we are using the virtual environment to abstract away physical manipulation of objects, which will instead be handled using positional information, remote buttons, and gesture input collected by a handheld WiiMote. This preserves the properties of physical manipulation for physically-decoupled tasks as items may only be manipulated by one agent at a time and is not outside the realm of robot capability.
The first task that we have implemented is a pseudo-herding task, in which the human-robot team must collect a set of wandering sheep and return them to a pen area. Unlike real herding, which has been previously studied in detail and requires the agents to maintain spatial relationships, the simulated sheep attach themselves to the person or robot when caught. This allows the task to be divisible, and necessitates some coordination regarding who gets which sheep, especially as the number of sheep dwindles. As an additional constraint we have implemented a timed lock that must be switched on by one of the agents at a regular interval to prevent the sheep from escaping the pen, and a light switch, which turns off periodically preventing agents from seeing the sheep. The interdependence of the agents in this task as per Steiner's framework could be categorized as additive since there are a fixed number of sheep that must be herded and each agent's individual actions contribute equally and directly to team performance. The lock and light introduces two periodic task constraints upon which the agents must coordinate their activity to prevent negative results. 
VI. ONGOING AND FUTURE WORK
Using the herding task with twelve sheep as an initial evaluation environment and a Pioneer 2AT as the robot collaborator, we have begun a series of experiments to develop and evaluate the role-based communication system. First, we must establish a performance benchmark for teams of different composition including the robot alone, a person alone, and two-person teams. Collected data from n=6 people has established mean completion times for each group (Table 1) . The robot is clearly the slowest performer, due to the lock and light locations and sheep speeds, which are tuned to make the task interesting for people and results in the robot having difficulty keeping the lock triggered. We have observed that all the two-person teams tested thus far have experienced at least one (and sometimes more) instance of letting the timed lock lapse and thus losing collected sheep and undoing all task progress. More investigation is necessary to determine if this is due to a lack of team rapport or lack of familiarity with the task and whether the same will hold in the robot condition.
Currently, we are using the person-person data to select the types of roles supported by the robot, to develop recognition systems for estimating the role the person is performing, and to specify the communication actions (verbal phrases and deictic gesture) that the robot will use to refer to the selected roles. This will be accomplished by collecting third party annotations of the collected task performance sequences. The finished communication system will be evaluated in a larger experimental validation, which will feature repeated trials of the task to mitigate the effects of practice. In future work, we are interested in investigating methods for adapting and personalizing communication tendencies in response to user characteristics such as personality. We are also investigating the effects of time-induced stress on people's use of communication, and developing methods to recognize when the user is feeling stressed and allowing the robot to adapt as needed to the situation and communicate effectively. 
