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Abstract 
MINDS i• a di.tributed •v.tem of cooperating querv 
engine• that cultomizu document retrieval for each 
u1er in a dvnamic environment. It improvu it1 per­
formance and adapt1 to changing pattern� of docu­
ment dutribution bv oburving IJ!Item-ts�er interac­
tion� and modifJ!lng the appropriate certaintv fac­
tor•, which act a• 1earch control parameter.. It i• 
argued here that the uncertaintv management calcu­
lua mud account for temporal precedence, reliabilitv 
of evidence, degree of •upport for a propo1ition, and 
1aturation effect•. The calculu• pre1ented here po•- . 
le&�el thue feature•. Some ruulu obtained with thu 
1cheme are di1cu11ed. 
1 Introduction 
Documents are used in computerized office environ­
ments to store a variety of information. This infor­
mation is often difficult to utilize because: 
1. Users do not have perfect knowledge of the doc­
uments in the system or the organization for 
their storage. 
2. Document names and keywords are weak de­
scriptors of document content: traditional 
search techniques based on keywords lack pre­
cision (defined as the percentage of retrieved 
documents that are relevant). . 
3. Document distribution patterns are dynamic in 
nature: 
• outdated documents are deleted 
• new documents are added 
•This research wu aupported in part by NCR Corporation 
tPresent addresa: Computer Science Department, General 
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• copies of existing documents are made (to 
be stored elsewhere) 
• documents are relocated, either directly or 
indirectlv (by copying to another location 
and later deleting the original). 
4. The interests, preferences and responsibilities 
of each user changes over time. One effect is · 
that the relevance of a given document to a user 
may change over time. The composition of his 
locally stored documents may also change to 
mirror his changing interests. 
MINDS (Multiple Intelligent Node Document 
Servers) is a distributed system of intelligent query 
engines that dynamically learn document storage 
patterns from the perspective of individual users so 
that searches are efficient and produce relevant doc­
uments [1],[2]. 
2 Query Environment 
Queries for documents may be predicated on a num­
ber of attributes such a.s document name, author, 
creation date, etc. Queries based on document con­
tent present some special research issues, because 
simple descriptors, like keywords, do not adequately 
describe document content. More complex descrip­
tors might alleviate the problem but they are im­
practical in most office environments because a lot 
of effort is required to describe documents and is­
sue queries, which would necessarily be more com­
plex in order to exploit the richer descriptions of the 
documents. A detailed description of the dynamic 
profiles of the users would also be required by such 
a system. 
The objective here is to retain the simplicity of a. 
keyword-based system ud yet achieve the perfor­
mance levels of a more sophisticated system. This 
is enabled by the heuristics that effectively manage 
the uncertainties associated with plausible search 
sequences. 
In the environment considered here, each user 
owns a set of documents; each document is de­
scribed by a few keywords. When a user issues a 
request for documents with a specific property (set 
of keywords), the system conducts a search of each 
set of documents and arranges the returned subsets 
from the most relevant to the least relevant. 
With n users systemwide, there will be n returned 
subsets of documents and D-factorial possible order­
ings of the document subsets for each query. The 
order chosen by the system is based on the certainty 
factors that are stored and continuously updated by 
the system while executing the queries. The cer­
tainty factor relating two users and a keyword is a 
measure of the belief that the first user has of the 
ability of the set of documents owned by the second 
user to provide relevant knowledge in the area de­
scribed by the keyword. An example of a heuristic 
for modifying certainty factors is: 
If Smith issues a command for reading doc­
uments with the keyword 'compilers' and 
at least one document is returned from 
Brown's set of documents, then 
1. update the certainty factor that Smith 
associates with Brown's documents 
on 'compilers' 
• the degree of support is equal 
to the maximum of all the rele­
vance values accorded by Smith 
to Brown's documents on 'com­
pilers' 
• the reliability of this evidence is 
1.0 (the maximum) 
2. update the certainty factor that Brown 
associates with Smith's documents on 
'compilers' 
• the degree of support is 1.0 
• the reliability of this evidence is 
0.1 (Brown assumes that Smith 
may acquire new documents on 
'compilers' that may be relevant 
to him) 
3 Managing Uncertainty 
3.1 Constraints 
It is argued that the uncertainty management calcu­
lus should be able to take into account the following: 
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1. Temporal Precedence-the system is dy­
namic and therefore recently acquired evidence 
is more indicative of the current state of the 
·system than evidence gathered earlier. If /1 is 
the mapping function for a downward revision 
of the certainty factor (contradiction) and /!is 
the mapping function for an upward revision 
(confirmation), then: 
/2(/1(x)) > /1(/2(x)) 
(Figure 1) 
2. Reliability of Evidence-some types of evi­
dence are more reliable than others. If a doc­
ument with a desired keyword is successfully 
retrieved by Jones from Smith, this action by 
itself does not completely support the proposi­
tion that Smith's documents on compilers will 
be relevant to Jones in the future, since the rel­
evance of this document to Jones is not known. 
However, if this document is read by Jones, 
then the relevance value assigned by him con­
stitutes reliable evidence. 
3. Degree of Support-the degree of support 
(membership) for a proposition may vary. 
When a user is asked by the system if the docu­
ment he has just read is relevant to him, his an­
swer does not have to be limited to 'yes' or 'no' 
but may be something in between, indicated on 
a range of numbers. (Incidentally, this type of 
evidence has very high reliability). 
4. Saturation Characteristics-when the ini­
tial certainty factor for a metaknowledge el­
ement is high, additional confirmatory evi­
dence will not change (increase) it substan­
tially. However, if the evidence were to be con­
tradictory, the change (decrease) in confidence 
factor would be high under the same initial con­
dition. The situation is exactly reversed when 
the initial certainty factor is low. 
3.2 Proposed Calculus 
The uncertainty management calculus presented 
here has all these features and is based on two func­
tions that map the current certainty factor to a new 
one (Figure 1). The function /!deals with confirma­
tory evidence that causes upw&rd revision while /1 
deals with contradictory evidence that causes down­
ward revision. A large set of function pairs would 
satisfy the requirements outlined above. Additional 
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intuitively appealing constraints may be used to 
prune the space of candidate functions: 
• f1 must decrease monotonically 
• f!! must increase monotonically 
• /l(z) < z 
• /2(z) > z 
for all O<z< 1 
for all O<z< 1 
• there is an upper bound on the new certainty 
factor when the most recent evidence contra­
dicts the implied proposition 
• there is a lower bound on the new certainty 
factor when the most recent evidence confirms 
the implied proposition. 
The set of functions f1 and /I shown in Figure 1 
satisfies all these constraints. 
When a keyword-based retrieval is executed, the 
revised certainty factor is given by: 
(1- q) • z + q • (l(z)) 
where z is the original certainty factor, q is the relia­
bility of this type of evidence (in the range (0,1)} and 
/ is the updating function: if the evidence supporta 
the proposition (implied in the metaknowledge tu­
ple) to a degree of 0. 7, then J is the weighted average 
of f2 and f1 in the ratio 0.7: O.S (Figure 2). 
It is important to note that this framework al­
lows some leeway in tuning the calculus for trad­
ing off noise immunity against fast response times. 
Also, for a given calculus, two degrees of freedom 
(reliability of evidence and degree of support) are 
available for tuning each heuristic. 
4 Results and Future Research 
Some results of a system simulation are shown in 
Figure S. The system improves ita performance 
over time. The complete set of certainty factors 
represents a form of metaknowledge: the knowl­
edge about the distribution pattern of object-level 
knowledge (contained in documents). The disaim­
ilarity between the actual metaknowledge and the 
ideal metaknowledge provides a meuure for system . 
performance. A heuristic distance measure ia uaed 
for this purpoae--1maller distances imply improved 
performance. 
The heuristics and the calculus are clOHly inter­
twined 10 that an independent analysis of either one 
requires extensive experqnentation. Other compet­
ing uncertainty management calculi for dynamic en­
vironments need to be investigated. 
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