Abstract. We present a unified game-based approach for branching-time model checking of hierarchical systems. Such systems are exponentially more succinct than standard state-transition graphs, as repeated sub-systems are described only once. Early work on model checking of hierarchical systems shows that one can do better than a naive algorithm that "flattens" the system and removes the hierarchy. Given a hierarchical system S and a branching-time specification ψ for it, we reduce the model-checking problem (does S satisfy ψ?) to the problem of solving a hierarchical game obtained by taking the product of S with an alternating tree automaton A ψ for ψ. Our approach leads to clean, uniform, and improved model-checking algorithms for a variety of branching-time temporal logics. In particular, by improving the algorithm for solving hierarchical parity games, we are able to solve the model-checking problem for the µ-calculus in Pspace and time complexity that is only polynomial in the depth of the hierarchy. Our approach also leads to an abstraction-refinement paradigm for hierarchical systems. The abstraction maintains the hierarchy, and is obtained by merging both states and sub-systems into abstract states.
Introduction
In model checking, we verify that a system meets its specification by translating the system to a finite state machine (FSM), translating the specification to a temporal-logic formula, and checking that the FSM satisfies the formula [9] . The size of the FSM is typically the computational bottleneck in model-checking algorithms, as the translation of a high-level description of a system to an FSM in which each state corresponds to a configuration of the system involves a painful blow-up.
There are several sources of the blow-up that the translation involves. A wellstudied source is the ability of components in the system to work in parallel and to communicate with each other, possibly using variables. Formally, concurrent FSMs are exponentially more succinct than flat (usual) ones [13] . This has led to extensive research on compositional model checking, where the goal is to reason about a system by reasoning about its underlying components and without constructing an equivalent flat system (c.f., [25, 12] ). Compositionality methods are successfully applied in practice (c.f., [26] ), but it is a known reality that they cannot always work. Formally, the system complexity of the model-checking problem (that is, the complexity in terms of the system, assuming a specification of a fixed length) for all common temporal logics is exponentially higher in the concurrent setting [21] . This exponential gap is carried over to other related problems such as checking language-containment and bisimulationall are exponentially harder in the concurrent setting [18, 27] .
Another source of the blow-up in the translation of systems to FSMs has to do with the ability of a high-level description of a system to reuse the same component in different contexts (say, by calling a procedure). The sequential setting is that of hierarchical FSMs, where some of the states of the FSM are boxes, which correspond to nested FSMs. The naive approach to model checking such systems is to "flatten" them by repeatedly substituting references to sub-structures with copies of these substructures. However, this results in a flat system that is exponential in the nesting depth of the hierarchical system. In [5] , Alur and Yannakakis show that for Ltl model checking, one can avoid this blowup altogether, whereas for Ctl, one can trade it for an exponential blowup in the (often much smaller) size of the formula and the maximal number of exits of sub-structures. In other words, while hierarchical FSMs are exponentially more succinct than flat FSMs [4] , in many cases the system complexity of the model-checking problem is not exponentially higher in the hierarchical setting! Thus, even more than with the feature of concurrency, here there is clear motivation not to flatten the FSM before model checking it.
The results in [5] set the stage to further work on model-checking of hierarchical systems. As it so happened, however, this line of research has quickly been focused on recursive systems, which allow unbounded nesting of components. Having no bound on the nesting gives rise to infinite-state systems. The emergence of software model checking, the natural association of reusability with (possibly recursive) procedure calls, the challenge and abstraction that the infinite-state setting involves, and the neat connection to pushdown automata, have all put recursive systems in the central stage [1] [2] [3] , leaving the hierarchical setting as a special case.
This work hopes to shift some attention back to the hierarchical setting. We suggest a uniform game-based approach for model checking such systems, and argue that the game-based approach enjoys the versatility and advantages it has proven to have in the flat setting. In particular, the game-based approach leads to improved modelchecking algorithms and to an abstraction-refinement framework for hierarchical systems and Ctl formulas. An important conclusion of our work is that we should not hurry to give up the finite-state nature of the hierarchical setting, as it does lead to simpler algorithms. In particular, while µ-calculus model checking of recursive systems is Exptime-complete [30] , it is Pspace-complete for hierarchical systems (this was shown already in [17] , and we describe here a simpler algorithm).
In the flat setting, the game-based approach reduces the model-checking problem (does a system S satisfy a branching temporal logic specification ψ?) to the problem of deciding a two-player game obtained by taking the product of S with an alternating tree automaton A ψ for ψ [21] . The game-based approach separates the logic-related aspects of the model-checking problem, which are handled in the translation of the specifications to automata, and the combinatorial aspects, which are handled by the game-solving algorithm. Using the game-based approach, it was possible to tighten the time and space complexity of the branching-time model-checking problem [21] .
We describe a unified game-based approach for branching-time model checking of hierarchical systems. We define two-player hierarchical games, and reduce model checking to deciding such games. In a hierarchical game, an arena may have boxes, which refer to nested sub-arenas. As in the flat setting, one can take the product of a hierarchical system with an alternating tree automaton for its specification, and model checking is reduced to deciding the game obtained by taking this product. Now, however, the hierarchy of the system induces hierarchy in the game.
Having introduced the framework, we turn to the two main technical contributions of the paper: a new and improved algorithm for solving hierarchical parity games, and an abstraction-refinement paradigm for hierarchical systems. We briefly describe both below.
Consider a hierarchical game G. The idea behind our algorithm is that even though a sub-arena may appear in different contexts, it is possible to extract information about the sub-arena that is independent of the context in which it appears. Formally, for each strategy of one of the players, we can analyze the sub-arena and extract a summary function, mapping each exit of the sub-arena to the best color (of the parity condition) that the other player can hope for, given that the current play eventually leaves the sub-arena through this exit. The summary function is independent of the context and has to be calculated only once. The algorithm for solving the game G then solves a sequence of flat parity games, obtained by replacing sub-arenas by simple gadgets that implement the summary functions.
While hierarchical structures may be exponentially more succinct than flat systems, they are not immune to the "state explosion problem", which, in some circumstances, could completely absorb the flavor of using hierarchical state machines. For flat systems, a powerful solution to the state-explosion problem is based on reasoning about an abstraction of the concrete model. In order to guarantee preservation of the branching-time specification from abstract models to concrete models, two transition relations have been considered [22, 11] : preservation of universal properties requires an over-approximation, whereas preservation of existential properties requires an underapproximation. This is accomplished by using Modal Transition Systems [19, 16] . We extend this approach to hierarchical state machines and introduce hierarchical modal transition systems (HMTS, for short) and hierarchical 3-valued games. We show how to abstract a hierarchical system and get an HMTS, and how to model check specifications in Ctl. The abstraction technique fits into our game-based approach very naturally. Indeed, already in the flat setting, reasoning about abstractions has the flavor of solving games [28] . From a technical point of view, combining our algorithm for the concrete hierarchical setting and the abstraction-refinement solution for the flat setting [28] , is not difficult. We see this as a witness to the neatness of our framework.
Related work As described above, the formulation of hierarchical systems as well as the observation that model-checking algorithms for them should not flatten the system, was done in [5] . The work since then was focused on recursive systems, with the exception of [17, 24, 29] . The closer to our work here is [17] , which proved that the model-checking problem for the µ-calculus and hierarchical systems is Pspacecomplete (as opposed to the recursive setting, in which µ-calculus model checking is Exptime-complete). As we specify below, the µ-calculus model-checking algorithm that our approach induces enjoys several advantages with respect to the one in [17] .
The first advantage is the complexity. While the algorithm in [17] is better than the naive "flattening" approach in terms of space complexity, its time complexity is not better (in many cases it is even worse), and is still exponential in the nesting depth, as well as the size and number of exits, of the hierarchical arena. On the other hand, our algorithm for solving hierarchical parity games, which is also in Pspace, has a much better time complexity, of 2 O(k(logm+e·log k)) , where m is the size of the hierarchical arena, e is the maximal number of exits, and k is the parity index. Recall that we reduce model-checking to solving hierarchical games. In particular, µ-calculus model checking is reduced to solving parity games. Our algorithm for the latter is based on solving a sequence of non-hierarchical parity games. As such, it can use any algorithm for solving parity games. Thus, future improvements as well as existing implementations of the latter can be immediately applied to our algorithm. This has both practical and theoretical advantages. For example, while it is an easy consequence of our algorithm that hierarchical parity games over arenas with a constant number of exits can be solved by solving a polynomial number of parity games, the work in [17] had to provide a special analysis in order to show the weaker result that such games are in NP ∩ co-NP.
Second, the algorithm presented in [17] does not directly deal with hierarchical systems. Rather it considers straight line programs (SLP), which are generated by a grammar with five graph rewriting rules. Translating a hierarchical system to an SLP is not hard, but it involves an application of quadratically many rules. Beyond the blow-up that such a translation involves, it messes-up the direct relationship between the structure of the hierarchical system and that of the game. This direct relationship is crucial in understanding the output of the model-checking procedure, by means of counterexamples or certificates, and in describing an abstraction-refinement paradigm on top of the game.
Finally, unlike the uniform treatment that our approach suggests, the algorithm presented in [17] cannot be easily generalized to handle more settings. The uniformity of our approach is reflected both in the fact that it can handle many logics (which does not hold for the algorithm in [17] . For example, applying the algorithm there to CTL formulas, one gets a complexity that is not better than the "flattening" approach) and the fact that it leads to tight complexity analysis even when we focus on different components of the model-checking problem (for example, while it is immediate from our algorithm that the model-checking problem of constant size µ-calculus formulas over hierarchical systems with a constant number of exits is in Ptime, proving the same result in [17] required arguments that are orthogonal to the algorithm there, and are based on Courcelle's technique for evaluating fixed MSO-formulas over bounded-width graphs).
Preliminaries
A hierarchical two-player game is a game played between two players, referred to as Player 0 and Player 1. The game is defined by means of a hierarchical arena and a winning condition. The players move a token along the hierarchical arena, and the winning condition specifies the objectives of the players, which typically refers to the sequence of states traversed by the token. A hierarchical arena is a hierarchical FSM in which the state space of each of the underlying FSMs is partitioned into states belonging to Player 0 (that is, when the token is in these states, then Player 0 chooses a successor to which he moves the token) and states belonging to Player 1. We refer to the underlying FSMs as sub-arenas. Formally, a hierarchical two-player game is a pair G = (V, Γ ), where V = V 1 , . . . , V n is a hierarchical arena, and Γ is a winning condition. For every 1 ≤ i ≤ n, the sub-arena arena to an index greater than i. If τ i (b) = j we say that b refers to V j , and that V j is a sub-arena of V i associated with b.
be an edge in R i , with a source u and a target v. The source u is either a state of
, where b is a box of V i and e is an exit-state of the sub-structure that b refers to. The target v is either a state or a box of V i .
In a sub-arena, the edges connect states and boxes with one another. Edges entering a box implicitly lead to the unique initial state of the sub-arena associated with that box. On the other hand, an edge exiting a box explicitly specifies the exit-state it comes out of. Note that the fact that boxes can refer only to sub-arenas of a greater index implies that the nesting depth of arenas is finite. In contrast, in the recursive setting such a restriction does not exist [1] .
A parity winning condition Γ for the game maps all states (of all sub-arenas) to a finite set of colors
For technical convenience, we allow Γ to be partial, but require that in every sub-arena, every cycle, as well as every path from an entry to an exit, has at least one colored state.
A hierarchical structure can be viewed as a hierarchical arena with a single player. In addition, the structure is defined with respect to a set AP of atomic propositions, and each state of the structure is mapped to the set of propositions that hold in it. Formally, a hierarchical structure over a set of atomic propositions AP is a tuple
, and a labeling function σ i : W i × AP → {tt, ff } that assigns a truth value to a pair (w, p) ∈ W i × AP which indicates whether the atomic proposition p holds or not in w. For convenience, we sometimes abuse notation and write σ i (w) to denote the set {p ∈ AP :
A sub-arena without boxes is flat. The special case of a flat hierarchical structure is simply the classical Kripke structure. Each hierarchical arena V can be transformed to an equivalent flat arena V f (called its flat expansion) by recursively substituting each box by a copy of the sub-arena it refers to. Since different boxes can be associated with the same sub-arena, states may appear in different contexts. In order to obtain unique names for states in the flat arena, we prefix each copy of a sub-arena's state by the sequence of boxes through which it was reached. Thus, a state (b 0 , . . . , b k , w) of V f is a vector whose last component w is a state of V, and the remaining components (b 0 , . . . , b k ) are boxes that describe its context. For simplicity, we refer to vectors of length one as elements (that is, w, rather than (w)).
Formally, given a hierarchical arena
• If w is a state of W
, where the labels are induced by the innermost state. Thus, σ
, where j is the index of the structure of which u h is a state of. A hierarchical structure K satisfies a formula ϕ (denoted K |= ϕ) iff its flat expansion K f does. The hierarchical model-checking problem is to decide, given a hierarchical structure K and temporal logic formula ϕ, whether K satisfies ϕ.
The semantics of a game over a hierarchical arena is defined by means of the flat expansion of the arena, and thus the definitions of a play, a strategy, etc. are essentially the classic definitions for flat games. However, for our purpose, it is convenient to consider also plays over arenas V i for 1 < i ≤ n, which are not the top level arena V 1 . Such arenas may have exit nodes, and we adjust the definitions to deal with these exits. Intuitively, a play of a game over V i proceeds by moving a token on the nodes of the flat expansion V , and s ∈ exit i (we call such a node a terminal node), then the play ends; Otherwise, the player chooses a successor of s and moves the token to this successor, or, if s ∈ exit i , he may choose instead to move the token "outside" V f i , in which case the play also ends. A play of the game is thus a (finite or infinite) sequence of nodes π = π 0 , π 1 , . . ., namely, the sequence of nodes the token has traversed during the play, with possibly the symbol out at the end of a finite sequence (indicating that the token was moved out of the arena). Note that we also refer to plays as words in
Consider a parity winning condition Γ . For a (finite or infinite) play π with at least one colored node, let maxC (π) be the maximal color along π. A play is winning for Player 0 if it ends in a terminal node s ∈ W 1 i f , i.e., if Player 1 cannot extend the play; or if the play is infinite (in which case by our assumptions it must have infinitely many colored nodes) and satisfies Γ , i.e., maxC (π) is even. Similarly, a play is winning for Player 1 if it ends in a terminal node s ∈ W 0 i f , or if the play is infinite and does not satisfy the winning condition Γ . A play that ends with out (i.e., because the token was moved outside the arena) is not winning for either player, and has an undefined value.
A strategy for a player is a function from prefixes of plays ending in one of his nodes, to the set of nodes plus the action out, telling Player σ what move to make in order to extend the play. Thus, for σ ∈ {0, 1}, a Player σ strategy is a partial function
. . , π n is consistent with a strategy ξ of Player σ, if for all j ≥ 0 it holds that if π j is a Player σ node then π j+1 = ξ(π 0 , . . . , π j ). The function is partial as there may be vertices in W σ i f with no successors, and since we do not require it to be defined over plays that are not consistent with it. A strategy ξ is memoryless if its output does not depend on the whole prefix of the play, but only on the last position, i.e, if for all u, u
We can thus abbreviate and think of a memoryless strategy for Player σ as a partial function ξ : , and the semantics of a game over V i coincides with the classic definition for parity games over flat arenas. By [14] , parity games are determined with memoryless strategies over flat arenas with no exits. I.e., it is always the case that one of the players has a memoryless winning strategy. To solve a game over an arena with no exits is to find which of the two players has a winning strategy.
Observe that an alternative way of looking at the semantics of a game over the hierarchical arena V i is to think of the token as being moved directly on the nodes of the sub-arenas V i , . . . , V n , using an auxiliary stack to keep track of the context. Recall that a node s The size |V i | of a sub-structure V i is the sum |W i | + |B i | + |R i |, and the number of exits of V i is |exit i |. The size of a hierarchical system V is the sum of the sizes of all its structures V i , and the number of its exits is defined to be the maximal number of exits of all its structures. The nesting depth of V, denoted nd(V), is the length of the longest chain i 1 , i 2 , . . . , i j of indices such that a box of V i l is mapped to i l+1 . Observe that each state of the expanded structure is a vector of length at most the nesting depth, and the size of the flat expansion V f can be exponential in the nesting depth, i.e., Ω(|V| nd(V) ). We are going to take the product of hierarchical games with Alternating tree automata. In Appendix A we define alternating automata formally. Here, we only note that we work with symmetric automata with ε-transitions. In such automata, the state space is partitioned into four types of states: universal (Q ∧ ), existential (Q ∨ ), ε-and (Q (ε,∧) ), and ε-or (Q (ε,∨) ) states. The transition function δ :
. When an automaton A runs on an input tree, it starts with a copy in state q 0 whose reading head points to the root of the tree. It then follows δ in order to send further copies. For example, if a copy of A is in state q ∈ Q (ε,∧) , it has its reading head pointing to node labeled σ, and δ(q, σ) = (q 1 , q 2 ), then this copy splits into two copies, in states q 1 and q 2 , and the reading head of both copies stays in current node. As another example, if q ∈ Q ∨ and δ(q, σ) = q 1 , then A sends a copy in state q 1 to one of the successors of the current node. Note that, by using ε-transitions, different copies of A may have their reading head pointing to the same node of the input tree. We assume that Q ∨ contains two states ff (rejecting sink ) and tt (accepting sink ), such that for all a ∈ Σ, we have δ(tt, a) = tt and δ(ff , a) = ff .
The Hierarchical Model-Checking Game
The game-based approach to model checking a flat system K with respect to a branchingtime temporal logic specification ϕ, reduces the model-checking problem to solving a game obtained by taking the product of K with the alternating tree automaton A ϕ [21] . In this section, we extend this approach to hierarchical structures: given a hierarchical system K and an alternating tree automaton A, we construct a game G K,A , such that Player 0 wins the game iff the tree obtained by unwinding the flat expansion of K is accepted by A. In particular, when A accepts exactly all the tree models of a branching-time formula ϕ, the above holds iff K satisfies ϕ. Note that a naive approach for doing this is to start by constructing the flat expansion of K and then applying [21] . The whole point, however, is to avoid the exponentially large flat system and work directly in the hierarchical setting. We focus on the case A is an alternating parity tree automaton (APT), to which µ-calculus formulas are translated.
Given a hierarchical system K = K 1 , . . . , K n and an APT A = Σ, Q, q 0 , δ, F , the hierarchical two-player game G K,A = (V, Γ ) for K and A is defined as follows. The hierarchical arena V has a sub-arena V i,q for every 2 ≤ i ≤ n and state q ∈ Q, which is essentially the product of the structure K i with A, where the initial state of K i is paired with the state q of A. For i = 1, we need only the sub-arena V 1,q 0 . The hierarchical order of the sub-arenas is consistent with the one in K. Thus, the sub-arena V i,q can be referred to by boxes of sub-arena V j,p only if i > j. Let 
AP , Q, q 0 , δ, F be an APT with Q partitioned to Q (ε,∧) , Q (ε,∨) , Q ∧ , and Q ∨ . Then, the sub-arena
The winning condition of the game G K,A is induced by the acceptance condition of A. Formally, for each state (w, q) of a sub-arena V i,q , we have Γ (w, q) = F (q).
We now argue that the model checking problem K |= ϕ can be reduced to solving the hierarchical game G K,A ϕ . For that, we show that the latter game is equivalent to the flat game G K f ,A ϕ . Since, by [21] , the model-checking problem can be reduced to solving the latter, we are done. The proof of the equivalence between G K,Aϕ and G K f ,Aϕ is based on a bijection between strategies of one game to strategies of the second. In particular, for every winning strategy for one of the players in G K,A , there is a corresponding winning strategy for the same player in G K f ,A , and vice versa. In Section 4 we study the solution of hierarchical two-player games, and show how Theorem 1 leads to optimal model-checking algorithms for hierarchical systems.
Solving Hierarchical Parity Games
In this section we present an algorithm for solving hierarchical parity games. Consider a game G = (V, Γ ). A naive algorithm for solving the game would generate the flat expansion of V and solve it. In the flat expansion, each sub-arena may appear in many different contexts. The idea behind our algorithm is that even though the sub-arena appears in different contexts, the effect of the strategies chosen by the players for the segment of the game inside the sub-arena are independent of the context and can be summarized efficiently. The effects of every strategy of Player 0 for the segment of the play inside a sub-arena V i , can be captured by a summary function mapping each exit of V i to the best color that Player 1 can hope for, if he chooses to respond by directing the token to leave V i through this exit. The algorithm for solving the game G = (V, Γ ) then solves a sequence of flat parity games, obtained by replacing sub-arenas by gadgets that represent the behavior of Player 0 as a choice among the possible summary functions, and the behavior of Player 1 as a choice of the exit through which he wants the token to exit the sub-arena. The gadgets also take into account the possibility that the game will stay forever in the sub-arena.
We now describe the concept of summary functions in detail. Consider a play that enters a box that has a single exit. Each player has one goal that is independent of the context in which the box appears: to either win inside the box, or failing that, use a strategy that provides the biggest possible advantage over the segment of the play that goes through the box. In the case that the box has multiple-exits, the situation is more involved: if a player cannot force a win inside the box, he is faced with the question of which exit he should try to force the play to exit through. Depending on the context in which the box appears, it may be beneficial to force the play to a specific exit even if that involves letting the other player gain the upper hand in the path leading to it. Also, in certain situations none of the players may force the game to a specific exit, and the strategy a player chooses may reflect a certain tradeoff between the different colors achieved on the paths going to the different exits.
Consider a strategy ξ of Player 0 for a sub-arena V i . We define a function g ξ : exit i → C ∪{⊥}, called the summary function of ξ, that summarizes the best responses of Player 1 to ξ. 3 Let e ∈ exit i be an exit node of V i . If ξ is such that no matter how Player 1 plays, the token never exits through e, then we set g ξ (e) = ⊥. Otherwise, we set g ξ (e) to be the most beneficial color that Player 1 can achieve along all plays that agree with ξ and exit from e. Formally, let plays(ξ, e) be the set of all plays in V i that agree with ξ and exit through e, let oddP lays(ξ, e) = {π ∈ plays(ξ, e) : maxC (π) is odd} be the set of all such plays with a maximal color that is odd, and let evenP lays(ξ, e) = {π ∈ plays(ξ, e) : maxC (π) is even} be the set of all such plays with a maximal color that is even. For every e ∈ exit i we define Recall that if ξ is not a losing strategy for Player 0 then all plays that agree with ξ and remain inside V i are winning for Player 0. Hence, if ξ is not a losing strategy then Player 1 will always direct the token to exit through some exit e ∈ exit i . Note that Player 1 can only chose e for which g ξ (e) = ⊥, and that the choice of e depends on the context in which the sub-arena V i appears. It is not hard to see that for every game G in which the sub-arena V i is used, and every memoryless Player 0 strategy ξ for V i , if ξ is not a losing strategy then the function g ξ captures all the information needed to analyze the influence of the play inside V i on G.
Let Summ(V i ) be the set of summary functions for strategies of Player 0 over V i . In the case that V i has no exits, then Summ(V i ) contains only the empty summary function ε. We can define a partial order on Summ(V i ), by letting g g if for every exit node e of V i the following holds: if g (e) = ⊥ then g(e) = ⊥; if g (e) is even then g(e) = ⊥ or g(e) is even and g(e) > g (e); and if g (e) is odd then either g(e) = ⊥, or g(e) is even, or g(e) is also odd and g(e) < g (e).
Observe that if ξ and are two Player 0 strategies that are not losing strategies, and g ξ g , then Player 0 would always choose ξ over . Given a summary function g, we say that a strategy ξ of Player 0 achieves g if g ξ g; we say that g is feasible if there is a strategy ξ that achieves it; and we say that g is relevant if it can be achieved by a memoryless strategy that is not losing.
We say that an arena is simple if it is flat and has no exits. Given a hierarchical parity game G = (V, Γ ), where V = V 1 , . . . , V n , our algorithm solves G by transforming the hierarchical arenas V 1 , . . . , V n to simple arenas V 1 , . . . , V n . Solving the hierarchical game G is thus reduced to solving the (simple) parity game over V 1 . Of course, V 1 is not simply the flat version of V, and is typically much smaller. As described in the outline of the algorithm in Algorithm 1, the construction of V 1 , . . . , V n proceeds up the hierarchy, starting with V n and ending with V 1 .
Algorithm 1: Simplifying A Parity Game.
The algorithm constructs V i from V i by replacing every box b ∈ B i by a gadget H j that reflects Player 0's choice of strategy for the sub-arena V j that b refers to, and Player 1's response to this strategy, as captured by all possible relevant summary functions. The structure of the gadget H j depends only on the sub-arena V j , and thus, once V j is constructed, the algorithm can also construct the gadget H j to be used instead of every box that refers to V j , in all subsequent stages of the algorithm. The challenging part in the construction of the gadget H j is identifying the set Summ(V j ) of relevant summary functions. To this end, for each summary function g ∈ Summ(V j ), the algorithm constructs from V j a new non-hierarchical parity game G j,g = (V j,g , Γ j,g ), such that g is relevant iff Player 0 has a winning strategy in G j,g .
We now formally describe the construction of the gadget H j . Let M j be the set of all relevant summary functions for V j (we will later show how to identify relevant summary functions), then H j has the following 3-level DAG structure:
-The set of nodes of H j is {p} ∪ M j ∪ (exit j × C). The node p is a Player 0 node, every g ∈ M j is a Player 1 node, and a node (e, c) ∈ exit j × C belongs to the same player that e belongs to.
-The set of edges is g∈M j ({(p, g)} ∪ {(g, (e, g(e))) : e ∈ exit j ∧ g(e) = ⊥}).
-A node (e, c) ∈ exit j × C is colored by c. These are the only colored nodes.
Finally, we remove from H j all the nodes that are not reachable from its root p. Thus, in particular, if M j = ∅, then p is the only node that remains in H j . Intuitively, when the token is at the root p of the gadget H j , Player 0 chooses a relevant summary function g for V j , and moves the token to the node g. In response, Player 1 chooses an exit e ∈ exit j for which g(e) = ⊥, and moves the token to the node (e, (g(e) ). The color of (e, g(e)) is g(e), which is the best possible color achievable by Player 1 in any play over V j that exits through e, when playing against a Player 0 strategy that achieves g.
Observe that if M j = ∅, then it must be that all the summary functions in Summ(V j ) are not relevant, i.e., all Player 0 strategies for V j are losing. Note that this behavior is preserved if we turn all exit nodes of V j to non-exit nodes. Hence, from the determinacy of parity games without exits it follows that Player 1 has a winning strategy for V j , which explains why in this case H j is a single dead-end Player 0 node. Recall that for every g ∈ M j there exists at least one non-losing Player 0 strategy ξ g that achieves g, and that since ξ g is not losing, every play that agrees with ξ g and does not exit V j is winning for Player 0. It follows that if for every e ∈ exit j we have g(e) = ⊥ (in particular, if exit j = ∅), then every play that is consistent with ξ g cannot exit V j , and is thus winning for Player 0. This explains why in such a case the node g is a dead-end Player 1 node.
To construct the arena V i the algorithm replaces every box b ∈ B i that refers to a structure V j , with a fresh copy H b of the gadget H j . The copy H b is simply H j with all nodes annotated with b. Formally, given
, and its associated coloring function Γ i : W i → C are as follows:
Observe that the definition of a summary function of a strategy can also be applied to Player 0 strategies over V i . Since V i has the same exit nodes as V i , then the sets of summary functions over V i and V i coincide, and we can compare strategy functions over V i with ones over V i using the relation . Given a strategy ξ of Player 0 for V i , we say that a strategy ξ , of Player 0 for V i , is as good as ξ, when: (i) if ξ is a winning strategy then so is ξ ; and (ii) if ξ is not a losing strategy then so is ξ , and g ξ g ξ . We define strategies over V i that are as good as strategies over V i in a symmetric way. It is left to address the question of how to identify relevant summary functions in the process of constructing a gadget H i . Given a summary function g over a sub-arena V i , we construct from the simple arena V i a simple parity game
that g is relevant iff Player 0 wins the game G i,g . To build V i,g from V i , we add for every exit node e ∈ exit i a new Player 0 node (e, 0), which is colored by g(e) + 1 if  g(e) is odd, is colored by g(e) − 1 if g(e) is even, and is uncolored if g(e) = ⊥. Also, if g(e) = ⊥, we add the edges (e, (e, 0)), and ((e, 0), in i ). Finally, we designate all states of V i,g as non-exits.
Analyzing the time and space requirements of the above algorithm for solving hierarchical parity games, we get the following (the algorithm for weak or hesitant games is based on the same construction, but uses special properties of the arenas to improve complexity). -If G is a parity game with index k, the problem of deciding G can be solved in time We conclude this section with Table 1 , describing model-checking complexity for various temporal logics. In the table, l denotes the alternation depth of a µ-calculus formula, and e is the maximal number of exits that a sub-system may have. For the logic Ctl, the complexity of the model-checking problem was already known and our algorithm suggests an alternative to the one in [5] . For the other logics in the table, our approach leads to improved algorithms. As can be seen there, for all branching-time temporal logics we consider, the hierarchical setting is easier than the recursive one.
Kripke structure
Hierarchical structure Pushdown system µ-calculus
alternation free linear-time [10] Pspace-complete Exptime-complete [30, 6] 
An Abstraction-Refinement Paradigm
In [28] , Shoham and Grumberg defined 3-valued games and used them in order to describe an abstraction-refinement framework for CTL. In this section we lift their contribution to hierarchical systems. As we shall show, the idea of summary functions can be applied also for solving hierarchical 3-valued games. Due to the lack of space, we describe here in detail the new notions of hierarchical 3-valued games and abstractions, and describe only the idea behind the product and the algorithm. In fact, combining the algorithm in Section 4 for the concrete hierarchical setting and the game-based approach to abstraction-refinement for the flat setting [28] into a game-based approach to abstraction-refinement of hierarchical systems is not technically difficult. As in the flat setting, abstraction is based on merging sets of states of the concrete system into abstract states. What makes the hierarchical setting interesting is the fact that now it is possible to merge also boxes. Consider a (concrete) hierarchical structure. A sub-structure typically stands for a function, and a call to a function g from within another function f , is modeled by a box inside the sub-structure modeling f that refers to the sub-structure modeling g. The values of the local variables of f are typically different in different calls to g. Thus, the source of complexity is not the number of sub-structures, and rather it is the number of states and boxes in each sub structure. Accordingly, our abstraction does not try to merge sub-systems and contains one abstract sub-system for each concrete sub-system. Our abstraction does merge sets of concrete states into single abstract state, and set of concrete boxes (referring to the same structures) into a single abstract box.
A hierarchical 3-valued game is similar to a hierarchical game, only that there are two transition relations Rmust i and Rmay i , referred to as the must and may transitions. The transitions are defined as R i in a hierarchical game and satisfy Rmust i ⊆ Rmay i . A hierarchical modal transition system (HMTS) over AP is then similar to a hierarchical system, only that, again, there are both must and may transitions, and the labeling function σ i : W i × AP → {tt, ff , ⊥} can map an atomic proposition also to ⊥ (unknown). 
Given a (concrete) hierarchical system
, and are over-and under-approximations of the concrete transitions. Given As shown for hierarchical systems, an HMTS M can be translated to a flat modal transition system (MTS) M f by means of the flattening operation (since we only consider abstractions in which all the concrete boxes in an abstract box refer to the same structure, the flattening described for concrete systems can indeed be applied). The semantics of a temporal logic formula ϕ over M is thus simply defined to be the semantics of ϕ over M f . For the latter, we use the 3-valued semantics introduced in [19] . The idea is that since must transitions under-approximate concrete transitions, they are used to verify universal formulas or to refute existential formulas. Dually, since may transitions under-approximate concrete transitions they are used to verify existential formulas or to refute universal formulas. We use [M A |= ϕ] to denote the truth value (in {tt, ff , ⊥}) of ϕ in M A . Applying the same considerations applied to MTSs [16] , it is not hard to see that if an HMTS M A abstracts a hierarchical structure
Given an HMTS M, and a Ctl formula ϕ, we reduce the problem of deciding the value of [M A |= ϕ], to solving a 3-valued game G M,A obtained by taking the product of M with the weak alternating tree automaton A ϕ . The reason we restrict attention to Ctl formulas is that, taking the product of an HMTS with a weak automaton that corresponds to a Ctl formula, there is a distinction between information lost in M due to atomic propositions whose value is unknown and information lost due to may and must transitions. Indeed, the states of the weak automaton are associated with either atomic propostions (in which case only the first type of missed information should be taken into an account) or with a subformula of the form AX or EX (where only the second type should be taken into an account). Furthermore, in the second case, the game is in either a universal (AX) or existential (EX) mode, so players can proceed along the must and may transitions in their attempt to prove or refute ϕ. Now, as in [28] , both players try to either prove or refute ϕ, and winning strategies must be consistent: all transitions taken during a play are must transitions (note that the concsistency requirement applies only to winning strategies; the opponent can take also may transitions). Also, a winning strategy cannot end in a state associated with an atomic proposition whose value is unknown. It may be that none of the players have a winning strategy, in which case the value of the game is ⊥. As described in Section 3 for concrete systems, the hieararchy in the system induces the hiearrachy in the product game. It is left to solve the 3-valued game G M,A ϕ . We do this by adopting the algorithm described in Section 4. Recall that while a winning strategy in the 3-valued game has to proceed only along must transitions, the strategy of the opponent may proceed also along may transitions. Consider a strategy ξ of Player 0 for an abstract sub-arena V i . In order to fully capture the possible responses of Player 1 to ξ, we have to associate with ξ two summary functions: g captures the possible responses of Player 1 if it uses may transitions (i.e., it tries not to lose). Accordingly, the gadget H j constructed by the algorithm consists of a 4-level DAG (rather than a 3-level DAG in the concrete setting), where the additional level serves to let the player choose between trying to win and trying not to lose. Once we transform an hierarchical arena into a simple one by means of the gadgets, we can then continue to solve 3-valued games on these arenas as in [28] .
A Alternating Parity Tree Automata
Let D be a set. A D-tree is a prefix closed subset T ⊆ D * such that if x · c ∈ T , where x ∈ D * and c ∈ D, then also x ∈ T . The elements of T are called nodes, and the empty word ε is the root of T . For x ∈ T , the nodes x · c ∈ T , where c ∈ D, are the successors of x. A leaf is a node with no successors. A path of T is a set π ⊆ T such that ε ∈ T and, for every x ∈ π, either x is a leaf or there is a unique c ∈ D such that x · c ∈ π. For an alphabet Σ, a Σ-labeled D-tree is a pair T, V where T ⊆ D * is a D-tree and V : T → Σ maps each node of T to a symbol in Σ.
Alternating tree automata are a generalization of nondeterministic tree automata [23] . Intuitively, while a nondeterministic tree automaton that visits a node of the input tree sends exactly one copy of itself to each of the successors of the node, an alternating automaton can send several copies of itself to the same successor. A Symmetric alternating tree automaton [20, 32] does not distinguish between the different successors of a node, and can send copies of itself only in a universal or an existential manner, possibly with ε-transitions. We use a partition of the state space of the automaton in order to denote the type of transitions from it. Formally, an APT is a tuple A = Σ, Q, q 0 , δ, F , where Σ is a finite input alphabet, Q is a finite set of states, partitioned into universal (Q ∧ ), existential (Q ∨ ), ε-and (Q (ε,∧) ), and ε-or (Q (ε,∨) ) states, q 0 ∈ Q is an initial state, δ : Q × Σ → (Q ∪ (Q × Q)) is a transition function such that for all σ ∈ Σ, we have that δ(q, σ) ∈ Q for q ∈ Q ∧ ∪ Q ∨ , and δ(q, σ) ∈ Q × Q for q ∈ Q (ε,∧) ∪ Q (ε,∨) , and F is a parity acceptance condition to be defined later. We assume that Q ∨ contains two states ff (rejecting sink ) and tt (accepting sink ), such that for all a ∈ Σ, we have δ(tt, a) = tt and δ(ff , a) = ff .
A run of A on an input Σ-labeled D-tree T, V is a (T × Q)-labeled IN-tree T r , r , where IN is the set of non-negative integers. A node in T r labeled by (x, q) describes a copy of A in state q that reads the node x of T . A run has to satisfy r(ε) = (ε, q 0 ) and, for all y ∈ T r with r(y) = (x, q), the following hold: A parity condition is a function F : Q → C, where C = {C min , . . . , C max } ⊂ IN is a set of colors. We assume that F (tt) is even, and that F (ff ) is odd. Consider a run T r , r . A path π ⊆ T r satisfies the acceptance condition F if the maximal color appearing infinitely often in the coloring of the states labeling π is even. Formally, let inf (r|π) ⊆ Q be the set of states that r visits infinitely often along π. Thus, q ∈ inf (r|π) iff there are infinitely many y ∈ π such that r(y) ∈ T × {q}. Then, maxC (π) = max q∈inf (r|π) F (q), and π satisfies F if maxC (π) is even. The size |C| of C is called the index of the automaton. A run T r , r is accepting if all its paths satisfy F . The automaton A accepts an input tree T, V if there is an accepting run of A on T, V . The language of A, denoted L(A), is the set of Σ-labeled D-trees accepted by A. We say that an automaton A is nonempty iff L(A) = ∅. Note that since A is symmetric, the set D of directions of the trees plays no role in the definition of a run.
