This paper presents an efficient genetic algorithm for solving multiobjective transportation problem, assignment, and transshipment Problems. The proposed approach integrates the merits of both genetic algorithm (GA) and local search (LS) scheme. The algorithm maintains a finite-sized archive of non-dominated solutions which gets iteratively updated in the presence of new solutions based on clustering algorithm. The use clustering algorithm makes the algorithms practical by allowing a decision maker to control the resolution of the Pareto set approximation. To increase GAs' problem solution power, local search technique is implemented as neighborhood search engine where it intends to explore the less-crowded area in the current archive to possibly obtain more nondominated solutions. The inclusion of local search and clustering algorithm speeds-up the search process and also helps in obtaining a fine-grained value for the objective functions. Finally, we report numerical results in order to establish the actual computational burden of the proposed algorithm and to assess its performances with respect to classical approaches for solving MOTP.
Introduction
The transportation problem is considered a special problem of resource allocation, which can be formulated as a linear programming problem, where the constraints have a special structure. In its classical form the transportation problem minimizes the cost of transporting some commodity that is available at m sources (supply nodes) and required at n destinations (demand nodes). The source parameter ( i ) may be production facilities, warehouse, etc. Whereas the destination parameter ( i ) may be warehouse, sales outlet, etc. The penalty ( ij ) that is, the co-efficient of the objective functions, could represent transportation cost, delivery time, number of goods transposed, unfulfilled demand, and many others. Thus multiple penalty criteria may exist concurrently which leads to the research work on multiobjective transportation problem. Until now, many researchers also have a great interest in the multiobjective transportation problem, and a number of methods had been proposed for solving it [1] [2] [3] [4] [5] [6] [7] [8] .
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A large class of interesting problems, including many optimization problems, has no reasonably fast, guaranteed algorithms for solution. In some applications a near optimal solution is acceptable if it can be computed reasonably quickly; one approach to finding such solutions is to use a Population based algorithms that, given sufficient time, can find solutions as close to the real optimum as we wish. Michalewicz et al. [5, 6] firstly discussed the use of genetic algorithm (GA) for solving linear and nonlinear transportation problems. They used these problems as an example of constrained optimization problems, and investigated how to handle such constraints with GA. The matrix representation was used to construct a chromosome and designed the matrix-based crossover and mutation in their investigation. Gen et al. [7] further extended Michalewicz's work to bicriteria solid transportation problem. They embedded the basic idea of criteria space approach in evaluation phase so as to force genetic algorithm towards exploiting the nondominated points in the criteria space.
Also, Gen et al. [8] have proposed a new approach which is spanning tree-based genetic algorithm for solving MOTP. Spanning tree-based encoding was implemented with Prüfer number and adopted to represent a balanced transportation solution.
Evolutionary algorithms suffer from the large size problem of the Pareto set e.g. [9] . Therefore some methods have been proposed to reduce the Pareto set to a manageable size. However, the goal is not only to prune a given set, but rather to generate a representative subset, which maintains the characteristics of the generated set [10] . Also evolutionary algorithms such as, genetic algorithms (GAs) can be used as a global optimization tool for continuous and discrete functions problems. However, a simple GA may suffer from slow convergence, and instability of results [11, 12] . GAs' problem solution power can be increased by local searching. In this study a new local random search algorithm in order to reach a quick and closer result to the optimum solution. Local search techniques have long been used to attack many recent optimization problems [13] [14] [15] . The basic idea is to start from an initial solution and to search for successive improvements by examining neighboring solutions. The proposed local search technique is based on a dynamic version of pattern search technique. Pattern search technique is a popular paradigm in Direct Search (DS) methods [16] .
In this paper we present an improved genetic algorith to solve MOTP, The algorithm is an iterative multiobjective algorithm with an external population of Pareto optimal solutions that best conform a Pareto Front. Also, GAs' problem solution power can be increased by local searching, where we present a new local random search algorithm in order to reach a quick and closer result to the optimum solution. The remainder of the paper is organized as follows. This paper is organized as follows; Preliminaries is reviewed in Section 2. Section 3 gives out the definition of MOTP. The original algorithm is presented in Section 4. Experimental, results and discussions are discussed in Section 5. Conclusion follows in Section 6.
Preliminaries
A general multiobjective optimization problem is expressed by [17] :
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Euclidean distances in the objective space are computed. Then, the two cluster with the smallest distance are merged together to form one bigger cluster. This process reduces the number of cluster to 1 N  . The inter-cluster distances are computed again and another merging is done. This process is repeated until the number of clusters is reduced to . With multiple population member occupying two clusters, the average distance of all pair-wise distances between solutions of the two clusters is used. Figure 1 illustrates this procedure. N This is especially important in higher dimensional objective spaces, where the clustering algorithm can reduce the required number of solutions considerably. Also, it makes the algorithms practical by allowing a decision maker to control the resolution of the Pareto set approximation by choosing an appropriate clusters number.
Multiobjective Transportation Problem
In real-life situations, the transportation problem (TP) usually involves multiple, conflicting, and incommensurate objective functions. This type of problem is called multiobjective transportation problem (MOTP). The mathematical model of MOTP can be stated as follows: supply is equals to the total demand (i.e., total flow) the resulting formulation is called a balanced transportation problem. In this paper, we assume a balanced transportation problem, where the unbalanced transportation problem can be converted to a balanced transportation problem after including a dummy origin or a dummy destination. The solution of this problem is called a nondominated solution (if we refer to the objective function) and an efficient solution (if we refer to the decision variables space).
The Proposed Algorithm
Genetic algorithms [11, 12, 19] are such a class of evolutionary based algorithms that start with a population of randomly generated candidates and "evolve" toward better solutions by applying genetic operators, modeled on the genetic processes occurring in nature. In the following sub-sections, we present an im proved evolutionary algorithm for solving the MOTP. me equal to the amount. That is for each sub-chromoate structure of chromosome using proposed approach.
ich the nondominated set of solutions can be found [20] .
Initialization Stage
The genetic representation is a kind of data structure which represents the candidate solution of the problem in coding space. In order to form the appropriate design of chromosome, first consider each chromosome consists of a sequence of m sub-chromosome (m is the number of supplies). Each sub-chromosome (Figure 2) consists of n genes (n is the number of demands). All chromosome are generated randomly such that the sum of total genes of each sub-chromoso corresponding supply
In the example problem in Figure 3 , we have two supplies (m = 2) and three demands (n = 3). In order to design the appropri n Gene a  
Evaluation of Non-Dominated Solutions
A population of size N can be evaluated according to non-domination concept. Consider a set of population members, having K (K > 1) objective function values. the following procedure explains the algorithm by wh Step N and , compare solu 0: Begin with i = 1.
Step Step 3: If all solutions (that is, when i N  is re :
arked "dominated" ar tes an externally finite size ar
Selection Stage
) operator is intended to improve ached) in the set are considered, Go to Step 4, else increment i by one and Go to Step 1.
Step 4 All solutions that are not m e non-dominated solutions.
The algorithm initially loca chive of observed nondominated solutions.
Selection (reproduction the average quality of the population by giving the highquality chromosomes a better chance to get copied into the next generation. The selection directs GA search towards promising regions in the search space. We propose a random-weight approach [20] to obtaining a variable search direction towards the Pareto frontier. Suppose that we are going to maximize k objective function. The weighted-sum objective is given as follows: 
We employ roulette wheel selection as selection mechanism in this study. Where, the individuals on each generation are selected for survival into the next generation according to a probability value proportional to the ratio of individual fitness over total population fitness; this means that on average the next generation will receive copies of an individual in proportion to the importance of its fitness value. The probability of variable selection is proportional to its fitness value in the population, according to the formula given by
where,   p x , selection probability of a string x in a population  and
Crossover Operators
exchange information beThe goal of crossover is to tween two parents chromosomes in order to produce two new offspring for the next population, we present a modified uniform crossover, where one offspring is constructed by choosing every sub-chromosome with a probability P (usually 0.5 P  is used) from either parent, as shown in Figur
In the example problem in e 4. Figure 4 we have four suppl
Mutation Operators
ndom process where one ies (that is, we have four sub-chromosomes). The second and fourth sub-chromosome are exchanged between parents. It is interesting here to note that all offspring's chromosome are feasible.
A mutation operator is a ra genotype is replaced by another to generate a new chromosome. Such a mutation operator first select a gene randomly from ith sub-chromosome and then replace it with a random integer within the interval of   0, i a , all other genes in ith sub-chromosome are generated such that the sum of all genes in the ith sub-chromosome equal to the ith supply , n Gene a   as shown in Figure 5 .
In the example problem in Figure 5, ) and all other genes in the 1 st sub chromosom ated such that the sum of all genes equal to the supply amount Through this mutation operator, the population's feasi
Update Function
s the structure of the probility was preserved.
Algorithm 1 (Figure 6) show posed algorithm. The purpose of the function generate is to generate a new population in each iteration t, using the contents of the old population ( A . Also, the function LS is to explore the less-crowde ea in the current archive to possibly obtain more nondominated solutions.
As a result the proposed algorithm which is based on d ar the (GA) uses a finite memory, successively updates a finite subset of vectors that dominate all vectors generated so far. It guarantees that the subset contains only one element which are not dominated by any of the generated vectors. This puts limits to the size of the archive according the cluster algorithm Accordingly the algorithm is more practical where a decision maker is able to control the resolution of the Pareto set approximation according his needs. Also it guarantees an optimal distribution of solutions [9] . The algorithm has a low computational time where, the computational time grows with the number of archived solutions. The proposed algorithm is capable to consider many objective functions. Accordingly it provides the facility to consider more criteria in MOTP problem. 
where k is number of trial ( to obtain preferred solution than m number in Copyright © 2012 SciRes. AM loss of generality, the elements discussed above are synthesized to evolve the proposed approach. The pseudo code of the proposed algorithm is given in Figure 8 .
Experimental, Results and Discussions
The proposed algorithm was implemented on 2.7-MHz PC using MATLAB 6.5. To confirm the effectiveness of the algorithm on the transportation problem, three numerical problems were used in the computational studies. Table 1 lists the parameter setting used in the algorithm for all runs. Let us consider the following numerical example presented by many researchers [3, 4, 22, 23, 24] to illustrate the application of the proposed algorithm.
Problem 1:
n do pro y sing different methods. The interactive approach in [24] proach in [4] 
To evaluate the performance of the suggested approach, let us consider the solution of th lem by us nt methods. The fuzzy appro n 4] provi owing results: Z1 = 112, Z2 = 106 and Z3 = 80 other hand, the interactive approach in [3] e prob ing differe ach i [ des the foll . On the gave the following results: Z1 = 127, Z2 = 104 and Z3 = 76. Figure 10 shows the obtained Pareto frontier, The obtained results by the proposed algorithm dominate the results obtained by The fuzzy approach in [4] and the interactive approach in [3] . From the previous result, it was concluded that Integration of GA and local search technique has improved the quality of the founded solution, Also it guarantee the faster converge to the Pareto optimal solution. GA has provided the initial set (close to the Pareto set as possible) followed by local search method to improve the quality of the solutions. However, because of its stochastic behavior, GA may suffer from slow convergence. In order to reach a quick and closer result to Pareto optimal solution, and to improve the eff utions that best
6.
proach has been effectively applied iciency of the GA, the algorithm maintain an external archive of the observed nondominated sol conform a Pareto Front.
Conclusions
In this paper, an improved algorithm for solving MOTP was presented. Our approach has two characteristic features. Firstly, the algorithm is an iterative multiobjective genetic algorithm with an external population of Pareto optimal solutions that best conform a Pareto front. Secondly the algorithm implements GA to provide the initial set (close to the Pareto set as possible) followed by local search method to improve the quality of the solutions. It is concluded that Integration of GA and local search technique has improved the solution's quality. To avoid an overwhelming number of solutions clustering algorithm saves the most representative solutions, which gets iteratively updated in the presence of new solutions. The main features of the proposed algorithm could be summarized as follows:
1) The proposed ap to olve the MOTP, with no limitation in handing higher dimensional problems.
2) The proposed algorithm was able to find well distributed of the Pareto-optimal curve in the objective space.
3) The proposed algorithm keeps track of all the feasible solutions found during the optimization and therefore do not have any restrictions on the number of the Pareto-optimal solutions found.
4) The inclusion of local search speeds-up the search process and also helps in obtaining a fine-grained value for the objective functions.
5) The success of our approach on most of the test problems not only provides confidence but also stress the importance of hybrid evolutionary algorithms in solving multiobjective optimization problems. 
