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ivVoorwoord
Na meer dan vijf jaar is het leed dan toch geleden: mijn deel in het onderzoek naar
energietransport en moleculaire schakelaars is afgerond en opgeschreven. Misschien wordt
het tijd voor een nieuwe hobby. Ondertussen is het in dit proefschrift beschreven onder-
zoek uitgevoerd door veel verschillende mensen in verscheidene groepen. Daarom zal ik
me hoeden me teveel op de borst te kloppen. Ik wil hier dan ook een aantal mensen
bedanken.
Als eerste ben ik veel verschuldigd aan Audrius Pugžlys, mijn begeleider. Hij heeft
niet alleen mijn opvoeding in het lab verzorgd, maar was ook de drijvende kracht achter
het onderzoek dat in dit boek wordt beschreven; zonder hem zou ik waarschijnlijk in
niet-relevante details zijn blijven steken. Ook wil ik Koos Duppen bedanken voor de
mogelijkheid om in zijn groep onderzoek te kunnen doen, en daarnaast natuurlijk voor
zijn ‘ongebreidelde peptalks’∗.
De technische ondersteuning van Ben Hesp en Foppe de Haan was zo eﬃcient dat ik
nu nóg niets van elektronica, programmeren en lasers weet. Deze mensen waren aan het
eind van de week ook nog eens te vinden in de (nu toch wel legendarische) Paddepoel
Bar, voor het traditionele vrijdagmiddagbiertje. Wat daar overigens aan wetenschap en
wijsheid werd verkondigd was gelukkig op maandag alweer vergeten. De rest van het
onderzoeksleed werd verzacht door discussies en andere tijdverspilling met mijn kelder-
genoten, zoals daar zijn Eric Potma, Esther Vertelman, Jan Kotlarski-san, Maaike Milder,
Thom Lummens en Thomas Cohen-Stuart, maar vooral ook Dan ‘the macroman’ Cringus
en Sergei Eremenko.
De goede interdisciplinaire samenwerking in MSC+-verband heeft mij een fantastisch
gevoel gegeven. Het is gewoon extreem handig om met een heleboel specialisaties onder
één dak te zitten, en zoals ik in Lund wel heb gemerkt is dat niet altijd het geval. Zo
was dit onderzoek niet mogelijk geweest zonder de brouwsels van mijn ‘leveranciers’ de
organici: Jaap de Jong, Jan van Esch, Joost Hurenkamp, Linda Lucas, Tibor Kudernac
en Tim Bowden. Vaak heb ik bij deze mensen gebedeld om meer ’milligrammen’. Daarom
nomineer ik hen allen voor de titel ‘employee of the month’ ;) Ik reken Marc Stuart, die
mij van elektronenmicroscoopplaatjes heeft voorzien, meteen ook maar onder hen.
Een tweede groep mensen die mij regelmatig heeft zien langskomen werd gevormd
door de theoretici, die ik hier voor het gemak ook maar onder één kam scheer: Catalin
Didraga, Dirk-Jan Heijs, Harry Jonkman, Jaap Snijders†, Jasper Knoester en Rosanna
Telesca. Zonder hun reken- en modelleerwerk was mijn proefschrift een hoop minder
interessant geweest (maar wel dunner). Kijk, als je met zoveel mensen samenwerkt mag
het een wonder heten dat je proefschrift na vijf jaar klaar is!
∗Ik citeer R.W.J. Zijlstra
vDe heren Van Esch en Knoester hadden naast Douwe Wiersma ook plaats in de be-
oordelingscommissie, die het proefschrift nauwkeurig heeft gelezen en het daardoor van
de nodige blunders heeft ontdaan.
Tenslotte wil ik Jantina bedanken voor haar steun en vertrouwen. Na meer dan 4 jaar
laat thuiskomen is ze er nog steeds.
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xCHAPTER 1
Introduction: Energy Transfer Systems
and Molecular-Scale Devices
Q: It’s an unknown — isn’t that enough?
Picard: If you’d earned that uniform you’re
wearing, you know it’s the unknown
that brings us out here
Star Trek: TNG
In the last few years the ﬁrst realizations of single-molecule transistors have started
to appear,1–4 following the theoretical description of organic electronic devices in the
seventies.5 Other recent examples of single-molecule devices are molecular wires (see for
instance )6–9 and the bisthienylcyclopentene-based photoswitchable resistor investigated
by Dulic et al.10 and He et al.11 Although molecular-scale devices are still ‘proofs of
principle’ rather than practical appliances, their study drives advancements in the ﬁelds
of organic synthesis, solid-state physics and most of all the investigation and manipulation
of matter at the molecular level.
Such devices, in particular the ones that produce speciﬁc (nonrandom) motion or
perform logical operations, usually consume energy. Therefore in building functional
molecular systems an important task is the eﬃcient and site-speciﬁc delivery of the energy
needed to perform these tasks.
Many functions at the (supra)molecular level have been eﬀectively realized in nature,
and energy delivery is no exception. Clear examples are therefore available to developers
of synthetic energy transport systems.
In plants and animals, the energy consumed by cellular functions and growth is stored
chemically. Green plants and some bacteria ‘harvest’ this energy from sunlight by meansChapter 1. Introduction
of their photosynthetic systems.12–14 The light harvesting process starts with the absorp-
tion of sunlight by an extensive antenna system consisting of many chromophores, usually
a combination of chlorophylls and carotenes with matching absorption bands. The col-
lected energy is transferred to the so-called reaction center and used there to drive an
electron transfer reaction. This in turn initiates a series of slower chemical reactions that
store the solar energy.
In order to drive the electron transfer reaction in the reaction center continually, the
total absorption cross section of the antenna system surrounding it needs to be large,
and delivery of the absorbed energy should be eﬃcient. One way in which the ﬁrst
requirement can be met is to pack hydrocarbon chromophores at a high density. This
is realized in nature by binding to immobilized proteins, for instance in the LH2/LH1
system of purple photosynthetic bacteria, or via the formation of large aggregates (in the
chlorosomes of green photosynthetic bacteria). Eﬃcient delivery is ensured in both cases
by a so-called ‘energy funnel’, which consists of a series of chromophores arranged in
order of decreasing excitation energy. The resulting energy gradient directs the absorbed
energy to the chromophore of lowest energy, which is located at the reaction center itself.
Naturally, synthetic light harvesting antennas are built on the same principles of high
chromophore density and energy funneling, but the resulting structures are necessarily
more simple. One important class of accessible architectures is formed by dendrimers,
large treelike molecules consisting of many arms that branch out from a central point.15,16
A high local density of chromophores can be realized by attaching them to the terminal
points of the dendrimer branches, while an energy funnel can be created by placing a
low-energy chromophore at the central point. An advantage of these structures is that
they are completely chemically synthesized, which makes them easier to design compared
to self-assembled supramolecular systems.
However, synthesized dendritic systems are of limited size. When energy has to be
transferred over longer distances, self-assembly of large structures from many smaller con-
stituents as seen in green bacteria becomes the most viable construction method. More-
over, reversible aggregation oﬀers the possibility to replace photodamaged components
without the need to replace a complete antenna system. Aggregation in such systems is
based on hydrogen bonding, π-stacking and hydrophobic interactions.17,18
In this thesis, two relatively simple synthetic energy collecting systems are investigated
using steady-state and time-resolved electronic spectroscopy. The ﬁrst tool yields insight
into the nature of the excited states on the systems, the latter into the nature of the
energy transfer processes and interactions among excitations. The same methods are
used to study the dynamics of a molecular photochromic switch, with the goal in mind
of incorporating them into energy collecting systems to regulate energy transfer.
The thesis is organized as follows. Chapter 2 covers the main experimental methods:
time-resolved pump-probe and ﬂuorescence spectroscopy, which are used to probe the ul-
trafast dynamics of the investigated systems, and steady-state linear dichroism. Technical
2References
details of the experimental setups are given, as well as an overview of the experimental
concepts. A description of energy transfer processes (not our work), needed to interpret
our experimental results, is then provided in chapter 3. Here we focus on the assumptions
that lead to expressions for the Förster energy transfer rate and Frenkel exciton states.
This provides the background for the three main chapters covering the experimental
results obtained by us. First, a study of cylindrical J-aggregates is presented in chapter
4. As indicated, these huge (104–105 monomers) structures resemble the light harvesting
antennas found in green photosynthetic bacteria.19 The strong coupling between the
molecules that make up these aggregates results in excitonic states that are delocalized
over a few to tens of molecules. The cylindrical geometry of the system then produces
a multiple-band excitonic spectrum, which is analyzed in section 4.2.3 using a Frenkel
exciton model developed by Didraga et al.20–22 Subpicosecond energy transfer is found to
occur from the outer to the inner wall, which explains the observed ﬂuorescence spectrum.
In addition, annihilation-assisted backtransfer is observed at high irradiation doses.
Then an example of a dendritic light harvesting system is studied in chapter 5. One
reason for selecting such a multiple-donor/single acceptor architecture is that it allows
to investigate interactions between multiple excitations on a single system. The studied
molecule is a typical example of a weakly coupled system, in which the energy transfer
process can be described using the Förster equation. The energy transfer rate is deter-
mined at low excitation power, and the eﬀects of multiple-donor excitation on the transfer
behavior are extensively investigated.
Finally, chapter 6 details the reaction pathways and ultrafast reaction dynamics of
a bisthienylcyclopentene-based photochromic switch, which closely resembles the sys-
tems that were used as single-molecule resistor.10,11 Perﬂuoro and perhydrocyclopentene
analogs are compared in order to establish the eﬀects of electronegative groups at the
bridging unit.
These three studies will each be introduced further at the beginnings of the respective
chapters.
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4CHAPTER 2
Experiments
Hell, there are no rules here —
we’re trying to accomplish something
Thomas Edison
This chapter provides the necessary background for the spectroscopic measurements
described in the rest of the thesis. Some supplementary experimental information, for
instance descriptions of sample preparations, can be found at the end of chapters 4–6.
In the ﬁrst section the experimental setups will be described that were used to obtain
the linear dichroism spectra and the pump-probe and time-resolved ﬂuorescence data.
This will be followed by short introductions to the topics of time-resolved pump-probe
spectroscopy and anisotropy, respectively.
2.1 Experimental setups
2.1.1 Sources of femtosecond laser pulses
The light source used to perform the pump-probe, ﬂuorescence upconversion and linear
dichroism measurements is a commercial Ti:Sapphire laser system (Hurricane, Spectra
Physics). In this system, the output of a mode-locked Ti:Sapphire laser (a ca. 80-MHz
train of low energy pulses) is ampliﬁed using a regenerative ampliﬁer. In order to avoid
damage to the optics inside the ampliﬁer cavity, the pulses are stretched before entering
the cavity. After pulse ampliﬁcation they are recompressed to obtain short pulses. The
resulting output consists of 120-fs, 800-mJ pulses at a repetition rate of 1kHz, centered
at 800nm. The Hurricane system can be operated essentially as a ‘black-box device’.
The output energy of the Ti:Sapphire system is divided equally to pump three optical
parametric ampliﬁers (OPA’s) which provide the frequency tunability for pump and probeChapter 2. Experiments
beams that are needed for the experiments. Due to constant development of the setup, the
sources for pump and probe changed between experiments. The diﬀerent experimental
arrangements are listed in the table below, which will be subsequently explained:
beam source
Ch. 4 (J-agg.), 7 (switches) pump TOPAS-White
probe home-built NOPA, WL
Ch. 5 (PC4) pump TOPAS
gate Ti:Sa
probe WL
Ch. 6 (switches) pump TOPAS
probe home-built NOPA, WL
Ti:Sa stands for the output of the laser system at 800nm. WL means that a white-light
probe was used. The linearly polarized white light was generated in a 2mm sapphire
plate (ca. 480–750nm), using excitation light directly from the Ti:sapphire laser system.
In order to extend the observation window into the UV region, to ca. 380nm, white light
was also generated in a standing 1-cm doubly distilled water cell.
The commercial TOPAS (Light Conversion Ltd.) is a travelling-wave OPA of super-
ﬂuorescence pumped at 800nm, with tunability in the wavelength region 1150–2600nm
and, via second harmonic and sum frequency generation using the signal and idler wave,
475–1150nm. The pulse duration of the output was ca. 70fs FWHM. The TOPAS-White
(Light Conversion Ltd.) is a non-collinearly pumped OPA (NOPA)1, which is pumped
at 400nm (the second harmonics of the output of the Hurricane system). It has wave-
length tunability in the ranges 490–750nm and 850–1000nm, and a pulse duration of
the output below 20fs. Both commercial OPA’s are computer-operated. Pump-light in
the UV spectral region is created by second harmonic generation from the output of the
commercial OPA’s in the visible wavelength region. After generation of the UV beam,
the UV pulses are compressed in a double-pass compressor based on two BK7 prisms.
In addition to pulse shortening, the compressor allows the spatial separation of diﬀerent
spectral components of the parametric light (signal and idler beams). The polarization
of the pump beam is changed by using a λ/2 plate.
The home-built NOPA will be described here brieﬂy. The 1-mm type I BBO crystal
of the NOPA is pumped by pulses with an energy of about 10mJ centered at 400nm.
The pulses are tilted by passing them through a 45 o fused silica prism and subsequently
focused onto the crystal by a spherical mirror of r = 40cm. A white light continuum
generated in a 2 mm sapphire plate is used as a seed for the NOPA. Before ampliﬁcation,
the white light is precompressed in a compressor, based on a 1200mm−1 grating and a
curved mirror (Light Conversion Ltd.) designed to compensate for the enhanced angular
dispersion of the grating at the red side of the spectrum. A mask placed in the compressor
allows spectral selection and shaping of the probe pulse. The NOPA produces pulses
with an energy of about 0.5µJ, that are tunable in the spectral region 450–900nm. By
generating second harmonics in a 150-mm BBO crystal, the tunability can be extended to
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the UV spectral region (230–450nm). The pulse duration is in the order of 30fs FWHM,
slightly longer after second harmonic generation because of the spectral ﬁltering in the
BBO doubling crystal.
2.1.2 Linear dichroism
Linear dichroism (LD) spectra of the aggregates, discussed in chapter 4, were obtained
by aligning the aggregates in a streaming ﬂow and monitoring the absorption for light
polarized parallel and perpendicular to the ﬂow direction. The aligning ﬂow was pro-
duced by the peristaltic pump system described in section 2.1.7. The measurement of
the aggregate alignment as a function of ﬂow rate revealed maximum alignment already
at relatively low ﬂow rates. For example, saturation of the alignment of pure C8O3 ag-
gregates is reached at a ﬂow rate of about 0.5cm3/s or (in 100µm by 1cm ﬂow cells) a
ﬂow velocity of 50cm/s. The measurements presented here were performed at maximum
alignment of the sample, i.e. at a ﬂow rate of about 2cm3/s. Spectra were obtained
using linearly polarized white light. The energy of the incident light and of the light
transmitted through the sample was monitored via a polychromator by an OMA system
(Princeton Instruments).
2.1.3 Pump-probe
Transients of the photoinduced absorption are measured in the standard pump-probe
geometry (see Fig.2.1a). One of the beams is split before the sample in order to serve as
both probe and reference. The probe pulse is then delayed with respect to the pump pulse
by using a computer-controlled delay stage. The reference pulse is set to reach the sample
before pump and probe pulses arrive. After attenuation, the pump, probe and reference
pulses are focused by a spherical mirror of r = -25cm into the ﬂow cell containing the
sample. Behind the sample the spectrum of the probed wavelength region can be narrowed
using a home-built monochromator, as shown in Fig.2.1a. The pump, probe and reference
signals are all monitored by silicon photodiodes connected to a sample-and-hold device.
During the measurements, every second pump pulse is blocked using a chopper which
is synchronized with the laser. This scheme allows to calculate the optical density changes
(∆OD) in absolute units for every single pair of probe pulses:
∆OD = OD1 − OD0, ODi = −log
 
Ii
pr
Ii
ref
!
, Ii
pr,ref = cpr,refVi
pr,ref
⇒ ∆OD = −log
 
cprV1
pr
crefV1
ref
crefV0
ref
cprV0
pr
!
= −log
 
V1
prV0
ref
V1
refV0
pr
!
Here, the superscripts indicate that the OD is measured with (1) or without (0) the
presence of the pump, V is the measured voltage and cprobe and cref are instrumental
constants that are divided out in the measurement scheme. For every data point ∆OD is
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averaged over 50 measurements, and after recording, each transient is corrected for slow
pump ﬂuctuations.
In order to allow simultaneous measurement of population and anisotropy dynamics,
the polarization of the probe pulse is rotated by 45 o with respect to the polarization
of the pump pulse. Before detection, the probe beam is split by a polarizing cube into
components polarized parallel and perpendicular to the pump beam; two polarizer plates
placed before the two detectors ensure linear polarization. This allows simultaneous
detection of both the parallel and perpendicular signals, and therefore calculation of
∆ODk and ∆OD⊥.
The time resolution of the pump-probe experiments is determined by measuring the
cross-correlation function of the pump and probe pulses. This is done by monitoring two-
color two-photon absorption in a 100-µm glass plate.2 The crosscorrelation is measured
for every probe wavelength in order to determine the zero delay between pump and probe
pulses.
Pump-probe spectra are recorded using white light probe pulses. Probe and reference
pulses are monitored via a polychromator in a double-array OMA system (Princeton
Instruments). The pump beam is opened/closed every second in order to obtain dif-
ference spectra (∆OD). Since the white light pulses have a large temporal dispersion,
which is hard to correct accurately, the early time ∆OD spectra (probe delays <1ps) are
constructed from the narrowband pump-probe measurements described above. The con-
struction is possible because the ∆OD values are measured in absolute units and because
the zero delay position between the pump and probe pulses is known.
2.1.4 Fluorescence upconversion
The ﬂuorescence upconversion setup is depicted in Fig.2.1b. The sample is excited by a
pump-beam of which the polarization is set to make an angle of 55 o (the magic angle)
with respect to the gate (vide infra), using a polarizer plate. The resulting ﬂuorescence
from the sample is collected using a reﬂective objective. Part of the direct output of
the laser system at 800nm, i.e. 120-fs pulses of about 30µJ of energy, is then used as
a gate pulse that time-resolves the ﬂuorescence. This is achieved by upconversion in a
200µm thick BBO crystal. The upconverted signal was passed through a monochromator
(Jobin Yvon) and recorded with a photomultiplier suitable for single-photon counting.
The system response function was measured by upconversion of scattered light from the
excitation pulse, and was ca. 220fs FWHM.
2.1.5 Streak camera time-resolved ﬂuorescence
A streak camera system allows to simultaneously time- and frequency-resolve ﬂuorescence
signals. The setup consists of a tunable 80-MHz Ti:Sapphire laser (Mira 900, Coherent),
which is pumped by an all-solid-state, diode-pumped, frequency doubled Nd:YVO4 laser
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Figure 2.1: Experimental arrangements for: a. Pump-probe. Here, the light sources/boxes
denoted 1 and 2 show the methods of detection for transient absorption spectra and single-
color transients, respectively. NLC indicates a nonlinear crystal, PD a photodiode and OMA
the optical multichannel analyzer. b. Fluorescence upconversion. PMT denotes the photo-
multiplier tube and SPC denotes single photon counting.
(Verdi, Coherent), and a streak camera system consisting of a polychromator (Chromex),
a synchroscan sweep unit (Hamamatsu) and a multichannel plate (Hamamatsu).
The Mira system is tunable in the 750–1000nm spectral region, while a second/third
harmonics generator (9300, Coherent) extends the available spectral region into the UV.
In order to avoid heating due to excitation, a pulse picker is used to reduce the repetition
rate. After passing through a polarizer and attenuation to pulse energies in the order of
1pJ, the beam was focused into the sample with a lens of 10cm focal length. A second
polarizer was installed before the input slit of the polychromator. The ﬂuorescence signal
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was recorded using the single-photon counting method.
The ﬂuorescence anisotropy r(t) is obtained using the relation
r =
SVV − GSVH
SVV + 2GSVH
, G =
SHV
SHH
(2.1)
where the ﬁrst and second subscripts denote the polarizations of the excitation and ﬂu-
orescence beams, respectively. G, the so-called ‘grating factor’, compensates for the
diﬀerent sensitivity of the detector to vertically and horizontally polarized light; its value
was determined to be 1.09. Fits of the ﬂuorescence decay were done by convolution of
the ﬁtting functions with the system response time. The response time was determined
by recording scattered light from the excitation pulse, and is ca. 5ps.
2.1.6 Absorption/ﬂuorescence spectrometers
Linear absorption measurements in the UV/VIS/NIR region were performed with a
double-monochromator spectrometer (Lambda 900, Perkin-Elmer) having a spectral res-
olution <0.05nm. Steady-state ﬂuorescence was measured using a Fluorimeter (Fluo-
rolog 3, Jobin Yvon) with double monochromators in both the excitation and emission
beams. The measurements were done in the front-face geometry, at a spectral resolution
of ca. 2nm. During all steady-state absorption and ﬂuorescence measurements the sample
was contained in 0.1 or 0.2mm fused silica cuvets.
2.1.7 General sample handling
The measurements described in this thesis were performed at room temperature (294K)
unless stated otherwise. Most measurements were done on solutions. Typical sample
volumes were 10–30mL. In order to ensure that fresh sample was available for every
single measurement, the sample was pumped at a speed of about 3mL/s by means of a
peristaltic pump system (Cole-Palmer Masterﬂex). The ﬂow system incorporated a 0.1
or 0.2mm fused silica ﬂowcell. Tubing material was chosen in order to be resistant to the
solvents used (peroxide-cured silicone in the case of water and hydroxide-solutions, viton
in the case of the organic solvents cyclohexane, toluene and NMP).
2.2 Time-resolved pump-probe spectroscopy
In chapters 4–6 attempts are made to obtain information about the dynamics of ultrafast
physical and chemical processes in molecules or aggregates in dilute solution. The solvents
are transparent to the excitation light and the systems of interest are well-separated.
Therefore a description in terms of an ensemble of noninteracting molecules or aggregates
is appropriate.
To a ﬁrst (and often suﬃcient) approximation a pump-probe measurement of the type
applied in this thesis can be described as a sequence of two linear absorption steps: ﬁrst,
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a strong pump pulse brings a signiﬁcant fraction of the ensemble (in the order of a few
percent of the molecules) in a targeted excited state; then a weak probe pulse that arrives
at a variable delay with respect to the pump, records the temporal evolution of the ground-
and excited-state absorption spectrum. The dependence of the pump-probe spectrum on
the probe delay then allows one to follow the system during its relaxation back to thermal
equilibrium, which is reached by dumping its excess energy in the surroundings.3
The Born-Oppenheimer approximation allows one to separate the electronic and nu-
clear contributions to the wavefunction and assign a vibrational spectrum to each elec-
tronic state. We can therefore describe excitation energies as sums of electronic and
vibrational energies, and relaxation of the system can be split up in electronic and vibra-
tional factors. As the (lowest) electronic states are usually far apart and therefore weakly
coupled, transitions between them can be described using rate equations (see chapter
3). This results in (multi)exponential evolution of the electronic state populations, and
therefore (multi)exponential evolution of the pump-probe spectrum.
For vibrational relaxation of molecules in liquids this approach does not work because
of the large amount of states involved and their relative closeness. The reasoning behind
this runs as follows: the interstate coupling mediated by the ﬂuctuating environment
results in ﬁnite lifetimes of the vibronic states. The short lifetimes translate to less well-
deﬁned transition energies, resulting in broadened absorption spectra. In fact, when the
broadening becomes stronger than the separation between the vibrational states, these
states are themselves no longer well-deﬁned eigenstates of the system. The vibrational
manifold can then be treated as a continuum of states, and the nuclear motion in a
particular electronic state as nuclear displacements on a potential energy surface.
Based on the above, we can distinguish between a few diﬀerent cases when trying
to describe the nuclear motions: 1.Initially a single vibronic mode is excited. When
coupling by the solvent modes is absent, the excited vibronic mode describes the nuclear
motion. In the case of weak interaction with the solvent modes, nuclear motion can be
viewed as step-wise relaxation down the vibronic ladder; all vibronic levels are slightly
broadened. Finally, when the interaction with the solvent modes is strong or the interstate
separation small, the nuclear motion can be described as classical movement along a
potential energy surface, but as all energy is dumped in the solvent modes this movement
is fully overdamped. This type of overdamped nuclear motion results in spectral shifts, an
example of which is given in chapter 6. 2.A short pump pulse coherently excites many
vibronic modes. The coherent excitation creates a localized wavepacket which resembles
a classical particle moving along the potential energy surface without losing its energy;
this shows up in the pump-probe spectrum as oscillations in the center frequencies of the
photoinduced absorption and stimulated emission bands. Of course the actually observed
pump-probe dynamics can be partially damped, depending on the speed of the motion
and the strength of the coupling with the environment.
Finally, in the above, our clear separation of intramolecular vibrations and solvent
modes is somewhat artiﬁcial, and we are free to redeﬁne the ‘system’ and the ‘surround-
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ings’ by treating for instance low-frequency intramolecular vibrations as ‘solvent modes’
promoting vibrational relaxation in a submolecular ‘system’. In principle intra- and in-
termolecular processes are diﬃcult to distinguish judging from the pump-probe spectrum
alone.
2.2.1 The wave equation
The description of the matter-ﬁeld interactions that is commonly used in molecular spec-
troscopy involves a few important but usually justiﬁable approximations.4 First of all,
the electromagnetic ﬁeld is described as a coherent classical ﬁeld (the so-called semi-
classical approximation).5 Furthermore, in the cases of interest to us, weak magnetic
interactions with the material system can be neglected, and in addition the remaining
electric ﬁeld can be described as an inﬁnite plane wave. The evolution of the ﬁeld is then
fully determined by the wave equation6
∇2E −
1
c2
∂2E
∂t2 =
4π
c2
∂2P
∂t2 (2.2)
which derives directly from the Maxwell equations. Here, the electric polarization P of
the material is induced by the oscillating ﬁeld E, while the polarization in turn drives
the ﬁeld.
Because P is a response to E, it should be some function of it, and knowing the
functional dependence allows us to solve the wave equation by eliminating one of the
variables. This is possible by invoking the weak-ﬁeld approximation, which relies on the
fact that the interactions within the molecular system (between the electrons and nuclei)
are much stronger than the interaction between the system and the external ﬁeld. The
weak-ﬁeld approximation allows us to describe the induced polarization as a power series
in the electric ﬁeld:
P = 0[χ(1)E1 + χ(2)E1E2 + χ(3)E1E2E3 + ...] (2.3)
where χ(n) is the nth-order electric susceptibility. It turns out6 that in isotropic ma-
terials the even-order susceptibilities vanish. Therefore in a liquid the most important
contributions to the polarization are P(1) = χ(1)E1 and P(3) = χ(3)E1E2E3. At moder-
ate ﬁeld strengths, the weights of higher-order contributions to the polarization rapidly
become smaller.
The eﬀects of the ﬁrst-order polarization can be easily described using the wave equa-
tion approach. Consider a travelling plane wave of the form E(z,t) = E(z,t)
eikz−iωt, where E(z,t) is the slowly varying amplitude of the wave. We can calculate
its propagation within a material characterized by a polarization P(1) = χ(1)E. First the
expression for the electric ﬁeld is inserted into the wave equation (Eq.2.2). The solution
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of the latter is then
k =
ω
c
p
1 + 4πχ(1) (2.4)
χ(1) is a complex quantity and is usually separated into its real and imaginary parts: p
1 + 4πχ(1) = n + iκ, with n the index of refraction and κ the index of absorption.
Inserting the complex wavefector into the general expression for the ﬁeld gives
E(z,t) = E e−iωt e
i(
ωn
c )z e
−(
ωκ
c )z (2.5)
Finally we obtain an expression for the intensity of the incoming ﬁeld inside the material
by taking the square E∗E of both sides. This is the familiar Lambert-Beer law
I(z) = I0 e
−(
2ωκ
c )z = I0 10−OD(ω) (2.6)
α(ω) = 2ωκ(ω)/c is the so-called absorption coeﬃcient of the material at the fre-
quency of the incoming wave. The third leg of Eq.2.6 is obtained using the relation
OD(ω) = ε(ω)nz = α(ω)z/ln10. Here, ε(ω) is termed the extinction coeﬃcient, and
n is the chromophore concentration in molars. We can conclude that the linear absorp-
tion spectrum of the material is determined by the imaginary part of the susceptibil-
ity Im{χ(1)(ω)} = Im{P(1)/E}. This spectrum can be experimentally obtained either
by frequency-scanning a narrowband light source or by frequency-resolving a (pulsed)
broadband source.
The eﬀect of the third-order polarization is harder to evaluate. P(3) is created by
3 incoming ﬁelds; the polarization in turn produces a fourth ﬁeld at frequencies and
propagation directions determined by the laws of energy and momentum conservation for
the light-matter system: ωs = Σωi and ks = Σki, respectively∗. Both ωs and ks are
generally diﬀerent from that of the incoming ﬁelds. The propagation of the 4 ﬁelds inside
the sample can be fully calculated using coupled wave equations for the individual ﬁelds.
When the signal ﬁeld generated by P(3) is small compared to the pump and probe
ﬁelds, the latter are not modiﬁed by it while travelling through the sample. However,
in the pump-probe geometry in the limit of a weak probe, one ﬁnds that the signal ﬁeld
travels in the direction of the probe ﬁeld. The measured pump-probe spectrum then
arises from interference between the signal ﬁeld Es, generated by P(3), and the probe
ﬁeld. Mixing of a signal with an external ﬁeld is called heterodyning, and the added ﬁeld
the ‘local oscillator’. The intensity of the ‘heterodyned’ signal is equal to
Ihet(t) ∝ |Elo + Es|2 ∝ I2
lo + I2
s + 2Re{E∗
loEs} (2.7)
∗From a molecular viewpoint, the polarization is generated by a large amount of independent oscillat-
ing dipoles radiating in all possible directions. The oscillators are excited coherently, and the interference
between the individual dipolar radiation ﬁelds produces (a) signal(s) in the phase matching direction(s)
ks. Dispersion causes a (phase) mismatch between the signal wave vector and the sum over ki. This
results in a loss of eﬃciency in the signal along the direction |ks|.
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When the local oscillator is much stronger than the signal ﬁeld (Es  Elo), we can
neglect the second term in Eq.2.7 and ﬁnd ∆I = Ihet − ILO ∝ 2Re{E∗
LOEs}. This shows
that heterodyning enhances the original signal by a factor Elo/Es.
The pump-probe spectrum is then the ﬁrst-order correction to the absorption spec-
trum under the action of the pump beam. In section 2.1 the pump-probe spectrum was
deﬁned in terms of ∆OD. Here we rewrite the expression for ∆OD in terms of ILO(z)
and ∆I:
∆OD = OD1 − OD0 = −log

ILO(z) + ∆I
ILO(z)

(2.8)
However, use of this equation is strictly correct only when OD0 0 for both pump and
probe, or when the sample thickness is close to 0. This is due to the fact that the
the variation of the pump, probe and signal ﬁelds within the sample are not taken into
account.
The connection between pump-probe experiments and theoretical calculations can be
made via perturbation theory, as is shown in an appendix at the end of the chapter.
2.3 Anisotropic signals
One aspect of the spectroscopic measurements that has been ignored so far is the eﬀect
of polarization of the laser light. Using polarized light for excitation and detection, we
can extract additional information about the system.
2.3.1 Linear dichroism
Linear dichroism,7 or anisotropic linear absorption, is related to an anisotropic orienta-
tional distribution of the chromophores present in the sample, i.e. some (partial) average
alignment of molecules in the sample. Alignment of molecules along a speciﬁc axis can be
realized for example by stretching or spin-casting a polymer, or by applying an electric
ﬁeld or ﬂow to a liquid sample.
Here we assume that the sample is aligned uni-axially, along the z-axis. The x- and
y-axes are then equivalent and the linear dichroism spectrum of the sample is deﬁned as
the diﬀerence between the optical densities measured by light beams that are polarized
parallel (z) and perpendicular (x,y) to the axis of orientation:
LD = ODk − OD⊥ (2.9)
The LD spectrum itself gives valuable qualitative information on the orientation of transi-
tion dipole moments within the molecular frame, provided that we know how the molecule
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Figure 2.2: a. Deﬁnition of the laboratory frame with the relevant angles θ and φ. b.
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is aligned. Quantitative information can be obtained from the reduced LD,
LDr =
LD
ODiso
, ODiso =
ODk + 2OD⊥
3
, (2.10)
in which any dependence on concentration and oscillator strength has been taken out.
First we consider ODx, ODy and ODz separately. They are proportional to the square
of the projection of the transition dipole on the respective axes:
ODx ∝ [µ · ^ x]2 = [µ2 sin
2 θcos2 φ]
ODy ∝ [µ · ^ y]2 = [µ2 sin
2 θsin
2 φ] (2.11)
ODz ∝ [µ · ^ z]2 = [µ2 cos2 θ]
with θ and φ deﬁned in Fig.2.2a, and ODiso = (ODx + ODy + ODz)/3. In the experi-
mental arrangement for LD depicted in Fig.2.2b, the light that is to be absorbed travels
along the x-axis and ODk = ODz, OD⊥ = ODy. For molecules perfectly aligned along
the z-axis, θ is determined by the angle of ~ µ with respect to the molecular frame, while
φ can take on any value between 0 and 2π. Averaging ODy over φ gives
µ2 sin
2 θ hsin
2 φi = µ2 sin
2 θ
1
2π
2π Z
0
dφ [sin
2 φ] =
1
2
µ2 sin
2 θ (2.12)
Inserting ODz and ODy in Eq.2.10 gives
LDr = 3
 
cos2 θ − 1
2 sin
2 θ
cos2 θ + sin
2 θ
!
= 3

3cos2 θ − 1
2

(2.13)
From this deﬁnition we can see that the maximum value for LDr is 3 and the minimum is
-1.5. The bracketed factor is the second-order Legendre polynomial of cosθ and is usually
written as P2(cosθ) with P2(x) = 1
2(3x2 − 1).
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In the case of non-ideally aligned samples we have to introduce the probability Pal(θ)
that the molecular frame makes an angle θ with the z-axis. ODz is then given by the
weighted average of cos2 θ:
ODz =
π R
0
dθ [sinθ Pal(θ) · cos2 θ]
π R
0
dθ [sinθ Pal(θ)]
(2.14)
and ODy similarly is the average over 1
2 sin
2 θ.
We can simplify the ‘probability distribution’ description by noting that for any dis-
tribution we can deﬁne an average angle θal which produces the same anisotropy. LDr
can then be factorized as follows:
LDr = 3 A(θal) P2(cosθfd), A(θal) = hP2(cosθal)i (2.15)
with A the alignment factor ranging from 0 to 1 and θfd the angle between excitation
dipole and the molecular frame.
2.3.2 Fluorescence and pump-probe anisotropy
Whereas LD measurements (ideally) give angles of transition dipole moments with respect
to the molecular frame, ﬂuorescence anisotropy measurements yield angles between tran-
sition dipole moments, namely of the excited and the ﬂuorescent state(s).8,9 Fluorescence
anisotropy is present even in an isotropic sample due to the process of photoselection.
The experimental detection scheme for ﬂuorescence anisotropy is shown in Fig.2.2a/b.
It can be seen from Fig.2.2b that in this case the alignment axis z is deﬁned by the
polarization of the excitation beam. The total ﬂuorescence signal emitted from the sample
is Stot = Sx + Sy + Sz = Sk + 2S⊥. Sk and S⊥ are obtained by setting a polarizer in
front of the detector to be parallel and perpendicular to the z-axis, respectively, so that
Sk = Sz and S⊥ = Sx. The ﬂuorescence anisotropy is then deﬁned as the ratio between
the polarized part of the ﬂuorescence and the total ﬂuorescence:
r =
Sk − S⊥
Sk + 2S⊥
(2.16)
Note that this deﬁnition diﬀers by a factor 3 from that of LDr, so that r can take values
between -0.5 and 1.
Using the arguments leading to Eq.2.14 for LDr , we conclude that for a large number
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of photo-excited molecules:
Sz =
π R
0
dθ [sinθ Pexc(θ) · cos2 θ]
π R
0
dθ [sinθ Pexc(θ)]
(2.17)
In this case the angular distribution of excited-state molecules Pex(θ) can be made ex-
plicit, because it is given by the square of the projection of ^ µ on the polarization direction
of the excitation beam ^ z:
Pexc(θ) ∝ [^ µ · ^ z]2 = [cos2 θ] (2.18)
Eq.2.17 then gives
Sz =
π R
0
dθ [sinθ cos4 θ]
π R
0
dθ [sinθ cos2 θ]
=
3
5
(2.19)
In a similar way Sx is found to be 1
5, so that the maximum anisotropy in an isotropic
medium (Eq.2.16) is 2
5
†. This occurs only when the excitation dipoles of the excited and
emitting states are parallel.
After excitation the ﬂuorescence depolarizes due to rotational motion of the excited
molecules. We can describe this by ﬁnding a solution for the distribution P(θ,t) or
similarly by ﬁnding the evolution of hcos2 θi. For instance, if all excited molecules undergo
free rotation θ = ωt and we can desribe r(t) with the help of a depolarization factor D(t):
r(t) =
2
5
D(t), D(t) =

3cos2(ωt) − 1
2

=
1
4
+
3
4
cos(2ωt) (2.20)
so that r(t) oscillates between its minimum and maximum value. In a liquid, depolariza-
tion takes place via rotational diﬀusion, which can be described starting from the diﬀusion
equation,10,11 or for instance by using angular momentum operators.12 For a spherical
particle,
D(t) = e−6Drt (2.21)
The rotational diﬀusion constant Dr is given by the Debye-Stokes-Einstein equation:
Dr = kT
ξ with ξ = 6Vη, V the volume of the sphere and η the solvent viscosity.
In the case that multiple independent processes lower the anisotropy, the total eﬀect
†The angular distribution Pexc(θ) following 2-photon and 3-photon absorption are proportional to
cos4 θ0 and cos6 θ0, leading to maximum anisotropies of 4/7 and 6/9, respectively.
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can be easily obtained using Soleillet’s rule:9
D(t) =
Y
i
Di(t) (2.22)
We already encountered an instance of this rule in Eq.2.15.
Finally, when two or more emitting states are present that possess overlapping spectra,
we have to consider the populations of the two emitting states and their (relative) dipole
strengths:
r(λ,t) =
P
i ni(t)fi(λ)ri(t)
P
i ni(t)fi(λ)
(2.23)
where ni(t) is the time-dependent concentration of species i which is usually described
by a level kinetics scheme, and fi(λ) the ﬂuorescence intensity at wavelength λ. Eq.2.23
tells us that the anisotropy can change both due to molecular rotations and due to
transitions to states having diﬀerently oriented transition dipole moments. Note that in
a nonspherical molecule the time dependence of the diﬀerent components ri(t) can diﬀer.
Reorientation of the transition dipole moments of course does not inﬂuence Stot. An
alternative way to obtain a rotation-free signal and probe only population dynamics is
to set a polarizer in front of the detector to an angle β with respect to the z-axis that
ensures that Sk makes up 1/3 of the total signal, as is the case for Stot. Behind the
polarizer, the z-component of the ﬂuorescence is proportional to cos2 β, so cos2 β should
be 1/3 and we ﬁnd β = 54.7 o. The polarization angle that ensures a rotation-free signal
is generally called the magic angle. This angle is the same for all three cases shown in
Fig.2.2, but not for spectroscopic measurements in general.
Actually, due to the fact that in the experimental arrangement the anisotropy is
independent of the direction of observation within the x − y plane, the pump-probe
anisotropy behaves exactly as the ﬂuorescence anisotropy‡. However, in pump-probe
spectroscopy it is often diﬃcult to probe a single transition. The interplay between
population dynamics and rotational motion then can result in complicated shapes of r(t);
these problems are described in detail by Cross et al.13 and Szabo.8
2.4 Appendix
Here the basic perturbation-theoretical framework for calculating the nonlinear polariza-
tion is given.
‡The pump-probe anisotropy13,14 is deﬁned as r =
∆ODk−∆OD⊥
∆ODk+2∆OD⊥ . In Eq.2.23, fi(λ) should be
replaced by the extinction coeﬃcient εi(λ) of species i.
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2.4.1 Time-dependent perturbation theory
The third-order polarization P(3) as a function of material properties is calculated using
time-dependent perturbation theory. We start from the weak-ﬁeld approximation, that is,
we assume that the eﬀect of interactions between the electric ﬁeld and the material system
can be described as a small perturbation on the system.5 Let’s ﬁrst consider a single
molecule. The time evolution of the molecule without the perturbation is fully determined
by the molecular hamiltonian ^ H0. Integration of the time-dependent Schrödinger equation
yields
|ψ(t)i = ^ U0(t,t0)|ψ(t0)i, ^ U0(t,t0) = e−i^ H0(t−t0)/~ (2.24)
^ U0(t,t0), the time evolution operator, brings the molecular state from t0 to t.
When we add a time-dependent perturbation ^ V(t) so that the total Hamiltonian reads
^ H(t) = ^ H0 + ^ V(t), the Schrödinger equation can no longer be integrated directly as was
done in Eq.2.24. The general form of the time evolution operator then reads
^ U(t,t0) = ^ U0(t,t0)e
−i
t R
t0
dt1[ ^ V(t1)/~]
(2.25)
However, in the case that the perturbation is small, a solution can be found in terms of
a power series in the interaction ^ V:
^ U(t,t0) = ^ U0(t,t0)
+

1
i~
 t Z
t0
dt1 [^ U0(t,t1)^ V(t1)^ U0(t1,t0)]
+

1
i~
2 t Z
t0
dt2
t2 Z
t0
dt1 [^ U0(t,t2)^ V(t2)^ U0(t2,t1)^ V(t1)^ U0(t1,t0)]
+ ...
(2.26)
The wave function can now be separated into diﬀerent orders in ^ V:
|ψ(t)i = |ψ(0)(t)i + |ψ(1)(t)i + |ψ(2)(t)i + ... , (2.27)
with
|ψ(0)(t)i = ^ U0(t,0)|ψ(0)i
|ψ(1)(t)i = ^ U0(t,t1)^ V(t1)^ U0(t1,0)|ψ(0)i
|ψ(2)(t)i = ^ U0(t,t2)^ V(t2)^ U0(t2,t1)^ V(t1)^ U0(t1,0)|ψ(0)i
...
(2.28)
This general result can be interpreted as follows: in zeroth order, the time evolution
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of the system is given by ^ U0 and if the molecule is initially in the ground (or other
stationary) state it will of course stay there. In the ﬁrst order in the expansion the
eﬀect of the interaction ^ V(ti) is to cause an instantaneous transition in the molecule at
time ti. Higher orders in the expansion correspond to more instantaneous molecule-ﬁeld
interactions and therefore more interstate jumps; the integration limits ensure that a time
ordering in the perturbations is present.
2.4.2 Linear absorption and ﬂuorescence
As stated at the beginning of this section, in the case of dilute solutions P is a sum of
single-molecule contributions. We can further simplify our problem by treating the single-
molecule polarizations as point dipoles. This is justiﬁed because the wavelength of the
electromagnetic ﬁeld is much larger than the size of the chromophores. The molecules
therefore ‘feel’ a spatially uniform electric ﬁeld which can only induce unidirectional
(dipolar) polarization within the chromophore§. The material polarization P is then
given by P = Nµ where N is the number density of molecules. The molecular dipole
moment µ for a quantized system is given in the Schrödinger picture by
µ = hψ(t)| ^ µ |ψ(t)i (2.29)
where ^ µ = e^ r is the dipole operator.
Combining Eqs.2.27-2.29, we can split up the total polarization P(t) into orders in
the interaction. For the orders of interest:
P(1)(t) = N ( hψ(0)(t)| ^ µ |ψ(1)(t)i + c.c. )
P(3)(t) = N ( hψ(0)(t)| ^ µ |ψ(3)(t)i + hψ(1)(t)| ^ µ |ψ(2)(t)i + c.c. )
(2.30)
where the superscript now denotes the number of interactions with the ﬁeld. In the dipole
approximation the interaction Vi between the material and the ith ﬁeld and the material
is of the form Vi(t) = −µ · Ei(t). Furthermore, Ei(ti) is given by:
Ei(ti) = 2Ei cos(ωiti) = Eie−iωiti + E
∗
ieiωiti (2.31)
where Ei denotes the slowly varying envelope of the pulse.
If we restrict ourselves to a two-level system and take the system to be initially in
the ground state |gi, a simple expression can be found for the polarization.6 Setting
§The much weaker magnetic dipole and electric quadrupole transitions are related to linear variations
in the electric ﬁeld.
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ωg = Eg/~ = 0, the single-interaction contribution to the wavefunction is¶
|ψ(1)(t)i = −

1
i~

µeg · E1
t Z
t0
dt1 [e−iωe(t−t1)e−iω1t1] |ei
−

1
i~

µeg · E
∗
1
t Z
0
dt1 [e−iωe(t−t1)eiω1t1] |ei
(2.32)
This can be further simpliﬁed by assuming that the frequencies of the interaction ﬁelds
are tuned near resonance (ω1 ≈ ωe). In that case, the second term in Eq.2.32 rapidly
oscillates in t1 whereas the ﬁrst is constant, and upon integration only the latter survives.
For pulsed ﬁelds this does not hold exactly, but usually the oscillating terms are small
enough to be neglected, which is known as the rotating wave approximation (rwa). The
integral can be explicitly evaluated as e−iω1t/i(ωe − ω1 − iε), by adding a ‘damping’
term −iε to ωe and extending the lower limit to −∞. The ﬁrst-order polarization P(1)(t)
deﬁned in Eq.2.30 is therefore given by
P(1)(t) = N
"
µgeµegE1]
~(ωe − ω1 − iε)
e−iω1t +
µegµgeE
∗
1
~(ωe − ω1 + iε)
eiω1t
#
(2.33)
The polarization oscillates at frequencies ω1 and −ω1 with an amplitude that is deter-
mined by |µ|2 and the lineshape function I(ω) = (~(ωe−ω1±iε))−1, the imaginary part
of which is a Lorentzian. Note that this lineshape function was obtained speciﬁcally for
the propagator G(t,t1) = e−i(ωe−iε)(t−t1); it therefore depends on the dynamics of the
system. The second term in the polarization is resonant with the downward transition,
and can be dropped when considering absorption.
From Eq.2.30 it is clear that we need to follow the time evolution of both the bra and
ket in order to evaluate P(1)(t). This is achieved in an easy way via so-called double-
sided Feynman diagrams. For instance, for our example of P(1) for a two-level system
the corresponding diagrams are:

s

s
g
e
g
g
g
g g
g
t
t1
g e
e e
Here, the time evolution of ket (left) and bra(right) are followed from bottom to top.
Incoming arrows represent absorbed photons and outgoing arrows emitted photons, and
each interaction is labeled with the corresponding ﬁeld frequency. The resulting signal
frequency (wave vector) is the sum of the frequencies of the incoming ﬁelds, with the
¶here we use the completeness relation and the fact that hi|^ µ|ii = 0.
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appropriate signs: ωs = Σωi (ks = Σki). Some simple rules ensure that diagrams can
be directly transscribed to terms in the polarization:
1. The maximum number of possible diagrams is determined as follows: In a χ(n)
process, n interactions with the ﬁeld occur. Each interaction can act from the left
(on the ket) or from the right (on the bra), resulting in 2n possible diagrams. In
addition, each diagram represents more than one pathway because we have to sum
over the intermediate states in the process. However, a preselection of relevant
pathways may often be made according to for instance incoming ﬁeld frequencies
and resulting signal frequency/phase matching direction.
2. The system starts in the ground state.
3. Each term is of the form

N
m

−1
i~
n t Z
−∞
dtn
tn Z
−∞
dtn−1 ...
t2 Z
−∞
dt1[X] (2.34)
with m the number of terms in P(n) and X the integrant. X consists of factors
that are obtained from the interactions represented in the diagram, following the
instructions below.
4. The n applied electric ﬁelds are of the general form Eie−iωiti when a ﬁeld arrow
points to the right (that is, when a ﬁeld is emitted from the bra or absorbed from
the ket). The ﬁeld then is associated with a frequency ωi and wave vector ki.
When a ﬁeld arrow points to the left the corresponding ﬁeld is of the form E∗
ieiωit,
and is associated with a frequency −ωi and wave vector −ki. This ensures that
the rwa is observed.
5. The dipole matrix element for an a → b transition is µba for action from the left
and µ∗
ba = µ∗
ab for action from the right.
6. Evolution between interactions is determined by the action of the time evolution
operator simultaneously on the ket and bra sides. We can deﬁne the evolution
operator for the situation |aihb| as Gab(t,t1) = e−iωab(t−t1) with ωab = ωa−ωb,
so that ωab = −ωba.
7. The ‘observation’ of the polarization is drawn as a ket-emission, but does not con-
tribute a ﬁeld-factor. Allowing for bra-interaction diagrams simply produces the
conjugate diagrams, which give identical results. After the observation, the system
should again be in a stationary state.
8. Each diagram is multiplied by -1 for each interaction with the bra.
After integration the left diagram results in the ﬁrst term in Eq.2.33, and the right
diagram in the second term. We can also see immediately from the right diagram that the
observation is antiresonant in this case and can be dropped when describing absorption.
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Finally, linear absorption can be viewed as an intrinsically heterodyned technique in
which the probe beam acts as the local oscillator. From Eq.2.33 we have P(1)(t) =
P
(1)
e−iω1t. Using the wave equation (Eq.2.2) under the slowly varying envelope ap-
proximation and with P(1)(t) as the source term, we ﬁnd that the signal ﬁeld generated
by this polarization is given by4,15
Es(t) =

2πωi
nc

P
(1)
e−iω1t z
=

2πω
nc

[Im{P
(1)
}cosω1t + i Re{P
(1)
}sinω1t]
(2.35)
The signal ﬁeld is therefore phase-shifted by π/2 with respect to the original ﬁeld acting
as the local oscillator. It follows that in this experiment we only trace the imaginary part
of χ(1), as can be seen from the heterodyne-detected signal (Eq.2.7)
I(t) ∝ 2Re{E∗
loEs}
∝ 2Re{ [E1 cosω1t] [Im{P
(1)
}cosω1t + i Re{P
(1)
}sinω1t] }
∝ 2E1Im{P
(1)
}cos2 ω1t
(2.36)
Whereas the left Feynman diagram seems to suggest that the built-up polarization is ra-
diative and brings the system back to the ground state, the negative interference between
the the local oscillator and the signal ﬁeld results in the expected depletion of the probe
beam.
2.4.3 Pump-probe
Pump-probe spectroscopy can be treated similarly. Here we will not try to obtain the full
expressions for P(3) but instead infer the physics from the Feynman diagrams (Fig.2.2).
For pump-probe we have the following situation: three interactions with the ﬁeld
determine the third-order polarization. We are speciﬁcally looking for the signal with
ωs = ωpump − ωpump + ωprobe and ks = kpump − kpump + kprobe, which naturally
travels in the direction of the probe pulse. Additionally, we require that the pump is
resonant only with the g → e transition and the probe only with the g → e and e → f
transitions but not with g → f. Third, we assume that the pump and probe interactions
are separated in time, so that the pump interactions always take place before the probe
interactions. Physically this is of course realized by using pulsed pump and probe ﬁelds
(Ei = Ei(t)).
The 6 remaining pump-probe diagrams are shown in Fig.2.3. In all diagrams, the ﬁrst
two interactions are of course with the pump beam, the last one with the probe beam.
Experimentally we therefore have the freedom only to change the delay t3 − t2. This
means that in the experiment we trace the evolution of the states |gihg| (the ‘hole’) and
|eihe| (the ‘excitation’), as can be veriﬁed from Fig.2.2. Thus we can assign the ﬁrst two
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Figure 2.3: Double-sided Feynman diagrams for the standard pump-probe geometry. The
pulses are assumed to be separated in time and the pump is taken to be resonant to the
transition g → e.
diagrams to the process of stimulated emission, the third and fourth to photoinduced
absorption and the ﬁfth and sixth to ground-state bleaching. It turns out that our strong
requirements have brought us back to the simple picture of pump-probe spectroscopy
outlined at the beginning of section 2.2. However, we are now in the position to make
some statements about the possibilities and limitations of the technique:
1. Of course the assumption of separated pulses is only valid at all pump-probe de-
lays when the ﬁeld envelopes Ei(t) are δ-functions. For the more realistic situation
of nonzero pulse widths, diﬀerent time orderings of the interactions become possi-
ble during overlap of pump and probe, and the ‘sequential’ picture of pump-probe
breaks down. The additional pathways (diagrams) that arise during pulse overlap
because the probe ﬁeld interaction occurs before or in between the pump interac-
tions, are responsible for the so-called ‘coherent spike’ observed in some pump-probe
experiments; they are also required for describing hole-burning experiments.
2. It is clear from Fig.2.1 that pump-probe does not provide all possible information
about χ(3)(ωprobe): we scan only one of the two delays (τ2 = t3 − t2), while the
delay τ1 = t2 − t1 is ﬁxed within the pump pulse duration.
On the other hand, from the calculation of the linear absorption spectrum it already
became clear that the lineshape function I(ω) is determined by the evolution of
the system during the time period between the interaction with the probe and
the ‘observation’, via the propagator G(ti,tj). In pump-probe we thus trace as a
function of probe delay only the dynamics of the system that is slow compared to
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the pulse duration, while the dynamics that is fast compared to the pulse duration is
Fourier-transformed to give the pump-probe spectrum. The pump-probe technique
is therefore termed a partially Fourier-transformed technique.4
We can think of an alternative experiment with 2 interactions in the second pulse,
in which case we control delay τ1 and monitor the evolution of the ‘coherences’
|eihg| and |gihe|; this is the so-called photon echo experiment, in which dephas-
ing dyamics is observed. However, full control over the delays and therefore full
information on χ(3)(ωprobe) can only be obtained by applying three pulses, each
contributing one interaction with the system. These so-called 2D-techniques16 al-
low to study population dynamics and the evolution of coherences simultaneously,
and thus allow for complete separation of the dephasing and population dynamics.
Needless to say that 2D-techniques are fully time-resolved techniques in which no
system information is contained spectrally.
3. A second limitation in the scope of the pump-probe technique stems from the fact
that we put the two pump interactions in one beam, so that ks = kprobe. This
makes pump-probe an intrinsically heterodyne-detected technique like linear ab-
sorption, so that the phase in the local oscillator cannot be varied. We therefore
measure only the imaginary part of the refraction index related to absorption eﬀects.
4. Finally, up till now we have discussed the system dynamics in a single-molecule
picture. When we talk about an ensemble of independent molecules, slow degrees
of freedom in the sample produce diﬀerent local environments of the molecules.
These in turn result in a distribution of transition frequencies. This so-called in-
homogeneous broadening usually exceeds by far the dynamic broadening discussed
above, thereby removing all dynamic information from linear absorption spectra.
In the time domain the inhomogeneous broadening causes additional dephasing of
the macroscopic polarization.
Time-resolved pump-probe spectroscopy (partially) overcomes this problem, as in
the limit of short pulses we only trace the time evolution of populations, which
are insensitive to this dephasing. This allows us to interpret pump-probe data
within a single-molecule picture, as long as we remember that the pump-probe
absorption spectra are themselves inhomogeneously broadened due to limits on the
pulse duration.
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Energy Transfer in the Weak- and
Strong-Coupling Regime
The scientiﬁc theory I like the best is
that the rings of Saturn are composed
entirely of lost airline baggage
Max Born
The concept of electronic energy transfer between chromophores, which will be used
in chapters 4 and 5, is treated here. We follow the series of approximations that lead to
the Frenkel exciton model for coherent excitations on strongly coupled chromophores and
the Förster model for incoherent transfer between weakly coupled chromophores.
3.1 The molecular dimer
When an electronically excited chromophore interacts with a non-excited chromophore, a
quantum of electronic energy may be transferred between them.1 The excitation transfer
may occur due to either the Coulombic repulsion or exchange correlations between the
chromophore electron clouds. The latter can be neglected when the chromophores are
spatially separated, as the exchange coupling is related to the overlap between the valence
electron wavefunctions of the two chromophores, which declines roughly exponentially
with interchromophore distance.
Our starting point in describing the energy transfer process is an isolated system of
two two-level chromophores, A and B. When the chromophores do not interact, this
molecular dimer simply has a ground state |A0B0i, two singly excited states |A1B0i and
|A0B1i and one doubly excited state |A1B1i.Chapter 3. Energy Transfer
The full interaction between the two molecules is given by a 4×4 matrix with only oﬀ-
diagonal elements.2 We can reduce this description by making the following assumptions:
1. Exchange correlations are neglected, so that only Coulombic interactions account
for the energy transfer∗
2. The electrostatic interactions between the electron clouds are neglected. This is
usually a good approximation as long as the molecules have no strong permanent
dipoles.
3. All strongly oﬀ-resonant coupling terms are neglected (The Heitler-London approx-
imation, which is analogous to the rwa approximation made in chapter 2). In the
case of the dimer, the strongly oﬀ-resonant terms represent interactions that simu-
latenously excite or deexcite both molecules, so that the energy diﬀerence between
the states is ∆EA+∆EB (with ∆EA = E(A1)−E(A0) and ∆EB = E(B1)−E(B0)). As
a result of this large energy gap, very strong interchromophore coupling is needed
to signiﬁcantly mix the ground and doubly excited state, and this mixing is usually
neglected. Therefore the ground state of the coupled system is just |A0B0i.
Now we are left with the two terms hA1B0| ^ V |A0B1i and hA0B1| ^ V |A1B0i that couple
states with energy diﬀerence ∆EA − ∆EB. They represent the nearly resonant transfer
of an excitation from one chromophore to the other. Because we have dropped the
exchange correlations between the chromophores, antisymmetrization of the combined
wavefunction of A and B is not necessary so that the states |AnBmi can be written
simply as the product |Ani|Bmi. The two coupling terms are therefore
V = hA1|hB0| ^ V |A0i|B1i =
Z
drArB [^ V ψ∗
A1ψ∗
B0ψA0ψB1]
=
Z
drArB [ρA1A0 ^ V ρ∗
B1B0]
(3.1)
with ρij = ψ∗
iψj, and its complex conjugate. The second step can be made because the
purely Coulombic interaction is simply a function of the coordinates rA and rB. The ﬁnal
form of Eq.3.1 suggests an interpretation in terms of the resonant interaction between
the two transition densities ρA1A0 and ρB0B1 on molecules A and B.
When the molecules or chromophores are far apart, these transition densities can
be replaced by the point dipoles µA = hψA1| ^ µ |ψA0i =
R
drA[^ µρA1A0] and µ∗
B =
hψB0| ^ µ |ψB1i. The interaction V may then be written2 as
V =
µA · µ∗
B
|R|3 − 3
(R · µA)(R · µ∗
B)
|R|5 (3.2)
where R is the vector connecting the point dipoles. This expression can be separated
into an orientation-dependent term κ and a term depending on the distance between the
∗Exchange-type interactions can be included by considering ionic states, of the form |A+B−i; this be-
comes necessary when the overlap between the wavefunctions of chromophores A and B is non-negligible.
In the weak-coupling limit this is related to Dexter-transfer. see Ref.3.
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chromophores:
V = κ
|µA||µ∗
B|
|R|3 (3.3)
The orientational factor κ is given by
κ = mA · mB − 3 (mA · r) (mB · r) (3.4)
mA and mB are the unit vectors in the directions of the relevant dipole moment and r
the unit vector along the line connecting the dipoles.
When the interchromophore distance approaches the size of the chromophores the
point dipole approximation should break down. Depending on the shapes and sizes of
the chromophores, improvements in this description may be gained by using extended
dipoles,4,5 higher orders in the multipole expansion or quantum chemical computational
methods based on the molecular transition densities.6 Nevertheless, the Förster model for
energy transfer, which is based on this assumption, is very successful in near-quantitative
predictions, and in the following treatment of resonance energy transfer we will stick to
the dipole approximation.
3.1.1 the strong coupling case
First we consider the case of a system initially in the state |A1B0i for arbitrarily strong
coupling V. The energies of the stationary states of such a system may be solved2,7 by
expanding them in the states with one of the sites excited: |ψii = CA|A1B0i+CB|A0B1i,
and then solving the matrix eigenvalue equation
"
∆EA V
V∗ ∆EB
#"
CA
CB
#
= E
"
CA
CB
#
(3.5)
The eigenvalues of this equation are the new energies E+ and E− of the coupled states,
which from the secular equations are found to be:
∆E± = ∆Eav ±
q
∆2 + |V|2 (3.6)
with ∆Eav = 1
2 (∆EA + ∆EB) and ∆ = 1
2 (∆EB − ∆EA). Note that the coupling splits up
the energies of the states; in particular, when ∆EA = ∆EB = ∆Eav, the energies of the
eigenstates of the system are separated by an amount 2|V|.
V can always be written |V|e−iφ. Then, using the normalization condition |CA|2 +
|CB|2 = 1, the corresponding eigenvectors are found to be7
|ψ+i =

cos
θ
2
e−iφ/2

|A1B0i +

sin
θ
2
eiφ/2

|A0B1i
|ψ−i =

−sin
θ
2
e−iφ/2

|A1B0i +

cos
θ
2
eiφ/2

|A0B1i
(3.7)
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Figure 3.1: Scheme representing the excited-state energy levels for strongly coupled dimers
of identical chromophores. The dependence on the relative positions of the chromophores for
α = 0 is indicated by blocks representing the chromophores. The straight arrows indicate
absorption and ﬂuorescence; the wavy arrow represents system relaxation towards the lowest
excited state.
with θ = |V|/∆. For V real and strong coupling (V  ∆), this simply reduces to |ψ+i = p
1/2(|A0B1i + |A1B0i), |ψ−i =
p
1/2(|A0B1i − |A1B0i).
Next we consider the absorption spectrum of the strongly coupled dimer. It consists of
the two transitions at energies E+ and E−, with oscillator strengths proportional to |µ|2.
For the strongly coupled dimer µ± = hψ±|^ µ|A0B0i so that µ+ =
q
1
2 (µB+µA) and µ− =
q
1
2 (µB−µA). Therefore the oscillator strengths are proportional to µA
2+µB
2±2µA·µB,
and in the case that |µA| = |µB| the ratio between the oscillator strengths is given by
O+
O−
=
1 + cosα
1 − cosα
(3.8)
with α the angle between the dipoles. The two transitions are always oriented perpen-
dicular to each other.
Note that when µA and µB additionally point in the same direction (α = 0), the +
transition carries all the oscillator strength (see Fig.3.1). If the + state is the upper level
(for hψ+|^ V|ψ+i > 0, i.e. κ > 0), then the lowest excited state is dark, and ﬂuorescence is
expected to be weak; this is known as an H-type interaction. Conversely, for κ < 0 (J-type
interaction) the oscillator strength is in the lowest state and ﬂuorescence is expected to
be enhanced by a factor 2 compared to that of the monomer; the latter eﬀect is termed
superradiance. From Eq.3.4, using mA = mB = m we ﬁnd that for interactions to be of
J-type, the angle θ between m and r should be smaller than 54.7 o.
Finally, the time evolution of the coupled dimer is given by |ψ(t)i = ^ U0(t,t0)|ψ(t0)i,
which in the basis set |ψ+i, |ψ−i is simply7
|ψ(t)i = C+e−i∆E+(t−t0)/~|ψ+i + C−e−i∆E−(t−t0)/~|ψ−i (3.9)
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We can express this time evolution in the basis set |A1B0i, |A0B1i by taking the inverse
of the set of equations 3.7. When the excitation is initially on A, so that |ψ(t0)i = |A1B0i,
this yields
|ψ(t)i = eiφ/2

cos
θ
2
e−i∆E+(t−t0)/~|ψ+i − sin
θ
2
e−i∆E−(t−t0)/~|ψ−i

(3.10)
Now we can ﬁnd the probability that the excitation resides on B from the overlap between
|ψ(t)i and |A0B1i:
PB(t) = |hA0B1|ψ(t)i|2 = sin
2 θsin
2

(∆E+ − ∆E−)t
2~

(3.11)
and using Eq.3.6
PB(t) =
|V|2
∆2 + |V|2 sin
2
p
∆2 + |V|2t
~
, (3.12)
with PA(t) = 1 − |CB(t)|2. This shows that the new states are coherent superpositions
of the ‘A-excited’ and ‘B-excited’ states and that the excitation will coherently oscillate
back and forth between chromophores A and B at the frequency Ω = (∆E+ − ∆E−)/~ =
2
p
∆2 + |V|2/~. Eq.3.12 also shows that for not too strong coupling V, coherent energy
transfer is eﬃcient only when ∆EA and ∆EB are close; this is the resonance condition.
3.1.2 the weak coupling case
In the limit of weak coupling (V  ∆E), the dimer spectrum is identical to the sum of
the spectra of the two monomers. In that case energy transfer can be calculated using
perturbation theory. Lets assume again that the excitation is initially on molecule A.
Taking into account only the ﬁrst-order perturbation, we ﬁnd by using Eq.2.28 that
CB(t) = hA0B1|Ψ(1)(t)i =

1
i~
 t Z
0
dt1 [hA0B1| ^ U0(t,t1)^ V ^ U0(t1,0) |A1B0i]
=

1
i~

V
t Z
0
dt1 [ei(∆EB−∆EA)t1/~]
=
−V
∆EB − ∆EA
[ei(∆EB−∆EA)t/~ − 1]
(3.13)
The probability that the excitation is transferred to molecule B is then:
PB(t) = |CB(t)|2 =
|V|2
~2
 
sin
2(1
2Ω0t)
(1
2Ω0)2
!
=
|V|2
~2 F(Ω0) (3.14)
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with Ω0 ≡ Ω(V ≈ 0) = (∆EB − ∆EA)/~ = 2∆/~. This result is of course identical to
Eq.3.12 for small V.
It is clear from Eqs.3.13 and 3.14 that any mismatch between the energy gaps of A
and B lead to oscillations in PB(t). This means that for long waiting times signiﬁcant
energy transfer occurs only for Ω0 ≈ 0, and we can replace the distribution F(Ω0) of PB
over Ω0 by a delta-function multiplied by some prefactor depending on the area under
F(Ω0). This prefactor is found by integrating over the ’gap mismatch’ ~Ω0:
PB(t) =
|V|2t2
~
Z
dΩ0
 
sin
2(1
2Ω0t)
(1
2Ω0t)2
!
=
2|V|2t
~
Z
dx
 
sin
2 x
x2
!
=
2π
~
|V|2t
(3.15)
We can then write the transition rate k = dPB/dt as
kBA =
2π
~
|V|2 δ(Ω0) (3.16)
This expression is based on the following assumptions: 1.In taking |V| out of the integra-
tion we have assumed that the coupling is (largely) independent of Ω0, 2.t  (∆EB/~)−1,
which is the condition for using the delta-function, and 3.t  (kBA)−1, which is required
for the validity of the perturbation approach.
Finally, energy transfer in the opposite direction of course occurs at the same rate.
Therefore, for a system for which PB(t) 6= 0 we can write the time evolution of the
occupation probabilities for |A1B0i and |A0B1i as
∂PA(t)
∂t
= −kBAPA(t) + kABPB(t)
∂PB(t)
∂t
= kBAPA(t) − kABPB(t)
(3.17)
with kBA = kAB. These expressions are known as the Pauli master equations for the
system, which lead to the often observed exponential evolution of the system towards
an equilibrium between PA(t) and PB(t). For systems consisting of more than 2 chro-
mophores, more coupled equations result in multiexponential evolution of the system;
this method is applied on a small dendritic system in chapter 5.
3.2 Strong coupling in molecular J-aggregates
Molecular J- and H-aggregates are self-assembled supramolecular structures of chromophore-
containing molecules which are held together by electrostatic and/or weak Van der Waals
forces as well as entropic eﬀects (see chapter 4). Such multichromophore systems display
collective optical response, collective population decay and recurrencies in the occupation
probabilities on the individual chromophores, in the same way as was described above
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for the dimer case. Here we simply give the spectra and eigenstates for linear, ring- and
cylindrical systems of identical two-level chromophores; this is done under the restric-
tions mentioned at the beginning of section 3.1. In calculating the optical response we
assume that the aggregates are much smaller than the wavelength of the exciting light, so
that the point dipole approximation remains valid. Perhaps the weakest points in these
descriptions are the use of point dipoles in describing the interchromophore interactions,
and the neglect of wavefunction overlap. Nevertheless such models reproduce the essen-
tial spectroscopic features of J-aggregates that are observed experimentally. Here we will
focus on the optical properties of J-aggregates, which are the subject of chapter 4.
The most simple extension to the dimer case is the linear chain of N identical molecules,
where it is assumed that α = 0, i.e. all dipoles point in the same direction. This system
has N bands of excited states containing N, N(N − 1, N(N − 1)(N − 2) etc. eigenstates,
respectively. When only nearest-neighbor interactions are included in the Hamiltonian,
the single-exciton eigenstates are situated at energies2,8
∆Ek = ∆E0 + 2V cos
kπ
N + 1
(3.18)
with k = 1,2,..,N. These energies all lie within the range ∆E0 ± 2V (for N = 2
∆Ek = ∆E0 ± V, which naturally reproduces Eq.3.6), and it follows from the cosine
distribution that the density of states is highest at the top and bottom of the manifold.
The corresponding one-exciton eigenstates can of course be written as a superposition of
excitations on the diﬀerent molecules in the aggregate:
|ψk(t)i =
X
n
Ck,n|ni, Ck,n =
r
2
N + 1
sin
nkπ
N + 1
(3.19)
where n is the site number running from 1 to N (see Fig.3.2) and |ni is the state of
the aggregate with the n-th molecule excited. The label k is a measure of the linear
momentum of the excited state. The labeling therefore shows that the magnitude of the
linear momentum is a conserved quantity, and the excitation moves coherently back and
forth over the aggregate.
The oscillator strengths of the transition to the kth state are again proportional to
|µk|2, with µk = hk|^ µ|gi =
P
n C∗
k,nhn|^ µ|gi. This can be worked out to
µk = µ
r
2
N + 1

1 − (−1)k
2

cot

kπ
2(N + 1)

(3.20)
Eq.3.20 shows that only the transitions to odd k states have nonzero oscillator strength.
For J-aggregates (κ < 0), the lowest transition is the strongest: for a linear system of 10
molecules more than 85% of the oscillator strength is in the transition to the k = 1 state.
In real aggregates in solution, the disorder induced by the environment broadens these
transitions to the extent that the individual transitions cannot be distinguished, which
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results in a single absorption band that is skewed to the blue (red) for J- (H-) aggregates.
In order to calculate the pump-probe spectrum of the J-aggregates, we additionally
need the characteristics of the two-exciton band, in which the molecules in the aggregate
share two excitations. It turns out8 that when we include only nearest-neighbour inter-
actions, the two excitations do not interact and the N(N − 1) two-exciton eigenstates
can be written as products of two one-exciton states and labeled |k1,k2i according to
the momenta of the two excitations†. However, we still face the restriction in the site
representation that only one excitation can exist on a single molecule.8 In the eigenstate
representation this has the eﬀect that the two excitations cannot be in the same k-state,
so that the lowest-energy two-exciton state becomes |1,2i.
The two-exciton states are dark from the ground state. Therefore the pump-probe
spectrum of linear J-aggregates consists of ground-state bleaching and stimulated emission
at the one-exciton energies and photoinduced absorption at the one-exciton to two-exciton
energies. Due to the absence of interaction between the two excitations, the two-exciton
energies are simply sums of one-exciton energies, so that the two-exciton band is centered
at the energy 2∆E0 and has a width of about 4V.
Most of the oscillator strength to the two-exciton band is again concentrated in the
lowest k-state (|1,2i), as was the case for linear absorption into the one-exciton band (|1i).
Therefore the maximum of the photoinduced absorption ∆Eind. abs. = ∆E1,2 − ∆E1 is
blueshifted with respect to the maximum of bleaching/stimulated emission ∆Ebl./em. =
∆E1. Using Eq.3.18, this blueshift is found to be
2V

cos

2π
N + 1

− cos

π
N + 1

≈ −
3π2V
(N + 1)2 (3.21)
The ﬁnal result holds for large N only.
This results in the typical butterﬂy-shaped pump-probe spectrum as shown for in-
stance in Fig.4.12a. Because we can experimentally obtain V from the redshift of the
J-band with respect to the monomer spectrum via Eq.3.18, we can in principle use the
above relation to estimate N, the size of the aggregate, from the experimental pump-probe
spectrum.
Molecular aggregates may of course exist in arrangements diﬀering from the simple
linear structure treated thus far. Examples are the LH2 antenna systems in photosyn-
thetic bacteria, which are circular arrangements of 8 or 9 (sets of) chromophores. Such a
circular 6-mer is depicted in Fig.3.2b.
The form of the possible one-exciton eigenstates of such a circular system is diﬀerent
from the linear system due to the replacement of open boundary conditions by the cyclic
boundary condition ψ(φ + 2π) = ψ(φ), where φ is the azimuthal angle. The rotational
†The noninteracting fermion behavior of the two-excitons occurs only for one-dimensional systems
with nearest-neighbor interactions. The two excitations become weakly interacting when non-nearest
neighbor interactions are included, when the system is more-dimensional, or when the molecules possess
static dipoles.
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Figure 3.2: Dipole arrangements for a. linear and b. circular J-aggregates (see text). In
both cases β is the angle between the dipole moments and the z-axis deﬁned by the dashed
arrow; the sites are numbered n = 1 to 6.
symmetry in this problem immediately reveals that all molecules should have equal ex-
citation probabilities. In addition, the remaining phase factors eiφ in the amplitudes
Ck,n are restricted by the equally spaced positions of the molecules on the ring, so that
φ = 2kπn/N. Therefore the eigenstates
|ki = Ck,n|ni, Ck,n =
1
√
N
eikn 2π
N (3.22)
where k = 0,±1,±2,...,±N/2 ((N − 1)/2 for N odd), are obtained whether we restrict
ourselves to nearest-neighbour interactions or not. The eigenstates have the form of
clockwise and anticlockwise travelling waves of deﬁnite angular momentum. When we
include only nearest-neighbour interactions in the Hamiltonian they produce a spectrum
Ek = ∆E0 + 2V cosk2π/N with a singly degenerate lowest-energy excited state and dou-
bly degenerate higher-energy states.8 When all interactions are included an analytical
expression can still be obtained:
∆Ek = ∆E0 +
X
m
0
Vnm cos
k2π(n − m)
N
(3.23)
where (n−m) is the site separation between the chromophores. As the angle between the
dipoles increases as a function of this separation, we can see that non-nearest neighbour
interactions in principle may be of H-type. However, the strength of the interaction
depends on the sixth power of the interchromophore separation, so that the nearest-
neighbour interactions determine the aggregate type.
The oscillator strengths follow again from the dipole moments µk =
P
n C∗
k,nµn. They
can then be determined by noting that the excitation probabilities are the same on all
chromophores and that the real and imaginary parts of Ck,n both possess k nodes. For
k = 0 we have 0 nodes (Ck,n = 1/
√
N), and addition of all chromophore dipole moments
around the circular arrangement yields a dipole moment µk polarized along the z-axis,
with an oscillator strength O0 ∝ µ2
n cos2 β; β is deﬁned in Fig.3.2. In the case that
k = ±1 the symmetry around the single node requires that µk is polarized in the x,y
plane; the oscillator strength of the two transitions are proportional to 1
2µ2
n sin
2 β. For
a number of nodes >1, the dipole strength is averaged out also in the x,y plane and
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Figure 3.3: a. Brick-layer lattice that serves as basis for the structure of the cylindrical
aggregate model. The lattice may be characterized by the basis vectors a1 and a2; two adjacent
rows of cells are shifted over a distance s. A cylindrical aggregate may be formed from this
lattice by rolling it on a cylindrical surface along an arbitrary wrapping vector C that is
commensurate with the lattice periodicity (see text). b. alternative view of the lattice as a
stack of rings each rotated by an angle γ with respect to the previous one, as can be seen from
the numbering (see text). In this example, each ring has N2 = 6 members. The chromophore
dipoles, which are oriented along a1, each make an angle θ with the z-axis as in the circular
case.
µk = 0‡. We can conclude that the spectrum of circular arrangements consists of the two
perpendicularly oriented transitions to the states k = 0 and k = ±1, respectively, and
that the ratio between the two peaks is Ok=0/O|k|=1 = 1/tan2 β.
In chapter 4 the optical properties of double-walled cylindrical J-aggregates are inves-
tigated, in which the properties of linear and circular aggregates are combined. Therefore
we will end this section by giving a description of exciton states and energies for cylin-
drical aggregates. The general theory for these arrangements in the presence of disorder
was developed by Knoester and coworkers.9–12 Only the ingredients for the simplest case
of a single homogeneous cylinder will be discussed, with the resulting absorption and
pump-probe spectra. We start by giving a description of the cylindrical geometry in a
way that connects to the simulations performed in chapter 4.
The starting point is the bricklayer model depicted in Fig.3.3: N identical molecules
of length a and width d are arranged on a 2-dimensional lattice with lattice vectors a1
and a2, as indicated in Fig.3.3a. The sign of V in the two lattice directions is (via Eq.3.4)
determined by the shift s.
The cylinder itself may be formed by rolling the lattice onto a cylinder surface. The
rolling direction is given by the ‘chiral vector’ C,10 which has a length equal to the
circumference of the cylinder |C| = 2πR (Figs.3.3a and b). In order to ﬁt the lattice onto
‡however, k = ±2 still has a quadrupole moment, etc.
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itself, the equation C = c1a1 + c2a2 should be satisﬁed. This means that the cylinder
radius R and in addition the angle θ between the long axis of the cylinder (the z-axis)
and the lattice vector a1 can adopt only a set of discrete values.
Such a cylinder can be viewed alternatively as a helical stack of N1 rings containing
N2 molecules.10 As is indicated in Fig.3.3b each ring is rotated with respect to the
previous one. This can be represented by a helicity angle γ, which has a minimum value
of 0 and a maximum value of 2π/N2. We can then label the molecules by a vector
n = (n1,n2), where n1 = 1,2,..,N1 identiﬁes the ring in which the molecule resides,
and n2 = 1,2,..,N2 the helix to which the molecule belongs. To make this more clear,
consider Fig.3.3b, in which N2 = 6; this means that the cylinder can be thought to
consist of 6 helices, each of them numbered from 1 to 6 (Fig.3.3b). Finally, when we
deﬁne a0
1 and a0
2 as the vectors connecting unit cells in the helical and ring directions,
respectively, h is given by a0
1 · ^ z = adN2/(2πR) and the helicity angle γ as a0
1 · C/2πR2.
The reason for making this transformation is that the form of the exciton wavefunction
along a0
2 is clear: it is the travelling wave 1 √
N2e
ik2n2
2π
N2 |ni with k2 = 0,±1,±2,...,±N2/2
((N2 − 1)/2 for N2 odd) found for the circular aggregates. Therefore we can write the
eigenfunctions as
|ki =
X
n
Ck,n|ni =
1
√
N2
X
n
e
ik2n2
2π
N2 Ck1,n1(k2)|ni (3.24)
The remaining helical direction is open-ended. Full analytical solutions of the cylinder
problem can be obtained starting from the ‘nearest-neighbour’ approximation (for any
cylinder length) or alternatively by invoking cyclic boundary conditions in the a0
1 direction
and letting the corresponding radius go to inﬁnity (for long cylinders).
The possibility to describe the cylindrical system as a stack of rings suggests that
the linear absorption spectrum consists of two bands: one that is formed from a set of
nondegenerate states (for k2 = 0), and another one at higher energy that is formed from
a set of doubly degenerate states (for k2 = ±1). As in the case of the circular system,
the transition dipole moment of the k2 = 0 band is oriented along the cylinder axis and
that of the k2 = ±1 band perpendicular to it. Following the discussion of the circular
aggregates we can write the aggregate absorption as:
ODiso(ω) ∝ cos2 β
"
N2
X
k1
|µk1,0|2
#
δ(ω − ∆Ek1,0/~)
+ sin
2 β
"
N2
X
k1
|µk1,±1|2
#
δ(ω − ∆Ek1,±1/~)
(3.25)
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and similarly for the LD spectrum
LD(ω) ∝ cos2 β
"
N2
X
k1
|µk1,0|2
#
δ(ω − ∆Ek1,0/~)
− 1
2 sin
2 β
"
N2
X
k1
|µk1,±1|2
#
δ(ω − ∆Ek1,±1/~)
(3.26)
with µk1,k2 = hk1,k2|^ µ|gi.
As mentioned above, we can make the approximation of circular boundary conditions
to obtain analytical expressions for the eigenstates. They are of the form
|ki =
1
√
N
X
n
e
i

k1n1
2π
N1 +k2n2
2π
N2

|ni (3.27)
When these eigenstates are introduced in Eq.3.25, the isotropic spectrum becomes
ODiso(ω) ∝ cos2 β

N|µ|2
δ(ω − ∆E0,0/~)
+ sin
2 β
"
N|µ|2 X
k1
f(k1)
#
δ(ω − ∆Ek1,±1/~)
(3.28)
with
f(k1) =
1
N1
2
"
sin
2(N1(k12π/N1 − γ)/2)
sin
2(k12π/N1 − γ/2)
#
(3.29)
It is clear that in the parallel band only one state contributes to the spectrum, whereas
in the perpendicular band a series of states contribute with weight f(k1). It turns out
10 that in the limit of large N1 the oscillator strengths of all states but one vanish. The
surviving contribution is the one for which (k12π)/N1 = γ holds. Now for calculation
of the spectrum we only need the energy levels of the transitions. In analogy with the
circular geometry, we have
∆Ek = ∆E0 +
0 X
n−m
Vext(n − m) cos

k12π(n1 − m1)
N1
+
k22π(n2 − m2)
N2

(3.30)
where n = (n1,n2) and m are the two position vectors and the prime excludes n−m = 0.
Therefore, for long cylinders the aggregate spectrum reduces to
ODiso(ω) ∝ N|µ|2
h
cos2 β δ(ω − ∆E0,0/~) + sin
2 β δ(ω − ∆E N1γ
2π ,1/~)
i
(3.31)
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with
∆E0,0 = ∆E0 +
0 X
n−m
Vext(n − m)
∆E N1γ
2π ,1 = ∆E0 +
0 X
n−m
Vext(n − m)cos

γn1 +
2πn2
N2

.
(3.32)
3.3 Vibrational modes
Molecules of course possess vibrational modes in addition to the electronic modes de-
scribed in the previous two sections. Within the Born-Oppenheimer approximation, the
electronic states are solutions of an electronic Hamiltonian which parametrically depends
on the nuclear positions. That means that as long as the BO approximation is valid, at
a particular set of nuclear positions we can still start from a purely electronic description
as was done in the previous two sections.
However, the addition of nuclear motion has two eﬀects: via the parametric depen-
dence of the electronic Hamiltonian on the nuclear positions it induces ﬂuctuations in
the energy gaps ∆E0; this leads to scattering of the excitons, which causes intraband
relaxation and dephasing.13,14
In the description of J-aggregates the usual approach towards including vibrations is
to deﬁne a system of N electronic two-level systems, add arbitrarily strong couplings V
between them and then perturbatively account for the vibrations. This is achieved by
including ﬂuctuations in the electronic energy gaps (diagonal disorder) and also in the
intermolecular couplings (oﬀ-diagonal disorder).
In the Förster approach the vibrational levels of the individual chromophores are
included in the system from the start (see below), while both the coupling V between the
chromophores and the coupling ~/τvib with the environment are included perturbatively.
Within the BO approximation we therefore start from two vibronic manifolds. Then two
competing ’Golden Rule’ rates can be deﬁned, 1/τvib and V/~. The Förster method
further assumes that vibrational relaxation is much faster than energy transfer.
Finally, when we would like to describe a system including vibrations as well as
strong interchromophore coupling, we run into the problem that the modiﬁcation of the
electronic energy levels caused by V changes the potential energy surfaces that determine
the nuclear wavefunctions, so that we lose both the ’molecular vibronic’ and ’aggregate
electronic’ starting points. Renger and May15 discuss such a case for the molecular dimer.
3.3.1 Förster transfer: donor-acceptor complexes
Lets take a look at the situation of a weakly coupled dimer, in which chromophore A is
initially excited. Due to the presence of the vibrational states the energy transfer rate
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deﬁned in Eq.3.16 now has to be replaced by a sum over all accessible combinations of
transitions in the two chromophores. Since V  τ−1
vib energy transfer takes place between
vibrationally thermalized chromophores, so that the initially occupied vibrational states
of A1 and B0 are given by Boltzmann distributions.
We can make two more approximations to enable further separation of the coupling
terms. First, within the Condon approximation (neglect of the dependence of V on
the nuclear degrees of freedom), the eﬀective couplings Veff are products of the purely
electronic coupling VBA and Frank-Condon vibrational overlap factors. Second, the re-
quirement that the two chromophores possess separate vibrational manifolds sets all in-
terchromophore Frank-Condon overlap factors to 0. Taking this into account the (Golden
Rule) expression for the energy transfer rate kBA is
kBA =
2π
~
X
i,j,k,l
PA,iPB,k |VBA|2 |hχA1,i|χA0,ji|2|hχB0,k|χB1,li|2 (3.33)
where PA1,i and PB0,k are the thermal (Boltzmann) occupation probabilities of the vi-
brational states in, respectively, the excited state of A and ground state of B. In the
dipole approximation this results in the expression16,17
kBA =
2π
~
κ2
|R|6
X
i,j,k,l
PA,iPB,k
 
|µA|2|hχA1,i|χA0,ji|2  
|µB|2|hχB0,k|χB1,li|2
(3.34)
Because we now have obtained a complete separation between the vibrational overlap
factors of chromophore A and B, we can view this equation in terms of the excitation
of B and de-excitation of A, processes which are described by the absorption coeﬃcient
αB(ω) and the spontaneous emission rate FA(ω), respectively. This relation of the energy
transfer rate to independently observable quantities was ﬁrst made by Förster.16
The process described by the Förster model is represented in the form of energy level
schemes in Fig.3.4. In this ﬁgure, the two molecules involved are again labeled A and B,
the sequence of steps involved in the energy transfer are numbered 1–6, and the resulting
spectral densities of absorption (left) and ﬂuorescence (right) are added. We will follow
the steps in order: after excitation of molecule A (1 in Fig.3.4), this molecule undergoes
rapid vibrational relaxation (2). Resonance energy transfer (3) can now take place at
the range of frequencies at which simultaneous vibronic deexcitation of A and vibronic
excitation of B can occur. The important point here is that for the energy transfer
process both the frequency range and the oscillator strengths of the transitions can be
found experimentally, by measuring the ﬂuorescence spectrum of A and the absorption
spectrum of B. The energy transfer rate is then proportional to the overlap of these
spectral densities. After the energy transfer, rapid vibrational relaxation takes place in
the excited state of B (4), thereby strongly reducing backtransfer to A. Finally, B returns
to the electronic ground state via radiative and nonradiative pathways, which is followed
by usually rapid vibrational relaxation.
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Figure 3.4: a–c. Energy level schemes depicting the sequence of steps involved in Förster-
type energy transfer. The arrows indicate transitions; corresponding spectral densities are
added to stress relative energies. The numbers in the ﬁgure specify the steps treated in the
text.
Below we give the exact expressions for the Förster transfer rate, which are obtained
from Eq.3.34 by inserting relations between α and F, and |µ|2. Because initially the
excitation is on A, we will rename A the donor (D) and B the acceptor (A) chromophore,
as is usually done.16,17
kDA is then written in the form
kDA =
1
τD

R0
RDA
6
(3.35)
Here, RDA is the distance between donor and acceptor in Å, τD is the excited-state
lifetime of the donor and R0
6 is given (in Å6) by:
R0
6 =
9000ln(10)QDκ2
128π5n4NAv
J (3.36)
where NAv is Avogadro’s Number, J is the overlap integral between donor ﬂuorescence
and acceptor absorption, κ is the orientational factor given in Eq.3.4, QD the ﬂuorescence
quantum yield of the donor and n the refractive index of the solvent. The overlap integral
J is deﬁned as:
J =
Z
dω [
fD(ω)εA(ω)
ω4 ] (3.37)
where fD(ω) is the area-normalized ﬂuorescence of the donor and εA is the extinction
coeﬃcient of the acceptor. Note that in Eqs.3.35–3.37 the donor ﬂuorescence is refor-
mulated as an overall radiative rate QD/τD times the normalized spectral distribution
fD(ω).
Two ﬁnal assumptions go into the usual application of these expressions. They are
similar in nature and related to inhomogeneity in the sample. In using the spectral overlap
function as a measure for the energy transfer rate, we have assumed that the transitions
are only homogeneously (dynamically) broadened; in reality, the sample consists of an
ensemble of donor-acceptor pairs both members of which possess randomly displaced
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energy gaps due to, for instance, long-range density ﬂuctuations. In addition, the use of
the orientational factor as a single number supposes that the relative orientation of the
donor and acceptor is dynamically averaged: all possible relative orientations are sampled
on a timescale that is fast compared to the transfer time. The breakdown of one or both
of these approximations would make it necessary to replace the single rate kDA by a
distribution of rates.
3.3.2 vibrations in J-aggregates
As mentioned above, in J-aggregate systems vibrations are usually treated as perturba-
tions on the electronic system of strongly coupled molecules. Here we discuss the most
important consequences of these perturbations.18
First, small-amplitude modulations of the chromophore frequencies (diagonal disor-
der) result in line broadening (dephasing). However, in the inhomogeneous limit (when
the ﬂuctuations on individual molecules are independent) the resulting linewidth is 1/
√
N
times smaller than the single-chromophore linewidth. This eﬀect is known as motional
narrowing; it stems from the fact that the exciton, in moving over the aggregate, probes
only the average environment of all molecules. As a result J-aggregates typically feature
narrow absorption bands with k-state lineshapes that approach Lorentzians.
These modulations also couple (mix) the k-states, so that they are no longer the
eigenstates of the system. One eﬀect of this is that the degenerate states |k| > 0 in circular
aggregates will mix, leading to splitting of the k = ±1 absorption line. This (a.o.) will
broaden the k = ±1 absorption line of cylindrical aggregates (Sec.3.2) with respect to
the k = 0 line. When the disorder becomes equal to the energy separation between the
k-states, the transitions between the diﬀerent levels occur so often that the k-states are
no longer a good starting point for the description of the system. However, it turns out
18 that the excitations can still be described starting from a k-state description when we
replace the number of molecules N in the aggregate by Ndel, an eﬀective delocalization
length shorter than the physical size of the aggregate. As this eﬀective decrease in N
increases the level separation, k-state description will at some point becomes a good
one. This phenomenon is known as disorder-induced exciton localization. Note that due
to the cosine density of states distribution the excitations at the band edges are more
localized than the ones near the band center. From a site representation perspective, the
localization eﬀect stems from the fact that when the energy gap ∆ between two coupled
molecules becomes substantial, mixing becomes incomplete (see Eq.3.12).
In addition, ﬂuctuations in the relative positions and orientations of the chromophores
lead to modulations in the couplings V between the chromophores (oﬀ-diagonal disorder).
These modulations also induce localization eﬀects, diﬀering qualitatively from that of
diagonal disorder.19
One consequence of exciton localization is that at high excitation densities multiple
localized one-excitons can coexist on a single physical aggregate. The excitons can diﬀuse
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over signiﬁcant distances at nonzero temperatures, when the vibration-induced disorder
on the aggregate has some dynamic character. When two such diﬀusing excitons meet, a
two-exciton state may be produced.
In the limit of fast nonradiative relaxation back to the one-exciton state, one of the
two excitons is eﬀectively annihilated20–22 by this process. In order to quantify the
annihilation process we can construct a set of rate equations describing the excitation
densities of the one- and two-exciton bands and solve them for very large two- to one-
exciton relaxation rate k21. The time-dependent one-exciton density is then given by
20,22
n1(t) =
2k10n1(0)e−k10t
2k10 + kcolln1(0)[1 − e−k10t]
(3.38)
where n1, k10 and kcoll are the excitation density of the one-exciton band, the one-
exciton decay rate and the one-exciton collision rate, respectively, and n2 ≈ 0. A ﬁt
of this expression to experimental (pump-probe or ﬂuorescence) transients allows us to
extract the collision rate kcoll when we known the excitation density n1(0). kcoll gives
information on the diﬀusion rate of the localized excitons.
It should be noted that the actual inclusion of vibrations in the system as Frank-Condon
factors would decrease the eﬀective dipole interaction Veff between the chromophores,
because for each separate vibronic transition this nuclear overlap factor is smaller than
one. When we calculate µ from the experimental absorption spectrum of the monomer
this eﬀect is taken into account.
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Exciton Dynamics in Cylindrical
Molecular Aggregates
and when [...] before the spectroscope it displayed shining bands
unlike any known colours of the normal spectrum there was much
breathless talk of new elements, bizarre optical properties, and
other things which puzzled men of science are wont to say when
faced by the unknown.
H.P. Lovecraft
In molecular assemblies known as J-aggregates, the transition dipoles of individual molecu-
les are strongly coupled. As discussed in section 3.2, this leads to collective eﬀects that
signiﬁcantly modify the single-molecule response. The optical properties of cylindrical
bilayer J-aggregates of benzimidacarbocyanine dyes are the subject of this chapter.
After a summary of recent literature on the structure of these aggregates, the linear
optical properties of two examples, C8O3 and C8S3, are discussed. We ﬁrst attempt to
relate these optical properties to the structure of the aggregate by means of a Frenkel
exciton model, and then discuss the exciton dynamics as observed by ﬂuorescence and
pump-probe spectroscopy. In particular, we ﬁnd that energy transfer occurs between the
outer and inner wall of the tubule.
4.1 Introduction
Many cyanine dyes form J-aggregates in aqueous solutions.1–3 The large polarizability of
these molecules results in strong dispersion interactions that drive aggregation. This po-
larizability also accounts for the strong transition dipole interactions that enable eﬃcient
energy migration over long distances.4Chapter 4. Cylindrical Aggregates
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Figure 4.1: Molecular structure of C8O3- and C8S3-TDBC. The central carbocyanine chro-
mophore is rigid and planar, while the 2×2 aliphatic substituents on the nitrogens are ﬂexible.
Due to these strong interactions, cyanine aggregates exhibit collective optical proper-
ties as described in chapter 3. The strong, narrow absorption bands and correspondingly
high radiative rates in particular have led to consideration for use in nonlinear optics
and as active laser media,5,6 and they have since long been used as sensitizers in pho-
tographic emulsions.3,7 However, in order to render them useful in more sophisticated
supramolecular transport systems, control over the aggregate morphology is needed.
One possible way to realize this control is by giving the molecule amphiphilic prop-
erties, that is, by addition of hydrophobic (apolar) and hydrophilic (polar or ionic) sub-
stituents. Amphiphiles form dynamic aggregates in water above a certain minimum con-
centration. The driving force behind aggregation is the fact that the hydrophobic groups
are badly soluble in water∗ and therefore tend to be shielded by the hydrophilic groups.
Depending on the nature and dimensions of the amphiphiles, droplets (micelles), rods,
or bilayer lamelles or vesicles are formed.8,9 Thus, the proper inclusion of amphiphilic
functionality may modify the usual linear or sheet-like stacking behaviour of the cyanines.
It was recently shown in the group of Dähne that such a modiﬁcation of the cyanine dye
5,5’,6,6’-tetrachloro-benzimidacarbocyanine (TDBC, Fig.4.1) indeed allows control over
the morphology of the corresponding aggregates. TDBC forms J-aggregates10–14 with a
single-layer sheet structure15 that is mainly determined by the most favourable stacking
conditions. Using cryo transmission electromicrography, Von Berlepsch et al. have ob-
served that bilayer sheets, sheet-like ribbons,15,16 bilayer4,16 cylinders and multi-walled
17 cylinders could be generated via changes in the nature of the substituents and in the
aqueous environment.
Among these diﬀerent systems, the aggregates possessing a cylindrical geometry and
exhibiting chirality raised special interest, since their morphology is comparable to that
of natural photosynthetic systems.18–20 The morphological similarity suggests possible
application of cylindrical aggregates of TDBC as novel light harvesting arrays in artiﬁcial
∗at room temperature this so-called ‘hydrophobic eﬀect’ is mostly entropic in nature: the hydrogen-
bond network of water contains (a relatively low number of) strong self-interactions. Inclusion of apolar
solutes should therefore sacriﬁce as few self-interactions as possible. This requirement limits the number
of conﬁgurations available to the solvation shell and therefore lowers the entropy of the system.8
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Figure 4.2: a. Cryo-TEM image starting from a 0.22mM stock solution of C8O3 in 0.01M
NaOH (reproduced from Ref.16).b. 3D view corresponding to a simulated projection image
of a four-cylinder C8O3 aggregate (from the same reference). c. Cryo-TEM image starting
from a 0.35mM solution of C8S3 in doubly distilled water (reproduced from Ref.21).
photosynthetic units. It was found that the presence of long hydrophobic tails is necessary
to form such structures (For a series with carboxylic head groups it was found that m ≥ 6
(see Fig.4.1) was needed to produce cylinders) and shorter ionic groups.
Fig.4.2 shows cryo transmission electromicrographs (cryo-TEM images) of aggregates
of the C8O316 and C8S321 molecules depicted in Fig.4.1. It is clear from these images
that the aggregates are long and rather stiﬀ bilayer tubules. As can be seen from Figs.4.2a
and b, in the case of C8O3 most of the tubules additionally form rope-like assemblies,
with also some single tubules present. The outer diameter of the tubules is 10 ± 1nm
and the thickness of the walls is 4±0.5nm, which leaves an internal water-ﬁlled channel
of ca. 1–2nm. The lengths of the aggregates are from hundreds of nanometers up to
several micrometers. C8S3 (Fig.4.2c) forms only single tubules with an outer diameter
of 15.6 ± 0.5nm and an inner diameter of 10.8 ± 0.5nm (wall thickness ca. 4.5nm).
An interesting feature of these cylindrical aggregates is circular dichroism (CD).22–25
Because the C8O3 molecules themselves are achiral, the CD eﬀect reveals that they are
helically stacked within the aggregate and that in individual samples a (small) excess of
one of the two stacking helicities can build up. The rope-like winding observed using
cryo-TEM (Fig.4.2a) is an expression of this low-level chirality. Kirstein et al.26 suggest
that large-scale chiral stacking may occur due to intramolecular hydrogen-bond formation
inducing a twist in the cyanine molecule, combined with the fact that subsequent dimer-
ization and aggregation will be templated by the twisted molecule. However, because this
twist can occur in either direction, a racemic mixture of aggregates is expected. Stirring
has been ruled out as a possible origin for the preferred formation of the lefthanded he-
lices. An alternative explanation is the presence of chiral impurities combined with the
autocatalytic templating action. Von Berlepsch et al.25 have shown that the presence of
chiral alcohols can amplify and/or invert the CD eﬀect and have established a relation
between the sign of the CD eﬀect and the handedness of the superhelical structures shown
in Fig.4.2a.
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4.2 Linear absorption of C8O3 and C8S3 aggregates
The absorption spectra of C8O3 and C8S3 aggregates are shown in Fig.4.3, together
with the spectrum of the C8O3 monomer in methanol. In non-aqueous solution, the
spectra of C8O3, C8S3 and other TDBCs24 are practically identical; this broad absorption
band with some vibrational substructure as shown in Fig.4.3 is typical for monomeric
dye molecules. In contrast, the spectra of the cylindrical aggregates are dominated by
multiple, relatively sharp bands that are strongly redshifted with respect to the monomer
absorption.
In particular, the C8O3 spectrum as shown in Fig.4.3 features 3 distinct maxima at
600, 583 and 562nm. In addition the 583nm band has a shoulder on the high-energy
side, which leads to the numbering of the absorption bands from 1 to 5 applied in the
ﬁgure, starting from the lowest energy. C8S3 on the other hand apparently possesses
only 3 sharp absorption bands, at 603nm, 592nm and 580nm. In numbering the bands
we have omitted band 4 for reasons that will become clear from the discussion of the LD
spectra of the samples.
4.2.1 Linear dichroism
All aggregate samples discussed in this chapter display rather pronounced linear dichroism
when the rod-like aggregates are aligned in a ﬂow. In the two topmost panels of Fig.4.4a
the steady-state absorption spectra of C8S3 and C8O3 are plotted for light polarized
parallel (dashes) and perpendicular (dots) to the ﬂow direction. For comparison, the
absorption spectra of the isotropic samples (solid lines), that is, with the ﬂow switched
oﬀ, are added. The resulting LD spectra are depicted in the corresponding panels in
Fig.4.4b. They are discussed separately below.
C8S3. The isotropic C8S3 spectrum depicted in the top panel is taken for a 2 weeks
old sample. It can be seen by comparison with Fig.4.3 that prolonged storage leads to
a decay of bands 1 and 2 while the broad band on the blue side of the spectrum (5)
becomes stronger. It is unclear from the spectra whether band 5, which features some
substructure, is related to the cylindrical aggregates. On the one hand it occurs near
the position of the monomeric absorption spectrum. This suggests that it is associated
with non-aggregated molecules. On the other hand, small negative LD is present in this
spectral region.
Bands 1 and 2 with maxima at 603nm and 592nm, respectively, represent transitions
with dipole moments oriented parallel to the direction of alignment of the aggregates,
while band 3, centered at 580nm, corresponds to (a) transition(s) with dipole moment
oriented perpendicular to this axis. We also note that bands 1–3 are narrow compared
to the monomer spectrum. The above clearly suggests that transitions 1–3 are excitonic
J-bands of the C8S3 aggregates. Considering the geometrical shape of the aggregates, a
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Figure 4.3: Linear absorption spectra of monomeric C8O3 in methanol (dashed), C8O3
aggregates in 2×10
−2 M NaOH (solid) and C8S3 aggregates in doubly distilled water (dotted).
The absorption spectrum of monomeric C8S3 is virtually identical to that of C8O3. Bold
numbers are used to indicate C8O3 absorption bands, italics for those of C8S3. The C8O3
and C8S3 aggregate samples are 1 and 3 days old, respectively.
preferential alignment parallel to the ﬂow direction can be expected. This means that
the designation ‘parallel’ actually refers to the tubule axis.
The LD spectrum shown in Fig.4.4b, reﬂects the above polarization properties by
featuring two positive peaks and one negative dip. The small negative background in
the spectral region 500–550nm either results from experimental error or it indicates that
some weakly allowed transitions with oriented transition dipole moments contribute to
the absorption in this spectral region.
Returning to Fig.4.4a, we also note that the absorption for perpendicularly polarized
light is still substantial over the spectral interval where parallel transitions are located
and vice-versa. For instance, at around 600nm the parallel-polarized transition is only
reduced by approximately 70% in the perpendicular-polarized spectra. We return to this
observation near the end of section 4.2.3.
C8O3. Due to the diﬀerent polarization behavior of components 2 and 3 of the absorp-
tion band around 580 nm, it can clearly be seen from the polarized absorption spectra in
the second panel of Fig.4.4a that the apparent 3-fold split spectrum of the pure C8O3
aggregates is actually a superposition of the four bands which we have numbered 1 to 4.
Band 3 at 583nm is polarized parallel to the long axis of the aggregates, while band 2
at 577nm either represents a transition that is polarized perpendicular to the axis or an
unpolarized transition. The latter cannot be discriminated clearly from the spectra pre-
sented in Fig.4.4a, but comparison with the LD spectra of C8O3/PVA and C8O3/octanol
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Figure 4.4: a. Absorption spectra of C8S3, C8O3, C8O3/PVA 1:10, C8O3/SDS 1:10,
C8O3/octanol 1:100, from top to bottom. Shown are the isotropic (solid line), parallel (dashed
line) and perpendicular (dotted line) spectra (see text). b LD spectra calculated from the po-
larized absorption spectra shown in a (solid). The isotropic spectra are added for comparison
(dotted).
mixture (Sec.4.2.2) and the pump-probe spectra presented in section 4.4 strongly suggest
the former. The remaining two bands (1 and 4) are due to transitions that are clearly
polarized parallel to the aggregate axis, while the high-energy wing of the spectrum is
largely unpolarized as was found for C8S3.
These features result in the LD spectrum plotted in Fig.4.4b (solid line) with three
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maxima centered at 562, 583, and 600nm. From the preferred alignment of the tubules
with the long axis along the sample ﬂow, it follows that the three peaks in the LD
spectrum reveal transitions oriented parallel to the long axis of the aggregates. The band
at 577nm observed in the spectrum measured with perpendicularly polarized light can
then be provisionally assigned to a perpendicularly polarized state, which because of its
low oscillator strength and the large overlap with the much stronger parallel transitions
does not result in negative values of the linear dichroism.
It can be concluded that the three lowest-energy absorption bands of C8S3 and C8O3
(bands 1–3) have the same polarization behavior. While bands 2 and 3 overlap in C8O3,
they are separately observable in C8S3. The spectra therefore diﬀer qualitatively only in
that C8O3 features an additional parallel band at higher energy (562nm).
4.2.2 Surface interactions
In section 4.2.3 an attempt will be made to relate the observed multiple-band aggregate
spectrum to molecular packing within the aggregate, via the exciton model summarized
in chapter 3. Information that can be helpful in assigning the observed spectral features
is obtained by monitoring spectral changes that occur upon addition of various surface
agents4,17,27 or upon variation of counterions.
Additives
In Fig.4.4a and b, spectra are also shown of C8O3 samples to which PVA, SDS and
octanol have been added at the molar ratios 10:1, 10:1 and 100:1, respectively. The
‘immediate’ eﬀects of these additives on the spectrum are discussed, that is, the spectral
changes occuring within 10 minutes to 1 day after addition of the additives; the modiﬁed
aggregates are usually not stable on a timescale of days to weeks.
PVA. cryo-TEM images by Von Berlepsch et al.4 show that the addition of the water-
soluble polymer polyvinylalcohol (PVA) to solutions of C8O3 aggregates induces the for-
mation of single tubules from the rope-like superhelices depicted in Fig.4.2a/b. The outer
diameter of the tubules was found to be 11.5±1nm, and the wall thickness 4.0±0.5nm,
almost the same as without the PVA.
The morphological change described above is accompanied by a decay of the 582nm
spectral band and the production of a new spectral band at 591nm. When the amount
of PVA is increased from a 1:1 to 10:1 monomer molar ratio, an isosbestic point is ob-
served in the absorption spectrum at 587nm which indicates a PVA-induced equilibrium
between two distinct aggregate species.4 The polarized spectra shown in the third panel
in Fig.4.4a are taken at a PVA:C8O3 ratio above which no spectral changes occur, so
that presumably only the PVA-modiﬁed species is present. From the polarized spectra
and the corresponding LD spectrum two conclusions can be drawn: ﬁrst, that the newly
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formed 592nm band is polarized parallel to the aggregate axis, and second, that bands
1,3 and 4 are practically unchanged.
Because of the large size of the PVA molecule and the relatively small inner channel
of the single bilayer tubule, which is in the order of 2nm, the most probable mechanism
behind the spectral changes is hydrogen-bond assisted adsorption of the polymer at the
outer surface of the aggregates. The interaction between the PVA and the dye molecules
can potentially inﬂuence both the packing (i.e. the intermolecular distances and angles)
and the resonance frequency of the monomers in the aggregate, which strongly inﬂuences
the optical properties of the aggregates. Most importantly, since band 2 is most sensitive
to the addition of PVA we suggest that the exciton responsible for this transition is
located in the outer wall of the bilayer.
SDS. Addition of the anionic surfactant sodium dodecylsulphate (SDS) at a molar ratio
SDS:C8O3 = 10:1 leads to the formation of single bilayer tubules, but of increased diame-
ter17 (15±1nm, the diameter varies somewhat depending on the preparation conditions).
The wall thickness is practically unchanged as expected for a double layer: 4.3±0.2nm.
As can be seen from the fourth panel in Fig.4.4a/b, as a result a signiﬁcant redshift of
band 2 to 594nm occurs, as well as a smaller shift of band 1 to 604nm. These spectral
changes are similar to that observed upon addition of PVA. However, in the case of SDS
the amplitude of band 4 is signiﬁcantly reduced.
Octanol. Short-chain alkanols have an opposite eﬀect on the aggregate morphology:27
instead of single tubules, rope-like superhelical assemblies of the bilayer tubules are formed
that have a diameter ca. 10 times larger than that of the original rope-like structures.
The diameter of individual tubules is nearly unchanged, 11±1nm.
In the bottom panel in Fig.4.4a/b the eﬀect of the addition of octanol to the sample
is shown. It seems from the isotropic spectrum that only two absorption bands remain.
However, the polarized spectra show that of the polarized absorption bands of C8O3
all except band 4 are still present, although the amplitude of band 2 is also strongly
reduced. The maxima of bands 1 and 2 have redshifted to 605 and 594nm, respectively,
while judging from the perpendicular spectrum the position of band 3 is unchanged at
577nm. Finally, the negative contribution of the LD spectrum at this wavelength conﬁrms
that the 577nm band is polarized perpendicular to the aggregate long axis, as was found
for C8S3†.
†The nature of the spectral changes induced by alkanols seems to be largely independent of the length
of the alkyl chain. We have additionally followed the evolution of the LD spectrum after addition of 10%
MeOH, and found that the induced spectral changes were very similar to that obtained for octanol: in a
few hours, band 2 is gradually reduced and red-shifted. However, because the relatively polar methanol
and ethanol are still soluble in water, a high concentration of these additives (in the order of 10 volume-
%) is needed to obtain signiﬁcant spectral eﬀects. The more apolar octanol is insoluble in water and
therefore all octanol molecules will enter the interfacial layer of the aggregate. Only 1:1 molar ratios are
needed in this case to modify the spectrum. The same holds for the alkyl sulphate series, where only the
long-chain members like SDS signiﬁcantly aﬀect the spectrum at low doses.
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Figure 4.5: a. From top to bottom: isotropic spectra of 1 day old samples of C8O3 in
2×10
−2 M KOH and TBAOH (TBA = tetrabutylammonium). To the lower panel the spec-
trum of TBAOH after addition of NaCl is added (dashed) b. Cryo-TEM image of the KOH
sample (the length of the bar equals 50nm).
Variation of counterions
The tubule-water interface layer consists of partially deprotonated carboxyl (in C8O3)
or sulphonyl (C8S3) groups. Possible surface interactions are therefore: ﬁrst, hydrogen
bonding among the anionic head groups, and between the head groups and water or
speciﬁc groups on additives; and second, electrostatic interactions between the anionic
head groups and cations residing near the interface layer.
In Ref.15 it was suggested that hydrogen bonding between partially deprotonated end
groups of diﬀerent tubules might be the driving force behind the formation of superhe-
lical structures. However, formation of superhelices is not observed in the case of C8S3
which possesses similar deprotonated groups. On the other hand, the main diﬀerence
between the water-tubule interfaces when comparing C8O3 and C8S3 is the large amount
of counterions present in the C8O3 interfacial layer due to the large excess of NaOH. As
the Na+ ions will preferentially stay near the partially deprotonated CO−
2 groups, the
attractive electrostatic interactions conferred by counterions are the most likely source of
binding between the tubules.
To test this idea, we dissolved 2.5×10−4 M C8O3 in 2×10−2 M of a series of hydroxides
with diﬀerent counterion strengths: Ca(OH)2, KOH and TBAOH, from strong to weak
cation strength. It turns out that the divalent calcium ions bind too strongly to the C8O3
and the solute precipitates. The absorption spectra of the other two samples are shown
in Fig.4.5a (solid lines).
The top panel shows the C8O3/KOH spectrum, which is indistinguishable from the
spectrum obtained for C8O3/NaOH. On the other hand, from Fig.4.5b, which is a rep-
resentative cryo-TEM image of the C8O3/KOH sample‡, it is clear that no superhelical
structures were found in the sample: only single tubules were observed, supporting the
‡The image was kindly provided by dr.M. Stewart.
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Figure 4.6: Approximate positions of the maxima of bands 1–4 in the diﬀerent C8O3 ag-
gregate samples and C8S3 (Fig.4.3), and the polarization of the bands with respect to the
aggregate long axis. The band positions were estimated from the absorption spectra.
suggestion that intertubule binding is mediated by counterions.
In the C8O3/TBAOH spectrum at the bottom the sharp bands have almost disap-
peared, an indication that for very weak cations the tubular arrangement becomes unsta-
ble due to uncompensated surface charge. The stabilizing eﬀect of the strong sodium ions
on cylindrical structures is further evidenced by the fact that bands 1–3 become much
more pronounced upon addition of NaCl to the C8O3/TBAOH sample (dashed line in
Fig.4.5a).
Obviously, the measurements described in this and the previous section do not provide
conclusive evidence about the relation between spectral shape and aggregate structure.
However, we believe that the following conclusions can be tentatively drawn from them:
1. Surface interactions are important in stabilizing the cylindrical morphology, and
inﬂuence the tubule radius.
2. Despite diﬀerences in the surface interactions, all tubular aggregates share the most
important spectral features: three relatively narrow bands that are polarized k, k
and ⊥ with respect to the aggregate long axis, starting from lowest energy. A fourth
band (k) is present in some cases at higher energies, but its amplitude strongly
depends on the environment of the aggregate. For convenience the positions of
the polarized bands as measured in this and the previous section are tabulated in
Fig.4.6.
3. Band 2 corresponds to an excitation on the outer wall of the cylinder.
4. Intertubule attraction is mainly determined by electrostatic forces.
544.2. Linear absorption
5. The formation of superhelical structures an sich does not inﬂuence the absorption
spectrum of the aggregate, as might have been concluded from the eﬀects of PVA
addition described above. Therefore in an interpretation of the absorption spectrum
(Sec.4.3) we can neglect eﬀects of superhelix formation.
Note that in C8S3 the strength and correlations of the electrostatic forces is further
reduced: the counterion density is lower, and the negative charge on the sulphonic acid
groups is more delocalized than on carboxylic acid. This is probably the reason28,29 for
the observations of larger tubule diameters and the absence of superhelical structures.
4.2.3 Frenkel exciton model
While the cryo-TEM data give clear insight into the bilayer cylindrical structure of the
C8S3 aggregates and the radii of the inner and outer cylinders, the resolution of this
technique does not suﬃce to determine the molecular arrangement within the cylinders.
The bilayer structure, however, resembles the planar bilayer structure formed by the
closely related C8O4 derivative. Since it is well-accepted that in a planar geometry
cyanine dye molecules self-assemble in a brick-layer structure,30–35 it is natural to model
the molecular arrangement in the outer as well as the inner cylinder by wrapping a planar
brick-layer lattice onto a cylindrical surface of appropriate radius. We will therefore use
the cylindrical aggregate model21,36–39 presented in chapter 3 to analyze the experimental
spectrum of one of the aggregate samples reported in the previous section, that of C8S3.
Our main goal will be to obtain the structural model parameters for inner and outer
cylinders that reproduce the experimental spectra.
The choice of C8S3 arises in part from the fact that the dimensions of the C8S3
aggregates are known most accurately. Another point is the following: from the discussion
in chapter 3 it is clear that a single-walled cylindrical aggregate has two dipole allowed
bands, one parallel and one perpendicular to the cylinder axis. Consequently for a double-
walled tubule in which the interaction between the inner and outer walls are weak a four-
band structure is predicted. However, the polarization of bands 1–4 of C8O3 (Figs.4.3
and 4.4) does not agree with the polarizations (2 k, 2 ⊥) that follow from this reasoning.
Therefore, we instead have to assume that the perpendicular bands of the inner and
outer walls of the tubule overlap. This means that the model does not account for the
appearance of band 4, so that it can only potentially be applied to model the spectra of
C8S3 and C8O3/octanol.
In the numerical simulations that are performed to obtain a ﬁt of the double-cylinder
model to the absorption spectrum of C8S3, the molecules in the aggregate are represented
by extended dipoles instead of point dipoles, which as mentioned in chapter 3 is more
realistic at subnanometer intermolecular distances. An extended dipole is described as a
set of two point charges, +Q and −Q, which are separated by a distance l; the resulting
interaction Vext between two molecules is then given by the four interactions between
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the point charges31
Vext = A
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−
1
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+
1
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nm

(4.1)
with |µ| = Ql and r±±
nm the distances between the positive and negative charges on
molecules n and m, while the constant A = 5.04cm−1 nm/Debye2 is simply related
to unit conversion.
We now turn to the description of the various system parameters that are either ﬁxed
(known from other sources) or free for ﬁtting purposes. To start with, we discuss the
structural parameters: the cylinder radius R, the length a and width d of the unit cell,
the shift s between adjacent rows of molecules, and the angle θ between the molecular
dipoles and the cylinder axis (see Fig.3.3). The cylinder radii were determined from the
cryo-TEM experiments reported in the introduction: R = 7.8nm for the outer cylinder
and R = 5.4nm for the inner one. We will accept these values as basically ﬁxed, realizing
that small deviations (well within the experimental error, vide infra) will be necessary in
order to accommodate the discrete character of R imposed by the underlying brick-layer
lattice. The unit cell dimensions match the size of the chromophore and are ﬁxed at
a = 2nm30,31 and d = 0.4nm.30 The two remaining structural parameters, s and θ, are
not known a priori and will be used as free ﬁt parameters.
The other system parameters are the monomer absorption frequency ω0 = ∆E0/~,
and the parameters Q and l deﬁning its extended dipole. For the former we use ω0 =
18868cm−1, which agrees with a single-molecule 0-0 transition at 530nm. We take a
separation between the charges of l = 0.7nm and a charge Q = 0.34e (with e the elec-
tron charge). These values were obtained from semi-empirical calculations,40 and are in
good agreement with the ones obtained for similar dye molecules.31,41 Combined, these
parameters give a single-molecule transition dipole moment of µ ≈ 11.4Debye.
We are thus left with two free parameters, s and θ, to ﬁt the model to the experimental
results. Although one does not expect very diﬀerent values for these parameters for
the inner and outer cylinder, the larger curvature of the inner one may lead to small
discrepancies. For each cylinder, we have to ﬁt the position of the parallel transition
as well as the separation between the parallel and the perpendicular one. Having two
independent free parameters per cylinder allows us to do this. Moreover, the ratio of
oscillator strengths in the three observed absorption bands should be reproduced, for
which no extra free parameters are available.
As we will explain in some detail at the end of this section, the position ∆Ek=0 of the
parallel transition is almost independent of θ, due to the fact the cylinders exhibit a small
curvature on the scale of a few lattice unit cells. As this position strongly depends on s
through the nearest-neighbor interaction, s may be obtained from ﬁtting it to experiment.
On the other hand, we will also show that the detuning ∆Ek=1 − ∆Ek=0 between the
parallel and the perpendicular transitions of a given cylinder strongly depends on θ,
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Figure 4.7: a. Calculated absorption (solid) and LD (dashed) spectra for a homogeneous
system of two noninteracting concentric cylindrical aggregates in the inﬁnite-length limit, with
model parameters as given in the table Fig.4.8. The spectra were calculated by convoluting the
stick spectra as given in Eqs.3.25 and 3.26 with Lorentzians of FWHM= 150cm
−1. Bands
that are positive in the LD spectrum result from states with k2 = 0, and negative ones from
those with k2 = ±1. b. The same as in a., except that now the linewidths derive from static
diagonal disorder of standard deviation σ = 670cm
−1. The spectra were obtained using the
coherent potential approximation (CPA) in the limit of long cylinders.
implying that this quantity may be used to determine θ once s has been obtained.
These properties greatly help in establishing relations between structure and spectra
and simplify ﬁnding values for s and θ that give a good match between positions, oscillator
strengths, and polarization directions of the exciton transitions in the model with the
bands 1–3 found in the experiment of Fig.4.4. Fig.4.7a gives the model absorption and
LD spectra for such a favorable choice of parameters: s = 0.242a and θ = 43.0◦ for the
outer cylinder and s = 0.252a and θ = 47.4◦ for the inner one. The ﬁnite linewidths in
this ﬁgure were obtained by convoluting the theoretical stick spectra Eq.3.25 and 3.26
with a Lorentzian of a full width at half maximum of 150cm−1 (homogeneous broadening)
and transforming to a wavelength scale: OD(λ) = OD(ω)dω/dλ and analogous for the
LD. The stick spectra account for all dipole-dipole interactions within each cylinder.
Comparing Figs.4.4 and 4.7a, we observe that the general features of the experi-
mental absorption and LD spectra are explained rather well by the simple homogeneous
double-wall cylinder model. The main discrepancy is related to band 3, whose width is
underestimated in the model result. It is clear from the stick spectra that, indeed, this
band results from close lying perpendicular transitions in the inner and the outer cylinder.
The LD dip associated with these transitions, while occurring at the correct frequency,
is somewhat overestimated by the homogeneous model. Nevertheless, it is clear that this
simple model captures the main features of the spectra, giving support to the structural
model and parameters.
For convenience, a summary of the model parameters used is given in the table Fig.4.8,
where we also give the ﬁne-tuned values for the cylinder radii of R = 7.833nm and
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inner cylinder outer cylinder
R 5.455 nm 7.833 nm
a 2.0 nm 2.0 nm
d 0.4 nm 0.4 nm
s 0.488 nm 0.508 nm
θ 47.4◦ 43.0◦
ω0 18868 cm−1 18868 cm−1
l 0.7 nm 0.7 nm
Q 0.34 e 0.34 e
Figure 4.8: Summary of model parameters that generate the spectra in Fig.4.7a, where
disorder is neglected and stick spectra are convoluted with Lorentzians of FWHM 150cm
−1.
The same parameters, except that ω0 is changed to 19194cm
−1, generate Fig.4.7b, where
diagonal disorder of standard deviation 670cm
−1 is used to generate spectral linewidths.
R = 5.455nm that conform with the discreteness condition. Within the experimental
errors, these values indeed show excellent agreement with the cryo-TEM results of section
4.1. The number of molecules N2 per ring is 5 in the outer cylinder and 2 in the inner one.
These numbers are so low, because of the low commensurability of the coordinates c1 and
c2 of the rolling vector C; the values for the interring separation h are correspondingly
small (0.081nm and 0.047nm, respectively). As a consequence, the N2 numbers while
useful for theoretical analysis, do not give intuitive insight into the typical number of
molecules one encounters when going around the cylinder’s circumference once. This
intuition is easier to obtain from the number of molecules on the cylinder surfaces per
nm length of the cylinder, given by 2πR/ad = N2/h. These numbers are 62 for the outer
cylinder and 43 for the inner one.
The purely homogeneous model considered thus far, while giving very reasonable re-
sults, oversimpliﬁes reality. In general the linewidth of aggregate spectra obtains impor-
tant contributions from static disorder, which also localizes the exciton wave functions on
parts of the cylinder surface. The opposite extreme of the purely homogeneous broaden-
ing considered above is a model in which the exciton linewidth solely derives from static
disorder. To consider this situation, we calculated the absorption and LD spectra allow-
ing for diagonal disorder. Here ωn = ω0 + n, with the n chosen independently from
a Gaussian distribution with standard deviation 670cm−1. The model parameters were
kept identical to those in the table Fig.4.8, except that the average molecular transition
frequency was shifted to 19194cm−1 (521nm) to compensate for the disorder-induced
shift of the band-edge exciton transitions. We note that the disorder strength is small
compared to the exciton band width of about 4000cm−1 for both the inner and outer
cylinder, implying that the exciton states are still considerably delocalized. This is con-
ﬁrmed by calculating the inverse participation ratio,42,43 which indicates that the exciton
states contributing to the maxima of the parallel absorption peaks are shared by several
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tens (30–40) of molecules.
The spectra resulting from the model with diagonal disorder, calculated using the
CPA§, are shown in Fig.4.7b. We observe the same general features of the spectra as
for the homogeneous case, but the disorder creates a better resemblance of the lineshape
to the measured spectra in Fig.4.4. We see in particular that band 3 obtains a larger
disorder-induced width than bands 1 and 2, which agrees with the experiment; also the
LD dip related to band 3 now agrees much better with experiment. Overall, the model
with static diagonal disorder generates a remarkable similarity to experiment.
A remaining discrepancy is that the experimental spectra in Fig. 4.4 show substantial
absorption for perpendicularly polarized light in the interval where parallel transitions are
located and vice versa, while the theoretical spectra for both polarizations (not shown) do
not reveal this eﬀect. This may be explained either from the fact that the cylinders are not
perfectly oriented in the polarization dependent experiments, or from a deformation of
the cylinder’s circumference from a perfect circle. The lowest-symmetry deformation (of
wavelength 2πR) mixes the states in the parallel and perpendicular bands of each cylinder
and thus leads to transfer of polarization from one band to the other (conform Refs.45
and 46). Using an analysis similar to Ref.46, we have estimated that small deformations
of this type (of the order of several percent) may explain the experimental observations.
At the end of this section, we return in more detail to the role of the free parameters
s and θ on the position of the parallel and perpendicular transitions for homogeneous
aggregates. As mentioned above, this provides insight into the relation between structure
and spectrum and simpliﬁes ﬁnding ﬁt parameters.
Let us ﬁrst consider the position of the parallel transition, which in the model is ob-
tained as ∆E0,0 deﬁned in Eq.3.32. Owing to the fact that the cylinders’ circumferences
are much larger than the molecular dimensions, the curvature of the surface in the local
surroundings of a molecule is small, even for the inner cylinder. As the interactions to
nearest-neighbors in the local environment of a molecule contribute most to the summa-
tion in Eq.3.32, we conclude that the position of the parallel band should hardly depend
on the fact that the brick-layer lattice is wrapped, i.e. it hardly depends on the angle θ.
Rather it depends on the planar geometry of the underlying brick-layer lattice, which is
determined by a and d (both ﬁxed) and s (free). In fact, it is well-known that the po-
sition of the absorption band of two-dimensional J and H aggregates sensitively depends
on s, as it has a strong inﬂuence on (even the sign of) the nearest-neighbor interactions.
33 Thus, if a and d are given, the position of the parallel band may be used to ﬁnd the
value for s. We note that the detuning of 10nm for the two parallel transitions cannot
be explained from a diﬀerence in curvature of the inner and outer cylinders and require
accepting diﬀerent values of s (or, alternatively, ω0).
While the position of the parallel transition hardly depends on θ, the situation is
§coherent potential approximation: a computational method used to avoid diagonalizations of all
individually generated disordered systems.44
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diﬀerent for the perpendicular transition. This is clear from the fact that this transition
is associated with the wave vector k = (±N2γ/2π,±1), which depends on N2 and on
the helical angle γ, which in turn both depend on θ (conform Sec.3.2). Using only the
dominant interaction in the summations in Eq.3.32, which usually is the one between
two neighboring molecules connected by the lattice vector a2 in the brick-layer lattice,
allows us to estimate the detuning between the perpendicular and parallel transitions
of the individual cylinders. We thus restrict ourselves to Vext ≡ Vext(n1,n2) with
n1a0
1 + n2a0
2 = a2. Projecting the latter identity on the C direction and dividing by R,
yields:
n1γ + n2φ2 =
ssinθ + dcosθ
R
, (4.2)
where the left-hand side is exactly the argument of the cos in Eq.3.32. From this, we ﬁnd
∆E±
γN1
2π ,±1 − ∆E0,0 = 8Vext sin
2

s sinθ + dcosθ
2R

. (4.3)
If n1 or n2 equals 0, i.e. if a2 happens to coincide with one of the new lattice vectors,
the pre-factor 8 should be replaced by 4. The interesting aspect of Eq.4.3 is that it is a
monotonic function of θ over the interval [0,arctan(s/d)] with a value of 8Vext sin
2(d/2R)
at θ = 0 and a maximum value of 8Vext sin
2(
√
s2 + d2/2R) at θ = arctan(s/d). Above,
when ﬁtting the the homogeneous model to the experimental spectra, we have used this
property to perform an eﬃcient search for the optimal θ values.
Finally we note that in the ﬁt of the Frenkel exciton model to the observed aggregate
spectrum we can replace the assumption that the shift s is diﬀerent for the inner and outer
walls by the assumption that their monomer frequencies ω0 diﬀer. Both starting points
seem physically plausible, the former because only very small deviations in s are needed
to produce the diﬀerence in the position of the lowest-energy absorption band, the latter
because the molecules in the inner and outer walls of the tubules have opposite orientation
with respect to the cylinder axis and therefore ’feel’ opposite cylinder curvature. In
addition, there may be diﬀerences in the interaction with the solvent, as the water in the
inner channel of the tubules may not have bulk water structure.47
It follows from the model presented in section 3.2 that reversing the cylinder formation
to produce a ﬂat 2-dimensional surface should reduce the spectrum to the two parallel
bands. But for an unwrapped (symmetric) state of the double-layer brickwork structure
the shifts s and the monomer frequencies ω0 are expected to be identical. Therefore the
spectrum should instead reduce to a single band. This is in accordance with the work
of Pawlik and coworkers, who have investigated a series of tetrachlorocarbocyanine dyes
that are diﬀerent only in their nitrogen substituents (see Fig.4.1).23,24 The authors found
that the aggregates having a non-curved double-walled sheet structure, possessed single-
peak spectra located in the spectral region 590±5nm (in particular, the variant with
substituent pattern C8O4 which is practically identical to C8O3, has its maximum at
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587nm).24 The small spread in the aggregate peak positions conﬁrms that the brickwork
structure of tetrachlorocarbocyanine dyes is practically independent of the substituents
on the nitrogen, and therefore indicates that all spectral diﬀerences between the diﬀerent
cylindrical aggregates is related only to the wrapping angle θ, the cylinder radius and
the wall thickness. Of these parameters, the wall thickness may be somewhat varied by
changing the length of the hydrophobic substituents, while following section 4.2.2 the
radius R is sensitive to manipulation of the surface interactions.
One unresolved problem in the assignment of the spectrum is the appearance of band
4 in some of the spectra of C8O3. We will return to this problem when discussing the
exciton dynamics of this system in section 4.4.
4.3 Fluorescence
Fig.4.9 shows the ﬂuorescence spectra of some of the cylindrical aggregate samples dis-
cussed in the previous section (solid lines); the spectra are independent of excitation
wavelength when exciting in the region 480–560nm. The dashed lines in the ﬁgure in-
dicate the absorption spectra of the samples. Whereas the monomer ﬂuorescence (not
shown) is strongly Stokes shifted, it is clear that the ﬂuorescence maxima in all cases
coincide with the maxima of the lowest-energy absorption bands: Stokes shift is absent
within experimental accuracy.
It turns out that the ﬂuorescence spectra in Fig.4.9 can be reproduced from the
absorption spectrum under the assumption that the exciton populations on the inner
and outer walls of the tubule are in thermal equilibrium before emission occurs. The
argument runs as follows: the ﬂuorescence at frequency ω is given by the number of states
at that frequency times the average oscillator strength per state times the occupation
probability of that state. In the special case that energy transfer between the walls is fast
compared to the ﬂuorescence lifetime, this is exactly equal to the absorption spectrum
times a Boltzmann distribution. The result, which is added to Fig.4.9 as the dotted
line, matches the obtained ﬂuorescence spectrum fairly well. This shows that, despite the
successful modeling of the absorption spectrum in terms of independent cylinders, the
walls must be (weakly) coupled.
Room temperature streak camera and ﬂuorescence upconversion measurements were
performed to characterize the decay of the ﬂuorescence. Here we treat only the time-
resolved ﬂuorescence of C8O3; its exciton dynamics is investigated in the next section.
As can be seen in Fig.4.10a, a single-exponential decay with a time constant of 100±5ps
was obtained for the monomer ﬂuorescence. In contrast, the ﬂuorescence of the C8O3
aggregate decays biexponentially, with time constants of 5ps (90%) and 100ps (10%)
(Fig.4.10a). As in the case of the monomer, spectral dynamics is absent¶. This absence
¶Aggregates of C8S3 display similar biexponential decay of ﬂuorescence.
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Figure 4.9: Emission spectra of C8S3, C8O3, C8O3/PVA and C8O3/octanol cylindrical
aggregates, as indicated in the ﬁgure. The solid lines represent the ﬂuorescence spectra and
the dashed lines the corresponding absorption spectra. The dotted lines in the ﬁrst three
panels are calculated ﬂuorescence spectra (see text).
of spectral dynamics shows that the exciton populations on the inner and outer walls
thermalize on a timescale short compared to the ﬂuorescence lifetime.
No intensity dependence was observed in the range of excitation densities from 1
photon absorbed per 2.5 × 104 monomer molecules to 1 photon absorbed per 2.5 × 107
monomer molecules (Fig.4.10). This is a strong indication that the experiments were
performed in the annihilation-free limit: from the cryo-TEM experiments, the physical
size of the aggregate is found to be about 0.2–1µm × 6nm for the inner cylinder and
about 0.2–1µm × 11nm for the outer cylinder. The number of monomers in a single
double-wall tubule can therefore be estimated to be ca. 4–20×103. Consequently, the
streak camera measurements were performed at excitation densities substantially less
than one absorbed photon per physical size of the aggregate.
This means that the decay with the time constant of 5ps is related either to the
presence of an eﬃcient non-radiative relaxation channel only present in the aggregates,
or to strong cooperative eﬀects leading to superradiance. However, if the latter would
be true, one would expect the aggregate to have a higher ﬂuorescence quantum yield.
This is contrary to our ﬁnding that the ﬂuorescence quantum yields of the monomer and
aggregate are ca. 8.5% and 3.5%, respectively, at room temperature (see the experimental
section). We therefore have to assume a nonradiative decay channel which is available to
ca. 30% of the excitations.
Fluorescence upconversion experiments reveal the same 5-ps decay component in the
case of low excitation pulse energy (ca. 10pJ). However, we ﬁnd that with increasing ex-
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Figure 4.10: a. Integrated ﬂuorescence decay measured using a streak camera. From top
to bottom: monomer ﬂuorescence (τ = 100ps), and aggregate ﬂuorescence at excitation
densities 1 : 2.5×10
4, 1 : 3.2×10
6 and 1 : 2.5×10
7 molecules. The solid lines indicate biexpo-
nential ﬁts. b. Time-resolved ﬂuorescence of the C8O3 aggregate (measured by upconversion)
at pulse energies 10pJ to 3nJ, as indicated in the ﬁgure.
citation density the ﬂuorescence decay speeds up considerably, indicating the presence of
rather eﬃcient exciton-exciton annihilation. By gating the ﬂuorescence with a spectrally
narrowed gate pulse, an indication of a precursor-successor relation between the blue and
red regions of the ﬂuorescence spectrum was observed. However, the time resolution of
the experiments was diminished by spectral narrowing of the gate pulse, which made
quantitative analysis of the data inaccurate.
The above observations allow us to draw the following conclusions: ﬁrst of all, the
absence of signiﬁcant Stokes shift conﬁrms the assumption made in chapter 3, that the
electronic coupling between the monomers is much stronger than coupling to vibrations.
In addition, ﬂuorescence occurs from the bottom of the exciton bands of both the inner
and outer tubule, and the populations of the two are in thermal equilibrium. This is clear
both from the thermal distribution of the k-state populations and from the uniform decay
of the ﬂuorescence. Therefore we conclude that redistribution of population occurs on a
subpicosecond timescale. This will be further investigated in the next section. Finally,
the fast decay of the ﬂuorescence indicates the presence of a strong nonradiative decay
channel, which may be related to fast trapping of the excitons in nonﬂuorescent sites.
4.4 Time-resolved pump-probe studies
The tubular benzimidacarbocyanine aggregates described in the previous sections may in
principle be used as nanometer scale wires for energy transport. This however requires
knowledge of the exciton dynamics in these systems. Here we present the ﬁrst results of
time-resolved pump-probe measurements performed to that end.
All measurements discussed in this section were performed on C8O3 in 10−2 M NaOH.
The aggregates were excited at wavelengths corresponding to the diﬀerent exciton tran-
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Figure 4.11: Spectra of the excitation pulses applied during the pump-probe experiments;
they are chosen to photoselect speciﬁc exciton bands. The intensity proﬁles of the pulses
are plotted together with the spectrum of C8O3. In the following they will be referred to as
excitation I at 600nm (grey), II at 580nm (striped) and III at 560nm (transparent).
sitions, as emerges from analysis of the steady-state absorption spectrum. This is seen in
Fig.4.11, where the spectra of the diﬀerent excitation pulses are plotted together with the
absorption spectrum of C8O3. The roman numbering indicated in the ﬁgure will be used
in the following to indicate the excitation. It was conﬁrmed by ﬂuorescence anisotropy
measurements that no reorientation of the aggregates takes place during the ﬂuorescence
lifetime, so that only population dynamics is probed irrespective of the relative polar-
izations of pump and probe. Therefore the polarization of the pump beam was aligned
parallel to the ﬂow direction in order to have maximum absorption at the positions of
the three parallel absorption bands. The photoinduced absorption was then probed both
parallel or perpendicular to the ﬂow direction. This provides a way to photoselect either
the parallel or the perpendicular transitions.
The energy of the excitation pulses was 3nJ when recording the pump-probe spec-
tra shown below; experiments with excitation pulse energies down to 10pJ revealed no
changes in the shape of the initial pump-probe spectra.
4.4.1 Exciton population dynamics
Fig.4.12a and b show the initial photoinduced absorption changes caused by excitation at
600nm (pump pulse I). Fig.4.12a gives the 0-delay spectrum in the case that the probe
is polarized parallel to the pump. The pump-probe spectrum then initially consists of
one bleaching/stimulated emission band situated at around 600nm, i.e. in the vicinity
of the lowest energy absorption band 1, and one photoinduced absorption band which is
slightly blueshifted with respect to the induced bleach. The shape of the pump-probe
spectrum strongly resembles spectra observed previously in the case of (quasi-) one-
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Figure 4.12: a. Pump-probe spectrum of C8O3 aggregates at the position of maximum
overlap between pump and probe, after excitation at 600nm (solid line). Pump and probe
polarizations are aligned parallel. The linear absorption spectrum is added as a reference
(dashed line). b. Idem, for perpendicular polarizations of pump and probe.
dimensional J-aggregates:14,48 the blueshift of the photoinduced absorption with respect
to the bleaching/stimulated emission band is caused by Pauli exclusion of the second
excitation from the lowest-momentum state (Sec.3.2).
In Fig.4.12b the photoinduced absorption is shown as probed perpendicular to the
polarization of the pump. It can be seen that while exciting at around 600nm, in addition
to the features described above we induce bleaching at the position of the perpendicular
band, i.e. at wavelengths slightly below 580nm. This conﬁrms the prediction made in
section 4.2.3 that the two bands originate from the same exciton manifold and thus share
the same ground state. Furthermore, this result is a direct proof that the transitions
corresponding to band 3 in the linear absorption spectrum have their transition dipole
moment oriented perpendicular to the axis of the aggregate. Some remaining signal from
band 1 still remains at around 600nm, showing that photoselection is not perfect. In
addition we see a feature with negative amplitude at ca. 590nm which is most probably
related to photodegradation of the aggregates.
The most important conclusion that can be drawn from Fig.4.12, is that excitation
at 600nm does not induce bleaching of band 2. This shows that bands 1 at 600nm and
2 at 583nm have diﬀerent ground states and therefore do not belong to the same exciton
manifold, an observation that strongly supports the assignment of the two transitions to
excitations on the inner and outer walls of the tubules, respectively. It therefore conﬁrms
that coupling between the exciton manifolds on the inner and outer walls is weak.
The dynamics following excitation at 600nm is dependent on the intensity of the
excitation pulse for pulse energies in between 10 pJ and 3nJ. It will be discussed in the
next section.
As can be seen from Fig.4.13a, in the case of excitation at 580nm (II) the pump-
probe spectrum is initially dominated by a bleaching/stimulated emission band situated
at around 580nm, i.e. in the vicinity of absorption band 2 of the aggregates, and a con-
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Figure 4.13: a. Pump-probe spectra at maximum overlap of pump and probe (black), and
at probe delays of 50fs (dark grey) and 350fs (light grey) after excitation at 580nm. b.
Pump-probe spectra at probe delays 0 (black) and 50fs (grey) after excitation at 560nm.
comitant blueshifted photoinduced absorption band. However, in contrast to excitation
condition I (around 600nm), now both exciton manifolds display optical density changes.
The presence of optical density changes at around 600nm can be explained either by very
fast energy transfer from the higher energy exciton to the lower energy exciton, or by
insuﬃcient spectral selectivity of the excitation pulse. As absorption bands 1, 2 and 3 of
C8O3 strongly overlap, selective excitation of a single exciton is diﬃcult, especially for
band 2 which is situated in the middle of the absorption spectrum.
However, it can be seen from the spectra at longer probe delays (the dark grey and grey
lines in Fig.4.13a) that the amplitude of the 580nm features decays while the amplitude
of the 600nm features increases. Following the conclusions drawn in the previous sections,
we believe that the observed precursor-successor phenomenon indicates energy transfer
between the two exciton bands located on the outer and inner walls of the tubule having
spectral maxima at around 580nm and 600nm, respectively.
The rate of this energy transfer is obtained by probing the bleaching signatures of the
two bands, using narrow-band detection at 590 and 605nm. The resulting time traces
are shown in Fig.4.14. It is clear from the ﬁgure that very fast relaxation (i.e. on a 100-fs
timescale) takes place to some equilibrium value of both bleaching signatures, which as
was found from the ﬂuorescence spectra corresponds to a thermal population distribution.
This relaxation is independent of the intensity of the pump pulse in the range of excitation
pulse energies applied here (10pJ to 3nJ).
In order to interpret the transient at 605nm, we assume a simple kinetic model
in which the exciton populations on the inner and outer walls reach a (thermal) pre-
equilibrium on a subps timescale. Subsequently, common nonradiative decay takes place
on a few picosecond timescale. From our measurements of the ﬂuorescence decay we take
the information that further nonradiative decay takes place with a time constant of 100ps
(which is not in the model). A 3-exponential ﬁt at 605nm then yields time constants of
4.5±0.5ps and 275±25fs for the fast nonradiative decay channel and the ultrafast equili-
bration by energy transfer, respectively. The transient recorded at 590nm features a fast
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Figure 4.14: a. Pump-probe transients for a probe wavelength of 590nm, at the pump
intensities indicated in the ﬁgure. The transients are vertically displaced for clarity; they
show that the observed dynamics is independent of the excitation density. b. Idem, for probe
wavelength 605nm.
decay of the bleach matching the rise at 605nm; however, no clear decay is observed with
a 4.5ps time constant. This is again most probably related to the presence of a spectral
feature connected to permanent photobleaching.
Finally, excitation of the sample at ca. 560nm (III) instantaneously produces strong
bleach/absorption features at the positions of bands 1 and 2, as can be seen from Fig.4.13b.
On the other hand only minor photobleaching is induced at the wavelength of excitation,
i.e. at the wavelength corresponding to absorption band 4 of the C8O3 aggregate. More-
over, the bleach has disappeared almost completely within the overlap of pump and probe
pulses, conform the 50-fs spectrum indicated by the grey line in Fig.4.13b.
Despite the relatively strong linear absorption of C8O3 at 560nm, the photoinduced
optical density changes are much smaller compared to the cases of excitation at 580nm
and 600nm. Furthermore, even with the good spectral selectivity at this excitation
wavelength, absorption changes are clearly present in the entire pump-probe spectrum
of absorption bands 1, 2 and 4 directly after excitation. This is an indication that the
transitions corresponding to the absorption band 4 are to a large extent associated with
the absorption bands 1 and 2, i.e. that excitons located on both walls of the aggregate
have allowed transitions in the vicinity of 560nm. Furthermore, when the densities
of states in the one-exciton bands are high, very fast relaxation (faster than the time
resolution of the experiments) to the bottom of both bands can be expected. The latter
is a possible explanation for the instantaneously photoinduced ∆OD in the vicinity of
absorption bands 1 and 2.
4.4.2 Exciton annihilation
We now return to the system response to excitation at 600nm. At the beginning of
section 4.4.1 it was shown that this initially creates an excitation on the inner wall of the
tubule. Following the previous discussion we expect that equilibration with the outer wall
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by energy transfer will occur with a time constant of 275fs, but the relevant population
changes will be about 10 times smaller: the thermal population on the outer wall is
roughly e−486/207 times smaller than that on the inner wall, where kBT = 207cm−1 and
the energy diﬀerence between 486 cm−1. This amounts to <9% of the total population.
We have also shown that, following excitation at 580nm, this thermalization by energy
transfer is independent of the excitation density in the intensity range 10pJ to 3nJ.
However, when creating excitations on the inner wall using 600nm pump pulses, we ﬁnd
a strong intensity dependence of the system response.
Fig.4.15 summarizes the pump power dependence of the pump-probe signal. First,
4.15a gives the spectra at probe delays of 0, 1 and 5ps after excitation at 3 nJ, which show
that the exciton population on the inner wall decays on a picosecond timescale. 4.15b
zooms in on these spectra to show that on the same timescale optical density builds up
around 580nm, at the position of the outer wall exciton band. This is as expected, but
the timescale of these changes is much slower than the 275fs obtained previously for
equilibration.
A possible explanation for this inconsistency is indicated in Fig.4.15c and d, which
show the time dependence of the pump-probe signals at 605 and 585nm, respectively.
It can be seen that the expected decay of the bleach at 605nm and matching build-up
of bleach at 585nm on a 100-fs timescale are indeed present. However, additional and
in fact most of the build-up of the bleach signal at 585nm is observed on a picosecond
timescale. Moreover, it can be seen in both ﬁgures that the speed of the picosecond
dynamics increases with the pump-intensity.
Note that the optical density changes at 585nm are initially positive. One would
expect an initially negative signal in the case of incomplete spectral selectivity of the
excitation. However, it is possible that we catch the wing of the photoinduced absorption,
which could be stronger than the expected induced bleach at 0 probe delay.
The slow timescale of the process and the fact that it speeds up with increasing ex-
citation pulse energy lead us to believe that what we observe is annihilation-assisted
energy transfer from the inner to the outer wall of the tubule. Exciton annihilation
14,49,50 was brieﬂy discussed in chapter 3: at high excitation densities a few excitons can
be created on a single aggregate. Because of the ordered molecular stacking within the
aggregate eﬃcient exciton migration is expected to take place. This makes it possible
for two excitons to meet each other, producing a two-exciton. Since a two-exciton state
within the exciton manifold on the inner wall (having a pump-probe signature located
at ca. 600nm) has substantially higher energy than a one-exciton state on the outer wall
(with a pump-probe signature at ca. 580nm), energy transfer to the latter is possible in
principle. On the other hand, because the lifetime of the two-exciton state is usually very
short,14 a relatively low eﬃciency of the energy transfer is expected, in accordance with
our observations.
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Figure 4.15: Exciton annihilation. a. Pump-probe spectra obtained at probe delays of 0ps
(black), 1ps (dark grey) and 5 ps (light grey) after excitation with 3nJ pulses at 600nm. b.
The spectra of a, but zoomed in the 565–590nm spectral region. c. Normalized transients of
absorption at probe wavelength 605nm. Excitation pulse energies are 30pJ, 100pJ, 300pJ
and 3nJ, as indicated in the ﬁgure. d. transients of absorption at a probe wavelength of
585nm at the same excitation pulse energies (see the ﬁgure). The transients have been
rescaled according to the normalization at 605nm.
4.5 Experimental
4.5.1 sample preparation
The synthesis, puriﬁcation, and analytical characterization of C8O3, C8S3 and other
5,5’,6,6’-tetrachlorobenzimidacarbocyanine derivatives is described in detail in Ref.24.
The dye C8S3 in the form of the betain salt (R = SO−
3 , R0 = SO−
3 Na+) was supplied
by FEW Chemicals (Wolfen, Germany) and has been used as received. The molecular
mass is 902.8g/mol. The molar extinction coeﬃcient in dimethyl sulfoxide (DMSO) was
found to be 1.40 × 105 L/(mol·cm). To form aggregates the dye was dissolved in doubly-
distilled deionized water, at a concentration of 3.5 × 10−4 M. Because the dye dissolves
only slowly in water, the solvent was stirred for at least 3 days. Clean glassware and
water are important to obtain a structured spectrum and a nonscattering sample, and
even then the sharp band at 603nm will disappear in the course of weeks.
The dye C8O3 was also supplied by FEW Chemicals (Wolfen, Germany) and has been
used as received. The dye consists of about 50% of the dye bromide and 50% of the dye
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betain. The eﬀective molecular mass was therefore taken to be 846g/mol. Stock solutions
of 2.5·10−4 M of the C8O3 dye were prepared by dissolving the dye in doubly-distilled
water containing 2 × 10−2 M of NaOH and stirring at room temperature in the dark for
at least 24 hours. The C8O3 aggregates are much more stable than the C8S3: apart from
a slight broadening and redshift of the main absorption bands in the course of weeks, the
spectrum is stable.
In both cases, scattering of the solutions increases with storage time, indicating the
slow formation of aggregate clusters. It was found that in the case of C8O3 the scattering
could be reduced by replacing NaOH with KOH (see Sec.4.2.2).
Additives were mixed with the aggregate samples only after the stirring periods indi-
cated above.
Sodium dodecyl sulphate (SDS) was added to the C8O3 solution dry, at a molar
ratio of SDS:C8O3 = 1:1. The samples were subsequently stirred to promote solution
of the surfactant. Methanol and 1-octanol were added to the C8O3 solution in volume
percentages of 10% and 3%, respectively. Addition occurred dropwise while stirring, to
avoid monomer formation.
PVA with an average molar mass of Mw 72000g/mol (saponiﬁcation value, 15–25; de-
gree of hydrolysis, 97.5–99.5%) was purchased from Fluka and has been used as received.
Additional absorption and LD spectra were measured for samples containing PVA of Mw
190000g/mol (MOWIOL 50–98; degree of hydrolysis, 98–98.8%) and Mw 205000g/mol
(degree of hydrolysis, 86.7–88.7%, Fluka), respectively, showing no dependence of the
spectrum on the molecular weight of the PVA. First PVA was dissolved in 10−2M NaOH
at a concentration of 2.5·10−2 M while heating to ca. 50 o C. After cooling down, 2.5mL of
the PVA solution was added to 25mL of the C8O3 solution to obtain a C8O3/PVA sam-
ple in a 1:10 molar ratio. Note that the reported concentrations of PVA are monomeric
concentrations, i.e. they are calculated by dividing the total mass of PVA by the mass of
the monomer, 44g/mol.
4.5.2 steady-state ﬂuorescence
The ﬂuorescence spectra of the aggregates were recorded in the front-face geometry. Their
shape was found to be independent of the excitation wavelength in the 480–560nm spec-
tral region. The ﬂuorescence spectra shown in Fig.4.9 were recorded after excitation at
530nm. For the quantum yield measurements, the excitation wavelength was moved to
500nm in order to avoid inhomogeneous absorption of the sample (OD <0.1).
The detection of ﬂuorescence from the aggregate is strongly inﬂuenced by reabsorp-
tion. Correction is done on the assumption of homogeneous excitation of the sample
in the direction perpendicular to the cell window (z). We denote the ﬂuorescence in ab-
sence of reabsorption Freal(λ). In the presence of reabsorption the amount of ﬂuorescence
reaching the detector is reduced by a transmission factor T(λ,z) = 10−ε(λ)cz, where ε(λ)
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is the extinction coeﬃcient at wavelengt λ and c the sample concentration. Therefore
Fmeasured(λ) =
l Z
0
dz
h
Freal(λ) 10−ε(λ)cz
i
=

−Freal(λ)
ε(λ)czln10
10−ε(λ)cz
l
0
(4.4)
This leads to the correction factor given by
Freal(λ) = Fmeasured(λ)

OD(λ)ln10
1 − 10−OD(λ)

(4.5)
The quantum yield of ﬂuorescence of the monomer in ethanol and that of the aggregate
in 10−2 M NaOH in water were determined by comparison with Rhodamine 6G in ethanol
(quantum yield ΦRhod = 0.95.51) The ﬂuorescence measurements were performed twice,
using a 1×1cm cuvet with a 2mm optical pathlength and a 0.2mm cuvet. Fluorescence
was detected in the front face geometry, with excitation and emission slits set at 3nm.
Therefore, the absorption (1 − 10OD) was also determined by averaging over a 6-nm
interval centered at the excitation wavelength 480nm.
The quantum yield was calculated using the relation
ΦC8O3
ΦRhod
=
NFluor,C8O3/NAbs,C8O3
NFluor,Rhod6G/NAbs,Rhod6G
(4.6)
with NFluor = α
R
dω [F(ω)] and NAbs = I0 (1 − 10−OD) the number of absorbed
and ﬂuoresced photons, respectively. Upon substitution of these expressions for both
C8O3 and Rhodamine 6G into Eq.4.6, the experimental constants α and (the irradiation
intensity) I0 drop out of the equation, and we obtain:
ΦC8O3 = ΦRhod6G
  
1 − 10−ODRhod6G R
dω [FC8O3(ω)]
(1 − 10−ODC8O3)
R
dω [FRhod6G(ω)]
!
(4.7)
Using the 2-mm cell, the following quantum yields of ﬂuorescence are found: 0.085±0.02
for the monomer, and 0.035 ± 0.01 for the aggregate. The ratio between the quantum
yields measured for monomer and aggregate is in this case 2.45:1. The measurement
using the 0.2mm cell gives a similar ration between monomer and aggregate ﬂuorescence:
2.3:1.
4.5.3 ﬂow system
The LD and time-resolved measurements were performed while aligning the aggregates
in a streaming ﬂow and monitoring the absorption for light polarized parallel and per-
pendicular to the ﬂow direction (chapter 2).
The measurement of the alignment of aggregates as a function of the ﬂow rate revealed
maximum alignment at relatively low ﬂow rates. Saturation in alignment is reached at
a ﬂow rate of about 0.5cm3/s or a ﬂow velocity of 50cm/s, by taking into account the
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width and thickness of the ﬂow cell, which are 10mm and 0.1mm, respectively. All
measurements presented here were performed for maximum alignment of the samples,
that is, at a ﬂow rate of about 2cm3/s.
4.5.4 time-resolved ﬂuorescence
Time-resolved ﬂuorescence experiments were performed by using either a streak camera
with a time resolution of 5ps, or a ﬂuorescence upconversion setup with a time resolution
of about 200fs. In the ﬁtting procedures, the ﬁnite time resolution was taken into account
by convoluting ﬂuorescence decay functions with the relevant system response function
(chapter 2).
During the streak camera measurements the samples were excited at 490nm. No
dependence of the signal on the repetition rate was observed, which conﬁrmed that heating
eﬀects were absent. The excitation densities given in Fig.4.10a are calculated as follows:
pulse energies equal to 0.1, 0.8 and 100pJ were applied, respectively; absorption by
the sample is 10%. The pulses were focused into a volume that is approximated by a
cylinder of length 0.2mm (sample length) and radius 80µm. The radius was obtained by
measuring the transmission of the beam through a pinhole of 50µm diameter, which was
25%, and assuming a Gaussian beam proﬁle. The number of molecules in this volume
can be calculated from the concentration (2.5 × 10−4 M).
In the ﬂuorescence upconversion measurements, the sample was excited with 30fs
pulses at 560nm. The excitation pulses with energies varying between 10pJ and 20nJ
were focused into the sample by a 10cm lens, as in the case of the streak camera mea-
surements.
4.5.5 pump-probe and ld
During the pump-probe experiments (see chapter 2) the polarization of the pump pulse
was kept parallel to the direction of sample ﬂow. In order to have spectral selectivity in the
excitation, the spectral width of the excitation pulses was narrowed to about 400cm−1
(Fig.4.11). This lowered the time resolution of the spectrally resolved experiments to
about 50fs.
The narrow absorption spectrum of the J-aggregates allowed to obtain pump-probe
spectra by spectrally resolving probe and reference pulses from the NOPAS, using the
OMA polychromator system (see chapter 2). The polarization of the probe pulse is
rotated before the sample by 45 o with respect to the polarization of the pump pulse.
Polarizers placed before the polychromator then allowed to select either a parallel or a
perpendicular polarization of the probe with respect to the pump.
In order to achieve a wider dynamic range, in a separate experiment pump-probe
transients were measured at certain probe wavelengths. The signals are monitored by
silicon photodiodes connected to a sample-and-hold device, as described in chapter 2.
Since a narrow spectrum of the probe pulse would lead to poor time resolution, the
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wavelength of the probe and reference pulses is selected after the sample by using a
spectral ﬁlter which consists of a diﬀraction grating, two lenses and a slit (Fig.2.1). The
FWHM of the light transmitted by the ﬁlter is in the order of 2nm. Furthermore, diﬀerent
polarization components of the probe light are separated by a broadband polarizing cube
beamsplitter. This enables simultaneous detection of the probe light polarized parallel
and perpendicular with respect to the pump.
4.6 Conclusions
In this chapter, the exciton spectrum and dynamics of double-walled cylindrical ag-
gregates of carbocyanine dyes have been investigated using a combination of spectro-
scopic and theoretical techniques. Linear dichroism measurements on oriented samples
revealed that the aggregate spectrum of such cylindrical structures consists of a set of rel-
atively narrow and strongly polarized bands, and a high-energy tail which has no observ-
able polarization. The morphology and spectral properties of the substituted 5,5’,6,6’-
tetrachlorobenzimidacarbocyanine aggregates depends on the particular attached side
groups as well as the solvent and possible additives. Within the class of tubular ag-
gregates, however, generic features seem to exist, in particular the occurrence of two
lowest-energy J bands polarized parallel to the cylinder axis and one higher-energy band
polarized perpendicular to it. Exact positions and strengths of these transitions are inﬂu-
enced by the choice of side groups and solvent. This suggests that all of these aggregates
have the same basic structure, but with changes in the values of the structural param-
eters. For instance, the addition of detergents during aggregation of C8O3 in aqueous
solution gives rise to tubular aggregates of larger diameter. Spectral changes that occur
upon addition of PVA suggest that the lowest-energy band belongs to the inner wall of
the cylinder.
A microscopic model for the tubular aggregates of C8S3 dye molecules in water has
been constructed by Didraga et al.37,38 In their theoretical analysis, both layers are mod-
eled as brick-layer lattices wrapped on a cylindrical surface. Each unit cell of the lattice
is occupied by one molecule. The collective excitations of the molecules, resulting from
intermolecular dipole-dipole interactions, are described within a Frenkel exciton model.
This microscopic model for the aggregate’s structure and collective excitations explains all
experimental observations and allows us to determine the structural parameters s (lattice
shift) and ω0 (wrapping angle) that have thus far not been determined by other means.
The model leads to two dominant exciton bands for each cylinder, one polarized parallel
to the cylinder’s long axis and one perpendicular to it. It was shown that the position
of the parallel band can be used to determine s from experiment, while the detuning
between the parallel and the perpendicular band is sensitive to ω0. The delocalization
area of the optically dominant exciton wave functions is estimated to be several tens of
molecules, which, not surprisingly, is smaller than the low-temperature value of about
100 molecules obtained from pumpprobe experiments.
73Chapter 4. Cylindrical Aggregates
The absorption spectrum of C8O3 features a fourth (parallel) band at higher energy
(563nm) that is currently unexplained by the Didraga model. However, time-resolved
pump-probe and ﬂuorescence studies shine some light on its nature. The zero delay
pump-probe spectrum ﬁrst reveals that the two parallel, lowest-energy excitons (at 600
and 583nm, respectively) possess diﬀerent ground states; this conﬁrms our idea that the
excitations are on diﬀerent walls of the tubule. Furthermore, the time dependence of
the pump-probe signal shows that energy transfer occurs between the walls with a time
constant of ca. 275fs (this is also indicated by the ﬂuorescence spectrum). Therefore
the inner and outer walls of the tubule must be weakly coupled. Finally, when the
unaccounted-for 563nm parallel band is excited, ground-state bleaching is observed within
the overlap of the pump and probe at both the positions of the inner-wall and outer-wall
exciton manifolds. We conclude from this that both exciton manifolds contribute to the
oscillator strength at 563nm.
Finally, at high pump powers uphill energy transfer (that is, from the ‘600-nm’ to
the ‘583-nm’ exciton band) is observed on a picosecond timescale. This is thought to
be an annihilation-assisted process, which can be related to a direct transition from a
two-exciton state as well as to a local temperature increase as a result of excitation
annihilation.
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PC4: Energy Transfer from Multiple
Donors to a Single Acceptor
Every tree therefore which bringeth not
forth good fruit is hewn down, and cast
into the ﬁre.
Luke 3:9
Dendrimers are well-deﬁned, multibranched (macro)molecular systems1–3 with a wide
variety of possible applications, for example as catalysts or as drug delivery systems.
1,4–6 One of the advantages of the branched structure of these molecules is that a large
number of chromophores can be brought together in a small volume. When an acceptor
chromophore is placed at the focal point and donor chromophores are attached to the end
points of the dendritic branches, a high energy ﬂux6 may occur from periphery to core,
leading to eﬃcient concentration of energy. Future artiﬁcial light harvesting systems may
well be based upon such structures.7,8
At low excitation densities it can be safely assumed that only one excitation is present
in the molecule at any time. Therefore, neglecting donor-donor interactions the dendritic
system can be viewed as a single-donor single-acceptor system. However, when the ex-
citation density on the chromophores becomes larger than 1 per molecule, interactions
between the excitations start to play a role.
In this chapter the aim is to study interactions between these electronic excitations by
intensity dependent studies of energy transfer within a relatively simple ﬁrst-generation
dendrimer. Four equivalent donors, excited by a short laser pulse, are capable of trans-
ferring their electronic energy to a single acceptor, located at the core of the molecule.
The donor and acceptor parts are separated by nonconjugated spacers, in order to ensure
that both retain their character of electronically independent chromophores.Chapter 5. Energy Transfer in PC4
The outline of the chapter is as follows. After a short discussion of previously reported
work on energy transfer in dendritic systems, the dynamics of the donor-acceptor system
is characterized by steady state and time-resolved ﬂuorescence spectroscopy in sections
5.2 and 5.3, respectively. In particular, the intensity dependence of these dynamics is
reported in section 5.3.2. The experimental results are discussed in section 5.4 in terms
of a theoretical model that accounts for nonlinear eﬀects in the energy transfer processes.
Finally, the results are summarized in section 5.5.
5.1 Introduction
During the past decade, a series of steady-state and time-resolved absorption and ﬂu-
orescence spectroscopy studies were performed on energy transfer in dendritic systems.
The dendritic systems under investigation can be roughly separated into three categories:
1.multiple donors are connected to a single acceptor by bridging ligands,9–11 2.multiple
donors are kept together by the dendritic arms but no acceptor is present,12–21 and 3.the
branches of the dendrimers are themselves made up of chromophores.22–30
In particular, Adronov et al.9–11 measured the rate and eﬃciency of energy transport
in dendrimers containing peripheral coumarin-2 energy-donors and coumarin-343 or hep-
tathiophene energy-acceptors. Similar studies were performed by Moore and coworkers
for phenylacetylene dendrimers with a perylene acceptor.31 Energy transfer among iden-
tical chromophores was investigated by De Schryver et al. in polyphenylene dendrimers
containing peripheral perylene-imide chromophores,14–17,19–21 by Ranasinghe et al. in a
triarylamine dendrimer,29 and by Yeow et al. in polypropylene-imine dendrimers with
free-base porphyrin chromophores.18 In all these cases time-resolved measurements were
performed to determine the rates and eﬃciencies of energy transfer.
By increasing the irradiation intensity, it is possible to create simultaneously many
excitations in a multi-chromophore system. Dendrimers are therefore, in principle, ideal
systems to study interactions between the electronic excitations. By energy transport
the electronic excitations have a ﬁnite possibility of meeting each other, which can lead
to, for instance, singlet-singlet annihilation of these excitations, or the occurrence of a
"bottleneck" in the energy transport pathway. Thus, the interactions between excitations
are expected to modify the energy transfer dynamics. The observed dynamics therefore
contains important information on the dynamical interactions between excitations, which
is a subject of considerable fundamental importance.
The reason that in particular dendritic systems with many donors and a few accep-
tors are prime candidates to study interactions between electronic excitations, is that
each donor chromophore in the system can be excited in a linear way. The energy con-
centration that occurs when transport to the acceptor takes place induces the interactions
between the excitations. In systems where such concentration of energy is absent, inter-
actions between excitations can only be studied by providing such high illumination doses
that direct nonlinear optical eﬀects obscure (part of) the dynamical interactions between
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the single excitations. It is the main purpose of this chapter to study whether energy
concentration from multiple donors to a single acceptor can provide clues to interaction
eﬀects between electronic excitations.
The physics of interactions between electronic excitations is complicated and full un-
derstanding of the processes involved is clearly lacking. It is possible that new decay
channels are opened, for instance by singlet-singlet annihilation. Such processes would
lead to shorter decay times of the donor population. However, it is also possible that
the donor lifetime is lengthened due to the fact that transfer from the donor to the
acceptor is hindered when the acceptor is already excited by energy transfer from an-
other donor molecule. The group of De Schryver14,16 reported evidence of singlet-singlet
annihilation in dendritic systems containing a single kind of chromophore. In particu-
lar, in the very recent work of Jordens et al.13 competition between the energy transfer
process and singlet-singlet annihilation was observed, depending on the generation of
the dendrimer. On the other hand Neuwahl et al.11 measured pump-probe spectra in a
donor-acceptor type system at relatively high irradiation intensities and observed residual
emission from the donor at long delays compared to the energy transfer time. These au-
thors explained their ﬁndings by proposing that once the acceptor is excited via excitation
transfer from one donor molecule, energy transfer from the other donors is prohibited.
The only dynamics that can then occur is relaxation of the donor excitation via the
customary (non)radiative decay channels to the electronic ground state. The intensity
dependence of these signals was not investigated.
5.2 Description of the system
The donor-acceptor system, which will be denoted PC4, consists of a single planar
tetraphenylporphyrin core acting as the acceptor and four coumarin units as donors. The
acceptor is separated from the donors by nonconjugated spacers, as depicted in Fig.5.1.
It is, in principle, straightforward to extend this system and add more spacer/coumarin
units to construct the second generation dendrimer and so forth.
The absorption spectra of the donor, the acceptor and PC4 are shown in Fig.5.2. The
strong absorption band of tetraphenylporphyrin with a maximum at 419nm (Soret or B-
band) is caused by a transition from the ground state to the second electronically excited
state (S0 → S2) with the transition dipole moment directed along the direction given by
the central hydrogen atoms (designated the x-axis).32,33 The shoulder at 405nm is the
N-band which originates from the transition with the in-plane dipole moment oriented
along the (y-) axis perpendicular to that of the B-band.32 At shorter wavelengths, the
L and M absorption bands occur with maxima at 370nm and 295nm, respectively. To
the red from the Soret band the transitions to the ﬁrst electronic excited state (S0 → S1)
give rise to the rather weak Q-bands. These bands are numbered from I to IV from low
to high energy. It has been shown by polarized absorption and ﬂuorescence spectroscopy
34–36 that, whereas bands I and III are again strongly polarized along the x- and y-axis,
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Figure 5.1: Structural formulas of the compounds investigated in this paper: the tetraphenyl-
porphyrin acceptor including four nonconjugated spacers (P), the coumarin donor with spacer
(C), and the full donor-acceptor system (PC4).
respectively, bands II and IV represent relatively unpolarized vibronic bands that behave
approximately as planar oscillators.34 The maximum of the lowest-energy absorption
band of the coumarin donor (C) lies at 332nm. At the excitation wavelength of 330nm,
about 16% of the absorption of PC4 is due to the tetraphenylporphyrin chromophore.
It is clear from Fig.5.2 that the spectrum of the donor-acceptor complex PC4 closely
resembles that of the sum of the spectra of its constituent parts, i.e. of the coumarin donor
and the tetraphenylporphyrin acceptor. This is the result of the nonconjugated spacer,
which separates the π-electron systems involved in the electronic excitations of the donor
and acceptor parts of the PC4 molecule. The relatively small interaction between these
electronic systems indicates that energy transfer probably occurs in the Förster limit (see
chapter 3). The transfer rate is then largely determined by the spectral overlap between
the ﬂuorescence spectrum of the donor and the absorption spectrum of the acceptor.37–39
In Fig.5.3 is shown that the PC4 donor-acceptor system was speciﬁcally designed
to yield a large overlap between the ﬂuorescence spectrum of coumarin, located in the
spectral region 380–450nm, and the Soret absorption band of tetraphenylporphyrin at
419nm. The ﬂuorescence spectrum of tetraphenylporphyrin with maxima at 655nm and
715nm is caused by transitions from the ﬁrst excited state down to the electronic ground
state. In the donor-acceptor system, the ﬂuorescence of the donor is almost fully quenched
(see below). This is an indication of eﬀective energy transfer between donor and acceptor
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Figure 5.2: Absorption spectra of all investigated compounds, as indicated in the ﬁgure. The
sum of donor and acceptor spectra (P+C) is added to allow comparison with the spectrum of
the donor-acceptor system (PC4). The commonly used designations of the porphyrin bands
are added (see text).
with a very large quantum yield. Since the ﬂuorescence spectrum of the acceptor is far
red shifted with respect to the absorption spectrum of the donor, back energy transfer to
the donor is eﬀectively suppressed.
5.3 Energy transfer in PC4
5.3.1 Energy transfer rate
To evaluate the rate and quantum yield of energy transfer in the PC4 system, the lifetime
of the various excitations was determined by resolving the ﬂuorescence in both time and
frequency domain using a streak camera system. For comparison, the lifetimes of the
donor and acceptor molecules themselves were also measured. The results of the streak
camera experiments are shown in Fig.5.4.
The ﬂuorescence of the donor reference compound, which consists of a coumarin chro-
mophore and a nonconjugated spacer (C in Fig.5.1), decays single-exponentially with a
time constant of 16±1ps. No spectral dynamics was observed. However, for the coumarin
group itself (without the spacer), the ﬂuorescence lifetime is 2.1±0.1ns (not shown). The
donor ﬂuorescence is apparently shortened substantially by the attachment of the spacer.
Thus, the quenching of donor emission in the PC4 system is not only due to excitation
transfer to the acceptor, but also to the opening of nonradiative decay channels by the
spacer. However, if the transfer time in the complex turns out to be much less than 16ps,
the energy transfer from donor to acceptor dominates the dynamics.
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Figure 5.3: Normalized absorption (solid) and ﬂuorescence (short dash) spectra of the donor
C, and absorption (dash) and ﬂuorescence (dash dot) spectra of the acceptor P. Note the large
spectral overlap of the donor ﬂuorescence and the main absorption of the acceptor.
The decay of the donor ﬂuorescence and the rise of the acceptor ﬂuorescence in the PC4
system is also shown in Fig.5.4. However, the time resolution of the streak camera system
is insuﬃcient to time resolve this process. For this reason, we performed ﬂuorescence
upconversion experiments with a time resolution of about 200fs. The results of these
experiments are shown in Fig.5.5. Fitting the observed kinetics gives a single decay time
for the donor ﬂuorescence at 450nm of 500±50fs. The rise of the acceptor ﬂuorescence
at 650nm occurs with the same time constant. This indicates that donor-acceptor energy
transfer is the reason for the observed dynamics. Comparing the energy transfer time of
500fs to the donor lifetime of 16ps, an overall energy transfer quantum yield of about
97% is obtained.
The fact that the rise of the acceptor ﬂuorescence matches the decay of the donor
ﬂuorescence is not as trivial as it might seem. The wavelength of detection involves the
transition from the ﬁrst excited state of the tetraphenylprophyrin chromophore (the S1
Q-bands) to the ground state. Since it is the second excited state (the S2 Soret-band)
that is involved in the energy transfer, the absence of spectral dynamics in the acceptor
ﬂuorescence indicates that the internal conversion from the S2 state to the S1 state must
be considerably faster than 500fs. A measurement of the ultrafast ﬂuorescence of free-base
porphyrin by Akimoto et al. yielded an S2 → S1 relaxation time that was faster than 40fs.
40 This is in contrast with the case of metalloporphyrins, where ﬂuorescence from the Soret
band can be observed, and S2 → S1 decay times of 1.6ps for zinc-bi(3,5-dioctyloxyphenyl)
porphyrin in toluene41,42 and 2.4ps, 3.5ps and 0.75ps for zinc-tetraphenylporphyrin in
ethanol,43 acetonitrile44 and dichloromethane,44 respectively, were reported.
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Figure 5.4: Time traces of the frequency-integrated ﬂuorescence from the acceptor in PC4
(ﬁlled circles, risetime < time resolution), from C (crosses, τ
D
10 = 16 ± 1ps) and from the
donor in PC4 (open circles, decay time < time resolution). The instrument response of the
streak camera system is also indicated (dashed line). The inset shows the ﬂuorescence from
the acceptor in PC4 on a nanosecond timescale (τ10 = 11.6 ± 0.11ns).
The absence of spectral changes upon attachment of the four coumarin donors to
the porphyrin acceptor indicates that the chromophores interact relatively weakly. The
experimental rate of energy transfer, kET=(500fs)−1, may therefore be compared to the
rate of energy transfer, given by the Förster model (see chapter 3).
The Förster model relates kET to a set of parameters which can be obtained inde-
pendently. The most important factor in determining the Förster rate is the interchro-
mophore distance, as kET ∝ R−6. kET is only linearly dependent on the remaining
parameters. A 1-ps MD simulation was performed on the PC4 molecule in vacuum at
room temperature in order to obtain information on the interchromophore distance as
well as the interdipole angles. The center-to-center distance between the porphyrin and
coumarin chromophores varied from 14 to 16.5Å. In addition, for κ2 a value of 1.3 ± 0.2
was was extracted indirectly from the MD simulation (see the experimental section). Fi-
nally, the ﬂuorescence quantum yield of the donor (the coumarin group with spacer) was
found to be 3.0±0.6×10−3, by comparison of the total ﬂuorescence intensity of the donor
with that of a dye with a known ﬂuorescence quantum yield (Q = 0.97 for POPOP in
cyclohexane).45
The above considerations lead to a value of the Förster transfer time constant τET =
1/kET in between 480fs and 1.5ps. This relatively large uncertainty is mainly caused by
the distribution in the distances between the donor and the acceptor, to which kET is
most sensitive. Still, the experimentally observed energy transfer time agrees well with
83Chapter 5. Energy Transfer in PC4
- 2 0246
0.0
0.2
0.4
0.6
0.8
1.0
1.2
Delay (ps)
Fluorescence
Figure 5.5: Time traces of the donor ﬂuorescence at 450nm (open circles) and the acceptor
ﬂuorescence at 650nm (ﬁlled circles) in PC4, obtained by ﬂuorescence upconversion exper-
iments at an excitation density of 1 (absorbed photon) per 2 molecules. The instrument
response is indicated by the short dashed line. The solid lines are ﬁts with a single exponen-
tial decay time of 500fs, taking the instrument response into account by convolution. The
maxima of the ﬂuorescence of donor and acceptor are normalized.
the calculated one.
Finally, we note that energy transfer among the donor chromophores15,17,19 is highly
unlikely in the case of PC4, because of the small overlap between the ﬂuorescence from
the coumarin donors with their own absorption spectrum. The overlap integral J is there-
fore roughly a factor 2×103 lower than that between donor and acceptor. Furthermore,
the MD simulations reveal a minimum distance of ∼7Å between the donor chromophores.
Using this information, a Förster hopping time of more than 30ps is estimated. This
indicates that the energy transfer between the donors is signiﬁcantly slower than that be-
tween the donor and the acceptor. Therefore, only coumarin-to-porphyrin energy transfer
has to be considered when investigating the intensity dependence of the ﬂuorescence.
5.3.2 Intensity dependent eﬀects
The ﬂuorescence of the tetraphenylporphyrin acceptor in PC4 decays single-exponentially
with a time constant of 11.6±0.1ns, as shown in the inset of Fig.5.4. Therefore it is clear
that once the tetraphenylporphyrin group is excited via energy transfer, it stays in the S1
state for a period much longer than the energy transfer time. This allows, in principle, for
the investigation of interactions between excitations that are transferred from diﬀerent
donor groups.
The eﬃciency of the ﬂuorescence of the donor-, acceptor- and PC4-molecules was
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Figure 5.6: Fluorescence intensity as a function of the number of absorbed photons per
molecule per pulse. a. Donor ﬂuorescence recorded at 400nm (open circles: C, ﬁlled circles:
PC4). b. Acceptor ﬂuorescence recorded at 650nm (open circles: P, ﬁlled circles: PC4). The
ﬂuorescence intensity is scaled to give identical behavior at the lowest applied intensities.
found to be excitation intensity dependent. In Fig.5.6 the ﬂuorescence is shown as a
function of the number of absorbed photons per molecule. The ﬂuorescence is seen to
deviate from linear dependence on excitation density for all investigated compounds. A
general explanation for this behavior is that at high intensities nonlinear eﬀects such as
excited state or multi-photon absorption occur, which do not produce any extra ﬂuores-
cence, so that the ﬂuorescence quantum yield is lowered.
In Fig.5.6a, the dependence of the ﬂuorescence at 400nm on the excitation density
is shown for both the PC4 system and the donor. Obviously, in the PC4 system the
ﬂuorescence is less quenched at high irradiation intensities than in the donor. This can
be explained by the fast depopulation of the S1 state of the donor in PC4 due to energy
transfer to the acceptor. This decreases the chance of doubly exciting the donor (notice
that the excitation pulse is stretched considerably, see Sec.5.6), so that the ﬂuorescence
quantum yield of the donor in PC4 is less aﬀected by increasing the intensity of irradiation.
In the case of the acceptor ﬂuorescence at 650nm, no diﬀerence between the inten-
sity dependencies for acceptor and PC4 were observed (Fig.5.6b). This is an additional
indication of the high energy transfer eﬃciency in the PC4 dendrimer. The similarity
of the curves reveals that the number of excitations per tetraphenylporphyrin unit is
practically the same for the acceptor in PC4 and for the isolated acceptor molecule. This
means that it is unimportant whether the tetraphenyl porphyrin is excited directly or
via energy transfer from the coumarin donor. In one case the ﬂuorescence quantum yield
is suppressed by direct multiphoton processes, in the other by annihilation of excita-
tions transferred from donors. In section 5.4, a model will be presented in which this is
described in detail.
In order to obtain more direct information on the inﬂuence of interactions between
excitations on the energy transfer dynamics, the dependence of the ﬂuorescence decay at
450nm and the rise at 650nm were investigated by ﬂuorescence upconversion for diﬀerent
pulse intensities. The results are shown in Fig.5.7. It is clear that both the ﬂuorescence
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Figure 5.7: The time-resolved ﬂuorescence upconversion signal of PC4, measured at diﬀerent
irradiation intensities. Panel a shows the ﬂuorescence recorded at 450nm. Filled circles:
0.15 photons/molecule absorbed, crosses: 2.8 photons/molecule absorbed, open circles: 6.2
photons/molecule absorbed. Panel b shows the ﬂuorescence recorded at 650nm. Filled circles:
0.15 photons/molecule absorbed, crosses: 2.2 photons/molecule absorbed, open circles: 4.2
photons/molecule absorbed.
decay time of the donor and the rise time of the acceptor were not aﬀected by increasing
the excitation density from 0.15 absorbed photons per molecule to 6.2 absorbed photons
per molecule. In addition, the shape of the ﬂuorescence spectrum of PC4 was found to
be independent of the irradiation intensity in the observed intensity range.
For an explanation of this behavior a kinetic model was developed that describes
energy transfer dynamics when there is more than one excitation present in the donor-
acceptor system. The model is based on the energy level scheme presented in Fig.5.8,
in which the experimental results, obtained so far, are summarized. In this scheme,
the energy is transferred from the S1 state of the coumarin donor to the S2 state of
the tetraphenylporphyrin acceptor with a time constant τET of 500fs. The acceptor
immediately undergoes a radiationless transition to the S1 state with a time constant
time that is τ21=40fs or faster.40 From the S1 state it subsequently slowly relaxes to the
electronic ground state by emitting a photon, with a time constant τ10=11.6ns.
The fact that the transfer of excitation from a second donor molecule to the acceptor
is not, or hardly at all, inﬂuenced by the presence of the ﬁrst excitation on the acceptor,
may be explained by the following mechanism. The tetraphenylporphyrin in the S1 state,
populated by a ﬁrst energy transfer process, is excited to a higher lying state by the second
energy transfer process: S1 → Sn. Here Sn lies roughly (420nm)−1 + (550nm)−1 =
(240nm)−1 above the ground state energy. Due to the large density of states at energies
higher than the S2 state,32 fast relaxation occurs back to S1 state. When the energy
transfer rate kET2 is similar to the primary energy transfer rate kET and the radiationless
decay rate kn1 is large compared to these transfer rates, no intensity dependence of the
observed ﬂuorescence transients is expected. This would agree with the observations
depicted in Fig.5.7.
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Figure 5.8: Simpliﬁed energy level diagram of PC4, including the relevant transition rates
(see text). For energy transfer of a single excitation, only the levels depicted by solid lines
and the processes depicted by solid arrows are relevant. When excitations are present on
more than one donor molecule, the levels depicted by open lines and processes depicted by
dashed arrows are also involved.
5.4 Model calculation and discussion
5.4.1 Energy level diagram
In order to evaluate the experimental results of the previous section in more detail, we
performed numerical simulations within a kinetic model, based on the level scheme and
dynamics depicted in Fig.5.8. In this model, the general situation of M donor units
(D) surrounding one central acceptor (A) will be considered. In the case of PC4, M=4.
All donors are assumed to have the same interactions with the acceptor, implying that
the energy transfer rates are equal as well. The interactions between the various donors
are neglected. As discussed at the end of section 5.2, this is an excellent approximation
for PC4. Neglecting intermolecular electronic coherences, as is appropriate in the case
of Förster transfer, the state of the system is described by the stochastic distribution
function p(s,m;t) giving the probability that m (= 0,...,M) donors are excited and the
acceptor is in the state s (= S0, S1, S2 or Sn) at time t. The fact that interactions
between donor units may be neglected, implies that indeed the number of excited donors
suﬃces to describe their collective state; the relative positions of the excitations on the
donors is irrelevant.
5.4.2 Theoretical model
In the absence of excitation sources, all donor and acceptor units are in the ground
state, i.e. p(s,m;t) = p0(s,m) = δs,S0δm,0. Upon switching on a (time-dependent) light
source the distribution function becomes time-dependent and obeys the following master
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equation:
d
dt
p(s,m) = E(s,m;t) + RD(s,m) + RA(s,m) + T(s,m) (5.1)
For brevity, the time dependence of p(s,m) is from now on suppressed in the notation. In
this equation, the right-hand-side terms describe, respectively, the creation of excitations
by the (time-dependent) light source (E), the relaxation of the donor units due to the
ﬁnite excited state lifetime (RD), the relaxation of the acceptor due to ﬁnite excited state
lifetimes (RA), and the transfer of excitation from the donor units to the acceptor (T).
In the following, we will describe each of these contributions in more detail.
The excitation term E(s,m;t) is given by:
E(s,m;t) = −(M − m)I(t)p(s,m) + (M − m + 1)I(t)p(s,m − 1) (5.2)
which simply states that the rate at which a new excited donor is created is proportional
to the number of unexcited donors and the function I(t), which is proportional to the
intensity of the excitation beam. Since p(s,m) is not deﬁned for negative values of m,
the second term on the right hand side only occurs if m ≥ 1. We note that Eq.(5.2) only
accounts for direct excitation of the donor units by the light source. A generalization
that also includes excitation of the acceptor is in principle straightforward, but for the
description of the experiments on PC4 it is a good approximation to omit this term.
The relaxation of each of the donor units from its excited state S1 to the ground state
occurs at a rate kD
10 = 1/τD
10, where τD
10 is the ﬁnite lifetime of the state S1. Obviously,
the relaxation of a donor lowers the number of excited donors with one, leading to the
following form of the relaxation term in the master equation:
RD(s,m) = −m kD
10 p(s,m) + (m + 1) kD
10 p(s,m + 1) (5.3)
The second term on the right hand side only occurs if m < M.
The relaxation term associated with the acceptor is slightly more complicated, as the
number of levels considered is larger. We will account for purely nonradiative relaxation
from the states Sn and S2 to the state S1, while the state S1 radiatively decays to
the ground state S0. The decay rates for these three processes are denoted, respectively,
kn1 = 1/τn1, k21 = 1/τ21, k10 = 1/τ10 (conform Fig.5.8). Hence, the acceptor relaxation
term in the master equation reads:
RA(S0,m) = k10 p(S1,m)
RA(S1,m) = −k10 p(S1,m) + k21 p(S2,m) + kn1 p(Sn,m)
RA(S2,m) = −k21 p(S2,m) (5.4)
RA(Sn,m) = −kn1 p(Sn,m)
The nonradiative relaxation rates kn1 and k21 are expected to be large because of the
large density of states at high energies.
885.4. Model calculation and discussion
Finally, we turn to the term describing energy transfer from the donor units to the
acceptor. Like the relaxation contribution Eq.(5.4), this term depends on the state of the
acceptor unit. The rate of energy transfer from a donor unit to the acceptor, bringing the
acceptor from its ground state into its second excited state S2, is denoted kET = 1/τET.
After receiving a ﬁrst excitation, the acceptor will, on the time scale of excitation transfer,
quickly relax to the state S1. Before it further relaxes to the ground state, a second
excitation may be transferred to it from one of the other donor units, promoting it to the
state Sn. The rate of this process will be denoted kET2 = 1/τET2, which in general does
not equal the primary rate of transfer kET. As Sn is a high-energy state, it will generally
relax rapidly to the state S1. This is the standard picture of annihilation of excitation:
two diﬀusing excitations meet, in this model on the acceptor, and through the excitation
of a higher lying state, followed by rapid relaxation, one of these excitations is destroyed.
46–48 Following this destruction, a third, fourth, etc. excitation transfer may occur by
repeating this cycle. The probability that a third excitation will be transferred while the
acceptor still is in the state S2 or Sn may generally be neglected and is not accounted for
in the model. Thus, two excitation transfer channels are considered, where the second
one only plays a role if the light source creates more than one excitation in the system.
This gives rise to the following contributions in the master equation:
T(S0,m) = −m kET p(S0,m)
T(S2,m) = (m + 1) kET p(S0,m + 1)
T(S1,m) = −m kET2 p(S1,m) (5.5)
T(Sn,m) = (m + 1) kET2 p(S1,m + 1)
The second and the fourth members of this contribution only occur if m < M.
The master equation (5.1) with the terms on the right hand side given by Eqs.(5.2)-
(5.5) is a set of coupled ﬁrst-order linear diﬀerential equations, which may be cast in the
vector form:
d
dt
P = W(t)P (5.6)
where P is a 4(M + 1) dimensional vector made out of all the possible p(s,m) and the
matrix W(t) follows from Eqs.(5.2)-(5.5). The time dependence of W(t) derives from the
time-dependent intensity I(t) of the light source. Standard techniques may be used to
solve Eq.(5.6). For cw excitation, W becomes time-independent and a simple eigenvalue
analysis may be used by setting P = Pλe−λt. Long after switching on the light source,
transient eﬀects have disappeared and the system reaches the steady state, described by
the eigenmode with eigenvalue λ = 0. The fact that such a mode exists is guaranteed by
the fact that
P
s,m p(s,m) is a conserved quantity in the kinetic model. Of course, the
eigenmode still depends on the actual magnitude I of the intensity.
For pulsed excitation conditions, as is appropriate for the experiments on PC4 de-
scribed in section 5.3, the time-dependence of I(t) is essential. However, if the duration
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T of the pulse is short compared to the decay time τD
10 of the excited state of the donor
units and the excitation transfer time τET, one may approximate the pulse by a block
pulse, which has constant intensity I in the time interval [0,T]; outside this interval, the
intensity is zero. This situation may be treated using two eigenvalue analyses, one during
the pulse and one following the pulse. The evolution of the system during the pulse
follows from a decomposition of the initial state p0(s,m) = δs,S0δm,0 on the eigenmodes
of the ﬁrst (I-dependent) eigenvalue problem. The subsequent evolution after the pulse
follows from a decomposition of the state thus obtained at time T on the eigenmodes of
the second eigenvalue problem. Thus, the state of the system is obtained for all times.
For the experiments on PC4, the excitation pulse was short enough to justify using this
method.
From the solution to the time-dependent distribution function, the ﬂuorescence in-
tensities of the donor units and the acceptor may be calculated, respectively, as:
ID(t) =
M X
m=1
m
Sn X
s=S0
p(s,m;t) (5.7)
and
IA(t) =
M X
m=0
p(S1,m;t) (5.8)
In the low-intensity limit, where at most one excitation is created on each donor-
acceptor system, one immediately ﬁnds
I
(1)
D (t) ∝ e
−(k
D
10+kET)t (5.9)
and
I
(1)
A (t) ∝
h
1 − e
−(k
D
10+kET)t
i
e−k10t (5.10)
Here, the assumption was used that k21  kET and kD
10 + kET  k10, the consistency of
which may be checked after analysis of the experiments.
The above model and procedure to calculate the donor and acceptor ﬂuorescence traces
for various intensities of the light source were applied to the case of PC4. The kinetic
parameters that are known a priori are τD
10 = 1/kD
10 = 16ps, as obtained from ﬂuorescence
measurements on a single donor-spacer unit (Sec.5.3), τ10 = 1/k10 = 11.6ns, as obtained
from ﬂuorescence measurements on the acceptor, and the relaxation time from S2 to S1,
which is 40fs or faster.40 Here, we will assume the upper limit for this parameter to hold:
τ21 = 1/k21 = 40fs. In addition, the low-intensity ﬂuorescence experiments on PC4
reported in section 5.3, have been analyzed already in terms of Eqs.(5.9) and (5.10) to
yield τET = 1/kET = 0.5 ps. Thus, the only two kinetic parameters that are not known
yet are the second transfer time τET2 = 1/kET2 and the acceptor decay time τn1 = 1/kn1,
both of which become important in the nonlinear regime. Numerical calculations were
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Figure 5.9: Simulated time-dependent ﬂuorescence signals of the donor and acceptor units in
the full dendrimer, assuming the level scheme of Fig.5.8 with four donors and two excitations
per molecule on average. The signals are generated for diﬀerent values of the energy transfer
rate kET2 and the relaxation rate kn1. The bottom and top panels display ﬂuorescence of the
donor(D) and acceptor (A) units, respectively. The panels to the left show the dependence
on the energy transfer rate kET2, as indicated in the ﬁgure. The ones on the right show the
dependence on the Sn → S1 relaxation rate kn1 of the acceptor.
performed in this regime for various values of the unknown parameters. The results for
the donor and acceptor ﬂuorescence traces are presented in Fig.5.9. In this example, the
exciting pulse was taken to have a block form with duration T = 70fs and an intensity
I such that per PC4 molecule on average two photons were absorbed during the pulse.
This average excitation density was tuned by monitoring
P
s,m(m+δs,S1 +δs,S2)p(s,m)
at the time t = T.
The results of the calculations reveal that for this excitation density, the decay of the
donor ﬂuorescence is very sensitive to the rate constant kET2 of the second energy transfer
pathway, while the dependence on the rate constant kn1 is much less pronounced. The
physical reason is simply that kET2 directly relates to the loss of donor excitations if
more than one donor unit is excited, while the eﬀect of kn1 is rather indirect and only
should become noticeable if kn1  kET2, a limit that is not reached in the lower right-
hand panel of Fig.5.9. Moreover, kn1 only inﬂuences loss of donor excitation through
the possible limitation of a third, fourth, etc. excitation transfer to the acceptor, i.e. in
the strongly nonlinear regime. By contrast, the growth of the acceptor ﬂuorescence is
particularly sensitive to the value of the rate constant kn1 and much less so to the
energy transfer rate kET2, as long as the latter is not much larger than the former. The
physical explanation is that once a second excitation has been transferred to bring the
acceptor in the non-ﬂuorescent state Sn, kn1 is the limiting factor for returning to the
ﬂuorescent state S1. If kn1 is comparable to, or smaller than kET and kET2, the rise of
the acceptor ﬂuorescence is distinctly non-exponential, with the rise at small times being
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Figure 5.10: The simulated time-dependent ﬂuorescence signal of the acceptor unit (A) in
the full dendrimer as a function of the relaxation rate kn1. The average excitation density
per donor unit and the kinetic parameters are the same as for the upper right hand panel in
Fig.5.9, but the number of donor units is twice as large. For an explanation of the diﬀerences,
see the text.
determined by the time constant 1/kET, while at longer times, when the second transfer
process becomes noticeable, the rise is dominated by the time scale kn1. Conversely,
increasing the relaxation rate kn1 leads to a faster rise of the ﬂuorescence with increasingly
exponential character.
The tendencies, just described, are also observed in calculations with diﬀerent excita-
tion densities. The rise of the acceptor ﬂuorescence is a sensitive probe of the nonradiative
relaxation rate kn1, while the decay of the donor ﬂuorescence depends mostly on the en-
ergy transfer rate kET2. The sensitivities increase with increasing excitation density, or
when keeping the intensity ﬁxed, with an increasing number of donor units M surround-
ing the acceptor. The fact that a larger number of donor units increases the sensitivity of
dendrimer systems to nonlinear eﬀects is demonstrated in Fig.5.10. Assuming the same
kinetic parameters and excitation conditions (half of the donor units excited on average)
as for Fig.5.9, but taking twice as many donors (i.e. PC8 instead of PC4), much stronger
deviations from exponential behavior are observed.
In general, the calculated dynamics of the ﬂuorescence becomes rather independent
of the excitation density when kn1 is large compared to the energy transfer rate kET2
and when the ﬁrst and second energy transfer pathways have comparable rate constants
kET2 ≈ kET. The value of kn1 is determined by the level density and level coupling
mechanisms at the highly excited acceptor state Sn. From the fact that relaxation from
S2 to S1 is already ultrafast (≤ 40fs), it is very likely that relaxation from even higher
lying states is ultrafast as well. The value of kET2 is in the Förster model determined
by the spectral overlap integral J2 between the donor ﬂuorescence and the acceptor S1
excited state absorption. In addition, an orientational factor κ2
2 occurs, that involves the
mutual orientation of the relevant donor and acceptor transition dipoles (see Eqs.(3.37)
and (3.4)).
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Figure 5.11: Pump-probe spectrum (solid) of the acceptor reference compound P, at a probe
delay of 5ps. The scaled steady-state absorption spectrum (short dash) and the diﬀerence
between the pump-probe and scaled steady-state spectra (dash dot) are also shown. The pump-
probe spectrum consists of ground-state bleaching which has the shape of the steady-state
absorption spectrum and broad excited-state absorption which is revealed by the diﬀerence
spectrum.
The overlap integral J2 can be estimated from the pump-probe spectrum of the ac-
ceptor. In Fig.5.11, this spectrum is displayed at a probe delay of 3ps after excitation
at 590nm. The pump-probe signal consists of ground state bleaching of the transitions
to the S1 and S2 states and photoinduced absorption from the S1 state of tetraphenyl-
porphyrin (chapter 2). The bleaching signals can be eliminated by subtraction of the
properly scaled absorption spectrum. The scaling is done by comparing the bleaching
of the Q-bands (the transitions to the S1 states) in the pump-probe spectrum to the in-
verted absorption spectrum. The fact that the extinction coeﬃcient of the ground-state
absorption is known can then be used to calculated that of the absorption spectrum of
the S1 state as well. Using this method, the overlap integral J2 of the second energy
transfer step was evaluated to be roughly 2 times smaller than that of the ﬁrst energy
transfer step.
The inﬂuence of the orientational factor κ2
2, deﬁned in chapter 3, is more diﬃcult to
evaluate. When we assume, as a rough guess, that the transition moments of the upward
transitions from the S1 state are parallel to those of the downward ones (the I and II Q
bands), the average of κ2
2 can be calculated from an MD simulation (see Sec.5.3). In this
way, the value that was obtained for κ2
2 was 1.3±0.1 for the lower-energy state (similar
to the ﬁrst energy transfer step), whereas for the higher-energy state κ2
2 is 2.1 ± 0.3.
This slightly larger orientational factor for the second energy transfer step counteracts
the eﬀect of the somewhat smaller overlap integral. Consequently, the time constants of
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Figure 5.12: Simulated time-dependent ﬂuorescence signals of the donor (left panel) and
acceptor (right panel) units in PC4 for excitation densities of 0.32 (solid), 1 (dash) and 2
(dot) excitations per molecule.
both steps could very well be comparable.
Thus, the fact that in the PC4 system the ﬂuorescence decays are not aﬀected by the
high excitation intensities that lead to singlet-singlet annihilation, while saturation of the
ﬂuorescence eﬃciency at high excitation density clearly points out that such processes
occur, can be adequately explained. It is quite plausible that the eﬃciency of subse-
quent steps in the energy transfer, to diﬀerent states of the acceptor, are comparable in
eﬃciency and that fast regeneration of the primary excited state of the acceptor occurs:
kn1 > kET2 ≈ kET. In Fig.5.12, some calculated ﬂuorescence decays are plotted for ex-
citation densities of 0.32, 1 and 2 absorbed photons per PC4 molecule. From the ﬁgure
it is evident that when kET2 = kET = (500fs)−1 and kn1 = (100fs)−1, the ﬂuorescence
dynamics is insensitive to the excitation density. When ﬂuorescence decay measurements
are performed over a wide range of excitation densities, the limits of the acceptable pa-
rameter values can be rather accurately established. This allows us to give the following
values for these parameters: kET2 = (500 ± 100fs)−1 and kn1 > (200 fs)−1.
5.5 Conclusions
We studied a newly synthesized coumarin-tetraphenylporphyrin donor-acceptor system
by time and frequency resolved ﬂuorescence spectroscopy. This molecule can be consid-
ered a ﬁrst generation dendrimer, with four donors for every acceptor unit. The energy
transfer kinetics was shown to be fast (transfer time ca. 500fs) and eﬃcient (transfer
eﬃciency ca. 97%).
The fact that multiple donors are present, allows in principle to study interactions
between excitations. Although in general it is expected that the energy transfer kinetics
depends on the number of excitations in the system, surprisingly the ﬂuorescence decays
turned out to be quite insensitive to the numbers of excitations in the system, under
conditions where the excitations must certainly inﬂuence each other. To explain these
results, a model was proposed in which an annihilation channel on the acceptor is opened
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at high intensities. This occurs in such a way that the change in population dynamics
does not aﬀect the ﬂuorescence transients of both donor and acceptor.
A detailed numerical analysis showed that the observed ﬂuorescence transients are not
sensitive to the occurrence of annihilation when the rate of the second (and more) energy
transfer steps is similar to that of the ﬁrst one and the relaxation from the resulting
highly excited state of the acceptor is fast compared to the transfer time(s). The PC4
system was shown to fulﬁll these conditions.
In order to study the interactions between excitations in dendritic donor-acceptor
systems more sensitively, either the rates of the subsequent energy transfer steps should
be more diﬀerent, or the relaxation from the multiple excited states of the acceptor should
occur more slowly. This latter condition is hard to satisfy, since highly excited molecular
states usually relax quite rapidly∗. This process is the basis of all annihilation phenomena.
The ﬁrst condition, however, is one that is probably easily fulﬁlled in many systems.
Also, it can be checked by pump-probe experiments since these contain information on
the Förster overlap integral that governs the energy transfer to doubly excited states.
Finally, to study excited-state interactions it would be advantageous to use higher
generation dendrimers, since an increase in the number of donors enhances the nonlinear
eﬀects due to excitation interactions already at relatively low irradiation levels. Thus,
the dynamic range of conditions over which the interactions can be studied, is increased.
5.6 Experimental
The synthesis of PC4 was performed as follows. The tetra-(4-carboxyphenyl) porphyrin
was synthesized from 4-carboxybenzaldehyde and pyrrole in an acid catalyzed conden-
sation reaction.49 This porphyrin was coupled to piperazine using pivaloyl chloride as
a coupling reagent.50 The donor, 7-methoxycoumarin-3-carboxylic acid, was synthesized
according to the procedure given by Tapia et al.51 The donors were subsequently cou-
pled to the piperazine-functionalized porphyrin using PyBOP, a peptide coupling reagent,
to give compound PC4.52 The analytical data (1H and 13C NMR, MS) for PC4 are in
agreement with its structure.
The time-resolved measurements were performed on solutions of PC4 in NMP (1-
methyl-2-pyrrolidone). NMP was used because PC4 has a low solubility in most com-
monly used organic solvents. The concentration of PC4 was 1.0 × 10−4 M, yielding an
optical density of 0.17 in a 0.2mm cell at the excitation wavelength of 330nm. The
concentrations of compounds P and C were and 1.4×10−4 and ca. 4×10−4, respectively.
In the ﬂuorescence upconversion measurements, the 70-fs excitation pulses with en-
ergies that were varied between 6nJ and 640nJ were focused into the sample by a 10cm
lens. The excitation density in units of number of absorbed photons per molecule was cal-
culated by taking into account both the concentration and optical density of the sample,
as well as the energy of the excitation pulse and the irradiated volume. The irradiated
∗metalloporphyrins, with an S2 lifetime of a few ps, may be suitable candidates.
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volume was taken to be that of a cylinder with a length equal to the optical pathlength
of the sample (0.2mm) and with a diameter corresponding to the FWHM of the spatial
distribution of the excitation beam (40±5µm). The intensity proﬁle was measured by
scanning of a pinhole of 25µm diameter through the focused beam. At the lowest ex-
citation energy of 6nJ, the excitation density was calculated to be about 0.15 absorbed
photons per PC4 molecule. At the approximately 100 times larger excitation energy of
640nJ, the excitation density was calculated to be 7.7 absorbed photons per single PC4
molecule or only about 50 times higher. The lower eﬃciency of the excitation process is
due to saturation of the absorption of PC4 and to considerable two-photon absorption of
the solvent.
The ﬂuorescence eﬃciency of P, C and PC4 were investigated as a function of irra-
diation intensity by recording the ﬂuorescence of the sample at 450nm (donor) or at
650nm (acceptor). The energy of the excitation pulses at 330nm was varied from 3nJ to
1.4µJ. In order to avoid non-linear eﬀects such as white-light generation and two-photon
absorption of the solvent, the pulse had to be stretched considerably to over a ps.
The photostability of PC4 was determined at low and high irradiation intensities by
monitoring the ﬂuorescence of both the donor and the acceptor. To test the low-intensity
photostability, the sample was continuously and uniformly irradiated at 330nm with
1.6µJ pulses, resulting in an excitation density of about 1 absorbed photon per 1500
molecules. After about 1 hour of irradiation (>1019 photons absorbed), the amount of
ﬂuorescence of the acceptor at 650nm was observed to decline. The spectral changes
indicate that the porphyrin group is aﬀected. Deoxygenation of the sample resulted in a
faster onset of the photodecomposition, which, however, occurred at a much slower rate.
To test the photostability at high excitation intensities, the laser beam was focused
into the sample to a spot of diameter of about 40µm using a 10cm lens. This resulted in
an excitation density of more than ten absorbed photons per PC4 molecule. Up to ab-
sorption of about 6 photons per molecule per laser pulse, the photodecomposition showed
no nonlinear eﬀects. At higher excitation intensities, the ﬂuorescence of the donor is seen
to increase while that of the acceptor decreases simultaneously. This behavior can be
explained by nonlinear enhancement of the photodecomposition of the acceptor (as was
found above for low-intensity irradiation) or nonlinear photodetachment of donors from
the acceptor. The fact that the high-intensity eﬀects are observed only at very large ex-
citation densities strongly suggests that multi-photon excitation of a single chromophore
or the spacers is the main reason for the nonlinear part of the photodegradation.
All measurements, reported below, were performed at room temperature under con-
ditions where photodecomposition is either insigniﬁcant, or can be corrected for in a
straightforward manner.
From the MD simulation on PC4 (Sec.5.3) it was clear that, due to the angles on
the carbonyls and the nonplanarity of the 6-membered ring in the spacer, the coumarin
groups roughly move along the surface of a cone with a half-top angle α = 55 ± 10deg:
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Our estimate of hκ2i stems from the model depicted above. When we treat the porphyrin
as a linear dipole and perform a (dynamic) average over the angle β, we obtain a value
of 1.3±0.2 for κ2 (the extremes being determined by α). When the porphyrin is instead
treated as a planar oscillator, κ2 = 2.1 ± 0.2.
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99CHAPTER 6
BTCP-based Photochromic Switches:
Potential Controllers of Energy Transfer
I’ve come to set a twisted thing straight
Suzanne Vega
In the previous chapters excitation energy transfer (EET) has been discussed in two dif-
ferent supramolecular systems. The following chapter deals with photochromic switches
that may be used to photochemically regulate EET and/or electron transfer between
diﬀerent units in (supra)molecular systems.1–3
Photochromism is deﬁned as a reversible photo-induced chemical reaction during
which optical, dielectric and conformational properties of molecules change. The dif-
ferences in the properties of the states of the photochromic switch can be exploited to
give the switch a variety of functions.1,4–6 In order to fulﬁll these functions properly,
photochromic switches should be highly photostable, photoconversion between the dif-
ferent chemical states of the switch should be highly eﬃcient and the interconverting
states should be thermally stable. Among several classes of molecular photochromic
switches that have been developed, bisthienylcyclopentenes (BTCPs, Fig.6.1)7,8 are the
most promising. Besides the necessary high thermal and photostability, BTCP-based
compounds feature remarkable switching sensitivity (high quantum yield) and rapid re-
sponse.7–10 The most commonly used switches with a perﬂuorinated cyclopentene ring
were originally developed in the group of Irie;8 in the Feringa group in Groningen a syn-
thetic route was developed for the perhydro-variant that allows to produce the switch in
large quantities from cheap starting materials.11–13
The chemical structures of 1,2-bis(2-methyl-thien-3-yl)cyclopentene in the open- (O)
and closed- (C) ring conﬁgurations are presented in Fig.6.1. Ground-state interconver-
sion between the isomers is prohibited but upon UV-irradiation O converts to C. AsChapter 6. Photochromic Switches
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Figure 6.1: Molecular structures and photoconversion of bisthienylcyclopentene-based pho-
tochromic switches. For the system investigated here, R = R
0 = C6H5.
a consequence of the near-planar geometry of the tetraene moiety in C, π-conjugation
spreads throughout the molecule resulting in the appearance of a new red shifted absorp-
tion band, as can be seen in Fig.6.4. Upon visible irradiation this conjugation is broken
again by opening of the ring to yield the initial open form O.
In this chapter we will try to reconstruct the sequence of events following excitation
of the open form of the particular switch with phenyl substituents (1,2-bis(5-phenyl-2-
methyl-thien-3-yl)cyclopentene or B-DTCP) in some detail. We will do this by comparing
the results of pump-probe measurements on the B-DTCP system to diﬀerent quantum
chemical calculations performed on bisthienylcyclopentenes. In addition, the switching
behaviour will be compared to that of a widely used analog possessing a perﬂuorinated
cyclopentene bridge. The chapter is organized as follows: after the introduction in section
6.1, B-DTCP and its linear optical properties are introduced in section 6.2. The results
of femtosecond pump-probe and transient anisotropy experiments on B-DTCP are then
presented in section 6.3. These results are discussed and related to diﬀerent theoretical
calculations in section 6.4. Finally, the inﬂuence of perﬂuorination of the cyclopentene
bridge will be investigated in section 6.5.
6.1 Introduction
The now widely used bisthienylcyclopentene switches result from a decade of intensive
research. The considerations involved in the design of these molecules will be brieﬂy
reviewed here.
The prototype reversible ring closure reaction is the conversion of hexatriene (HT) to
cyclohexadiene (CH):
h
hVIS
UV
The mechanism of this reaction is predicted by the Woodward-Hoﬀman (W-H) orbital
symmetry conservation rule,14 which states that during concerted single-step reactions
the symmetry of the individual molecular orbitals should be conserved with respect to
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Figure 6.2: Frontier molecular oribitals of HT in the ground and HOMO-LUMO excited
state as well as their orbital correlations for ring closure under Cs (left) and C2 (right)
symmetry.
symmetry elements present throughout the reaction step.
In the original WH method, symmetry conservation of only the frontier orbital (the
highest occupied orbital) was considered. The main idea is clariﬁed is Fig.6.2, which
gives a pictorial representation of the frontier orbitals of CH and HT in the ground and
ﬁrst (HOMO-LUMO) excited state. The center column in Fig.6.2 shows the orbitals of
the (all-cis) open-ring conformer, while those of the closed-ring conformer are shown in
both the left and the right column. During the ring closure reaction of HT, symmetry
may be conserved with respect to either the (σv) mirror plane (symmetry species Cs, left
column) or the C2 axis (C2 symmetry, right column) of the molecule, and the frontier
orbital correlations are shown for both the Cs and C2 cases.
First consider the ground state. The HOMO is the frontier orbital. It can be seen that
its energy goes up when the ring closure proceeds under C2 symmetry due to resulting
negative overlap between the terminal carbon atoms, whereas its energy is lowered under
Cs symmetry due to positive overlap. In the excited state, when the LUMO is the consid-
ered frontier orbital, the opposite holds. Therefore the correlations of the frontier orbitals
suggest that barrierless ring closure can occur in the ground state under conservation of
Cs symmetry, and in the ﬁrst excited state under conservation of C2 symmetry. The ac-
tual ‘transformation’ of the orbitals proceeds via mixing with other orbitals of the same
symmetry. Because orbital mixing results in either a counterrotation or a conrotation
of the terminal substituents of HT, these reaction pathways are termed disrotatory and
conrotatory, respectively.
A more realistic picture of the reaction is obtained from a full state correlation dia-
gram, which takes into account the energies of all occupied π-orbitals in a given electronic
state as well as the non-crossing rule for states of the same symmetry.15 A state correla-
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Figure 6.3: State correlation diagrams for HT vs. CH under conservation of Cs (left) and
C2 (right) symmetry. The grey curve qualitatively indicates the excited-state potential energy
surface obtained from quantum chemical calculations.
tion diagram for the HT to CH interconversion containing a minimum of electronic states
is shown in Fig.6.3.
It becomes clear from diagrams 6.2 and 6.3 that ’symmetry allowedness’ is directly
related to the absence of a transition state with an energy above that of the initial and
ﬁnal states, as is the case for the 1A1 ground state under Cs and for the 1B2 excited state
under C2 symmetry. This indicates that the W-H rules can make predictions for reactions
even when no strict symmetry is present. On the down side, steric interactions between
subtituents can prevent/promote the symmetry allowed/forbidden pathway, making the
W-H rules less useful in the presence of bulky side groups. In addition, the predictive
power of the rules is expected to be weaker for excited state reactions, as the LUMO is
only singly occupied.
Early valence bond calculations on the excited-state butadiene to cyclobutene ring
closure by Van der Lugt and Oosterhoﬀ16 showed in fact that at conformations interme-
diate between that of the open-and closed-ring ground states, the energy of the doubly
excited 2A1 state goes to a value below that of the singly excited 1B2 state, as indicated
by the grey curve in Fig.6.3. Thus, the overall reaction pathway of both the ring closure
and opening should be: population of the bright 1B2 excited state, followed by relaxation
to the doubly excited 2A1 state and subsequent relaxation via an avoided crossing with
the ground state potential energy surface. Detailed CASPT2 calculations17–19 have left
this picture largely unchanged except for the fact that ground state population proceeds
via a conical intersection at an energy slightly above that of the avoided crossing. It was
also noted that, while the (femtosecond) ring-opening by means of cleavage of the center
carbon-carbon bond proceeds within the 1B2 state, the ring closure should proceed only
in the ﬁnal step of ground-state formation.17
Recent time-resolved pump-probe measurements have identiﬁed the rates of the reac-
tion steps. In the gas phase, the ground state of HT is produced with a time constant
of 77fs20 after excitation of CH. Even in (cyclohexane) solution the ground state of HT
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is produced with a time constant τ2A1−1A1 of ca. 250fs.21 The reverse reaction proceeds
similarly with τ1B2−2A1 = 200 ± 50 fs.22 The ultrafast production of the ground state
conﬁrms the idea that a low-energy conical intersection plays a major role in the ﬁnal
reaction step. Additionally, from resonance Raman measurements it is clear that the
transition to the 2A1 potential energy surface proceeds with a time constant τ1B2−2A1
= 10fs,23,24 while for the cyclisation reaction τ1B2−2A1 = 20fs.25 These very small time
constants indicate that hardly any nuclear displacement occurs within the initially excited
(1B) state and that the 1B and 2A excited states are in fact nearly degenerate.
The full switch molecule is a much larger structure that accommodates thermally stable
as well as spectrally separated states; the relevant structural additions will be discussed
next. First of all, the switch features cyclopentene and thiophene rings that prevent the
formation via cis-trans isomerisation of trans-conformations. However, DTCPs in the
open form still possess rotational freedom around the single bonds connecting the thio-
phene and cyclopentene rings. NMR measurements on some members of the diarylethene
family26,27 have shown that as a result of this, 2 open-form conformations exist in so-
lution in a near 1:1 ratio. In one of the conformers the two central CH3-groups point
in the same direction (providing Cs-symmetry), in the other in opposite directions (C2-
symmetry). The central cyclopentene ring in principle breaks these symmetries, but it
is still useful to discuss the level structure and dynamics of B-DTCP in terms of the
(approximate) symmetries. Based on the W-H rules, the C2 conformer is expected to
undergo conrotatory ring closure in the excited state.
Next, the methyl groups attached to the central thienyls (Fig.6.1) are added to provide
chemical stability against hydrogen elimination in the presence of oxygen,8 which would
ﬁx the switch in the closed-ring form. They also provide a barrier to ground-state ring
closure in the Cs conformation via steric hindrance. Increased steric hindrance induced by
replacement of the methyl groups with bulky isopropyl28 or cyclohexyloxy29 substituents
even raised the energy of the Cs conformer in the open form so much that its molar fraction
was reduced from ca. 0.5 to <0.1.
Finally, the inclusion of the aromatic thienyl groups serves two purposes. First of all,
quantum chemical calculations show that the energy of the closed form is generally higher
than that of the open form.30–32 Thermal stability of the closed form therefore depends
on the barrier height (see Fig.6.3), which itself depends on the energy diﬀerence between
open and closed form. This energy diﬀerence can be changed by tuning the aromatic
stabilization energy of the side groups in the open form, and it was concluded that the
smallest energy diﬀerence was obtained for thienyl and furyl groups.32 An additional
eﬀect of the thienyl groups is the lower excitation energy of the closed form of the switch
due to the larger π-conjugation area. This allows to adress the open form of the switch
separately from the closed form.
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In the last decade many experimental investigations on the switching dynamics of var-
ious bisthienylperﬂuorocyclopentenes were performed, including both ring-closure33–38
and ring-opening30,39–41 reactions. The time constants reported in literature for ring-
opening reactions vary from 2.2ps39 and <10ps35 to 30±10ps41 and 325ps,30 while
ring-closure times are substantially shorter and much less spread with time constants
ranging from 1 to 3ps.36–38,42 This, together with the low quantum yields of the ring
opening reaction and near unity quantum yields for the ring closure reaction,8,26,28,34,43
is an indication that the opening involves crossing a barrier on the excited-state potential
energy surface but that the cyclisation occurs without a barrier∗.
Whereas ab initio calculations44–46 indicate that the ring closure reaction proceeds via
a dark 2A1 state as in the case of the simple HT to CH reaction, dark intermediates were
not found from semi-empirical calculations.1,34 Indeed, no intermediates in the pathway
of the ring-closure reaction were observed by Ern et al.42 in the case of 1,2-bis(5-formyl-
2-methyl-thien-3-yl)perﬂuo-rocyclopentene, by Ohtaka et al.36 in the case of diarylethene
derivatives with terthiophene and by Owrutsky et al.37 in the case of 1,2-bis(5-pyridyl-
2-methyl-thien-3-yl)perﬂuorocyclopentene. In contrast, for a diarylethene structure with
thiophene oligomers as side groups, Tamai et al.38 reported the rapid (ca. 100fs) formation
of an intermediate state, followed by ring closure with a time constant of about 1.1ps. In
that study the nature of the excited states was not discussed. Electronic-conformational
relaxation to a precursor state on a time scale of about 0.9ps, followed by ring-closure
with a time constant of about 10ps, was also reported by Ern et al. in the case of 1,2-
bis(5-anthryl-2-methyl-thien-3-yl)perﬂuorocyclopentene,34 while recently the existence of
a precursor to the ring closure which is formed within less than 1ps was also reported by
Bens et al. for a bisthienylethene with a large π-electron system.47
All measurements on the ring closure dynamics reported so far were performed with a
time resolution of a few hundred femtoseconds. In this chapter, the results of spectroscopic
studies on the switching behavior of B-DTCP with a time resolution below 100fs are
presented. In this way the presence or absence of precursor states to the ring closure
reaction itself can be unequivocally established. The work presented here is also the ﬁrst
study of bisthienylcyclopentene switches possessing nonﬂuorinated cyclopentene moieties.
Later in the chapter (Sec.6.5) the connection with the better known perﬂuoro-switches
will be made.
Since the ring closure by deﬁnition is related to conformational changes in the molecule,
a second goal of our studies is to trace the orientational dynamics in the switch molecule
during the ring closure reaction. This should provide important information on the
mechanism of the switching process. The nature of the electronic states, involved in the
ring closure reaction, is established by comparing the experimental results to electronic
structure calculations.
∗As the ring-opening is Woodward-Hoﬀman allowed and the barrier was not observed in the case of
the CH to HT ring opening, it is thought to be related to strain generated by the framework consisting
of the cyclopentene and thiophene rings.
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Figure 6.4: Steady-state absorption spectra of B-DTCP in the open form (solid line), B-
DTCP in the closed form (dotted line) and the BT chromophore (dashed line) that constitutes
the side groups of B-DTCP. The solvent is cyclohexane.
6.2 Linear optical properties and photoconversion path-
ways
The steady state absorption spectrum of the open form of B-DTCP, dissolved in cyclo-
hexane, is presented in Fig.6.4. In addition the steady-state absorption spectrum of the
2-phenyl-5-methyl-thiophene (BT) chromophore (0.1mM solution in a 1cm quartz cell)
is given. The diﬀerence between the shapes of the steady-state absorption spectra of B-
DTCP and the BT chromophore indicates an electronic interaction between the two BT
groups in the open-ring molecule. However, the fact that the energies of the lowest-energy
allowed transitions are similar in both cases implies that the interaction is rather weak.
Upon photoexcitation in UV (extinction coeﬀ. εO,310 = (21.2±0.3)·103 Lmol−1cm−1),
the open form is converted into the closed form, resulting in the appearance of a new
red shifted absorption band. Because of non-zero absorption of both the open and closed
forms in the UV spectral region, upon UV irradiation the ring-closure and ring-opening
take place simultaneously. This leads to an equilibrium situation determined by the
relative quantum yields φOC and φCO of the ring closure and ring opening reactions,
respectively, and results in an absorption spectrum that is determined by both the open-
ring and closed-ring conformers. The ratio between the number of B-DTCP molecules
in the open-ring and closed-ring forms for a given sample can be determined by proton
NMR spectroscopy. Using this ratio, the steady state absorption spectrum of the closed
form (εC,550 = (16.6±0.3)·103 Lmol−1cm−1), also shown in Fig.6.4, is obtained by sub-
tracting the open-form absorption spectrum from that of the mixture of closed-ring and
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Figure 6.5: Photoconversion pathways. The optical density at 550nm is plotted as a func-
tion of the irradiated energy at 315nm. In the inset, which shows the initial part of the
photoconversion, the values on the x- and y-axis have been converted to numbers of absorbed
photons and numbers of closed-form molecules, respectively (see text)
open-ring molecules.
In order to determine φOC and φCO, a 0.14mM solution of B-DTCP in cyclohexane
was irradiated by 300µW of UV light at a wavelength of 300nm, while monitoring the
build-up of the lowest-energy absorption band of the closed form with a weak probe
at 550nm; this is shown in Fig.6.5. The known ratio between the number of B-DTCP
molecules in the open-ring and closed-ring forms allows us to convert the observed optical
density into the number of absorbing molecules. The slope of the absorption curve thus
obtained gives the value of 0.6±0.1 switched molecule per absorbed photon (the error is
mainly determined by the accuracy of the measurement of the power of the excitation
light). By taking into account that of the two open-form conformations present in the
sample only the one having C2 symmetry can photoswitch, and that interconversion
between the two forms by rotation of the side arms is a slow process on the time scale
of switching, we can conclude that the ring closure quantum yield of the C2 conformers
is very close to one. The observed quantum yield was found to be independent of the
excitation wavelength in the spectral region 290–330nm, suggesting that barrierless ring
closure takes place.
The quantum yield of the reverse reaction upon excitation at 300nm can be obtained
from the irradiation data presented in Fig.6.5 by ﬁtting the data to a model for the
photoconversion pathways. From Fig.6.5 it can be seen that the photostability of the
switches (usually named fatigue resistance) is limited. According to Higashiguchi et al.
48,49 the main decomposition pathway is from the excited state of the closed form, which
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leads to the following scheme of photochromic reactions:
O
kOC − ← − − − − − − → −
kCO
C
kCD − − − − − → D
where O, C and D represent the open, closed and ’decomposed’ forms of the B-DTCP
molecules, and kOC, kCO and kCD are the rate constants of ring-closing, ring-opening
and photodecomposition, respectively. This model predicts a biexponential evolution
of the concentrations C and D; the corresponding rate constants k1 and k2 represent
the growth in absorption and its decay, respectively, and are related to the physical
rates by k1 + k2 = kOC + kCO + kCD and k1k2 = kOCkCD. Biexponential ﬁts of the
550nm absorption curves presented in Fig.6.5 yield rate constants k1 = 5.5·10−3s−1 and
k2 = 3.1·10−5s−1, which shows that decomposition is slow compared to the approach to
equilibrium between O and C.
Under the assumption kCD  kOC,kCO, the fraction of C at equilibrium was found
to be 0.89. Using both φOC and this equilibrium fraction, φCO was then estimated to
be 0.13 ± 0.05.
The observed quantum yield of the ring opening of B-DTCP obtained here is rougly
10 times higher than is generally reported for DTCPs (see for instance Refs.8,26 and 50).
However, it is known that φCO increases with the excitation frequency within the lowest
excited state.33,50 In addition, Miyasaka et al.40 found that upon multiphoton (2-step
sequential) excitation of the closed form (excitation wavelength 532nm) φCO increases
by up to 50 times, from 0.013 at low excitation intensity26 to 0.7 at high intensities
(about 7 photons/molecule). Our ﬁnding is consistent with these observations, and can
be explained in two ways: either for some higher-lying states the potential energy barrier
to ring opening is smaller than for S1, or the larger amount of vibrational energy dumped
in the molecule allows the switch to overcome the barrier that is present in the S1 state.
From the above it is clear that during the time resolved experiments on the ring closure
process, molecules in the open form are continuously being converted into the closed form.
This means that ﬁnally both types of molecules will be excited by the pump pulses,
which considerably complicates the interpretation of the observed transients. However,
at low irradiation doses and not too small sample volume, the net eﬀect of this build-up of
photo-product is limited and we can assume that only the forward reaction is probed. The
average laser power in the pump-probe experiments is about 70µW, which is equivalent
to 1·1014 photons/s. With an optical density of 0.3 at the excitation wavelength and a
switching probability of 0.5, this leads to the creation of 2.5·1013 molecules in the closed
form per second. Initially, the ﬂow system contains 30mL solution of the molecules in
the open form at a concentration of 0.7mM, meaning that the total amount of switch
molecules is about 1.3·1019. If we take as the acceptable limit for contamination of the
solution the situation that at most 5% of the molecules are in the closed form, the sample
can be irradiated for about 2.6 · 104 seconds (7 hours) before replacement is necessary.
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Figure 6.6: Normalized pump-probe transients for B-DTCP in cyclohexane at diﬀerent
probe wavelengths. Probe wavelengths are indicated in the panels. Areas corresponding to
preswitching, ring closure and postswitching dynamics are marked grey, white and striped,
respectively.
6.3 Ultrafast dynamics
The ultrafast dynamics of the ring closure reaction has been studied by us in detail using
polarization sensitive pump-probe spectroscopy. Fig.6.6 gives an overview of the reaction
by showing four typical pump-probe transients obtained after excitation of the open form
at 310nm. At all probe wavelengths, the dynamics can be separated into three regimes:
ﬁrst, ultrafast dynamics (0–0.5ps) is observed over the whole 360–700nm spectral region,
then a 4.2ps decay occurs with varying amplitude throughout the investigated spectral
region, and ﬁnally some slower absorption changes occur on a few tens of picoseconds
time scale. In the following sections, we will refer to these three regimes in the observed
transients as pre-switching dynamics, ring closure, and post-switching dynamics. The
arguments for these assigments will be presented below and more extensively in the
Theory and Discussion section (Sec.6.4).
6.3.1 Pre-switching dynamics
The experimentally observed ultrafast part of the pump-probe response is summarized
in the contour plot of Fig.6.7. In Figs.6.8a and 6.8b slices of this contour plot are shown
along the frequency and time axes, yielding transient absorption spectra at particular
delays and pump-probe transients at particular wavelengths, respectively. Following the
spectra in time, a number of important observations can be made. First of all, the initial
photoinduced absorption spectrum (at a pump-probe delay of 0fs) is situated in the
spectral region 430-480nm. As shown in the top left frame of Fig.6.8a, this spectrum
closely resembles the photoinduced spectrum of the individual BT chromophores that
constitute the side groups of the switch, again conﬁrming that the diﬀerent parts of
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Figure 6.7: Contour plot representing the subpicosecond dynamics of B-DTCP in cyclo-
hexane. The change in OD is plotted as a function of probe wavelength (vertical axis) for
pump-probe delays up to 650fs (horizontal axis). ∆OD is positive at all wavelengths; darker
shading indicates larger ∆OD.
the molecule are only weakly coupled when the switch is in the open form. Similar
observations were made by Tamai et al.38 and Owrutsky et al.37
Second, while the initially excited band rapidly decays, a red-shifted photoinduced
absorption band in the 550–700nm spectral region builds up on the same time scale. This
precursor-successor relation is modiﬁed by a rapid spectral blueshift of the newly formed
band from about 650 to 500nm, during which also line broadening together with a small
drop in intensity occurs. These fast spectral changes do not occur upon excitation of a
single BT molecule, which means that they are related not to intra- but to interchro-
mophore conformational changes. After a few hundred femtoseconds, no spectral changes
occur anymore, as can for instance be seen from the right middle and bottom panels in
Fig.6.8a, where it is shown that the 500fs and 2.5ps transient spectra are practically
identical. Only an overall decay of the spectrum on a picosecond time scale is observed,
which, as we will argue below, is related to the process of ring closure.
In order to parameterize the dynamics, a simple phenomenological model was adopted,
and the pump-probe transients, such as those displayed in Fig.6.6, were ﬁtted globally.
According to the model, the measured signal at probe frequency ω during the ﬁrst few
picoseconds when the post-switching dynamics can be neglected is expressed as:
SSW(ω,t) = gpre(ω) · e−kpst
+ gsuc(ω,t) · (1 − e−kpst) · e−kclt (6.1)
+ gcl(ω) · (1 − e−kclt)
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Figure 6.8: a. Transient absorption spectra of B-DTCP in cyclohexane at diﬀerent probe
delays. The solid lines are added as a guide for the eye. The dashed line in the upper left
panel represents the transient absorption spectrum of the BT chromophore. b. Pump-probe
transients of the same sample. The solid lines are ﬁts according to the model presented in
equations 6.1 and 6.2.
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Here, gpre(ω) is the photoinduced absorption spectrum of the initially excited state (the
precursor), gsuc(ω,t) is the photoinduced absorption spectrum of the state that appears
with a small delay (the successor) and gcl(ω) is the absorption spectrum of the closed
form of the molecule, that appears on a picosecond time scale (vide infra). The precursor
goes over to the successor with rate constant kps, while the ring closure rate constant is
kcl.
The spectra g(ω) can, in principle, be obtained from global ﬁtting of the data. For
the precursor and closed form of the molecule this is not diﬃcult, since they dominate
the spectrum at extremely short and long delay times, respectively. For the successor
state the uncertainty is larger, although there is a spectral region (550–700nm) where
the induced absorption is dominated by this state.
In Eq.6.1, the following assumptions are made: ﬁrst, it is assumed that the timescales
of preswitching and ring closure are separable. Second, the spectra gpre(ω) and gcl(ω)
of the precursor and the ground state of the closed form are considered to be stationary,
while the spectrum gsuc(ω,t) is explicitly time dependent due to the rapid blueshift
and line broadening that is observed in Figs.6.7 and 6.8a. Therefore we approximate
gsuc(ω,t) by an exponentially shifting and broadening gaussian with central frequency
ωc(t) = ω0 + ωbl ·(1−e−kblt) and line width ∆ω = ∆ω0 + ∆ωbl ·(1−e−kblt). ωbl
and ∆ωbl are the amount of blueshift and line broadening, respectively, and kbl is the
rate constant of the process.
In the ﬁtting procedure, the kinetic parameters were found to be k−1
ps = 70±15fs for
the conversion from the initially excited state to the successor state, k−1
bl = 150±30fs for
the spectral dynamics of the successor state, and k−1
cl = 4.2±0.6ps for the ring closure.
This shows that the previously made assumption that the timescales for the processes
kps and kcl are separated is more or less valid.
The model just described gives good results on the red side of the pump-probe spec-
trum, but yet another dynamical process has to be added in order to explain the transients
to the blue of 500nm. From 410–490nm, a 325fs decay component was observed, while
from 350–380nm a delayed growth of the signal with the same time scale occurs. This
can be modelled by adding to Eq.6.1 two more terms:
SNON−SW(ω,t) = gpre(ω) · e−kpnt + gnsw(ω) · (1 − e−kpnt) (6.2)
We believe this process to be totally unrelated to the switching from the open form to the
closed form of the molecule. One reason for this conjecture is that in these wavelength
regions absorption bands appear that do not display any dynamics at the time scale of a
few picoseconds, as can be seen in Fig.6.6. Therefore, the ring closure rate constant kcl
does not appear in Eq.6.2. This indicates that we are observing transient contributions
from non-switching conformers of B-DTCP. As discussed above, when the geometry of
the side chains is such that the central CH3-groups provide too much steric hindrance
(Cs-symmetry), ring closure does not occur.
In Fig.6.8b, representative ﬁtting curves are shown which reproduce all details of
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Figure 6.9: Transient spectra of B-DTCP recorded at delay times of 3 (solid line) and 9ps
(dashed line). The circles with error bars show the relative contribution of the 4.2-ps decay
process in the observed transients.
the dynamics and clearly demonstrate the success of the model. Both the processes of
the switching molecules (Eq.6.1) and those of the non-switching molecules (Eq.6.2) were
included in the global ﬁtting routine. Since the timescale of the ultrafast dynamics is very
close to the time resolution of the experiments, the response functions were deconvoluted
from the experimental traces by using their crosscorrelation function, as measured by sum
frequency generation (for details see chapter 2). The ﬁnal result is as described above:
both the switching and the non-switching conformers display dynamics at ultrafast time
scales (k−1
ps = 70fs and k−1
bl = 150fs for the switching ones and k−1
pn = 325fs for the
non-switching ones). However, on the time scale of a few picoseconds, only the switching
conformers show further spectral changes. These are related to the ring closure process.
6.3.2 Formation of the closed form
The ultrafast transients reported above are too fast to be associated with substantial
movements of large parts of the molecule. It is therefore unlikely that they reﬂect the
time scale of the ring closure, which involves movements in both the central ring of
the molecule and in the side chains. Instead, the time constant of τcl = 4.2ps that is
present at all probe wavelengths >450nm, but with a varying amplitude, is a more likely
candidate. The relative weight of this contribution to the observed transients as a function
of frequency is displayed in Fig.6.9. It is clear that the dynamics occur predominantly
from the successor state, deﬁned above, while around 430nm a band appears that relaxes
much more slowly.
As was mentioned in the introduction, time constants in the range from 1 to 3ps, were
reported by Tamai,38 Ern42 and Owrutsky37 in the case of ring closure of bisthienylperﬂuo-
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rocyclopentene derivatives. The main diﬀerence with these systems is the ﬂuorination
of the central cyclopentene bridge. The diﬀerence in time constants indicates that the
ﬂuorination speeds up the C–C bond formation.
The absorption band at 430nm which does not display dynamics at a few picoseconds
time scale, suggests that there are species present that do not participate in the switching
process. As discussed in section 6.3, this is very likely due to molecules in the open
ring form with an approximate Cs conformation that prevents ring closure.8,26,27 The
photoexcitation of these molecules leads to rapid dynamics that is observable in the
blue part of the pump-probe spectrum, until a state is reached that apparently has an
absorption maximum at 430nm.
At the probe wavelength of 700nm, where only the successor state absorbs, the pump-
probe signal relaxes to zero exponentially with the time constant of 4.2ps. Therefore, it
can be concluded that the switching eﬃciency of the conformers that are able to do so
is very close to one. When we also take into account that the value of φOC is 0.6 (see
section 6.1), it is conﬁrmed that the ground-state equilibrium ratio between the switching
and non-switching conformations of the open form of the B-DTCP molecules is close to
1:1.
6.3.3 Post-switching dynamics
Fig.6.10 displays photoinduced absorption spectra in the time window 10–100ps. In
order to help visualize the spectral dynamics the spectra are normalized in the region 500–
550nm. The main features are a decay of the absorption band at 430nm, a narrowing
on the red side of the spectrum (550–620nm), and an apparent red shift of the band
at about 520nm. Although these eﬀects are due to diﬀerent phenomena, they occur
on similar timescales. At the longest recorded pump probe delay of 100ps, the shape
of the photoinduced absorption spectrum begins to approach that of the ground-state
absorption of the closed form.
The band centered at 430nm and attributed to the photoinduced absorption of the
non-switchable conformers has partially decayed but is still clearly recognizable at a
delay of 100ps. This implies that the lifetime of the excited state of the non-switchable
conformers is in the order of a hundred picoseconds.
The narrowing on the red side of the spectrum is indicative of vibrational cooling,
which apparently also is not completed, yet, at a delay of 100ps. The switching process
involves the radiationless transition of the successor state of the open form to the ground
state of the closed form. Consequently, there is a substantial amount of excess vibrational
energy in the hot ground state of the closed form, directly after the switching. The decay
constant associated with the cooling process is about 50ps, as inferred from the data of
Fig.6.10. This relatively low speed of cooling might originate from the large amount of
vibrational energy that needs to be dissipated. In this case the cooling process becomes
associated not only with the excitation of rotational modes of solvent molecules in the
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Figure 6.10: Transient spetra at delays of 10ps (bold line) and 100ps (regular line). The
spectra are normalized in te spectral region 500–550nm. The steady-state absorption spec-
trum of the closed form is added for comparison. The dashed and dotted arrows indicate
the decay of the band centered at 430nm and the matching redshift of the band at 530nm,
respectively. The solid arrow points out spectral narrowing as a result of vibrational cooling.
closest surrounding, but also with the distribution of the energy between the solvent
molecules via translational motion.
Finally, the apparent shift of the maximum of the absorption band at 520nm is due
to the combination of both eﬀects just discussed. Both the decay of the 430nm band
of the non-switchable conformers and the narrowing of the spectrum due to vibrational
cooling of the hot ground state of the closed form molecules contribute to this eﬀect.
6.3.4 Streak camera ﬂuorescence
The picture of the ring closure sketched above is in accordance with results of time-
resolved ﬂuorescence measurements. For the ﬂuorescence measurements, the sample was
excited at 280nm and the ﬂuorescence was recorded using a streak camera system. No
spectral shifts are observed on a picosecond timescale. The integrated ﬂuorescence decay
(Fig.6.11a) was ﬁtted using a biexponential function convoluted with the time resolution
of the experiments (5ps). This yielded time constants of 4ps and 145ps, with 1% residual
absorption having a lifetime in the nanosecond regime and the same spectrum as the
145ps component.
In Fig.6.11b the amplitudes of the 4 and 145ps components are plotted as determined
from the streak camera data over wavelength intervals of 20nm. As can be seen from
Fig.6.11b, the spectrum of the fast component is more redshifted than that of the slow
component. This conﬁrms that relaxation is strongest on the excited-state potential
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Figure 6.11: a. Fluorescence decay in the 360–380nm spectral region. Dots mark the
experimental ﬂuorescence, the solid line is a ﬁt using a biexponential function (time constants:
4 and 145ps) convoluted with the instrument response (thin line) and a 1% residual. b. The
amplitude spectra of the 4-ps and 145-ps components, as indicated in the ﬁgure.
energy surface of the ‘switchable’ C2 conformer, as was inferred from the pump-probe
measurements. The 145ps decay is attributed to depopulation of the excited state of the
non-switching conformer, most likely back to the ground state of the open form. Note
that, as the integrated 145-ps ﬂuorescence is much larger than the 4-ps ﬂuorescence, the
steady-state spectrum closely resembles that of the 145ps component.
6.3.5 Orientational dynamics
More information about the ring closure process and the pre- and post-switching be-
haviour can be obtained from polarization sensitive measurements. In particular the
dynamics of the photoinduced anisotropy can reﬂect changes in the orientation of the
probed transition moments, for instance due to conformational changes in the molecule
when the switching takes place.
In general the photoinduced anisotropy relaxes to zero both through electronic and
nuclear rearrangements that alter the direction of the transition dipole moment, as well
as through rotational diﬀusion (see section 2.3).51–53 From Fig.6.12a it is clear that
the anisotropy of B-DTCP displays ultrafast dynamics over the entire probe spectrum.
Determination of the initial value of the photoinduced anisotropy is diﬃcult because of
the limited time resolution of these experiments and also because of possible coherent
coupling eﬀects which may take place during the ﬁrst tens of femtoseconds, within the
dephasing times of the optical transitions involved.54 Nevertheless, it is clear that in the
spectral region 460–510nm the initial value of the photoinduced anisotropy is positive
and close to the theoretical maximum of 0.4, while on the blue side it is negative and
close to its theoretical minimum of -0.2. Apparently two optical transitions are probed
that are polarized parallel and perpendicular to the polarization of the excited transition,
respectively.
The kinetic parameters found for the orientational dynamics on femtosecond time
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Figure 6.12: a. Femtosecond dynamics of the photoinduced anisotropy at diﬀerent probe
wavelengths (indicated in the panel). Dots represent experimental data; the solid lines are
biexponential ﬁts with the time constants 70 and 325fs obtained from population dynamics.
The time resolution is given in each case by the dashed lines. b. Anisotropy transients in
the picosecond regime, recorded at diﬀerent probe wavelengths in the time interval 0–100ps.
Experimental results are again indicated by dots; the solid lines are biexponential ﬁts with
time constants 8 and 100ps.
scales agree with those of the pump-probe transients discussed above. To the red of
500nm only a 70fs component is present, while to the blue both 70fs and 325fs decay
components are observed. The ﬁts support the notion that these time constants are
related to the kinetics of two diﬀerent species, and moreover show that the intermediate
is of a diﬀerent symmetry than the initially excited state.
In Fig.6.12b, the photoinduced anisotropy is followed on a picosecond time scale.
Biexponential ﬁts of the curves give the following results: over most of the spectral range
the anisotropy rises with a time constant of 8ps, before relaxing (via rotational diﬀusion)
with a time constant of &100ps. In the upper left panel it is shown that around 410nm,
where no switching dynamics was observed in the case of the pump-probe experiments
(see Fig.6.9), the dynamical process with time constant 8ps is absent. This indicates
that the 8ps rise at the other wavelengths is related to the ring closure.
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The most straightforward assignment of the anisotropy changes is that they occur due
to population dynamics. After the ring closure has occurred, the ground-state spectrum
of the closed form is probed. The lowest-energy transition makes an angle of ca. 20 o with
respect to that of the open form, as can be inferred both from absorption measurements
in the single-crystalline phase by Kobatake et al.55 as well as from the transition dipole
moments calculated using the ZINDO/S method (Sec.6.4). In solution a rotation over
this angle would result in an anisotropy of 0.33 (Eq.2.33), higher than the 0.2 that is
probed at probe delays of ca. 1ps; consequently the anisotropy should increase.
The decay of the ﬂuorescence anisotropy on a picoscecond timescale (Fig.6.13) shows
similar behaviour: the ﬂuorescence anisotropy is ca. 0.2 at delays of ca. 1ps, close to that
obtained in the case of the pump-probe measurements at probe wavelengths >460nm.
The anisotropy further decreases on a few-picosecond timescale. This can readily be
related to the fact that when ﬂuorescence from the switchable conformers decreases, the
observed anisotropy is increasedly determined by the nonswitchable conformers. The
upper panel in Fig.6.12b already suggests that this anisotropy is low, ca. 0.06.
However, the time constant found for the
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Figure 6.13: Fluorescence anisotropy as
a function of the delay (open dots). The
anisotropy is obtained in the 360–380nm
spectral region, conform Fig.6.11a. The
scaled magic angle ﬂuorescence signal is
added for comparison (line).
increase of the pump-probe anisotropy is
signiﬁcantly larger than that observed in
population dynamics, and also in the case
of the ﬂuorescence anisotropy it can be seen
that the decay is delayed with respect to
the population dynamics. We therefore be-
lieve that the observed 8-ps component in
the transients of the photoinduced anisotropy
is at least partly determined by the mo-
tion of the thienyl wings of the B-DTCP
molecule towards coplanarity as a result of
the ring-closure. The lower limit for the
time constant of this "forced" movement
towards coplanarity is of course the switch-
ing time itself, i.e. 4.2ps. However, we have
observed that directly after formation of the ground state of the closed form the molecule
is strongly vibrationally excited, and the actual movement towards coplanarity may be
slowed down. An indication for the size of this eﬀect may be obtained from the reorien-
tation times of the individual BT chromophores, which we measured to be τor1 = 2ps
and τor2 = 18ps. The combination of torque induced by the ring-closure and moment
of inertia of the side groups may very well lead to the observed time constant of 8ps
in the orientational dynamics, although the anisotropy changes are probably not strictly
exponential since the rotatory motion is not diﬀusive but driven.
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In conclusion, the observed dynamics of the pump-probe and ﬂuorescence anisotropy
of the open- and closed-ring form can be combined into the following scheme: directly
after excitation, the C2 and Cs molecules are in similar excited states, the approximate
antisymmetric linear combinations of excitations on the BT chromophores (see Sec.6.4).
In these excited states both the downward (ﬂuorescence) and upward (photoinduced ab-
sorption) anisotropies are 0.4 (or, for perpendicular transitions, -0.2). After femtosecond
electronic relaxation, the Cs molecules are in a ﬂuorescent state with (upward and down-
ward) anisotropies roughly equal to 0.06 and the C2 molecules in a ﬂuorescent state with
(upward and downward) anisotropies of roughly 0.2. Then on a picosecond timescale the
anisotropies change at least in part due to forced rotational motion of the thienyl chro-
mophores towards coplanarity. The anisotropy ﬁnally decays to 0 via rotational diﬀusion.
6.3.6 Ring opening
Whereas the pump-probe dynamics of the ring closure are easily traceable because of the
high quantum yield of the reaction, the ring opening is diﬃcult to detect. Ring opening
quantum yields upon excitation to the ﬁrst allowed excited state of the closed form are
usually in the order of 1%. Consequently, the pump-probe dynamics is dominated by
deactivation to the ground state of the closed form. Ern et al.30,34 and Shim et al.41 have
therefore used the S0-S1 bleach recovery time of the closed form (k−1
C ) and the ring-
opening quantum yield (φCO) to infer the time constant for the ring opening process
(k−1
O ) simply via the relation
kO
kO + kC
= φCO (6.3)
This of course supposes reaction kinetics of the type C ← C∗ → O. Here we obtain the
ring opening time directly by means of time-resolved ﬂuorescence measurements on the
closed form of B-DTCP.
The measurements were peformed using the streak camera system described in chapter
2. The excitation wavelength dependence of φCO was inspected by exciting a B-DTCP
sample in the photostationary state at 280 and 465nm. At 280nm both the open and
closed forms are excited, but no problems of interpretation occur since the ﬂuorescence
bands of the two states are spectrally separated. The overall decay of the ﬂuorescence
can be accurately reproduced in both cases by a biexponential decay with time constants
of 90 ± 5ps and 850 ± 50ps (Fig.6.14a).
The amplitudes of the 90-ps and 850-ps components in the decay are shown in
Fig.6.14b. The proﬁles of both components are independent of the excitation wave-
length, but the relative amplitude of the 850-ps component is approximately 14 times
higher when exciting at 280nm.
This allows us to draw the following conclusions: ﬁrst, the two-component nature
of the ﬂuorescence itself and the spectral diﬀerences between the two components show
clearly that two diﬀerent ﬂuorescent species are present despite the fact that only a single
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Figure 6.14: a. Integrated ﬂuorescence decay of the closed form of B-DTCP for excitation
wavelengths 280 and 465nm. Dots mark the experimental ﬂuorescence, the solid lines are ﬁts
using biexponential functions (time constants: 90 and 850ps) convoluted with the instrument
response. b. The amplitude spectra of the 90-ps (squares) and 850-ps (circles) components,
plotted for excitation wavelengths 280 (closed) and 465 (open) nm. The amplitude of the
850ps component after excitation at 465nm is multiplied by 14.
closed-form species is excited. Therefore there must be a bifurcation somewhere in the
reaction path before the ﬂuorescent states are produced. This is in accordance with the
ﬁrst pump-probe study of Ern et al. on the ring opening process;39 there the authors
speculate that the two species are conrotatorily and disrotatorily twisted intermediates,
of which the former is a prestate to switching. Second, the fact that φCO increases with
the excitation frequency in the same way as the 850-ps ﬂuorescence component shows
that the ring-opening process must occur (directly or via barrier-crossing) from the state
which ﬂuoresces with a lifetime of 850ps.
Finally, despite the fact that the average ﬂuorescence lifetimes are similar for the open
and closed forms, we observed qualitatively that the integrated ﬂuorescence intensity is
substantially lower than that of the open form; similar observations of the integrated
ﬂuoresence were made by Kim et al.56 This indicates a lower oscillator strength of the
ﬂuorescent state of the closed form. The most straightforward explanation is that ﬂuo-
rescence occurs from a state of approximate A symmetry, which makes the ﬂuorescent
transition symmetry-forbidden. The fact that the switch is more symmetric in the rigid
closed form would then result in a lower oscillator strength. This is in agreement with
the picture obtained from quantum chemical calculations (see Sec.6.4).
6.3.7 Summary and conclusions from experiment
The switching behaviour of B-DTCP, which is based on reversible ring closure, was studied
in detail with femtosecond nonlinear optical experiments. The dynamics of the ring
closure reaction can be separated into pre-switching dynamics, the ring closure proper
and post-switching dynamics. After optical excitation, the system propagates through a
rather complicated sequence of electronic states.
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The overall picture of the ring closure reaction is as follows: ﬁrst, the initially excited
state rapidly, with a time constant of 70fs, relaxes to an electronic state of diﬀerent
symmetry; second, relaxation on the potential energy surface of the latter state occurs
with a time constant of 150fs; third, population relaxation to the hot ground state of
the closed form takes place with a time constant of 4.2ps; fourth, the formation of the
central C–C bond induces rotation of the side groups of the molecule to a nearly coplanar
conformation, with a time constant of ca. 8ps; ﬁnally, the vibrationally hot ground state
of the closed conformer relaxes to thermal equilibrium with a time constant of about 50ps.
This completes the switching process. The non-switchable conformers, which lack the fast
deactivation channel formed by switching, remain excited for a much longer period and
return to the ground state of the open form with a time constant of 145ps.
The reverse reaction, which has a much lower quantum yield, occurs with a time
constant of ca. 850ps. This indicates the presence of a barrier between the initially
prepared and the reactive state.
6.4 Theoretical considerations
The experimental results of the previous section indicate that the switching dynamics
of B-DTCP is complicated when studied in detail. In particular, the 70-fs process is
so fast that nuclear displacements during that time can only occur over a very limited
excursion range, while the accompanying fast changes in the induced anisotropy indicate
that transitions between electronic states are involved rather than movements of part of
the molecule.
In order to interpret these experimental ﬁndings, the geometries, energy levels and
excitation spectra were calculated in the theoretical chemistry department in Groningen
using density functional theory and time-dependent density functional theory (for details
see Ref.46).Over the last few years, the results of a number of similar potential energy
surface (PES) calculations on bisarylethene-type molecules have been published, both ab
initio and semi-empirical. The results of these calculations do not agree among each other,
and it will be necessary to discuss the diﬀerences between the theoretical interpretations of
our and other time-resolved measurements. Therefore we will compare the interpretation
obtained from the TD-DFT calculations to semi-empirical calculations on B-DTCP and
other DTCPs1,30,34 as well as to CASSCF calculations on smaller diarylethenes on which
C2 symmetry is imposed.45
6.4.1 A TD-DFT description of the reaction
Since TDDFT describes how the electron density changes in time under the inﬂuence
of a time dependent perturbation, and since this time dependent density will resonate
at the excitation energies of the system, linear response theory based on TD-DFT is
able to provide both these excitation energies as well as the corresponding oscillator
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strengths. As discussed before, the nomenclature of C2 symmetry will be used for the
switching conformer where the central CH3-groups point in opposite directions, while
Cs symmetry is assumed for the non-switching conformers with the central CH3-groups
pointing towards each other.
In Fig.6.15a, the lowest electronic energy levels are depicted as a function of a reaction
coordinate. The reaction coordinate is deﬁned as the distance between the two C atoms
in the central ring, that become bonded in the closed form. All other coordinates are
optimized for the lowest ground state energy at each position along this reaction coor-
dinate. Note that this path conserves the original C2 symmetry. Clearly, a high barrier
separates the open and closed form in the ground state, as predicted by the WH rules.
This explains why both are thermally stable and can only be switched into each other by
excited state pathways.
In the open form of the molecule, the low lying electronically excited states come
in almost degenerate pairs, each containing one state of the two possible symmetries A
and B. The ﬁrst two excited states arise from charge transfer like excitations from the
central bond HOMO π-orbital to the LUMO’s on the chromophore side chains. Since
the two chromophore π-systems have very little interaction in the open form (they are
almost orthogonal to each other), the two chromophore LUMO’s combine to one orbital
of a symmetry and one orbital of b symmetry, leading to the two nearly degenerate
excited states 2A and 1B. Both transitions from the ground state have very low oscillator
strengths, since the HOMO and the LUMO’s are located in diﬀerent parts of the molecule.
The corresponding transition is of course absent in the isolated chromophores, since the
central bond is then not present.
The second pair of excited states is of an entirely diﬀerent character. They turn out
to correspond to the HOMO-LUMO transitions in the chromophores themselves. Again
both transitions combine to A and B states that are almost degenerate, due to the small
interaction between the chromophore π-systems. In this case it is calculated that the 2B
state has considerable oscillator strength, while the 3A state is essentially dark. This
is easily understood when one realizes that 2B corresponds to an excited state that has
the approximate form |L → L∗i + |R → R∗i, where L and L∗ are the left chromophore
HOMO and LUMO orbitals, and R and R∗ are the corresponding orbitals on the right
side of the molecule. For this state, the monomer transition dipole moments interfere
constructively, leading to large oscillator strength, while for the 3A state with character
|L → L∗i−|R → R∗i, the monomer transition moments interfere destructively. The lowest
energy optically allowed excitation of the open form of B-DTCP therefore is the 1A → 2B
transition. Due to the weak coupling between the left and right part of the molecule, this
transition closely resembles the ﬁrst excitation of the isolated chromophores. The pump-
probe spectrum at zero delay therefore is almost the same as in the isolated chromophores,
in accordance with the experimental ﬁndings (see Fig.6.8a).
The rapid ﬂuctuations in the immediate environment of the switch lead to symmetry
breaking and therefore coupling of the A and B states. Hence, the originally excited 2B
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Figure 6.15: a. TD-DFT Potential energy curves for the lowest electronic energy levels,
calculated for the B-DTCP molecule in C2 symmetry. A and B denote the two possible
diﬀerent symmetries. For a deﬁnition of the reaction coordinate see text. b. Idem, but
optimized for the 1B excited state instead of the ground state.
state relaxes to a thermal equilibrium with the almost degenerate 3A state. The important
point is that this relaxation process does not involve any change of geometry of the
switch and therefore it can be expected to proceed extremely rapidly. It can therefore be
identiﬁed with the fastest time experimentally observed, i.e. the 70fs precursor-successor
sequence. The 150fs spectral dynamics that follows is due to motion on the 2B potential
energy surface. The change of character from 2B to 3A is experimentally conﬁrmed
not only by the rapid changes in the pump-probe spectra, but also by the fast loss of
anisotropy, which is indicative of a rapid change in the direction of the probed dipole
moment.
For the non-switching molecules a similar coupling scheme holds. Due to the diﬀerent
geometry, the relative position of the 2B and 3A states is somewhat diﬀerent and also
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the coupling between these two states might be slightly modiﬁed. As a result the decay
occurs with a time constant of 325fs instead of 70fs. This was observed both in the pump-
probe and the transient anisotropy measurements. The major diﬀerence occurs at later
times, however. Where one conformer displays ring closure, the other cannot perform
this process due to steric hindrance of the two central CH3-groups, which prevent the
relevant C-atoms from approaching each other closely enough.
According to Fig.6.15a, both the 2B and 3A states of the switching molecules exhibit
a high barrier along the reaction path. However, there is a lower lying state, 1B, that
does not contain the same barrier. It is therefore this state that gives rise to the actual
ring closure. Following this line of reasoning, it is the relaxation of the 2B/3A states to
the 1B state that is the rate determining step in going from the open to the closed form.
From Fig.6.15a, it is clear how relaxation may occur: the 2B and 2A states cross a little
way along the reaction coordinate. When the C2 symmetry is broken, the crossing will
in fact be avoided. This means that there will be a conical intersection between the two
surfaces, leading to a feasible relaxation mechanism. This may be the ‘bottleneck’ process
that gives rise to the 4.2ps transients observed in the pump-probe data. The subsequent
mixing of the near degenerate states 2A and 1B is supposed to be a fast process again,
and also the downhill motion from the open to the closed form in the state 1B will be
very rapid. This model is supported by the fact that the anisotropy in the wavelength
range 460–700nm after a femtosecond decay recovers again on a picosecond time scale: a
B state is populated again.
The ﬁnal step in the switching process, i.e. the motion along the 1B potential to the
closed form, is actually not depicted correctly in Fig.6.15a. The energy levels are plotted
along the minimum energy reaction path in the ground state, which is not the minimum
(electronic) energy path in the 1B excited state. For the excited state minimum energy
path, the calculations give the potential energy curves shown in Fig.6.15b. The energy
barrier in the ground state has of course increased, while the 1B excited state has come
down in energy. Since the motion along the reaction coordinate is rather fast, it is possible
that the system in the 1B state does not have enough time to ﬁnd its minimum energy
conﬁguration everywhere along this curve. In that case the potential energy surface
will be somewhat diﬀerent, and the actual reaction path is best described by dynamics
simulations.44
The fact that the two states in Fig.6.15b cross at two points means that at slightly
deformed non-symmetric geometries there will be avoided crossings so again conical in-
tersections appear. These conical intersections provide a mechanism for the relaxation
of the excited 1B state to the 1A ground state and, while the left crossing in the graph
would lead back to the original open ground state, the right crossing point leads to the
ground state of the closed switch, thus completing the switching process. The large angle
of the two potential energy curves at the ﬁrst crossing point explains why hardly any
back transfer to the ground state of the open form occurs.
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Figure 6.16: Qualitative representation of the lowest four potential energy surfaces produced
by CASSCF calculations on an unsubstituted bisthienylethene.
6.4.2 Comparison with other calculations
A number of problems arise when considering the interpretation of the TD-DFT data.
First of all, the TD-DFT calculations suggest that potential energy relaxation takes place
mainly in the initially excited (2B) state, as can be concluded from Fig.6.15a. Second, the
observed 4.2-picosecond ‘bottleneck’ transition is positioned at the 2B/3A to 1B transition
while relaxation on the 1B potential energy surface and the transition to the ground state
are thought to be fast. At both points there is no agreement with other calculations.
An alternative interpretation of the pump-probe data is oﬀered by CASSCF calcula-
tions performed on an unsubstituted (R=R0=H) bisthienylethene system;45 the results
are summarized in Fig.6.16. Much in the same way as was found from TD-DFT, the
manifold of singly-excited states obtained from CASSCF calculations features pairs of
nearly degenerate states composed of linear combinations of excitations on the left and
right chromophore. However, the manifold does not contain the ‘dark’ charge trans-
fer excitations produced by TD-DFT. Therefore in this case the linear combinations of
HOMO-LUMO excitations on the BT chromophores form the lowest-energy pair of exci-
tations. The dark 2A excited state lies slightly below the 1B state in both the open and
closed forms. From Fig.6.16 it can be seen that potential energy relaxation is strongest
on the 2A surface, and the ground state of the closed form is most likely produced from
this (dark) state.
Semi-empirical calculations on the full B-DTCP system that do not assume strict C2
symmetry (see also Sec.6.5.3), produce a very similar picture.1,30 They also show that
substitution of the phenyls for thienyl groups brings only small quantitative diﬀerences.
Not imposing the symmetry requirement however results in slight mixing of the 1B and
2A states. At large C–C distances the lowest-energy excited state is the 1B state (93%),
but at intermediate distances, where the energies of the two states diverge because the
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interaction between the chromophores becomes stronger, the lowest-energy excitation is
almost exclusively of A character.
The CASSCF and semi-empirical calculations arrive at similar results despite diﬀer-
ences in the minimization procedure: in the CASSCF calculations the energy is minimized
for the individual excited states and the potential energy surfaces are then obtained by
interpolation; on the other hand, the potential energy surfaces produced by the semi-
empirical calculations are just vertical excitations from the electronic ground state. The
excited state reaction potential energy surface is therefore obtained along the minimum
energy path in the electronic ground state. This results for instance in the failure of the
ZINDO/S method to predict even approximate wavelengths of ﬂuorescence: open-form
and closed-form ﬂuorescence via the 2A−1A transitions on the respective sides of the 2A
energy barrier are predicted to occur at wavelengths of ca. 950 and 420nm, respectively,
where the experimental results are ca. 400 and 610nm.
In any case the qualitative agreement between these diﬀerent methods and systems
suggests that the picture presented in Fig.6.16 gives a good description of BTCP pho-
tochromism. It is possible that the dark bridge-to-chromophore charge transfer states are
an artefact of the TDDFT calculations.
Boggio-Pasqua et al.44 show that, while the minimum energy reaction path on the 2A
PES is of near C2 symmetry, the most probable 2A to 1A relaxation channel involves an
asymmetric conical intersection that is accessible via vibrations that break this symmetry,
as was the case for hexatriene. The authors discuss the nature of the conical intersec-
tion, and perform mixed valence bond/molecular mechanics calculations to show that the
conical intersection is easily accessible: the excess energy that is already present in the
system due to the high energy of the Frank-Condon region is dumped in other modes via
vibrational coupling. In this picture, the few-picosecond lifetime of the intermediate is
related to the time it takes for the system to reach the conical intersection region.
Finally, all calculations agree on the fact that a common intermediate exists for the
open and closed form, but that this intermediate can only be reached from the open-form
excited state via barrier-crossing. The size of the barrier then determines the quantum
yield of the ring opening. In this view, the frequency dependence of the ring-opening
quantum yield can be related to the lower barriers found in higher-energy excited states,
as discussed in section 6.3 †.
6.5 Eﬀect of perﬂuorination of the cyclopentene bridge
As was mentioned in the introduction, the most commonly used diarylethenes are bisthie-
nylperﬂuorocyclopentenes. Fluorine atoms are strongly electronegative, and it can be
expected that this inﬂuences the reaction dynamics of the switch. Here we compare the
†Recently, it has become clear that time dependent density functional theory (TDDFT) in the local
adiabatic density approximation (ALDA) often gives poor results in describing π−π∗ excitation energies
in extended π-conjugated systems.57,58
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Figure 6.17: Steady-state absorption spectra of B-DTCP in cyclohexane in the open (solid
line) and closed (dashed line) form, as well as that of B-DTFCP (open: squares, closed:
dash-dots).
eﬃciency of the B-DTCP switch and the ring closure quantum yield and dynamics with
that of its perﬂuorinated analog, B-DTFCP.59 The diﬀerences between the switching
dynamics of B-DTCP and B-DTFCP are rationalized using semi-empirical calculations.
6.5.1 Linear optical properties and photoconversion
The linear optical properties and photoconversion pathways of B-DTCP have been dis-
cussed in section 6.2. The most striking eﬀect of perﬂuorination of the bridge is a sub-
stantial red shift of ca. 1500cm−1 (0.19eV) of the two lowest-energy absorption bands in
the closed form, as can be seen from Fig.6.17. The redshift is readily explained by the
electron-withdrawing properties of the ﬂuorines: electron-withdrawal lowers the electron
density on the extended π-system; this implies smaller eﬀects of electron repulsion and
therefore a smaller S0 − S1 energy gap. The open form on the other hand is much less
aﬀected; this is not surprising, considering that in the open form the BT chromophores
are twisted with respect to the bridge.
The quantum yields of ring opening and ring closure of B-DTFCP upon excitation at
300nm have been determined using the method described in section 6.3. They are 0.6±0.1
and 0.14±0.05, respectively, practically equal to the values of B-DTCP. On the other hand
the photostability of the perﬂuorinated switch is about 21
2 times higher (kb = 8.1 · 10−5
s−1 against 3.1 · 10−5 s−1 for B-DTCP).
6.5.2 Pump-probe dynamics
As discussed above, the photoinduced dynamics during the ring closure reaction of B-
DTCP can be divided into three dynamic windows, i.e. subpicosecond, few-picosecond
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and few-tens-of-picosecond, which were referred to as preswitching, ring closure and
postswitching dynamics, respectively. In the case of B-DTFCP a similar distinction
between the diﬀerent time regions of the dynamics can be made. Thus, it is convenient
to compare the dynamics during the ring closure reaction of B-DTCP and B-DTFCP
within this framework.
The contour plots presented in Fig.6.18 summarize the preswitching dynamics of B-
DTFCP. At ﬁrst sight, the dynamics of B-DTFCP looks quite diﬀerent from that of
B-DTCP. Contour plot a of Fig.6.18, although resembling some aspects of Fig.6.7 in a
general way, displays much less structure. However, it turns out that the basic processes
are the same, only less clearly observable. In contour plot b of Fig.6.18, the time domain
experimental traces at diﬀerent frequencies were normalized before the contour plot was
constructed. In this representation of the experimental data it becomes clear that again
precursor-successor dynamics occurs, and also a rapid blue shift of the second absorption
maximum. The absorption band of the originally excited state is a bit broader, from
420–450nm, and the blue shift goes a bit farther, from 550nm to 475nm, but these are
relatively minor details.
The absorption spectra of the initially excited states, although somewhat diﬀerent in
detail, resemble for both B-DTCP and B-DTFCP the photoinduced absorption spectrum
of the phenylthiophene chromophore. The fact that these three spectra are similar to each
other conﬁrms the weak coupling between the chromophores in the initially excited state.
37,38,46 Ring closure does not occur immediately, on a femtosecond time scale, but rather
on a (sub)picosecond time scale. The formation of the successor state happens so fast
that the nuclear displacements, necessary for ring closure, cannot have taken place yet.
Instead, as we argued before, rapid mixing of electronic states, accompanied by motion on
the excited state potential energy surfaces, gives rise to the observed precursor-successor
behavior and rapid blue shift.
Since the spectral changes related to the precursor-successor relation are much less
pronounced in the case of the ﬂuorinated switch, it is impossible to consider the spectral
shapes of the photoinduced absorption bands for the diﬀerent species, and the explicit
model used for the nonﬂuorinated switch can not be applied here. However, if we ﬁt
solely in the spectral region 580–640nm, in the red wing of the absorption spectrum of
the successor state, we ﬁnd a time constant k−1
ps = 50±10fs for the precursor-successor
relation and 120 ± 30 fs for the blue shift in the case of B-DTFCP. Apparently, the
ﬂuorination of the central cyclopentene ring speeds up the pre-switching dynamics.
The smaller amplitude of the spectral changes found in the case of the ﬂuorinated
species is caused by the stronger overlap between the spectra of the precursor and suc-
cessor states, by the faster dynamics and maybe by the fact that the successor state is
to some extent directly excited by the laser ﬁeld, so that less population redistribution
between the states occurs.
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Figure 6.18: a and b. Contour plots representing the subpicosecond dynamics of B-DTFCP.
The x-axis represents the probe delay and the y-axis the probe wavelength. The induced optical
density is positive at all wavelengths; darker shading indicates a larger value of ∆OD. b is
generated from normalized transients.
Following the preswitching dynamics, the intermediate excited state of B-DTCP was
found to relax to the hot ground state of the closed form with a time constant of 4.2 ±
0.6ps. The decay of the successor state absorption at 490nm, discussed above and the
formation of the closed form ground state absorption at 530nm (see Fig.6.17) is evidence
for this process. In the case of B-DTFCP multi-exponential ﬁts of the transients disclose
several processes, that we will discuss one by one. These processes occur with time
constants of 170 ± 20fs, 0.9 ± 0.1ps and 7 ± 1 ps.
The dominant time constant is 0.9ps, which resembles the previously reported values
of 1–3ps that were obtained for diﬀerent types of bisthienylperﬂuoro-cyclopentenes and
were ascribed to the ring closure process in the central part of the molecule.37,38,42 The
assumption that the ring closure is involved is supported by the fact that a decay with this
time constant is seen in spectral regions where absorption of the closed-ring conformer
is negligible, whereas a rise with this time constant is observed at wavelengths close to
the maximum of steady state absorption of the closed form of B-DTFCP, as shown in
Fig.6.19a. Therefore, it can be concluded that the 0.9ps process is caused by the ring
closure, i.e. by the transition from the successor excited state that is populated in the
preswitching dynamics to the ground state of the closed form. Consequently, it can be
concluded that ﬂuorination of the central cyclopentene ring speeds up the ring closure by
about a factor of 4.7 compared to the nonﬂuorinated molecule in case of this particular
photochromic switch.
After switching of B-DTFCP has occurred, still the steady-state spectrum of the closed
form is not obtained. Apart from dynamics at tens of picoseconds, to be discussed below,
after the 0.9ps decay has taken place a strong feature is seen at about 475nm. Fig.6.19b
displays how this band and also some absorption on the far red side at about 690nm
decays with a time constant of 7 ps. From the analogy between the observations made in
the cases of B-DTCP and B-DTFCP we can identify the 475nm band as the photoinduced
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Figure 6.19: Spectral dynamics of B-DTFCP on a picosecond time scale. a. The weight of
the 0.9ps process (dots and dashed line, right y-axis) together with the steady state absorption
spectrum of B-DTFCP in the closed form (solid line, left x-axis). b. Pump-probe spectra at
probe delays of 1, 5, 20 and 100ps, from top to bottom. The arrows indicate the disappearance
of the absorption of the non-switchable conformers with a time constant of 7ps. The steady
state absorption spectrum of B-DTFCP in the closed form is given by the dashed line.
absorption band of the non-switchable conformers of the ﬂuorinated molecules. Appar-
ently, the ﬂuorination not only speeds up the switching process, but also the internal
conversion between the S1 and S2 potential energy surfaces of non-switchable molecules,
so that the relaxation goes from 100ps for B-DTCP to 7ps for B-DTFCP. This may be
part of the explanation for the higher photostability of the ﬂuorinated analogs.59
On the blue side of the spectrum a weak process with a time constant of 170fs is
observed. This also resembles the case of B-DTCP, where an extra decay with a time
constant of 325fs had to be added in order to ﬁt the pump-probe transients in the
spectral region where the nonswitchable conformers absorb. The process was attributed
to the ultrafast state mixing of the initially excited state of the nonswitchable conformers,
similar to the preswitching dynamics of the switchable conformers. In the case of the
ﬂuorinated analog B-DTFCP the 170-fs component possesses the same spectral behavior,
i.e. its relative weight follows the photoinduced absorption spectrum of the nonswitchable
conformers.
On a few tens of picoseconds time scale, some absorption changes occur in addition to
the ones described previously. As can be seen in Fig.6.19b, the maximum of the ground-
state absorption band of the closed form undergoes a small redshift under the inﬂuence of
the 7ps decay of the 475nm band. Fig.6.19b also shows that spectral narrowing proceeds
on a much slower time scale. Even at the longest delay the steady state absorption
spectrum has not been fully obtained. A similar situation was observed in the case of the
nonﬂuorinated switch, for which it was concluded that the spectral narrowing indicates
vibrational cooling of the closed-form ground state. This occurs for B-DTFCP with a
time constant of about 100ps.
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Finally, we note that the ﬂuorescence maxima of B-DTCP and B-DTFCP are both
positioned at ca. 360nm (not shown). Because the ﬂuorescence spectra of the switches
should be dominated by the nonswitching conformers due to their larger excited-state
lifetime, the inﬂuence of the ﬂuor atoms on the ﬂuorescent state of the non-switching
conformer is negligible. Again, this is not surprising in view of the idea that the angle be-
tween the phenylthiophenes and the cyclopentene bridge stays large for these conformers
and consequently their interaction stays weak.
6.5.3 Discussion
As shown for B-DTCP and B-DTFCP, excited-state preswitching dynamics occurs on
ultrafast time scales. This means that in principle a time resolution of a few tens of fem-
toseconds is necessary in order to be able to trace these processes. Moreover, the presence
of preswitching is not always easily detectable. For B-DTCP a rather clear picture of the
ultrafast dynamics could be easily constructed from the experimental data. However,
upon ﬂuorination all processes speed up considerably and in addition the preswitching
dynamics is obscured by the fact that the photoinduced absorption bands of the initially
excited precursor state and the successor state strongly overlap. This leads to relatively
small experimental signatures of the dynamics that takes place.
In order to obtain a better understanding of the observed speeding up of both the
preswitching dynamics and the ring closure upon ﬂuorination, semi-empirical calculations
of the ground and excited states of B-DTCP and B-DTFCP were compared. Ground-
state structure optimization was performed at a series of ﬁxed carbon-carbon distance
using the AM1 method, while subsequently the manifold of excited states was calculated
using the ZINDO/S method with conﬁguration interaction using 10 occupied and 10
unoccupied molecular orbitals. The calculations were performed for conformations that
have approximate C2 symmetry, which are the switchable molecules, but no symmetry
restrictions were imposed on the system (see also Sec.6.4.2). The relevant potential
energy surfaces are plotted in Fig.6.20.
The ground-state potential features minima for large (about 3.8Å) and small (about
1.5Å) carbon-carbon distances. These can be assigned to the open and closed form,
respectively. Vertical excitation of the open form brings the switch into a region with a
high density of electronic states, some of which are dark. Following the excitation we can
therefore expect that fast mixing of these close-lying states takes place. This explains the
fast precursor-successor relation observed in the pump-probe experiments.
As was found previously by Guillaumont et al.45 and is shown in Fig.6.20a for B-
DTCP, the ﬁrst few excited states of the open form come in nearly degenerate pairs,
which under strict C2-symmetry restrictions would closely resemble the symmetric and
antisymmetric linear combinations of excitations on the thienyl chromophores. Fig.6.20b
shows that ﬂuorination of the bridge decreases the energy separation between the ﬁrst
and second excited-state pairs to the extent that they cannot be distinguished anymore.
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Figure 6.20: Ground- and excited-state potential energy surfaces of B-DTCP (a) and B-
DTFCP (b), calculated using semi-empirical methods (see text). The PES are drawn as func-
tions of the separation between the central carbon atoms, as in section 6.4. Black lines/dots
indicate the ground state as well as excited states that have strong oscillator strength from
the ground state. Grey lines/squares denote (nearly) dark states. The 0 in energy denotes
the vacuum level.
This is reﬂected in the absorption spectra of the open forms of B-DTCP and B-DTFCP:
the two bands that dominate the absorption spectra of the open forms in Fig.6.17 in the
spectral region above 30000cm−1 are better separated in the perhydro case. Also, the
smaller separation between the excited-state pairs in the case of the perﬂuoro-switch is
expected to result in faster state mixing, which explains the observed speeding up of the
precursor-successor relation.
The form of the S1 excited state potentials in Fig.6.20 indicates that relaxation will
take place, reducing the C–C distance from about 3.8Å after optical excitation of the
open form to about 2.2Å at the minimum of the excited state potential. We identify the
observed subpicosecond spectral shift with this relaxation. The energy lowering due to
this partial ring closure in the excited state is larger in the case of B-DTFCP and the
ground and excited state potentials therefore approach each other closer than in B-DTCP.
This larger energy relaxation in B-DTFCP is caused by the interaction of the ﬂuorine
atoms on the π-electron system. Whereas this interaction is rather weak in the open form,
it becomes stronger when the chromophores become more coplanar with the cyclopentene
bridge and the π-electrons start to delocalize over the central bridge, i.e. when going to
smaller C–C distances. This energy lowering eﬀect was already mentioned in section
6.5.1, where the red shift was discussed of the absorption spectrum of the closed form
of B-DTFCP compared to B-DTCP. As a result of the closer approach of the S1 and S0
energy surfaces at a C–C distance of about 2.2Å, internal conversion to the ground state
is faster for B-DTFCP and the formation of the closed form occurs at a substantial higher
rate, in accordance with the observations.
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6.5.4 Conclusions
A comparison of the population dynamics during ring closure revealed similar pathways
of the reactions in the two cases. Semi-empirical calculations provided a general picture
of the reaction pathway: ﬁrst, the initially excited state rapidly mixes with nearby dark
states, which is followed by excited state relaxation to a partially ring-closed state. Sec-
ond, population transfer to a hot ground state of the closed form takes place; this we
term the actual switching process. Third, the vibrationally hot ground state of the closed
conformer relaxes to thermal equilibrium. This completes the switching process. Simul-
taneously, relaxation of conformers that are not capable of switching due to symmetry
reasons, experience also preswitching dynamics (state mixing) and population relaxation
to the ground state of the open form.
From the comparison of the dynamics of B-DTCP and B-DTFCP it is evident that the
ﬂuorination of the central cyclopentene ring causes faster preswitching. Speeding up of
the state mixing process from 70 to 50fs can be rationalized by the fact that the density
of states near the initially excited, bright state is higher. The excited state relaxation
occurs somewhat faster, from 150 to 120fs, due to the slightly larger slope of the excited
state potential.
Fluorination also speeds up the rate of the switching dynamics, from 4.2 to 0.9ps. The
ring closure occurs due to internal conversion from the excited to the ground state in a
partially ring closed conﬁguration at a central carbon-carbon atom distance of about 2.2Å.
The increased rate is explained by the smaller energy separation of the S1 and S0 potential
energy surfaces of B-DTFCP near the crossing region. The quantum yield is unaﬀected
because in the case of the nonﬂuorinated compound the reaction already proceeds at near
100% eﬃciency for the molecules which have a suitable (near C2) conformation. However,
in applications where there are competing processes on a few-picosecond timescale (for
instance resonance energy transfer between neighboring chromophores), the ring closure
quantum yield of the perﬂuoro switch is predicted to be generally higher.
While the characteristics of the dynamical processes point to the ﬂuorinated switch
as being better, i.e. faster and more eﬃcient, than the nonﬂuorinated switch, the latter
provides a clearer experimental picture of the mechanisms that are involved. The analysis
of the dynamics in the case of B-DTFCP is rather complicated because the photoinduced
absorption spectra of the initially excited state, the successor state and the excited state
of the non-switching conformers largely overlap. This is in contrast with the case of the
nonﬂuorinated switches where these spectra are fairly clearly separated. This makes the
nonﬂuorinated analog a better model system for fundamental investigation of the reaction
dynamics in bisthienylethenes.
6.6 Experimental
B-DTCP was synthesized starting from 1,2-Bis(5’-chloro-2’-methylthien-3’-yl)cyclopente-
ne via a Suzuki-reaction according to a slightly modiﬁed procedure described by Lehn
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et al.60 The same synthetic route was used for B-DTFCP, but starting from 1,2-bis(5’-
chloro-2’-methylthien-3’-yl)perﬂuoro-cyclopentene.61
For the pump-probe and ﬂuorescence experiments, B-DTCP and B-DTFCP were both
dissolved in cyclohexane (p.a., Merck) at a concentration of 0.7mM. The total sample
volume was about 30mL, and the optical pathlength of the cell 0.2mm. The optical
density of the sample did not exceed 0.3, ensuring homogeneous excitation. The experi-
ments were performed at room temperature (T = 294K). The sample was replaced after
every 7 hours of measurements in order to keep the concentration of the closed form low
(see Sec.6.3.1). For the ﬂuorescence experiments on the closed form, the sample was ﬁrst
irradiated in the UV in order to obtain the photostationary state.
The time resolution of the pump-probe experiments is probe wavelength dependent.
In the spectral region 460–750nm the duration of the probe pulses is about 30fs and
the time resolution is mainly determined by the duration of the pump pulse. The cross-
correlation function of the pump pulse centered at 310nm and the probe pulse centered
at 600nm has a width of about 90fs FWHM. The probe pulses produced by generating
second harmonics from the NOPA output are slightly stretched because of the spectral
ﬁltering in the BBO doubling crystal. For the wavelength range of 380–450nm (second
harmonics from 760-900nm light) the time resolution is degraded to about 110fs because
of strong spectral phase distortion of the white light around the carrier wavelength of
800nm.
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137Samenvatting
Why, a four year old child could
understand this. Run out and get me a
four year old child, I can’t make head or
tail out of it.
Marx
Als je denkt aan materialen, bij voorbeeld voor constructiewerk of voor speciﬁeke functies
zoals elektronische schakelingen in computers, dan zie je solide, continue materie voor je.
Je weet dat die materialen eigenlijk allemaal zijn opgebouwd uit moleculen of atomen,
maar in praktijk gebruik je die kennis nauwelijks bij het bouwen en/of gebruiken ervan.
Als je wat beter naar die materialen zou kijken dan zou je zien dat er heel wat bouwfouten
in die materialen zaten, waardoor ze niet zo sterk en licht zijn als ze zouden kunnen
zijn. Stel nu dat we die materialen atoom voor atoom zouden kunnen opbouwen. We
zouden dan de bouwfouten kunnen voorkomen en zo de eigenschappen van de materialen
verbeteren. Sterker nog, we zouden structuren en daarmee functies kunnen aanbrengen
op moleculaire schaal.
Dit is het doel van een groeiende tak van de scheikunde, die zich bezig houdt met
ten eerste het ontwerpen en realiseren van ‘mechanische’ en ‘elektronische’ apparaten
ter grootte van nanometers, en ten tweede met manieren om deze apparaatjes samen
te voegen en te integreren in grotere systemen. Een belangrijke voorwaarde voor het
functioneren van zo’n moleculair apparaat is een goede toevoer van de benodigde energie.
Die energie kan worden verkregen door absorptie van licht, of d.m.v. chemische reacties
met andere moleculen. De uitdaging is nu om ervoor te zorgen dat de opgenomen energie
vervolgens eﬃcient naar de juiste plaats vervoerd wordt en niet ‘weglekt’ in ongewenste
richting.
In de afgelopen 4 jaar hebben dr. Audrius Pugžlys en ik de ultrasnelle dynamica
bestudeerd van drie moleculaire bouwstukken die te gebruiken zijn als elementen in mole-culaire energietransportsystemen. De eerste twee, beschreven in hoofdstukken 4 en 5,
zijn zelf (relatief simpele) energietransportsystemen, de laatste, beschreven in hoofdstuk
6, een moleculaire schakelaar die het mogelijk zou kunnen maken om energietoevoer te
controleren.
Voordat ik deze drie systemen ga bespreken is het van belang te weten hoe de te
gebruiken energie in die systemen aanwezig is en hoe we de ultrasnelle dynamica ervan
kunnen bestuderen. Een molecuul bestaat uit een aantal relatief zware kernen die een
positieve elektronische lading hebben. Daaromheen en daartussen bewegen zich zeer snel
de lichte, negatief geladen elektronen, die zorgen voor de bindingen die het molecuul bij
elkaar houden. Nu is het mogelijk om met behulp van licht zo’n elektron in een hogere
‘baan’ om de kernen te schieten. Hierbij wordt licht (d.w.z. een foton) geabsorbeerd en
krijgt het molecuul de energie van het foton. Het resultaat van dit proces noemen we
een elektronische excitatie op het molecuul. De precieze excitatie-energie wordt overigens
(onder andere) bepaald door de vorm en grootte van het molecuul.
De extra energie die je d.m.v. de excitatie in het molecuul hebt gestopt, kan gebruikt
worden voor allerlei doeleinden, bij voorbeeld het aandrijven van je moleculaire apparaatje
of het opladen van een moleculaire batterij, maar wil je die energie ook echt kunnen
gebruiken dan moet je snel zijn: binnen een tijdsbestek van ca. 10−9 seconde (en vaak
nog een stuk sneller) is het elektron waarschijnlijk weer teruggevallen naar zijn oude baan.
De energie die hierbij weer vrijkomt wordt omgezet in licht (ﬂuorescentie) of in vibrerende
bewegingen van de kernen in het molecuul zelf en in de omringende moleculen (warmte).
Energietransport moet dus zeer snel zijn, in de orde van 1 picoseconde (10−12 s),
om eﬃcient te kunnen zijn. Om dit soort ultrasnelle veranderingen in de toestand van
moleculen te kunnen vastleggen in een serie ‘foto’s’, moet de reactietijd van je meetme-
thode korter zijn dan de duur van die veranderingen. Je ziet wat er gebeurt als dit
niet het geval is wanneer je een foto bekijkt waarop iemand heel hard voorbij rent in de
schemering: in plaats van de precieze positie van de rennende ﬁguur zie je dan een wazige
vlek, de som van alle posities van de renner tijdens de sluitertijd van je camera. En uit
een serie wazige vlekken vallen weinig conclusies te trekken.
Op het ogenblik bestaat de meetmethode met de kortste reactietijd uit een sequentie
van twee (of meer) lichtpulsen die worden afgevuurd op het onderwerp van onderzoek. De
eerste puls maakt selectief een of meerdere elektronische excitaties op de te onderzoeken
moleculen. Kort daarna volgt een tweede puls die een foto maakt van de toestand van
de aangeslagen moleculen. Door nu de vertraging van de tweede puls ten opzichte van
de eerste te variëren kun je zien hoe die aangeslagen toestand in de tijd verandert, bij
voorbeeld door energietransport of bewegingen van de kernen. Hierbij bepaalt de duur
van je pulsen de ‘sluitertijd’ van je ‘camera’. In ons geval was die sluitertijd in de orde
van 50 femtoseconden (5 × 10−15 s). Een tweede manier om de dynamica van moleculen
te bekijken is door na de excitatie met de eerste puls simpelweg de tijdsafhankelijke
ﬂuorescentie te bekijken die van het molecuul komt.Overigens worden er geen echte foto’s van de moleculen gemaakt (voor zichtbaar licht
zijn de details van het molecuul gewoon te klein om ze te kunnen onderscheiden). De
toestand van de moleculen is in plaats daarvan af te leiden uit hun spectrum, dat wil
zeggen uit de set overgangen tussen de mogelijke banen van de elektronen (met andere
woorden: uit de set mogelijke excitaties en deëxcitaties.)
Met tijdsopgeloste spectroscopie als tool hebben we energietransport onderzocht in
twee zeer verschillende transportsystemen. Het eerste daarvan is een aggregaat van car-
bocyaninemoleculen. Aan de carbocyanines zitten zowel ‘watervrezende’ (hydrofobe) als
‘waterlievende’ (hydroﬁele) groepen atomen. Hierdoor blijken zij zich in een waterige
omgeving te organiseren in de vorm van dubbelwandige cylinders met een diameter van
10–15 nm en een lengte tot enkele µm, met de hydroﬁele groepen naar het water gekeerd
(zie de ﬁguur hieronder).
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De sterke onderlinge koppeling tussen de carbocyaninemoleculen in het aggregaat zorgt
ervoor dat de aangebrachte elektronische excitaties meer de eigenschappen van het aggre-
gaat weerspiegelen dan die van de individuele moleculen. De belangrijkste eigenschap van
het aggregaat is zijn cylindrische vorm. Met behulp van een door Didraga en Knoester
ont-wikkeld Frenkel exciton model dat de excitaties op een cylindrisch aggregaat be-
schrijft konden de belangrijkste absorptiebanden in het spectrum worden toegewezen aan
de laagste elektronisch aangeslagen toestanden op de binnen- en buitenwand. Het werd
hier-bij duidelijk dat de excitaties op de buitenwand meer energie dragen dan die op de
binnenwand.
Tijdsopgeloste spectroscopie wees vervolgens uit dat de elektronische systemen op de
twee wanden zwak gekoppeld zijn. Daardoor vindt energietransport plaats van de buiten-
wand naar de binnenwand, met een tijdsconstante van ca. 275 femtoseconden. Meestal
hebben deze excitaties een levensduur van ca. 5ps, maar er is ook een groep die twintig
keer langer meegaat, waarom is onduidelijk.
Ook bleek dat bij zeer hoge excitatiedichtheden (hoge lichtintensiteit) energietransport
kan plaatsvinden in de omgekeerde richting, d.w.z. van lage naar hoge energie. Dit wordt
waarschijnlijk mogelijk gemaakt doordat de excitaties op de cylinderwanden niet stil staan
maar over de wand diﬀunderen. Bij hoge excitatiedichtheden bestaat dus de kans dat twee
excitaties op dezelfde wand elkaar tegenkomen. Het is bekend dat dan een van de twee
excitaties verdwijnt (wordt geannihileerd), waarbij veel energie vrijkomt. Die energie zou
kunnen worden gebruikt voor het transport van de binnen- naar de buitenwand, ‘tegen
de stroom in’. Het precieze mechanisme hiervan is nog niet bekend.De hierboven beschreven aggregaten zijn misschien interessante systemen, maar gecon-
troleerd, gericht energietransport (van hoge naar lage energie) vindt alleen plaats lood-
recht op de lengterichting van de aggregaten. In de lengterichting, toch het meest interes-
sant voor transport over grotere afstanden, zit niet zo’n gerichtheid ingebouwd, waardoor
zowel de plaats van de excitatie op het aggregaat als het energietransport zelf ‘random’
is (tenminste, zolang je niet extern gerichtheid aanbrengt, bij voorbeeld door een voltage
aan te leggen over de uiteinden van de cylinders).
Een voorbeeld van een meer gericht energietransportsysteem is de eerste-generatie
dendrimeer die hieronder is afgebeeld:
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Dit grote molecuul heeft 4 coumarine-eenheden met een hoge excitatie-energie op de
vier armen en 1 porphyrine-eenheid met lage energie in het centrum. Het idee van deze
architectuur, afgekeken van de fotosynthetische systemen in planten, is dat de 4 ‘antennes’
allemaal energie uit licht kunnen opnemen. Vervolgens transporteren ze die naar de
porphyrine in het centrum van het molecuul. Het idee is gemakkelijk uit te breiden naar
systemen met 8 of 16 of 32 donoren.
Bij een lage lichtintensiteit zal nooit meer dan 1 energie-donor per molecuul aange-
slagen zijn. We hebben m.b.v. tijdsopgeloste ﬂuorescentie-experimenten vastgesteld dat
onder deze omstandigheden energie van de donor naar de acceptor wordt getransporteerd
met een karakteristieke tijd van 500fs. Dat is zo snel dat het transport bijna 100%
eﬃcient is.
Net zoals bij de aggregaten is het met hogere lichtintensiteiten mogelijk om een ex-
citatiedichtheid >1/molecuul te creëren. Dat betekent dat op sommige moleculen niet
1 maar 2 van de coumarines worden aangeslagen. We konden zien dat de verhouding
tussen het aantal excitaties op het molecuul en het aantal geﬂuoresceerde fotonen daar-
door kleiner werd; aan de andere kant bleef de snelheid van het energietransport hetzelfde.
Daaruit werd geconcludeerd dat de porphyrine de twee excitaties even gemakkelijk op-
neemt: Het eerste transport brengt een elektron op de porphyrine in een hogere baan en
het tweede in een nog hogere. Na de dubbele excitatie valt het elektron weer heel snel
terug naar de eerste aangeslagen toestand, waarbij energie wordt gedumpt in moleculaire
vibraties. Dit fenomeen is vergelijkbaar met de hierboven beschreven exciton-annihilatie
in aggregaten.
Voor het antennesysteem betekent dit dat het wél heel gevoelig is voor lage lichtin-
tensiteiten maar geen voordeel kan trekken uit hoge lichtintensiteiten.Zoals gezegd is het laatste onderwerp van dit proefschrift een moleculaire schakelaar, en
wel een bisthienylcyclopenteen (BTCP). Deze moleculen bestaan uit twee thienylgroepen
die door een cyclopenteenbrug met elkaar verbonden zijn. Door middel van elektro-
nische excitatie ondergaan BTCP’s een reversibele chemische reactie tussen twee stabiele
vormen:
 UV licht
zichtbaar licht
In één van de vormen is de ring in het centrum van het molecuul gesloten (rechts); elek-
tronische excitaties zijn in die conformatie gedelocaliseerd over het hele molecuul, en het
geleidt elektrische stroom (elektronen). Excitatie met zichtbaar licht brengt de schake-
laar in de open-ring vorm, waarin het systeem niet geleidend is. De omgekeerde reactie
vindt plaats na excitatie met UV licht. Het moge duidelijk zijn dat het verschil in eigen-
schappen tussen de twee conformaties en het schakelen m.b.v. lichtpulsen mogelijkheden
bieden om het molecuul te gebruiken voor het reguleren van energie- en ladingstransport.
Wij hebben in detail onderzocht hoe de ringsluitingsreactie plaatsvindt. Het was
bekend dat in oplossing slechts de helft van de schakelaars daadwerkelijk schakelt. De
reden hiervoor ligt in het bestaan van twee conformaties in de open vorm; slechts een van
deze conformaties is in staat na excitatie de schakelreactie te ondergaan.
Het eerste deel van de ringsluitingsreactie vindt plaats in de aangeslagen toestand.
Op een 100-fs tijdsschaal vindt menging plaats tussen verschillende aangeslagen toestan-
den, waarna de ring in het centrale deel van het molecuul zich gedeeltelijk sluit. De
‘bottleneck’ van de ringsluiting zit vervolgens in het terugkeren naar de elektronische
grondtoestand; deze wordt bereikt met een tijdsconstante van 4.2 ps. Er zijn aanwij-
zingen dat de twee thienylgroepen, in het door ons onderzochte molecuul wat groter dan
hierboven aangegeven, de ringsluiting zelf niet helemaal kunnen bijbenen. Ze roteren tot-
dat ze ongeveer parallel zijn aan de centrale cyclopenteenbrug. Direct na de ringsluiting
is het molecuul overigens nog heel heet, wat betekent dat de kernen heftig vibrerende
bewegingen maken. Het afkoelen neemt nog zeker tientallen picoseconden in beslag. On-
dertussen kunnen de niet-schakelbare moleculen niet zo’n snelle manier vinden om hun
elektronische excitatie kwijt te raken, waardoor het nog honderden picoseconden duurt
voordat zij terugkeren naar de elektronische grondtoestand van de open vorm.Publications
This thesis was based in large parts on the following publications:
• An optical and theoretical investigation of the ultrafast dynamics of a bis-thienylethylene-
based photochromic switch, P.R. Hania, R. Telesca, L.N. Lucas, A. Pugzlys, J. H.
van Esch, B.L. Feringa, J.G. Snijders, K. Duppen, J. Phys. Chem. A 106 (2002),
8498-8507
• Photochromic properties of perhydro- and perﬂuorodithienylcyclopentene molecular
switches, J.J.D. de Jong, L.N. Lucas, P.R. Hania, A. Pugzlys, R.M. Kellogg, B.L.
Feringa, K. Duppen, J.H. van Esch, Eur. J. Org. Chem. (2003), 1887-1893
• Stabilization of individual tubular J-aggregates by poly(vinyl alcohol), H. von Berlep-
sch, S. Kirstein, P.R. Hania, C. Didraga, A. Pugzlys, C. Böttcher, J. Phys. Chem.
B 107 (2003), 14176-14184
• Ultrafast energy transport in a ﬁrst generation coumarin-tetraphenyl porphyrin den-
drimer, P.R. Hania, D.J. Heijs, T. Bowden, A. Pugzlys, J.H. van Esch, J. Knoester,
K. Duppen, J. Phys. Chem. B 108 (2004), 71-81
• Cylindrical aggregates of TDBC: linear and nonlinear optical properties versus mor-
phology, A. Pugzlys, P.R. Hania, C. Didraga, J. Knoester, K. Duppen, Solid State
Phenomena 97-98 (2004), 201-206
• Structure, spectroscopy, and microscopic model of tubular carbocyanine dye ag-
gregates, C. Didraga, A. Pugzlys, P.R. Hania, H. von Berlepsch, K. Duppen, J.
Knoester, J. Phys. Chem. B, 108 (2004), 14976-14985
• Ring closure dynamics of (BTE)-based photochromic switches: perﬂuoro- versus
perhydro-cyclopentene derivatives, P.R. Hania, A. Pugzlys, L.N. Lucas, J.J.D. de
Jong, B.L. Feringa, J.H. van Esch, H.T. Jonkman, K. Duppen, acceptedOther publications:
• Reaction dynamics and application in patterning of bisthienylcyclopentene-based
photochromic switches, P.R. Hania, A. Pugzlys, L.N. Lucas, J.J.D. de Jong, J.H. van
Esch, B.L. Feringa, K. Duppen, Solid State Phenomena 97-98 (2004), 207-2014
• Light-driven dynamic pattern formation, J.J.D. de Jong, P.R. Hania, A. Pugzlys,
L.N. Lucas, M. de Loos, R.M. Kellogg, B.L. Feringa, K. Duppen, J.H. van Esch,
Angew. Chem. Int. Ed., 44 (2005), 2373-2376
• Ultrafast dynamics of photochromic switches self-assembled on gold nanoparticles,
P.R. Hania, T. Kudernac, H.T. Jonkman, A. Pugzlys, B.L. Feringa, K. Duppen, in
preparation