Let F be a non-degenerate quadratic form on an n-dimensional vector space V over the rational numbers. One is interested in counting the number of zeros of the quadratic form whose coordinates are restricted in a smoothed box of size B, roughly speaking. For example, Heath-Brown gave an asymptotic of the form: c 1 B n−2 +O J,ǫ,ω (B (n−1)/2+ǫ ), for any ǫ > 0 and dimV ≥ 5, where c 1 ∈ C and ω ∈ S(V (R)) is a smooth function. More recently, Getz gave an asymptotic of the form: c 1 B n−2 + c 2 B n/2 + O J,ǫ,ω (B n/2+ǫ−1 ) when n is even, in which c 2 ∈ C has a pleasant geometric interpretation. We consider the case where n is odd and give an analogous asymptotic of the form: c 1 B n−2 +c 2 B (n−1)/2 +O J,ǫ,ω (B n/2+ǫ−1 ). Notably it turns out that the geometric interpretation of the constant c 2 of the asymptotic in the odd degree and even degree cases is strikingly different.
rooted from a double-summation representation of the δ-symbol that we will address in the next section. We consider odd number of variables of the quadratic form and wish to count the number of its zeros whose heights are at most B, where real number B ≥ 1. Roughly, we obtain an asymptotic of the form c 1 B n−2 + c 2 B (n−1)/2 + O J,ǫ,ω (B n/2+ǫ−1 ), where odd n ≥ 5 is the number of variables of the quadratic form. In the boundary case n = 3, our asymptotic has the form
These asymptotic formulas confirm the sharpness of Heath-Brown's estimate (see [HB96] ,Theorems 5 and 8).
To state our main theorem, we briefly introduce our objective counting function, N(B), which is defined by
where J is the symmetric matrix associated to the quadratic form F (x), and ω(x) is a smooth compactly supported function in R n . We assume for simplicity that J is diagonal with entries b i = ±1, where i = 1, . . . , n, though our methods are completely general. In the definition of N(B), the δ-symbol plays a role in detecting zeros of F (x), while ω(x), which can be think of a bump function, assures the zeros are restricted in a smoothed box of size B.
We adapt the method of Heath-Brown to initiate and transform the zero-counting function N(B) to a more familiar representation. Indeed, N(B) can be written in terms of a sum of contour integrals: where σ 0 is chosen appropriately so that the Dirichlet series D(c, s) converges absolutely, and g(c, s) is defined in terms of Fourier transform and Mellin transform as in (2.6). It turns out that the analytic continuation of D(c, s) g(c, s) ultimately determines the shape of the asymptotic of N(B). In other words, the further one can continue D(c, s) analytically, viewed a function of s, the more accurate the asymptotic of interest is. In fact, Heath-Brown gave a meromorphic continuation of D(c, s) to the half plane Re(s) > 1 − n/2 − α for some α > 0, which is good enough to obtain the asymptotics proven in [HB96] . In order to acquire the secondary term, in [Get18] , Getz extended the regime of meromorphic continuation of D(c, s) to Re(s) > −n/2. Getz's arguments use the fact that n is even, and it is not obvious how to extend the theorem proven in [Get18] to the odd degree case. Motivating by the works of Health-Brown and Getz, I work classically to exploit Gauss character sums, find the Dirichlet characters that fit into the odd degree case, and also give an explicit expression of D(c, s), at least outside the archimedian place, which is continued meromorphically to the regime of interest. Here is our main theorem:
The main theorem. Let ǫ > 0 and denote by a perfect square. If n ≥ 5 is odd, N(B) = c 1 B n−2 + c 2 B (n−1)/2 + O J,ǫ,ω (B n/2+ǫ−1 ), (1.2)
where c 1 = Res s=−1 (D(0, s) g(0, s)),
and c 2 = c ∈ Z n c t J −1 c = 0
Res s=1/2−n/2 (D(c, s) g(c, s))+ + 0 = c ∈ Z n c t J −1 c = 0 i (n−1) 2 /2 c t J −1 c det J = Res s=1/2−n/2 (D(c, s) g(c, s)).
( Remark 1. Before we dive into our investigation, we want to make some comments here.
• The function Z(z, 1) in (1.5) is defined as (5.1) in Section 5. • Our asymptotic formulas (1.2) and (1.4) are fundamentally consistent with those of Getz's paper [Get18] . However, it is notable that the secondary terms (1.3) and (1.6) involve the solutions to a quadratic form in n+1 variables, i (n−1) 2 /2 c t J −1 c det J = , not just a quadratic form in n variables, c t J −1 c = 0. This is in marked contrast to the corresponding results in [Get18] . • In [Get18] , the secondary term is given in a less explicit manner. In this paper, we work classically and give an explicit description of the secondary term, at least outside the infinite place, which sheds light on the questions of whether the secondary term is identically to zero and whether it is positive or negative in the odd degree case of quadratic forms. This information will be useful in applying the theorem. • The D(c, s) g(c, s), viewed as a function of s, admits the meromorphic continuation to Re(s) > −n/2 with possible simple poles at s = 0, −1, and 1/2−n/2. For application, it may be necessary to know the existence conditions of these poles. We presented these results in Remark 2 and Appendix 7.
We postpone the proof of our main theorem until the last section, Section 6, of this paper. We address the double-summation expression of δ-symbol and formulate N(B) to its contour integral representation (1.1) in Section 2. We then study exponential double summations, namely S(q, c) as defined in (2.3), which are the coefficients of the Dirichlet series D(c, s), and subsequently analyze D(c, s) in Sections 3 and 4. These two sections are the most technical parts of the paper. Using Getz's results, we briefly treat g(c, s) in Section 5. We entirely work and use classically analytic language throughout the paper.
Preliminary steps
We start our investigation by adapting a double-summation expression of the δ-symbol, which was essentially due to Duke, Friedlander, and Iwaniec (see [DFI93] , Section 2), and then later by Health-Brown (see [HB96] , Theorem 1). In contrast to Health-Brown, we keep the δ-symbol in terms of non-Ramanujan sum. To ease notation, we denote e(x) by e 2πix , and c p,j,J := (c/p j ) t J −1 (c/p j ), where t means transpose. We use the subscript L to denote both the Legendre symbol and its extension, the Jacobi symbol, while the subscript K stands for the Kronecker symbol. Also, the notation 1 S is 1 if the statement S is true and 0 otherwise.
For any integer n and any real number Q > 1, there is a positive constant c Q such that
where c Q = 1 + O N (Q −N ) for any positive integer N, and h(x, y) = Φ(x, y) − Φ(y, x).
Proof. Since n q runs over all divisors of n as q does, we have
Since Φ is Schwartz, Poisson summation yields
By integrating by parts and changing variables, the inner integral is equal to Q when q = 0 and O N (Q(Q|q|) −N ) for all q = 0. Then, we set c Q := 1 + O N (Q −N ) and get
which implies
where h(x, y) = Φ(x, y) − Φ(y, x). Thus, the proposition follows by applying orthogonality of additive characters (see [IK04] , Chapter 3) to detect divisors q of n.
Our smoothed counting function is defined by
We apply Proposition 2.1 and write x = x 0 + qy to get
Then, the n-dimensional Poisson summation applied to ω x 0 +qy
Here, we interchange summations in (2.2). It is permissible in the Schwartz space in which our test functions lie. We end this section by representing N(B) as a sum of contour integrals:
with S(q, c) is defined in (2.3), and σ 0 is chosen large enough so that the Dirichlet series D(c, s) converges absolutely.
Proof. By using trivial bound q n+1 of S(q, c), it is clear that the Dirichlet series D(c, s) converges absolutely as long as σ 0 > 1. Together with Mellin inversion, we then have
which is the inner sum of N(B) in (2.2). We also make our choice of Q = B. By changing variables (x, y) → (Bx, By) and utilizing homogeneous property of quadratic form, we can extract B out of the two inner integrals in (2.7) and obtain
Hence, we have proved the proposition.
Exponential sum
In order to analyze the Dirichlet series D(c, s) (2.5) as defined in Section 2, we devote this section on studying its coefficients S(q, c), which are exponential double sums given by
By the mean of Chinese remainder theorem, S(q, c) is multiplicative as a function of q (see also [HB96] , page 45). In other words,
is an n-dimensional Gauss sum associated with a n × n symmetric matrix A, denoted by A ∈ S n×n , and n-dimensional vector v, and also write G k (A) := G k (A, 0).
In [DF97] , Dabrowski and Fisher state properties of G k (A, v) in Lemma 3.1, which can be verified by elementary linear algebra.
In fact, the second property in Lemma 3.1 also holds for
. Moreover, Dabrowski and Fisher give a proof of Proposition 3.2, but we were unable to follow their argument. We give an alternative proof for the convenience of the reader.
Proof. By replacing x by x + y, where y ∈ (Z/p k Z) n , and noting that
On the other hand, as prime p is odd, there exists P ∈ GL n (Z p ) such that P t AP is diagonal (see [DF97] , Remark 1.14) with entries u 1 p a 1 , u 2 p a 2 , . . . , u n p an , where p ∤ u i for all i = 1, . . . , n. By Lemma 3.1 and the fact that v ∈ Z n p , it suffices to consider the one-dimensional Gauss sum and to show that for each i,
Indeed, the sum is invariant by changing x i to x i + yp k−a i , for some non-zero y ∈ Z/p a i Z. That is,
In view of Proposition 3.2, the multiplicative property of S(q, c) regarded as a function of q, and the sake of simplicity, we now assume the symmetric matrix J associated to the quadratic form F (x) is diagonal with entries b i = ±1, where i = 1, . . . , n, which implies that Proposition 3.2 applied to G k (2aJ, c) in (3.1) is valid for all primes and J −1 = J. As discussed in Section 2, the expansion of the δ-symbol (2.1) we use is not in the form of Ramanujan sum with respect to a. To facilitate our upcoming computation and to take quadratic Gauss sums into account, we turn S(p k , c) into a sum of Ramanujan-type sums in Proposition 3.3:
where the * above the summation indicates (a, p k−j ) = 1.
Proof. We observe
and then rewrite S(p k , c) as
By replacing x 0 by x 0 + p k−j y, for some fixed non-zero y ∈ (Z/p j ) n , the most inner sum vanishes unless p j |c. Indeed,
Here, in the last equality, we use the fact that each component of x 0 and x 0 + p k−j y runs over a complete residue system modulo p k .
Before we state two main theorems of this section, we recall some facts related to the Gauss character sum (see [BEW98] ) that will be used often in the proofs of the theorems. Let χ be a non-trivial Dirichlet character modulo k with conductor l. For integer m, the Gauss character sum τ k (m, χ) is defined by
and one gets (see [BEW98] , Section 1.6)
If χ is a primitive character modulo k, then one has (see [IK04] , Lemma 3.2)
Moreover, for odd prime p ∤ m, one has (see [BEW98] , Theorem 1.5.1)
is the Legendre symbol. We are now in a position to prove two main theorems, Theorems 3.4 and 3.5, of this section, accounting for the odd prime and even prime cases respectively.
Theorem 3.4. If c = 0 and p is an odd prime, one has
where µ := p nk−n/2+1/2 i (n−1)(p−1) 2 /4 det J p L .
Proof. Using Lemma 3.1, Proposition 3.2, and periodicity of e(·/p k−j ), we get
where c p,j,J := (c/p j ) t J −1 (c/p j ), and G k−j (2aJ) in turn can be simplified by using Lemma 3.1 together with the well-known quadratic Gauss sum (see [BEW98] , Theorem 1.5.2). Specifically,
where ( · p k−j ) L actually means the Jacobi symbol. Thus,
If 2 ∤ (k − j), we use (3.2)-(3.4) to obtain
Since p k−j ≡ p (mod 4) with 2 ∤ (k−j) and the Legendre symbol is of order 2, the summation in S(p k , c) (3.5) under the assumption 2 ∤ (k − j) is equal to
. We obtain the first term in Theorem 3.4. Now, we consider (k −j) > 0 even. In this case, p k−j ≡ 1(mod 4) and then the summation in S(p k , c) (3.5) becomes
where the real-valued Ramanujan sum (see [IK04] , Section 3.2) applied to prime-powers yields *
where φ is the Euler's totient function. Thus, we obtain the following two middle terms of S(p k , c) in Theorem 3.4:
Hence, the theorem follows.
In particular, by considering some specific values of c, we apply Theorem 3.4 to deduce the following corollaries.
Corollary 3.4.1. If c = 0 and p is an odd prime, one has
Corollary 3.4.2. If c = 0, c t Jc = 0, and p is an odd prime, one has
We assumed p is odd in Theorem 3.4. We also need a companion statement when p = 2 in Theorem 3.5. In fact, for p = 2, the quadratic Gauss sum yields an extra term of (1 + i # ), for some variable #, (see [BEW98] , Theorem 1.5.4), which generally makes computation related to this case more irritating and complicated. To claim Theorem 3.5, we first prove the following Lemmas 3.5.1 and 3.5.2.
and χ 4 is the real Dirichlet character modulo 4 defined by
Proof. By setting m = #{b r : b r = 1, r = 1, . . . , n}, m = 1, . . . , n − 1, and switching sides of the quadratic form as necessary, we assume m > n − m, i.e., 2m > n. Then, n r=1
(1 + i abr ) = 2 n−m (1 + i a ) 2m−n .
Since i a depends only on a modulo 4, we get *
where we write
While the sum of I + and I − comes down to the Ramanujan sum, their difference turns to be a Gauss character sum. Specifically,
We note that χ 4 is primitive. Using (3.2) and (3.3), this Gauss character sum can be explicitly evaluated, and so
Moreover, the real-valued Ramanujan sum yields *
Thus,
where e n,j,k,J = 2 n/2 χ 8,2 c 2,j,J 2 k−j−3 sin
and χ 8,2 , χ 8,3 are the real Dirichlet characters modulo 8 satisfying χ 8,2 (a) = χ 8,3 (a) = 0 for (a, 8) = 1, and a (mod 8) 1 3 5 7
Proof. Similar to Lemma 3.5.1, we get *
in which
−a c 2,j,J 2 k−j with i = 1, 3, 5, and 7.
We observe that
where χ 8,1 , χ 8,2 , χ 8,3 are the real Dirichlet characters modulo 8 satisfying 
Moreover, A 4 is the Ramanujan sum, and applying (3.2) and (3.3), we have
, and
where e n,j,k,J = 2 n/2 χ 8,2
Combining Lemmas 3.5.1 and 3.5.2 together, we deduce Theorem 3.5:
Theorem 3.5. If c = 0 and p = 2, one has
where d n,j,k,J (3.6) and e n,j,k,J (3.7) are constants depending on n, j, k, and J.
Proof. We proceed similarly as the case p = 2 and get
• If k − j = 1, then Theorem 1.5.1 in [BEW98] yields
x(mod 2) e a b r x 2 2 = 0, which implies G k−j (2aJ) = 0.
• If k − j > 1, then Lemma 3.1 and Theorem 1.5.4 in [BEW98] give us
(1 + i abr ) 1 2 j |c + 2 nk 1 2 k |c .
We consider the parity of (k − j) and use Lemmas 3.5.1 and 3.5.2 to complete the proof.
As in the case p = 2, the following two corollaries are the consequences of Theorem 3.5 applied to certain values of c. Specifically, Corollary 3.5.1. If c = 0 and p = 2, one has
Proof. It follows by applying Theorem 3.5 to the case c = 0 and noting that 2 x L = 0 for (2, x) = 1 and cos (2m − n)π 4 = ±2 −1/2 depending only on 2m − n modulo 8.
Using the arguments in Corollary 3.5.1, we also obtain Corollary 3.5.2. If c = 0, c t J −1 c = 0 and p = 2, one has
where d n,J (3.8) is defined as in Corollary 3.5.1.
The Dirichlet series
Let s = σ +it. We recall that the Dirichlet series D(c, s) converges absolutely for σ = σ 0 > 1, and it has multiplicative coefficient S(q, c). Therefore, D(c, s) admits the Euler product with Euler's factor D p (c, s) given in
Having studied S(p k , c) in Section 3, we are ready to investigate the analytic continuation of D(c, s) regarded as a function of s. Indeed, D(c, s) can be written in terms of the most basic and well-known Dirichlet series, the so-called Riemann zeta function, and Dirichlet L-functions. To ease the exposition, we further divide this section into 3 subsections corresponding to the values of c of interest. 
Moreover,
Proof. By Corollary 3.4.1, we have
where the last equality is due to
Then, we have
Moreover, Corollary 3.5.1 yields
where a n,J = d n,J 2 n−1 − 2 and d n,J given in (3.8) is a constant depending on n and J . Thus, for σ ≥ −n/2 + ǫ, we obtain 
Moreover, for σ ≥ −n/2 + ǫ, one has p|c, p = 2
Proof. We recall Corollary 3.4.2 and get
The other parts of the theorem follows by Lemmas 4.2.1 and 4.2.2 below.
Lemma 4.2.1. If c = 0, c t J −1 c = 0, and σ ≥ −n/2 + ǫ, one has p|c, p = 2
Proof. It suffices to consider p α || c for some positive integer α. We make use of Corollary 3.4.2 again to get
where the double summation having inner geometric sum can be simplified to
Moreover, we observe that
Then, we get p|c, p = 2
Thus, in the half-plane σ ≥ −n/2 + ǫ, we have p|c, p = 2
≪ p α || c, p = 2 α k=0 p k(n/2+ǫ) + p α(n/2−ǫ) + p α(n/2+ǫ) + p α(−n/2+2−ǫ) + p α(−n+3−ǫ) . By taking the product over all p dividing c, then expanding terms, and noting p α || c p α < |c|, we obtain p|c, p = 2
where P 1 (x) is a sum of power functions with leading power n/2 + ǫ.
Lemma 4.2.2. If c = 0, c t J −1 c = 0, and σ ≥ −n/2 + ǫ, one has
Proof. We recall Corollary 3.5.2, which gives
2 j(n/2−1)+k(n/2+1)−1 d n,J 1 2 j |c 1 2|k−j + 2 nk 1 2 k |c , where d n,J is defined in (3.8). We consider two cases: 2 ∤ c and 2|c.
• If 2 ∤ c, we have S(2 k , c) = 2 nk/2 1 2|k d n,J 2 k−1 for k ≥ 2, and so
Thus, for σ ≥ −n/2 + ǫ, we get
• If 2|c, i.e., 2 α || c, for some positive integer α, we have
where the double summation is equal to
We also observe that α+2 k=2
Hence, Proof. Since p|c implies p 2 |c t J −1 c, we consider p α || c and p 2α+β || c t J −1 c for some integers α ≥ 1 and β ≥ 0. Applying Theorem 3.4 to p α || c and p 2α+β || c t J −1 c, we get
For σ ≥ −n/2 + ǫ, we observe that Moreover,
and (p ǫ+1/2 − 1) −1 < 1 for p ≥ 5.
Hence, p|c, p = 2
which is bounded by a sum of power functions of |c| with leading power 3n/2 − 7/2. (1 − p −1 ) p k(n/2+s) 1 2|k .
(4.3)
We observe that the two middle terms in (4.3) are bounded by p α(−ǫ) while the last one is bounded by
. Thus, we obtain p∤c, p|c t J −1 c, p = 2
which is bounded by a sum of power functions of |c| with leading power 1/2 + ǫ. 2 j(n/2−1)+k(n/2+1)−3/2 2 det J L e n,j,J 1 2 j |c 1 2∤k−j 1 2 k−j−3 || c j,J + + 2 nk 1 2 k |c , (4.4) and we examine
by computing contribution of S(2 k , c) (4.4) to D 2 (c, s). For the first summation of S(2 k , c) in (4.4), we proceed by considering the divisibility by 2 of c.
• If 2 ∤ c, then j = 0 and it equals to 2 k(n/2+1)−1 d n,0,J 1 2|k, k≥2 . We further consider 2 ∤ c t J −1 c to get its contribution to D 2 (c, s) as
Otherwise, we assume 2 α || c t J −1 c, where α ∈ Z ≥1 . Then, the contribution equals to
χ 4 (c t J −1 c/2 α ) 2 n/2 sin (2m − n)π 4 ≪ ≪ 2 n/2−1 1 − 2 −2ǫ + 2 n/2−ǫ(α+1)−1 ≪ n,ǫ,α 1.
• If 2|c, we assume 2 α || c and 2 2α+β || c t J −1 c, for some integers α ≥ 1, β ≥ 0. Then, the condition 2 j |c makes the contribution of the first summation of S(2 k , c) in (4.4) to D(c, s) equal to α+2 k=2 k−2 j=0 2 j(n/2−1)+k(n/2+1)−1 d n,j,k,J 1 2|k−j 2 k(n+s+1) , (4.5)
By (3.8), d n,j,k,J ≤ 2 (n−1)/2 and so the contribution to D(c, s) (4.5) is bounded by
Similarly, we return to S(2 k , c) in (4.4) and consider its second summation under two cases, 2 ∤ c or 2|c. By noting that e n,0,J ≤ 2 (n+1)/2 as seen in (3.7), the former case yields a contribution of ∞ l=1 e n,0,J 2 −3/2−n/2−s 1 2 l(2s+n) ≪ while the latter one with 2 α || c and 2 2α+β || c t J −1 c, for some integers α ≥ 1, β ≥ 0, gives us α+2 k=2 k−2 j=0 2 n(k+j)/2 2 k(s+n+1) 1 2∤k−j e n,j,J 2 k−j−3/2 1 2 k−j−3 || c 2,j,J = 0, by observing that e n,j,J = 0 if and only if 2 k−j−3 || c 2,j,J , which yields k + j − 3 = 2α + β, and so j = 2α + β − k + 3. Also, the conditions 0 ≤ j ≤ k − 2 and 2 ≤ k ≤ α + 2 imply β ≤ −1, which is a contradiction. We complete checking the boundedness of D 2 (c, s) by observing that the infinite sum ∞ k=0 1 2 k |c 2 k(s+1) , which comes from the last term of S(2 k , c) in (4.4), is identically to 1 if 2 ∤ c. Otherwise, with 2 α || c, for some α ∈ Z ≥1 , we have
Lastly, we prove the theorem by considering ρ c,J (p) and observing that
The Archimedean factor
We recall that the Archimedean factor g(c, s) is the Mellin transform in the second variable applied to the Fourier transform in the first variable of two-variable smooth function. That is, it is defined by
For the purpose of this paper, considering a complement case in the work of Getz, we subsequently apply Theorems 4.1 and 4.2 in [Get18] to the smallest and the most basic number field, the field Q of rational numbers, and obtain the following propositions.
Proposition 5.1. Let s = σ + it, c = 0, and N be any positive integer. For N > σ 1 > σ > σ 2 > −n/2, g(c, s) converges absolutely, and
Proposition 5.2. If c = 0, g(0, s) converges absolutely for σ > −3/4. In the strip N > σ 1 > σ > −3/4,
Moreover, g(0, s) can be meromorphically continued to the half plane σ > −n/2 by the virtue of
ω(x) h(r, v) e(rzv) dr e(−vy) dv e(−zF (x)) dx y −s dy y , (5.1)
In particular, in the strip N > −1/4 ≥ σ 1 > σ > σ 2 > −n/2,
We end this section by making some remarks of these above results. The bound of g(c, s) in Proposition 5.1 implies that g(c, s) is rapidly decreasing as |c| approaches to infinity or |t| goes to infinity. Furthermore, having an explicit form of the meromorphic continuation of g(0, s) beyond the line σ = −3/4 in Proposition 5.2, we can deduce the poles and zeros of g(0, s), which ultimately contribute to the poles of D(0, s) g(0, s) that will be discussed in the next section. In fact, the meromorphic continuation of gamma function produces poles of g(0, s) at s = 1 − 2k, where 1 ≤ k < ⌊ n+2 4 ⌋, providing that R Z(z, −s) dz = 0 at these poles, and zeros of g(0, s) at positive even integers and at the zeros of R Z(z, −s) dz that are not poles of g(0, s).
The main theorem
We revisit our zero-counting function defined in Proposition 2.2,
We started our study with σ 0 > 1 so that D(c, s) converges absolutely. Then we were able to meromorphically continue both D(c, s) and g(c, s) to the half plane σ > −n/2, which was previously discussed in Theorems 4.1-4.2-4.3 and Propositions 5.1-5.2 in Sections 4 and 5. In light of Cauchy's residue theorem, we want to make a contour shift for the integrand D(c, s)B s g(c, s) in (6.1). While shifting, we search for poles of D(c, s) g(c, s), viewed as a function of s, at different values of c, and pick up the corresponding residues, which eventually contributes to our asymptotic evaluation. We present poles of D(c, s) g(c, s) in Lemmas 6.1, 6.2, and 6.3, and derive our asymptotic formula in the main theorem, Theorem 6.4.
Lemma 6.1. Let s = σ + it and ǫ > 0. If c = 0, then D(0, s) g(0, s) has at worst simple poles at s = 0, −1, and 1 2 − n 2 in the half plane σ ≥ −n/2 + ǫ.
Proof. Using Theorem 4.1, we can analyze poles and zeros of D(0, s) in the half plane σ ≥ −n/2 + ǫ. Indeed, Theorem 4.1 yields
Restricted to the regime σ ≥ −n/2 + ǫ, the analytic continuation of Riemann Zeta function yields simple poles of D(0, s) at s = 0 and s = 1 2 − n 2 . We also recognize the zeros of D(0, s) in the half plane σ ≥ −n/2 + ǫ, which are at s = −1 − 2k, where positive integer k with n−3 4 = k < ⌊ n−2 4 ⌋, and at non-trivial zeros of ζ(s + 1) and ζ(2s + n), and at zeros of D 2 (0, s). Together with the poles and zeros of g(0, s), which are previously remarked in Section 5, we obtain the poles of D(0, s) g(0, s) as desired.
As for application, it is vital to see whether D 2 (0, s) vanishes at these poles. It turns out that the poles at s = 0, −1, and 1 2 − n 2 are not cancelled by zeros of D 2 (0, s). We defer our justification to Appendix, Proposition A1.1. Lemma 6.2. Let s = σ + it and ǫ > 0. If c = 0 and c t J −1 c = 0, then D(c, s) g(c, s) has at worst a simple pole at s = 1 2 − n 2 in the half plane σ ≥ −n/2 + ǫ.
Proof. We recall Theorem 4.2 in order to locate poles and zeros of D(c, s) given the conditions c = 0 and c t J −1 c = 0. That is, Using the Dirichlet characters χ c1 , χ c2 , η c1 , and η c2 defined above and observing that ( −1 p ) K is the only non-trivial Dirichlet character modulo 4, we can determine existence conditions of the pole s = 1 2 − n 2 in two cases as follow:
Consequently, we have proved the lemma.
Remark 2. (Existence of the pole at s = 0) As we find a simple pole at s = 0 in Lemma 6.1, we would expect to have the leading term of N(B) of order B n−1 , which is different from the heuristically probabilistic expectation of order B n−2 . It actually turns out that the simple pole at s = 0 contributes nothing to our asymptotic formula because the residue of D(0, s) g(0, s) at this simple pole vanishes, as it also does vanish in the even degree case (see [Get18] , Lemma 3.4). In other words, D(0, s) g(0, s) is analytic at s = 0. The key point of this vanishing is that at s = 0, Res s=0 (D(0, s) g(0, s)) is solely controlled by g(0, 0), which turns out to be zero by observing
via Fubini's theorem and changing variables.
In view of the results presented in Sections 4 and 5 and Lemmas 6.1-6.2-6.3, D(c, s) g(c, s), regarded as a function of s, admits the meromorphic continuation to σ > −n/2. For odd n ≥ 5, it has three simple poles at s = 0, −1, and 1/2 − n/2 when c = 0, and it has only one simple pole at s = 1/2 − n/2 when c = 0. With n = 3 and c = 0, the poles at s = −1 and s = 1/2 − n/2 are identical, which produces a double pole at s = −1 besides the simple pole at s = 0 of D(0, s) g(0, s). Invoking Cauchy's residue theorem, we prove our asymptotic formula in Theorem 6.4: Theorem 6.4. Let ǫ > 0 and denote by a perfect square. If n ≥ 5 is odd,
Res s=1/2−n/2 (D(c, s) g(c, s)).
Morever, if n = 3, (6.4)
The first three terms in N(B) accounts for the case c = 0. Our previous comment, Remark 2, on the residue of D(0, s) g(0, s) at s = 0 make the first term in N(B) zero.
We wish to show (6.2) and (6.3) converges absolutely. Indeed, when c = 0 and c t J −1 c = 0, the factor ζ(2s + n) of D(c, s) contributes the simple pole s = 1/2 − n/2 to D(c, s) g(c, s), and we have Res s=1/2−n/2 (D(c, s) g(c, s)) = lim s→1/2−n/2 ((s − 1/2 + n/2)D(c, s) g(c, s)), in which Theorems 4.2 says D(c, 1/2 − n/2)/ζ(2s + n) is bounded by a power function of c, while Proposition 5.1 asserts that g(c, 1/2−n/2) is rapidly decreasing in c. Thus, the infinite sum over c (6.2) is simply an absolutely convergent p-series. Likewise, we can apply these arguments to L(s + n/2 + 1/2, χ 0 ) of D(c, s) in Theorem 4.3 when c = 0 and c t J −1 c = 0, and obtain absolutely convergent property for (6.3)as desired.
Moreover, we claim that the last term (6.4) contributes to our error term of order B n/2−1+σ . By Lebesgue's dominated convergence theorem, it suffices to show that ∞ −∞ 0 = c ∈ Z n c t J −1 c = 0 i (n−1) 2 /2 c t J −1 c det J = D(c, −n/2 + ǫ + it) g(c, −n/2 + ǫ + it) dt = O(1).
(6.5) Indeed, we apply Proposition 5.1 and Theorem 4.3 again to see that the summand of the inner sum in (6.5) is bounded by
Thus, the absolute convergence of the infinite sum over c, seen as a p-series, in (6.5) tells us that the improper integral (6.5) is in turn bounded by
For the boundary case n = 3, the product rule of differentiation yields the residue of the double pole at s = −1, when c = 0, with an extra term of ln B, that is, Res s=−1 (D(0, s)B s g(0, s)) =B −1 ln B lim s→−1 ((s + 1) 2 D(0, s) g(0, s))+ + B −1 Res s=−1 (D(0, s) g(0, s)).
(6.6) Furthermore, using (4.1) in Theorem 4.1 and Proposition 5.2, the limit in (6.6) is equal to 4 3
where Z(z, 1) is defined as in (5.1). Hence, the asymptotic form for n = 3 follows. Consequently, we have proved the main theorem.
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Appendix
As seen in Theorems 4.1-4.2-4.3, the expansion of D(c, s) has a quotient of Riemann zeta functions or Dirichlet L-functions as one of its factors, we would not only expect to obtain its analytic continuation, but also its poles, particularly the pole at s = 1/2 − n/2, which contributes to the secondary term. Moreover, we discussed the possible poles of D(c, s) g(c, s), which are at s = 0, −1 and s = 1/2 − n/2, in Lemmas 6.2-6.2-6.3. For application, we wish to know whether or not these pole are cancelled by zeros of other factors of D(c, s). For ease of exposition, we present our results here via Proposition A1.1 for the case c = 0, via Propositions A2.1-A2.2 for the case c = 0 and c t J −1 c = 0, and finally via Propositions A3.1-A3.2-A3.3 for the case c = 0 and c t J −1 c = 0 below. Proposition A1.1. If c = 0, for s = 0, −1 and s = 1/2 − n/2, one has
Proof. By the argument used in Theorem 4.1, D 2 (0, s) is simplified to (4.1), which is
We claim that D 2 (0, s) = 0 at s = 0, −1 and s = 1/2 − n/2. Indeed, D 2 (0, s) vanishes at s = 0 (s = 1 2 − n 2 , accordingly) if and only if d n,J = 2 − 2 n+1 (d n,J = −2, accordingly). We then recall d n,J , to conclude that there is no such n satisfying d n,J = 2−2 n+1 or d n,J = −2. Thus, D 2 (0, s) = 0 at s = 0 and s = 1/2 − n/2.
Moreover, for s = −1, D 2 (0, −1) = 0 yields n = 3 and 4 − n ≡ 5 (mod 8), which is a contradiction. Hence, we obtain the proposition as desired.
Proposition A2.1. If c = 0 and c t J −1 c = 0, one has
Proof. It suffices to check if D 2 (c, 1/2−n/2) vanishes. We recall D 2 (c, s) discussed in Lemma 4.2.2 with two cases depending on the parity of c.
• If 2 ∤ c, D 2 (c, s) has the form of
which implies that it vanishes at s = 1/2 − n/2 if and only if 1 − 2 −1 + d n,J 2 −2 = 0, and so d n,J = −2. This is impossible by checking the definition of d n,J in (3.8). • If 2|c, i.e., 2 α || c, for some positive integer α, D 2 (c, 1/2 − n/2) is equal to
In particular, if n = 3, then D 2 (c, −1) = 0 means α + 1 − (α + 1 − (1 − 2 −⌊(α+2)/2⌋ ) − (1 − 2 −⌊(α+1)/2⌋ )) = 0, and so 2 −⌊(α+2)/2⌋ + 2 −⌊(α+1)/2⌋ − 2 = 0 which contradicts to the assumption α ≥ 1. On the other hand, with n ≥ 5, we use d n,J in (3.8) and geometric sum to rewrite (A1) as
unless n = 5, m = 4, and c t J −1 c = 1, where m = #{b r : b r = −1, r = 1, . . . , n}.
Proof. Following Theorem 3.5 and the argument presented in the proof of Lemma 4.3.3, we get different explicit expressions of D 2 (c, s) depending on values of c. It has the following form when 2 ∤ c and 2 ∤ c t J −1 c, 1 − 1 2 2s+1+n/2 χ 4 (c t J −1 c) sin (2m − n)π 4 1 c t J −1 c = ±1 + + 2 n/2−3 2 det J L χ 8,2 c t J −1 c sin (2m − n)π 4 + χ 8,3 c t J −1 c cos (2m − n)π 4 .
We wish to know when D 2 (c, 1/2−n/2) vanishes. Indeed, for c t J −1 c = 1, D 2 (c, 1/2−n/2) = 0 if and only if 1−2 (n−5)/2 = 0 and sin((2m−n)/4) = 2 −1/2 , which yield n = 5 and m = 4. Thus, the pole s = 1/2−n/2 gets cancelled by a zero of D 2 (c, s) when n = 5, m = 4, and c t J −1 c = 1. For the remaining case when c t J −1 c = 1, we get no solution for D 2 (c, 1/2 − n/2) = 0 after checking the condition of m, i.e., 2m > n, and signs of sin x and cos x. Now, when 2 α || c t J −1 c, with α ∈ Z ≥1 , we use geometric sum to simplify D 2 (c, 1/2 − n/2) to 1 + 2 n/2−1 cos (2m − n)π 4 (1 − (1/2) ⌊ α 2 ⌋ ) − 2 n−α−3 2 cos (2m − n)π 4 1 2|(α+1) + − 2 n−α−4 2 sin (2m − n)π 4 χ 4 (c t J −1 c/2 α ) 1 2|(α+2) + + 2 n+α−6 2 2 det J L χ 8,2 c t J −1 c/2 α sin (2m − n)π 4 + χ 8,3 c t J −1 c/2 α cos (2m − n)π 4 .
We further consider parity of α to proceed. When 2|α, upon simplification, finding the vanishing condition of D 2 (c, 1/2 − n/2) is amount to finding solutions of the following equations 2 α 2 (1 ± 2 n−3 2 ) = 2 n−5 2 (± 1 ± 2) (A5) or 2 α 2 (1 ± 2 n−3 2 ) = 2 n−5 2 (± 1 ± 2 ± 2 α ),
where the notation ± can take either + or − sign, and it is chosen independently from others. By checking all the possible values of ±, the equation (A5) yields a possible solution with α = 2 and n = 7, which satisfies 2 α 2 (1 − 2 n−3 2 ) = 2 n−5 2 (−1 − 2). Moreover, after considering signs of cos x, sin x, residues x of χ 8,2 (x), χ 8,3 (x), χ 4 (x), and noting that −c t J −1 c det J = and y 2 ≡ 1(mod 8), where y is odd, the possible solution α = 2 and n = 7 is not in the domain of the equation. Specifically, it yields c t J −1 c/4 = −y 2 ≡ 5(mod 8), which is a contradiction to the odd parity of y. Likewise, the second equation (A6) also yields α = 2 and n = 7 as a candidate of its solutions, which results from 2 , which is also a contradiction. Thus, D 2 (c, 1/2−n/2) does not vanish in the even case of α. We then consider the odd case of α, which actually requires no effort to see that D 2 (c, 1/2 − n/2) has no solution by observing the fact that 2 α || c t J −1 c implies |c t J −1 c det J| = , providing α is odd and det J = ±1. Thus, we have verified the proposition for the case 2 ∤ c. It remains to deal with the case 2|c, i.e., 2 α || c and 2 2α+β || c t J −1 c, for some integers α ≥ 1, β ≥ 0. Using arguments in Lemma 4.3.3, we have D 2 (c, s) = α+2 k=2 k−2 j=0 2 j(n/2−1)+k(n/2+1)−1 d n,j,k,J 1 2|k−j 2 k(n+s+1) + α k=0 1 2 k(s+1) ,
where d n,j,k,J is given in (3.6) as We then expand the double summation in (A7), using notation d
(2) n,j,k,J := 2 n/2 cos (2m−n)π 4 and d
(1) n,j,k,J := − χ 4 (c 2,j,J /2 k−j−2 ) 2 n/2 sin (2m−n)π 4 , to get − 2 j(n/2−1)+k(n/2+1)−1 d
(2) n,j,k,J 1 2|k−j 2 k(n+s+1) 1 β=1,j=α,k=α+2 + (A8) + 2 j(n/2−1)+k(n/2+1)−1 d
(1) n,j,k,J 1 2|k−j 2 k(n+s+1) 1 β=0,j=α,k=α+2 + (A9) + α+1 k=2 k−2 j=0 2 j(n/2−1)+k(n/2+1)−1 d
(2) n,j,k,J 1 2|k−j 2 k(n+s+1) 1 β=0,1 + (A10) + α−2 j=0 2 j(n/2−1)+k(n/2+1)−1 d
(2) n,j,k,J 1 2|k−j 2 (α+2)(n+s+1) 1 β=0,k=α+2 + (A11) + α−1 j=0 2 j(n/2−1)+k(n/2+1)−1 d
(2) n,j,k,J 1 2|k−j 2 (α+2)(n+s+1) 1 β=1,k=α+2 + (A12) + α+2 k=2 k−2 j=0 2 j(n/2−1)+k(n/2+1)−1 d
(2) n,j,k,J 1 2|k−j 2 k(n+s+1) 1 β≥2 .
Since (A8)-(A13) are mutually exclusive, we have 6 subcases for D 2 (c, 1/2 − n/2). In fact, (A10) and (A13) only differ by one more term in the summation over k. That is, we can
