We study an example of an adaptive (state) tracking control problem for a four-wheel mobile robot, as it is an illustrative example of the general adaptive state-feedback tracking control problem. It turns out that formulating the adaptive state-feedback tracking control problem is not straightforward, since specifying the reference state-trajectory can be in conflict with not knowing certain parameters. Our example illustrates this difficulty and we propose a problem formulation for the adaptive state-feedback tracking problem that meets the natural prerequisite that it reduces to the statefeedback tracking problem if the parameters are known. A general methodology for solving the problem is derived.
Introduction
In recent years a lot of interest has been devoted to (mainly) stabilization and tracking of nonholonomic dynamic systems, see e.g. [I, 6, 11, 141 and references therein. One of the reasons for the attention is the lack of a continuous static state feedback control since Brockett's necessary condition for smooth stabilization is not met, see [3] . The proposed solutions to this problem follow mainly two routes, namely discontinuous and/or time-varying control. For a good overview, see the survey paper [IO] .
Less studied is the adaptive control of nonholonomic systems. Results on adaptive stabilization can be found in [2, 7] . In [4, 5, 12, 15 ] the adaptive tracking problem is studied, but all papers are either concerned with adaptive output tracking, or the state trajectory to be tracked is feasable for any possible parameter. However, it is possible that specifying a reference-state trajectory and not knowing certain parameters are in conflict with each other. The question then arises how to formulate the adaptive tracking problem in such a way that it reduces to the state feedback tracking problem in case the parameters are known.
In this paper we consider a simple academic example that clearly illustrates the above mentioned conflict. We propose a formulation for the adaptive (state) tracking control problem and derive a general methodology for solving this problem.
The example we study is the kinematic model of a mobile car with rear wheel driving and front wheel steering:
The forward velocity of the rear wheel U and the angular velocity of the front wheel o are considered as inputs, (x, y ) is the center of the rear axis of the vehicle, e is the orientation of the body of the car, r $ is the angle between front wheel and car and L > 0 is a constant that denotesthe length of the car (see also Figure I ), and is assumed to be unknown.
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Figure 1: The mobile car
The organization of the paper is as follows. Section 2 contains the problem formulation of the tracking problem and illustrates the difficulties in arriving at the problem formulation for the adaptive tracking problem. Section 3 contains some definitions and preliminary results. Section 4 addresses the tracking problem and prepares for Section 5 in which the adaptive tracking problem is considered. Finally, Section 6 concludes the paper.
Problem formulation
Tracking control problem
Since we want the adaptive tracking control problem to reduce to the tracking problem for known L, we first have to formulate the tracking problem for the case L is known. 
.
in order to obtain a feasible reference trajectory. This is in conflict with the assumption that we do not know L, since once v,(t), @,(t) and e,(t) are specified it is possible to determine L from (4).
So the question is how to formulate the adaptive tracking problem for the nonholonomic system (1) in such a way that it reduces to the state-feedback tracking control problem for the case L is known? Appearently we can not both specify U,, 0, and @, as functions of time, and assume that L is unknown. 
such that for the resulting closed-loop system 
Remark 2.5 Notice that the time-dependency in (5) allows for using u,(t), xr(t), y,(t), 6,(t) in the control laws (as well as their derivatives with respect to time), but in this case we can not use o,L(t) or 4,L(t).
Remark2.6 I t is clear that once L is known this prob
Preliminaries
In this section we introduce the definitions and theorems used in the remainder of this paper. 
Definition3.1 We call w ( t )
=
( t ) converges to zero as t + CO and its derivative satisjies where f o is a uniformly continuousficnction and q(t) tends to zero as t -+ CO, then f ( t ) and fo(t) tend to zero as t 3
00.
Using standard techniques it is easy to show that Lemma 3. 4 Assume that origin of the system Differentiating the function V I = i x ; + i y : along the solutions of (9) 
Proof:
Since V is positive-definite and radially unbounded, we conclude from (14) that xe, ye, 0, and z are uniformly bounded. From (10) and Assumption 2.7 it follows that also v, tan4 and as a result also w and 4 -4, are uniformly bounded. Also the derivatives of all these signals are bounded. With Barbalat's Lemma it follows that x,, 8, and z converge to zero as t goes to infinity.
Using Lemma 3.3 with f = e,, fo = -kzv,y, and q = -kl& -k~v , ( x, + (y -1) ye) + z gives also that ye tends to zero as t goes to infinity. Proof: Using (7) it follows from x, and ye tending to zero that also x -n, and y -yr converge to zero. It only remains to show that $(t) -tends to zero as t tends to infinity.
This comes down to showing that tand(t) -tan&(t) tends to zero as t tends to infinity, which is a direct result from the fact that z tends to zero (and x,. ye and e,).
An adaptive tracking controller
From now on we assume that the parameter L is unknown.
As mentioned in section 2 we have the difficulty that not only L is unknown, but also the reference signals # ( t ) and w f ( t ) (that appear in the expression B ( t ) ) can not be used in the control law.
Fortunately, we are not only allowed to use x,, y e , 0, and 4, but also b, and 8,. Notice that in (10) we can replace the we obtain z = -c3z occurence of 4 ; by means of the signal 8,:
So, if we define the parameter-update-laws
However, using the variable z as defined in (IO) or (15) makes it hard to design a controller using conventional adaptive techniques because z includes the unknown parameter L. Therefore, we define which can be seen as an estimate for z. Using i the tracking error dynamics (9) can be expressed as dynamics can be seen as a cascade of a LTV subsystem with an additional disturbance that is bounded and goes to zero as t goes to infinity: Differentiating (19) along solutions of (17,lS) yields In the same way we can conclude that also L tends to zero as t tends to infinity.
Since we have shown that ye tends to zero, also the (i, 5 ) dynamics can be seen as a cascade of a LTV subsystem with 1 +---clC2c3Y2 (6 -yzior(t)utan+) 5
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an additional disturbance that is bounded and goes to zero as t goes to infinity:
Therefore, also tends to zero as t tends to infinity, which concludes the proof. 
Concluding remarks
In this paper we addressed the problem of adaptive state tracking control for a four wheel mobile robot with unknown length. This simple example clearly illustrates that for the general state tracking problem specifying the state trajectory to be tracked and not knowing certain parameters can be in conflict with each other. We propose a formulation for the adaptive tracking problem that is such that it reduces to the tracking problem in case the parameters are known. Not only did we formulate the problem, also a solution was derived.
