This short report is intended to give a brief overview of my research on the properties of the liquid surface. The phrase "liquid surface" in the last sentence is deliberately vague. Of course, the properties of the liquid-solid, the liquid-vapor, and the liquid-supported monolayer interfaces are not the same. Nor should we expect the several kinds of interfaces with other media of atomic, molecular, and metallic liquids to be the same. I will focus attention on the study of the liquid-vapor interface of metals and alloys (with a brief aside on the influence of a hydrocarbon monolayer on the atomic structure of the supporting liquid metal) because it illustrates nicely the kinds of advances that can be made when both modem theory and modem experimental technology are combined to solve problems, and because a number of the results obtained are very different from what was expected only a few years ago.
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Studies of the Liquid-Vapor Interfaces of Simple Metals and Alloys: Atomic Distributions and Electronic and Optical Properties
The liquid-vapor interface of any system is inhomogeneous with respect to the distribution of molecules. It is to be expected that the structure of that inhomogeneous region is determined by the intermolecular potential. When the intermolecular potential is independent of the density, which is an accurate approximation for almost all simple atomic and molecular systems, it is now widely accepted that, near the triple point, the longitudinal density distribution in the transition region (the density along the normal to the surface) decays monotonically from the bulk to the vapor over a distance of about two molecular diameters (1) . The interionic potential in a liquid metal is strongly density dependent. Given the large variation in density across the liquid-vapor transition zone, it is reasonable to expect the structure of that zone to be different for a metal and for a dielectric. This report reviews some recent studies of the longitudinal and transverse (in the plane) distributions of atoms in the liquid-vapor interfaces of simple metals and alloys (2-8; J. Harris, J. Gryko, and S.A.R., unpublished data).
A liquid metal is a constrained two-fluid system with strong interactions between all components. The various theoretical analyses of the liquid-vapor interface of such a system fall into three categories.
The simplest analysis assumes that the positive ions play no essential role other than providing a neutralizing background and potential box in which the electrons move. The most widely known model of the metal surface, that due to Lang and Kohn (9) , is inappropriate for a liquid metal since it neglects the mobility of the positive ions. This model predicts incomplete overlap of the positive and negative charge distributions, hence a surface dipole that influences the system work function. The ultimate source of the incomplete overlap of the charge distributions is the competition between the coulomb energy arising from the interaction between the two charge distributions and the kinetic energy of the electrons. The Lang-Kohn model is incapable, by virtue of the assumed form for the positive jellium distribution, of predicting the longitudinal density distribution in the liquid-vapor interface. The self-consistent jellium model of Allen and Rice (10) does account for the mobility of the positive ions but, of course, neglects their granularity. The competition between coulomb energy and kinetic energy in this model leads to nearly perfect overlap of the positive and negative charge distributions, hence no surface dipole. The longitudinal density distribution through the liquid-vapor interface is predicted to have a modest deviation from a monotone form for low electron density and a nearly monotone form for high electron density, with an effective transition zone width of somewhat less than one atomic diameter.
It is very important to account for the nonzero size of the ion core in any description of the density distribution in the liquid-vapor interface, since the geometry of packing is the dominant factor in determining the atomic distribution in a dense fluid. At present the only practical way of doing so is to use the pseudopotential representation of the interactions between ions and electrons. In this representation, originally developed for the homogeneous liquid metal (11), the system is analyzed using the effective Hamiltonian
where po is a continuous positive-charge distribution (a reference jellium) into which discrete ions are inserted and their influence accounted for to second order in perturbation theory; 4 is a density-dependent screened ion-ion interaction and Uo[po] is the so-called "structure-independent" energy, which includes the electron energy and one-body contributions from the electron-ion pseudopotential. The particular forms taken by 4 and U0 depend on the choice of unscreened electron-ion interaction, the distribution of depletion charge, the exchange and correlation energy descriptions, and other factors. Despite variations in the forms of 4 and UO, it is always found that U0 is strongly density dependent and is the dominant contributor to the binding energy of the metal. The
Abbreviation: au, atomic unit(s).
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pseudopotential-based effective Hamiltonian is assumed to also describe an inhomogeneous metal when the local electron density is substituted for the bulk electron density.
Given an effective Hamiltonian for the inhomogeneous metal, one can assume a functional form for the longitudinal density distribution in the liquid-vapor interface and then minimize the system free energy. This route, followed by Evans and others (12) (13) (14) (15) (16) with the extra assumption that the longitudinal density profile is a monotone function, predicts that the liquid-vapor transition zone is very narrow-in fact, considerably less than an atomic diameter. More important, once the functional form for the longitudinal density profile is selected, the minimization of the free energy, which can only be carried out numerically, can only determine the best values of the parameters in the assumed functional form. Alternatively, one can use the effective Hamiltonian in a computer simulation to determine the form ofthe longitudinal density profile in the liquid-vapor interface. The latter route was first exploited by D'Evelyn and Rice (2, 3) . As shown below, it predicts that the liquid-vapor interface of a simple metal is stratified for about three atomic diameters into the bulk.
The strong electron-density dependence of the pseudopotential is both the source of interesting physical phenomena in the inhomogeneous metal and of considerable difficulty in the computer simulation. For example, in the Monte Carlo method, every change in configuration generates a new density distribution and, hence, new local pseudopotentials. D'Evelyn and Rice developed a generalized self-consistent Monte Carlo procedure to properly account for such effects. The details of their methodology and of the several different pseudopotentials studied can be found elsewhere (2, 3) . Until very recently (see next paragraph), the computer simulations were based on pseudopotentials calculated under the assumption of local electroneutrality-i.e., the electrostatic contribution arising from possible incomplete overlap of the ion and electron distributions was neglected. The calculations of Allen and Rice (10), of the liquid-vapor transition zone of self-consistent jellium, suggest that this is a very reasonable approximation. More recent calculations (J. Harris, J. Gryko, and S.A.R., unpublished data), which remove the approximation, confirm this suggestion. A typical result from the simulations, in this case for Na, is shown in Fig. 1 . The stratification ofthe liquid-vapor transition zone has been shown to be independent of sample geometry (clusters and slabs have been studied), of system size (different size clusters and slabs have been studied), and of the detailed form of the pseudopotential (several different pseudopoten- tials for a given metal, for different metals, and for several alloys have been studied). By carrying out computer simulations with several modified effective Hamiltonians with different terms suppressed, it is demonstrated that the source of the stratification shown in Fig. 1 is the strong dependence on electron density of the "structure-independent" energy in the transition zone (see Fig. 2 ). Indeed, the strong electrondensity dependence of U0 plays the role of a confining wall, and it is the packing of the pseudoatoms against this effective wall that generates the stratification.
Of course, since the electron deBroglie wavelength is comparable with the length scale of the density variation in the liquid-vapor transition zone, the electron and ion density distributions cannot be coincident, a fact confirmed by the existence of the surface dipole moment. J. Harris, J. Gryko, and S.A.R. (unpublished data) have further generalized the Monte Carlo simulation procedure of D'Evelyn and Rice (2, 3) to calculate self-consistently the electron and ion distributions; details oftheir methodology can be found elsewhere. The results of a study of the liquid-vapor interface of Cs are shown in Fig. 3 . Clearly, the longitudinal density distribution in the transition zone is very similar to that predicted under the assumption of local electroneutrality. An experimental test of the reality of the D'Evelyn-Rice prediction can be obtained from the intensity of x-ray reflection from the liquid-vapor interface as a function of angle. For angles of incidence less than a critical angle, about 10 milliradians for Hg, there is nearly complete reflection. For angles of incidence greater than the critical angle, the reflected intensity drops rapidly. If the reflectivity measurements are carried to a high-enough angle, it is found that the reflected intensity as a function of angle becomes sensitive to the functional form of the longitudinal density distribution (17) . For Hg the angular range of interest starts at about 6 times the critical angle. Bosio and Oumezine (18) , greatly extending earlier work of Lu and Rice (19), have carried out these difficult experiments; their results are shown in Fig. 4 . The x-ray reflection from the surface of Cs, studied by Sluis and Rice (17) , although less conclusive because the range of the data is smaller, also leads to the conclusion that the liquid-vapor interface of a metal is stratified for about three atomic diameters into the bulk.
Suppose it is accepted that the longitudinal density distribution in the liquid-vapor interface of a metal is stratified. What are the properties of the corresponding transverse pair correlation functions? The simplest assumption to make is that the pair correlation function in a thin stratum parallel to the surface is the same as that in a homogeneous liquid with the same density. Ifthis assumption is applied to the stratified liquid-vapor transition zone, it is expected that the transverse pair correlation function will change markedly with position of the stratum. J. Harris and S.A.R. (unpublished data) have calculated the transverse pair correlation function as a function of position in the liquid-vapor interface of Cs; some results are shown in Fig. 5 . Clearly, although each of the strata selected (see the legend to Fig. 5 ) has a different local density, the associated transverse pair correlation functions are very similar. This observation is made more precise by making a least-squares functional fit of the computed transverse pair correlation function for some position in the inhomogeneous interface to the pair correlation function of a homogeneous liquid, with the density of the homogeneous liquid varied to find the best fit. The nominal density so determined is plotted in Fig. 6 as a function of position along the normal to the surface. This nominal density dependence, which differs considerably from a dependence on the point local density, is well represented by the Fischer approximation (20) first introduced to describe a system of hard spheres against a smooth hard wall. In the Fischer approximation, the pair correlation function of an inhomogeneous hard-sphere fluid is represented by that of a homogeneous hard-sphere fluid at a nominal density defined by averaging the point density over a sphere with a diameter equal to the atomic diameter and centered at the point of contact. When applied to the stratified liquid-vapor interface of a metal, with strata spaced by about an atomic diameter, the peaks and troughs of the longitudinal density distribution are washed out, just as seen in the data of Fig. 6 .
The transverse structure function at the surface of a liquid can be measured by using the method of grazing incidence x-ray diffraction. This technique is made possible by the existence of high-intensity synchrotron x-ray sources. Thomas et al. (6) with others (7) (i) the transverse structure function of the liquid-vapor interface of Hg is very similar to the bulk liquid structure function, but there are subtle differences between the two functions (see Fig. 7) ; and (ii) as k -°, S 1 (k) appears to diverge as k2, in agreement with theoretical predictions and computer simulations (21) (see Fig. 8 ).
Symposium Simulations of the liquid-vapor interface of Hg by D'Evelyn and Rice (3) predict stratification for about three atomic diameters into the bulk, just as for the alkali metals. However, these simulations predict that the peak densities are higher, when normalized to the bulk density, than in the alkali metals. Indeed, whereas in the alkali metals the predicted peak and trough densities are almost symmetric with respect to the bulk density, that is not the case for the predicted structure of the transition zone in Hg. Application of the Fischer approximation to the inhomogeneous liquid-vapor transition zone of Hg leads to a nominal density somewhat higher than the bulk density. As for the experimental data, the interpretation of the differences in S 1 1 (k) in the small k region (but outside the region where the k 2 divergence overtakes other effects) requires consideration of the longer ranged part of the effective pair potential and assessment of the relative contributions of the ionic and electronic components of the liquid to the compressibility. A comparison of the shape of S11(k) in the threshold region just before the first peak and that of the same region in a bulk metal leads to the weak conclusion that the data are consistent with the Monte Carlo simulations.
The relationship between the longitudinal density distribution in the liquid-vapor interface of an alloy and the electron-density dependence of the pseudopotential of the system is more complex than in a pure metal. Of course, the pseudopotential depends on the composition. In fact, the individual pair potentials of the components in a binary alloy also depend on the composition, so the total pair potential Fig. 9 . Note that the simulations predict that the surface is almost pure Cs, that the next layer has a small deficiency of Cs, and that succeeding layers have the bulk composition. This spatial dependence is very different from that found when the system is "van der Waals-like"-e.g., when the structure-independent energy is set to zero and the pair potential is retained as in the alloy (see Fig. 10 ). Clearly, the combination of the effects of packing of different diameter spheres and of strong composition and position dependences of the effective pair interactions leads to unusual structural features in an inhomogeneous liquid mixture.
The stratification of the longitudinal density distribution in the liquid-vapor interface of a metal will influence the electrical and optical properties of the transition region. Perhaps the simplest observation that can be made is that'the local environment of an atom in the transition zone is no longer spherically symmetric as is the bulk. Consequently, since it is not symmetry forbidden, we must expect that, in general, the transverse electrical conductivity will differ from the longitudinal electrical conductivity. Mohanty and Rice (22) have shown how the weak scattering Boltzmann equation for the electron distribution function in an inhomogeneous' fluid such as the liquid-vapor interface can be solved.
The problem that must be addressed is that the liquid-vapor transition zone is continuous-i.e., there is no well-defined boundary to the system. The key idea is the replacementoof the usual boundary condition (specular or diffuse reflection of the electron) with a condition on the distribution functions for electrons moving parallel and antiparallel to the normal, since the influence of the inhomogeneous atomic distribution can be represented as a fictitious field. The scattering is described in the Ziman approximation (23) tron-pseudoatom interaction is weak enough that only single scattering is important. Since the transverse pair correlation function, .which determines the in-plane scattering, is $ensibly independent of the variations in longitudinal density, the scattering time is also sensibly independent of the variations in longitudinal density. It is then predicted that, for a longitudinal density distribution such as that predicted by Monte Carlo simulations, the transverse conductivity is greater than the longitudinal conductivity. Indeed, if it is assumed that the longitudinal density is uniform up to a plane that defines the surface and that the electrical conductivity is constant and isotropic up to the plane that defines the surface, the optical constants derived from reflectivity measurements and ellisometric measurements cannot be reconciled (24) . This discrepancy led Bloch and Rice (24) to suggest that the conductivity at the surface ofliquid Hg is greater than in the bulk. Guidotti and Rice (25) measured the surface plasmon dispersion 'relation for liquid Hg and showed that their data could be reconciled with all other optical data if the conductivity at the surface of liquid Hg is anisotropic; they infer that the transverse surface conductivity is about 5 times greater than the longitudinal surface conductivity. These measurements and their interpretation predated the theory of Mohanty and Rice; that theory agrees with the measurements and ties them to the atomic structure of the liquid-vapor transition zone as predicted by the Monte Carlo simulations.
It should be clear that the difference between the electron and ion densities in the liquid-vapor transition region will depend on the details of the atomic distribution in that region; hence, so will the surface dipole. Goodisman (26) has shown that it is not possible to account for the work function of a liquid metal if it is assumed that the longitudinal density is constant up to a plane. On the other hand, if it is assumed that the longitudinal density distribution is that given by the Monte Carlo simulations, the observed and calculated work functions are in good agreement. For example, for liquid Hg Goodisman calculates that when the longitudinal density in the transition region is constant, the work function is 3.32 eV, whereas when the stratified interface of D'Evelyn and Rice is used, the work function is 4.27 eV; the observed value is 4.5 eV.
Dfoes a Supported Monolayer Induce Structure in the Supporting Liquid: A Synchrotron X-Ray Study of Stearic Acid on Mercury
The macroscopic properties of insoluble monolayers supported on liquids have beei studied extensively for 70 years (for a rather complete overview to 1966, see ref. 27) . A typical system is stearic acid spread oh liquid Hg (28, 29) . The several regions of the surface pressure-area isotherm are traditionally intdrpreted, by anAilogy with pressure-volume isotherms in three dimensions, as representing gaseous, pone or more liquid, and cfystalline phases of the supported film, the several phases being separated by first-order and sometimes higher order transitions. To date, although. there is direct evidqnce for two systems that the highest density two-dimensional phase is crystalline (30, 31) , the structures of the other two-dimensional phases have not been determined, ahd the changes in structure along an isotherm, from close-packing to low density, have not been delineated.
Moreover,' the influence of the structure of the supported monolayer on the structure of the host liquid has not been studied. Rice and coworkers (S. W. Barton, B. N. Thomas, E. Flom, and F. Novak) have carried out an experiment desighed to determine the influence of the crystalline field of a supported stearic acid film on the st-ucture of the surface of liquid Hg. Their data also permit the inference of a structure for the supported film.
The preliminary results of a grazing incidence x-ray diffraction study of the stearic acid-on-Hg system are shown in Fig. 11 .. Note the extra peaks, relative to the transverse structure factor for the surface of pure Hg, at 0.7-0.8 A-' and 1.5 -1 and the shoulder at 2.60 A-1. Ultimately, better data will be needed for full characterization of this system, but for the present qualitative discussion, the data shown are adequate.
The peak at k = 1.5 A`-corresponds to a real space separation of 4.19 A, which is the typical distance between close-packed hydrocarbon chains in a crystal. Indeed, studies of several different hydrocarbon monolayers supported on water (7, 31, 33) Accepting that the stearic acid monolayer on Hg, at the packing density studied, is crystalline, that monolayer generates a periodic field. The theory of the properties of a two-dimensional liquid in a periodic external field (34, 35) shows that the structure factor of the liquid is modified such that images of the liquid structure factor appear displaced by plus and minus the reciprocal lattice vectors of the external field. The first peak in the transverse structure factor for the surface of pure Hg is at 2.30 A-', so taking the peak at k -1.5 A`to be the frst reciprocal lattice vector of the periodic field generated by the monolayer, we expect an image of the first peak ofthe liquid structure factor at 0.8 A-. We identify the peak in the experimental structure factor between 0.7 and 0.8 A-' with this image; given the asymmetry of the first peak of the transverse structure factor for the surface of pure Hg and the low count rate near k = 0, we regard this agreement to be satisfactory.
The data displayed in Fig. 11 , when interpreted as implied in the last paragraph, permit an estimate to be made of the strength of the periodic field generated by the stearic acid monolayer. Rieter and Moss (34) show that the ratio of the amplitudes of the image and the pure liquid transverse structure factors is related to the Fourier coefficients of the periodic field by (VHK/kBT)2 = S(k ± kHyJ/S(c). We find that V10 = 0.6 kBT.
Since the electron density of carbon is very small relative to that of Hg, the fact that we see a sharp diffraction peak at k -1.50 A'1 implies that the hydrocarbon chain is nearly perfectly ordered in the crystalline phase. And if the hydrocarbon chain is nearly perfectly ordered, it is plausible to expect that the lateral ordering of chains will be very good. We now note that the diffraction peaks at k = 1.50 and 2.60 A-' are in the ratio 3 /2, consistent with hexagonal closepacking. If the monolayer is hexagonal close-packed, the next higher diffraction peak will appear with k = 2 x 1.50 A-'. There is a hint of a peak at k = 3.00 A' in the data displayed in Fig. 11 . Accordingly, we propose that stearic acid supported on Hg at room temperature forms a hexagonal close-packed two-dimensional crystal.
As already noted, the D'Evelyn-Rice self-consistent pseudopotential-based Monte Carlo simulations (3) of the liquid-vapor interface of Hg reveal stratification (longitudinal density variations) extending about three atomic diameters into the bulk; Bosio and Oumezine (18) have shown that the reflection of x-rays from the Hg surface is in agreement with this prediction. D'Evelyn and Rice (3) predict that the density of the outermost layer in the surface transition zone is about that of polycrystalline Hg, implying near close-packing in that layer. In Fig. 12 we show a proposed model for a crystalline monolayer of stearic acid suported on Hg that is consistent with the inferences of the preceding paragraph and the predictions of D'Evelyn and Rice. The stearic acid molecules are represented by the large circles, seen to be close-packed. The Hg atoms underneath are also represented in a closepacked array placed such that the Hg atoms are coherent with the interstitial sites of the stearic acid array. At this time we cannot say whether the crystalline field of the stearic acid leads to corrugation of the Hg surface or not. It is worthwhile noting that the observed transverse structure factor for the surface of liquid Hg, which is very similar to that of bulk liquid Hg, is consistent with this picture. (See earlier comments on the transverse pair correlation function in the interface. ) We also note that the single Fourier coefficient of the periodic field that we have been able to estimate is not very large in magnitude. This result appears plausible because, even if the proton of the stearic acid dissolves in the Hg, the resultant charges will be shielded by the electrons, and the shielding length will be of the order of the Fermi wavelength. On the other hand, a crystalline monolayer of, say, a long-chain alcohol on water will generate a periodic array of hydrogen bonding sites and, because the hydrogen bond between water and an alcohol is relatively strong, the ordering of the water generated by the supported crystalline film may be very much greater than for the case of stearic acid on Hg.
It is extremely interesting that we see diffraction characteristic of a crystalline monolayer of stearic acid on Hg even though the surface coverage in our experiment corresponds to only one-half of a monolayer. Recent optical fluorescence (36) and x-ray diffraction studies (refs. 31 and 33; S. W. Barton, B. N. Thomas, E. Flom, F. Novak, and S.A.R., unpublished data) of molecular assemblies supported on water imply that solid islands form long before complete coverage of the surface. These results, and ours, then imply that one must examine very carefully, and with some reservations, the postulation of structures associated with surface phases based on only surface pressure-area isotherm behavior and analogies with pressure-volume behavior in three-dimepsional systems.
