Abstract. When analyzing irregularly sampled data to obtain climate signals, a typical starting point is to use spatial analysis methods to map observations onto a regular grid. Clear benefits are possible, however, from an alternative approach in which the desired signals are first estimated directly at the observing locations. The most important benefits relate to accuracy and error analysis. These principles are illustrated using the example of atmospheric tides. When properly estimated, the tides agree remarkably well with those simulated by the Goddard Earth Observing System general circulation model and, above the tropopause, are comparable to the mean meridional flow.
Introduction
Synoptic analysis has a long history and has served the meteorology community well. One legacy of this technique is that spatio-temporal data in the earth sciences are now usually treated using spatial methods (many of them originally developed for geology and mining applications), applied sequentially in time to generate a series of synoptic maps. Operational atmospheric analyses are obtained through essentially this approach, though aided by a forecast model. The approach is also widely used by investigators working from raw data, who make maps either by collecting the data in bins or boxes, or using statistical procedures that predict field values throughout the spatial domain.
Suppose that one has measurements of some field at discrete locations and times but really wants, not accurate synoptic maps of , but rather some climate signal ¡ derived from . Common procedure would be to obtain ¡ from the sequence of maps. Here I argue that this may not be ideal.
One key issue is accuracy. Any linear method for predicting the continuous field £ ¢ ¥ ¤ § ¦ from available point observations¨can be written in terms of a weight vector and best possible linear estimate of the desired signal.
This letter briefly outlines the distinction between determining ¡ from a series of maps of , termed "data mapping," and approaches where ¡ is extracted from the data first and mapped at the end of the analysis ("signal mapping"). For simplicity I will assume that
is time-independent (this includes coefficients of a time-varying function, e.g., a trend).
I illustrate these concepts using the example of atmospheric tidal estimation. Such tides are driven by the diurnal variation of solar heating [Chapman and Lindzen, 1970] . Though strongest in the mesosphere, general circulation model simulations and operational analyses show that amplitudes in the stratosphere and troposphere are significant from the standpoint of data assimilation [e.g., Swinbank et al., 1999] and atmospheric budgets [Trenberth, 1997] . Here we consider tide as measured by the difference between wind at 00 and 12 UTC.
Data and Approach
The study uses operational rawinsonde data from 1985-1998 archived at NASA. Most stations are missing significant amounts of data, and some report little or no data at night. Above 30 hPa few stations report; below 200 hPa, tides become increasingly swamped by weather systems, so results are presented between these levels only. Tides are calculated for two seasons: December-February (DJF) and June-August (JJA).
All mapping is performed here using the standard technique of statistical interpolation or "kriging," though the basic principles will hold for other methods. Statistical interpolation, traditionally used in data assimilation, is now available in many data analysis software packages, and performs well compared to other methods [Laslett, 1994; Zimmerman et al., 1999] . It relies on a Gaussian Random Field (GRF) model of the field's variability from some overall mean or background. The GRF is characterized by a stationary and homogeneous autocorrelation function ¢ ¡ ¤ £ which must be well-behaved. Here, a "spherical" function is fitted to the data [e.g., Cressie, 1993] . The key parameters of this function are the "nugget" or level of white noise in the field and its observations, and the "ranges" or decorrelation distances of the field in each direction. For a further discussion of statistical interpolation see Daley [1991] . Wind statistics are significantly anisotropic in the region studied, so ¡ ¤ £ is given independent ranges in the ¥ and ¦ directions. The parameters of § ¡ £ must be determined from the data. Here, mean-squared differences are formed between each station pair using observations over all times, and the structure function parameters found which minimize the squared difference between these and the fitted function [e.g., Gunst, 1995] .
Interpolation itself is performed using the "unbiased" estimator-where the © sum to unity-applied to all observations at a given time and pressure. An important benefit of statistical interpolation is that since it is based on a statistical model of the underlying field, an uncertainty estimate of the interpolant is readily obtained (assuming independent measurement errors and an accurate model).
Note that physically-based constraints are available which can improve the mapping of wind and other vector fields [see Daley, 1991] . However, these constraints embody either geostrophic balance or vector isotropy of the wind field. These are both poor approximations in the tropical lower stratosphere where tides are strongest, so I simply map the © and components of the wind as scalars. The data-mapping approach: Synoptic wind maps are made at each observing time, and the difference found between the mean maps at 00Z and at 12Z. Before mapping, the data were screened and any differing from the mean by more than six pseudo-standard deviations 4 (4.45 times the interquartile range) were removed (more stringent criteria did not make a significant difference in the result).
The signal-mapping approach: The 00Z-12Z difference is estimated at each station , then mapped. Here is estimated by taking the mean difference between each pair of available observations at that are separated by 12 hours, discarding absolute differences greater than 4 . Each uncertainty of was taken equal to the standard deviation of the differences divided by
where " is the number of observations used in at least one pair at . Since " ( varies widely among the stations, must be taken into account explicitly in mapping. This is quite simple; see Daley [1991, Sec. 4.2] 
(if the term in parentheses is negative it should be set to zero). Finally, the calculation of the precision uncertainty in the final map due to horizontal and temporal sampling is straightforward [Daley, 1991, Sec. 4.2] . This does not account for the possibility of biases common to many stations, which cannot be determined statistically.
Comparison of Performance
Each of these methods was tested by reconstructing tides in the tropics (25S-25N) during the DJF season using tropical stations. Outside the tropics, tides are smaller and data mapping becomes computationally demanding due to the number of northern-hemisphere stations.
Accuracy The
, of the tide at 100 hPa estimated by these two methods is shown in Figure 1a ,b. Figure 1d shows the migrating tide simulated by NASA's Goddard Earth Observing System version 2 general circulation model (GEOS-2) [see Swinbank et al., 1999] for comparison. Swinbank et al. [1999] found that migrating temperature oscillations in this model showed reasonable agreement with observations. The tides estimated here by signal mapping also resemble those of the GCM and look far more reasonable than those calculated from data mapping.
The dramatic improvement from signal mapping is due to two reasons. First, the signal 5 was much more spatially coherent than the raw field: the "nugget" variance of 5 , and the longitudinal "range" parameter was much larger for the signal (225 vs. 29 degrees). Second, stations with relatively low reporting rates ended up poorly represented in the wind maps even though they often collected enough data to provide very useful tidal information.
Novel constraints An added benefit of signal mapping is the possibility of applying additional constraints to the signal estimate that would be impractical otherwise. Specifically, I considered the hypothesis that the tide is purely migrating with no geostationary component (as would be expected for solar forcing of a zonally uniform atmosphere). In this case, for each station by its total uncertainty to obtain what would be, under this hypothesis, a normally distributed quantity with unit variance. A chi-squared test indicated that the hypothesis could not quite be rejected at the 95% confidence level; the sample variance of the distribution was 1.6. Thus, evidence for geostationary tides at 100 hPa was weak. Similar conclusions Figure 1 . Difference between at 00Z and 12Z at 100 hPa from a) data mapping, b) signal mapping, c) signal mapping with pure migration constraint (see text), d) as simulated by the Goddard GEOS-2 GCM (migrating tide only). Thin solid contours indicate flow that is more southward at 00Z, dashed the reverse, and the thick solid contour is zero (contour interval 0.5 m/s).
held above this level; below, geostationary tides could no longer be neglected.
Lacking significant geostationary tides, it was reasonable at and above 100 hPa to repeat the mapping exercise, including each station a second time as a "bogus" station (at its opposed location with 6
) , to form a direct estimate of the migrating tide. This map, made with the same ¡ £ as before, is shown in Figure 1c . The result shows even stronger resemblance to the simulated migrating tide (Figure 1d) . No similar strategy can be used in data mapping, since most wind variability does not obey the same symmetry as the tide.
Error analysis Perhaps the most significant advantage of signal mapping is the possibility of error analysis. This was already exploited above to test the migrating-tide hypothesis. In data mapping, a straightforward uncertainty map could easily be generated for each synoptic map; however, blending these uncertainty maps into a single estimate of the uncertainty of a desired statistic would be virtually impossible since the map errors would not be independent. By contrast, signal mapping immediately produces an estimate of the uncertainty of the actual quantity of interest, provided that the errors ) are uncorrelated. Figure 2 illustrates a latitudinal transect of the 100 hPa -tide with the one-sigma error level, showing the signal to be well above the uncertainty. The full error maps were tested by cross-validation and found to be statistically consistent with empirical errors at locations withheld from the mapping process.
In cases where the ) are correlated, the uncertainty of the map can still be determined using standard methods but a correction must also be added. One simple and general way to calculate the correction is to use bootstrap methods to estimate that uncertainty due to random variations in the data by mapping each bootstrap sample and then computing the sample variance among the maps [see Efron and Tibshirani, 1993] . The difference between this and the variance © $ expected from uncorrelated errors gives the necessary correction.
Tidal propagation The tidal wind field has a significant divergent component in the tropics. This is calculated along the equator at each level (using the pure migration assumption at 100 hPa and above) and plotted in Figure 3 together with that from the GEOS-2. The agreement is again quite good overall, particularly in the diurnal (1 cpd) component which shows a clear downward phase propagation through , which is equivalent to a change in vertical velocity of 1 hPa/day over a vertical distance of 10 hPa, assuming continuity. This is quite significant compared to mean ascent rates.
Discussion
Failure of "optimal" maps of a variable to yield optimal climate signals ¡ is not specific to statistical mapping, or tides. Any climate signal that is slowly varying in time is likely to have different spatial statistics than the field from which it derived. And any spatial techniqueincluding spline fitting, local weighting schemes, and others, most of which are closely related to statistical mapping [e.g., Hutchinson and Gessler, 1994] -will fail to optimize ¡ unless specifically designed to do so.
Those seeking climate signals in data are therefore urged to consider signal-mapping approaches wherever feasible. Of course the degree of benefit will depend on the problem, and the use of physical models to help estimate (i.e. operational analysis) will often be preferable. However, the latter is fundamentally a data-mapping procedure-thus exhibiting biases and aliasing of data availability patterns-and operational products are not yet adequate for (for example) climate change detection [e.g., Barnett et al., 1999] . Though the tidal signal here was stationary and thus relatively straightforward to estimate via signal mapping, a method for arbitrary signals will be presented in a subsequent publication.
