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ABSTRACT 
Let a = (at):, be a strictly increasing sequence of natural numbers and let A be a space of Le- 
besgue measurable functions defined on [0, 1). Let < y > denote the fractional part of the real 
number y. We say that a is an A* sequence if for each f E A 
Jirnwk$f(< six >)= 'f(t)dt, 
,=I s 0 
almost everywhere with respect to Lebesgue measure. Let 
4 = hi):, , , ak = (uk.i)Po= ,, 
denote finitely many (L’)‘ sequences, and for a sequence a, let 
G,(u) = I{i : a, 5 u)I, 
where for a finite set A we have used IAl to denote its cardinality. Also let ar o o ak denote the set 
{hl...bk:bl Eal;..,bkEak}, 
counted with multiplicity and ordered by absolute value. Suppose there exists K > 0 such that for all 
u>_l 
Then if log+ (xl = logmax( 1,1x1) we show that ar o o ak is an (L(l~g+L)~-l)* sequence. 
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I. INTRODUCTION 
Let a = (a;): i be a strictly increasing sequence of natural numbers and let A 
be a space of Lebesgue measurable functions defined on [O. 1). Let c J’ > denote 
the fractional part of the real number y. We say that u is an A* sequence if for 
every f E d 
1 N 
Sl_m?_&f( < u,x >) = ” f(t)dt. 
IL? ] J 0 
almost everywhere with respect to Lebesgue measure. Let 
denote finitely many (L’)* sequences, and for a sequence a, let 
G,(u) = {i : a, < u}. 
Also let ai o . o ak denote the set 
{b, . ..bk : b, E al;..,bk E @} 
counted with multiplicity and ordered by absolute value. Assuming there exists 
K > 0 such that 
(1.1) IG,(~>I . IGa,(u)I I W(u)l> 
for all u _> 1 where G(U) denotes G,,.....,k(u), in [Na3] it is shown that ifp > 1 
andal,..., ak are (Lp)* sequences then so is ai 0 .o ffk. Here of course, for a 
finite set A, we have used ]A] to denote its cardinality. There is no shortage of 
sequences ai, . . , ak satisfying (l.l), as illustrated in [Na3]. In fact the author 
knows of no examples of (U)* sequences (p 2 1) that do not satisfy condition 
(1.1). It none-the-less remains of interest to know if the condition (1.1) can be 
weakened or removed. It would also be of interest to know if that result remains 
of interest in the case where p = 1. We have the following partial result. 
Theorem SUPPOX LII = (~l,i)'z~,. ;(QJ):"=, are (L’)* sequences. Then if (1.1) 
holds andf belongs to L(log+ L)k-‘, 
1 
u’?% IG(u)l hEGcuj c f( 
< bx >) = J ‘f (t)dt, 0 
almost everwhere with respect to Lebesgue measure. 
Here of course log+ x denotes log max( 1, x) and L(log+ L)k-’ denotes the class 
of L’ functions such that Jb’ If](log+ 1 f I)k-l ( x )d x is finite. To put this result in 
context, note that 
Span(u,,iU) c L(log+ L)k-’ c L’! 
where the inclusions are strict in both cases for each k and Span(A) denotes the 
linear space spanned by the set A. Briefly our result says that the sequence ai o 
234 
. . o ak is an (L(log+ L)k-l)* sequence if each of the sequences ai,. . . ,ak is an 
(L’)* sequence and (1.1) holds. The first result of this type was proved by J. M. 
Marstrand [M] who showed that if at,. . . ,ak are (L”)* sequences then so is 
a, 0 .‘. o Uk, though without the assumption (1.1). He used this to show that if 
m = (mr);“, i is the sequence generated multiplicatively by a finite set of co- 
prime integers pi,. . . ,Pk all greater than one and ordered by absolute value, 
then m is also an (L”)* sequence. The Riesz-Raikov theorem [R] tells us that 
for any integer q > 1 the sequence (q’);“,, is an (L’)* sequence. This raises the 
question whether the sequence m is an (L’)’ sequence or not. The answer is yes 
as shown in [Nal]. The investigation leading to our theorem arises out of the 
question about to what extent the properties enjoyed by the very special se- 
quence m extend to more general sequences of integers. Of course we know that 
any strictly increasing sequence of integers (an):=, is an R” sequence where R 
denotes the space of Riemann integrable functions on [0, 1). This is in light of 
H. Weyl’s theorem [W] that for any strictly increasing sequence of integers (a,) 
the fractional parts (< a,x >),“= i are uniformly distributed modulo one for al- 
most all x with respect to Lebesgue measure. Henceforth the letter C, possibly 
with subscripts, denotes a positive constant, not necessarily the same on each 
occasion. 
Acknowledgement. I thank the referee for his careful reading on the paper 
which improved its presentation considerably. 
2. PROOF OF THEOREM 
Applying (1.6) of [Na3] with p = 1 we see that if a is an (L’)* sequence there 
exists C, > 0 such that for allf E L’ 
Here X denotes Lebesgue measure on [0, 1) and 
Ma.f(X) = Fz l$$f(< Gx >)I. 
- I-1 
See also [S]. Our theorem will be deduced from inequality (2.1) assuming (1 .l). 
Let 
An essential step in our argument will entail applying inequality (2.1) withf 
chosen to be && in the case where g belongs to L(log+ f.)k-l. Of course to do 
this we have to ensure that Hkg belongs to L’ if g E L(log+ L)k-l. We do this 
first. For a sequence a = (a,):=, and b = (b,),“= , set a o b to denote the sequence 
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of pairs of products a& ordered by absolute value. Suppose thatf -: 0 and that 
there exists C > 0 such that 
(2.2) I{r : a, 5 u}~~{s : h,y L u}l <c C~{(Y,S) : arhs L u}/. 
Let 
G(u) = {(r,s) : urb, 5 u}> 
&f(x) = tkf(< 4.x >I 
r-1 
and 
&f(x) = ; 2 f(< bsx >I 
s= I 
Then using (2.2) which is of course none other than the special case of (1.1) for 
two terms we see that there exists C > 0 such that 
c f(< 4w >I 5 C A(&(f(x)). (r,s) E G(u) 
Letf+ = max(f(x), 0) and letf- = (-f)‘. Then ]fl =f+ +f 
c f( < a,b,x >)I 5 C A,(&(f+(x)) + C Au(&(f-(x)). (TJ) E G(u) 
This tells us that 
Mzobf(4 i cJww5(f))(x) 
for anyf. Repeated application of this inequality tells us that 
(2.3) hf(X) 5 CM,, MCI? . Mlkf(X). 
We have the following lemmas taken from [Na2]. Strictly speaking Lemma 1 is 
proved for a maximal function related to Riemann sums in [Na2]. An argu- 
ment, starting from (2.1), nearly identical to that used to prove Lemma 5 of 
[Na2] can be used to deduce Lemma 1. 
Lemma 1. For each Lebesgue measurable function f defined on [0, 1) if(2. I) holds 
then there exists C > 0 such that 
.I 0 1 Maf (x)dx 5 C( 1 + s 0 1 
2lfI(log+2lfl)(x)dx). 
Assuming we are now working with the maximal function of this paper rather 
than the maximal function related to Riemann sums, the argument leading to 
the proof of Lemma 6 in [Na2] implies Lemma 2. 
Lemma 2. For each Lebesgue measurablefunction f defined on [0, 1) if(2. I) holds 
then there exists C > 0 such that 
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J 
1 
Maf(x)(log+ M7f>d-1(x)~x L cc 
0 J 
1 w-l(lw+ wd-‘wx 
+ J ~w-loog+ mdwx). 
These two lemmas together with (2.3) tell us that Hkg is in L’ if g is in 
L(log+ L)k-’ as required. 
We now return to the proof of the Theorem. To do this we need to show that if 
f is in L(log+ L)k-l h t en th ere exists Ck > 0, C > 0 such that for all t > 0, 
(2.4) x({X E [o, 1) : f&f(X) > ct}) < ck J u->l) f (log+~)k-‘(x)dx. 
This inequality once proved is very useful because if in proving our theorem we 
assume, as we may do, without loss of generality, thatf > 0 and we set 
&(u,f)(x) = ;-&c< ax >I, 
r=l 
with a chosen to be ai o . . . o ak. Then for g in Lp withp > 1 letting 
A(f)(x) = limsupA,(u,f)(x) - litti:f A,(u,f)(x) 
n-m 
A(g) = 0. Suppose now thatf is in L(log+ L)k-‘, and that U;);“=, is an increas- 
ing sequence of functions in Lp, p > 1 converging tof. Then 
A(f) L A(f -h) + A(h) = A(f -h) 5 f&&f -h). 
Now 
lim J Laizx2 {f-fr>l} f-fr (log+~+‘(x)dx = 0, t 
because the integrand tends to zero with 1 tending to infinity and is bounded by 
the integrable function 
Here for a set A we have used IA to denote its indicator function. All this tells us 
that A(f) = 0, so the limit in our theorem must exist. Thus assuming (2.4), all 
that remains to be done is to identify the limit as Sdf(x)dx. In light of our result 
in [Na3], iff is in LJ’ with p > 1 the limit is Jif(x)dx. Now LJ’ for p > 1 is dense 
in L(log+ Wk-’ so the limit is Jif(x)dx for any f in L(log+ L)k-’ by a simple 
dominated convergence argument. 
We now return to the proof of (2.4). The argument is induction on k and 
adapted from [F] or [Z]. Note that 
f(x) =f.qu:(f(u)l>~} +f.qu:lf(u)lsy) 
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This means that 
which in light of (2.1) gives 
X({x E [O, 1) : M&x) > a}) 5 “c 
a . {u:lf(u)l> T} ‘f’(tw I’ 
which is the first step of our induction. Assume now that (2.4) is known for the 
natural number k. Observe that 
f(x) = f.I{f > 2t) +f.z{.j 5 21) 
5 fJ{f > 2) + 2. 
Hence 
fh+1(f) i e+l(fJ{f>2r}) + 2t. 
This means that 
A({x E [O, 1) : ac+i (S) > 4Ctl) 
5 X({x E [O, 1) : Mzk+,a+l (f.Z{,>Zf}) > 2tl). 
Note that forf in L(log+ L)k-l we know that& > zll is also in L(log+ ~5)~~’ and 
so Z~ZkCfZtf,2~)) isin L i. This means that we can invoke (2.1) to note that 
X({x E [O,l) :Hk+,(J') > 4Ct)) 5 5 
s t ~fMS.~{f>?r)wl 
@fW{f >2&w 
<C .I fk(x)k {x:4&(x) > 11 
where 
g(x) =f!+ (X). 
In terms of the distribution function 
P(T) = X(1x : fMg)(x) > rl)t 
this last integral may be rewritten as 
Thus our problem is reduced to estimating these last two terms. By our in- 
ductive hypothesis 
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(2.5) p(r) < 4ck J 
Hence 
Since log+(&) 5 log+ a + log+ b and (a + b)k 5 2k(& + bk) for non-negative 
numbers a and b, we can dominate the last integral by an expression of the form 
A/c J ’ g(x)dx + Bk J’ es+ g)kwx, 0 0 
for appropriate constants Ak > 0 and Bk > 0. By the definition of g, 
and also 
J 
I dlog, dkcw = 
0 J u->21) ; (log+~)k(x)dX. 
Hence 
(2.6) : J p(r)dr 2 (Ak + &) J {f>rl ; (log+;)k(x)dx. 
On the other hand (2.5) yields 
L’(l) 5 4ck J g(log+ g)k(x)dx = 4ck J 1 g(log+ 4 )k-1 (x)dx. {4&T> 11 
This means that there exists A;, Hk > 0 such that 
J 
1 
I A; dxjdx + & 
0 J 1 idlog+ glk-’ cxjdx 
This gives 
(2.7) P(Y) I c J If>rl ; (log+~)k(x)dx. 
The inequalities (2.6) and (2.7) together complete the proof of (2.4) and with it 
the proof of our theorem. 
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