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Abstract
We first describe the methodology for a two-dimensional, elastic deformable microplate
modeling approach for continental plate boundaries. Deformable microplate models combine
discrete slip on microplate boundaries (faults) with continuous deformation in block interiors.
Two idealized models simulating continental collision are presented, one with two microplates
and one with four microplates.
We then apply the deformable microplate modeling approach to two continental bound-
aries: the India-Asia collision zone and the southern California fault system. For the India-
Asia boundary, we show a suite of six models, varying only in boundary conditions. The
model with a convergence displacement boundary condition on the eastern three-quarters of
the Himalayan Range front combined with a force boundary condition on the southeastern
margin best predicts slip rates on the major Tibetan faults and the southeastern extrusion
of Tibetan crustal material.
For the southern California fault system, we test models ranging from fully distributed
deformation (all Pacific-North America plate motion located on the western boundary of the
model) to fully localized deformation (all Pacific-North America plate motion localized on
the San Andreas fault). Models with ⇠ 75% of plate motion on the San Andreas fault and
iii
⇠ 25% on the western boundary best predict the along-strike slip rate of the San Andreas
fault.
Finally, we derive an equation for the rotation rate of the principal stress axes as a
function of a regionally constant background stress, a tectonic stressing rate, and time. We
show the results of a parameter sensitivity analysis and give the expected magnitude of the
stress rotation rate for a range of idealized background stresses and stressing rates. The stress
rotation rates across an infinitely long strike-slip fault are shown for a range of background
stresses. We then combine block model-derived southern California tectonic stressing rates
with candidate background stresses to predict the expected interseismic principal stress axes
rotation rates as a function of the magnitude of a regionally constant background stress.
iv
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Chapter 1
Introduction
The goal of this work is to provide testable predictions of interseismic fault slip rates and
principal stress rotation rates. Over the past several decades, significant progress has been
made in geologically and geodetically characterizing the nature of slip on faults at continental
boundaries (e.g., Bilham et al., 1997; Fialko, 2006; Loveless and Meade, 2011b; Meade and
Hager, 2005; Savage and Burford, 1973; Wright et al., 2004; Yue et al., 2001). Over the
same time period, extensive work has been done in an e↵ort to constrain the crustal stress
field, both directly with borehole breakout measurements, and indirectly with inversions of
earthquake focal mechanisms and p-axes (e.g., Gephart and Forsyth, 1984; Hardebeck and
Michael, 2006; Michael, 1984; Wilde and Stock, 1997; Yang and Hauksson, 2013; Zhao et al.,
1997; Zoback and Healy, 1992). By developing models that are independent of these fault
slip rate and principal stress axes estimates we can make quantitative predictions that can
be compared back to these data.
The research presented here focuses on two major continental boundaries: the India-Asia
boundary and the Pacific-North America boundary. As the largest region of continental
deformation in the world, the tectonics of the India-Asia collision zone have been the focus
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of intense study since the 1970s. While the Tibetan plateau is the hallmark feature of this
boundary, the India-Asia collision zone is also characterized by several major, geographically
extensive strike-slip faults that extend more than a thousand kilometers and that have ac-
commodated hundreds of kilometers of slip (Fu and Awata, 2007; Leloup et al., 2001, 1995;
Molnar and Tapponnier, 1975; Murphy et al., 2000; Yue et al., 2001). Geodetic and geologic
slip rate estimates on these faults provide independent data against which model predictions
may be compared. The India-Asia boundary and the Tibetan plateau have also served as
the locus of debate for two prevailing hypotheses regarding the nature of continental tecton-
ics and deformation: the first as the relative motion of multiple rigid blocks (Avouac and
Tapponnier, 1993; Meade, 2007; Tapponnier et al., 1982; Thatcher, 2007), and the second
as a thin viscous sheet undergoing continuous deformation (England and McKenzie, 1982;
England and Molnar, 1997, 2005; Flesch et al., 2001).
The second continental boundary considered is the Pacific-North America plate boundary
and the southern California fault system. The San Andreas fault is the dominant feature
of this system: stretching from the Gulf of California in the south to the Mendocino Triple
Junction in the north, it poses a considerable seismic threat to Los Angeles and San Francisco
(Weldon et al., 2005; Working Group on California Earthquake Probabilities, 1995). Slip
rates on the southern San Andreas fault, here defined as the Parkfield segment in the north
to the Imperial fault in the south, are constrained from a dense sampling of both geologic
and geodetic measurements (e.g., Chuang and Johnson, 2011; Fialko, 2006; Loveless and
Meade, 2011b; McGill et al., 2013; Meade and Hager, 2005; Murray et al., 2001; Savage
and Burford, 1973; Schmalzle et al., 2006; Segall, 2002; Sieh and Jahns, 1984). Researchers
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have also attempted to constrain the state of stress in southern California through regional
borehole breakouts (Wilde and Stock, 1997), scientific drilling sites into the San Andreas
(Boness and Zoback, 2004; Hickman and Zoback, 2004; Shamir and Zoback, 1992; Townend
and Zoback, 2004; Zoback et al., 2011; Zoback and Healy, 1992; Zoback et al., 1987), and
focal mechanism and p-axis inversions (i.e., Gephart and Forsyth, 1984; Hardebeck and
Hauksson, 2001; Hardebeck and Michael, 2006; Hauksson, 1990, 1994; Michael, 1987; Yang
and Hauksson, 2013; Zhao et al., 1997). The wealth of southern California slip rate and
stress field measurements allows us to compare predictions of fault slip rates and principal
stress rotation rates against real data and may help to constrain future measurement studies.
This thesis is organized into four chapters. Chapter 2 introduces a new modeling ap-
proach, Deformable Microplate (DM) modeling, which is a hybrid approach between tradi-
tional rigid block models (e.g., Meade and Hager, 2005; Tapponnier et al., 1982) and thin
viscous sheet models (e.g., England and McKenzie, 1982; England and Molnar, 2005). The
DM models developed here incorporate both localized slip on frictionless faults and continu-
ous deformation within microplate interiors. The second chapter describes the methodology
for this two-dimensional, linear elastic, two-stage modeling approach and solves for two ide-
alized problems simulating a continental collision.
Chapter 3 presents a suite of six DM models for Tibet. We construct a 10-microplate DM
model discretized according to the major mapped structures of the Tibetan plateau (Taylor
and Yin, 2009). Using the DM approach we analyze a variety of Dirichlet and force bound-
ary conditions to determine which are required to explain the geologically and geodetically
constrained slip rates on major Tibetan faults. All models make slip rate predictions for
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the Altyn Tagh, Karakorum, Kunlun, Jiali, and Xianshuihe stike-slip faults. We find that a
model that combines a 37 mm/yr (Wang et al., 2001) convergence condition on the eastern
three-quartes of the Himalayan Range Front with a 1500 N/m force boundary condition in
southeast Asia is most consistent with slip rates on Tibetan faults and with the geodetically
observed southeastern extrusion of Tibetan crustal material.
In Chapter 4, we apply the DM modeling approach to southern California to develop
a model that best explains slip rates on the southern San Andreas fault. We construct a
19-microplate model from the major mapped faults in the Southern California Earthquake
Center Community Fault Model (Plesch et al., 2007). We then use the model to test a range
of boundary conditions spanning from 100% distributed deformation (with all Pacific-North
America plate motion applied to the western edge of the model domain) to 100% localized
deformation (with all Pacific-North America plate motion localized as slip beneath the San
Andreas fault). By minimizing the weighted sum of squared residuals between the model-
predicted slip rate on the San Andreas and a compendium of geologically and geodetically
sampled slip rates, we find that models with 75% of plate motion localized on the San
Andreas and 25% applied to the edges of the deforming plate boundary best predict slip
rates on the San Andreas.
Chapter 5 explores the evolution of the southern California stress field over the earthquake
cycle. Previous focal mechanism inversion studies have posited that large earthquakes both
do (e.g., Abers and Gephart, 2001; Gephart and Forsyth, 1984; Hardebeck and Michael,
2006) and do not (e.g., Hardebeck and Hauksson, 2001; Hauksson, 1994; Jones, 1988) rotate
the regional stress field. If earthquakes do modulate the regional stress field, we may expect
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the orientation of the maximum principal stress axes to evolve interseismically as tectonic
stress accumulates. In Chapter 5 we develop an analytical equation for the rotation rate
of the principal stress axes as a function of time, stressing rate, and regional background
stress. We perform a sensitivity analysis to determine the range of background stresses and
stressing rates for which principal stress axes rotations may be expected, and we calculate
the principal stress axes rotation rates across an idealized fault (e.g., Savage and Burford,
1973). We then combine a southern California tectonic stressing rate model (Loveless and
Meade, 2011b) with a suite of background stresses to constrain the range of hypothetical
background stresses for which principal stress axes rotations would be observed in southern
California.
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Chapter 2
An Introduction to Deformable Microplate
Models: Mathematics, Methodology, and Sample
Calculations
We present an elastic, two-dimensional, dual-cover deformable microplate modeling tech-
nique for continental boundary deformation. Deformable microplate models combine local-
ized slip on faults (microplate boundaries) with distributed deformation within microplate
interiors in a two-stage finite element analysis driven by Dirichlet (displacement) and force
boundary conditions. Because these models are independent of geologic and geodetic mea-
surements, we can make testable predictions of fault slip rates as a function of di↵erent
boundary conditions. In this chapter, we first review other techniques for modeling contact
behavior between multiple deforming bodies, and then we provide a detailed description of
the mathematical formulation for deformable microplate modeling. A sample pseudocode,
based on our Matlab model, is included. We also explore two simple idealized continental
collision models, one with two blocks and one with four blocks, and show the model-predicted
fault slip rates and velocity field.
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2.1 Introduction
Since the early 1980s, two end-member hypotheses have emerged to explain behavior
at continental boundary zones. In the first, continental boundaries are approximated as a
thin viscous sheet undergoing continuous deformation (England and McKenzie, 1982; Eng-
land and Molnar, 1997, 2005; Flesch et al., 2001). Although these approaches allow for
mathematically simplistic linear formulations of the equilibrium equations, they cannot ex-
plicitly incorporate localized deformation on faults. A second approach, pioneered by the
Tapponnier et al. (1982) plasticene model, treats boundary zone deformation as the relative
rigid-body motion between discrete microplates. This class of models forms the founda-
tion for block models, which integrate earthquake cycle processes with tectonics rotations
to explain interseismic geodetic observations (Chen et al., 2004; Chuang and Johnson, 2011;
Hilley et al., 2009; Loveless and Meade, 2011a,b; Meade, 2007; Meade and Hager, 2005;
Thatcher, 2007). Block models have been widely used to estimate slip rates on faults at
continental boundaries, but because they invert geodetic and geologic observations, they
cannot independently predict fault slip rates and internal block deformation as a result of
applied boundary conditions.
Here we present a simple dual-cover elastic finite element technique that unites both
the continuum and discrete block end-member approaches, resulting in testable predictions
of fault slip rates at continental boundary zones. These models incorporate both localized
slip on major faults and distributed deformation within microplates, thus allowing us to
analyze the force and displacement boundary conditions necessary to drive geologically and
geodetically observed fault slip rates.
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2.2 A survey of numerical techniques for modeling contact behavior be-
tween deforming bodies
Contact problems, and in particular methods for integrating contact problems with finite
element analyses, have been the subject of active discussion, research, and debate since the
advent of finite element methods (e.g., Laursen, 2002; Wriggers, 2006). Traditional formula-
tions for contact problems in finite element methods typically rely on iterative techniques for
identifying contacting interfaces: in the first step, a global search occurs to identify bound-
aries that may be in contact; in the second step, a local search is implemented to identify
node-node or node-surface pairs that are in contact (Wriggers, 2006). Numerous techniques
exist for introducing the weak formulation of the contact problem into the finite element cal-
culation, but the most common methods employ Lagrangian multipliers (e.g. Taylor, 2013;
Zienkiewicz and Taylor, 2005) or penalty functions (Maerten and Maerten, 2002; Munjiza,
2004) and are described below. These calculations are performed in a two-step process:
first, nodal displacements from the finite element solution are calculated, resulting in the
penetration of one body by another; second, the Lagrangian, or penalty function, approach
is implemented, forcing penetrating nodes out of other bodies, which in turn modifies the
system displacement calculations (Laursen, 2002; Wriggers, 2006).
Significant e↵ort has gone towards developing these and other finite element techniques
for integrating the localized faulting and the distributed deformation observed at continental
boundary zones. Table 2.1 provides an overview on the similarities and di↵erences between
many of these codes. Melosh and Raefsky (1981) modified the split node finite element
technique introduced by Jungles (1973) and Jungels and Frazier (1973) such that it can be
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implemented on the local, or individual node, level. In this formulation a single continuously
deforming body is partially cut by faults. Nodes on fault planes are simultaneously part of
elements on either side of the fault plane, and displacements for this node are split such that
the node may have two displacements, u+ and u , corresponding to the elements on either
side of the fault. Slip node finite element formulations require that the displacement along
the fault be prescribed, and thus these techniques cannot be used to make fault slip rate
predictions.
Dunbar and Cook (2003) proposed a finite element approach for geologic and geophysical
restorations. Using a hyperelastic membrane and triangular finite elements, they construct a
geometric model of the geologic region with internal openings (cracks) at faults. The topology
and geology of the model domain are particularly important for Dunbar and Cook (2003)
restorations. The restoration flattens folds, closes fault gaps, and removes fault overlaps
while imposing the least possible residual strain on the restored geometry. The Dunbar and
Cook (2003) approach requires fault slip rates and o↵sets as model inputs. Because this data
is required for model restorations, we cannot use the Dunbar and Cook (2003) approach to
make fault slip rate predictions or test the boundary conditions necessary for driving fault
behavior at continental boundaries.
Dynel, introduced by Maerten and Maerten (2002), is a geomechanical restoration tool
designed for reservoir modeling, but it can also be used to run forward models of continental
deformation. Like Dunbar and Cook (2003), Dynel relies on two-dimensional triangular
meshes cut by faults, fractures, or bedding planes (though it can be extended to three
dimensions with tetrahedral meshes), but, unlike the Dunbar and Cook (2003) method,
9
Zi
en
kie
wi
cz
 an
d T
ay
lor
 (2
00
5)
Du
nb
ar
 an
d C
oo
k (
20
03
)
M
ur
on
 (2
00
5)
M
ae
rte
n a
nd
 M
ae
rte
n (
20
06
)
M
un
jiz
a (
20
04
)
La
ng
sta
ff a
nd
 M
ea
de
 (2
01
3)
str
ain
 fo
rm
ula
tio
n
sm
all
 an
d l
arg
e
sm
all
sm
all
sm
all
sm
all
sm
all
rhe
olo
gy
va
rio
us
lin
ea
r e
las
tic
lin
ea
r e
las
tic
lin
ea
r e
las
tic
va
rio
us
lin
ea
r e
las
tic
ele
me
nt 
typ
e
va
rio
us
lin
ea
r t
ria
ng
le
lin
ea
r t
ria
ng
le
lin
ea
r t
ria
ng
le
va
rio
us
lin
ea
r t
ria
ng
le
co
nta
ct 
co
ns
tra
int
s
ha
rd
so
ft
ha
rd
un
kn
ow
n
ha
rd
ha
rd
kin
em
ati
c c
on
tac
t
no
pa
rti
al
ye
s
ye
s
no
ye
s
thr
ee
-di
me
ns
ion
al
pa
rti
al
no
ye
s
no
pa
rti
al
no
op
tim
iza
tio
n c
rit
eri
a
for
ce
 ba
lan
ce
en
erg
y +
 co
nta
ct
en
erg
y
un
kn
ow
n
en
erg
y
for
ce
 ba
lan
ce
en
erg
y c
on
ser
va
tiv
e
ye
s
no
un
kn
ow
n
un
kn
ow
n
no
ye
s
co
de
 na
me
FE
AP
un
kn
ow
n
gO
ca
d
Dy
ne
l
CD
FE
M
DM
so
urc
e c
od
e
FO
RT
RA
N
un
kn
ow
n
C+
+
un
kn
ow
n
C
M
atl
ab
T
ab
le
2.
1:
C
om
p
ar
is
on
of
fi
n
it
e
el
em
en
t
co
d
es
th
at
h
av
e
b
ee
n
u
se
d
to
in
ve
st
ig
at
e
co
nt
in
en
ta
l
d
ef
or
m
at
io
n
.
10
Dynel uses a linear elastic rheology. In contrast to most finite element approaches, which rely
on the weak formulation of the equilibrium equations and construct a global sti↵ness matrix,
Maerten and Maerten (2002) invoke an iterative solver based on the Gauss-Seidel method.
In this formulation, the system is initially at equilibrium, but locally applied displacements,
forces, and/or stresses will perturb the system and induce nodal forces. Forces, and thus
displacements, are transmitted from node to node until the system returns to equilibrium and
the final displacement field is calculated. Interface contacts between opposite sides of a fault,
fracture, or bedding plane are modeled using a slave node and master segment relationship.
If a slave node penetrates a master segment, a contact force is applied to the node to push it
outside of the element containing the master segment. Contact forces, however, may not fully
prevent penetration of one body by another. These forces, in turn, perturb the equilibrium
and result in displacements within the system.
The Finite Element Analysis Program (FEAP, Taylor, 2013; Zienkiewicz and Taylor,
2005) provides flexibility in element type and model rheology and can include one- and
three-dimensional geometries, as well as small or large strain modeling options. Users may
choose between two contact constraints: a slave node-master node (or surface) approach, or
a tied interface (Taylor, 2013). The slave node-master node approach prevents penetration
between bodies by implementing penalty functions, Lagrangian multipliers, or augmented
Lagrangian multipliers, as specified by the user. Penalty function approaches may not fully
prevent penetration between bodies, and they introduce contact forces at nodes to push
the penetrating node outside of the master segment. Lagrangian techniques add energy to
the finite element system by implementing constraints to the weak form of the virtual work
11
equation (Wriggers, 2006). Like the penalty function method, Lagrangian multipliers often
do not fully prevent the penetration of one body by another, and augmented Lagrangians
are designed to further reduce the impingement of the slave node.
Another modeling software, gOcad, is widely used in both industry and academic geologic
and geophysical modeling (Durand-Riard et al., 2010; Muron, 2005). This three-dimensional
modeling software uses a discrete topological model, and allows for partitioning of the geolog-
ical space considered. Each individual region is then meshed using tetrahedra with regularly
spaced vertices. gOcad software has been used extensively to generate three-dimensional
balanced restorations of complex geological volumes and faults (e.g. Durand-Riard et al.,
2010; Muron, 2005). Like Dynel, gOcad may also be used for forward modeling of continental
deformation. gOcad employs a master-slave node treatment to maintain fault compliance
and minimizes the global strain energy using an iterative dynamic relaxation algorithm (e.g.,
Oakley and Knight, 1995). As with FEAP, the master-slave relationship introduces displace-
ments to boundary nodes.
Alternatively, tied interfaces in FEAP are implemented only for two-dimensional prob-
lems and can be used to connect elements from subregions with di↵erent meshing sizes. This
type of modeling introduces an interface between the two mesh regions, and is implemented
using a dual mortar (or domain decomposition for partial di↵erential equations) Lagrangian
multiplier method. These techniques, which are based on the Lagrangian techniques dis-
cussed above, allow for numerical convergence at boundaries (Laursen, 2002).
Munjiza (2004) wrote a book and code for modeling phenomena that contain simultane-
ous continuous and discontinuous processes. The combined finite-discrete element method
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draws on both finite element modeling for continuous deformation, and on discrete element
modeling for discontinuous interactions between distinct particles. Bodies may also fracture
as strain accumulates within the model. Contact interactions are governed by a penalty
function approach: when one body (the contactor) penetrates another body (the target)
a contact force is generated at the boundary of each body. Munjiza (2004) adopts a dis-
tributed contact force that is dependent on the total area of contact. The penalty function
approach is designed to enforce the specific contact constraints of the problem, however, in
practice, this approach may not eliminate gaps and overlaps between contacting bodies be-
cause penalty forces are distributed across contacting nodes. This result suggests that these
models may not be capable of accurately capturing the physics at continental plate bound-
aries, where gaps and overlaps are an unrealistic representation of plate behavior. Further,
the Munjiza (2004) methodology is designed to solve purely inertial problems. The combined
finite-discrete element method solves for displacements by integrating the Newtonian force
formulation twice, and as a result, the inertial terms must be damped out. This formulation
is unrealistic for non-inertial plate boundary zone simulations, and therefore not appropriate
for our purposes.
2.3 Deformable microplate models
The deformable microplate models presented here combine the continuum and block
modeling approaches described in the Introduction (above). Microplates may slide rela-
tive to each other at their boundaries (faults) and deform internally in response to applied
boundary conditions. Unlike many of the previously described modeling techniques, the
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DM models described here feature multiple continuously deforming bodies. A deformable
microplate pseudocode, containing the primary functions used to calculate deformation at
plate boundaries, is included at the end of this chapter.
All finite element solutions are two-dimensional and elastic, with the weak form of the
quasi-static equilibrium equations discretized on a triangular mesh of linear plane stress finite
elements. Meshes are constructed using the Matlab MESH2D toolbox.1 This algorithm
uses an iterative approach to optimize vertex positions. Meshes are generated quickly and
automatically from a prescribed geometry. Mesh densities are easily adaptable, and thus
microplates may be discretized more finely in regions of geometric complexity.
All models use a Young’s modulus of 30 GPa and a Poisson’s ratio of 0.3. In the first
step, microplate geometries are defined (Figure 2.1a) and microplates are individually meshed
(Figure 2.1b). We next construct a global mesh (Figure 2.1c) using the boundaries from the
entire model domain. To accurately ensure that model boundary nodes are incorporated into
the global geometry, and that the entire model domain is fully represented in the global mesh,
we generate a 200   3000 m bu↵er around the perimeter of each microplate (Figure 2.2).
The bu↵er is constructed using the Matlab function bu↵erm2, which generates a specified
number of bu↵er points at a chosen distance from the polygon to be bu↵ered.2 For each
polygon node we then select the bu↵er point to be used by minimizing the distance between
the bu↵er point and the node. This bu↵er maintains the geometry of the microplate it
1MESH2D can be downloaded (with documentation) from: http://www.mathworks.com/matlabcentral/
fileexchange/25555-mesh2d-automatic-mesh-generation.
2Downloadable from: http://www.mathworks.com/matlabcentral/fileexchange/11095-bu↵erm2.
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Figure 2.1: Schematic illustration of the stages in the deformable microplate model for a syn-
thetic four-block case. a) microplate geometries, b) individual microplate meshes, c) global
geometry and mesh, d) velocity arrows and shaded velocity magnitudes resulting from the
deformation of the global mesh in response to applied boundary conditions, e) exaggerated
fault advection interpolated from the global displacement field, and f) velocity arrows and
shaded velocity magnitudes resulting from the deformation of individual meshes to recover
fault compliance. This simple model is driven by displacement boundary conditions applied
in the +y-direction at the base of the model. The northern (upper) boundary of the model
is subject to a no-slip boundary condition. In panels d. and f. redder colors indicate larger
velocity magnitudes.
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buffer for microplate 1
buffer for microplate 2
global mesh 
geometry
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minimum 
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selected 
buffer point
Figure 2.2: Exaggerated microplate bu↵er for the construction of the global geometry and
mesh. Bu↵er points are generated at a specified radius from the nodes in each microplate
(blue points around microplate 1 and red points around microplate 2). The bu↵er point
closest to the microplate node is selected (red and blue points with black borders) to create
a bu↵er region around the perimeter of each microplate (blue dotted line for microplate 1,
red dotted line for microplate two). By finding the union of regions defined by microplate
bu↵ers, we construct the global mesh (right) which is slightly larger than the original model
domain. In addition, by identifying points that fall within the bu↵ers of other microplates, we
can identify the boundary nodes subject to local rotations in the finite element calculation.
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encompasses, but, when plotted together, microplate bu↵er boundaries overlap such that on
interior edges the constructed bu↵er falls within the adjacent microplate. We then use the
Matlab function inpolygon, which identifies points inside of a specified polygonal region.3
When running inpolygon, the only bu↵er points that do not lie within the coordinates of
other microplate bu↵ers will necessarily be those that define the edges of the entire model
domain. This process allows us to quickly identify model boundaries without defining them
by hand, and becomes important when running multiple models. It should be noted that,
although bu↵er generation is an automated process, in most cases the complex geometries of
microplates at continental boundaries might require that at least one bu↵er point be hand
selected. In particular, highly acute angles may require manual selection, as the distance
minimization process may fail to select the bu↵er point that most accurately reflects the
microplate geometry (Figure 2.3). The selected bu↵er point coordinates are saved and used
to construct the bu↵er around the perimeter of the microplate. The microplate bu↵ers are
combined using polybool, a Matlab function that allows us to find the union of polygonal
regions.4 The resulting polygon, which encompasses the entire model domain, defines the
geometry and the coordinates for the global mesh.
Using these global coordinates, we construct a global mesh and sti↵ness matrix, KG, for
the entire model region. It should be noted that because the global mesh is constructed from
the microplate bu↵ers, the model region is larger than the area defined by the microplates
3Documentation for inpolygon is available at http://www.mathworks.com/help/matlab/ref/inpolygon.html.
4Documentation for polybool is available at: http://www.mathworks.com/help/map/ref/polybool.html.
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minimum distance
buffer points
best 
representation 
of geometry
microplate buffer
Figure 2.3: In some cases, manual selection of bu↵er points is necessary. The block is shown
in blue above, and the block boundary is outlined in black. Black circles indicate boundary
nodes, and the figure inside of the rectangle is a blown-up version of the region shown in
the dotted black circle. For blocks with acute geometries, like the one shown above, the
bu↵er points (red circles) form a nearly complete circle around the node at the block tip. In
these cases, the closest bu↵er point (shown here as red outlined in black) may not accurately
capture the block geometry. For these cases, it is sometimes necessary to manually select
the preferred bu↵er point for this node (shown above as blue outlined in black) so that the
bu↵er accurately reflects the block geometry.
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alone. However, this increase is insignificant, as in all cases it represents a total increase of
<0.1% in area for the models considered here.
Global displacement, u⇤G, and force, fG, boundary conditions are applied to the global
mesh, and global displacements, uG, are calculated using the Galerkin formulation of the fi-
nite element method, uG = K
 1
G fG (e.g., Kwon and Bang, 2000). We then use the microplate
bu↵ers and the inpolygon function to automatically identify the individual micoplate bound-
aries. Although this process is not strictly necessary for the single timestep models discussed
here, it allows for the straightforward application of this modeling technique to models with
multiple timesteps. The deflection of faults (i.e., microplate boundaries) is calculated from
the cubic interpolation of this global displacement field (Figure 2.1d,e). These calculations
are done in Matlab using the function TriScatteredInterp, which uses Delaunay triangula-
tion and allows for interpolation at any point within the defined region.5 Microplates are
therefore advected according to the new boundary (fault) locations determined by the global
displacement field. Microplate boundaries that are subject to displacement boundary condi-
tions (e.g. the bottom boundary of the bottom block in Figure 2.1a,e) are advected upwards
by the prescribed displacement.
In the second finite element calculation the advected microplate boundaries serve as dis-
placement boundary conditions for individual finite element solutions for each microplate. In
this way models maintain geometric compliance at faults, and physically unrealistic gaps and
5Documentation for TriScatteredInterp is available at: http://www.mathworks.com/help/matlab/ref/
triscatteredinterp.html.
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overlaps between crustal microplates are prevented. By assuming that microplate boundaries
are locally straight near individual boundary nodes, we can apply this compliance condition
linearly. We define a local matrix, Rl, for each boundary node, and construct a local co-
ordinate system, x0 and y0, with axes parallel and perpendicular to the fault, respectively
(Figure 2.4). The local rotation matrix is defined as:
Rl =
2664 cos ✓  sin ✓
sin ✓ cos ✓
3775 , (2.1)
where ✓ is the angle between the global coordinate system and the locally defined coordinate
system (shown in Figure 2.4). For nodes that do not lie along microplate boundaries (bound-
ary nodes), ✓ = 0. We then construct R, the sparse matrix containing the local rotation
matrices, Rl. Because each node has two degrees of freedom (in the x and y directions), R
is a square matrix of dimension 2n⇥ 2n, where n is the number of nodes in the microplate.
This rotation at microplate boundaries serves to locally rotate the global sti↵ness matrix,
KM, at the boundary node. The global sti↵ness matrix, then, becomes:
KM = R
0KMR. (2.2)
So if, for example, node 8 is on the microplate boundary and the angle between the local
coordinate axes, x0 and y0, and the global coordinate axes, x and y, is  71 , then the local
rotation matrix becomes:
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Figure 2.4: Local boundary node rotations for the second phase of the DM models. An
individual rotation matrix, Rl, acts on each boundary node such that x0 and y0 are locally
tangent and perpendicular to the microplate boundary (fault), respectively. The microplate
compliance condition requires that nodes may only be advected along the microplate bound-
ary (the x0 direction), and displacements in the y0 direction must necessarily be zero.
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Rl =
2664 0.33 0.95
 0.95 0.33
3775 . (2.3)
The values in equation (2.3) are therefore also the values in the sparse microplate rotation
matrix, R, at rows 15 to 16 and columns 15 to 16 (corresponding to the values for the 8th
node in the problem):
R(15 : 16, 15 : 16) =
2664 0.33 0.95
 0.95 0.33
3775 . (2.4)
If the sti↵ness matrix values for this node (also in the 15th and 16th rows and columns of
the sti↵ness matrix) correspond to:
KM(15 : 16, 15 : 16) =
2664 1.04⇥ 1011 0.19⇥ 1011
0.19⇥ 1011 0.54⇥ 1011
3775 , (2.5)
then after the rotation matrix is applied these values become:
KM(15 : 16, 15 : 16) =
2664 0.48⇥ 1011 0.01⇥ 1011
0.01⇥ 1011 1.10⇥ 1011
3775 . (2.6)
Within the context of the local coordinate system, fault compliance is maintained by
allowing the boundary node in question to be advected only along the microplate boundary,
in the x0-direction. Because faults are frictionless, the boundary node is allowed to vary
freely in this fault-parallel direction. To prevent gaps and overlaps, displacements in the
y0-direction must necessarily be zero, and thus the displacement degrees of freedom reduce
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to one. This process is repeated for every boundary node in the individual microplate
calculations. Displacement fields for each microplate (Figure 2.1f) must be calculated in
a two-step process because of the locally rotated boundary nodes. First, displacements at
nodes that are not subject to local boundary rotations are calculated:
uM(Midx) = K
 1
M (Midx,Midx)fM(Midx), (2.7)
where uM are the calculated microplate displacements, Midx is the index of node degrees
of freedom which are not subject to local boundary rotations, and fM are the initial force
conditions (uniformly set to zero because individual microplate finite element calculations
are formulated as purely Dirichlet problems). Here the microplate sti↵ness matrix, KM, has
already been multiplied by the microplate rotation matrix, as described above. At microplate
boundary nodes subject to local rotations only local y0-direction Dirichlet conditions are
applied to satisfy fault compliance. The distance, Ld, between the boundary node and the
boundary segment is calculated (Figure 2.5) and the microplate displacement at these nodes
becomes:
uM(Bidx) = Ld(Bidx), (2.8)
where Bidx is the index of y-direction degrees of freedom for the boundary nodes. To return
all displacements to the Cartesian coordinate system, we must rotate the boundary nodes
back to Cartesian space by multiplying again by the rotation matrix:
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Figure 2.5: For locally rotated boundary nodes, y0-direction Dirichlet boundary conditions
are equal to the distance between the boundary node and the advected microplate boundary
segment. In the blue microplate above, boundary nodes are indicated by black circles and
the advected boundary is shown in red. The black arrows on the left indicate the Cartesian
coordinate space, and the dotted blue arrows at the boundary node show the locally rotated
x0   y0 coordinate system. The distance, Ld, between the boundary node and the advected
microplate boundary is calculated. To maintain fault compliance the boundary node is
subject to the Dirichlet (displacement) boundary condition in the y-direction such that
uM = Ld, where uM is the microplate displacement field. Microplates are unconstrained in
the x0-direction to allow for sliding on the boundary (fault).
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uM = RuM. (2.9)
Thus, boundary zone deformation is accommodated in a set of nested finite element
solutions: in the first, microplate boundaries are advected using the global displacement
field; in the second, microplates deform and slide relative to each other.
The elastic microplate problem described above is connected to deformation rates by
the assumption that the applied Dirichlet boundary conditions are equal to the boundary
displacements over one year. In this way, we can annualize fault slip as a slip rate and
make direct comparisons to geodetic and geologic observations. Slip rates at microplate
boundaries are calculated as the di↵erence in position between boundary node pairs nearest
to one another and yet on opposite sides of a fault (Figure 2.6). In two dimensions with
nodes A and B on adjacent microplates, the di↵erential strike-slip motion is:
s = ||xA   xB||  ||xA + uA   (xB + uB)||, (2.10)
where xA and xB are the initial nodal positions and uA and uB are the displacements from
the individual microplate finite element solutions. Because of the two-dimensional nature of
these models, only strike-slip rates are calculated and fault normal rates are necessarily zero.
2.4 Idealized two-block collision
To test the deformable microplate models described above we construct an idealized
two-block collision (Figure 2.7). Within this idealized framework, the model domain is a
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microplate boundary 
(fault)boundary 
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node A
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Figure 2.6: Boundary node pairs for fault slip rate calculations. Nodes from opposite sides
of the microplate boundary (fault) are paired (e.g., node A and node B) and the di↵erential
strike-slip motion is calculated. Because of the two-dimensional nature of the DM models,
only strike-slip rates can be calculated.
500 by 500 km square. The model domain is divided into two equal-sized blocks cut by a
single 707 km-long fault that runs southeast to northwest along the diagonal of the square.
As described above, all meshes are constructed with linear elastic triangular elements, and
the Youngs modulus is 30 GPa and the Poissons ratio 0.3. The southernmost boundary
of the model is subject to an initial displacement boundary condition of 50 mm/yr in the
positive y-direction (north) and zero displacement in the x-direction (east-west). A zero-slip
displacement condition is placed on the northernmost boundary of the model.
Figure 2.7 shows the model-predicted slip rate at three locations for the fault in this
idealized model. In this model, the fault is entirely left-lateral, with a maximum slip rate
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Figure 2.7: Slip rates (left) and velocities (right) from an idealized two-block collision. Mi-
croplate boundaries are shown as blue lines, and the locations of applied boundary conditions
are shown as thick black lines. A 50 mm/yr displacement boundary condition is applied in
the +y-direction along the base of the model. The top of the model is subject to a no-slip
boundary condition. A single fault, running diagonally from the top right to the bottom
left, forms the boundary between the two microplates in this model. The slip rate is shown
at three locations along strike (left) and is highest on the central portion of the fault. Slip
rates taper o↵ symmetrically towards the fault termination. All calculated slip rates are
left-lateral. The velocity field (white arrows) indicates that the lower microplate is sliding
past the top microplate, consistent with sinisteral motion. Color shading shows velocity
magnitudes, where redder colors indicate faster velocities. The maximum velocities equal
the 50 mm/yr displacement condition applied at the base of the model.
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of 61.9 mm/yr on the central portion of the fault and minimum slip rates of 51.2 mm/yr
on the far eastern and western extremes. Velocity magnitudes in the south are consistent
with boundary conditions of 50 mm/yr of vertical motion, but velocity magnitudes in the
northern half of the bottom block have fault-parallel orientations. In the top block, maximum
deformation is concentrated in the southern tip of the block, consistent with its proximity to
the driving boundary condition. Further north, velocity magnitudes are smaller and display
a western orientation, consistent with left-lateral sliding on the fault.
2.5 Idealized four-block collision
To further explore the deformable microplate models described above, we design an
idealized four-block collision (Figure 2.8). Like the two-block collision described above,
the model domain is approximately square. In an e↵ort to simulate a collision more similar
to the India-Asia boundary, the model domain is approximately 2000 by 2000 km and is
cross cut by two east-west trending faults and one northeast-southwest structure. Meshes
are again composed of linear triangular elements, and the Youngs modulus is 30 GPa and
the Poissons ratio 0.3. As with the two-block case, boundary conditions are prescribed along
the northern and southern model boundaries. The model is subject to 50 mm/yr of due
north displacement on the southernmost boundary, and a zero-slip displacement condition
is imposed on the northernmost edge of the model.
Model slip rates are shown in Figure 2.8. In all cases, slip rates vary along strike.
Significantly, faults bounding the central eastern block slip the fastest. The southernmost
fault bounding this block is the only right-lateral feature, with slip rates ranging from 7-18
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Figure 2.8: Slip rates (left) and velocity field (right) from an idealized four-block collision.
All microplate boundaries are shown as blue lines. As with the two-block collision described
above, the base of the model is subject to a 50 mm/yr displacement boundary condition
in the +y-direction and the top of the model is constrained by a zero-slip condition. Slip
rates are plotted on the left, where left-lateral slip is shown by white text in blue circles and
right-lateral motion is indicated by blue text in white circles. For clarity, only representative
slip rates are shown. The sub-vertical fault that forms the boundary between the two center
microplates is the fastest moving fault in this model, with > 26 mm/yr of left-lateral motion.
Only the bottom sub-horizontal fault shows any right-lateral motion, and the sense of slip on
this structure switches direction. On the right, white arrows show the velocity vectors. The
center-left microplate is being extruded to the left, consistent with the observed left-lateral
faults above and to the left of the microplate and the right-lateral fault below this block.
Color shading shows velocity magnitudes, where redder colors indicate faster velocities and
maximum velocities equal the 50 mm/yr displacement boundary condition at the base.
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mm/yr. The southwest-northeast fault on the western side of this block is left lateral, with
slip rates ranging form 11-27 mm/yr. Slip rates are lowest in the southwest, with o↵sets of
11 mm/yr, and reach a maximum of 27 mm/yr on the central portion of the fault before
tapering o↵ to 22 mm/yr in the northeast. Faults to the north and south of the western
central block have comparatively small slip rates, with slip rates of 3-4 mm/yr and 2-3
mm/yr of dexteral slip, respectively. These slip rates are best understood in the context
of Figure 2.8, where white arrows indicate the velocity magnitude. As the southern block
moves upward and the northern block is held fixed, the central eastern block is extruded to
the east, resulting in high slip rates on its bounding faults. However, the model geometry
constrains the central western block, minimizing east-west extrusion and forcing it to deform
internally.
2.6 Summary
The deformable microplate models introduced here represent a hybrid approach that com-
bines both block and continuum modeling. By combining these two approaches, we eliminate
the unrealistic gapping and overlapping observed in block models, and are able to explicitly
incorporate the faults that thin viscous sheet models neglect. Deformable microplate models
require no a priori assumptions of geologically or geodetically derived fault slip rates. In-
stead, only displacement and force boundary conditions are considered. Thus, these models
may be used to make predictions for fault slip rates on major faults at continental boundary
zones that may be tested against geologic and geodetic observations. Future chapters will
apply the deformable microplate approach to major faults in Tibet and southern California.
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2.7 Pseudocode for deformable microplate models
function Deformable Microplate Calculation
N : structure containing microplate node coordinates, connectivity, boundary indexing,
and angle for local rotations
D: structure containing microplate Dirichlet boundary conditions
F : structure containing microplate force boundary conditions
B: structure containing microplate boundary indexing and coordinates
P : structure containing microplate boundary node coordinates
MD: structure containing master driving Dirichlet boundary conditions
MF : structure containing master fixed Dirichlet boundary conditions
NNN : structure containing global mesh coordinates, connectivity, and indexing
d: structure containing global mesh Dirichlet boundary conditions
f : structure containing global mesh force boundary conditions
[sx, sy]: Dirichlet boundary condition, typically equal to boundary displacement in one
year
read in block geometries
for all blocks i do
transform block coordinates to Cartesian coordinate space
h0 = maximum allowable mesh size for each block
[p, t] = mesh2d on all block coordinates to generate individual block meshes
check meshes for consistency
N(i).x = x-coordinates of mesh nodes for block i
N(i).y = y-coordinates of mesh nodes for block i
N(i).con = nodes comprising triangular elements for block i
end for
D(i).x = zeros(size(N(i).x)), storage for x-displacements at nodes for each mesh
D(i).y = zeros(size(N(i).y)), storage for y-displacements at nodes for each mesh
D(i).tog = zeros(size(N(i).x)), storage for index indicating if node is on mesh boundary
[sx, sy] = Dirichlet boundary conditions to be applied (typically annualized to displace-
ment in 1 year)
identify all nodes [N(i).x,N(i).y] subject to driving Dirichlet boundary condition:
[MDx,MDy] = coordinates for the master driving boundary condition
for all blocks i do
for all points [MDx,MDy] do
identify all nodes [N(i).x,N(i).y] subject to the driving Dirichlet boundary
conditions
D(i).tog = 1, index nodes subject to Dirichlet condition
end for
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end for
identify all nodes [N(i).x,N(i).y] subject to zero-displacement boundary condition:
[MFx,MFy] = coordinates for the master fixed boundary condition
for all blocks i do
for all points [MFx,MFy] do
identify all nodes [N(i).x,N(i).y] subject to the fixed boundary conditions
D(i).tog = 1, index nodes subject to Dirichlet condition
end for
end for
Construct bu↵ers around microplates:
for all blocks i do
[P (i).x, P (i).y] = boundary nodes of each mesh
[P (i).xb, P (i).yb] = suite of bu↵er points for each point [P (i).x, P (i).y]
select the bu↵er point closest to each point [P (i).x, P (i).y]
[PP (i).x, PP (i).y] = matrix of same size as [P (i).x, P (i).y] containing selected
mesh bu↵er points
end for
Identify mesh interfaces (locations where block meshes are in contact):
B = [ ]
bcount = 1
for all blocks i do
for all blocks j do
if i 6= j then
find bu↵er points that are inside other bu↵ers:
idx1 = inpolygon(PP (i).x, PP (i).y, PP (j).x, PP (j).y)
idx2 = inpolygon(PP (j).x, PP (j).y, PP (i).x, PP (i).y)
save the corresponding boundary point:
x1 = P (i).x(idx1)
y1 = P (i).y(idx1)
x2 = P (j).x(idx2)
y2 = P (j).y(idx2)
x = [x1; x2]
y = [y1; y2]
ensure all saved points are unique:
localkey = sort([i, j])
ensure that this boundary (with the same localkey) has not already been
stored
save boundary points in boundary structure, B
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B(bcount).key = localkey
B(bcount).x = x
B(bcount).y = y
bcount = count+ 1, to identify the next boundaries
end if
end for
end for
remove boundaries with a single node:
for the number of boundaries, b do
if numel(B(b).x) < 2 then
B(b).x = [ ]
B(b).y = [ ]
end if
end for
Construct the global mesh:
Initialize the first perimeter with the bu↵er of the first block:
x = PP (1).x
y = PP (1).y
find the union of the block bu↵ers using the polybool function:
for all blocks i do
[x, y] = polybool(0+0, x, y, PP (i).x, PP (i).y), the global mesh boundaries
end for
[p, t] =mesh2d on global boundary coordinates
check meshes for consistency
NNN.x = x-coordinates of global mesh nodes
NNN.y = y-coordinates of global mesh nodes
NNN.con = nodes comprising triangular elements for the global mesh
identify global boundary nodes
d(i).x = zeros(size(NNN.x)), storage for global x-displacements
d(i).y =z eros(size(NNN.y)) storage for global y-displacements
d(i).tog = zeros(size(NNN.x)), storage for index indicating if node is on global mesh
boundary
f(i).x = zeros(size(NNN.x)), x-direction forces on global nodes
f(i).y = zeros(size(NNN.y)), y-direction forces on global nodes
[GBxGBy] = boundary nodes for global mesh
Identify global mesh nodes subject to Dirichlet boundary conditions:
The driving boundary conditions:
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for all global mesh boundary points, [GBx, GBy] do
for all points in master driving boundary condition, [MDx,MDy] do
calculate distance between driving boundary & each global boundary node,
[GBx, GBy]
if distance between [GBx, GBy] & driving boundary is ⇠ size of bu↵er then
d([GBx, GBy]).tog = 1
d([GBx, GBy]).x = sx
d([GBx, GBy]).y = sy
end if
end for
end for
The fixed boundary conditions:
for all global mesh boundary points [GBx, GBy] do
for all points in the master fixed boundary condition [MFx,MFy] do
calculate distance between fixed boundary & each global boundary node, [GBx, GBy]
if distance between [GBx, GBy] & fixed boundary is ⇠ size of bu↵er, then
d([GBx, GBy]).tog = 1
end if
end for
end for
Calculate the global displacement uG, the global forces, fG, the global stresses,  G,
and the global strains, ✏G, using the Young’s modulus, E, and the Poisson ratio, ⌫
[uG, fG, G,✏G] = TriLin([NNN.x,NNN.y], NNN.con, f, d, E, ⌫)
Advect microplate boundaries:
for all boundaries, B(b), do
interpolate global displacements to the points on the boundary
B(b).x = B(b).x+ x-displacement interpolated from global mesh
B(b).y = B(b).y + y-displacement interpolated from global mesh
end for
Also advect the locations of the master boundary conditions:
for all master driving boundary points, [MDx,MDy] do
interpolate global displacements to points in the master driving boundary
MDx = MDx + x-displacement interpolated from global mesh
MDy = MDy + y-displacement interpolated from global mesh
end for
for all master fixed boundary points, [MFx,MFy] do
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interpolate global displacements to points in the master fixed boundary
MFx = MFx + x-displacement interpolated from global mesh
MFy = MFy + y-displacement interpolated from global mesh
end for
Identify individual mesh nodes that are inside the bu↵er of the other blocks and
store their boundary code:
N(i).blist = zeros(size(N(i).x)), storage for the boundary code for each node
for all blocks i do
for all blocks j do
if i 6= j then
find points in block i that fall within the bu↵er of block j:
invals = inpolygon(N(i).x,N(i).y, PP (j).x, PP (j).y)
if the number of elements in invals > 0 then
blocklabels = sort(i, j)
index the block that the node from block i is interacting with:
inidx = find when invals = j
find the boundary that corresponds to the blocklabels:
for all boundaries B(b) do
if blocklabels = B(b).key then
blist is the boundary code for the node:
N(i).blist(inidx) = j
end if
end for
end if
end if
end for
end for
Advect the blocks subject to the driven boundary condition:
for all blocks subject to a driven boundary condition, k do
N(k).x = N(k).x+ sx
N(k).y = N(k).y + sy
end for
Calculate individual finite element solutions:
for all blocks i do
For individual meshes the forces are always set to zero:
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F (i).x = zeros(size(N(i).x)), forces in the x-direction
F (i).y = zeros(size(N(i).y)), forces in the y-direction
Identify the number of boundaries each block is subject to:
nbound = numel(unique(N(i).blist)) 1 (minus one because we are only interested
in the non-zero boundaries)
Identify the boundaries:
blistvals = unique(N(i).blist) and set blistvals(1) = [ ] to remove the 0.
d.x = D(i).x, the x-direction Dirichlet conditions
d.y = D(i).y, the y-direction Dirichlet conditions
d.tog = D(i).tog, node indexing for Dirichlet boundary conditions
D(i).✓ = zeros(size((D(i).x))), storage for angle between Cartesian axis & local
x0   y0 axis for boundary nodes (for non-boundary nodes
D(i).✓ = 0)
for all of the boundaries, k, that block i is subject to do
idx = index locations where N(i).blist = blistvals(k)
for all values, j, in the vector idx do
for all points, m, in the boundary B(blistvals(k)), 1 do
Identify line segments on the boundary:
[L1x(m), L1y(m)] = [B(blistvals(k)).x(m), B(blistvals(k)).y(m)]
L2x(m), L2y(m) = [B(blistvals(k).x(m+ 1), B(blistvals(k)).y(m+ 1)]
[LMx(m), LMy(m)] = midpoint of line segment L1(m)L2(m)
find distance between each boundary node and each boundary segment
[NNx(j), LNy(j)] = [N(i).x(idx(j)), N(i).y(idx(j))], node coordinates
Ldist = j ⇥m, matrix containing the distance between each boundary
point and the midpoint of each line segment, L1(m)L2(m)
end for
end for
for all values, j, in the vector idx do
Lidx(j) = index minimum value in row j of Ldist
(i.e., closest boundary segment)
Ld(j) = distance between closest boundary segment & boundary node
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Lint(j) = intersection pt. b/w closest boundary segment & boundary node
Ldx(j) = L2x (Lidx(j))  L1x (Lidx(j)),
x-component of boundary segment slope
Ldy(j) = L2y(Lidx(j))  L1y(Lidx(j)),
y-component of boundary segment slope
D(i).✓(j) = tan 1
⇣
Ldy(j)
Ldx(j)
⌘
end for
d.tog(idx) = 6, index boundary nodes to indicate Dirichlet boundary condition
d.y(idx) = Ld, the y-boundary condition for boundary nodes: nodes
must snap to the closest boundary segment
end for
Perform finite element calculation for each microplate to find microplate displace-
ments at each node, uM, microplate forces on each node, fM, microplate stresses,
 M, and microplate strains, ✏M, using microplate nodes, connectivity, Young’s
modulus, E, and Poisson ratio, ⌫.
[uM(i), fM(i), M(i),✏M(i)] = TriLinRot([N(i).x,N(i).y], N(i).con, F, d, E, ⌫, ✓)
end for
end function
function TriLinRot(coord, nodes, f, d, E, ⌫)
modified from Kwon and Bang (2000)
coord: node coordinates
nodes: node connectivity to form elements
f: force initial conditions
d: Dirichlet boundary conditions
E: Young’s modulus
⌫: Poisson ratio
nel = number of elements (i.e., length(nodes((:, 1))))
nbel = 3, number of nodes per element
ndof = 2, degrees of freedom per node
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nnode = number of nodes
sdof = ndof ⇤ nnode, number of degrees of freedom in the system
edof = nbel ⇤ ndof , number of degrees of freedom per element
Create large rotation matrix, R:
R = diag(ones(sdof , 1)), storage for sparse matrix, R, which has a size sdof ⇥ sdof
for all nodes, i, do
Rl =

cos ✓  sin ✓
sin ✓ cos ✓
 
idx1 = 2 ⇤ (i  1) + 1, first degree of freedom for node i
idx2 = 2 ⇤ (i  1) + 2, second degree of freedom for node i
fit Rl into large rotation matrix:
R(idx1 : idx2, idx1 : idx2) = Rl
end for
Apply boundary conditions:
bcval = [ ], matrix for storing boundary condition values
bcdof = [ ], matrix for indexing boundary condition node degrees of freedom
Locate and apply boundaries where there is a master boundary condition applied:
idx = index of values for which D.tog = 1
for all values, j, in vector idx do
bcdof = [bcdof, 2 ⇤ idx(j)  1, 2 ⇤ idx(j)], boundary condition node d.o.f.
bcval = [bcval,D.x(idx(j)), D.y(idx(j))], Dirichlet boundary conditions
end for
Locate and apply boundaries where the mesh interacts with a boundary:
idx = index of values for which D.tog = 6
for all values, j, in vector idx do
bcdof = [bcdof, 2 ⇤ idx(j)], boundary condition node d.o.f. - node only constrained
in y-direction
bcval = [bcval,D.y(idx(j))], Dirichlet boundary conditions
end for
Load force vector:
f = zeros(sdof , 1), storage for force vector
f(1 : 2 : end) = F.x, force conditions in the x-direction
f(2 : 2 : end) = F.y, force conditions in the y-direction
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K = zeros(sdof , sdof ), initialize sti↵ness matrix
matmtx = fematiso(1, E, ⌫), matrix of material properties indicating plane stress,
Young’s modulus, E, and Poisson ratio, ⌫
Construct the sti↵ness matrix:
for all elements j do
n1 = nodes(j, 1), first connected node of element j
n2 = nodes(j, 2), second connected node of element j
n3 = nodes(j, 3), third connected node of element j
x1 = coord(n1, 1), x-coordinate of first node
y1 = coord(n1, 2), y-coordinate of first node
x2 = coord(n2, 1), x-coordinate of second node
y2 = coord(n2, 2), y-coordinate of second node
x3 = coord(n3, 1), x-coordinate of third node
y3 = coord(n3, 2), y-coordinate of third node
index = feeldof([n1, n2, n3], nbel, ndof ), extract system d.o.f. from element j
Find derivatives of the shape functions:
A = 0.5 ⇤ (x1 ⇤ y2 + x2 ⇤ y3 + x3 ⇤ y1   x1 ⇤ y3   x2 ⇤ y1   x3 ⇤ y2)
@h
@x =
⇥
y2 y3
2A ,
y3 y1
2A ,
y1 y2
2A
⇤
, derivatives of shape functions, h, with respect to x
@h
@y =
⇥
x3 x2
2A ,
x1 x3
2A ,
x2 x1
2A
⇤
, derivatives of shape function, h, with respect to y
kinmtx = fekine2d
⇣
nel,
@h
@x ,
@h
@y
⌘
, the kinematic matrix
k = kinmtx0 ⇤matmtx ⇤ kinmtx ⇤ A, the element sti↵ness matrix
K = feasmbl1(K, k, index), assemble the microplate sti↵ness matrix
end for
Multiply the sti↵ness matrix by the rotation matrix:
K = R0KR, locally rotate the microplate sti↵ness matrix for nodes on boundaries
Calculate microplate displacements uM, and microplate forces, fM:
uM = zeros(sdof , 1), storage for displacement vector
uM(bcdof) = bcval, insert Dirichlet boundary conditions. Because these are displace-
ment boundary conditions, these nodes must move to the
new locations provided in bcval
M = ones(sdof , 1) storage for nodes without Dirichlet boundary conditions
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M(bcdof) = 0, set nodes with Dirichlet boundary conditions such that M = 0
Midx = index of nodes without Dirichlet boundary conditions (i.e., M = 1)
utemp = K 1(Midx,Midx ⇤ f(Midx) K(Midx, bcdof) ⇤ uM(bcdof),
calculated displacements fror nodes not subject to local rotations
uM(Midx) = utemp, insert calculated displacements into uM
uM = R ⇤ uM, rotate the displacements back to the Cartesian axis
fM = R ⇤K ⇤R0 ⇤ uM, the microplate forces at each node
Calculate microplate stresses,  M, and microplate strains, ✏M :
for all elements j do
n1 = nodes(j, 1), first connected node of element j
n2 = nodes(j, 2), second connected node of element j
n3 = nodes(j, 3), third connected node of element j
x1 = coord(n1, 1), x-coordinate of first node
y1 = coord(n1, 2), y-coordinate of first node
x2 = coord(n2, 1), x-coordinate of second node
y2 = coord(n2, 2), y-coordinate of second node
x3 = coord(n3, 1), x-coordinate of third node
y3 = coord(n3, 2), y-coordinate of third node
index = feeldof([n1, n2, n3], nbel, ndof ), extract system d.o.f. from element j
for all degrees of freedom, m, in element j do
edisp(m) = uM(index(m))
end for
Find derivatives of the shape functions:
A = 0.5 ⇤ (x1 ⇤ y2 + x2 ⇤ y3 + x3 ⇤ y1   x1 ⇤ y3   x2 ⇤ y1   x3 ⇤ y2)
@h
@x =
⇥
y2 y3
2A ,
y3 y1
2A ,
y1 y2
2A
⇤
, derivatives of shape functions, h, with respect to x
@h
@y =
⇥
x3 x2
2A ,
x1 x3
2A ,
x2 x1
2A
⇤
, derivatives of shape function, h, with respect to y
kinmtx = fekine2d
⇣
nel,
@h
@x ,
@h
@y
⌘
, the kinematic matrix
e✏ = kinmtx ⇤ edisp
e  = matmtx ⇤ e✏
Put stress and strain into [xx, yy, xy] form:
for the three independent stress coordinates, s do
✏M(j, s) = e✏, the strain on node j in [xx, yy, xy] form
 M(j, s) = e , the stress on node j in [xx, yy, xy] form
end for
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end for
end function
function K = feasmbl1(K, k, index)
modified from Kwon and Bang (2000)
K: microplate sti↵ness matrix
k: element sti↵ness matrix
index: the degree of freedom vector associated with a specific element
edof = length(index), element degrees of freedom (6)
for each element degree of freedom, i do
ii = index(i)
for each element degree of freedom, j do
jj = index(j)
K(ii, jj) = K(kk, jj) + k(i, j)
end for
end for
end function
function kinmtx2 = fekine2d(nel,
@h
@x ,
@h
@y )
modified from Kwon and Bang (2000)
nnel: the number of nodes per element
@h
@x : derivative of the shape function, h, with respect to x
@h
@y : derivative of the shape function, h, with respect to y
for all nodes in an element, i do
a = 2 ⇤ (i  1) + 1
b = a+ 1
kinmtx2(1, a) = @h@x
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kinmtx2(2, b) = @h@y
kinmtx2(3, a) = @h@y
kinmtx2(3, b) = @h@x
end for
end function
function matmtx = fematiso(p, E, ⌫)
modified from Kwon and Bang (2000)
E: Young’s Modulus
⌫: Poisson Ratio
p: index indicating material properties for the finite element analysis. All DM models
are run with plane stress but can be extended for other types of analysis
if p = 1 then
matmtx = E1 ⌫2
24 1 ⌫ 0⌫ 1 0
0 0 1 2⌫2
35, plane stress analysis
else if p = 2 then
matmtx = E(1+⌫)(1 2⌫)
24 1  ⌫ ⌫ 0⌫ 1  ⌫ 0
0 0 1 2⌫2
35, plane strain analysis
else if p = 3 then
matmtx = E(1+⌫)(1 2⌫)
2664
1  ⌫ ⌫ ⌫ 0
⌫ 1  ⌫ ⌫ 0
⌫ ⌫ 1  ⌫ 0
0 0 0 1 2⌫2
3775, axisymmetric analysis
else if p = 4 then
matmtx = E(1+⌫)(1 2⌫)
26666664
1  ⌫ ⌫ ⌫ 0 0 0
⌫ 1  ⌫ ⌫ 0 0 0
⌫ ⌫ 1  ⌫ 0 0 0
0 0 0 1 2⌫2 0 0
0 0 0 0 1 2⌫2 0
0 0 0 0 0 1 2⌫2
37777775, 3D analysis
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end if
end function
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Chapter 3
Edge-Driven Mechanical Microplate Models of
Strike-Slip Faulting in the Tibetan Plateau
The India-Asia collision zone accommodates the relative motion between India and Eurasia
through both shortening and pervasive strike-slip faulting. To gain a mechanical under-
standing of how fault slip rates are driven across the Tibetan plateau, we develop a two-
dimensional, linear elastic, two-stage, deformable microplate model for the upper crust based
on the behavior of an idealized earthquake cycle. We use this approach to develop a suite of
simple India-Asia collision zone models, di↵ering only in boundary conditions, to determine
which combination of edge forces and displacements are consistent with both the slip rate
measurements along major Tibetan faults as well as the geodetically observed extrusion of
crustal material toward southeast Asia. Model predictions for the Altyn Tagh (1–14 mm/yr),
Kunlun (3–10 mm/yr), Karakorum (5–12 mm/yr), and Haiyuan (3–5 mm/yr) faults are in
agreement with geologically and geodetically inferred slip rates. Further, models that accu-
rately reproduce observed slip rate gradients along the Altyn Tagh and Kunlun faults feature
two critical boundary conditions: 1) oblique compressive displacement along the Himalayan
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range front west of the Shillong plateau, and 2) forcing in southeast Asia. Additionally, the
ratio of internal-block potency rate to the total potency rate for each microplate ranges from
28% to 79%, suggesting a hybrid view of deformation in Tibet as simultaneously localized
on major faults and distributed at length scales <500 km.
3.1 Introduction
The India-Asia collision zone spans at least 7 million km2 and encompasses the Tibetan
plateau, which stands at a mean elevation of 4 km and is dissected by large-scale strike-
slip faults exceeding 1500 km in length. Modern-day convergence between the Indian and
Eurasian plates is accommodated on the southern edge of the plateau by ⇠20 mm/yr of
shortening at the Main Himalayan Thrust (Bilham et al., 1997; Jouanne et al., 2004; Lave´
and Avouac, 2000), in the northwest at the northern boundary of the Tarim Basin by at
least 14 mm/yr of convergence across the Tien Shan (Abdrakhmatov et al., 1996; Thompson
et al., 2002), and in the northeast by distributed shortening and rotation (Hetzel et al., 2004;
Loveless and Meade, 2011a; Tapponnier et al., 1990; Wang et al., 2001). The time-integrated
e↵ect of this shortening has been suggested as a mechanism contributing to the thickening
of the Tibetan crust to 60–80 km (Chen and Molnar, 1981; Kind et al., 2002; Owens and
Zandt, 1997; Zhang and Klemperer, 2005).
Despite crustal thickening leading to isostatically compensated surface uplift on the or-
der of 4 km, the largest documented post-collisional deformation signals in Tibet are those
associated with large-scale strike-slip faults that have accrued hundreds of kilometers of dis-
placement. The largest, the left-lateral Altyn Tagh fault (Figure 3.1), extends more than
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1300 km along the northern boundary of the Tibetan Plateau (Molnar and Tapponnier,
1975). Post Oligocene-early Miocene cumulative o↵sets have been estimated between 350–
400 km (Yue et al., 2001), geologically inferred slip rates range from 9–18 mm/yr (Cowgill
et al., 2009; Me´riaux et al., 2005; Yue et al., 2001), and geodetically inferred slip rate es-
timates fall between 5–9 mm/yr (Bendick et al., 2000; Loveless and Meade, 2011a; Meade,
2007; Wallace et al., 2004). South of the Altyn Tagh fault, estimated o↵sets for the east-west
trending Kunlun fault (Figure 3.1), may be as high as 100 ± 20 km (Fu and Awata, 2007),
consistent with the extrapolation of late Pleistocene-Holocene slip rates (11.7 ± 1.5 mm/yr,
Van der Woerd et al., 2002b) back to a possible initiation in the mid-Miocene, ⇠15 Ma
(Jolivet et al., 2003). The Red River fault (Figure 3.1), which trends southeast from the
high plateau into south China, has accommodated between 500–900 km of left-lateral slip in
the Oligo-Miocene; however, since then several tens of kilometers of right-lateral slip have
been documented (Leloup et al., 2001, 1995). Strike-slip faulting is also present along the
western edge of the Tibetan plateau, most notably along the 1200 km right-lateral Karako-
rum fault, which has accommodated ⇠250 km of displacement since ⇠17 Ma (Murphy et al.,
2000). Karakorum slip rate estimates vary by an order of magnitude, with geologic estimates
ranging from as low as 4 mm/yr (Brown et al., 2002) to as high as 11 mm/yr (Chevalier
et al., 2005), inferences from InSAR measurements of ⇠1 mm/yr (Wright et al., 2004), and
block models constrained by GPS observations suggesting 2–4 mm/yr of right-lateral motion
(Loveless and Meade, 2011a; Meade, 2007).
We present a two-dimensional deformable microplate (DM) model for the India-Asia
boundary that makes testable predictions of fault slip rates. Predicting fault slip rates as a
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Figure 3.1: Traces of major faults, earthquake focal mechanisms 40 km deep (Global CMT
database), compressional quadrants shaded blue, panel a), and GPS velocities Loveless and
Meade (2011a) compilation, panel b) in the greater Tibetan plateau region. Black fault
traces are from Taylor and Yin (2009) and red traces indicate the major branches of the
Altyn Tagh (ATF), Kunlun (KLF), Karakoram (KKF), Jaili (JF), Xianshuehui (XXF), and
Red River (RRF) faults and the trace of the Main Frontal Thrust along the Himalayan
range front (HRF). GPS velocities in a nominally Eurasian reference frame are color coded
by velocity magnitude with warmer colors indicating faster velocities.
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function of applied boundary conditions is distinct from the approach taken by Pelzer and
Saucier (1996), who assumed fault slip rates and solved for a regional velocity field. This
class of model incorporates both localized slip along major faults and distributed deforma-
tion within microplates with a two-dimensional, two-step finite element model. Using this
approach, we analyze six Tibetan plateau models to interrogate the force and displacement
boundary conditions required to produce geologically and geodetically constrained slip rates
along the Altyn Tagh, Kunlun, Karakoram, and Haiyuan faults.
3.2 Dynamic microplate models of the Tibetan plateau
3.2.1 Microplate geometry and boundary conditions
Model discretization of the Tibetan plateau is based on the locations of major mapped
structures and locations previously hypothesized to serve as important mechanical bound-
aries (Figure 3.1a, Figure 3.2). Major strike-slip faults represented include the Karakoram,
Karakash, Altyn Tagh, Kunlun, Jaili, and Xianshuihe faults. Other structures such as the
Ganzi, Red River, and Longmu-Gohza faults are not represented in the simplified model
considered here. This fault network forms ten microplates constituting the Tibetan plateau,
Tarim Basin, and Asia (Figure 3.2). The Asia microplate is limited in latitudinal extent by
the northern edge of the Tien Shan, which approximately marks the termination of collision-
related deformation in the western half of the model domain (Abdrakhmatov et al., 1996).
In contrast, east of 90 E, collision-related deformation may propagate far into northeast
Asia (e.g., Calais et al., 2003), and we consider this boundary to either be stress-free or
constrained by local boundary conditions described below.
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Figure 3.2: Microplate geometry and boundary conditions for DM models. Microplate
boundaries are shown in blue and locations of non-stress free boundaries are shown in red.
The Asia boundary is subject to a zero displacement boundary condition in all models. Con-
vergence between India and Asia at the Himalayan range front (HRF) is assumed to be 37
mm/yr throughout (Wang et al., 2001) though two di↵erent spatial extents are considered.
In the first, convergence is assumed to extend over the entire HRF, while in the second,
convergence is isolated to the HRF west (dashed line) of the Shillong plateau (SP). Models
with zero displacement Dirichlet conditions west of the Sichuan basin at the Longmen Shan
range (LMS) are also considered, as are models with force boundary conditions in southeast
Asia (SEA).
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The northern edge of the Eurasian block represents a kinematic boundary and is mod-
eled with zero-displacement boundary conditions (Figure 3.2). Three additional boundary
conditions are considered in models discussed here: 1) extent of convergence along the Hi-
malayan range front (Dirichlet), 2) resistance at the western margin of the Sichuan basin
(Dirichlet), and 3) forces acting at the southeast margin of the plateau (von Neumann). All
of these are applied only at model domain edges. Each of these idealized representations of
forces and displacements acting on the Tibetan plateau is motivated by a specific observa-
tion or hypothesis. Oblique (northeast-southwest) convergence between India and Asia at
⇠37 mm/yr is imposed as a displacement boundary condition at the Himalayan range front,
consistent with geodetically observed shortening (Wang et al., 2001). The spatial extent
of this convergence is limited not only by the eastern and western syntaxes, but also by
active shortening across the Shillong plateau ⇠200 km south of the Himalayan range front
(Ambraseys and Bilham, 2003). Thus we consider models where the convergence along the
HRF is uniform along its entire extent and those where it is limited to the ⇠75% of the
range front west of 90 E. At the eastern margin of the plateau, the Sichuan basin has been
proposed as a mechanically strong structural element preventing the eastward propagation
of deformation (e.g., Chen et al., 2004; Li et al., 2006; Wang et al., 2003). Southwest of the
Sichuan basin, geodetic observations suggest the extrusion of upper crustal material from
eastern Tibet into southeast Asia (e.g., Wang et al., 2003). Finally, the geodetically ob-
served movement of crustal material into southeast Asia (e.g., Chen et al., 2012; Zhen-Kang
et al., 2005) south of the Sichuan basin has been attributed to active local forces, such as
laterally constrained lower crustal flow or mantle tractions associated with rollback of the
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 Model Altyn Tagh Karakorum Kunlun Xianshuihe Jiali Haiyuan Extrusion 
T1. HRF  1 – 11 (3 – 11) (6) – 3 (1 – 4) (1 – 7) (1) – 2 N 
T2. HRF, Fixed LMS 1 – 11 (3 – 11) (6) – 2 (3) – 6 (1 – 4) 0 – 6 N 
T3. ¾ HRF 2 – 13 (4 – 12) (1) – 4 1 (1) - 2 2 N 
T4. ¾ HRF, Fixed LMS 1 – 12 (3 – 12) (8) – 3 2 – 8 (1) – 3 2 – 5 N 
T5. HRF, SEA Force BC 1 – 12 (4 – 12) (2) – 3 (4 – 13) (2 – 9) 1 – 2 N 
T6. ¾ HRF, SEA Force BC 1 – 14 (5 – 12) 3 – 10 (11) – 3 (2) – 5 3 – 5 Y 
Table 3.1: Predicted slip rates (mm/yr) and extent of southeastern extrusion from six DM
models. Right-lateral slip rates are denoted with parentheses while left-lateral slip rates
are not. For each fault the total variation in slip rates is given. For the case of southeast
extrusion, models are deemed inconsistent with the geodetic observations only if there is no
motion to the south and east along the southeastern-most boundary of the plateau. In all
cases the Altyn Tagh fault is left-lateral and the Karakoram is right-lateral; however, the
sense of slip varies for all other major faults. Extrusion of material toward southeast Asia is
only present in models that include a local applied force along the southeastern edge of the
model and convergent forcing isolated along the western 3/4 of the Himalayan range front.
DM Model T6 (bottom) is the only one to predict an entirely left-lateral Kunlun fault.
Indo-Burman slab (Royden et al., 2008).
3.2.2 Sufficient mechanisms for strike-slip faulting
To understand the role of edge forces in driving strike-slip faulting within the Tibetan
plateau, we consider six DMmodels di↵ering only in the combinations of boundary conditions
described above (Table 3.1). Models T1 to T6 are described below. It must be noted that
like continuously deforming dynamic models (e.g., England and Molnar, 1997, 2005; Flesch
et al., 2001), direct comparison to geodetic observations is not yet possible for DM models
due to their neglect of earthquake cycle processes which may significantly modulate GPS
observations obtained during the nominally interseismic part of the seismic cycle in Tibet
(e.g., Bilham et al., 1997; Chen et al., 2004; Feldl and Bilham, 2006; Hilley et al., 2005,
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2009; Meade, 2007). To avoid this problem, we instead make comparisons with slip rate
estimates inferred from geologic interpretations or geodetic observations interpreted with
steady state or time-dependent earthquake cycle models along specific faults. Our criteria
for evaluating models is based on model prediction of three well-resolved features of the
India-Asia boundary: the left-lateral slip rates on the well sampled Altyn Tagh and Kunlun
faults and the southeastern extrusion of Tibetan crustal material. A summary of all six
models described here is provided in Table 3.1.
Model T1: Full Himalayan range front convergence
Model T1 (Table 3.1) is the simplest in our suite of Tibetan models and features oblique
convergence across the entire Himalayan range front. Deformation rates (Figure 3.3) are
highest in the south and east of our model, but the southeastern extrusion of Tibetan crustal
material is not observed. Instead, internal block deformation is approximately parallel to
the convergence boundary condition across the Himalayan Range Front, with maximum
deformation rates equal to the convergence rate.
Model T1 slip rate predictions for the Karakorum fault (Figure 3.4) are right-lateral and
range from 3–11 mm/yr. Slip is fastest in the northwest near the junction with the Altyn
Tagh fault and holds steady at ⇠8 mm/yr for ⇠600 km south of the junction. Minimum
slip rates occur on the southern portion of the fault. These results are higher than geologic
estimates of 10.7 ± 0.7 mm/yr (Chevalier et al., 2005) from the central and southern portion
of the Karakorum, but are broadly consistent with geologic estimates of 4 ±1 mm/yr (Brown
et al., 2002) and InSAR estimates of 1 ± 3 mm/y (Wright et al., 2004) from similar regions.
Model T1 predicts a change in the sense of slip on the Haiyuan fault from left-lateral
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Figure 3.3 (following page): Slip rates, velocities, and principal stresses from DM model T1,
with full Himalayan range front convergence. In all figures microplate boundaries are shown
as blue lines and the Indian sub-continent is shaded in gray. Panel a) shows fault slip rates
with left-lateral rates shown as white text in blue circles and right-lateral text shown as blue
text in white circles. For clarity, only representative slip rates are shown here. Color shading
shows velocity magnitudes, where redder colors indicate faster velocities. Maximum velocities
equal the di↵erential motion between India and Eurasia. Here the Altyn Tagh is the fastest
left-lateral fault and the Karakorum and Jiali are the fastest right-lateral faults. The Kunlun
switches from right-lateral to left-lateral from west to east along strike and the Xianshuihe is
right-lateral. Panel b) shows velocity vectors (white arrows) superimposed over the velocity
magnitude field. Velocity azimuths are dominantly north-northeast, consistent with the
imposed convergence boundary condition on the HRF. Panel c) shows the principal stresses.
Principal stresses are dominantly convergent (compression) and are broadly consistent with
the direction of convergence.
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Figure 3.3: (continued)
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to right-lateral (slip rate values range from 1 mm/yr of right-lateral slip to 2 mm/yr of
left-lateral slip). These observations are inconsistent with well-documented left-lateral dis-
placement on the fault of 3.4–9 mm/yr (Cavalie´ et al., 2008; Li et al., 2009; Meade, 2007).
Slip rates on the Altyn Tagh fault (Figure 3.5) are left-lateral and vary by an order of
magnitude along strike. Peak slip rates of ⇠11 mm/yr occur in the central western portion
of the fault south of the Tarim Basin and fall o↵ to a minimum (⇠1 mm/yr) at the western
fault tip. Fault slip rates are ⇠6 mm/yr on the eastern ⇠300 km of the fault. These slip
rates agree well with InSAR observations of 5 ± 5 mm/yr in the west (Wright et al., 2004)
and geologic (11.5 ± 2.5 mm/yr; Cowgill et al., 2009) and geodetic (9 ± 4 mm/yr; Wallace
et al., 2004) observations in the central portion of the fault. However, these predictions are
higher than geodetic observations on the eastern portion of the fault (3 ± 2 mm/yr; Meade,
2007) and lower than geologic observations of 14 ± 2 mm/yr (Yue et al., 2001) and 17.8 ±
3.6 mm/yr (Me´riaux et al., 2005).
The primary reason that model T1 is not considered an accurate model for describing
strike-slip faulting in Tibet is because of its failure to predict slip rates on the densely sampled
Kunlun fault (Figure 3.6). Numerous geologic and geodetic studies have shown that Kunlun
slip is left-lateral and range from 3 ± 2 mm/yr on the western Manyi splay (Bell et al.,
2011) to 9–17.8 mm/yr (Meade, 2007; Van der Woerd et al., 2002b) in the center portion of
the fault and 1.6–6 mm/yr (Kirby et al., 2007) on the eastern section. Model T1 predicts
left-lateral slip rates of ⇠3 mm/yr on the westernmost portion of the Manyi splay, but slip
quickly becomes right-lateral (up to 6 mm/yr in the center of the fault) and remains dexteral
for more than 1500 km along strike.
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Figure 3.4: Along-strike slip variation for the Karakorum fault at the western boundary of
the Tibetan Plateau predicted by DM model T1. The upper panel shows the rotated fault
trace and topography within 200 km of the fault endpoints. The compass rose points north.
Right-lateral slip rates predicted by model T1 are shown as blue fill. Slip is lowest (⇠3
mm/yr) in the south and highest (⇠11 mm/yr) just south of the intersection with the Altyn
Tagh. Slip is relatively constant at ⇠8 mm/yr on the central portion of the fault. The peak
slip rate predicted is consistent with geologic observations of 10.7 ± 0.7 mm/yr (Chevalier
et al., 2005) while the northern and southern extremes of the fault are consistant with other
geologic (4 ± 1 mm/yr, Brown et al., 2002) and InSAR (1 ± 3 mm/yr, Wright et al., 2004)
estimates.
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Figure 3.5: Slip rate variation predicted by DM model T1 along the Altyn Tagh-Karakash
fault system at the northern boundary of the Tibetan plateau. The upper panel shows the
rotated fault trace and topography within 200 km of the fault endpoints with the compass
rose pointing north. Slip rates predicted by T1 are shown as the red fill in the lower panel
with geologic and geodetic fault slip rate estimates shown as black circles with reported
1-sigma error bars. Negative numbers and red colors indicate left-lateral motion. Model T1
predicts peak slip rates on the central portion of the fault (up to ⇠11 mm/yr). The slip rate
reaches a minimum on the western extent of the fault (⇠1 mm/yr) and is ⇠6 mm/yr on the
eastern tip. Slip rates inferred from geologic and geodetic data are from west to east: a. 5 ±
5 mm/yr, Wright et al. (2004), b. 11.5 ± 2.5 mm/yr, Cowgill et al. (2009), c. 9 ± 4 mm/yr,
Wallace et al. (2004), d. 14 ± 2 mm/yr, Yue et al. (2001), e. 17.8 ± 3.6 mm/yr, Me´riaux
et al. (2005), and f. 3 ± 2 mm/yr, Meade (2007).
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Figure 3.6: Slip rate variation predicted by DM model T1 along the east-west trending
Kunlun fault system. The upper panel shows the rotated fault trace and topography within
200 km of the fault endpoints with the compass rose pointing north. Slip rates predicted
by T1 are shown as the red and blue fill in the lower panel with geologic and geodetic fault
slip rate estimates shown as black circles with reported 1–sigma error bars. Red colors
and negative numbers indicate left-lateral motion, blue colors and positive numbers indicate
right-lateral motion. The fault is very briefly left-lateral on the western Manyi splay (with
a slip rate of ⇠3 mm/yr) and then is right-lateral for the eastern ⇠2250 km of fault (with
maximum right-lateral slip rates of ⇠6 mm/yr). These predictions are in poor agreement
with well documented left-lateral slip on the fault (shown in black above). Slip rates inferred
from geologic and geodetic data are from west to east: a. 3 ± 2 mm/yr, Bell et al. (2011),
b. 10.2 ± 1.5 mm/yr, Hilley et al. (2005), c. 11.7 ± 1.5 mm/yr (at ⇠94 E), van Van der
Woerd et al. (2002b), d. 11 ± 2 mm/yr, Meade (2007), e. 12.6 ± 5.2 mm/yr (at ⇠99 E),
Van der Woerd et al. (2002b), f. 12.5 ± 2.5 mm/yr (at ⇠100.5 E), Van der Woerd et al.
(2002b), g. 5 ± 1 mm/yr, at (⇠101.5 E), Kirby et al. (2007), and h. 2.0 ± 0.4 mm/yr (at
⇠101.75 E), Kirby et al. (2007).
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Model T1 predictions on the Xianshuihe fault are completely right-lateral (Figure 3.7),
in contrast to geologic and geodetic estimates of 9–20 mm/yr of sinisteral slip (Allen et al.,
1991; He et al., 2006; Meade, 2007; Wang et al., 2009). Model T1 also predicts entirely
right-lateral slip on the Jiali fault (Figure 3.8) on the order of 1–7 mm/yr. These results
are consistent with the observed sense of slip on the Jiali and with block model estimates of
3–4 mm/yr (Meade, 2007) but lower than geologic estimates of 10–20 mm/yr (Armijo et al.,
1989).
Internal microplate principal stresses from model T1 are largely compressive and broadly
consistent with the displacement condition at the Himalayan range front (Figure 3.3). How-
ever, microplates at the eastern extent of the model have compressional stresses < 50 Pa and,
in the case of the Longmen Shan and the two blocks north of it, there is a small tensional
stress.
Model T2: Full Himalayan range front convergence and fixed Longmen Shan
We next attempt to capture Tibetan extrusion into southeast Asia and left-lateral slip on
the Kunlun fault by testing a model with convergence across the full Himalayan range front
and a fixed Sichuan basin. This model is achieved by applying a fixed Dirichlet boundary
condition to the eastern edge of the Longmen Shan block. Model T2 results (Figure 3.9)
show the strongest deformation close to the Himalayan range front and are largely consistent
with the convergent boundary condition. Deformation in the northeastern part of the model
(e.g., the eastern Kunlun block and Haiyuan block) is east northeast in direction but does
not exhibit the previously documented southeastern extrusion of Tibet (Meade, 2007).
Model T2 predicted slip rates on the Karakorum (Figure 3.10) and Altyn Tagh (Figure
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Figure 3.7: Slip rate variation predicted by DM model T1 along the Xianshuihe fault in
eastern Tibet. The upper panel shows the rotated fault trace and topography within 200
km of the fault endpoints. The compass rose points north. Model T1 predicts entirely right-
lateral slip on the fault, with maximum slip rates of ⇠4 mm/yr in the west and minimum
rates of ⇠1 mm/yr in the east. These predictions are are in contradiction with sinisteral
slip estimates of ⇠15 mm/yr from geologic estimates (Allen et al., 1991; He et al., 2006),
9–12 mm/yr inferred from InSAR observations (Wang et al., 2009), and 3–20 mm/yr from
geodetically constrained block models (Meade, 2007).
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Figure 3.8: Along-strike slip rate variations predicted by DM model T1 for the Jiali fault in
southeastern Tibet. The upper panel shows the rotated fault trace and topography within
200 km of the fault endpoints. The compass rose points north. Right-lateral slip rates are
plotted as blue fill. Model T2 predicts that the Jiali is entirely right-lateral, with minimum
slip rates of ⇠1 mm/yr in the west and maximum slip rates of ⇠7 mm/yr on the central
portion of the fault. Although geologic and geodetic data are sparse for this structure, these
results are lower than geologic observations of 10-20 mm/yr of right-lateral slip (Armijo et al.,
1989), but western slip rate predictions agree with block model estimates of 3-4 mm/yr of
dexteral motion (Meade, 2007).
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Figure 3.9 (following page): Slip rates, velocities, and principal stresses from DM model
T2, with a full Himalayan convergence condition and a zero-slip boundary on the eastern
margin of the Longmen Shan block. In all figures microplate boundaries are shown as
blue lines and the Indian sub-continent is shaded in gray. Panel a) shows fault slip rates
with left-lateral rates shown as white text in blue circles and right-lateral text shown as
blue text in white circles. For clarity, only representative slip rates are shown here. Color
shading shows velocity magnitudes, where redder colors indicate faster velocities. Maximum
velocities equal the di↵erential motion between India and Eurasia. Here the Altyn Tagh
is the fastest left-lateral fault and the Karakorum is the fastest right-lateral fault. The
Kunlun switches from right-lateral to left-lateral from west to east along strike, and the
sense of slip on the Xianshuihe also changes. Panel b) shows velocity vectors (white arrows)
superimposed over the velocity magnitude field. Velocity azimuths are dominantly north-
northeast, consistent with the imposed convergence boundary condition on the HRF, but
in the eastern portion of the model they become very small and go to zero (a result of the
Longmen Shan boundary condition). Panel c) shows the principal stresses. Principal stresses
are dominantly convergent (compression) and are broadly consistent with the direction of
convergence. In the Longmen Shan block they are slightly rotated because of the zero-slip
condition applied there.
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Figure 3.9: (continued)
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3.11) faults are nearly identical to that predicted in model T1. As with model T1, Karakorum
slip rates range from ⇠3–11 mm/yr of right-lateral slip and Altyn Tagh slip rates range from
⇠1–11 mm/yr of left-lateral slip. Unlike model T1, Haiyuan fault slip rate predictions are
left-lateral and range from 0–6 mm/yr.
Model T2 slip rates on the Kunlun fault (Figure 3.12) are nearly identical to those from
model T1 for the first ⇠1200 km of the fault: slip rates are left-lateral on the far western
portion of the Manyi splay (⇠2 mm/yr) but quickly become right-lateral, reaching ⇠6 mm/yr
of dexteral motion at ⇠1000 km along strike. However, the predicted slip rate di↵ers from
model T1 on the eastern half of the fault: at ⇠1500 km slip becomes left-lateral again
(reaching ⇠2 mm/yr of sinisteral motion) before becoming right-lateral (⇠6 mm/yr) again
on the far eastern extent of the fault. Left-lateral slip rates are consistently below geologic
observations for the eastern portion of the fault (Kirby et al., 2007), and model T2 does not
accurately predict Kunlun slip rates.
The model T2-predicted sense of slip on the Xianshuihe fault (Figure 3.13) is right-lateral
on the western ⇠400 km of the fault (with maximum right-lateral slip rates of ⇠3 mm/yr on
the central eastern portion of the fault) before becoming left-lateral for the eastern portion
of the fault (with maximum left-lateral slip rates of 6 mm/yr in the east). These predictions
are inconsistent with the geologic and geodetic estimates of entirely left-lateral slip of 9–20
mm/yr (Allen et al., 1991; He et al., 2006; Meade, 2007; Wang et al., 2009).
Jiali fault slip rate predictions (Figure 3.14) are right-lateral and range from 1–4 mm/yr,
with slip rates peaking on the central portion of the fault. These predictions are consistent
with block model estimates of 3–4 mm/yr (Meade, 2007) but are much lower than geologic
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Figure 3.10: Along-strike slip variation for the Karakorum fault at the western boundary of
the Tibetan Plateau predicted by DM model T2. The upper panel shows the rotated fault
trace and topography within 200 km of the fault endpoints. The compass rose points north.
Right-lateral slip rates predicted by model T2 are shown as blue fill. Slip is lowest (⇠3
mm/yr) in the south and highest (⇠11 mm/yr) just south of the intersection with the Altyn
Tagh. After the intersection with the Altyn Tagh the slip rate decreases to the minimum
value. The peak slip rate predicted is consistent with geologic observations of 10.7 ± 0.7
mm/yr (Chevalier et al., 2005) while the northern and southern extremes of the fault are
consistant with other geologic (4 ± 1 mm/yr, Brown et al., 2002) and InSAR (1 ± 3 mm/yr,
Wright et al., 2004) estimates.
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Figure 3.11: Slip rate variation predicted by DM model T2 along the Altyn Tagh-Karakash
fault system at the northern boundary of the Tibetan plateau. The upper panel shows the
rotated fault trace and topography within 200 km of the fault endpoints with the compass
rose pointing north. Slip rates predicted by T2 are shown as the red fill in the lower panel
with geologic and geodetic fault slip rate estimates shown as black circles with reported
1-sigma error bars. Negative numbers and red colors indicate left-lateral motion. Model T2
predicts peak slip rates on the central portion of the fault (up to ⇠11 mm/yr). The slip rate
reaches a minimum on the western extent of the fault (⇠1 mm/yr) and is ⇠7 mm/yr on the
eastern tip. Slip rates inferred from geologic and geodetic data are from west to east: a. 5 ±
5 mm/yr, Wright et al. (2004), b. 11.5 ± 2.5 mm/yr, Cowgill et al. (2009), c. 9 ± 4 mm/yr,
Wallace et al. (2004), d. 14 ± 2 mm/yr, Yue et al. (2001), e. 17.8 ± 3.6 mm/yr, Me´riaux
et al. (2005), and f. 3 ± 2 mm/yr, Meade (2007).
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Figure 3.12: Slip rate variation predicted by DM model T2 along the east-west trending
Kunlun fault system. The upper panel shows the rotated fault trace and topography within
200 km of the fault endpoints with the compass rose pointing north. Slip rates predicted
by T2 are shown as the red and blue fill in the lower panel with geologic and geodetic
fault slip rate estimates shown as black circles with reported 1-sigma error bars. Red colors
and negative numbers indicate left-lateral motion, blue colors and positive numbers indicate
right-lateral motion. The fault is very briefly left-lateral on the western Manyi splay (with
a slip rate of ⇠2 mm/yr) and then is right-lateral for ⇠1250 km of fault (with maximum
right-lateral slip rates of ⇠6 mm/yr). For the next ⇠400 km, the fault is again left-lateral
(⇠2 mm/yr) and then the sense of slip again becomes right-lateral for the last ⇠200 km
along strike. These predictions are in poor agreement with well documented left-lateral slip
on the fault (shown in black above). Slip rates inferred from geologic and geodetic data are
from west to east: a. 3 ± 2 mm/yr, Bell et al. (2011), b. 10.2 ± 1.5 mm/yr, Hilley et al.
(2005), c. 11.7 ± 1.5 mm/yr (at ⇠94 E), Van der Woerd et al. (2002b), d. 11 ± 2 mm/yr,
Meade (2007), e. 12.6 ± 5.2 mm/yr (at ⇠99 E), Van der Woerd et al. (2002b), f. 12.5 ± 2.5
mm/yr (at ⇠100.5 E), Van der Woerd et al. (2002b), g. 5 ± 1 mm/yr at (⇠101.5 E), Kirby
et al. (2007), and h. 2.0 ± 0.4 mm/yr (at ⇠101.75 E), Kirby et al. (2007).
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Figure 3.13: Slip rate variation predicted by DM model T2 along the Xianshuihe fault in
eastern Tibet. The upper panel shows the rotated fault trace and topography within 200
km of the fault endpoints. The compass rose points north. T2 model predictions of low
magnitude (⇠3 mm/yr) right-lateral slip rates are plotted as blue fill and as positive values.
The predicted sense of slip changes to left-lateral in the center of the fault, with maximum
sinisteral slip rate values of ⇠ 6 mm/yr (red fill; negative numbers). These predictions do
not match geologic and geodetic estimates: block models predict left-lateral slip of of 3
± 2 mm/yr on the eastern portion of the fault (Meade, 2007), and geologic and geodetic
observations suggest a fully left-lateral Xianshuihe. The left-lateral predictions are lower
than sinisteral slip estimates of ⇠15 mm/yr from geologic estimates (Allen et al., 1991; He
et al., 2006), 9–12 mm/yr inferred from InSAR observations (Wang et al., 2009), and ⇠20
mm/yr from geodetically constrained block models (Meade, 2007).
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Figure 3.14: Along-strike slip rate variations predicted by DM model T2 for the Jiali fault in
southeastern Tibet. The upper panel shows the rotated fault trace and topography within
200 km of the fault endpoints. The compass rose points north. Right-lateral slip rates are
plotted as blue fill. Model T2 predicts that the Jiali is entirely right-lateral, with minimum
slip rates of ⇠1 mm/yr in the east and maximum slip rates of ⇠4 mm/yr on the central
portion of the fault. Although geologic and geodetic data are sparse for this structure, these
results are lower than geologic observations of 10-20 mm/yr of right-lateral slip (Armijo
et al., 1989), but eastern and western slip rate predictions agree with block model estimates
of 3-4 mm/yr of dexteral motion (Meade, 2007).
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sampling of the fault (10–20 mm/yr, Armijo et al., 1989).
The principal stresses predicted by model T2 (Figure 3.9) are nearly identical to those
predicted by model T1 for the western blocks in the model. In the east, blocks show higher
compressional stresses than in model T1, particularly in the Longmen Shan block and the
block bounded by the Xianshuihe and Jiali faults. The predicted principal stress in the
interior of the Longmen Shan block is oriented at ⇠45 degrees from the x-axis and is likely
a result of the zero-slip displacement boundary condition applied on the block boundary.
Model T3: 3/4 Himalayan range front convergence
In an e↵ort to prevent right-lateral motion on the Kunlun fault we explore models where
the convergence boundary condition is only applied on the western 3/4 of the Himalayan
range front. Model setup for T3 is similar to model T1 but the convergence condition is
limited to points west of the Shilong Plateau. Internal microplate deformation (Figure 3.15)
is highest where the convergence condition is applied. Model T3 velocities (Figure 3.15),
while still primarily northward in direction, show more eastward extrusion than models T1
or T2 (where full Himalayan range front convergence is applied).
The slip rates predicted by model T3 on the Karakorum fault (Figure 3.16) are nearly
identical to those predicted by models T1 and T2 and range from 4–12 mm/yr of right-lateral
motion. Slip on the Haiyuan fault is ⇠2 mm/yr of left-lateral motion everywhere on the
structure.
Model T3 predicted slip rates on the Altyn Tagh fault (Figure 3.17) range from 2–13
mm/yr and are extremely similar to the slip rate profiles predicted by models T1 and T2.
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Figure 3.15 (following page): Slip rates, velocities, and principal stresses from DM model
T3, with 3/4 Himalayan range front convergence. In all figures microplate boundaries are
shown as blue lines and the Indian sub-continent is shaded in gray. Panel a) shows fault slip
rates with left-lateral rates shown as white text in blue circles and right-lateral text shown
as blue text in white circles. For clarity, only representative slip rates are shown here. Color
shading shows velocity magnitudes, where redder colors indicate faster velocities. Maximum
velocities equal the di↵erential motion between India and Eurasia. Here, the Altyn Tagh is
the fastest left-lateral fault and the Karakorum is the fastest right-lateral fault. The Kunlun
and Jiali faults switch from right-lateral to left-lateral along strike. Panel b) shows velocity
vectors (white arrows) superimposed over the velocity magnitude field. Velocity azimuths are
dominantly north-northeast, consistent with the imposed convergence boundary condition
on the HRF. Panel c) shows the principal stresses. Principal stresses are largely convergent
(compression) and are broadly consistent with the oblique direction of convergence.
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Figure 3.15: (continued)
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Figure 3.16: Along-strike slip variation for the Karakorum fault at the western boundary of
the Tibetan Plateau predicted by DM model T3. The upper panel shows the rotated fault
trace and topography within 200 km of the fault endpoints. The compass rose points north.
Right-lateral slip rates predicted by model T3 are shown as blue fill and positive values.
Slip is lowest (⇠4 mm/yr) on the northern and southern ends of the fault and highest (⇠12
mm/yr) just south of the intersection with the Altyn Tagh. The predicted slip rate holds
steady at ⇠8 mm/yr for the ⇠500 km south of the intersection with the Altyn Tagh. The
peak slip rate is slightly higher than geologic observations of 10.7 ± 0.7 mm/yr (Chevalier
et al., 2005), while the northern and southern extremes of the fault are consistent with other
geologic (4 ± 1 mm/yr, Brown et al., 2002) and InSAR (1 ± 3 mm/yr, Wright et al., 2004)
estimates.
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The maximum slip rate, as with models T1 and T2, occurs just east of the intersection
with the Karakorum fault but is ⇠2 mm/yr higher than in previous modeling approaches.
Significantly, model T3 slip rates are slightly lower on the eastern portion of the fault (⇠4
mm/yr) and, unlike models T1 and T2, are consistent with block model estimates of 3 ± 2
mm/yr on this portion of the fault.
Like models T1 and T2, the sense of slip on the Kunlun fault (Figure 3.18) changes along
strike and does not accurately capture documented slip rates for the Kunlun. Maximum left-
lateral slip rates occur in the west, with maximum slip rates of ⇠4 mm/yr. Slip decreases
along strike, becoming briefly right-lateral (< 0.5 mm/yr), and then is again left-lateral with
a very low magnitude (⇠1 mm/yr) rate. At ⇠ 1000 km, slip becomes right-lateral (⇠1
mm/yr) for the eastern 1000 km of the fault. As with models T1 and T2, these results are
inconsistent with the well documented left-lateral slip ranging from 1.6–17.8 mm/yr (Kirby
et al., 2007; Meade, 2007; Van der Woerd et al., 2002b) reported on this portion of the fault.
Unlike models T1 and T2, model T3 predicts entirely left-lateral slip on the Xianshuihe
fault (Figure 3.19). While the sense of slip is consistent with block model and geologic esti-
mates (Allen et al., 1991; He et al., 2006; Meade, 2007; Wang et al., 2009), model predictions
of < 1 mm/yr everywhere along strike are lower than the geologic and geodetic estimates.
Model T3 predicts right-lateral motion on the Jiali fault (Figure 3.20) on the eastern and
western end points of the fault (up to ⇠1 mm/yr) but left-lateral slip (⇠0–2 mm/yr) for the
central ⇠750 km of the fault. This change in the sense of slip on the fault is distinct from
the results from models T1 and T2, which predicted entirely right-lateral slip on the fault,
and is inconsistent with geologic and block model results (Armijo et al., 1989; Meade, 2007).
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Figure 3.17: Slip rate variation predicted by DM model T3 along the Altyn Tagh-Karakash
fault system at the northern boundary of the Tibetan plateau. The upper panel shows the
rotated fault trace and topography within 200 km of the fault endpoints with the compass
rose pointing north. Slip rates predicted by T3 are shown as the red fill in the lower panel
with geologic and geodetic fault slip rate estimates shown as black circles with reported
1-sigma error bars. Negative numbers and red colors indicate left-lateral motion. Model T3
predicts peak slip rates on the central portion of the fault (up to ⇠12 mm/yr). The slip rate
reaches a minimum on the western extent of the fault (⇠2 mm/yr) and is ⇠4 mm/yr on the
eastern tip. Slip rates inferred from geologic and geodetic data are from west to east: a. 5 ±
5 mm/yr, Wright et al. (2004), b. 11.5 ± 2.5 mm/yr, Cowgill et al. (2009), c. 9 ± 4 mm/yr,
Wallace et al. (2004), d. 14 ± 2 mm/yr, Yue et al. (2001), e. 17.8 ± 3.6 mm/yr, Me´riaux
et al. (2005), and f. 3 ± 2 mm/yr, Meade (2007).
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Figure 3.18: Slip rate variation predicted by DM model T3 along the east-west trending
Kunlun fault system. The upper panel shows the rotated fault trace and topography within
200 km of the fault endpoints with the compass rose pointing north. Slip rates predicted
by T3 are shown as the red and blue fill in the lower panel with geologic and geodetic
fault slip rate estimates shown as black circles with reported 1-sigma error bars. Red colors
and negative numbers indicate left-lateral motion, blue colors and positive numbers indicate
right-lateral motion. The fault is left-lateral on the western portion of the fault (with a slip
rate of ⇠4 mm/yr) and then is very briefly right-lateral (the slip rate is very low magnitude
and is <0.3 mm/yr). For the next ⇠400 km the fault is again left-lateral (⇠2 mm/yr) and
then the sense of slip again becomes right-lateral for the last ⇠1000 km along strike (⇠1
mm/yr). These predictions are in poor agreement with well documented left-lateral slip on
the fault (shown in black above). Slip rates inferred from geologic and geodetic data are
from west to east: a. 3 ± 2 mm/yr, Bell et al. (2011), b. 10.2 ± 1.5 mm/yr, Hilley et al.
(2005), c. 11.7 ± 1.5 mm/yr (at ⇠94 E), Van der Woerd et al. (2002b), d. 11 ± 2 mm/yr,
Meade (2007), e. 12.6 ± 5.2 mm/yr (at ⇠99 E), Van der Woerd et al. (2002b), f. 12.5 ± 2.5
mm/yr (at ⇠100.5 E), Van der Woerd et al. (2002b), g. 5 ± 1 mm/yr at (⇠101.5 E), Kirby
et al. (2007), and h. 2.0 ± 0.4 mm/yr (at ⇠101.75 E), Kirby et al. (2007).
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Figure 3.19: Slip rate variation predicted by DM model T3 along the Xianshuihe fault in
eastern Tibet. The upper panel shows the rotated fault trace and topography within 200 km
of the fault endpoints. The compass rose points north. Model T3 predicts an entirely left-
lateral Xianshuihe fault, with maximum slip rates <1 mm/yr. These predictions are close
to block models estimates of 3 ± 2 mm/yr on the eastern portion of the fault (Meade, 2007)
but well below sinisteral slip estimates of ⇠15 mm/yr from geology (Allen et al., 1991; He
et al., 2006), 9-12 mm/yr from InSAR (Wang et al., 2009), and ⇠20 mm/yr from geodetically
constrained block models (Meade, 2007).
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Figure 3.20: Along-strike slip rate variations predicted by DM model T3 for the Jiali fault in
southeastern Tibet. The upper panel shows the rotated fault trace and topography within
200 km of the fault endpoints. The compass rose points north. Right-lateral slip rates are
plotted as blue fill and positive values while left-lateral slip rates are plotted as red fill and
negative values. Model T3 predicts right-lateral slip for ⇠100 km (⇠1 mm/yr) and then
left-lateral slip for the central ⇠800 km of fault (reaching ⇠2 mm/yr). The sense of slip
reverses again to right-lateral for the eastern ⇠100 km along strike (<1 mm/yr). Geologic
and geodetic data suggest a right-lateral structure, and geologic estimates range from 10-20
mm/yr (Armijo et al., 1989), while block models estimate 3-4 mm/yr of dexteral motion
(Meade, 2007).
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Internal microplate principal stress axes for model T3 (Figure 3.15) are very similar to
those for model T1, however the stress magnitudes in the eastern portion of the model are
smaller (in this area the largest principal stress is often <100 Pa). Smaller stresses in the
eastern microplates are likely a result of the 3/4 convergence boundary on the Himalayan
range front.
Model T4: 3/4 Himalayan range front convergence and fixed Longmen Shan
In an e↵ort to force eastern extrusion of the Tibetan plateau, we combine the 3/4 conver-
gence condition on the Himalayan range front with the zero-slip condition on the Longmen
Shan block applied in model T2. Internal microplate deformation is highest along the Hi-
malayan range front where the convergence boundary is applied (Figure 3.21), but the zero-
slip displacement condition on the Longmen Shan block results in very small displacements
in the eastern microplates, which is inconsistent with Tibetan crustal extrusion.
Slip rates on the Karakorum (Figure 3.22) and Altyn Tagh (Figure 3.23) faults remain
robust to any changes in boundary conditions and are nearly identical to all previous models
discussed (and particularly to model T3). The slip rate varies from 3–12 mm/yr of dexteral
slip on the Karakorum and 1–12 mm/yr of sinisteral motion on the Altyn Tagh. The slip
rate on the Haiyuan ranges from 2–5 mm/yr of left-lateral motion along strike (Table 3.1).
The predicted slip rates for the Kunlun fault (Figure 3.24) are similar to the other models
discussed: the slip rate is left-lateral (⇠3 mm/yr) on the western Manyi splay of the fault,
becomes briefly right-lateral (<0.5 mm/yr), and then returns to left-lateral motion for ⇠500
km on the central portion of the fault. At ⇠1000 km the fault becomes right-lateral for the
eastern ⇠1000 km along strike. The fixed Longmen Shan condition appears to augment this
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Figure 3.21 (following page): Slip rates, velocities, and principal stresses from DM model
T4, with 3/4 Himalayan range front convergence and a fixed Longmen Shan. In all figures
microplate boundaries are shown as blue lines and the Indian sub-continent is shaded in
gray. Panel a) shows fault slip rates with left-lateral rates shown as white text in blue circles
and right-lateral text shown as blue text in white circles. For clarity, only representative
slip rates are shown here. Color shading shows velocity magnitudes, where redder colors
indicate faster velocities. Maximum velocities equal the di↵erential motion between India
and Eurasia. Here the Altyn Tagh is the fastest left-lateral fault and the Karakorum is
the fastest right-lateral fault. The Kunlun and Jiali faults switch from right-lateral to left-
lateral along strike. Panel b) shows velocity vectors (white arrows) superimposed over the
velocity magnitude field. Velocity azimuths are dominantly north-northeast, consistent with
the imposed convergence boundary condition on the HRF. Panel c) shows the principal
stresses. Principal stresses are largely convergent (compression) and are broadly consistent
with the oblique direction of convergence. Microplates in the eastern portion of the model
have slightly rotated principal stress axes, consistent with the zero-slip boundary condition
on the Longmen Shan block.
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Figure 3.21: (continued)
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Figure 3.22: Along-strike slip variation for the Karakorum fault at the western boundary of
the Tibetan Plateau predicted by DM model T4. The upper panel shows the rotated fault
trace and topography within 200 km of the fault endpoints. The compass rose points north.
Right-lateral slip rates predicted by model T4 are shown as blue fill and positive values.
Slip is lowest (⇠3 mm/yr) on the southern end of the fault and highest (⇠12 mm/yr) just
south of the intersection with the Altyn Tagh. The predicted slip rate holds steady at ⇠7-8
mm/yr for the ⇠500 km south of the intersection with the Altyn Tagh. The peak slip rate is
slightly higher than geologic observations of 10.7 ± 0.7 mm/yr (Chevalier et al., 2005) while
the northern and southern extremes of the fault are consistant with other geologic (4 ± 1
mm/yr, Brown et al., 2002) and InSAR (1 ± 3 mm/yr, Wright et al., 2004) estimates.
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Figure 3.23: Slip rate variation predicted by DM model T4 along the Altyn Tagh-Karakash
fault system at the northern boundary of the Tibetan plateau. The upper panel shows the
rotated fault trace and topography within 200 km of the fault endpoints with the compass
rose pointing north. Slip rates predicted by T4 are shown as the red fill in the lower panel
with geologic and geodetic fault slip rate estimates shown as black circles with reported
1-sigma error bars. Negative numbers and red colors indicate left-lateral motion. Model T4
predicts peak slip rates on the central portion of the fault (up to ⇠12 mm/yr). The slip rate
reaches a minimum on the western extent of the fault (⇠1 mm/yr) and is ⇠4 mm/yr on the
eastern tip. Slip rates inferred from geologic and geodetic data are from west to east: a. 5 ±
5 mm/yr, Wright et al. (2004), b. 11.5 ± 2.5 mm/yr, Cowgill et al. (2009), c. 9 ± 4 mm/yr,
Wallace et al. (2004), d. 14 ± 2 mm/yr, Yue et al. (2001), e. 17.8 ± 3.6 mm/yr, Me´riaux
et al. (2005), and f. 3 ± 2 mm/yr, Meade (2007).
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behavior: where in model T3 right-lateral motion reached only 1 mm/yr, model T4 predicts
8 mm/yr of dexteral motion at the far east of the fault. These predictions are inconsistent
with the geologic and geodetic sampling of the fault (Kirby et al., 2007; Meade, 2007; Van der
Woerd et al., 2002b) and we do not consider model T4 to be an accurate predictor of Tibetan
fault slip rates.
Model T4 predicts entirely left-lateral slip on the Xianshuihe fault (Figure 3.25). Slip
rates are lowest on the western portion of the fault (⇠2 mm/yr) and increase along strike to
the east, reaching ⇠8 mm/yr at the western fault tip. These predictions are higher than block
model estimates of ⇠ 3 mm/yr sinisteral slip on the eastern portion of the fault (Meade,
2007) and are below the geologic (⇠15 mm/yr; Allen et al., 1991), InSAR (9–12 mm/yr;
Wang et al., 2009), and western block model (⇠20 mm/yr; Meade, 2007) measurements.
Like the Kunlun fault, model T4 predicts an along-strike reversal in the sense of slip on
the Jiali fault (Figure 3.26). The Jiali fault, which geologic and geodetic sampling indicates
is right-lateral (Armijo et al., 1989; Meade, 2007), is only predicted by model T4 to be right-
lateral for the first ⇠100 km (with a slip rate of ⇠1 mm/yr). The remainder of the fault is
left-lateral, and slip rates reach ⇠3 mm/yr.
Internal microplate principal stress axes are dominated by contraction in all but the
Haiyuan block (Figure 3.21) and are larger in magnitude than in model T3 (in all blocks but
the Haiyuan block the largest principal stress is >150 Pa). Unlike model T2, where principal
stress orientations in the Longmen Shan block were oriented ⇠45 degrees from the x-axis, the
principal stress axes in the Longmen Shan microplate for model T4 approximately align with
the x-y plane. This orientation is likely a result of the 3/4 condition on the Himalayan range
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Figure 3.24: Slip rate variation predicted by DM model T4 along the east-west trending
Kunlun fault system. The upper panel shows the rotated fault trace and topography within
200 km of the fault endpoints with the compass rose pointing north. Slip rates predicted
by T4 are shown as the red and blue fill in the lower panel with geologic and geodetic
fault slip rate estimates shown as black circles with reported 1-sigma error bars. Red colors
and negative numbers indicate left-lateral motion, blue colors and positive numbers indicate
right-lateral motion. The fault is left-lateral on the western portion of the fault (with a slip
rate of ⇠3 mm/yr) and then is very briefly right-lateral (the slip rate is very low magnitude
and is <1 mm/yr). For the next ⇠400 km the fault is again left-lateral (⇠2 mm/yr) and
then the sense of slip again becomes right-lateral for the last ⇠1000 km along strike. The
zero-slip condition on the Longmen Shan block appears to magnify right-lateral slip on the
eastern portion of the fault: here dexteral slip rates reach ⇠8 mm/yr. These predictions
are in poor agreement with well documented left-lateral slip on the fault (shown in black
above). Slip rates inferred from geologic and geodetic data are from west to east: a. 3 ± 2
mm/yr, Bell et al. (2011), b. 10.2 ± 1.5 mm/yr, Hilley et al. (2005), c. 11.7 ± 1.5 mm/yr
(at ⇠94 E), Van der Woerd et al. (2002b), d. 11 ± 2 mm/yr, Meade (2007), e. 12.6 ±
5.2 mm/yr (at ⇠99 E), Van der Woerd et al. (2002b), f. 12.5 ± 2.5 mm/yr (at ⇠100.5 E),
Van der Woerd et al. (2002b), g. 5 ± 1 mm/yr at (⇠101.5 E), Kirby et al. (2007), and h.
2.0 ± 0.4 mm/yr (at ⇠101.75 E), Kirby et al. (2007).
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Figure 3.25: Slip rate variation predicted by DM model T4 along the Xianshuihe fault in
eastern Tibet. The upper panel shows the rotated fault trace and topography within 200
km of the fault endpoints. The compass rose points north. Model T4 predicts an entirely
left-lateral Xianshuihe fault, with slip rates increasing form west (⇠2 mm/yr) to east (⇠8
mm/yr). These predictions are higher than block models estimates of 3 ± 2 mm/yr on the
eastern portion of the fault (Meade, 2007) and below estimates of ⇠15 mm/yr from geology
(Allen et al., 1991; He et al., 2006), 9-12 mm/yr from InSAR (Wang et al., 2009), and ⇠20
mm/yr from geodetically constrained block models (Meade, 2007).
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Figure 3.26: Along-strike slip rate variations predicted by DM model T4 for the Jiali fault in
southeastern Tibet. The upper panel shows the rotated fault trace and topography within
200 km of the fault endpoints. The compass rose points north. Right-lateral slip rates
are plotted as blue fill and positive values while left-lateral slip rates are plotted as red fill
and negative values. Model T4 predicts an almost completely left-lateral Jiali (up to ⇠3
mm/yr) with right-lateral displacements only on the western <100 km (1 mm/yr). Geologic
and geodetic data suggest a right-lateral structure, and geologic estimates range from 10-20
mm/yr (Armijo et al., 1989), while block models estimate 3-4 mm/yr of dexteral motion
(Meade, 2007).
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front, which places the Longmen Shan block further from the convergent boundary. Thus,
the zero-slip condition on the edge of the Longmen Shan block poses a greater influence on
the internal microplate principal stress.
Model T5: Full Himalayan range front convergence and southeast Asia force
boundary condition
Models T1 to T4 have shown the failure of Dirichlet (displacement) boundary conditions
to predict left-lateral slip rates on the Kunlun fault and the southeastern extrusion of Tibetan
crustal material. Model T5 combines the full Himalayan front convergence condition with
a 1500 N/m southeast-directed force condition on the southeast Asia boundary (Figure
3.2). Internal microplate deformation for model T5 (Figure 3.27) is highest where boundary
conditions are applied on the Himalayan range front and in the Longmen Shan block, just
north of the force boundary condition. Displacement in the eastern portion of the model
is higher than in previous models discussed but is oriented to the northeast and does not
match the southeastern extrusion observed (Meade, 2007).
Model T5 predicted slip rates on the Karakorum (Figure 3.28) and Altyn Tagh (Figure
3.29) faults are very similar to the predictions from models T1 to T4. The Karakorum slip
rates range from 4–12 mm/yr of right-lateral slip along strike and the Altyn Tagh predictions
range from 1–12 mm/yr of left-lateral slip. Like models T1 and T2, the slip rate on the
eastern portion of the Altyn Tagh is ⇠7 mm/yr and exceeds the 3 ± 2 mm/yr estimate from
Meade (2007). The Haiyuan slip rate prediction is relatively stable along strike: 1–2 mm/yr
of left-lateral slip.
Model T5 predictions for the Kunlun fault (Figure 3.30) are very di↵erent from those of
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Figure 3.27 (following page): Slip rates, velocities, and principal stresses from DM model T5.
In all figures microplate boundaries are shown as blue lines and the Indian sub-continent
is shaded in gray. Panel a) shows fault slip rates with left-lateral rates shown as white
text in blue circles and right-lateral text shown as blue text in white circiles. For clarity,
only representative slip rates are shown here. Color shading shows velocity magnitudes,
where redder colors indicate faster velocities. Maximum velocities equal the di↵erential
motion between India and Eurasia. Here the Altyn Tagh is the fastest left-lateral fault and
the Karakorum is the fastest right-lateral fault. The Kunlun switches from right-lateral to
left-lateral from west to east along strike. Panel b) shows velocity vectors (white arrows)
superimposed over the velocity magnitude field. Velocity azimuths are dominantly north-
northeast, consistent with the imposed convergence boundary condition on the HRF. Panel
c) shows the principal stresses. Principal stresses are dominantly convergent (compression)
and are broadly consistent with the direction of convergence.
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Figure 3.27: (continued)
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Figure 3.28: Along-strike slip variation for the Karakorum fault at the western boundary of
the Tibetan Plateau predicted by DM model T5. The upper panel shows the rotated fault
trace and topography within 200 km of the fault endpoints. The compass rose points north.
Right-lateral slip rates predicted by model T5 are shown as blue fill and positive values.
Slip is lowest (⇠4 mm/yr) on the northern and southern ends of the fault and highest (⇠12
mm/yr) just south of the intersection with the Altyn Tagh. The predicted slip rate holds
steady at ⇠8 mm/yr for the ⇠500 km south of the intersection with the Altyn Tagh. The
peak slip rate is slightly higher than geologic observations of 10.7 ± 0.7 mm/yr (Chevalier
et al., 2005) while the northern and southern extremes of the fault are consistant with other
geologic (4 ± 1 mm/yr, Brown et al., 2002) and InSAR (1 ± 3 mm/yr, Wright et al., 2004)
estimates.
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Figure 3.29: Slip rate variation predicted by DM model T5 along the Altyn Tagh-Karakash
fault system at the northern boundary of the Tibetan plateau. The upper panel shows the
rotated fault trace and topography within 200 km of the fault endpoints with the compass
rose pointing north. Slip rates predicted by T5 are shown as the red fill in the lower panel
with geologic and geodetic fault slip rate estimates shown as black circles with reported
1-sigma error bars. Negative numbers and red colors indicate left-lateral motion. Model T5
predicts peak slip rates on the central portion of the fault (up to ⇠12 mm/yr). The slip rate
reaches a minimum on the western extent of the fault (⇠1 mm/yr) and is ⇠7 mm/yr on the
eastern tip. Slip rates inferred from geologic and geodetic data are from west to east: a. 5 ±
5 mm/yr, Wright et al. (2004), b. 11.5 ± 2.5 mm/yr, Cowgill et al. (2009), c. 9 ± 4 mm/yr,
Wallace et al. (2004), d. 14 ± 2 mm/yr, Yue et al. (2001), e. 17.8 ± 3.6 mm/yr, Me´riaux
et al. (2005), and f. 3 ± 2 mm/yr, Meade (2007).
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previous models but still fail to predict a fully left-lateral fault. Like previous models, the
sense of slip varies along strike: left-lateral at ⇠2 mm/yr for the western ⇠250 km, right-
lateral up to ⇠2 mm/yr for ⇠750 km, and then left-lateral again (up to ⇠3 mm/yr) for the
eastern ⇠1000 km along strike. The majority of geologic and geodetic slip rate estimates are
inconsistent with this data (Kirby et al., 2007; Meade, 2007; Van der Woerd et al., 2002b),
but model predictions fall within the range of the easternmost predictions from Kirby et al.
(2007) of 2.0 ± 0.4 mm/yr.
Slip rates along strike for the Xianshuihe fault (Figure 3.31) are right-lateral and range
from 4–13 mm/yr. The rate increases from west to east along strike. These right-lateral slip
rates are in contrast to geologically and geodetically documented left-lateral slip on this fault
(Allen et al., 1991; He et al., 2006; Meade, 2007; Wang et al., 2009). Model T5 also predicts
entirely right-lateral slip on the Jiali fault (Figure 3.32). Here the slip rate is lowest in the
west (⇠2 mm/yr) and increases to a maximum of 9 mm/yr on the central portion of the fault
before falling o↵ to ⇠7 mm/yr in the east. The predicted slip rate in the east is consistent
with block model estimates of ⇠3–4 mm/yr (Meade, 2007), but even the maximum rate is
lower than the 10–20 mm/yr geologic estimate (Armijo et al., 1989).
The internal microplate principal stress axes for model T5 (Figure 3.27) are largely
consistent with previous models. Significantly, the largest principal stress in the Longmen
Shan block is tensional. This result follows from the southeasterly directed force boundary
condition in southeast Asia; however, it is somewhat surprising that it is the Longmen Shan
block (north of the applied force boundary condition) that reflects tensional stress axes. This
result may reflect the full Himalayan range front convergence condition: the southeast Asia
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Figure 3.30: Slip rate variation predicted by DM model T5 along the east-west trending
Kunlun fault system. The upper panel shows the rotated fault trace and topography within
200 km of the fault endpoints with the compass rose pointing north. Slip rates predicted
by T5 are shown as the red and blue fill in the lower panel with geologic and geodetic
fault slip rate estimates shown as black circles with reported 1-sigma error bars. Red colors
and negative numbers indicate left-lateral motion, blue colors and positive numbers indicate
right-lateral motion. The fault is left-lateral on the western portion of the fault (with a slip
rate of ⇠2 mm/yr) and then is right-lateral for ⇠750 km (⇠2 mm/yr). Displacements reverse
to left-lateral for the remaining ⇠1000 km along strike, reaching a maximum slip rate of ⇠3
mm/yr. In general, these slip rates do not agree with left-lateral slip rates (shown in black)
on the fault, but the model predictions of ⇠2 mm/yr on the far eastern portion of the fault
fall within the range of 2.0 ± 0.4 mm/yr estimated by Kirby et al. (2007) in that region. Slip
rates inferred from geologic and geodetic data are from west to east: a. 3 ± 2 mm/yr, Bell
et al. (2011), b. 10.2 ± 1.5 mm/yr, Hilley et al. (2005), c. 11.7 ± 1.5 mm/yr (at ⇠94 E),
Van der Woerd et al. (2002b), d. 11 ± 2 mm/yr, Meade (2007), e. 12.6 ± 5.2 mm/yr (at
⇠99 E), Van der Woerd et al. (2002b), f. 12.5 ± 2.5 mm/yr (at ⇠100.5  E) Van der Woerd
et al. (2002b), g. 5 ± 1 mm/yr at (⇠101.5 E) Kirby et al. (2007), and h. 2.0 ± 0.4 mm/yr
(at ⇠101.75 E), Kirby et al. (2007).
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Figure 3.31: Slip rate variation predicted by DM model T5 along the Xianshuihe fault in
eastern Tibet. The upper panel shows the rotated fault trace and topography within 200
km of the fault endpoints. The compass rose points north. Model T5 predicts an entirely
right-lateral Xianshuihe fault, with slip rates increasing form west (⇠4 mm/yr) to east (⇠13
mm/yr). These predictions are inconsistent with geologic and geodetic data that suggest
left-lateral displacement everywhere along strike: block models estimates of 3 ± 2 mm/yr
on the eastern portion of the fault (Meade, 2007), geologic estimates of ⇠15 mm/yr (Allen
et al., 1991; He et al., 2006), InSAR calculations of 9-12 mm/yr, (Wang et al., 2009), and
block model estimates of ⇠20 mm/yr on the western portion of the fault (Meade, 2007).
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Figure 3.32: Along-strike slip rate variations predicted by DM model T5 for the Jiali fault in
southeastern Tibet. The upper panel shows the rotated fault trace and topography within
200 km of the fault endpoints. The compass rose points north. Model T5 predicts entirely
right-lateral slip on the Jiali fault, with a minimum in the west (⇠2 mm/yr) and a maximum
on the central portion of the fault (⇠9 mm/yr). Geologic and geodetic data are consistent
with a right-lateral structure, but T5 predictions are below geologic estimates of 10-20 mm/yr
(Armijo et al., 1989). T5 predicts a slip rate on the western ⇠200 km of the fault that is
consistent with block models estimate 3-4 mm/yr of dexteral motion (Meade, 2007).
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block is closer to this convergence, while the Longmen Shan block is further and may be
more influenced by the force boundary condition.
Model T6: 3/4 Himalayan range front convergence and southeast Asia force
boundary condition
Of the suite of models described, model T6 (Table 3.1), with convergence displacement
boundary conditions isolated to the western 3/4 of the Himalayan range front and force
boundary conditions of 1500 N/m applied along the southeast Asia boundary (Figure 3.2),
best explains geologically and geodetically inferred slip rates (Figures 3.33–3.40, Table 3.1).
In DM model T6 extensive internal block compression is complemented by strike-slip
faulting, enabling the continued northward penetration of the Pamir and Hindu Kush at the
western edge of the model. Further, model T6 accommodates the extrusion of upper crustal
material into southeast Asia at the eastern edge of the model domain (Figure 3.33). The
eastern extrusion of the Longmen Shan block, in particular, is consistent with geodetically
observed stretching in this region (Gan et al., 2007). Additionally, Model T6 is consistent
with observations of entirely left-lateral slip along the Altyn Tagh (1–14 mm/yr), Kunlun
(3–10 mm/yr), and Haiyuan (3–5 mm/yr) faults as well as exclusively right-lateral slip along
the Karakoram fault (5–12 mm/yr).
Model T6 slip rate results for the Karakoram fault (Figure 3.34) are slightly higher than
geologic and geodetic observations suggest. Slip on the Karakorum is slowest (5 mm/yr) in
the northwest ⇠ 200 km from the intersection with the Altyn Tagh fault, but quickly increase
to a maximum rate of 12 mm/yr just south of this junction. Slip rates then stabilize at ⇠10
mm/yr for ⇠600 km along strike before tapering to 7 mm/yr along the southwestern-most
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Figure 3.33 (following page): Slip rates and velocities from DM model T6 (Table 3.1) with
convergence on the western 3/4 of the Himalayan Range Front and a force boundary con-
dition in southeast Asia. In all figures microplate boundaries are shown as blue lines and
the Indian sub-continent is shaded gray. Panel a) shows fault slip rates with left-lateral
rates shown as white text in blue circles and right-lateral slip rates shown as blue text in
white circles. For clarity, only representative slip rates are shown here. The fastest left-
and right-lateral slip rates are along the central Altyn Tagh and Karakoram faults, respec-
tively. Color shading shows velocity magnitudes where redder colors indicate faster velocities,
with maximum velocities equal to the di↵erential motion between India and Eurasia. Ve-
locities are continuous within each microplate, representing distributed deformation, and
discontinuous at microplate boundaries, indicated fault slip. Panel b) shows velocity vectors
(white arrows) superimposed over the velocity magnitude field. Velocity azimuths rotate
from north-northeast to east-southeast around the eastern syntaxis. Panel c) Representative
principal stress orientations for model microplates, where red arrows indicate compression
and black arrows indicate extension. Western microplates feature dominantly compressive
principal stresses, but eastern microplates feature an extensional component.
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Figure 3.33: (continued)
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extent of the fault. These results are consistent with the geologic estimates of 10.7 ± 0.7
mm/yr (Chevalier et al., 2005) from the central and southern portion of the Karakorum, but
are significantly higher than geologic (4 ± 1 mm/yr, Brown et al., 2002) and InSAR (1 ± 3
mm/yr, Wright et al., 2004) observations from similar regions.
Model T6 predictions for slip along the Haiyuan fault are relatively stable between 3–5
mm/yr. These results are consistent with geologic observations of 4.5 ± 1.1 mm/yr (Li et al.,
2009) and InSAR estimates of 6.3 ± 2 mm/yr (Cavalie´ et al., 2008). Block model results are
in agreement with DM predictions in the eastern portion of the fault (⇠4 mm/yr, Meade,
2007), but are significantly higher than DM results on the Western portion of the fault (⇠9
mm/yr, Meade, 2007).
Slip rate predictions for the Altyn Tagh fault vary by an order of magnitude along strike
and are in good agreement with most geologic and geodetic measurements of slip (Figure
3.35). Slip rates peak at 14 mm/yr in the central western portion of the fault just south of
the Tarim Basin and fall below 5 mm/yr at the western and eastern extremes of the fault
trace, in agreement with InSAR observations of 5 ± 5 mm/yr in the west (Wright et al.,
2004) and block model predictions of 3 ± 2 mm/yr in the east (Meade, 2007). Slip on the
central ⇠500 km of the fault is relatively constant at ⇠10 mm/yr, in accord with geologic
observations of 11.5 ± 2.5 mm/yr (Cowgill et al., 2009) and geodetic measurements of 9 ±
4 mm/yr (Wallace et al., 2004) for this portion of the fault. Notably, T6 model predictions
are not in agreement with geologic observations of 14 ± 2 mm/yr (Yue et al., 2001) and 17.8
± 3.6 mm/yr (Me´riaux et al., 2005) along the eastern third of the Altyn Tagh fault.
One of the primary reasons DM model T6 is the preferred model for describing strike-slip
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Figure 3.34: Along-strike slip variation for the Karakorum fault at the western boundary
of the Tibetan Plateau. The upper panel shows the rotated fault trace and topography
within 200 km of the fault endpoints. The compass rose points north. Right-lateral slip
rates predicted by DM model T6 are shown as blue fill. Slip is lowest in the north, near
the intersection with the Altyn Tagh fault, but reaches a maximum value (12 mm/yr) just
south of this junction. Slip is relatively constant at ⇠10 mm/yr on the central portion of the
fault before tapering to 7 mm/yr at the southern extreme. These estimates are consistent
with geologic observations of 10.7 ± 0.7 mm/yr (Chevalier et al., 2005) but are significantly
higher than other geologic (4 ± 1 mm/yr, Brown et al., 2002) and InSAR (1 ± 3 mm/yr,
Wright et al., 2004) estimates.
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Figure 3.35: Slip rate variation along the Altyn Tagh-Karakash fault system at the northern
boundary of the Tibetan plateau predicted by DM model T6. The upper panel shows the
rotated fault trace and topography within 200 km of the fault endpoints with the compass
rose pointing north. Slip rates predicted by T6 are shown as the red fill in the lower panel
with geologic and geodetic fault slip rate estimates shown as black circles with reported
1-sigma error bars. Both observations and model predictions show a peak in fault slip along
the central Altyn Tagh fault, reaching up to 14 mm/yr and decreasing to <5 mm/yr to both
the east and west. Slip rates inferred from geologic and geodetic data are from west to east:
a. 5 ± 5 mm/yr,Wright et al. (2004), b. 11.5 ± 2.5 mm/yr, Cowgill et al. (2009), c. 9 ± 4
mm/yr, Wallace et al. (2004), d. 14 ± 2 mm/yr, Yue et al. (2001), e. 17.8 ± 3.6 mm/yr,
Me´riaux et al. (2005), and f. 3 ± 2 mm/yr, Meade (2007).
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faulting in Tibet is because it accurately predicts an entirely left-lateral Kunlun fault. None
of the other DM models considered here correctly predict the sense of slip everywhere on
this structure. DM model agreement is critical for validating the e cacy of the dynamic
microplate method because geologic and geodetic slip estimates for the Kunlun fault are not
isolated to a single point but rather are distributed broadly along more than 1200 km of the
fault’s length. Model predictions peak at 10 mm/yr along the central segment of the fault and
decrease below 5 mm/yr to the east and west (Figure 3.36). This trend is in good agreement
with geologic and geodetic observations of slip, which similarly peak towards the center of
the fault and are likewise <5 mm/yr at the eastern and western extremes. In particular,
model slip rate gradients along the Kunlun fault are consistent with inferences from InSAR
data of 3 ± 2 mm/yr on the western Manyi splay (Bell et al., 2011) as well as block-model
inference of 11 ± 2 mm/yr (Meade, 2007) on the central portion of the structure. DM model
T6 results also fall within range of geologic estimates from Van der Woerd et al. (2002b) at
⇠99 E (12.6 ± 5.2 mm/yr), but fall just below similar calculations from ⇠94 E (11.7 ± 1.5
mm/yr) and ⇠100.5 E (12.5 ± 2.5 mm/yr) of the same study. Similarly, model predictions
are consistent with estimates from Kirby et al. (2007) at ⇠101.5 E (5 ± 1 mm/yr) while
the eastern-most observations at ⇠101.75 E (2.0 ± 0.4 mm/yr), fall slightly below model
predictions.
Slip rates for the Altyn Tagh and Kunlun faults are extremely sensitive to the magnitude
of force applied at the SEA boundary (Figures 3.37 and 3.38). A five-fold increase in force
boundary conditions (7500 N/m) results in a 50% increase in maximum left-lateral slip on
the Altyn Tagh and an along-strike reversal in sense-of slip. In these models, the eastern
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Figure 3.36: Slip rate variation along the east-west trending Kunlun fault system predicted
by DM model T6. The upper panel shows the rotated fault trace and topography within
200 km of the fault endpoints with the compass rose pointing north. Slip rates predicted
by T6 are shown as the red fill in the lower panel with geologic and geodetic fault slip rate
estimates shown as black circles with reported 1-sigma error bars. Both observations and
model predictions show a peak in fault slip along the central Kunlun fault reaching up to
10 mm/yr and decreasing to <5 mm/yr to both the east and west. Slip rates inferred from
geologic and geodetic data are from west to east: a. 3 ± 2 mm/yr, Bell et al. (2011), b. 10.2
± 1.5 mm/yr, Hilley et al. (2005), c. 11.7 ± 1.5 mm/yr (at ⇠94  E) Van der Woerd et al.
(2002b), d. 11 ± 2 mm/yr, Meade (2007), e. 12.6 ± 5.2 mm/yr (at ⇠99 E), Van der Woerd
et al. (2002b), f. 12.5 ± 2.5 mm/yr (at ⇠100.5 E), Van der Woerd et al. (2002b), g. 5 ± 1
mm/yr at (⇠101.5 E), Kirby et al. (2007), and h. 2.0 ± 0.4 mm/yr (at ⇠101.75 E), Kirby
et al. (2007).
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Altyn Tagh is heavily right-lateral (maximum dexteral slip reaches >8 mm/yr). Similarly,
maximum slip on the Kunlun fault is more than 500% higher than model T6 estimates (⇠52
mm/yr) when the SEA force boundary condition is five times higher. Further, reducing the
SEA boundary condition by a factor of five (300 N/m) only slightly reduces Altyn Tagh fault
slip rates, but reverses the sense of motion on the eastern Kunlun fault to ⇠0.5 mm/yr of
right-lateral slip.
Although DM model T6 is consistent with geologic and geodetic measurements for the
majority of Tibetan faults and satisfies geodetically observed eastward extrusion of conti-
nental material, model predictions are inconsistent with previously inferred slip rates for the
Xianshuihe and Jiali faults. DM model T6 finds low magnitude (⇠3 mm/yr) left-lateral slip
on the northern Xianshuihe fault (Figure 3.39) decreasing along strike to 0 mm/yr in the cen-
ter. Here the sense of slip reverses and the fault becomes strongly right-lateral, reaching 11
mm/yr of dextral motion at the southern extreme. All documented slip on the Xianshuihe is
decisively left-lateral, and while northern Xianshuihe model results are consistent with block
model predictions of 3 mm/yr, block model predictions increase to 20 mm/yr of sinisteral
slip for the southern portion of the fault (Meade, 2007). Geologic estimates of left-lateral
slip are ⇠15 mm/yr (Allen et al., 1991; He et al., 2006), and InSAR measurements range
from 9–12 mm/yr (Wang et al., 2009).
Like the Xianshuihe fault to the northwest, DM model T6 predicts (Figure 3.40) an along-
strike reversal in the sense of slip for the Jiali fault. In this case, the Jiali fault is right-lateral
in the western corner of the fault with a slip rate 2 mm/yr, but it quickly becomes left-
lateral, achieving sinisteral slip rates of 5 mm/yr in the east. Slip rate estimates for the Jiali
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fault are sparse, but model predictions do not agree with geologic estimates of 10–20 mm/yr
of right-lateral slip (Armijo et al., 1989) or block model estimates of 3–4 mm/yr of dexteral
motion (Meade, 2007). More realistic model representations of the complex geometry in the
vicinity of the eastern syntaxis may allow more significant eastward extrusion between the
Jaili and Xianshuihe faults. Despite the challenges in satisfying previously inferred slip rates
on the Xianshuihe and Jiali faults, DM model T6 remains the preferred model because of the
good agreement between model predictions and all other major Tibetan faults. Significantly,
model T6 is the only model that satisfies geodetic and geologic observations on the densely
sampled Kunlun fault and is the only model that captures the eastern extrusion of Tibetan
crustal material.
Internal microplate principal stresses (Figure 3.33) calculated from Model T6 are domi-
nantly compressive through the western ⇠2000 km of the model, consistent with the oblique
convergence displacement boundary condition on the western 3⁄4 of the HRF. Principal
stresses in the eastern half of the model domain feature an extensional component. These
results are broadly consistent with the tectonic context of the region, as normal faulting
in central and eastern Tibet is well documented (e.g., Blisniuk et al., 2001; Coleman and
Hodges, 1995; Harrrison et al., 1995)
3.3 Discussion
While comparisons between DM model slip rate predictions and observationally con-
strained slip rate estimates o↵er a direct means of assessing model e cacy, DM models
also predict pervasive non-localized deformation interior to microplates. This distributed
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deformation may be considered a coarse parameterization of faulting and folding at smaller
scales or as non-brittle deformation processes. Observationally, quantifying di↵use defor-
mation may be challenging due to the di culty in identifying small deformation gradients
distributed over large spatial extents. However, the relative amount of total deformation
associated with localized or di↵use deformation can be quantified by calculating the po-
tency (geometric moment) rates associated with each. Localized deformation on faults has
a potency rate, Pf , given as the product of fault area, A, and slip rate magnitude, s, such
that Pf = A|s|. Fault potency for individual microplates is divided by two to ensure that
cumulative fault potency rates are equal to the global (entire model) sum of on-fault po-
tency (Loveless and Meade, 2011a). For microplate interiors, potency rates are calculated
from Kostrovs formula as, Pb = 2V
p
✏˙ : ✏˙, where V is the microplate volume and ✏˙ is the
strain rate tensor. In DM models strain rates vary within microplates, thus strain rates are
summed over each of the triangular regions that constitute the finite element mesh. The
potency partitioning ratio,   = Pb/(Pb + Pf ) (Loveless and Meade, 2011a), quantifies the
relative magnitudes of localized and di↵use deformation ranging from completely localized
(  = 0) to entirely distributed (  = 1). For the microplates in DM model T6, potency
partitioning ratios range from 0.28 in the microplate bounded by the Kunlun and Haiyuan
faults in the northeast, to 0.79 in the block bounded by the Jaili and Xianshuihe faults in
the southeast. The mean potency partitioning ratio in model T6 is 0.54 (Figure 3.41a).
The approximate equipartitioning of localized and distributed deformation is an inherent
part of the elastic rheology assumed in the model and represents a hybrid view between
idealized models of rigid continental microplates bounded by major faults (e.g., Avouac and
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Figure 3.37: Along-strike slip rate variations for the Altyn Tagh fault for models with dif-
ferent magnitude SEA force boundary conditions. The upper panel shows the rotated fault
trace and topography within 200 km of the fault endpoints. The compass rose points north.
Here positive slip-rates indicate left-lateral motion and negative slip rates connote right-
lateral displacements. Results from DM model T6, with a force boundary condition of 1500
N/m, are plotted in red. Results for models with force boundary conditions five-times larger
(7500 N/m; black line) and five-times smaller (300 N/m; blue line) are also shown. Larger
magnitude force boundary conditions result in a 50% increase in peak left-lateral slip rate
over T6 predictions (to 21.5 mm/yr) and an along-strike reversal in sense of slip to right-
lateral along the eastern quarter of the fault. Smaller SEA force boundary conditions do not
significantly impact slip rate estimates. Though peak left-lateral slip is ⇠1 mm/yr less than
predicted in T6 and eastern Altyn Tagh slip rates are ⇠1 mm/yr higher.
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Figure 3.38: Along-strike slip rate variations for the Kunlun fault for models with di↵erent
magnitude SEA force boundary conditions. The upper panel shows the rotated fault trace
and topography within 200 km of the fault endpoints. The compass rose points north. Here
positive slip-rates indicate left-lateral motion and negative slip rates connote right-lateral
displacements. Results from DM model T6, with a force boundary condition of 1500 N/m,
are plotted in red. Results for models with force boundary conditions five-times larger
(7500 N/m; black line) and five-times smaller (300 N/m; blue line) are also shown. Larger
magnitude SEA force boundary conditions correspond to a five-fold increase in left-lateral
slip rate on the Kunlun of T6 model predictions, with peak slip predictions reaching 52
mm/yr. Models with smaller magnitude SEA force boundary conditions have peak slip
rates that are more than three times smaller than T6 results (⇠4 mm/yr). These models
also feature a change in the sense of slip to right-lateral for the eastern Kunlun, with peak
dexteral slip rates of 0.5 mm/yr.
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Figure 3.39: Slip rate variation along the Xianshuihe fault in eastern Tibet predicted by DM
model T6. The upper panel shows the rotated fault trace and topography within 200 km of
the fault endpoints. The compass rose points north. T6 model predictions of low magnitude
(⇠3 mm/yr) left-lateral slip rates are plotted as red fill. The predicted sense of slip changes
to right-lateral in the center of the fault, and dexteral slip rates, achieving magnitudes of 11
mm/yr, are plotted as blue fill. While western left-lateral slip of 3 mm/yr is consistent with
block model predictions of 3 ± 2 mm/yr on this portion of the fault, geologic and geodetic
observations suggest a left-lateral Xianshuihe. In particular, model T6 predictions are in
contradiction with sinisteral slip estimates of ⇠15 mm/yr from geologic estimates (Allen
et al., 1991; He et al., 2006), 9-12 mm/yr inferred from InSAR observations (Wang et al.,
2009), and ⇠20 mm/yr from geodetically constrained block models (Meade, 2007).
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Figure 3.40: Along-strike slip rate variations for the Jiali fault in southeastern Tibet pre-
dicted by DM model T6. The upper panel shows the rotated fault trace and topography
within 200 km of the fault endpoints. The compass rose points north. Right-lateral slip
rates are plotted as blue fill and left-lateral slip rates as red fill. Model T6 predicts that
the Jiali is right-lateral only on the far-western portion of the fault. Slip rates then become
left-lateral, reaching 5 mm/yr of sinisteral motion. Although geologic and geodetic data
are sparse for this structure, these results are in poor agreement with geologic observations
of 10-20 mm/yr of right-lateral slip (Armijo et al., 1989) and block model estimates of 3-4
mm/yr of dexteral motion (Meade, 2007).
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Figure 3.41 (following page): a) Potency partitioning ratios and locations of earthquakes
away from major faults. Color shading gives the value of the potency partitioning ratio,  ,
with redder colors indicating more distributed deformation. Earthquakes from the Global
CMT catalog are shown with areas proportional to moment and compressional quadrants
shaded blue. b) Correlation between potency partitioning ratio,  , and number of earth-
quakes interior to each microplate. Earthquakes are limited to those in the Global CMT
catalog at depths shallower than 40 km and more than 25.1 km away from any microplate
boundary. The number of earthquakes is positively correlated with high potency partitioning
ratios with a Pearson correlation coe cient of 0.72 ± 18 (67% confidence).
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Figure 3.41: (continued)
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Tapponnier, 1993; Thatcher, 2007; Zhen-Kang et al., 2005) and models of a homogenous
and continuously deforming lithosphere (e.g., England and McKenzie, 1982; England and
Molnar, 1997, 2005; Flesch et al., 2001; Holt et al., 2000).
The geometrically and rheologically controlled microplate potency partitioning ratios can
be compared against macroscale seismicity across the Tibetan plateau to assess whether or
not microplates with the highest fraction of distributed internal deformation are character-
ized by relative high levels of internal seismicity. We take earthquake locations from the
Global CMT (www.globalcmt.org) catalog between 69 –108 E longitude and 23 –45 N lati-
tude with hypocenter depths shallower than 40 km. Here we consider earthquakes that are
not likely to have occurred on the major faults bounding continental microplates. Thus we
filter the earthquake catalog to eliminate all earthquakes occurring at a distance <25.1 km
from model microplate boundaries (Figure 3.41a). Approximately 90% of the total Tibetan
moment release in the historical earthquake record has occurred within 25.1 km of major
faults (Loveless and Meade, 2011a), which is within the approximate location uncertainty of
CMT estimates (Lohman and Simons, 2005). The Pearson correlation coe cient describing
the linear relationship between the microplate potency partitioning ratios and the number
of earthquakes interior to each microplate is 0.72 ± 19 (67% confidence, Figure 3.41b). This
result suggests that the microplates predicted to have the greatest internal deformation (e.g.
highest potency partitioning ratios) are indeed those with the highest internal seismicity
rates. Because the selected earthquakes in the global CMT catalog are only those exceed-
ing MW = 4.6, this correlation is not a reflection of microscale seismicity associated with
non-tectonic processes. Additionally, the duration of the CMT catalog (⇠42 years) is much
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less than the typical recurrence time for large earthquakes on major faults in Tibet (e.g.,
Van der Woerd et al., 2002a). As a result, this comparison may be biased due to sampling
only a small fraction of a single earthquake cycle.
As described above, of the six DM models considered here, model T6 explains the slip
rate observables best with two key boundary conditions: 1) convergence at 37 mm/yr along
the western 3/4 of the HRF west of the Shilong plateau, and 2) a southeasterly directed force
of 1500 N/m acting on the SEA boundary (Figures 3.2, 3.33). These boundary conditions
are motivated by variability in geologic structure along the strike of the HRF and geodetic
observations, respectively.
Bounded by the Brahmaputra river to the north and west, the Shillong plateau emerges
from the Indian subcontinent at 90 E and is an actively growing foreland structure. North-
south oriented shortening is manifest not only geologically, but also in the occurrence of
the MW = 8.1 Assam 1897 earthquake, which contributed to the uplift of this structure by
slipping as much as 11 m on the south-southwest dipping Oldham fault at the northern edge
of the plateau (Bilham and England, 2001). In addition to seismic activity, geodetic data
further indicate that east of 90 E deformation is partitioned, at least partially, from the HRF
to the Shillong plateau bounding structures. Interseismic GPS data indicate 6.8 ± 3.8 mm/yr
of di↵erential motion between the northern edge of the Shillong plateau and the nominally
stable Indian subcontinent (Paul et al., 2001). Taken at face value, this convergence south
of the HRF would reduce the shortening rate across the easternmost HRF by at most ⇠10
mm/yr, or about 30% of the overall tectonic convergence rate. While GPS data near major
faults may be significantly modified throughout the earthquake cycle processes (e.g., time
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dependent viscoelastic relaxation at depth), even quasi-static models of thrust faults suggest
that neglecting earthquake cycle e↵ects gives rise to minimum shortening rate estimates
unless both sides of a fault are spanned by GPS stations out to several hundred kilometers
(Feldl and Bilham, 2006; Savage, 1983). Results from DM model T6, which best predicts
observed Tibetan strike-slip rates and has no applied convergent displacement conditions
north of Shillong plateau, are consistent with greater magnitude shortening in this region
than has previously been suggested.
Force boundary conditions along SEA are particularly critical for explaining observed slip
rate gradients along the Kunlun fault (Table 3.1, Figure 3.36). The observational motiva-
tion for this boundary condition is the apparent geodetic extrusion of material into southeast
Asia between the left-lateral Xianshuihe and right-lateral Jiali faults (Figure 3.1b). Assum-
ing that these GPS velocities do not entirely result from transient earthquake cycle processes
(e.g., large magnitude viscoelastic relaxation), the velocity at this boundary is ⇠15 mm/yr
south-southeast, relative to stable Eurasia. The mechanism driving this deformation is less
clear. Models T2 and T4 (Table 3.1) show that the southeastern extrusion of Tibetan crustal
material is neither a necessary consequence of simple boundary conditions satisfying con-
vergence at the HRF and confinement of Asia north of the Tien Shan, nor does it result
from additional displacement conditions such as fixing the LMS boundary. Instead, both
3/4 HRF convergence and a southeastward-directed SEA force condition are needed to suc-
cessfully replicate the geodetically observed extrusion towards Burma, Laos, and Vietnam.
Candidate mechanisms for local driving forces in southeast Asia include both channelized
lower crustal flow and basal tractions associated with mantle flow induced by the westward
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rollback of the Indo-Burman slab (Royden et al., 2008).
3.4 Conclusions
Dynamic microplate models integrate the localized faulting of kinematic block models
with the predictive ability of models driven exclusively by far-field boundary conditions. We
suggest that DM models provide a mechanical basis for understanding along strike variation
in fault slip rates at ⇠1000 km length scales. Current slip rate gradients can be explained as
the response of elastic upper crustal microplates deforming to accommodate the interseismic
deformation of fault networks rather than resulting from lateral variations in crustal strength
or thickness (e.g., Che´ry, 2008). Applied to two-dimensional models of strike-slip faults in
the Tibetan plateau, we can predict slip rates along the Altyn Tagh-Karakash (1–14 mm/yr),
and Karakoram (5–12 mm/yr) faults as well as an eastward decrease in fault slip rate along
the Kunlun fault (3–10 mm/yr). Geologically and geodetically inferred slip rate gradients
along the Kunlun fault may plausibly result from the application of simple displacement and
force boundary conditions applied to the edges of a discontinuous elastic model. In particular,
the application of convergent displacement boundary conditions along the western 3/4 of the
Himalayan range front and an active force dragging upper crustal material toward southeast
Asia appear as critical elements in explaining geologically and geodetically inferred fault
slip rates. Although these edge-driven models explain strike-slip fault slip rates along the
Altyn Tagh, Kunlun, and Karakoram faults, there is no inference that precludes a role
for local gravitationally induced body forces. Many continuum models are predicated on
the assumption that body forces are a driving factor in continental tectonics (England and
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Molnar, 1997, 2005; Flesch et al., 2001). The e cacy of DM models with edge and body
forces for explaining fault slip rates at the India-Asia boundary is a question for future work.
Potency rates for DM models associated with internal block and on-fault deformation
are approximately equipartitioned. This result is rheology-dependent and may change sig-
nificantly with the addition of non-zero coe cients of fault friction or the implementation
of a more incompressible bulk crustal material. Further geologic constraints on Tibetan
fault slip rates are necessary to constrain the extent of localized and distributed deformation
and will be vital in determining the potential of known faults for future great earthquakes.
While the DM models presented here e↵ectively describe both geologically and geodetically
inferred fault slip rates across Tibet, directly testing these models against geodetic data
will require the development of representations of earthquake cycle processes. Further, DM
models predict slip rate gradients along faults in the absence of mechanical heterogeneities
within microplates. This result suggests that inferences of structural segmentation on faults,
based exclusively on observations of along-strike slip rate variability, may be poor indicators
of geometric limits to large earthquake ruptures.
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Chapter 4
Slip Rate Variations on the San Andreas Fault
Driven by Deformable Microplate Models
The San Andreas fault (SAF) marks the primary transform boundary between the Pacific
and North American plates and has been studied intensively to determine the recurrence
intervals of large earthquakes. Dense geologic and geodetic sampling along the SAF has
revealed substantial variability in the slip rate along strike, with maxima approaching 40
mm/yr to the north and south of Los Angeles. In contrast, the San Bernardino segment
of the SAF appears to slip at only 5–13 mm/yr, representing just 13–33% of the maximum
SAF slip rate. Here we suggest that this spatial variation in slip rate may be explained by
the interactions of deformable microplates driven by a combination of far-field plate motion
boundary conditions and localized slip beneath the SAF. We find that the observed slip
rate variations may be best described by models with 75% of Pacific-North America plate
motion localized as slip beneath the SAF and 25% applied at the edges of the deforming
plate boundary zone region. These models provide a mechanical explanation for why slip
rates vary so significantly along the SAF and suggest a hybrid view of crustal deformation
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in southern California in which relative plate motion is accommodated by a combination of
both localized and distributed deformation.
4.1 Introduction
The southern California fault system accommodates ⇠50 mm/yr of relative plate motion
(DeMets et al., 1994; DeMets and Stein, 1990) between the North American and Pacific
plates. The dominant feature of this system, the San Andreas fault (SAF), extends from
the Gulf of California to the Mendocino triple junction and poses a significant seismic threat
to both Los Angeles and San Francisco (Weldon et al., 2005; Working Group on California
Earthquake Probabilities, 1995).
Geologic and geodetic studies of the southern SAF suggest a significant along-strike
gradient in fault slip rate (Figure 4.1). To the north, on the Parkfield and Carrizo segments,
slip rate estimates range from 27–41 mm/yr (54%–82% of the total relative plate motion)
(Chuang and Johnson, 2011; Loveless and Meade, 2011b; Meade and Hager, 2005; Murray
et al., 2001; Savage and Burford, 1973; Schmalzle et al., 2006; Segall, 2002; Sieh and Jahns,
1984). Both geologic and geodetic estimates of SAF slip rates suggest a minimum slip rate
occurs on the San Bernardino segment ⇠100 km east of Los Angeles, where estimates range
from 2.9–18.5 mm/yr (6%–37% of total relative plate motion) (Chuang and Johnson, 2011;
Loveless and Meade, 2011b; McGill et al., 2013; Meade and Hager, 2005). Further south,
slip rate estimates increase sharply (35–42 mm/yr; 71%–83% total relative plate motion) on
the Imperial and Cerro Prieto faults (Loveless and Meade, 2011b; Meade and Hager, 2005).
Many previous models of deformation in southern California may be e↵ectively classified
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as one of two distinct end–member models. The first class of model assumes that deforma-
tion occurs as localized slip on major faults. This hypothesis has served as the foundation
for block models, which treat continental deformation as the rigid body rotation of a finite
number of microplates and incorporate geologic and geodetic data to determine fault slip
rates (e.g., Baldock and Stern, 2005; Bennett et al., 1996; Bird and Rosenstock, 1984; Cheng
et al., 1987; Chuang and Johnson, 2011; Loveless and Meade, 2011b; Meade and Hager,
2005; Weldon and Humphreys, 1986). A second modeling approach draws on observations
of di↵use seismicity and regional moment magnitude deficits to hypothesize that continental
deformation is broadly distributed over the entirety of the Pacific-North America boundary
zone (Ekstro¨m and England, 1989). Distributed deformation models may treat the litho-
sphere as a thin viscous sheet (e.g., Flesch et al., 2010) or as a finite number of crustal blocks
subject to basal tractions (e.g., Bourne et al., 1998).
Here we present results from a suite of deformable microplate models (e.g., Langsta↵ and
Meade, 2013) that combine both localized and distributed deformation to make testable slip
rate predictions for major faults in southern California. This approach is complimentary to
the boundary element models described by Marshall et al. (2009) and Cooke and Dair (2011).
While those approaches feature a three-dimensional linear halfspace partially cut by faults,
the models presented here are two-dimensional and are composed of fully disaggregated
microplates. In both approaches faults are frictionless, and both models make testable
predictions for fault slip rates. The Marshall et al. (2009) and Cooke and Dair (2011)
studies consider only the Los Angeles region, whereas the deformable microplate models
presented here describe the entire southern California region as a whole.
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Figure 4.1 (following page): Predicted along-strike slip rate for the San Andreas fault in
southern California. The upper panel shows the rotated fault trace (red) and model mi-
croplate boundaries (blue). Topography within 300 km of the SAF is shaded in gray. Model-
predicted slip rates are shown in the lower panel with fault segment names indicated at the
top (SB - San Bernardino and CP - Cerro Prieto). The bold red line indicates our best-fit
hybrid model slip rate predictions, with ⇠36 mm/yr localized as deep slip beneath the SAF
and ⇠14 mm/yr of distributed deformation applied on the western boundary of the model
domain. End-member models of purely distributed deformation (bottom dotted line) and
entirely localized deep slip beneath the SAF (top dotted line) are also shown. Geologic and
geodetic fault slip rate estimates are shown as black circles with reported 1-sigma error bars
or as white circles when error estimates are not reported. Both observations and model
predictions have maxima on the northern and southern segments of the model domain and
both reach a minimum on the San Bernardino segment. Slip rates inferred from geologic
and geodetic data are taken from: a. Savage and Burford, 1973; b. Meade and Hager, 2005;
c. Murray et al., 2001; d. Segall, 2002; e. Loveless and Meade, 2011b; f. Schmalzle et al.,
2006; g. Chuang and Johnson, 2011; h. Sieh and Jahns, 1984; i. Matmon et al., 2005; j.
Matmon et al., 2005; k. Weldon and Sieh, 1985; l. McGill et al., 2013; m. Van der Woerd
et al., 2006; n. Fialko, 2006.
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Figure 4.1: (continued)
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4.2 Deformable microplate models for southern California
Deformable microplate models are based on a two-dimensional, elastic, two-step finite
element approach. In these models, elastic deformation accrues within microplate interiors
and discrete slip occurs at microplate boundaries (faults). For the purposes of the models
described below, all faults are assumed to be frictionless. Initially, microplate boundaries are
defined and microplates are individually meshed. Next, a global mesh is constructed that
encompasses the entire model domain. In the first finite element step, displacement bound-
ary conditions are applied to the global mesh. Advected microplate boundaries (faults)
are interpolated from the resulting global displacement field. In the second finite element
step, individual finite element solutions are calculated for each microplate using the ad-
vected boundaries as displacement boundary conditions. In this way we maintain geometric
compliance and prevent unrealistic gaps and overlaps of tectonic microplates. Given the two-
dimensional nature of these models, all faults represented are purely strike-slip. Deformable
microplate modeling is more fully discussed in Chapter 2 of this text and in Langsta↵ and
Meade (2013).
Microplate boundaries in southern California are based on the locations of major mapped
faults from the Southern California Earthquake Center Community Fault Model (Figure
4.1; Plesch et al., 2007). Together, this fault network forms 19 microplates constituting an
idealized representation of the Pacific-North America plate boundary in southern California.
The microplates used for the deformable models presented here range in size from ⇠4,000
km2 to ⇠200,000 km2, with a maximum block edge length of ⇠1000 km (the North America
block). In all models, the eastern boundary of the North America block is subject to a
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zero-displacement boundary condition, approximating the nominally stable North American
continent.
In addition to the North America boundary condition, we explore a series of bound-
ary conditions motivated by two previous modeling approaches used to explain the driving
mechanisms at transform plate boundary zones. In the first, continental transform tectonics
are treated as a broad region of distributed shear subject to mantle tractions or far-field
displacement conditions (e.g., Lamb, 1994a,b). The second approach draws from the sug-
gestion of deeply routed and spatially constrained slip zones beneath major strike-slip faults
(e.g., Corsini et al., 1991; Pili et al., 1997; West and Hubbard, 1997) and 15–40 km wide
zones of mantle shear beneath such structures (e.g., Herquel et al., 1999; Moore et al., 2002;
Ru¨mpker et al., 2003; Thatcher and England, 1998) (though some authors have suggested
shear zones of >100 km; Baldock and Stern, 2005) to suggest that transform motion occurs
within localized lithospheric shear zones beneath large-scale strike slip faults such as the
SAF (Platt and Becker, 2010; Platt et al., 2008). To test the relative contribution of each
mechanism in producing observed slip rates on major southern California faults, we develop
a suite of deformable microplate models for the region.
Distributed deformation end-member models are subject to 50 mm/yr displacement
boundary conditions on the western edge of the model domain (Figure 4.2a), consistent
with relative plate motion estimates from DeMets et al. (1994). Because of the assumed
elastic rheology, in the absence of faulting these models predict smoothly varying displace-
ment rates across the plate boundary zone. In contrast, localized lithospheric shear zone
models apply all 50 mm/yr of relative plate motion as slip beneath the SAF (Figure 4.2b).
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Figure 4.2: Velocity (v) versus distance (x) for idealized representations of end-member
and hybrid elastically deformable microplate models. In all cases, the gray line indicates
an idealized SAF and the eastern boundary of the model is fixed with a zero-displacement
boundary condition. a) In the uniform (distributed) end-member, all relative motion between
the Pacific and North American plates is applied to the western boundary of the model
domain. Velocities decrease smoothly as distance from the western boundary increases. b)
For end-member models where all slip is localized beneath the SAF, all relative motion
between the Pacific and North American plates occurs on the SAF. In this idealized case,
all points west of the SAF move at the same velocity as Pacific-North America plate motion
while all points east of the SAF have no displacement. c) The hybrid approach incorporates
both end-member behaviors. Here 50% of Pacific-North America plate motion occurs as
deep slip beneath the SAF (as with the localized model) and 50% is applied on the western
boundary (distributed approach). Velocities decrease smoothly to the east of the western
boundary before dropping sharply at the SAF. East of the SAF, velocities smoothly decay
to zero.
In the context of the models presented here, this condition is implemented as an applied dis-
placement along the SAF before geometric compliance is enforced. We also consider hybrid
models (e.g., Figure 4.2c), in which localized slip beneath the SAF increases incrementally,
to find the combination of distributed deformation and localized deep slip that best match
southern California slip rate estimates.
Model goodness-of-fit is assessed by comparing model-predicted SAF slip rates with
along-strike geologic and geodetic slip rate estimates using the weighted sum of squared
residuals (WSSR; Figure 4.3). Residuals are calculated as the di↵erence between the geo-
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Figure 4.3: Weighted sum of squared residuals (WSSR) for all models considered as a func-
tion of the localized shear on the SAF in each model. WSSR values are highest for the
end-member model with only distributed deformation (0 mm/yr of shear on the SAF) and
decrease to a minimum WSSR value when ⇠36 mm/yr of shear is localized on the SAF.
The minimum WSSR value, plotted as the blue circle, is taken as the best-fit deformable
microplate model for predicting SAF slip rates. The WSSR value increases again with addi-
tional shear localization on the SAF and is >100 for the purely localized SAF shear model.
logic or geodetic estimate and the model-predicted slip rate from the same location along
strike. Residuals are then weighted by the error or the spread associated with each observa-
tion and squared. End-member models that are purely edge driven (0 mm/yr slip beneath
the SAF) and those where all displacements conditions are confined to the SAF (50 mm/yr
slip beneath the SAF) have high WSSR values, suggesting neither give SAF slip rate pre-
dictions that are a good fit to geologic and geodetic estimates. Entirely edge driven models
have WSSR values >350, and SAF slip rate predictions are consistently below geologic and
geodetic estimates (Figure 4.1). Models where deformation is entirely driven by localized
slip beneath the SAF have WSSR values >100 and over predict SAF slip rates (Figure 4.1).
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Fault Name Distributed End-Member (mm/yr)
Localized End-Member 
(mm/yr)
Best-Fit Model                
(mm/yr)
SAF - Parkfield (16 - 21) (43 - 44) (37)
SAF - Carrizo (9 - 16) (39 - 44) (32 - 36)
SAF - Mojave (2- 4) (23 - 39) (25 - 28)
SAF - San Bernardino (1 - 2) (13 - 20) (10  - 14)
SAF - Indio (8 - 13) (22 - 29) (21 - 24)
Imperial (12 - 16) (37 - 41) (30 - 34)
Cerro Prieto (42 - 43) (50) (48)
Garlock 0 - 3 (1) - 5 0 - 5
San Jacinto (2 - 6) (11 - 17) (9 - 13)
Elsinore (4 - 26) (1  - 10) (2 - 13)
Table 4.1: Predicted slip rates (mm/yr) for the SAF, Imperial, Cerro Prieto, Garlock, San
Jacinto, and Elsinore faults from the distributed deformation end-member model, the local-
ized slip end-member model, and the best-fit hybrid distributed deformation-localized shear
model with ⇠36 mm/yr of slip localized on the SAF. Right-lateral slip rates are denoted
with parentheses while left-lateral slip rates are not. In general the distributed deformation
end-member model underpredicts slip rates on the SAF, while the localized slip end-member
model overpredicts them. In the purely localized slip case, the sense of slip on the Garlock
fault changes direction along strike.
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Notably, even in end-member models that localize all deformation on the SAF, slip rates
along the central portion of the fault (e.g. the Mojave and San Bernardino segments) are
<50 mm/yr, suggesting that the complex fault network in these regions plays a crucial role
in partitioning deformation. In these regions, the SAF slips slower than the deep slip rate
because of the curvilinear nature of the fault: here, SAF-bounding microplates must deform
to satisfy the geometric compliance constraint and the equilibrium equations. These results
suggest that a hybrid distributed deformation-localized slip model is required to explain the
SAF slip rate. Slip rate predictions from the end-member and best-fit models are summarized
in Table 4.1.
4.2.1 Distributed deformation end-member model
The distributed end-member model (Figures 4.1, 4.4, and 4.5 and Table 4.1), where all
50 mm/yr of displacement is applied on the western boundary of the model, predicts the
correct sense of slip on all major southern Californian faults but significantly under predicts
the slip rate on the SAF. SAF slip rates are highest in the east and west: the distributed
deformation model predicts 16–21 mm/yr of right–lateral motion on the Parkfield segment,
but slip rates fall to 9–16 mm/yr on the Carrizo segment and 2–4 mm/yr on the Mojave
segment before reaching a minimum of 1–2 mm/yr on the San Bernardino portion of the fault.
These results are one-and-a-half to three times less than geologic and geodetic estimates for
Parkfield and Carrizo (Chuang and Johnson, 2011; Loveless and Meade, 2011b; Meade and
Hager, 2005; Murray et al., 2001; Savage and Burford, 1973; Schmalzle et al., 2006; Segall,
2002; Sieh and Jahns, 1984) and up to five times less than geologic and geodetic estimates
for the Mojave and San Bernardino segments (Chuang and Johnson, 2011; Loveless and
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Figure 4.4: Slip rates and velocities from the distributed deformation end-member model.
Microplate boundaries are shown as blue lines. Points A, A*, B, B*, C, and C* indicate end
points for velocity profiles shown in Figure 4.5. Right-lateral slip rates are shown as white
circles with blue text and left-lateral slip rates as blue circles with white text. For clarity,
only representative slip rates are shown. Color shading shows velocity magnitudes, where
redder colors indicate faster velocities. Maximum velocities equal the total relative motion
between the Pacific and North American plates.
Meade, 2011b; Matmon et al., 2005; McCa↵rey, 2005; McGill et al., 2013; Meade and Hager,
2005). Slip rate predictions increase south of San Bernardino to 8–13 mm/yr on the Indio
segment, 12–16 mm/yr on the Imperial fault, and 42–43 mm/yr on the Cerro Prieto fault.
Although predictions on the Cerro Prieto are consistent with block model estimates (Loveless
and Meade, 2011b; Meade and Hager, 2005), all other predictions fall below geologic and
geodetic estimates by a factor of two (Chuang and Johnson, 2011; Fialko, 2006; Loveless and
Meade, 2011b; Meade and Hager, 2005).
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Figure 4.5: Velocity profiles across the northern (A-A*), central (B-B*), and southern (C-C*)
extent of the distributed deformation end-member model. Profile endpoints are indicated in
Figure 4.4. Color shading indicates velocity magnitudes and corresponds to velocity shading
in Figure 4.4. Redder colors indicate faster velocities, with maximum velocities equal to the
relative motion between the Pacific and North American plates. Here deformation decreases
uniformly from west to east within microplates, though small discontinuities are evident at
microplate boundaries (faults). In profile A o↵sets are the largest at the SAF, but o↵sets at
the Death Valley fault and Elsinore fault are larger in profile B and profile C, respectively.
SAF: San Andreas; DVF: Death Valley Fault; SGF: San Gabriel Fault; EF: Elsinore Fault;
SJF: San Jacinto Fault.
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The distributed deformation end-member model predicts 0–3 mm/yr of left-lateral slip on
the Garlock fault and is broadly consistent with some block model calculations ranging from
0–4.7 mm/yr of sinisteral motion (Loveless and Meade, 2011b; Meade and Hager, 2005), but
far less than the ⇠10 mm/yr from Chuang and Johnson (2011). However, San Jacinto (2–6
mm/yr of right-lateral slip) and Elsinore (4–26 mm/yr of right-lateral slip) fault slip rate
predictions fall far below (San Jacinto) and above (Elsinore) geologically and geodetically
inferred rates (Chuang and Johnson, 2011; Loveless and Meade, 2011b; Meade and Hager,
2005).
As expected, although localized deformation does occur on faults in this end-member
model, the majority of deformation is distributed. We show this by plotting velocity profiles
at three transects (north, central, and south) across the model domain (Figure 4.5). Signifi-
cant distributed deformation is observed in all three profiles: in Profiles A and B, velocities
east of the SAF are >25 mm/yr, and in all cases the velocities between fault traces show a
smooth, decreasing trend consistent with internal block deformation.
4.2.2 Localized slip end-member model
The localized deformation end-member model (Figures 4.1, 4.6, and 4.7 and Table 4.1)
applies the entire 50 mm/yr displacement boundary condition on the SAF and over predicts
the slip rate on the fault. Like the distributed deformation end-member, the entirely localized
deformation model predicts the highest SAF slip rates on the northern and southern ends of
the fault. Predicted slip rates decrease from Parkfield to San Berardino: 43–44 mm/yr on
the Parkfield segment, 39–44 mm/yr on the Carrizo segment, 23–39 mm/yr on the Mojave
segment, and 13–20 mm/yr on the San Bernardino segment. These results are 6–16 mm/yr
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Figure 4.6: Slip rates and velocities from the localized SAF slip end-member model. Mi-
croplate boundaries are shown as blue lines. Points A, A*, B, B*, C, and C* indicate end
points for velocity profiles shown in Figure 4.7. Right-lateral slip rates are shown as white
circles with blue text and left-lateral slip rates as blue circles with white text. For clarity,
only representative slip rates are shown. Color shading shows velocity magnitudes, where
redder colors indicate faster velocities. Maximum velocities equal the total relative motion
between the Pacific and North American plates.
higher than previously reported geologic and geodetic estimates for Parkfield (Meade and
Hager, 2005; Murray et al., 2001; Savage and Burford, 1973). On the Carrizo segment, they
fall within the range of the largest geodetic estimate (Segall, 2002) but are 8–13 mm/yr
higher than other estimates (Chuang and Johnson, 2011; Loveless and Meade, 2011b; Meade
and Hager, 2005; Schmalzle et al., 2006; Sieh and Jahns, 1984). The lower Mojave predictions
agree with geologic estimates of 20–40 mm/yr (Matmon et al., 2005; McCa↵rey, 2005) and
block-model results of ⇠26 mm/yr (Chuang and Johnson, 2011), but are 6–22 mm/yr higher
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Figure 4.7: Velocity profiles across the northern (A-A*), central (B-B*), and southern (C-
C*) extent of the localized SAF slip end-member model. Profile end points are indicated in
Figure 4.6. Color shading indicates velocity magnitudes and corresponds to velocity shading
in Figure 4.6. Redder colors indicate faster velocities, with maximum velocities equal to
the relative motion between the Pacific and North American plates. Here deformation de-
creases slowly from west to east within microplates, with major discontinuities at microplate
boundaries (faults). In all three profiles o↵sets are >25 mm/yr on the SAF, in keeping with
localized displacements of 50 mm/yr on this structure. Velocities east of the SAF are small:
<10 mm/yr in all cases. SAF: San Andreas; DVF: Death Valley Fault; SGF: San Gabriel
Fault; EF: Elsinore Fault; SJF: San Jacinto Fault.
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than other block-model estimates (Loveless and Meade, 2011b; Meade and Hager, 2005).
Similarly, the localized end-member predictions on the San Bernardino are within range of
geologic measurements (McGill et al., 2013), but higher than all block model calculations
(Chuang and Johnson, 2011; Loveless and Meade, 2011b; Meade and Hager, 2005). South
of San Bernardino, the model finds higher slip rates: the predicted slip rate on the Indio
segment of the SAF is 22–29 mm/yr, in good agreement with InSAR (Fialko, 2006) and
with some block model results (Loveless and Meade, 2011b; Meade and Hager, 2005). The
predicted slip rate on the Imperial fault is 37–41 mm/yr, and the lower values fall within
range of block–model estimates of 35.4–39.6 mm/yr (Loveless and Meade, 2011b; Meade
and Hager, 2005); however, the predicted rate on the Cerro Prieto fault is 50 mm/yr of
right–lateral motion and is ⇠10 mm/yr higher than block model calculations from the same
studies.
The localized deformation end-member slip rate predictions for the San Jacinto and Elsi-
nore faults are more consistent with geologic and geodetic observations than the distributed
deformation model previously described. Here 11–17 mm/yr of dexteral displacement is pre-
dicted for the San Jacinto fault and 1–10 mm/yr for the Elsinore fault. These predictions
agree well with block model calculations for the San Jacinto ranging from 10.7–14 mm/yr,
and the lower slip rates are consistent with Elsinore slip rates of 2–4 mm/yr (Chuang and
Johnson, 2011; Loveless and Meade, 2011b; Meade and Hager, 2005). However, our localized
deformation end-member predicts a Garlock fault that is left-lateral in the west (up to ⇠5
mm/yr), right-lateral on the central portion (⇠1 mm/yr), and then left-lateral again on the
eastern end of the fault (⇠0.5 mm/yr). These results are inconsistent with geodetic obser-
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vations of an entirely left-lateral Garlock fault (Chuang and Johnson, 2011; Loveless and
Meade, 2011b; Meade and Hager, 2005).
SAF-perpendicular velocity profiles at three transects (north, central, and south) (Figure
4.7) reflect the localization of slip on the SAF. On all three profiles the largest velocity
di↵erential occurs on the SAF, and in each of the profiles the velocities east of the SAF are
<10 mm/yr, suggesting limited distributed deformation.
4.2.3 Best-fit model: Hybrid localized and distributed deformation
By minimizing WSSR values (Figure 4.3), we find that models with ⇠36 mm/yr of
localized slip beneath the SAF and ⇠14 mm/yr of additional western-boundary displacement
best predict the observed SAF slip rate gradient. This model predicts ⇠37 mm/yr of right-
lateral slip on the Parkfield segment, consistent with the upper bound of the 32 ± 5 mm/yr
geologic estimate from Savage and Burford (1973) and just higher than block model estimates
of 36 ± 0.5 mm/yr (Meade and Hager, 2005) and ⇠33 mm/yr (Murray et al., 2001). Slip
rate predictions of 32–36 mm/yr for the Carrizo segment are also in agreement with geologic
and geodetic estimates: these rates are within the range of estimates from Segall (2002;
34–41 mm/yr), Schmalzle et al. (2006; 36.25 ± 1.75 mm/yr), Sieh and Jahns (1984; 33.9
± 2.9 mm/yr), Meade and Hager (2005; 35.9 ± 0.7 mm/yr), and Chuang and Johnson
(2011; ⇠33 mm/yr), and just less than block model estimates from and Loveless and Meade
(2011b; 31.2 ± 0.2 mm/yr). On the Mojave segment, slip rate predictions of 25–28 mm/yr of
dexteral displacement are consistent with geologic measurements of 30 ± 10 mm/yr (Matmon
et al., 2005) and geodetic estimates of 25 ± 5 mm/yr (McCa↵rey, 2005), and ⇠26 mm/yr
(Chuang and Johnson, 2011), but are higher than block model estimates of 14.3 ± 1.2
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Figure 4.8: Slip rates and velocities for the best-fit hybrid distributed deformation-localized
slip model. Microplate boundaries are shown as blue lines. Points A, A*, B, B*, C, and C*
indicate endpoints for velocity profiles shown in Figure 4.9. Right-lateral slip rates are shown
as white circles with blue text and left-lateral slip rates as blue circles with white text. For
clarity, only representative slip rates are shown. Color shading shows velocity magnitudes,
where redder colors indicate faster velocities. Maximum velocities equal the total relative
motion between the Pacific and North American plates.
(Meade and Hager, 2005) and 16.3 ± 0.8 (Loveless and Meade, 2011b). Slip rate predictions,
like geologic and geodetic estimates, reach a minimum on the San Bernardino segment of
the SAF, with best-fit models finding 13–14 mm/yr of slip. This rate is consistent with
geologic measurements of 12.4 ± 6.1 mm/yr (McGill et al., 2013), but higher than block
model estimates, which range from 3.6–10.5 mm/yr (Chuang and Johnson, 2011; Loveless
and Meade, 2011b; Meade and Hager, 2005). Moving further south, the slip rate increases
again on the Indo segment of the SAF, where best–fit model predictions are 22–24 mm/yr.
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Figure 4.9: Velocity profiles across the northern (A-A*), central (B-B*), and southern (C-C*)
extent of the best-fit hybrid distributed deformation-localized slip model. Profile endpoints
are indicated in Figure 4.8. Color shading indicates velocity magnitudes and corresponds
to velocity shading in Figure 4.8. Redder colors indicate faster velocities, with maximum
velocities equal to the relative motion between the Pacific and North American plates. Here
deformation decreases uniformly from west to east within microplates, but discontinuities
are evident at microplate boundaries (faults). In all three profiles, the largest o↵sets occur on
the SAF, in keeping with localized slip of ⇠36 mm/yr on this structure. SAF: San Andreas
Fault; DVF: Death Valley Fault; SGF: San Gabriel Fault; EF: Elsinore Fault; SJF: San
Jacinto Fault.
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Here INSAR results suggest a slip rate of 25 ± 3 mm/yr (Fialko, 2006) and Meade and Hager
(2005) estimate 23.3 ± 0.5 mm/yr, but other block models resolve both higher (25.4 ± 0.2
mm/yr; Loveless and Meade, 2011b) and lower (⇠17 mm/yr, Chuang and Johnson, 2011)
slip rates. Slip rate predictions on the southernmost extension of the SAF, the Imperial (⇠32
mm/yr) and Cerro Prieto (⇠48 mm/yr) faults are lower (35.4–39.6 mm/yr) and higher (40
± 1.5 mm/yr) than block model estimates, respectively (Loveless and Meade, 2011b; Meade
and Hager, 2005).
The best-fit hybrid distributed deformation-localized SAF slip model also e↵ectively ex-
plains the sense of slip and slip rate magnitude on other major southern California structures
(Figure 4.8). In particular, San Jacinto slip rates are highest (12–13 mm/yr dexteral motion)
on the northern extent of the fault and decrease to 9–10 mm/yr towards the south. These
numbers are consistent with right–lateral block model estimates of 11.9 ± 1.2 mm/yr (Meade
and Hager, 2005) and ⇠11 mm/yr (Chuang and Johnson, 2011) and are slightly less than the
⇠14 mm/yr found by Loveless and Meade (2011b). Model results also indicate an entirely
left-lateral Garlock fault, with maximum slip rates of ⇠5mm/yr in the west decreasing to
⇠0.5mm/yr along the eastern portion of the fault. These results are consistent with reported
eastward-decreasing slip rate gradients (3.2 ± 1.5 mm/yr to 1.1 ± 1.9 mm/yr, Meade and
Hager, 2005) and estimates of ⇠2 mm/yr of left-lateral slip (Loveless and Meade, 2011b).
Block model estimates from Chuang and Johnson (2011) of ⇠10 mm/yr are significantly
higher than Garlock slip rate predictions from our best-fit model. Significantly, slip rates
on the Elsinore fault are much higher than previously estimated values, ranging from ⇠2–8
mm/yr of right-lateral displacement in the north to ⇠11–13 mm/yr of dexteral motion in
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the south. Typical estimates of slip range from 2–4 mm/yr (Chuang and Johnson, 2011;
Loveless and Meade, 2011b; Meade and Hager, 2005).
While discrete slip is localized at block boundaries, distributed deformation is also evi-
dent in our best-fit hybrid model. We visualize this partitioning by showing San Andreas-
perpendicular velocity profiles along three transects (north, central, and south) across the
model domain (Figure 4.9). In all profiles, large velocity discontinuities occur at major
faults, indicating localized slip on these structures. The largest velocity o↵sets occur at
the SAF, but significant velocity discontinuities are also observed on the San Jacinto, San
Gabriel, Elsinore, and Death Valley faults. In contrast, microplate interiors are characterized
by smooth velocity gradients that decrease eastward. Internal microplate strain rates are
relatively low, averaging 7 ⇥ 10 16 s 1 and 2 ⇥ 10 15 s 1 in the Sierra and western Mojave
blocks, respectively.
4.3 Discussion
Unlike Cooke and Dair (2011), who predicted the SAF slip rate gradient along strike from
three-dimensional boundary element models, the SAF slip rate predicted here is generated
by a two-dimensional modeling approach. Although a fully three-dimensional deformable
microplate model might allow for improved accuracy in slip rate predictions, the goodness-
of-fit found with the two-dimensional model suggests that along-strike variations in fault
geometry is su cient to reproduce observed slip rate gradients.
The model that best explains SAF slip rate observations, a hybrid approach between
distributed deformation and localized slip beneath the SAF, may provide constraints on
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the nature of the Pacific-North America plate boundary. While distributed deformation
end-member models are consistent with an o↵shore Pacific plate boundary (west of Los
Angeles), end-member approaches with all displacement localized as slip beneath the SAF
e↵ectively treat the SAF as the boundary between the Pacific and North American plates.
The hybrid nature of our best-fit model may suggest a broad plate boundary zone. Such an
explanation would be consistent with traditional interpretations of the Pacific-North America
boundary that assume that the SAF forms the definitive structure between the two plates
(e.g. Atwater, 1970), but would also allow for forcing from a stable Pacific plate (here the
western boundary of our model).
The partitioning of boundary conditions may also reflect the eastern migration of the
plate boundary. These observations may be consistent with the hypothesis o↵ered by Nur
et al. (1993), which suggests that a new Landers-Mojave fault line is emerging to compete
with the SAF in accommodating Pacific-North America motion. Further, the eastward
migration of the Pacific-North America plate boundary has previously been hypothesized in
Baja California, where Stock and Hodges (1989) have proposed the Pacific plate capture of
the Baja California block.
4.4 Conclusions
Deformable microplate models make testable slip rate predictions for the major strike-slip
faults in southern California, and may provide a mechanical explanation for observed slip rate
gradients on the SAF. Using this approach, we have developed a suite of models ranging from
purely distributed deformation (all relative plate motion is applied on the western boundary
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of the model domain) to locally driven (where all relative motion is localized beneath the
SAF). By minimizing the WSSR, we determine that hybrid models that incorporate ⇠ 36
mm/yr of deep slip beneath the SAF and ⇠14 mm/yr of western boundary displacement
best describe the geologically and geodetically observed slip rate gradient along the SAF.
142
Chapter 5
Interseismic modulation of stress orientations in
southern California predicted by geodetically
constrained block models and regional background
stresses
We derive an analytical equation for the interseismic principal stress rotation rate as a
function of a tectonic stressing rate, a regional background stress, and time. Parameter
sensitivity analyses are shown to constrain the magnitude of principal stress rotations at
di↵erent background stresses and stressing rates. We then calculate the principal stress
rotation rates across an idealized, infinitely long strike-slip fault at di↵erent background
stresses. Finally, we combine stressing rate estimates from geodetically constrained block
models with candidate background stress fields to quantify the temporal evolution of stress
over the earthquake cycle in southern California. Observations of principal stress axes rota-
tions have been previously documented both before and after large earthquake events, and
post-mainshock seismicity has indicated ⇠ 1.5 degree/yr of principal stress axes rotation in
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the vicinities of the Landers, Northridge, Elmore Ranch and Superstition Hills, and Ridge-
crest earthquakes. We compare the model-predicted principal stress axes rotation rates to
those previously reported in southern California to constrain the regional background stress
magnitudes that may be consistent with the inferred principal stress rotations. These mod-
els of time-dependent stress orientations also provide mechanical constraints on the range
of stress variability possible through a simple earthquake cycle, including the orientation of
stresses just prior to large ruptures.
5.1 Introduction
The southern California fault system accommodates ⇠50 mm/yr of relative plate motion
between the Pacific and North American plates (DeMets and Dixon, 1999; DeMets and
Stein, 1990). Previous research has characterized the regional stress field, and the associated
principal stress field orientations, within which the fault system operates: borehole breakout
measurements of stress have suggested that the stress field may be heterogeneous, with
maximum horizontal principal stress values ranging from N0  to N59  over six regions in
southern California (Wilde and Stock, 1997). Borehole measurements at the Cajon Pass
and San Andreas Fault Observatory at Depth (SAFOD) sites on the San Berardino and
Parkfield segment of the SAF, respectively, have revealed stress orientations that vary by
up to 92 -100  over 2.6-1.71 km in the Cajon Pass and by 44  over 1.2 km at the SAFOD
borehole (Hickman and Zoback, 2004; Shamir and Zoback, 1992; Townend and Zoback, 2004;
Zoback and Healy, 1992; Zoback et al., 1987). Other analyses of the SAFOD borehole have
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suggested that principal stresses are oriented at high angles to the San Andreas Fault (SAF)
(Boness and Zoback, 2004; Zoback et al., 2011), and measurements of fault core gauge from
2.7 km depth may suggest the fault material is very weak (Carpenter et al., 2011; Lockner
et al., 2011).
Beyond the in situ borehole observations, regional characterizations of the southern Cal-
ifornia stress field have been obtained through inversions of earthquake first motions and
focal mechanisms (e.g., Gephart and Forsyth, 1984; Hardebeck and Hauksson, 2001; Hard-
ebeck and Michael, 2006; Hauksson, 1994; Jones, 1988; Michael, 1987; Yang and Hauksson,
2013; Zhao et al., 1997). While regional principal stresses cannot be constrained by a single
fault plane solution (McKenzie, 1969), a variety of di↵erent focal mechanisms may be used
to infer the orientation and relative magnitude of the principal stresses (Bott, 1959). Focal
mechanism and first motion studies for southern California have variously suggested that
the stress field may be either regionally homogeneous (< 20  misfit) (Abers and Gephart,
2001; Gephart and Forsyth, 1984; Hardebeck, 2010; Hardebeck and Michael, 2006) or het-
erogeneous (> 20  misfit) (Hardebeck and Hauksson, 2001; Hardebeck and Michael, 2006;
Hauksson, 1990, 1994; Rivera and Kanamori, 2002; Yang and Hauksson, 2013). Focal mech-
anism inversion studies have also suggested an interseismic rotation rate of the maximum
compressive stress orientation of up to 2 degrees/yr (Hardebeck and Hauksson, 2001), and
principal stress rotations near the San Bernardino segment of the San Andreas fault since
the 1857 Fort Tejon earthquake have been proposed from focal mechanism data (Jones,
1988). Here, Jones (1988) observes both a change from reverse to normal faulting at the
Mojave-San Bernardino boundary and a coincident decrease in stress magnitude (calculated
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from focal mechanisms) at the termination point of the Fort Tejon earthquake. Jones (1988)
hypothesizes that the 1857 stress field on the San Bernardino segment may have stalled the
rupture but argues that the current stress field, which, from focal mechanisms, features a
small angle (⇠43 degrees) between the maximum horizontal stress and the SAF, has rotated
to be particularly favorable to rupture propagation.
The role of earthquakes in modulating the total regional stress field is similarly debated:
some focal mechanism inversions suggest that the pre- and post-Landers regional stress fields
are aligned and represent the regional background stress state (Hardebeck, 2010; Townend
and Zoback, 2004). However, other studies have documented 7 -20  of rotation after the
same event (Hardebeck and Hauksson, 2001; Hauksson, 1994), suggesting the earthquake
significantly altered the regional stress field. Similarly, ⇠10 -15  of rotation in the maxi-
mum compressive stress orientation was observed following the 1983 MW = 6.7 Coalinga
earthquake (Hardebeck and Michael, 2006; Michael, 1987), and ⇠14  of rotation was in-
ferred after the MW = 6.1 Joshua Tree earthquake (Hauksson, 1994). P-wave polarity data
indicates a 17  p-axis rotation in the two weeks following the 1994 Northridge earthquake,
however, stress orientations recovered to their pre-earthquake state within two years of the
mainshock (Zhao et al., 1997). Others have inferred from focal mechanism studies that
stress fields are locally (⇠30-50 km) homogenous (Abers and Gephart, 2001; Gephart and
Forsyth, 1984). However, focal mechanism inversions of aftershocks in the Landers region
are inconsistent with a homogeneous stress field and may reflect stress field modulation by
the large mainshock (Abers and Gephart, 2001).
Di↵erences in estimates of earthquake modulation of stress over the earthquake cycle
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Figure 5.1: Idealized representation of total stress versus time for high (red) and low (blue)
background stresses over five earthquake cycles. Here the total stress is a function of the
background stress and the tectonic stress that is accumulated and relieved over the earth-
quake cycle. The tectonic stress accumulation rate is equal for the two models shown here
and tectonic stress is released in equally sized stress drops. Tectonic stress accumulation and
earthquake stress drops result in large modulations of the total stress for the low background
stress case. For the high background stress case, the magnitude of the background stress
is much larger than the tectonic stress accumulation and earthquake stress drop, and the
relative change of the total stress is smaller.
147
bear on the uncertainty regarding the magnitude of the background stress field in southern
California (Figure 5.1). If large earthquakes do not change the regional stress field, then
the magnitude of the background stress may be much larger than the earthquake stress
drops (Figure 5.1). However, if large earthquakes result in a rotation of the regional stress
field (Hardebeck and Michael, 2006; Smith and Heaton, 2011), then the ratio between the
background stress and the earthquake stress drop must be much smaller. In these cases,
we may expect the orientation of the maximum principal stress to evolve over the course of
the earthquake cycle (e.g., Hardebeck and Hauksson, 2001; Jones, 1988). Here we analyze
interseismic stressing rate models to constrain the range of background stresses consistent
with interseismic p-axis rotations inferred from focal mechanism studies.
5.2 Analytical solution for the principal stress axes rotation rate
If the stress drops associated with large earthquakes significantly alter regional stress
fields (e.g., Hardebeck and Michael, 2006; Hauksson, 1994; Smith and Heaton, 2011), then
we may reasonably expect stress orientations to evolve during the intersiesmic loading period
of the earthquake cycle (e.g., Hardebeck and Hauksson, 2001; Jones, 1988). If, for example,
an earthquake has a median stress drop of 4 MPa (Allmann and Shearer, 2009), then the
regional background stress may only be ⇠10-1000 times smaller or larger than the stress
drop. If the background stress is too high, the earthquake stress drop will be small relative
to the background stress and will not be resolved. If the background stress is too low, the
stress drop will be small compared to the tectonic loading rate (⇠ 103  104 Pa/yr; Loveless
and Meade, 2011b) and stress will very quickly (e.g., months to one year) realign with the
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accumulated tectonic stress. If 10  of stress field rotation was observed after the Coalinga
mainshock (Hardebeck and Michael, 2006), then we may expect to observe ⇠10  of stress
field rotation during the interseismic period as the fault experiences elastic reloading.
To constrain the tectonic conditions under which rotations in the orientations of the
principal stress tensor may occur, we use an analytical equation derived from Mohr’s circle
that describes the angle, ✓, between the maximum principal stress and the normal vector to
the fault:
✓ =
1
2
tan 1
 
2 Txy
 Txx    Tyy
!
, (5.1)
where  Txx,  
T
yy, and  
T
xy are components of  
T, the total stress tensor. Here we define the
total stress tensor,  T, to be,
 T =  b +  ˙t (5.2)
where  b is the constant background stress,  ˙ is the interseismic stressing rate, and t is
time. By substituting the total stress equation (5.2) into the Mohr’s circle equation (5.1) for
✓ and taking the derivative with respect to time, we can find an analytical equation for the
rotation rate, ✓˙, of the orientation of the principal stresses:
✓˙ =
2 ˙xy
 bxx    byy +  ˙xxt   ˙yyt
  (2 
b
xy +  ˙xyt)( ˙xx    ˙yy)
( bxx    byy +  ˙xxt   ˙yyt)2
2
 
(2 bxy + 2 ˙xyt)
2
( bxx    byy +  ˙xxt   ˙yyt)2
+ 1
! . (5.3)
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We can further simplify this equation such that,
✓˙ =    ˙xx 
b
xy    ˙xy bxx +  ˙xy byy    ˙yy bxy 
4( bxy +  ˙xyt)
2
( bxx    byy +  ˙xxt   ˙yyt)2
+ 1
!
( bxx    byy +  ˙xxt   ˙yyt)2
. (5.4)
5.3 Deviatoric stress rotation rate
Focal mechanism studies of regional stress rely on earthquake first motion data, and,
consequently, can only describe the deviatoric portion of the stress tensor (Michael, 1984).
Focal mechanisms provide information on the earthquake slip and therefore cannot constrain
the isotropic (i.e. volumetric change) portion of the stress tensor. In focal mechanism
inversion studies only the relative magnitudes of the deviatoric (i.e. distortion) component of
the stress tensor are found (Michael, 1984; Zang and Stephansson, 2010). Reported principal
stress orientations and principal stress rotation rates (e.g., Hardebeck and Hauksson, 2001)
are thus describing the rotations in the deviatoric stress tensor. The Mohr’s circle is a
representation of total stress, but we can show that rotations in the deviatoric stress tensor
are equal to rotations in the axis of the principal stresses. For the two-dimensional case the
mean background stress,  bm, and mean stressing rate,  ˙m, are:
 bm =
 bxx +  
b
yy
2
(5.5)
and
 ˙m =
 ˙xx +  ˙yy
2
. (5.6)
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The deviatoric background stress tensor is defined as,
@ b =
2664  bxx    bm  bxy
 bxy  
b
yy    bm
3775 (5.7)
and the deviatoric stressing rate is,
@ ˙ =
2664  ˙xx    ˙m  ˙xy
 ˙xy  ˙yy    ˙m
3775 . (5.8)
We can then find the deviatoric rotation rate as follows:
@✓˙ =  ( ˙xx    ˙m) 
b
xy    ˙xy( bxx    bm) +  ˙xy( byy    bm)  ( ˙yy    ˙m) bxy 
4( bxy +  ˙xyt)
2
 
+ 1
!
 
(5.9)
where
  = [ bxx    bm   ( byy    bm) + ( ˙xx    ˙m)t  ( ˙yy    ˙m)t]2. (5.10)
Grouping similar terms together,
  = [( bxx    byy) + ( bm    bm) + ( ˙xx    ˙yy)t+ ( ˙m    ˙m)]2, (5.11)
and @✓˙ becomes
@✓˙ =  ( ˙xx    ˙yy) 
b
xy + ( ˙m    ˙m) bxy + ( byy    bxx) ˙xy + ( bm    bm) ˙xy 
4( bxy +  ˙xyt)
2
 
+ 1
!
 
. (5.12)
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The  bm and  ˙m terms cancel such that:
@✓˙ =    ˙xx 
b
xy    ˙xy bxx +  ˙xy byy    ˙yy bxy 
4( bxy +  ˙xyt)
2
( bxx    byy +  ˙xxt   ˙yyt)2
+ 1
!
( bxx    byy +  ˙xxt   ˙yyt)2
, (5.13)
or
@✓˙ = ✓˙. (5.14)
Results from an analysis of ✓˙ can therefore be directly compared to regional focal mechanism
and earthquake first motion inversions.
5.4 Rotation rate sensitivity analysis
Before we can constrain the range of regional background stresses required to generate
intersiesmic rotations in the principal stresses in California, it is useful to understand the ro-
tation rate sensitivity to the regional background stress, stressing rate, and time parameters.
We construct an idealized one hundred year interseismic model where the background stress
satisfies the condition  bxx =  
b
yy =  
b
xy =  
⇤,  ˙xy = 0, and ˙ xx/ ˙yy = 2. These assumptions
allow us to simplify the rotation rate equation:
✓˙ =    
⇤ ˙xx
8 ⇤2 +  ˙2xxt2
. (5.15)
We explore values for the principal stress rotation rate where  ⇤ = ±101 Pa to ±1012
Pa and  ˙xx = ±101 Pa/yr to ±106 Pa/yr. Values for background stress were chosen to
encompass the entire spectrum of possible background stresses and to extend well beyond the
152
rupture model stress approximations (Fliss et al., 2005; Pelties et al., 2012). Stressing rates
up to ±106 Pa/yr encompass the block-model derived stressing rates inferred for southern
California (Loveless and Meade, 2011b). The geodetically constrained block model is used to
calculate fault slip rates (or slip deficit rates) and stressing rates on each fault are calculated
from Okada (1992). The total stressing rate is the stress at each point calculated from the
slip deficit for all faults considered in the southern California fault system (Loveless and
Meade, 2011b). Using Equation 5.15 for the rotation rate, we can show analytically that,
lim
 ⇤!0
✓˙ =   0
0 +  ˙2xxt
2
= 0 (5.16)
and
lim
 ⇤!1
✓˙ =   112 +  ˙2xxt2
= 0. (5.17)
Similarly, we can show:
lim
t!0
✓˙ =   
⇤ ˙xx
8 ⇤2
(5.18)
and
lim
t!1
✓˙ =    
⇤ ˙xx
8 ⇤2 +1 = 0. (5.19)
Figure 5.2 shows rotation rate contours as a function of the stressing rate and background
stress for a given time. Here only positive background stress and stressing rate values are
shown on a log-log scale. Rotation rates have the same magnitude but are multiplied by a
factor of negative one when the background stress or stressing rate parameters are negative.
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When both the background stress and the stressing rate are negative the principal stress
rotation rate is equal to those shown. The maximum rotation rate occurs in year 1 and is
 14.32 degrees/yr. The order of magnitude of the rotation rate decreases by a factor of ten
with each tenfold increase in time, with maximum rotation rate values of  1.43 degrees/yr
in year 10 and  0.14 degrees in year 100. Maximum rotation rate values also correspond
to higher order background stresses later in the earthquake cycle. The slope of the rotation
rate contours remains the same over the course of the earthquake cycle but the contours are
shifted to right, a result that follows from the rotation rate dependence on 1/t2 (Equation
5.15).
Rotation rate contours for the background stress versus time at given stressing rates are
shown in Figure 5.3. For plotting purposes only positive background stress values are shown,
but rotation rates for negative background stresses are equivalent to the rotation rates at
the positive background stress multiplied by negative one. Maximum rotation rate values
shift to higher background stress magnitudes as the stressing rate magnitude increases. For
all stressing rates, there are background stress values such that the rotation rate remains
relatively constant over the earthquake cycle, e.g., when  ˙xx = 104 Pa/yr background stress
values of  ⇤ ⇠ 106 Pa give rotation rates that are relatively constant over the 100 year
earthquake cycle shown. These values are typically <0.3 degrees/yr, and are most often
<0.1 degrees/yr, and would amount to a total rotation in the principal stress axes of <30
degrees over a 100 year interseismic period. For lower background stress values (e.g.,  ⇤ < 103
Pa when  ˙xx = 104 Pa/yr) the rotation rate reaches ⇠ 14 degrees/yr early in the earthquake
cycle (first year after an earthquake) and approaches zero within 25 years.
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Figure 5.2: Parameter sensitivity analysis of the rotation rate (✓˙, color contours) of the
maximum principal stress orientation at given time, t, in the earthquake cycle as a function
of the log of the background stress,  ⇤, and the log of the stressing rate,  ˙xx, where  ˙xx/ ˙yy = 2.
Redder colors indicate faster rotation. Only positive values of  ⇤ and  ˙xx are shown here,
but values are symmetric about the  ⇤ and  ˙xx. Rotation rates are positive in quadrants 1
(shown) and 3, and negative in quadrants 2 and 4. The magnitude of ✓˙ decreases by an order
of magnitude with each order of magnitude increase in t. ✓˙ contours exhibit the same slope
across the earthquake cycle, but the maximum ✓˙ values shift to higher background stresses
over the course of the earthquake cycle.
Figure 5.4 shows rotation rate contours as a function of the stressing rate and time for a
given background stress. As with previous figures, only the positive values of the background
stress and stressing rate are shown, and stressing rate is plotted as the logarithm of the
stressing rate value. As with Figure 5.3, maximum principal stress rotation rates (14.32
degrees/yr) occur in the first year of the earthquake cycle and when  ⇤ < 105 Pa. When
 ⇤ = 106 Pa, the maximum rotation rate is 6.74 degrees/yr and occurs in the first year of the
earthquake cycle. With  ⇤   107 Pa, the absolute value of the rotation rate is < 1 degree/yr
and occurs one year after the last earthquake. With  ⇤ = 109 Pa, the fastest rotation rate
is  0.0072 degrees/yr. Even if the rotation rate remains constant over the entire 100 year
earthquake cycle, the total rotation in the principal stress axes would be < 1 degree. At
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Figure 5.3: Parameter sensitivity analysis of the rotation rate, ✓˙, as a function of the back-
ground stress,  ⇤, and time for given stressing rates,  ˙xx. As with Figure 5.2, only positive
values for  ˙xx and  ⇤ are shown. ✓˙ results are identical for negative values of  ⇤ but are
multiplied by negative one. Similarly, ✓˙ values are identical but multiplied by negative one
for negative values of  ˙xx. Models with negative values of both  ˙xx and  ⇤ have rotation
rates identical to the ones shown above. ✓˙ contours retain the same shape and scale across
all stressing rates, but maximum values of ✓˙ shift to higher magnitude  ⇤ as the magnitude
of the stressing rate increases. In each case, a range of background stresses exist such that
✓˙ remains relatively constant over the earthquake cycle. Conversely, at each stressing rate
there is a range of background stresses such that values of ✓˙ range from the maximum value
to ⇠0 degrees/year within the first 10 years of the earthquake cycle.
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Figure 5.4: Parameter sensitivity analysis of the rotation rate (✓˙, color contours) as a function
of the stressing rate,  ˙xx, and time for given background stresses,  ⇤. As with Figures 5.2 and
5.3, only positive values of  ˙xx and  ⇤ are shown, but negative values give values of ✓˙ equal
to those above multiplied by negative one. For background stresses between  ⇤ = 101   106
Pa, contours retain the same shape and scale (values of ✓˙ range from ⇠  14 0 degrees/yr),
but maximum values of ✓˙ shift to larger magnitude values of  ˙xx. For  ⇤   107 Pa, the
background stresses are no longer large enough to allow for the same range of ✓˙, and ✓˙
decreases by an order of magnitude for each order of magnitude increase in  ⇤, with maximum
rotation rates at higher values of  ˙xx.
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these background stresses, measurement techniques that can record stress orientations to
within a tenth of a degree or smaller would be required.
5.5 Interseismic principal stress rotation rates near an infinitely long
strike-slip fault
To further explore the temporal evolution of the principal stress rotation rate over the
earthquake cycle, we apply a regional background stress to an infinitely long strike-slip fault
in an homogeneous elastic half-space (Savage and Burford, 1973). At high viscosities this
solution is identical to the classical two-layer approach with an elastic upper layer underlain
by a viscoelastic half-space (e.g., Hetland and Hager, 2005; Savage and Prescott, 1978; Savage
and Lisowski, 1998). Steady state interseismic velocities are given by:
v =
s
⇡
tan 1
⇣ x
D
⌘
, (5.20)
where v is the displacement, s is the slip rate, x is the distance from the fault, and D is the
locking depth. The strain rate, ✏˙xy, is therefore:
✏˙xy =
sD
2⇡(x2 +D2)
. (5.21)
Using Hooke’s Law, the stressing rate as a function of distance from the fault is:
 ˙xy = 2µ✏˙xy, (5.22)
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where µ is the shear modulus. In the models shown here, we take µ = 30 GPa.
Models discussed here are for an idealized approximation of the San Andreas Fault (SAF),
the dominant feature of the Pacific-North American plate boundary (Atwater, 1970; Meade
and Hager, 2005; Savage and Burford, 1973). To calculate the stressing rate from the equation
above, we use a slip rate, s, of 33.9 ± 2.9 mm/yr, consistent with geologic estimates from
the Carrizo region of the San Andreas (Sieh and Jahns, 1984). We assume a locking depth
of 20 km (e.g., Smith-Konter and Sandwell, 2009) and calculate the stressing rate,  ˙xy, for a
profile that stretches 50 km from the fault in either direction. Figure 5.5 shows the calculated
displacement rate, strain rate, and stressing rate for the idealized fault model. Displacement
rates are zero at the locked fault, but strain and stress rates reach maximums of 2.67⇥ 10 6
yr 1 and 1.60⇥ 105 Pa/yr, respectively, at the fault.
For the purposes of these calculations we assume that  ˙xx =  ˙yy = 0. To test the
temporal evolution of the principal stress orientations within a north-south deviatoric stress
regime, we define the background stress,  b, to be:
 b =
2664  ⇤ 0
0   ⇤
3775 (5.23)
and thus the total stress,  T, is:
 T =
2664  ⇤  ˙xyt
 ˙xyt   ⇤
3775 , (5.24)
where  ˙xy is the shear stressing rate and t is time since the last earthquake. We test values
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Figure 5.5: Displacement rate (v), strain rate (✏˙xy), and stress rate ( ˙xy), calculated from
an idealized fault model. Equations are from the analytical solution for an infinitely long
strike-slip fault in a homogeneous elastic half-space (Savage and Burford, 1973), but for a
high-viscosity limit these equations are identical to a two layer model with an elastic layer
underlain by a viscoelastic layer (Savage and Prescott, 1978). Here the slip rate is assumed
to be 34 mm/yr and the locking depth 20 km, consistent with an idealized San Andreas
Fault (Sieh and Jahns, 1984). The fault trace is plotted as the black vertical line at 0 km
in each figure. The background stress is a deviatoric approximation and is indicated black
arrows. Displacement rates (black) follow an arctangent function centered on the fault trace.
Strain (blue) and stress (red) rates are highest at the fault and decay away with distance.
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of  ⇤ between 104 Pa and 109 Pa, which is the range of  ⇤ from the parameter sensitivity
analysis (described above) for which we may expect to see rotations in the orientation of the
maximum principal stresses. Thus the rotation rate equation becomes:
✓˙ =    ˙xy 
⇤
2( ˙2xyt
2 +  ⇤2)
. (5.25)
This approach is distinct from Scholz (2000), who combines Mohr’s circle-derived equa-
tions for the shear stress on a fault with the Coulomb failure stress equation and observations
of  , the angle between the maximum horizontal stress and the SAF (Hardebeck and Hauks-
son, 1999). Scholz (2000) predicts a range of values for the frictional coe cient, µ, and the
shear stress, ⌧ 0xy, by assuming Anderson-Byerlee mechanics and hydrostatic pore fluid pres-
sure. He incorporates these predictions into the Turcotte and Spence (1974) model of a deep
ductile shear zone beneath the SAF to show that the model-predicted values of  are a good
fit to the Hardebeck and Hauksson (1999) data and infers that the SAF is a strong fault.
Scholz (2000) assumes that the angle between the maximum horizontal stress and the SAF
remains constant over the earthquake cycle. We are interested in identifying the conditions
under which the principal stresses will rotate. Unlike Scholz (2000), our goal is not to fit
data, but rather to define a range of expectations given di↵erent initial southern California
stress states.
Rotation rates for values of  ⇤ between 104 Pa and 107 Pa show considerable evolution
over the earthquake cycle (Figure 5.6). When the background stress is of comparable mag-
nitude to the interseismic stressing rate ( ⇤ = 105 Pa) maximum rates of 14.32 degrees/yr
are observed in the first year of the earthquake cycle, but maximum rotation rates drop to
1.08 degrees/yr at year ten, 0.05 degrees/yr at year 50, and are ⇠0 degrees/yr at later stages
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Figure 5.6: Principal stress rotation rates (✓˙ as a function of distance from the fault and time
in the earthquake cycle at di↵erent background stresses,  ⇤, for the idealized fault described
in Figure 5.5. Colors correspond to time in the earthquake cycle, with bluer colors indicating
earlier in the earthquake cycle (1, 10, and 50 years) and redder colors indicating later in the
earthquake cycle (100, 150, and 200 years). The vertical thin black line indicates the location
of the fault. For  ⇤ = 104 Pa, maximum values of ✓˙ occur at year 1 of the earthquake cycle
are ⇠11 degrees/yr and at the edges of the model domain. ✓˙ values for later years in the
earthquake cycle are ⇠0 degrees/year. At  ⇤ = 105 Pa, the maximum rotation rate is ⇠14
degrees/yr at year 1 of the earthquake cycle and occurs at ±15.5 km from the fault trace.
Rotation rates at this background stress decay quickly, and the maximum value in year 10
is ⇠1 degree/yr and is at the edge of the model domain. When t > 10 years, the rotation
rate is ⇠ 0 degrees/yr. For  ⇤ = 106   107 Pa, rotation rates are highest at the fault until
the accumulated interseismic stress exceeds the background stress, after which maximum
rotation rates move away from the fault to locations where the accumulated interseismic
stress has not yet exceeded the background stress. For  ⇤   105 Pa, the ✓˙ order of magnitude
decreases with the increase in  ⇤. For  ⇤ = 108   109 Pa, the background stress is greater
than the accumulated interseismic stress over the entire earthquake cycle and values of ✓˙ are
⌧ 1 degree/yr and are always highest at the fault.
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of the earthquake cycle. At  ⇤ = 104 Pa and t = 1 year, minimum rotation rates (1.78
degrees/yr) are observed at the fault and maximum rotation rates occur beyond the model
domain. At the fault trace the stressing rate is 1.60⇥105 Pa/yr. With a background stress of
 ⇤ = 104 Pa, it will take much less than one year for the interseismic stress accumulation to
dominate the total stress tensor and for the maximum principal stress orientations to align
with the stressing rate tensor.
For background stress  ⇤ = 105 Pa, rotation rates of 12.88 degrees/yr occur at the fault
when t = 1. Here the accumulated interseismic stress at the fault is⇠160% of the background
stress and is the dominant feature of the total stress tensor. The stressing rate decays away
from the fault and is ⇠ 105 Pa/yr at ⇠ ±15.5 km from the fault (Figure 5.6), consistent
with the location of the maximum rotation rate. At t = 10 years the maximum rotation rate
is 1.08 degrees/yr and occurs at ± 50 km from the fault trace, or at the edge of the model
domain. Rotation rates are ⇠0 degrees/yr later in the earthquake cycle.
At  ⇤ = 106 Pa, the background stress is an order of magnitude higher than the stressing
rate and the total stress tensor is a combination of the regional background stress and the
accumulated interseismic stress. At t = 10 years the accumulated interseismic stress at the
fault is 1.60⇥106 Pa (the calculated stressing rate at the fault trace multiplied by 10 years),
or approximately the same as the background stress. At t = 10 years, the maximum rotation
rate begins moving away from the fault as the accumulated interseismic stress near the fault
exceeds  ⇤ and the principal stress orientations align with the interseismic stress. Thus the
maximum rotation rate (4.48 degrees/yr) in the first year of the earthquake cycle occurs
at the fault trace, but at year ten the maximum rotation rate (1.43 degrees/yr) occurs
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at ±⇠15.5 km from the fault. At year fifty the maximum accumulated tectonic stress is
8.01 ⇥ 106 Pa, or approximately eight times the background stress, and the accumulated
tectonic stress dominates the total stress tensor. At t = 50 years, the maximum rotation
rate (0.29 degrees/yr) occurs at the edge of the model domain, and later in the earthquake
cycle (t > 50 years) the rotation rate is ⇠0 degrees/yr.
For background stresses of  ⇤ = 107 Pa, the peak rotation rates occur on the fault trace
at t = 1, 10, and 50 years (maximum rotation rates of 0.46 degrees/yr, 0.45 degrees/yr,
and 0.28 degrees/yr, respectively). The location of the maximum rotation rate begins to
migrate away from the fault after year 50 and is located at ± 15.5 km from the fault. As
with before, the location of the maximum rotation rate is not surprising: at ±15.5 km the
tectonic stressing rate is ⇠ 1.0 ⇥ 105 Pa. After 100 years the accumulated tectonic stress
is ⇠ 1.0 ⇥ 107 Pa, or the same size as the background stress. At 150 years the maximum
rotation rate is located ±23.7 km from the fault and is 0.10 degrees/yr, and at 200 years the
maximum is at ±29.7 km and is 0.07 degrees/yr.
Between  ⇤ = 106 Pa and  ⇤ = 109 Pa, the maximum rotation rate at any point in
the earthquake cycle decreases by approximately an order of magnitude with each order
of magnitude increase in  ⇤, a result which follows from the rotation rate equation above.
For background stresses  ⇤ = 108 Pa and  ⇤ = 109 Pa, the background stress exceeds the
interseismic stress accumulation over the course of the entire earthquake cycle and the total
stress tensor is dominated by the  ⇤ term. Thus principal stresses are largely aligned with the
background stress throughout the earthquake cycle and rotations in the principal stress axes
are ⌧ 1 degree/yr (between 0-0.05 degrees/yr when  ⇤ = 108 Pa and ⇠ 0.005 degrees/yr
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when  ⇤ = 109 Pa).
5.6 Southern California stressing rates
To constrain the range of background stresses in southern California for which rotations
in the principal stress axes may be observed, we combine regional background stress tensors
with the stressing rate calculations from the Loveless and Meade (2011b) block model. The
Loveless and Meade (2011b) block model combines strain accumulation due to interseismic
locking of faults with microplate rotations and explicitly satisfies conservation of momentum.
Elastic deformation rates are calculated from the analytical solution for a displacement field
due to a dislocation in a uniform elastic half space (Okada, 1992). Stressing rates are
calculated using the fault slip rates (or slip deficit rates Okada, 1992) and the stressing rate
at each point is a result of the slip deficit on each fault in the southern California fault
system. To make our study most comparable to previous San Andreas focused studies, we
limit our study to the region ⇠50 km from the SAF fault trace, extending from the Indio
segment in the south to the Parkfield segment in the north. Stressing rates from 22,244
points within this model domain are used, representing a spatial density of one point every
⇠2 km. The model geometry and major southern California earthquakes since 1990 are
shown in Figure 5.7.
5.6.1 Principal stressing rate azimuths
Principal stressing rate azimuths for depths 1, 5, 9, and 15 km are shown in Figure 5.8.
These depths are chosen to allow for easy comparison to focal mechanism inversion studies
(e.g., Hardebeck and Hauksson, 2001) that report stress azimuths at several seismogenic
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Figure 5.7: Model geometry used in this study, as derived from the Loveless and Meade
(2011b) block model. Blue lines indicate faults. The red line indicates the portion of the
SAF we are considering in this study. Red stars show the epicenters of the June 28, 1992
MW = 7.3 Landers earthquake, the January 17, 1994 MW = 6.7 Northridge earthquake, and
the October 16, 1999 MW = 7.1 Hector Mine earthquake. The black circle indicates the city
of Los Angeles.
depths. The value, ✓, is equivalent to the angle used in the stress rotation calculations
described above. No background stress is added, and ✓ is the orientation of the tectonic
stress that accumulates over the earthquake cycle. All values of ✓ are reported in degrees
from north, where positive values indicate degrees east of north and negative values indicate
degrees west of north.
At 1 km depth, azimuths range from ±90 degrees, with a median value of 33.19 degrees
and a mean value of 27.44 degrees (Figure 5.8). As these values suggest, azimuths are dom-
inantly northeast trending. More than 46% of all calculated points have azimuths between
30-45 degrees. This result may not be surprising: an azimuth of ⇠45 degrees is broadly con-
sistent with the direction of relative motion between California and North America (DeMets
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and Dixon, 1999; DeMets and Stein, 1990) and the strike of the SAF. These results are
inconsistent with the maximum horizontal compressive stress orientations reported by Hard-
ebeck and Hauksson (2001), which have a mean orientation of 7 degrees and range from
 30 degrees to 45 degrees. At 1 km depth, stressing rate orientations along the SAF are
almost exclusively positive (northeastern) and typically range from ⇠ 30   40 degrees on
the San Bernardino and southern Mojave segments and ⇠ 40   50 degrees on the Carrizo
and northern Mojave segments. Estimates of the maximum horizontal compressive stress
direction from the Cajon Pass drilling site on the San Bernardino fault are consistent with
the stressing rate azimuths and range from 57 ± 19 degrees at depths of 1.75  3.5 km. The
two largest exceptions to the dominant northeastern azimuth trend occur in the north on
the Parkfield segment and in the south on the Indio segment, where stressing rates have neg-
ative azimuths. At Parkfield, stressing rate azimuths just east of the fault are subhorizontal
and range from  70 to  90 degrees before quickly reversing direction to 70 to 90 degrees.
West of the SAF trace azimuths are negative and range from  50   0 degrees. SAFOD
estimates of maximum horizontal stress orientations are not consistent with the Parkfield
stressing rate azimuths and are subvertical, making a 50 ± 17 degree angle with the SAF
(corresponding to an azimuth of ⇠7-20 degrees) at depths of 0.8   2.2 km. Just east of
the southern portion of the Indio segment azimuths are again northwestern and range from
 15  0 degrees. In contrast, Hardebeck and Hauksson (2001) report significant spatial het-
erogeneity in the maximum horizontal compressive stress orientations along the SAF. Values
range from ⇠  30  0 (on the Carrizo and San Bernardino segments) to ⇠15 degrees on the
Mojave and parts of the Indio segments. Hardebeck and Hauksson (2001) report maximum
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Figure 5.8: Principal stressing rate azimuths, ✓, for 1, 5, 9, and 15 km depth. Azimuths
are calculated in degrees east from north, where north is 0 degrees. At all depths azimuths
range from ±90 degrees. Here red colors indicate positive (western) azimuths and blue colors
indicate negative (eastern) azimuths.
compressive stresses of ⇠ 20 45 degrees. Our study area considers only the eastern portion
of this region, but typical stressing rate azimuths are lower than the mean and range from
0   20 degrees. However, just east of the Indio segment azimuths range from 20   40 de-
grees and are consistent with Hardebeck and Hauksson (2001) results. Loveless and Meade
(2011b) stressing rate azimuths north of the White Wolf fault and south of the Garlock fault
are typically 40   50 degrees, in contrast to the ⇠ 0   15 degrees reported by Hardebeck
and Hauksson (2001). Like Hardebeck and Hauksson (2001), we observe considerable het-
erogeneity in stressing rate azimuths in the Transverse Ranges and Los Angeles Basin, with
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azimuths trending both in the northeastern and northwestern direction such that, in gen-
eral, |✓|   30 degrees. (Hardebeck and Hauksson (2001) find maximum compressive stress
azimuths ranging from  30   45 degrees.) However, borehole breakouts from this region
are also heterogeneous, ranging from  59 ± 23 degrees in the eastern Los Angeles Basin
to 0 ± 14 degrees in the western Los Angeles Basin, 46 ± 16 degrees in the East Ventura
Basin/Central Transverse Ranges, 47 ± 22 degrees in the Central Ventura Basin, 20 ± 4
degrees in the Upper Ojai Valley just east of the San Gabriel fault, and 13 ± 9 degrees in
the Santa Barbara region (Wilde and Stock, 1997).
Principal stressing rate azimuths at 5 km depth (Figure 5.8) are nearly identical to those
at 1 km depth. Azimuths values range from ±90 degrees with a median value of 32.84 degrees
and a mean value of 27.11 degrees. Azimuths on the SAF are largely positive (northeastern),
but on the Parkfield segment there is a large (⇠100 km by ⇠50 km) region with negative
principal stress azimuths on the west side of the fault. Like at 1 km depth, the eastern side
of the Indio segment also has negative stressing rate azimuths. Hardebeck and Hauksson
(2001) maximum horizontal compressive stress azimuths at 5 km are also nearly identical
to those reported at 0 km and are typically negative ( 30   0 degrees) on the Carrizo and
San Bernardino segments and positive (⇠15 degrees) on the Mojave and parts of the Indio
segments. Stressing rate azimuths on the Mojave segment of the SAF and between the
White Wolf and Garlock faults range between 40  50 degrees, in contrast to the  30  20
degrees that Hardebeck and Hauksson (2001) find for the maximum horizontal compressive
stress for the same region. In the Transverse Ranges and the Los Angeles Basin there are
significant heterogeneities in the stressing rate azimuths, and regions switch from positive
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(>40 degrees) to negative (<-40 degrees) over ⇠5-20 km length scales.
At 9 km depth, the principal stress azimuths once again range between ±90 degrees
(Figure 5.8). The median azimuth is 32.43 degrees and the mean azimuth is 25.56 degrees.
At 9 km depth the transition from positve principal stress azimuths to negative azimuths on
the Parkfield segment of the SAF remains a robust feature. As with previous depths, negative
principal stress azimuths on the fault trace are <  40 degrees, while negative azimuths on
the west side range from  30   0 degrees, with higher values occurring closer to the SAF.
Principal stress azimuths on the Indio segment of the SAF are more northwestern than at
previous depths: on the fault trace, azimuths range from  50 to  90 degrees, and west of
the fault, azimuths range from ⇠  30   0 degrees. Azimuths on the Mojave and Carrizo
segments of the SAF between the White Wolf and Garlock faults are between 40   50
degrees, and significant spatial heterogeneity in the Transverse Ranges and Los Angeles
Basin is again observed (with |✓| >30 degrees and changing sign at length scales of ⇠ 5  20
km). We can compare these results to those from Hardebeck and Hauksson (2001) at 10
km depth. Maximum horizontal compressive stress orientations are nearly indistinguishable
from previous depths and are generally in poor agreement with the stressing rate azimuths
described above.
Principal stress azimuths at 15 km range from ± 90 degrees with a median value of 32.60
degrees and a mean of 20.15 degrees (Figure 5.8). Negative azimuths are more common at
this depth, as reflected in the mean azimuth value and in Figure 5.8. As with previous depths
there is a region of negative azimuths on the Parkfield segment of the SAF (<  70 degrees
⇠ 2 10 km east of the fault and then >70 degrees for the next ⇠ 2 10 km;  40 0 degrees
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for the ⇠60 km west of the fault). West of the SAF negative principal stress azimuths range
from  50 0 degrees, with more negative (western) values closer to the fault. Principal stress
azimuths are also negative on the San Bernardino and Indio segments of the SAF, ranging
 20 to  50 degrees and  30 to  90 degrees, respectively, on the fault strike and extending
east of Indio with values ranging from  20   0 degrees. Principal stressing rate azimuths
are positive and range from 20   40 degrees on the Carrizo and Mojave segments of the
SAF. As with previously discussed depths, the reported maximum horizontal compressive
stress orientations from Hardebeck and Hauksson (2001) are unchanged at 15 km depth.
As a result there is some overlap between the Loveless and Meade (2011b) stressing rate
azimuths and the lower bound of  30   10 degrees reported by Hardebeck and Hauksson
(2001) on the San Bernardino segment. At 15 km depth, the principal stress azimuths within
⇠ 2  5 km of the White Wolf fault are negative and range from  30 to  10 degrees. These
results are somewhat consistent with the Hardebeck and Hauksson (2001) observations of
maximum horizontal compressive stress orientations of ⇠  30   0 degrees on the central
portion of this fault but inconsistent with their observed positive orientations on the western
and eastern edges. Stressing rate azimuths on the Garlock and between the Garlock and
White Wolf faults are positive and range from 30  50 degrees, much higher than Hardebeck
and Hauksson (2001) observations of ⇠  25   20 degrees. In the Transverse Ranges and
the Los Angeles Basin, stressing rate azimuths are heterogeneous (|✓| > 30 degrees) and
change sign over ⇠ 5   20 km length scales. Hardebeck and Hauksson (2001) find only
positive maximum horizontal compressive stresses in this region, but locations where these
orientations are ⇠ 20   45 degrees are consistent with some stressing rate azimuths while
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inferences of ⇠ 0  15 degrees are not.
Other focal mechanism inversion estimates of maximum horizontal compressive stress
orientations in southern California do not di↵erentiate between seismogenic depths. Yang
and Hauksson (2013) find dominantly northwestern (⇠  30  0 degrees) maximum horizon-
tal compressive stresses near the SAF (though azimuths are positive and range from 0  30
degrees on the Indio segment). These results are not consistent with the principal stressing
rate azimuths described above, which are dominantly northeastern at all depths. Harde-
beck and Michael (2006) and Hardebeck and Michael (2004) report subvertical maximum
horizontal compressive stresses over nearly their entire southern California study area (and
specifically near the SAF), though trends are slightly northwestern on the San Bernardino
segments and slightly northeastern on the Indio segment. In general, these azimuths are
in poor agreement with the principal stressing rate orientations which, at 5 km depth, are
only subvertical (|✓| = 0  10 degrees) ⇠2-30 km west of Parkfield and ⇠ 2  60 km east of
Indio as well as in the vicinity of the Landers earthquake and sporadically in the Transverse
Ranges and the Los Angeles Basin.
5.6.2 Stressing rate magnitudes
Figure 5.9 shows the stressing rate magnitudes at 1, 5, 9, and 15 km depth. Magnitudes
are calculated using the equation:
|| ˙|| =
p
 ˙ :  ˙ =
p
 ˙xx ˙xx + 2 ˙xy ˙xy +  ˙yy ˙yy (5.26)
At 1 km depth, magnitudes range from 317.38 Pa/yr to 3.73 ⇥ 105 Pa/yr and have a
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Figure 5.9: Stressing rate magnitudes calculated from Loveless and Meade (2011b) for 1,
5, 9, and 15 km depth. Redder colors indicate higher magnitudes and white indicates low
magnitudes. Colors saturate at 2⇥ 104 Pa/yr. At 1, 5, and 9 km depth the highest stressing
rate magnitudes occur along faults, and particularly on the Parkfield and Indio segments
of the SAF. At 15 km depth stressing rate magnitudes on the Mojave and San Berardino
segments are smaller and high stressing rate magnitudes are concentrated on the Parkfield,
Carrizo, and Indio segments of the SAF, as well as on the San Gabriel and White Wolf faults.
median value of 8.78 ⇥ 103 Pa/yr and a mean value of 1.15 ⇥ 104 Pa/yr. Magnitudes are
highest on faults, with magnitudes > 105 Pa/yr occurring on the SAF fault trace on the
Parkfield and southern Indio segments and intermittently on the San Gabriel block and on
the small scale structures in the Los Angeles Basin. Stressing rate magnitudes are > 2⇥ 104
Pa/yr within ⇠10 km of the SAF on all segments except for the Mojave and central San
Bernardino segments, and magnitudes are > 1⇥ 104 Pa/yr within ⇠ 5  20 km of nearly all
faults considered in the model.
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Stressing rate magnitudes at 5 km depth are similar to those at 1 km depth: the mag-
nitudes range from 313.16 Pa/yr to 3.98 ⇥ 105 Pa/yr with a median value of 8.39 ⇥ 103
Pa/yr. Magnitudes > 105 Pa/yr occur at isolated points on the Parkfield and southern
Indio segments of the SAF as well as on at select locations on the San Gabriel block, in the
Los Angeles Basin, and on the eastern structures in the model. Stressing rate magnitudes
are > 2⇥ 104 Pa/yr within ⇠ 5  10 km of the SAF everywhere but the Mojave segment, on
the San Gabriel fault, throughout much of the Los Angles Basin, and on the northern San
Jacinto fault. Stressing rate magnitudes are > 1⇥ 104 Pa/yr on all major structures in the
model, with the exception of the eastern Garlock fault.
At 9 km depth, stressing rate magnitudes range from 279.43 Pa/yr to 4.52 ⇥ 105 Pa/yr
and have a median of 7.61 ⇥ 103 Pa/yr and a mean of 1.14 ⇥ 104 Pa/yr. Stressing rate
magnitudes are > 105 Pa/yr within ⇠ 2   3 km of the northern Indio segment of the SAF
and at isolated locations on the Parkfield segment, the San Gabriel block, the Los Angeles
Basin, and the southern San Jacinto fault. Unlike previous depths, stressing rate magnitudes
are > 2⇥ 104 Pa/yr within ⇠ 2  10 km everywhere on the SAF and San Jacinto faults, as
well as on the eastern side of the San Gabriel and through much of the Los Angles Basin.
Stressing rate magnitudes at 15 km depth show slightly di↵erent patterns than those at
previously described depths. Magnitudes represent a broader range: from 192.32 Pa/yr to
2.18⇥ 106 Pa/yr, but the median (4.32⇥ 103 Pa/yr) and mean (8.88⇥ 103 Pa/yr) are lower
than at shallower depths. Here stressing rate magnitudes > 105 Pa/yr are concentrated on
the San Gabriel fault and on the western half of the Garlock block, as well as scattered
throughout the Los Angeles Basin and on a ⇠5 km by ⇠5 km portion of the Parkfield
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segment of the SAF. Stressing rate magnitudes are only > 2 ⇥ 104 Pa/yr on the Parkfield
and northern Indio segments of the SAF, and stressing rate magnitudes on the San Berardino
segment fall between 1   2 ⇥ 104 Pa/yr. Magnitudes on the San Jacinto block are largely
between 5 ⇥ 103 Pa/yr and 1 ⇥ 104 Pa/yr, and the magnitudes on the Mojave segment of
the SAF largely fall between 1  5⇥ 103 Pa/yr.
5.7 Southern California principal stress rotations for a deviatoric back-
ground stress
To constrain the principal stress rotation rates in southern California we combine the
simple north-south stress regime (described in Equation 5.23) with the Loveless and Meade
(2011b) block model-derived southern California stressing rates. The total stress tensor
becomes:
 T =
2664  ⇤ +  ˙xxt  ˙xyt
 ˙xyt   ⇤ +  ˙yyt
3775 . (5.27)
The generalized principal stress rotation rate equation (Equation 5.4) reduces to:
✓˙ =   2 ˙xy 
⇤
4 ˙2xyt
2 + (2 ⇤ +  ˙xxt   ˙yyt)2
. (5.28)
We apply simple north-south and east-west background stresses (Equation 5.23) ranging
from  ⇤ = ±104 Pa to  ⇤ = ±109 Pa. To allow for direct comparison to rotation rates
from Hardebeck and Hauksson (2001) and stress rotations observed after the Landers and
Northridge earthquake main shocks (e.g., Hauksson, 1994; Zhao et al., 1997), we calculate
principal stress rotation rates at 5 km depth. This depth is also well within the seismogenic
175
region for aftershocks from these earthquakes (Hardebeck and Hauksson, 1997, 2001; Mori
et al., 2003; Sieh and Jahns, 1984).
5.7.1 Median principal stress rotation rates as a function of the background
stress
Rotation rates are dominantly positive (counterclockwise) when  ⇤ > 0 and dominantly
negative (clockwise) when  ⇤ < 0 (Figure 5.10), a result which follows from the largely
negative values of  ˙xx and  ˙yy stressing rates at 5 km depth (consistent with southern
California compression) and from Equation 5.28. Positive values of  ⇤ suggest extension in
the x-direction and contraction in the y-direction. Maximum median rotation rates for the
entire southern California region (Figure 5.10) decrease with higher magnitude background
stresses and over the course of the earthquake cycle. As demonstrated in plots of  ⇤ versus
the rotation rate, ✓˙, (Figure 5.10), at the six times in the earthquake cycle considered (t = 1,
10, 50, 100, 150, and 200 years) the maximum rotation rate shifts to the right, corresponding
to higher magnitude background stresses (Table 5.1). For positive values of  ⇤, the fastest
median southern California rotation rate in the first year of the earthquake cycle occurs when
 ⇤ = 104 Pa and is 11.82 degrees/yr. In year 10 of the earthquake cycle the fastest rotation
rate falls to 1.28 degrees/yr and occurs when  ⇤ = 104.87 Pa. By year 200 the fastest median
rotation rate is 0.06 degrees/yr and occurs when  ⇤ = 106.17 Pa. When  ⇤ is negative the
median rotation rates are also negative and the fastest rotation rates are somewhat smaller in
magnitude and occur at slightly smaller background stresses (Table 5.1). Like the positive
 ⇤ case, in year one of the earthquake cycle the fastest counterclockwise rotations occur
when  ⇤ =  104 Pa, but the rates are only -7.27 degrees/yr. In year 10 of the earthquake
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cycle, the fastest median rotation rate occurs when  ⇤ =  104.83 Pa and is -0.78 degrees/yr.
By year 200, the fastest median rotation rate is only -0.04 degrees/yr and occurs when
 ⇤ =  106.13 Pa. A complete list of the fastest median clockwise (positive rotation rates)
and counterclockwise (negative rotation rates) and the corresponding values of  ⇤ for years
1, 10, 50, 100, 150, and 200 in the earthquake cycle is provided in Table 5.1.
5.7.2 Regional southern California principal stress rotation rates at various back-
ground stresses
We also investigate the regional southern California principal stress axes rotation rates
as a function of twelve background stresses ranging from  ⇤ = ±104   ±109 Pa (Figures
5.10-5.22; Table 5.2). Median rotation rates at these background stresses and for the six
timesteps (t = 1, 10, 50, 100, 150, 200 years) are summarized in Table 5.2. When  ⇤ = 104
Pa (Figure 5.11, Table 5.2), principal stress axes rotations occur almost entirely in the first
year of the earthquake cycle. At year one, the maximum rotation rate is 281.75 degrees/yr
and the minimum rotation rate is -351.55 degrees/yr. The median rotation rate is 11.82
degrees/yr and the mean is 10.74 degrees/yr. Only ⇠0.2% of all points in the model have
|✓˙| > 100 degrees/yr. These points are located on isolated portions of the Parkfield and
Indio segments of the SAF and on the North Frontal faults east of the San Bernardino
segment of the SAF. |✓˙| > 20 degrees/yr occur to the east and west of the Parkfield, San
Bernardino, and Indio segments of the SAF, but not within ⇠ 5  10 km of the fault trace.
|✓˙| > 20 degrees/yr occurs across the SAF on the boundary between the San Bernardino
and Mojave segment. |✓˙| is > 10 degrees/yr for 61% of the modeled region, consistent with
median stressing rate magnitudes of ⇠ 103 Pa/yr. At a backgrounds stress of  ⇤ = 104
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Figure 5.10: N versus the regional southern California median principal stress axes rotation
rate, ✓˙ at six di↵erent times in the earthquake cycle (t = 1, 10, 50, 100, 150, and 200 years),
where  ⇤ = 10N Pa (red lines) or  ⇤ =  10N Pa (blue lines). As with the idealized case,
with each factor of 10 increase in time (t = 1, 10, 100), the magnitude of the rotation rate
decreases by 1. The fastest rotation rate shifts to higher values of N over the earthquake
cycle. Negative values  ⇤ (blue lines) have consistently smaller rotation rates than positive
values of  ⇤ at every time in the earthquake cycle.
Pa the accumulated tectonic stress is already a large proportion of the total stress tensor
in the first year of the earthquake cycle and the principal stress axes rotate to reflect this
component. By year 10, principal stress rotation rates are much smaller, ranging from 104.80
degrees/yr to -49.00 degrees/yr with a median value of 0.40 degrees/yr and a mean value
of 0.58 degrees/yr. The fastest rotation rates have moved away from fault traces: instances
where |✓˙| > 10 degrees occur ⇠ 30   50 km from the Parkfield and Indio segments of the
SAF and represent < 0.5% of all model points. By year 50 of the earthquake cycle, the
maximum rotation rate is 5.73 degrees/yr, the minimum is  3.19 degrees/yr, the median
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Earthquake Cycle (Years) t = 1        t = 10    t = 50    t = 100 t = 150 t = 200 
Max. Clockwise Median 
Rotation Rate               
(deg/yr)
11.82 1.28 0.26 0.13 0.09 0.06
Max. Clockwise σ*            
(Pa) 10
4.00 104.87 105.56 105.87 106.05 106.17
Max. Counterclockwise 
Median Rotation Rate  
(deg/yr)
-7.27 -0.78 -0.16 -0.08 -0.05 -0.04
Max. Counterclockwise σ* 
(Pa) -10
4.00 -104.83 -105.53 -105.83 -106.01 -106.13
Table 5.1: Table of the fastest clockwise (positive) and counterclockwise (negative) median
regional southern California rotation rate (from Figure 5.10) and the corresponding value of
 ⇤ for t =1, 10, 50, 100, 150, and 200 years in the earthquake cycle. As shown in Figure
5.10, rotation rates decrease by approximately an order of magnitude with each factor of 10
increase in time. The fastest median rotation rates occur at higher exponent values of  ⇤
as time increases. The fastest counterclockwise rotations are ⇠ 60% of the fastest clockwise
rotations and, with the exception of the first year in the earthquake cycle, occur at slightly
smaller magnitudes of  ⇤.
is 0.01 degrees/yr, and the mean is 0.02 degrees/yr. In year 100 the maximum rotation
rate is 0.55 degrees/yr, the minimum  1.14 degrees/yr, and the mean and median are ⇠0
degrees/yr. Rotation rates become increasingly smaller as the earthquake cycle progresses.
For  ⇤ = 105 Pa (Figure 5.12, Table 5.2), principal stress rotations are fastest through
the first 10 years of the earthquake cycle before becoming smaller as the earthquake cycle
progresses. In the first year, ✓˙ ranges from  53.76   27.61 degrees/yr with a median value
of 1.22 degrees/yr and a mean of 1.55 degrees/yr. |✓˙| is > 5 degrees/yr within ⇠5 km of
the Parkfield, Carrizo, northern San Bernardino, and Indio segments of the SAF, as well as
at several locations on the San Gabriel, Santa Susana, Sierra Madre, and Cucamonga faults
(bordering the San Gabriel block) and in the Transverse Ranges, the Los Angeles Basin,
and at isolated locations on the North Frontal fault. This result is consistent with locations
where stressing rate magnitudes are ⇠ 105 Pa/yr. At these locations the background stress
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median total rotation (degrees)
σ*             
(Pa)
t = 1      
year
t = 10   
years
t = 50   
years
t = 100 
years
t = 150 
years
t = 200 
years
1 - 200 years
104 11.82 0.40 0.01 < 0.01 < 0.01 << 0.01 32.89
105 1.22 1.18 0.16 0.04 0.02 0.01 36.83
106 0.12 0.12 0.13 0.12 0.09 0.06 21.42
107 0.01 0.01 0.01 0.01 0.01 0.01 2.43
108 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 0.24
109 << 0.01 << 0.01 << 0.01 << 0.01 << 0.01 << 0.01 0.02
-104 -7.27 -0.30 -0.01 > -0.01 > -0.01 >> -0.01 -21.20
-105 -1.14 -0.73 -0.10 -0.03 -0.01 -0.01 -24.64
-106 -0.10 -0.10 -0.10 -0.07 -0.05 -0.04 -14.90
-107 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -2.29
-108 > -0.01 > -0.01 > -0.01 > -0.01 > -0.01 > -0.01 -0.24
-109 >> -0.01 >> -0.01 >> -0.01 >> -0.01 >> -0.01 >> -0.01 -0.02
 median rotation rate (degrees/yr)
Table 5.2: Median rotation rate (degrees/yr) for background stresses  ⇤ = ±104   ±109
Pa at six di↵erent times in the earthquake cycle (t = 1, 10, 50, 100, 150, 200 years). For
 ⇤ = 108 Pa and  ⇤ = 109 Pa, the median rotation rates are positive but less than 0.01
degrees/yr. For  ⇤ =  108 Pa and  ⇤ =  109 Pa, the rotation rates are negative but larger
than -0.01 degrees/yr. The right column gives the median total rotation (in degrees) for the
entire earthquake cycle (years 1-200) for the corresponding values of  ⇤.
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and the accumulated tectonic stress contribute equally to the total stress tensor and we
expect the fastest rotations. In year 10 of the earthquake cycle, principal stress rotations
range from  146.00  111.83 degrees/yr (median: 1.18 degrees/yr; mean: 1.07 degrees/yr).
|✓˙| is > 2 degrees/yr ⇠5-20 km west (and east in the south) of the Parkfield segment and on
either side of the San Bernardino and Indio segments, suggesting that peak rotation rates
are moving away from the SAF fault trace to locations where the stressing rate magnitude is
smaller. ✓˙ = 2  3 degrees/yr on and within ⇠5 km of the San Jacinto fault, where stressing
rate magnitudes are lower than the SAF. At year 50 of the earthquake cycle, rotation rates
range from  14.85  22.45 degrees/yr and median and mean values are 0.16 degrees/yr and
0.18 degrees/yr, respectively. Here locations where ✓˙ > 1 degree/yr are concentrated ⇠50-80
km west of Parkfield and east of Indio. At year 100 of the earthquake cycle, the median
and mean rotation rates are 0.04 degrees/yr and 0.06 degrees/yr respectively (with a range
of  4.90  10.48 degrees/yr), and ✓˙ > 0.5 degree/yr occur ⇠65-90 km west of the Parkfield
and east of the Indio traces. Rotation rates become increasingly smaller as the earthquake
cycle progresses, though maximum and minimum values are always such that ✓˙ > 3 degrees
(though the median and mean values fall to <0.02 degrees/yr for each).
Background stress such that  ⇤ = 106 Pa (Figure 5.13, Table 5.2) is the first background
stress considered that is larger than the stressing rate magnitude everywhere in the model.
In the first year of the earthquake cycle, rotation rates range from  7.81  4.20 degrees/yr
and median and mean values are 0.12 degrees/yr and 0.15 degrees/yr, respectively. |✓˙| >
0.5 degrees/yr occur within ⇠2-10 km of the northern Parkfield, Carrizo, northern San
Bernardino, and Indio segments of the SAF. |✓˙| > 0.5 also occur on the faults bounding
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the San Gabriel block, in the Transverse Ranges, and in the Los Angeles Basin. In year
10 of the earthquake cycle, rotation rates range from  5.38   2.76 degrees/yr (the median
value is 0.12 degrees/yr and the mean value is 0.16 degrees/yr). |✓˙| > 0.5 occur in nearly
identical locations: now within ⇠2-10 km of the entire Parkfield segment, as well as on
the Carrizo, northern San Bernardino, and Indio segments of the SAF, Rotation rates are
also |✓˙| > 0.5 degrees/yr at at the boundary of the San Gabriel block, in the Transverse
Ranges, and on structures in the Los Angeles Basin. In year 50 of the earthquake cycle,
rotation rates range from  4.80   3.30 degrees/yr (with a median value of 0.13 degrees/yr
and a mean value of 0.14 degrees/yr). Rotation rates with |✓˙| > 0.5 degree/yr now start
⇠2 km west of northern Parkfield and ⇠2 km east of Indio (as well as at locations close
to or on the bounding structures of the San Gabriel block, in the Transverse Ranges, and
in the Los Angeles Basin). Rotation rates are ✓˙ = 0.3   0.5 degrees/yr at all locations
within ⇠15 km of the Parkfield, Indio, and northern San Bernardino segments, as well as
within 5-10 km of the San Jacinto, San Gabriel, Transverse Ranges, and Los Angles Basin
faults. In year 50 of the earthquake cycle, the maximum rotation rates are moving away
from the SAF as the accumulated tectonic stress becomes an equal or dominant contributor
to the total stress tensor. Rotation rates on the SAF, however, are not zero because of the
nontrivial contribution of the background stress to the total stress tensor. In year 100 of
the earthquake cycle, principal stress rotation rates range from  14.60   11.18 degrees/yr.
Median and mean rotation rate values are 0.12 degrees/yr and 0.11 degrees/yr, respectively.
The majority of locations where |✓˙| > 0.5 degree/yr occur ⇠15-0 km west of Parkfield and
east of Indio (though |✓˙| > 0.5 degree/yr at select locations on the North Frontal fault and
184
in the vicinity of the 1992 Landers earthquake). Similarly, locations with ✓˙ = 0.3   0.5
degrees/yr are concentrated ⇠5-20 km west of Parkfield and east of Indio as well as in
the southern Eastern California Shear Zone. ✓˙ = 0.2   0.3 degrees/yr occur on either side
(⇠ 5   30 km from the fault trace) of Parkfield and Indio, on the east side of northern
and southern San Bernardino, and on the San Jacinto fault. Rotation rates range from
 3.07   9.21 degrees/yr in year 150 of the earthquake cycle (here the median value is 0.09
degrees/yr and the mean value is 0.08 degrees/yr). Values of |✓˙| > 0.5 degrees/yr continue
to move away from the SAF (now ⇠ 10  30 km east of Parkfield and west of Indio as well
as ⇠5-10 km from northwest-southeast trending faults in the southern Eastern California
Shear Zone), ✓˙ = 0.1  0.5 degrees/yr does not occur within ⇠5 km of either the SAF or the
San Jacinto fault, suggesting that principal stress axes near these fault traces have aligned
with the accumulated tectonic stress.
When  ⇤ = 107 Pa (Figure 5.14, Table 5.2), principal stress rotation rates are small: over
200 years maximum rotation rate values range from 0.28  0.51 degrees/yr (smallest values
occur in years 50 and 100 and highest values in year 200) and minimum values range from
 1.37 to  0.37 degrees/yr (here the fastest negative rate occurs in year 200). At all times
the median rotation rate is 0.01 degrees/yr and the mean rotation rate is 0.02 degrees/yr.
In every year of the earthquake cycle the fastest rotation rates (|✓˙| > 0.1 degrees/yr) are
concentrated on the Parkfield and Indio segments of the SAF and at points bounding the
San Gabriel block and faults in the Los Angeles Basin. Points achieving these rotation rates
account for 0.6  0.9% of all points in the model. This result is consistent with the stressing
rate magnitudes at 5 km depth: maximum stressing rate magnitudes occur on the trace
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of the Parkfield and Indio segments of the SAF and are ⇠ 105 Pa/yr. At a background
stress of  ⇤ = 107 Pa it will take ⇠100 years for the accumulated tectonic stress to be an
approximately equal contributor to the total stress tensor at these locations, and even longer
(⇠1000 years) for it to become the dominant stress term. Thus principal stress rotations
will continue even at locations that experience maximum stressing rate magnitudes over the
entire 200 years we are considering here.
Similar behavior is observed for  ⇤ = 108 Pa (Figure 5.15, Table 5.2) and  ⇤ = 109 Pa
(Figure 5.16, Table 5.2) but principal stress rotation rates are smaller. When  ⇤ = 108 Pa,
rotation rates range from  0.08   0.04 degrees/yr. At  ⇤ = 109 Pa, ✓˙ < 0.01 degrees/yr.
At both background stresses the median and mean principal stress rotation rates are ⇠0
degrees/yr. The fastest rotation rates are concentrated at fault traces (and, in particular,
on the Parkfield and Indio segments of the SAF).
Principal stress rotations follow a similar pattern for negative values of  ⇤, which indicate
x-direction contraction and y-direction extension. When  ⇤ =  104 Pa (Figure 5.17, Table
5.2), principal stress axes rotation rates are highest in the first year of the earthquake cycle,
ranging from  144.47  136.25 degrees/yr with a median rotation rate of  7.27 degrees/yr
and a mean rotation rate of  6.53 degrees/yr. Rotation rates (|✓˙| > 15 degrees/yr) are
highest on the central western portion of the White Wolf fault and at isolated locations
on the structures bounding the San Gabriel block and in the Transverse Ranges and Los
Angeles Basin. ✓˙ <  15 degrees/yr also occur ⇠ 5   30 km east of northern Parkfield.
At this location on the fault trace the stressing rate magnitudes are ⇠ 105 Pa/yr and the
accumulated tectonic stress is already the dominant term in the stress tensor. It takes ⌧ 1
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year for principal stress axes to align with the tectonic component, and they will not continue
to rotate through the earthquake cycle. Principal stress axis rotations are |✓˙| > 10 degrees/yr
on the Carrizo, Mojave, and much of the San Bernardino segments of the SAF as well as on
the Garlock fault. By year 10 of the earthquake cycle, rotation rates are much smaller: while
they range from  15.64  38.55 degrees/yr, the median is  0.30 degrees/yr and the average
is  0.32 degrees/yr. Rotation rates on the northernmost SAF points in the model (north
Parkfield) are positive and range from 1  5 degrees/yr, but |✓˙| > 1 degrees/yr account for
only 4.6% of all points in the model. The largest concentration occurs ⇠ 40   50 km east
of Parkfield. By year 50 in the earthquake cycle, only 7.6% of rotation rates are |✓˙| > 0.05
degrees/yr.
For  ⇤ =  105 Pa (Figure 5.18, Table 5.2), principal stress rotations persist through the
first 10 years of the earthquake cycle and, to a smaller degree, through year 50. In the first
year rotation rates range from  40.23  74.93 degrees/yr and have a median value of  1.14
degrees/yr and a mean value of  1.42 degrees/yr. ⇠0.4% of points have stress rotations
|✓˙| > 10 degrees/yr, and these occur on the trace of the northern Parkfield and southern
Indio segments of the SAF and at isolated locations bounding the San Gabriel block and in
the Los Angeles Basin. |✓˙| = 5 10 degrees/yr on the northern Parkfield, Carrizo, and Indio
segments of the SAF. Rotation rates of this magnitude also occur on the faults bounding the
San Gabriel block, in the Transverse Ranges, and in the Los Angeles Basin. During the first
year of the earthquake cycle, rotation rates of |✓˙| > 1 degrees/yr occur on all faults in the
model. In year 10 of the earthquake cycle rotation rates range from 45.32 63.97 degrees/yr
and have a median and mean value of  0.73 degrees/yr and  0.65 degrees/yr, respectively.
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Here principal stress axes rotation rates |✓˙| > 2 degrees/yr account for < 0.7% of all points
(the largest concentration is east of the Parkfield segment of the SAF, but there are also
isolated points on the Indio segment, on the bounding faults of the San Gabriel fault, in the
Los Angeles Basin, and on the North Frontal fault), but rates |✓˙| > 1 degrees/yr account
for ⇠28% of all points. Rotation rates |✓˙| > 1   2 degrees/yr occur ⇠ 2   40 km from the
trace of the Parkfield and northern Carrizo segments of the SAF, as well as on the remainder
of the Carrizo segment, the Mojave and San Bernardino segments, the Garlock and White
Wolf faults, and on structures bounding the San Gabriel fault and in the Transverse Ranges
and Los Angeles Basin. At year 50, rotation rates range from  2.80   3.32 degrees/yr and
the median and mean are both equal to  0.10 degrees/yr. Rotation rates |✓˙| > 0.3 account
for just ⇠3% of all points, but 53% of points satisfy |✓˙| > 0.1 degrees/yr. The majority
of points for which ✓˙ = 0.3   0.5 occur east of the Parkfield trace. |✓˙| > 0.1 degrees/yr
also occurs  10 km from the San Jacinto fault trace. These results are consistent with the
calculated stressing rate magnitudes and  ⇤ =  105 Pa: near the SAF, where stressing rate
magnitudes are highest, the accumulated tectonic stress will become the dominant term in
the total stress tensor after ⇠10 years and principal stresses at the fault will stop rotating
(as they become aligned with the tectonic stress direction). Maximum stress rotations will
migrate away from the fault.
When  ⇤ =  106 Pa (Figure 5.19, Table 5.2), small-scale principal stress rotations occur
throughout the earthquake cycle. In the first year, rotation rates range from  4.33 6.38 de-
grees/yr (median and mean values are  0.12 degrees/yr and  0.15 degrees/yr, respectively).
Rotation rates such that |✓˙| > 0.5 degrees/yr occur on the trace of the northern Parkfield,
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Carrizo, northern San Bernardino, and Indio segments of the SAF and on the boundaries
of the San Gabriel block, the Transverse Ranges, and the Los Angeles Basin. |✓˙| > 0.2 de-
grees/yr occur everywhere on the SAF, San Jacinto, and San Gabriel block faults as well as
through much of the Transverse Ranges and Los Angeles Basin. Rotation rates in year 10 of
the earthquake cycle are similar: they range from  4.02  7.49 degrees/yr with median and
mean values of 0.11 degrees/yr and  0.14 degrees/yr, respectively. Slightly fewer points
have rotation rates |✓˙| > 0.5 degrees/yr, but they occur in the same locations as in year
1 of the earthquake cycle. As with year 1 of the earthquake cycle, |✓˙| is > 0.2 degrees/yr
everywhere on the SAF, San Jacinto, and San Gabriel block boundaries, and through much
of the Transverse Ranges and the Los Angeles Basin. In year 50, rotation rates are again
similar in range: from  4.59   1.74 degrees/yr. Median and mean values are both  0.10
degrees/yr. |✓˙| > 0.3 degrees/yr are rare and occur on and near the northern Parkfield seg-
ment of the SAF, on the boundaries of the San Gabriel block, and in the Los Angeles Basin.
|✓˙| > 0.2 degrees/yr occur on the Mojave, Carrizo, and San Bernardino traces of the SAF,
on the boundaries of the San Gabriel fault, and in the Transverse Ranges and Los Angeles
Basin. Rotation rates with these magnitudes also occur ⇠ 2   20 km east of the Parkfield
segment and at select locations on the North Frontal fault trace. Principal stress rotation
rates slow in year 100 of the earthquake cycle, and range from  4.53   6.40 degrees/yr
(median and mean rotation rate values are both  0.07 degrees/yr). |✓˙| > 0.2 degrees/yr
account for ⇠0.6% of all ponts, but |✓˙| > 0.1 degrees/yr make up ⇠28% of all modeled
points |✓˙| > 0.1 0.2 degrees/yr occur 2 40 km east of Parkfield. |✓˙| > 0.1 0.2 degrees/yr
on the Carrizo, Mojave, and San Bernardino segments of the SAF and at many locations
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along the North Frontal and San Gabriel block-bounding faults. As with the  ⇤ = 106 Pa
case, by year 100 the accumulated tectonic stress has likely become the dominant term in
the total stress tensor and the principal stress axes have stopped rotating. Rotations occur
where the accumulated tectonic stress is smaller and the principal stress axes continue to be
a function of both the region background stress and the tectonic stress.
For background stresses such that  ⇤ =  107 Pa (Figure 5.20, Table 5.2),  ⇤ =  108 Pa
(Figure 5.21, Table 5.2), and  ⇤ =  109 Pa (Figure 5.22, Table 5.2), it takes much longer
than the 200-year earthquake cycle considered here for the accumulated tectonic stresses
to dominate (⇠1000, 10,000, and 100,000 years, respectively, given maximum stressing rate
magnitudes of ⇠ 105 Pa/yr). As a result, maximum principal stress rotation rates are
typically at locations with the highest stressing rate magnitudes (typically on the northern
Parkfield, Carrizo, and Indio segments of the SAF and at points bounding the San Gabriel
block and in the Transverse Ranges and Los Angeles Basin). For  ⇤ =  107 Pa, rotation
rate values at these points are typically |✓˙| = 0.05 0.1 degrees/yr for all faults in the model.
Rotation rates are a factor 10 smaller when  ⇤ =  108 Pa. Here the fastest rotation rates are
typically |✓˙| = 0.005  0.01 degrees/yr and, again, occur on the northern Parkfield, Carrizo,
and Indio traces of the SAF, on boundaries of the San Gabriel block, and in the Transverse
Ranges and Los Angeles Basin. For  ⇤ =  109 Pa, rotation rates again decrease by an order
of magnitude (maximum |✓˙| = 0.0005   0.001 degrees/yr and occur in the same locations
described above).
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Figure 5.23: Locations of the four rotation rate profiles (blue) across the SAF. The model
blocks, from Loveless and Meade (2011b) are shown in red. Profile A crosses the SAF at
the Parkfield segment, Profile B at the Mojave segment, Profile C at the San Bernardino
segment, and Profile D at the Indio segment.
5.7.3 Principal stress rotation rate profiles across the San Andreas fault
To determine how rotation rates vary across the SAF, we find rotation rates on four
profiles across the SAF (Figure 5.23) on the Parkfield (Figure 5.24), Mojave (Figure 5.25),
San Bernardino (Figure 5.26), and Indio (Figure 5.27) segments. In all four profiles we
consider rotation rates at 5 km depth and within ±70 km from the SAF, background stresses
where  ⇤ = ±104 ±109 Pa, and times of 1, 10, 50, 100, 150, and 200 years in the earthquake
cycle. Across Parkfield (Profile A, Figure 5.24) rotation rates typically change sign across
the SAF for background stresses where  ⇤ = ±104 ±106 Pa. At these background stresses
the location of the maximum rotation rate moves away from the fault as the earthquake cycle
progresses. This trend is the most pronounced when  ⇤ =  106 Pa, and rotation rates are
highest (<  1 degree/yr) in the first year of the earthquake cycle right on the fault trace.
By year 50, the maximum rotation rate on the east of the fault is ⇠10 km from the fault
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Figure 5.24: Principal stress axes rotation rates (5 km depth), from west to east, for Profile
A across the Parkfield segment of the SAF at 1, 10, 50, 100, 150, and 200 years in the
earthquake cycle and for backgrounds stresses  ⇤ = ±104 ±109 Pa. The x-axis is distance
in kilometers. The fault trace is plotted as the thin black vertical line at ⇠70 km.
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Figure 5.25: Principal stress axes rotation rates (5 km depth), from west to east, for Profile B
across the Mojave segment of the SAF at 1, 10, 50, 100, 150, and 200 years in the earthquake
cycle and for backgrounds stresses  ⇤ = ±104 ±109 Pa. The x-axis is distance in kilometers.
The fault trace is plotted as the thin black vertical line at ⇠70 km.
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trace, and by year 200 it is ⇠30 km from the fault trace. When  ⇤ = ±107   ±109 Pa the
location of the maximum rotation rate does not change relative to the fault trace.
Across the Mojave segment of the SAF (Profile B, Figure 5.25), rotation rates change
with time for background stresses where  ⇤ = ±104   ±106 Pa, but the location of the
maximum rotation rates is approximately the same for all times in the earthquake cycle.
Here maximum rotation rates do not occur on the SAF, but rather ⇠35 km west of the fault
where the profile crosses the Santa Susana fault on the west side of the San Gabriel block
(Figure 5.23).
Rotation rates across the San Berardino segment of the SAF (Profile C, Figure 5.26) are
extremely complicated. This profile crosses the San Jacinto, SAF, and parts of the southern
Eastern California Shear Zone. When  ⇤ = ±107 ±109 Pa, rotation rates have a double peak
and the fastest rotation rates occur on the SAF trace (the second peak corresponds to the
San Jacinto fault trace). For these background stress values the location and magnitude of
the maximum rotation rates does not change significantly. When  ⇤ = 104 Pa, rotation rates
have a double peak, located ⇠35 from the SAF fault trace, in the first year of the earthquake
cycle. Here the magnitude of the accumulated tectonic stress (from the magnitude of the
stressing rate) is already larger than  ⇤, and the maximum rotation rate has shifted away
from the fault. The minimum rotation rate in year 1 occurs on the SAF. When  ⇤ = 105
Pa, maximum rotation rates occur on the SAF and San Jacinto fault traces in year 1 of the
earthquake cycle but shift ⇠35 km east in year 10 (with minimum rotation rates in year 10
and year 50 occurring at the SAF fault trace). When  ⇤ = 106 Pa, maximum rotation rates
occur at the SAF and San Jacinto fault traces in years 1 and 10 of the earthquake cycle.
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In year 50, maximum rotation rates occur on the San Jacinto fault trace (⇠0.4 degrees/yr)
and the maximum rotation rates in the vicinity of the SAF occur ⇠5 km west of the fault.
East of the fault, at a distance of ⇠110 km along the profile, rotation rates increase again
(⇠0.2 degrees/yr). In year 100, the rotation rate resembles the rotation rate from year 1
when  ⇤ = 104 Pa, with a minimum rotation rate at the SAF and maximum values ⇠35 km
east and west of the fault. The location of maximum rotation rates continues to move east
and west from the SAF with subsequent years in the earthquake cycle. When  ⇤ =  104
Pa, rotation rates in the first year of the earthquake cycle do not have the same double peak
structure and maximum rotation rates occur ⇠5 km east of the SAF. For  ⇤ =  105 Pa,
the fastest rotation rates occur on the trace of the SAF and San Jacinto in the first year
of the earthquake cycle, but in year 10 the fastest rotation rates occur ⇠5 km east of the
SAF and becomes slower moving in either direction. When  ⇤ =  106 Pa, rotation rates are
fastest on the San Jacinto and SAF fault traces during the first 10 years of the earthquake
cycle. By year 50, the maximum rotation rate has moved slightly (<5km) east of the SAF.
In subsequent years, maximum rotation rates continue to move away from the SAF, but
much more slowly than when  ⇤ = 106 Pa.
Rotation rates across the Indio segment of the SAF (Profile D, Figure 5.27) change sign
at the SAF trace for all background stresses. When  ⇤ = 104 Pa, the fastest rotation rates
occur ⇠15 km west and ⇠10 km east of the SAF in year 1 of the earthquake cycle and ⇠50
km east of the SAF in year 10. The location of the maximum rotation rate shifts dramatically
when  ⇤ = 105 Pa: from the SAF fault trace in year 1 to ±10  15 km in year 10, ⇠35 km
to the east in year 50, ⇠50 km to the east in year 100, and ⇠65 km to the east in year 150.
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Figure 5.26: Principal stress axes rotation rates (5 km depth), from west to east, for Profile
C across the San Bernardino segment of the SAF at 1, 10, 50, 100, 150, and 200 years in the
earthquake cycle and for backgrounds stresses  ⇤ = ±104 ±109 Pa. The x-axis is distance
in kilometers. The fault trace is plotted as the thin black vertical line at ⇠70 km.
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The rotation rate is ⇠0 degree/yr on the fault at every time but year 1. Similar, though less
pronounced, migration of the location of the maximum rotation rate occurs when  ⇤ = 106
Pa: the rotation rate is highest on the SAF trace in years 1 and 10 of the earthquake cycle
but moves east and west in subsequent years. Migration of the location of the maximum
rotation rate is less pronounced for negative background stresses. When  ⇤ =  104 Pa,
rotation rates are fastest at the SAF and immediately to the west of the fault trace in the
first year of the earthquake cycle, but in year 10 the fastest rotation occurs ⇠35 km to the
west. When  ⇤ =  105 Pa, rotation rates are again fastest at the fault trace in the first
year of the earthquake cycle and move ⇠5 km in either direction of the fault trace in year
10. For  ⇤ =  106 Pa, the maximum rotation rates occur on the SAF for years 1, 10, and
50 in the earthquake cycle before moving ⇠5 km east in subsequent years. For background
stresses where  ⇤ = ±107  ±109 Pa, rotation rates are fastest at the SAF trace and do not
change significantly in magnitude or location.
5.8 Comparison to previously reported stress rotation rates
5.8.1 Comparison to regional southern California estimates of stress rotation
rates
We can compare our calculated rotation rates to southern California rotation rates derived
from focal mechanism inversions (Hardebeck and Hauksson, 2001). Direct, quantitative
comparison between Hardebeck and Hauksson (2001) and the calculated results described
above is di cult, as Hardebeck and Hauksson (2001) do not provide a detailed quantitative
description of their southern California rotation rates.
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Figure 5.27: Principal stress axes rotation rates (5 km depth), from west to east, for Profile
D across the Indio segment of the SAF at 1, 10, 50, 100, 150, and 200 years in the earthquake
cycle and for backgrounds stresses  ⇤ = ±104 ±109 Pa. The x-axis is distance in kilometers.
The fault trace is plotted as the thin black vertical line at ⇠70 km.
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Figure 6. Rose diagrams of OH axis orientation during four time intervals. The focal mechanisms 
of earthquakes occurring during each time interval were inverted using the same technique as in 
Plate 1. The length of each sector indicates the percent of grid points at which the inversion 
result falls within a lø-wide bin. 
the grid points trends between due north and N10øE. 
In 1991-1994 and 1995-1999, oH for many points trends 
between N3øW and N7øE. This suggests a slight coun- 
terclockwise rotation of the stress axes since 1981. In 
the later time periods, there is also a more pronounced 
peak at -•N20øE. This secondary peak is due to the 
general clockwise rotations caused by the Landers and 
Northridge arthquakes and to increased activity in the 
ECSZ, where • is typically oriented -•N20øE. 
The temporal stress change at a given location can 
be quantified by fitting a constant rotation rate to the 
observed stress orientations for the four time intervals 
(Plate 4). Many of the regions which exhibit a high 
rotation rate, greater than -•l.5ø/yr, are in the vicinity 
of major earthquakes: 1992 Landers, 1994 Northridge, 
1987 Elm.re Ranch and Superstition Hills [Wald et al., 
1990], and 1995 Ridgecrest [Hauksson et al., 1995b]. As 
stress in the regions of major earthquakes tends to be 
highly heterogeneous, ome of the observed temporal 
changes may be artifacts of changes in spatial sampling. 
Other areas that exhibit high rotation rates are at the 
southern end of the Elsinore Fault, scattered locations 
near Cajon Pass, along the Garlock Fault near Tejon 
Pass, and along the San Andreas north of the Salton 
Sea. 
Rotations associated with the tectonic loading of a 
fault may be difficult to detect. The most that the 
OH axis could rotate would be from -•90 ø to the fault 
immediately following a major earthquake to -•45 ø by 
the time of the next event. If cr• rotates -•45 ø over 
-•200 years at a constant rate of -•0.2ø/yr, the rotation 
could not be easily detected because it is well below the 
noise level. If the rotation rate was variable, however, 
the rotation rate over a -•20-year time interval could be 
larger and may be detectable. It is therefore possible 
that the rotations along the San Andreas and Garlock 
faults may be related to tectonic loading. 
4.3. Stress Magnitude and Fault Strength 
Major earthquakes appear to have significant impact 
on stress orientation. Stress rotations and high levels 
of stress heteroõeneity are seen at the locations of the 
1933 Long Beach, 1952 Kern County, 1971 San Fer- 
nando, 1987 Superstition Hills, 1992 Landers, and 1994 
Northridge earthquakes. These perturbations imply 
that the background deviatoric stress magnitude is low, 
of the order of earthquake stress drop. If earthquake- 
induced stress changes were negligible compared to the 
deviatoric stress, they would not noticeably alter the 
stress field. 
The Landers earthquake appears to have rotated the 
stress axes in some regions by 15 ø (+10 ø) (Figure 2 
and Table 1, [Hauksson, 1994]). The premainshock and 
postmainshock seismicity is not collocated, so it is pos- 
sible that the apparent temporal stress rotation is due 
to differences in sampling of a region containing spa- 
tial variations in stress orientation. However, since the 
pre-Landers stress state does not show any significant 
spatial or temporal variation [Hauksson, 1994], it is not 
unreasonable to assume that the premainshock stress 
Figure 5.28: Reproduced from Hardebeck and Hauksson (2001), Figure 6. Rose diagrams of
 H axis orientation duri g four time intervals. The focal mechanisms of earthquakes during
each time interval were inverted using the same technique as in Hardebeck and Hauksson
(2001) Plate 1. The length of each sector indicates the percent of grid points at which the
inversion result falls within a 1 -wide bin.
 ⇤ =  105 Pa and the system is early (0  10 years) in the arthquake cycle.
Hardebeck and Hauksson (2001) also calculate regional rotatio rates, inferred from focal
mechanisms, over their entire study time frame, which spans the years 1981  1999. Again,
an in-depth quantitative comparison is di cult, however, one distinction is striking: where
Hardebeck and Hauksson (2001) find significant heterogeneity in the direction (sign) of rota-
tion, typically switching between positive and negativ values ove ess than a quarter degree
in longitude or latitude, our calculated rotation r tes ar much more uniform. While spatial
heterogeneity in rotation rate signs does exist in our results, when  ⇤ > 0 rotation rates
are predominantly positive and when  ⇤ < 0 rotation rates are predominantly negative (as
evidenced by the median rotation rates described above, in Figure 5.10, and in Table 5.1).
Hardebeck and Hauksson (2001) report rotation rates ranging from  2.0 2.0 degrees/yr
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over the entire region (with the exception of the Mojave dessert, where there are an insuf-
ficient number of earthquake events to determine the rotation rate). These rates are most
consistent with our results with background stresses such that  ⇤ = ±104 ±106 Pa. While
Hardebeck and Hauksson (2001) do not provide median or mean rotation rates for south-
ern California, it is clear that when  ⇤ = ±104 Pa rotation rates in the first year of the
earthquake cycle are much larger (median |✓˙| > 7 degrees/yr) than the results presented
here and are inconsistent with focal mechanism-derived rotation rates. However, in year
10 of the earthquake cycle the median rotation rates are 0.40 degrees/yr ( ⇤ positive) and
 0.30 degrees/yr ( ⇤ negative) and appear to be broadly consistent with the Hardebeck and
Hauksson (2001) results. By year 50 in the earthquake cycle, median rotation rates are more
than an order of magnitude smaller (median |✓˙| ⇠ 0.01 degrees/yr) and are too small to be
consistent with the majority of the Hardebeck and Hauksson (2001) rotation rates.
When  ⇤ = ±105 Pa, median rotation rates in year one of the earthquake cycle are 1.22
degrees/yr ( ⇤ positive) and  1.14 degrees/yr ( ⇤ negative), and in year 10 of the earth-
quake cycle median rotation rates are 1.18 degrees/yr ( ⇤ positive) and  0.73 degrees/yr ( ⇤
negative). Visual analysis of the Hardebeck and Hauksson (2001) results suggest these values
are broadly consistent with the focal mechanism results. In year 50 of the earthquake cycle,
median rotation rates are 0.16 degrees/yr ( ⇤ positive) and  0.10 degrees/yr ( ⇤ negative)
and may be consistent with the smallest focal mechanism-derived rotation rates, but in sub-
sequent time frames (100, 150, 200 years) median rotation rates are an order of magnitude
smaller and appear to be much smaller than the majority of the Hardebeck and Hauksson
(2001) results.
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When  ⇤ = ±106 Pa, median rotation rates are 0.12 degrees/yr ( ⇤ positive) and  0.12
degrees/yr ( ⇤ negative) in year 1 of the earthquake cycle, 0.12 degrees/yr and  0.11 de-
grees/yr in year 10 of the earthquake cycle, 0.13 degrees/yr and  0.10 degrees/yr in year 50,
and 0.12 degrees/yr and  0.07 degrees/yr in year 100. By year 150, |✓˙| is < 0.10 degrees/yr
for both positive and negative values of  ⇤. Here the median rotation rates from the first
⇠100 years of the earthquake cycle may be visually consistent with the smaller rotation rates
inferred from focal mechanisms (Hardebeck and Hauksson, 2001), but median rotation rates
from later in the earthquake cycle appear to be inconsistent with focal mechanism-derived
rotation rates.
Because of the spatial heterogeneity in rotation rate sign in Hardebeck and Hauksson
(2001) and the large scale rotation rate sign uniformity in our results, it is not possible
to say if positive or negative values of  ⇤ are more consistent with the focal mechanism
inversions for ✓˙. However, values of  ⇤ where | ⇤|   107 Pa have median rotation rate values
of |✓˙| < 0.02 degrees/yr and appear to be too small to be consistent with the Hardebeck and
Hauksson (2001) rotation rates.
5.8.2 Comparison to estimates of stress rotations in the vicinity of the Northridge
earthquake
Previous estimates of rotation rates in the vicinity of the 17 January 1994 Northridge
earthquake have been inferred from focal mechanism inversions and p-wave polarity studies
(Hardebeck and Hauksson, 2001; Zhao et al., 1997). Zhao et al. (1997) report +8 degrees of
p-axis rotation between February 1994 and August 1995 and another +8 degrees of rotation
between August 1995 and the end of that year, suggesting rotation rates of 5.33 degrees/yr
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Figure 5.29: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the January 17, 1994 MW = 6.7 Northridge earthquake. The
background stress is  bxx =   byy =  ⇤ = 104 Pa. Here red colors indicate positive rotation
rates, blue colors indicate negative rotation rates, and colors saturate at ±20 degrees/yr.
The black star indicates the location of the Northridge mainshock. At this background
stress rotation rates are very fast in the first year of the earthquake cycle but decay quickly
and are ⇠0 degrees/yr by year 50.
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Figure 5.30: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the January 17, 1994 MW = 6.7 Northridge earthquake. The
background stress is  bxx =   byy =  ⇤ = 105 Pa. Here red colors indicate positive rotation
rates, blue colors indicate negative rotation rates, and colors saturate at ±1 degrees/yr. The
black star indicates the location of the Northridge mainshock. At this background stress
rotation rates are nearly all > 1 degree/yr in the first 10 years of the earthquake cycle but
are typically < 1 degree/yr by year 50.
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Figure 5.31: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the January 17, 1994 MW = 6.7 Northridge earthquake. The
background stress is  bxx =   byy =  ⇤ = 106 Pa. Here red colors indicate positive rotation
rates, blue colors indicate negative rotation rates, and colors saturate at ±0.5 degrees/yr.
The black star indicates the location of the Northridge mainshock. Rotation rates are |✓˙| =
0.1  0.5 degrees/yr in the first 50 years of the earthquake cycle and become smaller in later
years.
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Figure 5.32: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the January 17, 1994 MW = 6.7 Northridge earthquake. The
background stress is  bxx =   byy =  ⇤ = 107 Pa. Here red colors indicate positive rotation
rates, blue colors indicate negative rotation rates, and colors saturate at ±0.08 degrees/yr.
The black star indicates the location of the Northridge mainshock. Rotation rates are rela-
tively constant over the entire earthquake cycle and are typically |✓˙| < 0.1 degrees/yr.
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and 24 degrees/yr in the respective time periods (and < 2 years into the earthquake cycle).
By the end of 1995, p-axis orientations are close to those prior to the earthquake. We
compare these rotation rates to our ✓˙ calculations for the first year of the earthquake cycle
and consider the region within 0.5  longitude and latitude of the epicenter of the Northridge
earthquake (a region spanning ⇠90 km in the east-west direction and ⇠97 km in the north-
south direction, 1717 points). A closer look at rotation rates in this region for background
stresses ranging from  ⇤ = ±104  ±109 Pa are shown in Figures 5.29 - 5.40.
During the first year of the earthquake cycle in the Northridge region, |✓˙| is > 5 degrees/yr
only when  ⇤ = ±104 Pa (Figures 5.29 and 5.35). When  ⇤ = 104 Pa (Figure 5.29), only ⇠7%
of the Northridge region rotation rates satisfy |✓˙| > 20 degrees/yr, and an equal number of
rotation rates are positive and negative. ⇠92% of rotation rates satisfy |✓˙| is > 5 degrees/yr,
and are dominantly positive, consistent with the Zhao et al. (1997) observations. Rotation
rates within ⇠ 5 100 km of the mainshock are positive and > 5 degrees/yr, and the largest
negative rotation rates occur⇠ 5 30 km east of the mainshock. When  ⇤ =  104 Pa (Figure
5.35), this pattern is reversed: < 3% of points have rotation rates where |✓˙| > 20 degrees/yr,
and 88% of points satisfy |✓˙| > 5 degrees/yr. Here rotation rates are predominantly negative,
with the exception of the region ⇠ 5 30 km east of the mainshock epicenter, where rotation
rates are positive. The bulk of these results are inconsistent with positive rotation rates
observed by p-axis rotation (Zhao et al., 1997), but the region to the east, where ✓˙ > 5
degrees/yr, is broadly consistent with p-axis results.
In contrast, Hardebeck and Hauksson (2001) find rotation rates that range from 2.0 2.0
degrees/yr in the vicinity of the Northridge mainshock. Data from this focal mechanism in-
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Figure 5.33: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the January 17, 1994 MW = 6.7 Northridge earthquake. The
background stress is  bxx =   byy =  ⇤ = 108 Pa. Here red colors indicate positive rotation
rates, blue colors indicate negative rotation rates, and colors saturate at ±0.008 degrees/yr.
The black star indicates the location of the Northridge mainshock. Rotation rates are rela-
tively constant over the entire earthquake cycle and are typically |✓˙| < 0.01 degrees/yr.
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Figure 5.34: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the January 17, 1994 MW = 6.7 Northridge earthquake. The
background stress is  bxx =   byy =  ⇤ = 109 Pa. Here red colors indicate positive rota-
tion rates, blue colors indicate negative rotation rates, and colors saturate at ±8 ⇥ 10 4
degrees/yr. The black star indicates the location of the Northridge mainshock. Rotation
rates are relatively constant over the entire earthquake cycle and are typically |✓˙| < 0.001
degrees/yr.
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Figure 5.35: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the January 17, 1994 MW = 6.7 Northridge earthquake. The
background stress is  bxx =   byy =  ⇤ =  104 Pa. Here red colors indicate positive rotation
rates, blue colors indicate negative rotation rates, and colors saturate at ±10 degrees/yr.
The black star indicates the location of the Northridge mainshock. At this background
stress rotation rates are very fast (<  5 degrees/yr) in the first year of the earthquake cycle
but decay quickly and are ⇠0 degrees/yr by year 50.
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version spans the time both before and after the Northridge earthquake, and it is impossible
to ascertain whether rotation rates are constant over the earthquake cycle or faster follow-
ing the Northridge event. While background stresses where  ⇤ = ±104 are consistent with
rotation rates from Zhao et al. (1997), the predicted rotation rates (typically |✓˙| > 5 de-
grees/yr) from these background stresses are more than two times higher than those found
by Hardebeck and Hauksson (2001).
In the Northridge region when  ⇤ = 105 Pa (Figure 5.30) and t = 1 year, most rotation
rates range from |✓˙| = 1  5 degrees/yr, where |✓˙| > 5 degrees/yr accounts for ⇠11% of the
region and |✓˙| > 1 degrees/yr ⇠93% of the region. Rotation rates are predominantly positive
(though they are negative to the east of the mainshock), and while rotation rates right at the
mainshock are > 1 degree/yr, just to the south, east, and north they range form |✓˙| = 0.5 1
degrees/yr. Rotation rates for this region and at this background stress are slightly slower
in year 10 of the earthquake cycle, with < 1% of points satisfying typically |✓˙| > 5 and
⇠79% of points satisfying typically |✓˙| > 1 degrees/yr. Here all points within ⇠5 km of the
mainshock have a rotation rate > 1 degree/yr. By year 50 in the earthquake cycle, < 1% of
points have a rotation rate |✓˙| > 1 degrees/yr. When   =  105 Pa (Figure 5.36), rotation
rates are dominantly negative but follow a similar pattern: in year 1 of the earthquake cycle
10% of points satisfy |✓˙| > 5 degrees/yr and 93% of points satisfy |✓˙| > 1 degrees/yr. Within
⇠ 2   10 km of the epicenter, rotation rates range from  0.5 degrees/yr to  1 degree/yr.
In year 10 of the earthquake cycle < 1% of points have rotation rates |✓˙| > 5 and only 64%
have rotation rates |✓˙| > 1 degrees/yr. In the region of the epicenter (within ⇠ 10  20 km),
rotation rates range between  0.5 degrees/yr to  1 degrees/yr. |✓˙| < 0.5 degrees/yr by year
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Figure 5.36: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the January 17, 1994 MW = 6.7 Northridge earthquake. The
background stress is  bxx =   byy =  ⇤ =  105 Pa. Here red colors indicate positive rotation
rates, blue colors indicate negative rotation rates, and colors saturate at ±5 degrees/yr. The
black star indicates the location of the Northridge mainshock. At this background stress
rotation rates are nearly all > 1 degree/yr in the first 10 years of the earthquake cycle but
are typically < 0.5 degrees/yr by year 50.
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Figure 5.37: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the January 17, 1994 MW = 6.7 Northridge earthquake. The
background stress is  bxx =   byy =  ⇤ =  106 Pa. Here red colors indicate positive rotation
rates, blue colors indicate negative rotation rates, and colors saturate at ±0.5 degrees/yr.
The black star indicates the location of the Northridge mainshock. Rotation rates are |✓˙| =
0.1   0.5 degrees/yr in the first 50 years of the earthquake cycle and become smaller later
in later years.
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Figure 5.38: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the January 17, 1994 MW = 6.7 Northridge earthquake. The
background stress is  bxx =   byy =  ⇤ =  107 Pa. Here red colors indicate positive rotation
rates, blue colors indicate negative rotation rates, and colors saturate at ±0.1 degrees/yr.
The black star indicates the location of the Northridge mainshock. Rotation rates are rela-
tively constant over the entire earthquake cycle and are typically |✓˙| < 0.1 degrees/yr.
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Figure 5.39: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the January 17, 1994 MW = 6.7 Northridge earthquake. The
background stress is  bxx =   byy =  ⇤ =  108 Pa. Here red colors indicate positive rotation
rates, blue colors indicate negative rotation rates, and colors saturate at ±0.01 degrees/yr.
The black star indicates the location of the Northridge mainshock. Rotation rates are rela-
tively constant over the entire earthquake cycle and are typically |✓˙| < 0.01 degrees/yr.
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Figure 5.40: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the January 17, 1994 MW = 6.7 Northridge earthquake. The
background stress is  bxx =   byy =  ⇤ =  109 Pa. Here red colors indicate positive ro-
tation rates, blue colors indicate negative rotation rates, and colors saturate at ±1 ⇥ 10 4
degrees/yr. The black star indicates the location of the Northridge mainshock. Rotation
rates are relatively constant over the entire earthquake cycle and are typically |✓˙| < 0.001
degrees/yr.
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50 in the earthquake cycle.
Rotation rates in the Northridge region are typically |✓˙| = 0.1   0.5 degrees/yr when
 ⇤ = ±106 Pa (Figures 5.31 and 5.37) in the first 50 years of the earthquake cycle (and smaller
in later years) and are smaller than those determined by Hardebeck and Hauksson (2001).
Thus while it is possible to say that our model with  ⇤ = ±105 Pa is largely consistent with
rotation rates from Hardebeck and Hauksson (2001), it is not possible to determine which
of these two background stresses is most consistent with the focal mechanism inversions. In
both our models and the rates determined by Hardebeck and Hauksson (2001), there is some
heterogeneity in the sign of the rotation rate. Further, it is notable that our models do not
predict large (e.g., |✓˙| = 1 2 degrees/yr) rotation rates after year 50 in the earthquake cycle
while Hardebeck and Hauksson (2001) use data from both before and after the Northridge
mainshock to calculate their rotation rates.
5.8.3 Comparison to estimates of stress rotations in the vicinity of the Landers
earthquake
Very little can be said about the temporal evolution of the regional stress field after the
June 28, 1992 Landers earthquake. Some focal mechanism studies have inferred a 7    20 
change in the orientation of the principal stresses following the earthquake (Hardebeck and
Hauksson, 2001; Hauksson, 1994), but unlike Northridge, a temporal analysis of the stress
field following the earthquake is not available. Using focal mechanism data from 1981 1999,
Hardebeck and Hauksson (2001) infer a rotation rate of ⇠1.5 degrees/yr. The rotation rate
from Hardebeck and Hauksson (2001) is largely positive, although some spatial heterogeneity
in the rotation rate sign may be inferred. To explore our calculated rotation rates in the
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Figure 5.41: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the June 28, 1992 MW = 7.3 Landers earthquake. The background
stress is  bxx =   byy =  ⇤ = 104 Pa. Here red colors indicate positive rotation rates, blue
colors indicate negative rotation rates, and colors saturate at ±20 degrees/yr. The black
star indicates the location of the Landers mainshock. At this background stress rotation
rates are ⇠ 20 degrees/yr in the first year of the earthquake cycle but decay quickly and are
⇠ 0 degrees/yr by year 50.
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Figure 5.42: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the June 28, 1992 MW = 7.3 Landers earthquake. The background
stress is  bxx =   byy =  ⇤ = 105 Pa. Here red colors indicate positive rotation rates, blue
colors indicate negative rotation rates, and colors saturate at ±1 degrees/yr. The black star
indicates the location of the Landers mainshock. At this background stress rotation rates
are largely > 1 degree/yr in the first 10 years of the earthquake cycle but are typically < 0.5
degrees/yr by year 50.
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Landers region in more detail, we consider a region within 0.5  longitude and latitude of the
earthquake epicenter (⇠92 km by 110 km, 2078 points). We consider background stresses
with  ⇤ = ±104  ±109 Pa, shown in Figures 5.41 - 5.52.
When  ⇤ = 104 Pa (Figure 5.41), rotation rates are > 20 degrees/yr during the first year
of the earthquake cycle at the earthquake epicenter and are inconsistent with the rotation
rates from Hardebeck and Hauksson (2001). When  ⇤ =  104 Pa (Figure 5.47), rotation
rates are approximately the right order of magnitude in the first year of the earthquake cycle:
|✓˙| = 1   2 degrees/yr at the earthquake epicenter, > 2 degrees/yr north and east of the
mainshock, and 5   10 degrees/yr south and west of the Landers event (in the vicinity of
the Joshua Tree earthquake). However, with the exception of a ⇠40 km by ⇠10 km region
just east of the epicenter with |✓˙| = 0.1   2 degrees/yr, all rotation rates are negative and
appear to be inconsistent with focal mechanism inversions (Hardebeck and Hauksson, 2001).
By year 10 in the earthquake cycle all rotation rates are |✓˙| < 0.5 degrees/yr.
When  ⇤ = 105 Pa (Figure 5.42), model-predicted rotation rates are more consistent with
those from focal mechanism inversions. In the first year of the earthquake cycle, rotation
rates are > 1 degree/yr over ⇠58% of the model domain (40% of the model domain has
rotation rates ✓˙ = 1   3 degrees/yr). At the location of the Landers mainshock, rotation
rates range between ✓˙ = 0.1  1 degrees/yr. East of the epicenter, rotation rates are slightly
negative (✓˙ <  0.5 degrees/yr). In year 10 of the earthquake cycle, rotation rates are largely
the same: ✓˙ is > 1 degree/yr for 75% of the Landers region and ✓˙ = 1   3 degrees/yr for
59% of the same area. |✓˙| = 2   4 degrees/yr in the vicinity of the mainshock and for
> 30 km south, west, and northwest. By year 50 in the earthquake cycle, rotation rates at
34.0
34.5
t = 1 Years t = 10 Years t = 50 Years
243.5 244.0
34.0
34.5
t = 100 Years
243.5 244.0
t = 150 Years
Longitude
243.5 244.0
t = 200 Years
 
 
σ* = 106
θ˙
(d
eg
/
y
r)
−0.5
−0.25
0
0.25
0.5
Figure 5.43: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the June 28, 1992 MW = 7.3 Landers earthquake. The background
stress is  bxx =   byy =  ⇤ = 106 Pa. Here red colors indicate positive rotation rates, blue
colors indicate negative rotation rates, and colors saturate at ±0.5 degrees/yr. The black
star indicates the location of the Landers mainshock. At this background stress rotation
rates are largely |✓˙| = 0.1  0.5 degrees/yr over much of the earthquake cycle.
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Figure 5.44: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the June 28, 1992 MW = 7.3 Landers earthquake. The background
stress is  bxx =   byy =  ⇤ = 107 Pa. Here red colors indicate positive rotation rates, blue
colors indicate negative rotation rates, and colors saturate at ±0.08 degrees/yr. The black
star indicates the location of the Landers mainshock. Rotation rates are relatively constant
over the entire earthquake cycle and are typically |✓˙| < 0.1 degrees/yr.
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Figure 5.45: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the June 28, 1992 MW = 7.3 Landers earthquake. The background
stress is  bxx =   byy =  ⇤ = 108 Pa. Here red colors indicate positive rotation rates, blue
colors indicate negative rotation rates, and colors saturate at ±0.008 degrees/yr. The black
star indicates the location of the Landers mainshock. Rotation rates are relatively constant
over the entire earthquake cycle and are typically |✓˙| < 0.01 degrees/yr.
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Figure 5.46: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the June 28, 1992 MW = 7.3 Landers earthquake. The background
stress is  bxx =   byy =  ⇤ = 109 Pa. Here red colors indicate positive rotation rates, blue
colors indicate negative rotation rates, and colors saturate at ±8 ⇥ 10 4 degrees/yr. The
black star indicates the location of the Landers mainshock. Rotation rates are relatively
constant over the entire earthquake cycle and are typically |✓˙| < 0.001 degrees/yr.
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Figure 5.47: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the June 28, 1992 MW = 7.3 Landers earthquake. The background
stress is  bxx =   byy =  ⇤ =  104 Pa. Here red colors indicate positive rotation rates, blue
colors indicate negative rotation rates, and colors saturate at ±10 degrees/yr. The black
star indicates the location of the Landers mainshock. At this background stress rotation
rates are  1 to  10 in the first year of the earthquake cycle but decay quickly and are ⇠ 0
degrees/yr by year 50.
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Figure 5.48: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the June 28, 1992 MW = 7.3 Landers earthquake. The background
stress is  bxx =   byy =  ⇤ =  105 Pa. Here red colors indicate positive rotation rates, blue
colors indicate negative rotation rates, and colors saturate at ±5 degrees/yr. The black star
indicates the location of the Landers mainshock. At this background stress rotation rates
are typically |✓˙| < 2 degrees/yr in the first year of the earthquake cycle but are typically
|✓˙| < 1 degree/yr by year 10.
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this background stress are < 0.5 degrees/yr in the Landers region. When  ⇤ =  105 Pa
(Figure 5.48), ✓˙ is typically |✓˙| < 2 degrees/yr and is |✓˙| < 0.5 degrees/yr in the vicinity
of the earthquake epicenter. Rotation rates are predominantly negative. By year 10 in the
earthquake cycle, only 9% of the Landers area has |✓˙| > 1 degree/yr. These results are
inconsistent with Hardebeck and Hauksson (2001) rotation rate directions and magnitudes.
When  ⇤ = ±106 Pa (Figures 5.43 and 5.49), rotation rates in the Landers area are
|✓˙| < 0.5 degrees/yr over the entire earthquake cycle and often |✓˙| < 0.1 degrees/yr. These
rotation rates are an order of magnitude smaller than the > 1.5 degrees/yr rate inferred
from Hardebeck and Hauksson (2001).
5.9 Discussion
5.9.1 Estimates of accumulated tectonic stress in the context of other known
stresses
The total tectonic stress accumulated over the course of the earthquake cycle is the
tectonic stressing rate multiplied by the duration of the earthquake cycle. In the models
presented here we have considered a 200-year earthquake cycle. Stressing rate magnitudes
(Figure 5.9), as previously discussed, range from 313.16 Pa/yr to 3.98⇥ 105 Pa/yr at 5 km
depth, but on the SAF the majority of stressing rate magnitudes fall between 1   6 ⇥ 104
Pa/yr. Over a 200-year earthquake cycle, then, the total accumulated stress magnitude in
southern California ranges from 6.26 ⇥ 104 Pa to 7.96 ⇥ 107 Pa. The median accumulated
tectonic stress is 1.68 ⇥ 106 Pa/yr, and on the SAF the accumulated tectonic stress values
typically range between 2⇥ 106 Pa/yr and 1.2⇥ 107 Pa/yr.
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Figure 5.49: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the June 28, 1992 MW = 7.3 Landers earthquake. The background
stress is  bxx =   byy =  ⇤ =  106 Pa. Here red colors indicate positive rotation rates, blue
colors indicate negative rotation rates, and colors saturate at ±0.5 degrees/yr. The black
star indicates the location of the Landers mainshock. At this background stress rotation
rates are typically |✓˙| < 0.1  0.5 degrees/yr over the entire earthquake cycle
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Figure 5.50: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the June 28, 1992 MW = 7.3 Landers earthquake. The background
stress is  bxx =   byy =  ⇤ =  107 Pa. Here red colors indicate positive rotation rates, blue
colors indicate negative rotation rates, and colors saturate at ±0.1 degrees/yr. The black
star indicates the location of the Landers mainshock. Rotation rates are relatively constant
over the entire earthquake cycle and are typically |✓˙| < 0.1 degrees/yr.
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Figure 5.51: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the June 28, 1992 MW = 7.3 Landers earthquake. The background
stress is  bxx =   byy =  ⇤ =  108 Pa. Here red colors indicate positive rotation rates, blue
colors indicate negative rotation rates, and colors saturate at ±0.01 degrees/yr. The black
star indicates the location of the Landers mainshock. Rotation rates are relatively constant
over the entire earthquake cycle and are typically |✓˙| < 0.01 degrees/yr.
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Figure 5.52: Principal stress axes rotation rates at 5 km depth within 0.5  longitude and
latitude of the epicenter of the June 28, 1992 MW = 7.3 Landers earthquake. The background
stress is  bxx =   byy =  ⇤ =  109 Pa. Here red colors indicate positive rotation rates, blue
colors indicate negative rotation rates, and colors saturate at ±1 ⇥ 10 4 degrees/yr. The
black star indicates the location of the Landers mainshock. Rotation rates are relatively
constant over the entire earthquake cycle and are typically |✓˙| < 0.001 degrees/yr.
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We consider these values in the context of other estimates of stress at 5 km depth. At
this depth the lithostatic stress, defined as  L = ⇢gh, where ⇢ is the crustal density (2600
kg/m3, Dziewonski and Anderson, 1981), g is gravity (9.8 m/s2), and h is the depth (5 km), is
1.27⇥108 Pa. This value is nearly an order of magnitude higher than the highest accumulated
tectonic stresses and is two orders of magnitude higher than the median accumulated tectonic
stress.
Similarly, we consider the accumulated tectonic stresses as compared to the strength of
crustal rocks. Rock strength, typically determined by the stress at which rocks fracture,
is reported as the di↵erence between maximum and minimum principal stresses in three
dimensions, or  1  3. As a result, direct comparisons to the magnitude of the accumulated
tectonic stress may not be appropriate, but rock strengths provide a useful context for
considering the accumulated tectonic stress. At depths of ⇠5 km, the di↵erential stress at
which rocks fracture is on the order of several MPa, or ⇠ 1  10⇥ 108 Pa (Brace et al., 1966;
Byerlee, 1967; Hadley, 1975; Scholz, 2002). As with the lithostatic stress, these values are
nearly a factor of 10 higher than the maximum accumulated tectonic stress and a factor of
100 higher than the median accumulated tectonic stress.
Finally, we compare the accumulated tectonic stress to theoretical models of rupture
dynamics and propagation. Many models are nondimensional (e.g., Fliss et al., 2005; Kame
et al., 2003) and cannot be compared to our accumulated tectonic stress magnitudes. How-
ever, model simulations of the Landers earthquake have used stresses comparable to the
lithostatic and rock strength values. In one estimation for the Landers earthquake, the ini-
tial stress in the y-direction,  0yy, is taken to be 5⇥ 107 Pa at 3.3 km and 1⇥ 108 Pa at 6.6
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km. All other values are normalized to the  0yy value (Fliss et al., 2005). In a finite element
approach to dynamic rupture modeling the regional background stress is  1 = 3⇥108 Pa and
 2 = 1⇥ 108 Pa, but at site of the Landers rupture nucleation  2 = 7⇥ 107 Pa. Again, these
stresses are typically higher than the calculated accumulated tectonic stress. Lower values
(5  7⇥ 107 Pa) are consistent with upper estimates of the accumulated tectonic stress, but
higher values (1  3⇥ 108 Pa) are close to a factor of 10 higher.
5.9.2 Comparing stressing rate models
The Loveless and Meade (2011b) block-model derived stressing rates may be directly
compared to other stressing rate contributions to the Community Stress Model that satisfy
the conservation of momentum constraints (Aagaard and Hardebeck, 2013). Of these con-
tributions, quantitative comparisons are only currently possible between the block model
stressing rates and an approach that combines a four-dimensional model composed of con-
nected vertical faults in an elastic plate overlying a Maxwell viscoelastic halfspace with a
Coulomb stress model (Smith-Konter and Sandwell, 2009). To enable a direct comparison
between these two models we calculate the Coulomb failure stressing rates (Figure 5.53) for
the Loveless and Meade (2011b) results. The Coulomb failure stress,  f , is a measure of
the normal and shear stress resolved on a fault plane (King et al., 1994), and we define the
Coulomb failure stressing rate as:
 ˙f =  ˙xy   µ ˙n (5.29)
where  ˙xy is the shear stressing rate, µ is the coe cient of friction, and  ˙n is the normal
stressing rate acting on the fault (King et al., 1994; Okada, 1992). Positive Coulomb failure
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values suggest the fault is getting closer to failure (King et al., 1994). Here we have followed
King et al. (1994) and taken µ = 0.4. The Coulomb failure stressing rates are resolved on
the SAF and are calculated from the strike of the closest SAF fault segment. In all, 101
di↵erent fault segments with individual strikes are considered in the calculation.
The calculated Coulomb failure stressing rates are shown in Figure 5.53. Rates are highest
on the northern Parkfield, Carrizo, and northern Indio segments of the SAF (corresponding
to the Parkfield, Carrizo, Coachella, and Palm Springs segments from Smith-Konter and
Sandwell, 2009). On these segments the Coulomb failure stressing rates range from 2.0  
3.5 ⇥ 104 Pa/yr. These values are at least two times lower than Parkfield estimates of
7.0 ⇥ 104 Pa/yr (Smith-Konter and Sandwell, 2009) but are higher than previous Coulomb
failure stressing rate estimates of 1.1⇥ 104 Pa/yr and 1.8⇥ 104 Pa/yr on the Palm Springs
and Coachella segments, respectively (here collectively referred to as the northern Indio
segment, Smith-Konter and Sandwell, 2009). The 2.0   3.5 ⇥ 104 Pa/yr Coulomb failure
stressing rate is in good agreement with the Smith-Konter and Sandwell (2009) estimates of
2.3 ⇥ 104 Pa/yr on the Carrizo segment. Block model-derived Coulomb stressing rates on
the San Bernardino segment of the SAF are between 1.5  2.5⇥ 104 Pa/yr and are slightly
higher than the 0.5 ⇥ 104 Pa/yr estimated by Smith-Konter and Sandwell (2009). Loveless
and Meade (2011b) Coulomb stressing rates are lowest on the Mojave segment of the SAF
and range from 1.0 1.5⇥104 Pa/yr, consistent with the Smith-Konter and Sandwell (2009)
Coulomb stressing rate calculations of 1.4⇥ 104 Pa/yr for this segment. On the San Jacinto
fault, Loveless and Meade (2011b) Coulomb failure stressing rates range from 1.0 1.8⇥104
Pa/yr in the north to 0.4 1.0⇥104 Pa/yr in the south. Northern San Jacinto fault values are
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Figure 5.53: Coulomb failure stressing rates resolved on the SAF from the Loveless and
Meade (2011b) block model-derived stressing rates at 5 km depth. Here red colors indicate
positive values and blue colors indicate negative values. Colors are saturated at ±2 ⇥ 104
Pa/yr. Coulomb failure stressing rates are highest on the northern Parkfield, Carrizo, and
northern Indio segments of the SAF. Here Coulomb failure stressing rates range from 2.0 
3.5 ⇥ 104 Pa/yr. The Coulomb failure stressing rate is 1.0   2.5 ⇥ 104 Pa/yr on the San
Bernardino segment and 1.0  1.5⇥ 104 Pa/yr on the Mojave segment.
consistent with Smith-Konter and Sandwell (2009) estimates of a 1.7⇥ 104 Pa/yr Coulomb
failure stressing rate.
While the Coulomb stressing rate calculations for the two models do not always agree,
they are consistent for the Carrizo and Mojave segments of the SAF and within a factor of
2-3 on all segments of the southern SAF. These results suggest that while some di↵erences
in calculated principal stress rotation rate might be expected from the Smith-Konter and
Sandwell (2009) stressing rate model, the magnitude of principal stress rotation rates at
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di↵erent background stresses may be relatively robust to changes in the stressing rate model.
We may expect the largest discrepancies in the vicinity of the Parkfield and San Bernardino
segments of the SAF where the largest disagreements between the two stressing rate models
occur. It should be noted, however, that the Coulomb failure stressing rates discussed here
are relevant only in the vicinity of the SAF. A quantitative analysis of the di↵erences between
the stressing rate models at points at a distance from the SAF is not possible, as quantitative
information on the Smith-Konter and Sandwell (2009) stressing rates is not available.
5.9.3 Median total principal stress axes rotations and implications for measuring
stress fields in southern California
Rotation rate results, described above, provide some understanding of the total principal
stress rotations that may be expected over the course of a ⇠200 year earthquake cycle. To
find the total principal stress axes rotation over the entire earthquake cycle we calculate the
median rotation rate for each of the twelve background stresses described above at each year
in the 200-year earthquake cycle. We then sum the rotation rates to find the total principal
stress axes rotation. Results for the median total rotation at each background stress are
summarized in Table 5.2.
The median total principal stress rotations occur when  ⇤ = 105 Pa (36.83 degrees when
 ⇤ is positive and  24.64 degrees when  ⇤ is negative). Median rotation rates are fastest
in the first 10 years of the earthquake cycle, but this period only accounts for ⇠36% ( ⇤
positive) and ⇠38% ( ⇤ negative) of the total stress rotation. By year 50, 84% ( ⇤ positive)
and 83% ( ⇤ negative) of the total stress rotation has already occurred, suggesting that
for background stresses of this magnitude, stress measurements in the first 50 years of the
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earthquake cycle will best capture principal stress rotations.
For background stresses with  ⇤ = ±106 Pa, median total principal stress rotations
are 21.42 degrees ( ⇤ positive) and  14.60 degrees ( ⇤ negative). Here rotation rates are
relatively constant over the entire 200-year earthquake cycle, with only ⇠59% ( ⇤ positive)
and ⇠ 64% ( ⇤ negative) of the median total principal stress rotations complete by year
100. While these results suggest that stress measurements from any point in the earthquake
cycle may reveal principal stress axes rotations, in any 10-year period, median total stress
rotations will be < 1.3 degrees. For background stresses of this magnitude it is likely that
stress measurements from many di↵erent times in the earthquake cycle will best be able to
capture the stress axes rotations.
For  ⇤ = ±107 Pa, the total median principal stress axes rotation is |✓| < 3 degrees over
the entire earthquake cycle, and for  ⇤ = ±108 Pa and  ⇤ = ±109 Pa, |✓| is < 1 degree
over the entire earthquake cycle. Detection of these small-scale stress rotations would likely
require dense sampling across the entire earthquake cycle and stress azimuth precision to a
hundredth or thousandth of a degree.
As described previously, several authors have worked to characterize the state of stress
in southern California through direct measurements of borehole breakouts and focal mecha-
nism inversions (Abers and Gephart, 2001; Hardebeck and Hauksson, 2001; Hardebeck and
Michael, 2006; Hauksson, 1994; Hickman and Zoback, 2004; Shamir and Zoback, 1992; Tow-
nend and Zoback, 2004; Wilde and Stock, 1997; Zhao et al., 1997; Zoback and Healy, 1992).
Reported uncertainties for borehole breakouts in southern California range from 4    23 
(Hickman and Zoback, 2004; Shamir and Zoback, 1992; Townend and Zoback, 2004; Wilde
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and Stock, 1997; Zoback and Healy, 1992) and focal mechanism and p-axis inversions report
5    30  error bars (Abers and Gephart, 2001; Hardebeck and Hauksson, 2001; Hardebeck
and Michael, 2006; Hauksson, 1994; Zhao et al., 1997). These uncertainties suggest that
we may not be able to capture even the highest (>35 degrees) total stress field rotation
calculated above and that with the data available thus far it may not be possible to distin-
guish between the background stress magnitudes. Future stress studies, with dense temporal
sampling, binning by earthquake cycle time, and smaller uncertainties may have more suc-
cess in determining if principal stress rotations are occurring and in distinguishing between
prospective background stress magnitudes.
5.9.4 Additional mechanisms for stress loading
In the approach above we have combined a constant regional background stress of di↵erent
magnitudes with a tectonic stressing rate derived from block model calculations. However,
several processes may alter stress fields on a local level and may play a significant role in
altering the expected principal stresses and principal stress rotation rates.
Several authors have documented local static stress changes following large earthquake
events. Focal mechanism studies have found ⇠ 10    15  of rotation in the maximum
horizontal stress following the MW = 6.7 Coalinga earthquake. In the vicinity of the MW =
6.1 Joshua Tree earthquake one focal mechanism study reports a change in principal stress
axis orientation from N14 E to N28 E following the Joshua Tree event and then a rotation
back to N16 E following the nearby MW = 7.3 Landers earthquake (Hauksson, 1994). The
Landers earthquake itself is estimated (from focal mechanism studies) to have rotated the
principal stress axes by ⇠ 7    20  (Hardebeck and Hauksson, 2001; Hauksson, 1994).
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Other studies have explored the changes in the static Coulomb failure stress, static stress
drop, and rate and state friction following major earthquakes and have suggested that these
events locally alter the stress field to promote or inhibit future earthquake ruptures (Freed
et al., 2007; Harris and Simpson, 2002; King et al., 1994; Price and Bu¨rgmann, 2002; Steacy
et al., 2005; Stein, 1999; Toda et al., 2005). Indeed, estimates of the Landers-induced static
Coulomb failure stress change in the region of the MW = 7.1 Hector Mine earthquake range
from  3  3 MPa, or  3  3⇥ 107 Pa (Harris and Simpson, 2002; Parsons and Dreger, 2000;
Scientists of the US Geological Survey et al., 2000). The static stress drops associated with
large earthquakes may also locally alter the stress field, and stress drops for the Landers,
Northridge, and Hector Mine earthquakes have been estimated as 3.5  20 MPa, 11.8 MPa,
and 10 MPa, respectively (Hardebeck and Hauksson, 2001; King et al., 1994; Mayeda and
Walter, 1996; Price and Bu¨rgmann, 2002; Sieh et al., 1993). If these local Coulomb failure
stress changes and static stress drops are combined with the background stresses and stressing
rates we have considered here, they may significantly alter the local stress fields and change
the principal stress rotation rates.
An additional mechanism for local stress variations may be viscoelastic stress relaxation
and transfer (Freed et al., 2007; Steacy et al., 2005; Zeng, 2001). Several authors have pro-
posed that viscoelastic stress transfer may explain the temporal proximity of the Landers
and Hector Mine earthquakes. Here the viscoelastic relaxation of the lower crust and upper
mantle allows for a time dependent stress transfer to adjacent regions. Viscoelastic Coulomb
failure stress changes from the Landers earthquake in the vicinity of the Hector Mine earth-
quake, which occurred 7 years after the Landers mainshock, have been estimated at 0.02 0.2
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MPa (Masterlark and Wang, 2002; Pollitz and Sacks, 2002; Zeng, 2001). Viscoelastic stress
loading has also been proposed as a mechanism to explain ⇠2 year decay in aftershocks
following the Northridge earthquake (Deng et al., 1999).
Other mechanisms for modifying the local stress field include local and temporal varia-
tions in the pore fluid pressure (Cocco and Rice, 2002; Masterlark and Wang, 2002; Nur and
Booker, 1972; Steacy et al., 2005). Additionally, some evidence exists for local stress loading
as a result of geothermal energy and hydrocarbon production and from mining activities
(Richardson and Jordan, 2002; Trifu and Felher, 1998).
The processes described above may significantly alter the local stress fields and result in
considerable heterogeneity in the regional southern California total stress tensor. Such spatial
heterogeneity in the total stress tensor may, in turn, result in more spatially heterogeneous
rotation rates than those we have shown here. Local variations in the total stress tensor may
also account for the discrepancy between the previously reported extremely heterogeneous
rotation rates (Hardebeck and Hauksson, 2001) and the more regionally uniform rotation
rates described above.
Finally, the rotation rates described above are valid for the simple, purely north-south
and east-west background stress tensor we have described. Some regional and magnitude
di↵erences may be expected with alternative constructions of the background stress tensor.
In addition, the models described above have assumed a regionally constant background
stress tensor. Spatially heterogeneous rotation rates (e.g., Hardebeck and Hauksson, 2001)
may be explained by a regionally heterogeneous background stress. Current data, however,
does not constrain the nature of the background stress.
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5.10 Conclusion
We have presented an analytical solution for the rotation rate of the principal stress axes
as a function of the background stress, the stressing rate, and the time in the earthquake
cycle. To constrain the range of background stresses over which principal stress axes rotations
may be observed, we have performed a sensitivity analysis of the di↵erent input parameters.
The interseismic rotation rates of the principal stress axes across an idealized fault are
calculated by combining the classic homogeneous elastic halfspace cut by an infinitely long
strike-slip fault with a constant north-south east-west background stress of magnitude 104 
109 Pa.
To constrain the range of rotation rates in southern California, we have combined a block
model-derived interseismic stressing rate model with a regionally uniform north-south east-
west background stress at 12 di↵erent magnitudes ranging from ±104  ±109 Pa. We have
also calculated the median total rotation in the axes of principal stress expected from these
background stresses and found that maximum rotation occurs when ± ⇤ = 105 Pa. The
fastest rotation rates occur in the first year of the earthquake cycle with ± ⇤ = 104 Pa.
Rotation rates are relatively constant over the entire earthquake cycle when  ⇤ = ±106 Pa.
Our results show that for a purely north-south and east-west oriented background stress,
the maximum median total principal stress rotation over the entire earthquake cycle is 36.83
degrees and occurs when  ⇤ = 105 Pa. Previously estimated stress rotation rates are consis-
tent with background stresses of  ⇤ = ±104 Pa (for the Northridge earthquake, Zhao et al.,
1997) and  ⇤ = ±105 Pa (for regions in the vicinity of major southern California earth-
quakes of the past 30 years, Hardebeck and Hauksson, 2001). However, at these background
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stresses, these rotation rates persist for only the first 0   20 years of the earthquake cycle
before the total stress axes align with the tectonic stressing rate and rotation rates approach
zero. We have shown that at background stresses of  ⇤ = ±106 Pa, median values of |✓˙| are
< 0.15 degrees/yr over the entire earthquake cycle and it will take ⇠ 100 years to accumulate
median total stress rotations of 10 degrees. When  ⇤ = ±107 Pa, median total stress axes
rotations are < 3 degrees over the entire 200-year earthquake cycle, and when | ⇤|   108 Pa,
median total stress axes rotations are < 0.5 degrees over the 200-year earthquake cycle.
The results described above suggest that a dense spatial and temporal sampling of the
crust may be required to fully capture the nature of proposed interseismic principal stress
rotations. Previous studies of the state of stress in southern California from borehole break-
outs and focal mechanism inversions suggest that uncertainties in stress measurements range
from 4  30 degrees (Abers and Gephart, 2001; Hardebeck and Hauksson, 2001; Hardebeck
and Michael, 2006; Hauksson, 1994; Hickman and Zoback, 2004; Shamir and Zoback, 1992;
Townend and Zoback, 2004; Wilde and Stock, 1997; Zhao et al., 1997; Zoback and Healy,
1992). With the exception of the case of a low background stress ( ⇤ = ±104   ±105 Pa)
immediately (0   20 years) following a large earthquake, median total stress rotations over
10 years may be < 1   2 degrees and <⇠ 0.15 degrees in a single year. Results from this
study suggest that measurement techniques with precisions of < 1 degree may be required
to determine if rotations in the principal stress axes are occurring.
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Chapter 6
Conclusions and future work
This thesis has developed tools to make testable predictions of fault slip rates, and it
has principal stress axes rotation rates and applied these methods to continental boundary
regions in Tibet and southern California. Chapter 2 presented a new deformable microplate
modeling technique that combines discrete slip on frictionless faults (microplate boundaries)
with continuous deformation in microplate interiors. These two-dimensional, two-stage, lin-
ear elastic models are driven by Dirichlet and force boundary conditions and make fault slip
rate predictions. In Chapter 2, we presented the methodology for these DM models and
solved two idealized problems simulating continental collisions.
In Chapter 3, we applied the DM modeling approach to a simple ten-microplate repre-
sentation of the India-Asia boundary zone and the Tibetan plateau. We tested a suite of
displacement and force boundary conditions to determine the parameters that best predict
slip rates on major Tibetan faults and the observed southeastern extrusion of Tibetan crustal
material (Meade, 2007). We found that a model with a Dirichlet boundary condition on the
eastern three-quarters of the Himalayan Range Front and a force boundary condition along
the southeastern margin was the only model that could accurately predict slip rates on the
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Altyn Tagh and Karakorum faults, left-lateral slip along the entire Kunlun fault, and the
southeastern extrusion of Tibet.
Chapter 4 presented a DM model for the southern California fault system and the San
Andreas fault. We tested a range of models from fully continuous (all Pacific-North America
plate motion on the western boundary) to fully localized (all Pacific-North America plate
motion isolated on the San Andreas fault). By minimizing the weighted sum of squared
residuals between geologic and geodetic measurements of the slip rate on the San Andreas
and the model-predicted slip rates, we found that a model with ⇠36 mm/yr of localized slip
beneath the San Andreas and ⇠14 mm/yr of displacement on the western boundary could
best explain San Andreas fault slip rates.
In Chapter 5, we explored the evolution of the southern California stress field. We de-
veloped an analytical equation, derived from Mohr’s Circle, for the axes of principal stress
rotation rate as a function of the background stress, stressing rate, and time in the earth-
quake cycle. We then performed a parameter sensitivity test to determine under what range
of values of background stress and stressing rate there are observable rotations in the prin-
cipal stress axes. Using the equations for an infinitely long strike-slip fault in an elastic
halfspace underlain by a viscoelastic layer (Savage and Burford, 1973; Savage and Prescott,
1978), we calculated the principal stress rotation rates for an idealized strike-slip fault at
di↵erent background stresses. Finally, we combined a block model-derived southern Califor-
nia stressing rate model (Loveless and Meade, 2011b) with a regional background stress to
constrain the range of hypothetical background stresses for which rotations in the southern
California stress field might be observed. These results were then compared to previous
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estimates of rotation rates.
The tools developed here make testable predictions of fault slip rates and principal stress
rotation rates, thus allowing us to explore the range of initial and boundary conditions that
are required to reproduce tectonic observations. Future work may extend the DM models
presented here to other regions or to three dimensions. The principal stress axes rotation
calculations presented here neglect viscoelastic relaxation and other stress loading e↵ects,
and the incorporation of these elements may result in more accurate and more heterogeneous
rotation rates. In addition, a denser temporal and spatial sampling of faults and stress fields,
with increased precision, will provide additional information against which the predictions
presented here may be compared.
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