We show how wall-crossing formulas in coupled 2d -4d systems, introduced by Gaiotto, Moore and Neitzke, can be interpreted geometrically in terms of the deforma-
INTRODUCTION
In the mathematical physics literature, wall-crossing formulas (WCFs for short) express the dependence of physically admissible ground states ("BPS states") in a class of theories 1 on certain crucial parameters ("central charge"). For instance the WCF in coupled 2d -4d systems introduced by Gaiotto, Moore and Neitzke in [8] governs wall-crossing of BPS states in N = 2 supersymmetric 4d gauge theory coupled with a surface defect. This generalizes both the formulas of Cecotti-Vafa [1] in the pure 2d case and those of Kontsevich-Soibelman in the pure 4d case [7, 12] .
From a mathematical viewpoint, in the pure 2d case the WCFs look like braiding identities for matrices representing certain monodromy data (Stokes matrices, see e.g. [6] ). On the other hand Kontsevich-Soibelman [12] start from the datum of the ("charge") lattice Γ , endowed with an antisymmetric ("Dirac") pairing 〈·, ·〉 D : Γ × Γ → , and define a Lie algebra closely related to the Poisson algebra of functions on the algebraic torus ( * ) rk Γ .
Then their WCFs are expressed in terms of formal Poisson automorphisms of this algebraic torus.
In the coupled 2d -4d case studied in [8] the setting becomes rather more complicated.
In particular the lattice Γ is upgraded to a pointed groupoid , whose objects are indices {i , j , k · · · } and whose morphisms include the charge lattice Γ as well as arrows parametrised by ∐ i j Γ i j , where Γ i j is a Γ -torsor. Then the relevant wall-crossing formulas involve two types of formal automorphisms of the groupoid algebra [ ]: type S , corresponding to Cecotti-Vafa monodromy matrices, and type K , which generalize the formal torus automorphisms of Kontsevich-Soibelman. The main new feature is the nontrivial interaction of automorphisms of type S and K . These 2d -4d formulas have been first studied with a categorical approach by Kerr and Soibelman in [10] . In this paper we take a very different point of view. We show how a large class of 2d -4d formulas can be constructed geometrically by using the deformation theory of holomorphic pairs, given by a complex manifoldX together with a holomorphic bundle E .
Our construction is a variant of the remarkable recent results of Chan, Conan Leung and Ma [2] . That work shows how consistent scattering diagrams, in the sense of Kontsevich-Soibelman and Gross-Siebert (see e.g. [9] ) can be constructed via the asymptotic analy- In the present paper we introduce an extension˜ of the tropical vertex group whose definition is modelled on the deformation theory of holomorphic pairs (X , E ). In our applications,X is defined as above and E is a holomorphically trivial vector bundle onX . In order to simplify the exposition we always assumeX has complex dimension 2, but we believe that this restriction can be removed along the lines of [2] . Our first two main results
give the required generalization of the construction of Chan, Conan Leung and Ma. We briefly highlight the main steps of the construction, which follows closely that of [2] , adapting it to pairs (X , E ).
Step 1 We first introduce a symplectic dgLa as the Fourier-type transform of the Kodaira-Spencer dgLa KS(X , E ) which governs deformation of the pair (X , E ). Although the two dgLas are isomorphic, we find that working on the symplectic side makes the results more transparent. In particular we define the Lie algebrah as a subalgebra, modulo terms which vanish as ħ h → 0, of the Lie algebra of infinitesimal gauge transformations on the symplectic side. The extension of the tropical vertex group is then defined as˜ . . = exp(h).
Step 2.a Starting from the data of a wall in a scattering diagram, namely from the automorphism θ attached to a line P , we construct a solution Π supported along the wall, i.e. such that there exists a unique normalised infinitesimal gauge transformation ϕ which takes the trivial solution to Π and has asymptotic behaviour with leading order term given by log(θ ) (see Proposition 3.17). The gauge-fixing condition ϕ is given by choosing a suitable homotopy operator H .
Step 2.b Let D = {w 1 , w 2 } be an initial scattering diagram with two non-parallel walls. By
Step 2.a., there are Maurer-Cartan solutions Π 1 , Π 2 , which respectively supported along the walls w 1 , w 2 . Using Kuranishi's method we construct a solution Φ taking as input Π 1 + Π 2 , of the form Φ = Π 1 + Π 2 + Ξ, where Ξ is a correction term. In particular Ξ is computed using a different homotopy operator H.
Step 2.c By using labeled ribbon trees we write Φ as a sum of contributions Φ a over a ∈ 2 ≥0 prim , each of which turns out to be independently a Maurer-Cartan equation (Lemma 4.15). Moreover we show that each Φ a is supported on a ray of rational slope, meaning that for every a , there is a unique normalised infinitesimal gauge transformation ϕ a whose asymptotic behaviour is an element of our Lie algebrah (Theorem 4.16 ). The transformations ϕ a allow us to define the saturated scattering diagram D ∞ (Definition 4.20) from the solution Φ.
Note that in fact the results of [2] have already been extended to a large class of dgLas (see [5] ). For our purposes however we need a more ad hoc study of a specific differentialgeometric realization of KS(X , E ): for example, there is a background Hermitian metric on E which needs to be chosen carefully.
We can now discuss the application to 2d -4d wall-crossing. As we mentioned WCFs for coupled 2d -4d systems involve automorphisms of type S and K . In Section 5 we consider their infinitesimal generators (i.e. elements of the Lie algebra of derivations of Aut( [ ][[t ]])), and we introduce the Lie ring L Γ which they generate as a [Γ ]-module.
On the other hand we construct a Lie ringL generated as [Γ ]-module by certain special elements of the extended tropical vertex Lie algebra for holomorphic pairs,h. Our main result compares these two Lie rings. This result shows that a saturated scattering diagram with values in (the formal group of )L is the same as a 2d -4d wall-crossing formula. Thus, applying our main construction with suitable input data, we can recover a large class of WCFs for coupled 2d -4d systems from the deformation theory of holomorphic pairs (X , E ). At the end of Section 5 we show how this works explicitly in two examples.
1.1. Plan of the paper. The paper is organized as follows: in Section 2 we provide some background on deformations of holomorphic pairs in terms of differential graded Lie algebras, and on scattering diagrams, according to the definition given by Gross-Pandharipande-Siebert [9] . In Section 3, we construct a deformation Π, supported on a wall w of a scattering diagram. In Section 4, given an initial scattering diagram D = {w 1 , w 2 } with two non-parallel walls, we first construct a solution Φ from the input of the solutions Π 1 and Π 2 supported respectively on w 1 and w 2 . Then from the asymptotic analysis of Φ we compute the consistent scattering diagram D ∞ . Finally in Section 5 we recall the setting of wall-crossing formulas in coupled 2d -4d systems and prove our correspondence result, Theorem 5.6, between 2d -4d wall-crossing and deformations of holomorphic pairs. DefineX . . = T M /Λ to be the total space of the torus fibrationp :X → M and similarly define X . . = T * M /Λ * . Then, let {y 1 ,y 2 } be the coordinates on the fibres ofX (U ) with respect to the basis ∂ ∂ x 1 , ∂ ∂ x 2 , and define a one-parameter family of complex structures onX :
Notice that a set of holomorphic coordinates with respect to J ħ h is defined by z j . . =y j +i ħ h x j , j = 1, 2; in particular we will denote by w j . . = e 2πi z j . On the other hand X is endowed with
where {y j } are coordinates on the fibres of X (U ).
In the next section we are going to consider the limit as ħ h → 0, which corresponds to the large volume limit of the dual torus fibration (X , ω ħ h ). This is motived by mirror symmetry which predicts that quantum corrections to the complex side should arise in the large volume limit.
Deformations of holomorphic pairs.
Let E be a rank r holomorphic vector bundle onX with fixed hermitian metric h E . We are going to set up the deformation problem of the pair (X , E ), with the approach of differential graded Lie algebras (dgLa) following [4] and [13] . 
where F E is the Chern curvature of E (defined with respect to the hermitan metric h E and the complex structure∂ E ). The symbol is the contraction of forms with vector fields; in particular since F E is of type (1, 1) and ϕ is valued in T 1,0X , ϕ F E is the contraction of the type (1, 0) of F E with respect to the T 1,0 part of ϕ and the wedge product of the (0, q ) form of ϕ with the type (0, 1) of F E . The Lie bracket is
The definition does not depend on the choice of a hermitian metric on E but only on the cohomology class of F E : if h ′ E is another metric such that its Chern curvature F ′ E ∈ [F E ], then the corresponding dgLas are quasi-isomorphic (see appendix of [4] ).
such that it is a solution of the so called Maurer-Cartan equation:
In addition, there exists an infinitesimal gauge group action on the set of solutions of (2.3),
where ad h (·) = [h , ·]. In order to fix the notation, let us recall the definition of the Kodaira-Spencer dgLa KS(X ) which governs formal deformations of the complex manifoldX :
where∂X is the Dolbeault operator of the complex manifoldX associated to J ħ h and [·, ·] is the standard Lie bracket on vector fields and the wedge on the form part. 
where every n ∈ Λ * is associated to a derivation ∂ n such that ∂ n (z m ) = 〈m, n〉z m and the natural Lie bracket on g is
In particular there is a Lie sub-algebra h ⊂ g:
where m ⊥ ∈ Λ * is identified with the derivation ∂ n and n the unique primitive vector such that 〈m, n〉 = 0 and it is positive oriented according with the orientation induced by Λ . . = Λ ⊗ . 6 
The tropical vertex group was introduced by Gross, Pandharipande and Siebert in [9] and in the simplest case its elements are formal one parameter families of symplectomorphisms of the algebraic torus * × * = Spec [x , x −1 , y , y −1 ] with respect to the holomor-
• P i can be either a line through m 0 , i.e. P i = m 0 − m i or a ray (half line)
Moreover for any k > 0 there are finitely many θ i such that θ i ≡ 1 mod t k .
As an example, the scattering diagram
can be represented as if figure 1. 
where ∂ P w = m 0 if P w is a ray and zero otherwise. There is a notion of order product for the automorphisms associated to each lines of a given scattering diagram, and it defined as follows: 7
Definition 2.4 (Path order product). Let γ : [0, 1] → Λ⊗ \Sing(D) be a smooth immersion with starting point that does not lie on a ray of the scattering diagram D and such that it intersects transversally the rays of D (as in figure 2 ). For each power k > 0, there are times
The path order product is given by: The diagram is minimal meaning that we do not consider rays with trivial automorphisms.
Extension of the tropical vertex group.
In [2] the authors prove that some elements of the gauge group acting on Ω 0,1 (X , T 1,0X ) can be represented as elements of the tropical vertex group . Here we are going to define an extension of the Lie algebra h, which will be related with the infinitesimal generators of the gauge group acting on Ω 0,1 (X , End E ⊕ T 1,0X ). Let gl(r, ) be the Lie algebra of the Lie group GL(r, ), then we define
Lemma 2.7. h , [·, ·] ∼ is a Lie algebra, where the bracket [·, ·] ∼ is defined by:
(2.12)
The definition of the Lie bracket [·, ·] ∼ is closely related with the Lie bracket of KS(X , E ) and we will explain it below, in (2.5.1). A proof of this lemma can be found in the appendix (see A.1).
Fourier transform.
In order to construct scattering diagrams from deformations of holomorphic pairs, it is more convenient to work with a suitable Fourier transform of the dgLa KS(X , E ). Following [3] we start with the definition of (KS(X , E )). Let L be the space of fibre-wise homotopy classes of loops with respect to the fibration p : X → M and the zero section s : M → X ,
Define a map e v : L → X , which maps a homotopy class [γ] ∈ L to γ(0) ∈ X and define p r : L → M the projection, such that the following diagram commutes:
In particular p r is a local diffeomorphism and on a contractible open subset
In addition, there is a one-to-one correspondence between Ω 0 (U , T 1,0X ) and Ω 0 (U , T M ),
which leads us to the following definition:
where m ∈ Λ represents an affine loop in the fibre p −1 (x ) with tangent vector
The inverse Fourier transform is then defined by the following formula, providing the coefficients have enough regularity:
The Fourier transform can be extended to KS(X , E ) as a map
:
where the first integral is meant on each matrix element of A I .
Symplectic dgLa.
In order to define a dgLa isomorphic to KS(X , E ), we introduce the so called Witten differential d W and the Lie bracket {·, ·} ∼ , acting on Ω • (L, End E ⊕ T L). It is enough for us to consider the case in which E is holomorphically trivial E = X ⊕ X ⊕ · · ·⊕ X and the hermitian metric h E is diagonal, h E = d i a g (e −φ 1 , · · · , e −φ r ) and φ j ∈ Ω 0 (X ), j = 1, · · · , r . The differential d W is defined as follows:
In particular, d W ,E is defined as:
The operatorB is then defined by
where F p q (φ) is the curvature matrix. Then the d W ,L is defined by:
where d is the differential on the base M . Notice that by definition d W = (∂ ) −1 . Analogously we define the Lie bracket {·, ·} ∼ . . = ([·, ·] ∼ ) −1 . If we compute it explicitly in local coordinates we find:
In particular locally on U m we consider
and on U m ′ we consider
where the sum over m+m' = n makes sense under the assumption of enough regularity of the coefficients. The operator ad:
where ∇ is the flat connection on M .
Definition 2.9. The symplectic dgLa is defined as follows:
and it is isomorphic to KS(X , E ) via .
As we mention above, the gauge group on the symplectic side Ω 0 (L, End E ⊕ T L) is related with the extended Lie algebrah. However to figure it out, some more work has to be done, as we prove in the following subsection. 
Then consider the embedding of the dual lattice
It follows that the Fourier transform maps
Let G be the sheaf over M defined as follows: for any open subset U ⊂ M
In particularh is a subspace of G(U ) once we identify z m with w m and m ⊥ with ∂ m ⊥ . In order to show how the Lie bracket onh is defined, we need to make another assumption on the metric: assume that the metric h E is constant along the fibres ofX , i.e. in an open
where in the second step we use the fact that w m is not zero only on U m , and in the last step we use the pairing of Λ and Λ * given by 〈m, n ′ 〉 = j m j n ′ j . Thus
Taking the limit as ħ
and we finally recover the definition of the Lie bracket of [·, ·]h (2.12), up to a factor of 2πi .
DEFORMATIONS ASSOCIATED TO A SINGLE WALL DIAGRAM
In this section we are going to construct a solution of the Maurer-Cartan equation from the data of a single wall. We work locally on a contractible, open affine subset U ⊂ M .
Let (m, P m , θ m ) be a wall and assume log(
A j k ∈ gl(r, ) and a j k ∈ , for every j , k . NOTATION 3.2. We will denote by the superscript CLM the elements already introduced in
From section 4 of [2] we are going to recall the definition of generalized Sobolev space suitably defined to compute the asymptotic behaviour of Gaussian k-forms like δ m which depend on ħ h . Let Ω k ħ h (U ) denote the set of k -forms on U whose coefficients depend on the real positive parameter ħ h .
Definition 3.3 (Definition 4.15 [2] ).
is the set of exponential k-forms.
Definition 3.4 (Definition 4.16 [2] ).
is the set of polynomially growing k-forms.
Definition 3.5 (Definition 4.19 [2] ). Let P m be a ray in U . The set W s P m (U ) of 1-forms α which have asymptotic support of order s ∈ on P m is defined by the following conditions:
(2) for every q * ∈ P m there exists a neighbourhood q * ∈ W ⊂ U where in local coordi-
(W ) and for all j ≥ 0 and for all β ∈ ≥0 
for every β ∈ ≥0 and j ≥ 0.
In particular for β = 0 the estimate above reminds to the definition of the usual Sobolev
Lemma 3.7. The one-form δ m defined above, has asymptotic support of order 1 along P m ,
Proof. We claim that
Then we prove the claim by induction on β , at β = 0 it holds true by the previous computation. Assume that
(3.4)
Analogously let us prove the estimate by induction on j . At j = 0 it holds true, and assume that
This ends the proof.
In order to deal with 0-forms "asymptotically supported on U ", we define the following space W s 0 :
for every j ≥ 0. 
Proof. First of all let us compute d W Π:
and notice that d (δ m ) = 0. Then, let us computeB Π C L M :
where we denote byδ m the Fourier transform of δ m . Notice thatB Π C L M is an exact two
Therefore Π E ,R has the expected asymptotic behaviour and d WΠ = 0. Let us now compute the commutator:
Notice that, since both Π E and Π E ,R are matrix valued one forms where the form part is
Hence we are left to compute
and ∂ l is the partial derivative with respect to the coordinate z l . In the last step we use thatδ m ∧δ m = 0.
Remark 3.12. In the following it will be useful to considerΠ in order to compute the solution of Maurer-Cartan from the data of two non-parallel walls (see section (4)). However, in order to compute the asymptotic behaviour of the gauge it is enough to consider Π.
SinceX (U ) ∼ = U × /Λ has no non trivial deformations and E is holomorphically trivial, then also the pair (X (U ), E ) has no non trivial deformations. Therefore there is a gauge
namely ϕ is a solution of the following equation
In particular the gauge ϕ is not unique, unless we choose a gauge fixing condition (see Lemma 3.14). In order to define the gauge fixing condition we introduce the so called homotopy operator.
3.1.1. Gauge fixing condition and homotopy operator. Since L(U ) = m ∈Λ U m , it is enough to define the homotopy operator H m for every frequency m. Let us first define morphisms
is the embedding of constant functions on Ω • (U ) at degree zero, and it is zero otherwise. Then let q 0 ∈ H − be a fixed base point, then since
We define H m as follows:
Lemma 3.13. The morphism H is a homotopy equivalence of id Ω • and ι•p , i.e. the identity
Finally let α ∈ Ω 2 (U ), then p m (αw m ) = 0 and d W (αw m ) = 0. Then it is easy to check that 
we can uniquely determine σ such that p (ϕ •σ) = 0. Indeed working order by order in the formal parameter t , we get:
and any further order is determined by the previous one. Now that we have defined the homotopy operator and the gauge fixing condition (as in Lemma 3.14), we are going to study the asymptotic behaviour of the gauge ϕ such that it is a solution of (3.7) and p (ϕ) = 0. Equations (3.7), (3.9) and p (ϕ) = 0 together say that the unique gauge ϕ is indeed a solution of the following equation:
(3.10)
Up to now we have used a generic homotopy ̺, but from now on we are going to choose it in order to get the expected asymptotic behaviour of the gauge ϕ. In particular we choose the homotopy ̺ as follows:
where (u 1 0 , u 2 0 ) are the coordinates for the fixed point q 0 on U . Then we have the following result: Proof. Let us first consider q * ∈ U \ P m . By assumption there is a neighbourhood of q * ,
Let us now consider q * ∈ P m . By assumption there is a neighbourhood of q , W ⊂ U such
where in the last step we use that
is outside the support of P m .
Corollary 3.16. Let P m be a ray in U , then H (δ m w m ) ∈ W 0 0 (U )w m . 20 3.2. Asymptotic behaviour of the gauge ϕ. We are going to compute the asymptotic be-
] order by order in the formal parameter t . In addition since Π E ,R gives a higher ħ h -order contribution in the definition ofΠ we get rid of it by replacingΠ with Π in equation (3.10).
Proposition 3.17. Let (m, P m , θ m ) be a wall with logθ m = j ,k ≥1 A j k t j w k m , a j k w k m t j ∂ n .
Then, the unique gauge ϕ = (ϕ E , ϕ C L M ) such that e ϕ * 0 = Π and P (ϕ) = 0, has the following asymptotic jumping behaviour along the wall, namely
Before giving the proof of Proposition 3.17, let us introduce the following Lemma which are useful to compute the asymptotic behaviour of one-forms asymptotically supported on a ray P m .
for every β ∈ ≥0 and for every 
Proof. We are going to prove the following:
The first one is a consequence of Lemma 3.18, indeed by definition
which is an element in End E with coefficients in W r +s P m (U ). The second one is less straightforward and need some explicit computations to be done.
Notice that as a consequence of Lemma 3.18, ħ
The third one is
In the end {ϕw m ∂ n , ψw m ∂ n } is equal to zero, indeed by definition
and [w m ∂ n , w m ∂ n ] = 0.
Proof. (Proposition 3.17)
It is enough to show that for every s ≥ 0
Indeed from equation (3.10), at the order s + 1 in the formal parameter t , the solution ϕ (s +1) is:
In particular, if we assume equation (3.16) then by Lemma 3.15
By definition of H ,
and by Corollary 3.16 H (δ m w k m ) ∈ W 0 0 (U , End E ⊕T M )w k m for every k ≥ 1. Hence H (Π (s +1) ) is the leading order term and ϕ (s +1) has the expected asymptotic behaviour.
Let us now prove the claim (3.16) by induction on s . At s = 0, (3.18) ϕ (1) = −H (Π (1) ) and there is nothing to prove. Assume that (3.16) holds true for s , then at order s +1 we get contributions for every k = 1, · · · , s . Thus let start at k = 1 with ad ϕ s d W ϕ s :
where in the first step we use the inductive assumption on ϕ s and d W ϕ s and the iden- 
Then by the proof of Lemma 3.19 identities (2) and (3) we get
Now at k > 1 we have to prove that:
(3.21)
24 By the fact that H (Π s ) ∈ W 0 0 (U ), applying Lemma 3.19 k times we finally get:
SCATTERING DIAGRAMS FROM SOLUTIONS OF MAURER-CARTAN
In this section we are going to construct consistent scattering diagrams from solutions of the Maurer-Cartan equation. In particular we will first show how to construct a solution Φ of the Maurer-Cartan equation from the data of an initial scattering diagram D with two non parallel walls. Then we will define its completion D ∞ by the solution Φ and we will prove it is consistent. 
for i = 1, 2. As we have already done in Section 3, we can defineΠ 1 andΠ 2 to be solutions of Maurer-Cartan equation, respectively supported on w 1 and w 2 .
AlthoughΠ . . =Π 1 +Π 2 is not a solution of Maurer-Cartan, by Kuranishi's method we can
and it is a solution of Maurer-Cartan up to higher order in ħ h . Indeed let us we write Φ as a formal power series in the parameter t , Φ = j ≥1 Φ ( j ) t j , then it is a solution of Maurer-Cartan if and only if: parameter t , the solution Φ =Π + Ξ is computed as follows:
(4.1)
In order to explicitly compute Ξ we want to "invert" the differential d W and this can be done by choosing a homotopy operator. Let us recall that a homotopy operator is a homotopy H of morphisms p and ι, namely H : The homotopy H seems defined ad hoc for each degree of forms, however it can be written in an intrinsic way for every degree, as in Definition 5.12 [2] . We have defined H in this way because it is clearer how to compute it in practice. Proof. We are going to prove the identity separately for 0, 1 and 2 forms.
Let α = α 0 be of degree zero, then by definition H m (αw m ) = 0 and ι m •p m (αw m ) = α 0 (q 0 ).
Then consider α ∈ Ω 1 (U )w m . By definition ι m • p m (αw m ) = 0 and
We are left to prove the identity when α is of degree two: by degree reasons d W (αw m ) = 0 and ι m • p m (αw m ) = 0. Then From now on we will look for solutions Φ of equation (4. 3) rather than to the Maurer-Cartan equation. The advantage is that we have an integral equation instead of a differential equation, and Φ can be computed by its expansion in the formal parameter t , namely 
In particular we explicitly compute H(δ m 1 ∧ δ m 2 w l m a ): 
. This is an example of a 3-tree, where the set of vertices is de-
It will be useful in the following to introduce the definition of topological realization
where is the equivalence relation that identifies boundary points of edges with the same image in V \ {v T }.
Since we need to keep track of all the possible combinations while we compute commutators (for instance for Φ (3) there is the contribution of {Φ (1) , Φ (2) } ∼ and {Φ (2) , Φ (1) } ∼ ), we introduce the notion of ribbon trees: Two ribbon k-trees T and T ′ are isomorphic if they are isomorphic as k-trees and the isomorphism preserves the cyclic order. The set of all isomorphism classes of ribbon ktrees will be denoted by k . As an example, the following two 2-trees are not isomorphic:
In order to keep track of the ħ h behaviour while we compute the contribution from the commutators, let us decompose the bracket on the dgLa as follows:
Then we decompose {·, ·} ∼ as the sum of:
The previous definition is motivated by the following observation: the label ♮ contains (ii) a label (m e , j e ) for each incoming edge e , where m e is the Fourier mode of the incoming vertex and j e ∈ >0 gives the order in the formal parameter t .
There is an induced labeling of all the edges of the trees defined as follows: at any trivalent vertex with incoming edges e 1 , e 2 and outgoing edge e 3 we define (m e 3 , j e 3 ) = (m e 1 + m e 2 , j e 1 + j e 2 ). We will denote by (m T , j T ) the label corresponding to the unique incoming edge of ν T . Two labeled ribbon k-trees T and T ′ are isomorphic if they are isomorphic as ribbon k-trees and the isomorphism preserves the labeling. The set of equivalence classes of labeled ribbon k-trees will be denoted by k . We also introduce the following notation for equivalence classes of labeled ribbon trees: NOTATION 4.10. We denote by k ,0 the set of equivalence classes of k labeled ribbon trees such that they have only the label ♮. We denote by k ,1 the complement set, namely k ,1 = k − k ,0 .
Let us now define the operator t k ,T which allows to write the solution Φ in terms of labeled ribbon trees.
Definition 4.11. Let T be a labeled ribbon k-tree, then the operator
is defined as follows: it aligns the input with the incoming vertices according with the cyclic ordering and it labels the incoming edges (as in part (ii) of Definition 4.9). Then it assigns at each vertex in V 0 the commutator according with the part (i) of Definition 4.8.
Finally it assigns the homotopy operator −H to each outgoing edge.
In particular the solution Φ of equation (4.3) can be written as a sum on labeled ribbon k-trees as follows:
Recall that by definition { A, α∂ n 1 w k 1 m 1 , B , β ∂ n 2 w k 2 m 2 } ∼ = C , γ∂ 〈k 2 m 2 ,n 1 〉n 2 −〈k 1 m 1 ,n 2 〉n 1 w k 1 m 1 +k 2 m 2 for some (A, α) ∈ Ω s (U , End E ⊕T M ), (B , β )Ω r (U , End E ⊕T M ) and (C , γ) ∈ Ω r +s (U , End E ⊕ T M ), hence the Fourier mode of any labeled brackets has the same frequency m e = k 1 m 1 + k 2 m 2 independently of the label ♮, ♭, ♯, ⋆. In particular each m e can be written as m e = l (a 1 m 1 + a 2 m 2 ) for some primitive elements (a 1 , a 2 ) ∈ 2 ≥0 prim . Let us introduce the following notation: NOTATION 4.12. Let a = (a 1 , a 2 ) ∈ 2 ≥0 prim and define m a . . = a 1 m 1 +a 2 m 2 . Then we define Φ a to be the sum over all trees of the contribution to t k ,T (Π, · · · ,Π) with Fourier mode w l m a for every l ≥ 1. In particular we define Φ (1, 0) . . =Π 1 and Φ (0,1) . . =Π 2 .
It follows that the solution Φ can be written as a sum on primitive Fourier mode as follows:
As an example, let us consider Φ (2) . From equation (4.3) we get 
Analogously
This shows that every term in the sum above, is a function of some order in ħ h times a delta supported along a ray of slope m (a 1 ,a 2 ) = a 1 m 1 + a 2 m 2 . For any given a ∈ 2 ≥0 prim , these contributions are by definition Φ
(a 1 ,a 2 ) , hence
(a 1 ,a 2 ) + Φ
(0,1) .
In general, the expression of Φ a will be much more complicated, but as a consequence of the definition of H it always contains a delta supported on a ray of slope m a .
From solution of
Maurer-Cartan to the saturated scattering diagram D ∞ . Let us first introduce the following notation: 
NOTATION 4.14. We introduce polar coordinates in m 0 , centred in m 0 = P m 1 ∪P m 2 , denoted by (r, ϑ) and we fix a reference angle ϑ 0 such that the ray with slope ϑ 0 trough m 0 contains the base point q 0 (see Figure 5 ). Then for every a ∈ 2 ≥0 prim we associate to the ray P m a . . = m 0 + ≥0 m a an angle ϑ a ∈ (ϑ 0 , ϑ 0 + 2π). We identify P m a ∩A with its lifting inÃ and by abuse of notation we will denote it by P m a . We finally defineÃ 0 . . = {(r, ϑ)|ϑ 0 − ε 0 < ϑ < ϑ 0 + 2π}, for some small positive ε 0 . . Then for any a ∈ 2 ≥0 prim , Φ a is a solution of the Maurer-Cartan equation inÃ 0 , up to higher order in ħ h , namely
Proof. Recall that Φ is a solution of Maurer-Cartan d W Φ + {Φ, Φ} ∼ = 0, hence its pullback 
Now recall that the homotopy operator we have defined in Section 3 gives a gauge fixing condition, hence for every a ∈ 2 ≥0 prim there exists a unique gauge ϕ a such that e ϕ a * 0 =Φ a and p (ϕ a ) = 0.
To be more precise we should considerp . . = ̟ * (p ) as gauge fixing condition and similarlyι . . = ̟ * (ι) andH . . = ̟ * (H ) as homotopy operator, however if we consider affine coordinates onÃ, these operators are equal to p , ι and H respectively.
In addition in affine coordinates onÃ the solutionΦ a is also equal to Φ a . Therefore in the following computations we will always use the original operators and the affine coordinates onÃ. We compute the asymptotic behaviour of the gauge ϕ a in the following theorem: Theorem 4.16. Let ϕ a ∈ Ω 0 (Ã 0 , End E ⊕ T M ) be the unique gauge such that p (ϕ a ) = 0 and e ϕ a * 0 =Φ a . Then the asymptotic behaviour of ϕ a is We first need the following lemma (for a proof see Lemma 5.27 [2] ) which gives the explicit asymptotic behaviour of each component of the Lie bracket {·, ·} ∼ : Lemma 4.18. Let P m and P m ′ be two rays on U such that P m a ∩ P m a ′ = {m 0 }. 
where H is the homotopy operator defined in (3.8) with the same choice of the path ̺ as in (3.11). In addition as in the proof of Proposition 3.17,
hence we are left to study the asymptotic of H (Φ (s +1) a
). By definitionΦ
is the sum over all k ≤ s -trees such that they have outgoing vertex with label m T = l m a for some l ≥ 1.
We claim the following:
for every T ∈ k ,0 such that t k ,T (Π, · · · ,Π) has Fourier mode m T = l m a , for every k ≤ s and for some r ≤ 0. Indeed if k = 1 the tree has only one root and there is nothing to prove because there is no label. In particular
and we will explicitly compute it below. Then at k ≥ 2, every tree can be considered as a 2-tree where the incoming edges are the roots of two sub-trees T 1 and T 2 , not necessary in 0 , such that their outgoing vertices look like where k ′ m a ′ +k ′′ m a ′′ = l m a . Thus it is enough to prove the claim for a 2-tree with ingoing vertex ν T 1 and ν T 2 as above.
where we assume k ′ m a ′ + k ′′ m a ′′ = l m a and in the last step we use Lemma 3.15 to compute the asymptotic behaviour of H (δ m a ).We denote by γ q (s ) the coordinates u m ⊥ a written as functions of x q (s ). In particular, sinceΦ
(a 1 ,a 2 ) ) ∈ l ≥1 W 0 0 w l m a . The same holds true for H (ν T ♯ ) by permuting A, α and B , β .
Then we compute the behaviour of H (ν T ⋆ ):
where we denote by m a the primitive vector such that for some l ≥ 1 l m a = k ′ m a ′ +k ′′ m a ′′ .
Finally let us compute H (ν T ♮ ): at k = 1 there is only a 1-tree, hence H (ν T ♮ ) = H (Φ (s +1) (1,0) + 35 Φ (s +1) (0,1) ) and for all k 1 ,
Then every other k -tree (k ≤ s ) can be decomposed in two sub-trees T 1 and T 2 as above,
and we can further assume T 1 , T 2 ∈ 0 , because if either T 1 or T 2 contains at least a label different from ♮ then by Lemma 4.18 their asymptotic behaviour is of higher order in ħ h . We explicitly compute H (ν T ♮ ) at s = 1: 
Notice that the leading order term of H H({Π
hence the leading order term of H (ν T ♮ ) belongs toh.
Notice that at any order in the formal parameter t , there are only a finite number of terms which contribute to the solution Φ in the sum (4.6), hence we define the set (N ) • P m a = m 0 + m a ≥0
• log(θ a ) is the leading order term of the unique gauge ϕ a , as computed in Theorem In order to do that we are going to use a monodromy argument (the same approach was used in [2] ).
Let us define the following regions Proof. It is enough to prove that D N is consistent for any fixed N > 0. First of all recall that Θ γ,D N = γ a ∈ (N ) θ a . Then let us prove that the following identity 
For degree reason {ϕ a ,Φ a ′ } ∼ = 0 and by definition
Iterating the same procedure for more than two rays, we get the result.
Recall that if ϕ is the unique gauge such that p (ϕ) = 0 and e ϕ * 0 = Φ, then e ̟ * (ϕ) * 0 = ̟ * (Φ) onÃ. Hence e ̟ * (ϕ) * 0 = ̟ * (Φ) = a ∈ (N ) ̟ * (Φ a ) = a ∈ (N )Φ a and by equation 
RELATION WITH THE WALL-CROSSING FORMULAS IN COUPLED 2d -4d SYSTEMS
We are going to show how wall-crossing formulas in coupled 2d -4d systems, introduced by Gaiotto, Moore and Nietzke in [8], can be interpreted in the framework we were discussing before. Let us first recall the setting for the 2d -4d WCFs:
• let Γ be a lattice, whose elements are denoted by γ;
• define an antisymmetric bilinear form 〈·, ·〉 D : Γ × Γ → , called the Dirac pairing;
• let Ω: Γ → be a homomorphism;
• denote by V a finite set of indices, V = {i , j , k , · · · };
• define a Γ -torsor Γ i , for every i ∈ V. Elements of Γ i are denoted by γ i and the action of Γ on Γ i is γ + γ i = γ i + γ;
• define another Γ -torsor Γ i j . . = Γ i − Γ j whose elements are formal differences γ i j . . = γ i −γ j up to equivalence, i.e. γ i j = (γ i +γ)−(γ j +γ) for every γ ∈ Γ . If i = j , then Γ i i is identify with Γ . The action of Γ on Γ i j is γ i j +γ = γ+γ i j . Usually it is not possible to sum elements of Γ i j and Γ k l , for instance γ i j + γ k l is well defined only if j = k and in this case it is an element of Γ i l ;
• let Z : Γ → be a homomorphism and define its extension as an additive map
The map Z is usually called the central charge;
Moreover it satisfies the following conditions:
There is a notion of associative product:
The previous data fit well in the definition of a pointed groupoid , as it is defined in [8].
In particular Ob( ) = V ⊔{o } and Mor( ) = ∐ i , j ∈Ob( ) Γ i j , where the torsor Γ i is identify with 
We collect some proofs.
Lemma A.1 (Lemma 2.7) . h , [·, ·] ∼ is a Lie algebra, where the bracket [·, ·] ∼ is defined by:
Proof. First of all the the bracket is antisymmetric:
Moreover the Jacobi identity is satisfied:
[(A 1 , ∂ n 1 )z m 1 , (A 2 , ∂ n 2 )z m 2 ] ∼ , (A 3 , ∂ n 3 )z m 3 ∼ = [A 1 , A 2 ] gl + A 2 〈m 2 , n 1 〉 − A 1 〈m 1 , n 2 〉, ∂ 〈m 2 ,n 1 〉n 2 −〈m 1 ,n 2 〉n 1 z m 1 +m 2 , (A 3 , ∂ n 3 )z m 3 ∼ = ([A 1 , A 2 ] gl + A 2 〈m 2 , n 1 〉 − A 1 〈m 1 , n 2 〉), A 3 gl + A 3 〈m 2 , n 1 〉〈m 3 , n 2 〉 − A 3 〈m 1 , n 2 〉〈m 3 , n 1 〉+ − [A 1 , A 2 ] + A 2 〈m 2 , n 1 〉 − A 1 〈m 1 , n 2 〉 〈m 1 + m 2 , n 3 〉, (m 1 + m 2 + m 3 ) ⊥ ) z m 1 +m 2 +m 3 = [[A 1 , A 2 ] gl , A 3 ] gl + [A 2 , A 3 ] gl 〈m 2 , n 1 〉 − 〈m 1 , n 2 〉[A 1 , A 3 ] gl + − [A 1 , A 2 ] gl 〈m 1 + m 2 , n 3 〉 + A 3 〈m 2 , n 1 〉〈m 3 , n 2 〉+ − A 3 〈m 1 , n 2 〉〈m 3 , n 1 〉 − A 2 〈m 2 , n 1 〉〈m 1 + m 2 , n 3 〉+ + A 1 〈m 1 , n 2 〉〈m 1 + m 2 , n 3 〉, (m 1 + m 2 + m 3 ) ⊥ z m 1 +m 2 +m 3 Then by cyclic permutation we have [(A 2 , ∂ n 2 )z m 2 , (A 3 , ∂ n 3 )z m 3 ] ∼ , (A 1 , ∂ n 1 )z m 1 ∼ = = [A 2 , A 3 ] gl , A 1 ] + [A 3 , A 1 ] gl 〈m 3 , n 2 〉 − 〈m 2 , n 3 〉[A 2 , A 1 ] gl + − [A 2 , A 3 ] gl 〈m 3 + m 2 , n 1 〉 + A 1 〈m 3 , n 2 〉〈m 1 , n 3 〉+ − A 1 〈m 2 , n 3 〉〈m 1 , n 2 〉 − A 3 〈m 3 , n 2 〉〈m 2 + m 3 , n 1 〉+ + A 2 〈m 2 , n 3 〉〈m 2 + m 3 , n 1 〉, (m 1 + m 2 + m 3 ) ⊥ z m 1 +m 2 +m 3 and also
[(A 1 , ∂ n 3 )z m 3 , (A 1 , ∂ n 1 )z m 1 ] ∼ , (A 2 , ∂ n 2 )z m 2 ∼ = = [A 3 , A 1 ] gl , A 2 ] + [A 1 , A 2 ]〈m 1 , n 3 〉 − 〈m 3 , n 1 〉[A 3 , A 2 ] gl + − [A 3 , A 1 ] gl 〈m 1 + m 3 , n 2 〉 + A 2 〈m 1 , n 3 〉〈m 2 , n 1 〉+ − A 2 〈m 3 , n 1 〉〈m 2 , n 3 〉 − A 1 〈m 1 , n 3 〉〈m 3 + m 1 , n 2 〉+ + A 3 〈m 3 , n 1 〉〈m 3 + m 1 , n 2 〉, (m 1 + m 2 + m 3 ) ⊥ z m 1 +m 2 +m 3 46
Since Jacobi identity holds for [·, ·] gl and [·, ·] h , we are left to check that the remaining terms sum to zero. Indeed the coefficient of [A 2 , A 3 ] gl is 〈n 1 , m 2 〉 − 〈n 1 , m 2 + m 3 〉 − 〈n 1 , m 3 〉, and it is zero. By permuting the indexes, the same hold true for the coefficients in front of the other bracket [A 1 , A 3 ] gl and [A 2 , A 1 ] gl . In addition the coefficient of A 3 is 〈m 2 , n 1 〉〈m 3 , n 2 〉 − 〈m 1 , n 2 〉〈m 3 , n 1 〉 − 〈m 3 , n 2 〉〈m 2 , n 1 〉 − 〈m 3 , n 2 〉〈m 3 , n 1 〉 + 〈m 3 , n 1 〉〈m 1 , n 2 〉 + 〈m 3 , n 1 〉〈m 3 , n 2 〉 and it is zero. By permuting the indexes the same holds true for the coefficient in front of . By -linearity it is enough to prove the following claims:
= σ(γ i j , γ k l )X γ X γ ′ ad γ i j +γ k l − σ(γ k l , γ i j )X γ X γ ′ ad γ k l +γ i j ;
(2) [X γ d γ i j , X γ ′ d γ ′′ ] ∈ L Γ :indeed for every X a ∈ [ ] Proof. As we have already comment in the proof of Lemma 5.2, since the bracket is induced by the Lie bracket [·, ·]h, we are left to prove thatL is closed under [·, ·]h. In particular by -linearity it is enough to show the following:
and they are explicitly computed below: Υ (X γ d γ i j ) . . = w γ E i j w m (γ i j ) , 0 , ∀i = j ∈ V, ∀γ ∈ Γ ;
Υ (X γ ′ d γ ) . . = w γ ′ 0, Ω(γ)w γ ∂ n γ , ∀γ ′ , γ ∈ Γ .
(A.1)
Proof. We have to prove that Υ preserves the Lie-bracket, i.e. that for every l 1 , l 2 ∈ L, then Υ [l 1 , l 2 ] L Γ = [Υ (l 1 ), Υ (l 2 )]L. In particular, by -linearity it is enough to prove the following identities:
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The identity (1) is proved below:
Then the second identity can be proved as follows:
Finally the third identity is proved below:
, Ω(γ ′ )Ω(γ ′′′ )w γ w γ ′ w γ ′′ w γ ′′′ 〈γ ′′ + γ ′′′ , n γ ′ 〉∂ n γ ′′′ − 〈γ + γ ′ , n γ ′′′ 〉∂ n γ ′ .
