The authors present a radiochromic film dosimetry protocol for a multicolor channel radiochromic film dosimetry system consisting of the external beam therapy ͑EBT͒ model GAFCHROMIC™ film and the Epson Expression 1680 flat-bed document scanner. Instead of extracting only the red color channel, the authors are using all three color channels in the absorption spectrum of the EBT film to extend the dynamic dose range of the radiochromic film dosimetry system. By optimizing the dose range for each color channel, they obtained a system that has both precision and accuracy below 1.5%, and the optimized ranges are 0 -4 Gy for the red channel, 4 -50 Gy for the green channel, and above 50 Gy for the blue channel.
I. INTRODUCTION
Radiochromic films represent dosimetry media with favorable characteristics when compared to other two-dimensional radiation detectors. Radiochromic films retained all of the advantages of conventional silver halide films ͑two dimensional dosimetry, thinness, ruggedness, permanent record͒, but without its numerous disadvantages, e.g., necessity of development and its impact on the readout signal ͑tempera-ture and chemical composition of developer͒, nontissue equivalence, sensitivity to visible light, strong energy dependence at low photon energies, etc. In addition to high spatial resolution, which is a characteristic of film dosimetry media in general, radiochromic films develop the radiation induced image by the self-developing postirradiation process, governed by the formation of polydiacetylene dye polymers. These properties make the radiochromic film a strong candidate for the replacement of conventional silver halide film as more and more clinical centers go towards the so called "filmless" two-dimensional imaging procedures.
The latest radiochromic film developments have lead to the EBT ͑which stands for external beam therapy͒ GAFCHROMIC™ film model, 1 initially designed to replace silver halide radiographic film for intensity modulated radiotherapy ͑IMRT͒ quality assurance ͑QA͒ procedures.
2 The EBT film model has been extensively studied and characterized for dose measurements using the red channel, [3] [4] [5] [6] [7] [8] which has the highest absorption, as shown in measured absorption spectra. 9 Radiochromic film dosimetry protocols have been developed for routine IMRT QA ͑Refs. 10-16͒ and an uncertainty assessment for the EBT film model read with a flat-bed document scanner has been reported. 17 The high spatial resolution, energy independence of response, 18, 19 and near tissue-equivalence of EBT film make it suitable for dose distribution measurements in radiation fields with high dose gradients. Apart from the IMRT QA measurements, EBT film model has found use in a number of additional dosimetry applications: brachytherapy, 20 [34] [35] [36] dosimetry characterization of proton therapy beams, 37 as well as dose verification during cell irradiation in radiobiological experiments. 38 The dynamic range of the EBT model GAFCHROMIC™ film in the red channel of its absorption spectrum is very well suited for dose measurements of up to approximately 8 Gy. However, the higher dose ranges ͑of up to 100 Gy͒ will, at some point, result in the saturation of the red channel sensitivity curve. Certain clinical applications, like Bragg peak dose distribution measurements or two dimensional brachytherapy dose distribution measurements, may require dose ranges well above those encountered in IMRT applications.
Current radiochromic film dosimetry protocols suggest the use of flat-bed document scanners designed for high quality photographic scanning with the option to operate in transmission mode. These scanners allow acquisition of transmission scans of up to 48-bit red-green-blue ͑RGB͒ pixel depths, i.e., 16 bits per color. Since the absorption spectrum of this radiochromic film exhibits a maximum in the red region of the visible spectrum, extraction of the red channel from the RGB image can improve system sensitivity. At the present time, radiochromic film dosimetry protocols 3, 17 ignore the information contained within the green and blue channels, focusing only on the red component of the transmission image. However, as has been previously suggested, a much broader dynamic range for the radiochromic film dosimetry systems can be achieved by the preservation of the other two ͑green and blue͒ channels from the transmission image of the radiochromic film. [39] [40] [41] In this article, we describe a method for optimizing this dose range extension for a radiochromic film dosimetry system consisting of EBT model GAFCHROMIC™ film and an Epson Expression 1680 flat-bed document scanner used in a dose range from 0 to 100 Gy. We also present results of the uncertainty analysis for such an extended range radiochromic film dosimetry system.
II. MATERIALS AND METHODS
Over the past few years, some changes have been made in the radiochromic film dosimetry protocol described previously, 3 in order to make the use of the EBT GAFCHROMIC™ film model more efficient. In this section, for the sake of completeness, some basic equations from the early protocol are repeated with an emphasis on particular changes which we introduced.
II.A. Radiochromic film
The EBT model high sensitivity radiochromic film has been tailored for absorbed dose measurements in highenergy photon beams employed in IMRT QA procedures, and according to the manufacturer, it was designed to be used in a dose range from approximately 0.01 to 8 Gy. One has to keep in mind though that the dynamic range of any dosimeter should be established for a given dosimetry system depending on the specific dose uncertainty requirements imposed by the actual dose measurements in either clinical or experimental environment.
All previous GAFCHROMIC™ radiochromic film models contained emulsions with absorption spectra which exhibit an absorption maximum centered at 678 nm. However, the absorption spectrum of the emulsion in the new EBT model has a similar shape to the prior emulsion, but is shifted toward shorter wavelengths, with an absorption maximum centered at around 633 nm. 
II.B. Phantom and irradiation procedures
In our previous radiochromic film calibration protocol, 3 several small film pieces per dose level were used. This has now been modified, such that one large piece of film, 4 in. ϫ 2.5 in. in size, is used for every dose point. Each film piece is placed at the isocenter of the accelerator, in a sourceaxis distance ͑SAD͒ setup at a distance of 100 cm with a 20 cmϫ 20 cm field size at the isocenter. The film piece is covered with a 10 cm thick piece of RMI-457 Solid Water ͑Gammex, Middleton, WI͒ and a 20 cm thick piece of Solid Water is placed below the film piece, to provide sufficient backscatter. At 10 cm depth downstream from the isocenter, an ionization chamber is placed to monitor the linac output during the irradiation process and to determine the dose delivered to the film ͓Fig. 1͑a͔͒.
For this work, film pieces were irradiated with a 6 MV photon beam from a Varian 21 EX accelerator ͑Varian, Palo Alto, CA͒. The films were exposed perpendicularly to the radiation beam in a 30 cmϫ 30 cmϫ 30 cm Solid Water phantom as described above. The films were exposed to the following doses: 0, 0. 42 Delivered dose to the film pieces was determined following the AAPM TG-51 clinical dosimetry protocol. 43 Absolute output of the linear accelerator in water phantom was measured with an Exradin A309 ionization chamber, for which a dose to water calibration factor for the standard ͑cobalt-60͒ beam quality was obtained from primary standards laboratory ͑NRC, Ottawa, Canada͒. Twenty-four film pieces were cut from the three EBT model radiochromic film sheets, belonging to the same batch No. 47261-031. It is important to emphasize the role of the zero-dose film piece ͑also called an unexposed film piece, or, control film piece͒. The role of zero-dose film piece is to correct the optical density change of an irradiated film piece for the environmental effects ͑temperature, humidity, exposure to the scanner light, etc.͒ that could lead to the measurable changes in the optical density of the radiochromic films irradiated in the calibration beam. It is also important to emphasize that the size of the zero-dose film piece must be the same as the film pieces to be irradiated and that the zero-dose film piece must be from the very same box as the film pieces used for calibrations or measurements. Film pieces irradiated to doses above 30 Gy were irradiated in a short SSD setup: SSD = 40 cm, collimator setting 40 cmϫ 40 cm. The monitor chamber reading was corrected for the changed SSD condition with the Mayneord factor. 44 Short SSD exposures for high doses were chosen to shorten the exposure time and cut the workload of the linear accelerator. One should also bear in mind that the application of the Mayneord factor can give rise to significant dose errors under extreme conditions such as low energy, large field, large depth, and large SSD. In general, the Mayneord factor overestimates the increase in percent depth dose with increase in SSD.
II.C. Scanning procedure
In this study, an Epson Expression 1680 desktop flat-bed document scanner was used that has a maximum scanning spatial resolution of 1600 by 3200 dpi. It employs a xenon gas cold cathode fluorescent lamp light source with a broadband emission spectrum and has the ability to operate in transmission mode. The maximum scanning area when working in the transmission mode is 21.6 cmϫ 29.7 cm. This scanner's detector consists of a color matrix CCD line sensor.
The films were scanned with the Epson Scan 1.01E software, using the maximum optical density ͑o.d.͒ range and all filters and image enhancement options turned off. The films were scanned in the 48-bit RGB mode ͑16 bits per color͒ and saved as tagged image file format image files. These images were imported into an in-house image manipulation routine written with MATLAB 7.6.0.324 ͑Math Works, Natick, MA͒ that extracts the three components of the RGB scanned image and saves three separate bit maps as 16-bit binary images.
Four film pieces were scanned at a time, positioned along the central section of the scanner bed. All films were read before and after exposure for the most precise determination of netOD. Corrections in the axial direction of the scanned image have been performed in accordance with the procedure described in Ref. 45 . Only one scan was taken for every set of four films; this differs from our previous protocol, 3 which suggested the use of five consecutive scans of the same set of films to correct for scanner noise. We have found that in the case of a uniformly irradiated film, the 2D Wienner filter ͑applied over 7 ϫ 7 pixels in size͒ is sufficient for the scanner noise reduction and that the averaging over five scans would not further improve signal to noise ratio of the scanned image. This, however, does not necessarily apply for the case of large dose gradient fields, in which case more local, 3 ϫ 3 pixels, 2D Wienner filter in combination with multiple scans may be a better solution for scanner noise removal and preservation of the actual local signal gradients at the same time. Also, one single blank scan of the empty scanner bed was taken over the same scanning region as the previously acquired images with film pieces. This allows correcting for "defective" pixels, defined as pixels that differ in intensity by more than 5% from the blank ͑unattenuated͒ signal, which is equal to 2 16 for every color channel. Transmission signal captured by the CCD detector may vary in time due to variation in the light output of the lamp or sensitivity change of the CCD array over time. To monitor the stability of the absorbance signal, we used a printed film step wedge covering the range of signals from 10 3 to 2 16 in 16 equidistant steps.
The film pieces were then irradiated in accordance with the procedure described in Sec. II B and left for a period of 24 h to stabilize and then scanned with the same scanning parameters as were used for the unirradiated films. All the images were scanned using 254 dpi scanning resolution and magnification of 100%., which results in an image resolution of 0.1 mm/ pixel.
II.D. Image processing
The first step in the image processing was identification of defective pixels, which can be recognized by deviation from the theoretical value of 2 16 ͑100% transmission͒ for certain points within the scanning region of the empty bed. We found that the percentage of faulty pixels was smaller than 0.1% for the Epson Expression 1680 scanner used in this study.
Once the faulty pixels had been identified, a 2D zerophase Wiener filter was applied to the image, and the pixels recognized as defective were discarded. The scanner readings ͑I unexp or I exp ͒, which are proportional to percent trans- Fig. 1͑b͒ for unexposed ͑before irradiation͒ and exposed ͑24 h postirradiation͒, respectively. Four regions of interest used for the film dosimetry system calibration are symmetrically distributed around the central axis of the beam, as indicated in Fig. 1͑b͒ . The same scanner readings before and after irradiation were also recorded for the fifth region of interest ͑ROIគ5͒, that was not used to calculate optical density change used for the radiochromic film system calibration. The readings from ROIគ5 were used to calculate the "unknown" dose delivered to the film with the intention of testing the accuracy of the proposed radiochromic film dosimetry protocol. The fifth ROI is positioned in the center of the beam axis. Dimensions of the five regions of interest are 2 mmϫ 2 mm and are not shown to scale in Fig. 1͑b͒ where they were enlarged for illustrative purposes.
The zero-light transmitted intensity value ͑I bckg ͒, which characterizes the background signal of the scanner, as well as its corresponding standard deviation ͑ bckg ͒, were determined over the same size ROI ͑2 mmϫ 2 mm͒ in the center
II.E. Dose response relation
Film dose response is usually expressed as the measured netOD against the dose delivered to the film. However, when using the film for dose measurement, dose is more conveniently plotted as a function of the measured netOD so that the data can be fitted to a curve, e.g., via a least-squares method. This analytical curve is subsequently used to convert measured netOD in unknown dose.
For densitometers that do not read OD directly, we define the netOD i ͑D j ͒ and the netOD i ͑D j ͒ for a given dose D j , as follows:
where I unexp i ͑D j ͒ and I exp i ͑D j ͒ are the readings for unexposed and exposed film piece for the ith ROI, respectively, while I bckg is the zero-light transmitted intensity. On the other hand, using the error propagation expression and ignoring cross correlations
͑2͒
The final netOD for a particular dose point ͑D j ͒, is determined as a weighted mean
while the corresponding uncertainties are calculated as
where the summation is over the four ROIs of the film piece for a given dose D j . For every color channel, we have plotted the delivered dose as a function of the measured netOD. The choice of the most suitable analytical function was discussed previously 3 and is given as
As the very same functional form was used to fit the experimental data in all three color channels the suitability of the given functional form given by Eq. ͑5͒ was tested. For all three color channels, the fit procedures returned the best results in terms of the minimum overall uncertainty for a fitting parameter n = 2.5. If the parameter n was allowed to be an additional fitting parameter, the calculated absolute error would be slightly lower, whereas the estimated uncertainty would increase. The task of every dosimetry protocol is quite contrary: to find procedures and data analysis that will bring uncertainty of measured dose as close as possible to the associated error, keeping the uncertainty above the accuracy. The fits of delivered dose ͑D͒ versus measured netOD to the analytical forms given by Eq. ͑5͒ were performed using the "Levenberg-Marquardt" quasi-Newton minimization method ͑TableCurve 2D 5.01.01, Systat, Point Richmond, CA͒, weighted using the following distribution:
where index j indicates particular dose point ͑D j ͒, and the summation in Eq. ͑6͒ occurs over the number of measured dose points used for the fit procedure ͑N c ͒ in a given color channel and the corresponding dose range inferred from Fig.  2͑b͒ . To find the appropriate dose region per color channel we use the sensitivity of the radiochromic film dosimetry system, defined as the netOD per unit absorbed dose.
II.F. Dose uncertainty analysis
In our previous work 47 we presented an uncertainty analysis for dose measurements using a radiochromic film dosimetry system that separates an overall contribution of an experimental nature from the uncertainty contribution due to a calibration curve fit. The relative experimental uncertainty of the measured dose for the established functional form is given by
with netOD calculated using Eq. ͑4͒, whereas the relative fit uncertainty can be expressed as
where b and c represent the fitting parameter uncertainties.
The parameters b and c are determined by fitting the functional form given by Eq. ͑5͒ to the experimentally determined netOD as a function of delivered dose. In Eqs. ͑7͒ and ͑8͒, netOD is calculated using Eq. ͑3͒, and D fit corresponds to the calculated dose based on Eq. ͑5͒. Finally, the total relative uncertainty for the dose measured using the above described formalism, for the functional form given by Eq. ͑5͒, is calculated as
III. RESULTS
Dose response curves, representing netOD as a function of delivered dose to the film pieces are presented in Fig. 2͑a͒ for all three color channels from the RGB scanned images. On the other hand, Fig. 2͑b͒ represents the sensitivity curves of each color channel as a function of dose, obtained by taking first derivatives with respect to dose of the netOD function given in Fig. 2͑a͒ . The sensitivity curves were then used to define the dose regions of maximum sensitivity for a particular color channel.
The zero-light transmitted intensity values ͑I bckg ͒ ranged from 1% ͑at 0 Gy͒ to 2.5% ͑at 4 Gy͒ for the red channel, from 2% ͑at 4 Gy͒ to 8% ͑at 50 Gy͒ for the green, and from 5% ͑at 50 Gy͒ to 7% ͑at 100 Gy͒ for the blue color channel. The percentage was calculated with respect to the pixel value at the given dose level. Figure 3 represents the results of the curve fitting procedures for each color channel within dose regions defined in Fig. 2͑b͒ . The fit parameters b and c in the analytical expression given by Eq. ͑5͒ were determined for each color channel using data from the corresponding highest sensitivity range. This was from 0 to 4 Gy for the red, from 4 Gy to 50 Gy for the green, and from 50 Gy to 100 Gy for the blue color channel. Estimated uncertainty values for experimental, fit and total dose uncertainties, calculated using expressions ͑7͒-͑9͒ are given for each color channel at the bottom of Fig.  3 . Vertical arrows at the bottom of Fig. 3 mark the dose regions in which particular color channel should be used for the radiochromic film dosimetry system described in this work. We would also like to emphasize that the bottom left graph in Fig. 3 , representing the uncertainty analysis for the red color channel, indicates that decrease in the measured dose leads to an increase in the dose measurement uncertainty driven mainly by the experimental uncertainty, as expected. On the other hand, the very same graph can be used to set the lower dose threshold of the given film dosimetry system. For illustrative purposes, we have indicated that if at low doses level the overall dose measurement uncertainty of 3% for the system described in this work would be acceptable, then it would be safe to assume that the low dose limit for such a system would be at approximately 0.4 Gy. FIG . 2. Dose response curves ͑a͒ and sensitivity curves ͑b͒ for the three color channels. Arrows on the bottom figure indicate the cross-over doses between the highest sensitivities for the three color channels. Figure 4 shows uncertainty in dose interpretation ͑"dose error"͒ as a function of dose, calculated as the percentage difference between the dose delivered to the film pieces ͑de-termined based on clinical dosimetry protocol, following the AAPM TG-51 protocol 43 ͒ and dose values calculated from Eq. ͑5͒ using the reading of unknown doses sampled over ROIគ5, calculated for each color channel. The horizontal 1.5% difference line was indicated to correlate with the 1.5% uncertainties obtained in Fig. 3 for all the color channels in dose ranges of interest.
IV. DISCUSSION
Results of the netOD behavior with dose delivered to the film pieces presented in Fig. 2͑a͒ indicate that at very low doses the value of the optical density change as well as the sensitivity ͑derivative of the netOD taken with respect to the dose͒ of the radiochromic film system studied in this work is the highest if the red color channel is used. As the dose increases, the sensitivity of the green channel becomes higher than the red channel at around 4 Gy and even the netOD becomes larger than the red channel values at around 20 Gy. Despite the fact that the absorption maximum of the EBT model GAFCHROMIC™ film is the highest in the red part of the visible spectrum ͑633 nm͒, measured optical density and its change is a rather complex convolution of the film absorption spectrum, the linear CCD array sensitivity spectrum, and the emission spectrum of the fluorescent light source of the scanner. This is a reminder that for every particular radiochromic film dosimetry system, consisting of a particular radiochromic film model, film scanner, and film dosimetry protocol, the sensitivity curves given in Fig. 2 will be different. This means that one has to establish both the sensitivity curves and the optimal regions for dosimetry for each color channel for each particular dosimetry system following the suggested procedure outlined in this work. Figure  2͑b͒ further suggests that at doses higher than approximately 50 Gy, the sensitivity of the blue channel becomes the highest. Despite the fact that the netOD value of the green channel is still the highest, what we really need from the film dosimetry system is the maximum change of the measured optical density per unit dose delivered, which makes the use of the blue channel for doses higher than 50 Gy necessary. Figure 2͑b͒ represents a method for dose region separation for particular colors from the RGB spectrum that we used in this work. Following the cross-over points of the sensitivity curves indicated in Fig. 2͑b͒ , we decided to use the red channel in the dose range from 0 to 4 Gy, the green channel from 4 Gy to 50 Gy, and the blue channel for doses above 50 Gy. These limiting doses can also be implemented in a practical radiochromic film multi-channel dosimetry system by assigning the corresponding netOD values taken from Fig. 2͑a͒ . Figure 3 summarizes results of the dose versus optical density change curve fitting procedures for the three color channels. Solid lines represent resulting curve fits having the analytical form given by Eq. ͑5͒. It can be seen from the upper part of Fig. 3 that the fitted curves match the experimentally measured values well in the corresponding dose regions where the color channel has the highest sensitivity. Following the formalism of the uncertainty analysis described, we have calculated the dose dependence of the uncertainties for the three color channels in the overall dose region under investigation. Although the estimated uncertainties appear to be below 1.5% for all three color channels in the overall dose region, the use of only a single color channel would obviously result in large dose deviations that can be observed by comparing the experimental and fitted dose values in the upper part of Fig. 3 .
Uncertainties in dose assessment, presented in Fig. 4 , have been calculated by subtracting the dose delivered to the film pieces ͑assumed to be a known dose͒ from dose values calculated using the fitted analytical functions given in Eq. ͑5͒ with the netOD values sampled from ROIគ5 for each film for each color channel. Although calculated in the overall dose region, dose error values are applicable only in dose regions in which data in the color channel were fitted. It is apparent from the results shown in Fig. 4 that the accuracy of the suggested multichannel radiochromic film dosimetry system is better than 1.5% in the optimized dose regions previously determined from the dose sensitivity curves, shown in Fig. 2͑b͒ . It is also of note that the measured dose errors in the corresponding color regions are smaller than the estimated uncertainty values for the same color channel; this makes the suggested multichannel radiochromic film dosimetry system consistent.
We would also like to mention that, mathematically speaking, one could have found an appropriate analytical form to fit the dose versus netOD curve for each color channel over the entire dose range investigated in this work. For example, as indicated in Fig. 5͑a͒ we have managed to fit the red channel experimental data with a function of the form: ͑a + cx + ex 2 ͒/͑1+bx + dx 2 + fx 3 ͒. Although this particular function could provide only a single channel radiochromic film dosimetry system with an acceptable accuracy, precision of such a system would not be clinically acceptable. Owing to the fact that a more complex function would add more degrees of freedom, and hence, more parameter uncertainties, the overall uncertainty in dose assessment using only the red channel system with a single function would amount to 30% at low doses, decreasing to around 10% at higher doses ͓Fig. 5͑b͔͒. This increase in uncertainty with the single-color channel approach is mainly due to the fitting parameters uncertainties. FIG. 5 . Results of fitting procedure ͑a͒ and uncertainty analysis ͑b͒ using a single function approach in radiochromic film dosimetry system over a dose range extending up to 100 Gy.
V. CONCLUSIONS
In this study a modified radiochromic dosimetry protocol is established for a multichannel radiochromic film dosimetry system consisting of the EBT model GAFCHROMIC™ film and Epson Expression 1680 flat-bed document scanner. Unlike previous radiochromic film protocols, we use all three channels in the absorption spectrum of the EBT film to extend the dynamic dose range of the radiochromic film dosimetry system.
By optimizing the dose ranges for each color channels, we obtained a system that has both precision and accuracy below 1.5% by using the red channel in the dose range from 0 to 4 Gy, the green channel from 4 to 50 Gy and the blue channel for doses above 50 Gy.
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