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Izvlecˇek:
V zakljucˇni nalogi z naslovom Verjetnostni algoritmi za testiranje prasˇtevilskosti si
bomo ogledali princip delovanja a verjetnostnih algoritmov. Pomembni so pri odkriva-
nju velikih prasˇtevil, saj do dokaj hitri in natancˇni.
Najprej se bomo posvetili pravilom o deljivosti sˇtevil ter Evklidovemu algoritmu, s
katerim obicˇajno poiˇscˇemo najvecˇji skupni delitelj. Preusmerili bomo pozornost na
prasˇtevila in osnovni izrek aritmetike. Pokazali bomo tudi dva enostavna algoritma
za preverjanje prasˇtevilskosti pri majhnih sˇtevilih. Nadaljevali bomo z aritmeticˇnimi
funkcijami in sicer bomo opisali Funkciji σ in τ ter Eulerjevo funkcijo. Omenimo sˇe
lastnosti kongruence sˇtevil in dokazˇemo Wilsonov izrek, Eulerjev izrek ter Fermatov
izrek, kateri so potrebni za obravnavo verjetnostnih algoritmov. Obravnavali bomo de-
lovanje Fermatovega algoritma, Miller-Rabinovega algoritma ter Lucasovega algoritma.
Obogateni so s sˇtevilnimi primeri za lazˇje razumevanje.
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Abstract:
In this thesis we will focus on some probabilistic algorithms for testing primality. They
have a primary role in the discovery of large prime numbers, due to their strong effi-
ciency and relatively rapid calculation. In the introduction we present some basic
concepts of number theory: the divisibility of numbers, the greatest common factor,
the Euclidean algorithm, the prime numbers, the fundamental theorem of arithmetic
and the congruences. Further on we present two elementary algorithms for testing
primality, which are timely efficient only for relatively small numbers. We introduce
the arithmetic functions, namely the functions σ and τ , and the Euler function. We
discuss and prove the Wilson theorem, the Euler theorem and the Fermat theorem,
which will be of great importance in the definition of the probabilistic algorithms. In
the main part of the thesis we present and analyze the Fermat algorithm, the Miller-
Rabin algorithm and the Lucas algorithm. In the thesis we use a lot of examples in
order to facilitate the understanding of the topics.
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1 Uvod
”Noben drug del teorije sˇtevil ni tako nasicˇen s skrivnostmi in eleganco kot
preucˇevanje prasˇtevil, teh neukrotljivih sˇtevil, ki nas tako razburjajo in se nocˇejo brez
ostanka deliti z nobenim celim sˇtevilom, razen s samim seboj in z enko.”
(M. Gardner)
Cˇeprav je definicija prasˇtevila enostavna in vsakomur razumljiva, je presenetljivo
veliko vprasˇanj v zvezi z njimi sˇe vedno odprtih. Uporaba prasˇtevil je zelo raznolika.
Prvotno so jih preucˇevali, ker se veliko matematicˇnih problemov nanasˇa na faktorizacijo
sˇtevil. Danes so prasˇtevila kljucˇnega pomena na podrocˇju kriptografije. Uporabljajo
se za razlicˇne metode sˇifriranja, da transakcije varno tecˇejo.
Prasˇtevila so pritegnila pozornost sˇtevilnih matematikov skozi vecˇ stoletij. Sprasˇevali
so se, koliko jih je? Ali obstaja formula, s katerimi jih lahko generiramo?
Zˇe anticˇni Grki so vedeli, da je prasˇtevil neskoncˇno mnogo. Kljub temu pa prav
velikih prasˇtevil niso poznali. Ukvarjali so se s preprosto nalogo, kot je ugotoviti, ali
je dano naravno sˇtevilo prasˇtevilo. Najstarejˇsi in najbolj preprost poznan algoritem
je Eratostenovo resˇeto iz leta 240 p.n.ˇs. Naslednji preprost prasˇtevilski test je ta, da
sˇtevilo n po vrsti delimo s prasˇtevili od 2 do p, kjer je p najvecˇje prasˇtevilo, ki ne
presega
√
n. Oba algoritma sta primerna za majhna sˇtevila, saj sta zelo zamudna in
pri velikih sˇtevilih prakticˇno neuporabna.
Po letu 1960, zaradi prihoda racˇunalnikov, ni vecˇ poudarka na iskanju matematicˇne
formule, ki bi dajala prasˇtevila, ampak na iskanju ucˇinkovitega algoritma za razpozna-
vanje prasˇtevil. Tezˇavo predstavlja prepoznavanje velikih prasˇtevil, ki jih potrebujemo
pri asimetricˇnem sˇifriranju sporocˇil. Najbolj znan asimetricˇni sistem je RSA [8], ki
pri sˇifriranju sporocˇil temelji na zasebnem in javnem kljucˇu. Za kreiranje kljucˇev pa
potrebujemo velika prasˇtevila, ki jih ni enostavno dobiti. Zato potrebujemo ucˇinkovit
algoritem, s katerim preverimo ali je dano sˇtevilo prasˇtevilo ali ne.
V praksi se najvecˇ uporablja verjetnostne algoritme, saj so do sedaj najhitrejˇsi pri
iskanju velikih prasˇtevil. Verjetnostni algoritmi se lahko vcˇasih tudi zmotijo in kaksˇno
sˇtevilo razglasijo za prasˇtevilo, cˇeprav je v resnici sestavljeno. Ker pa je verjetnost
napake izredno majhna (veliko manjˇsa od verjetnosti glavnega dobitka na loteriji), so
ti algoritmi za potrebe kriptografije zaenkrat povsem ustrezni.
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2 Osnovni pojmi teorije sˇtevil
Najprej si bomo pogledali nekaj osnovnih pojmov teorije sˇtevil, prasˇtevila in najosnov-
nejˇse prasˇtevilske algoritme, ki jih lahko najdemo v literaturi [1].
2.1 O deljivosti sˇtevil
Definicija 2.1. Naj bosta a in b poljubni celi sˇtevili. Sˇtevilo a je deljivo s sˇtevilom b,
cˇe lahko a enolicˇno zapiˇsemo kot produkt sˇtevila b s celim sˇtevilom k, torej v obliki
a = k · b.
V tem primeru je b delitelj sˇtevila a in a vecˇkratnik sˇtevila b. Seveda je tudi k
delitelj a-ja in a vecˇkratnik od k. Dejstvo, da je sˇtevilo a deljivo z b ali da b deli a,
zapiˇsemo b|a. Cˇe b ne deli a, pa zapiˇsemo a - b.
Opomba 2.2. Sˇtevilo 0 je deljivo z vsakim od 0 razlicˇnim celim sˇtevilom b (0 = 0 · b).
Sˇtevilo 0 ne deli nobenega nenicˇelnega celega sˇtevila.
Izrek 2.3. Naj bodo a, b in c poljubna cela sˇtevila. Potem velja:
1. a|a
2. cˇe b|a in a|b, potem je b = a ali b = −a
3. cˇe c|b in b|a, potem c|a
4. cˇe c|a in c|b, potem c|ma+ nb ; za poljubne m,n ∈ Z
Dokaz.
1. Ker je a = 1 · a sledi, da a|a.
2. Iz definicije deljivosti sledi, da obstajata taka k, k1 ∈ Z, za katera je a = kb in
b = k1a. Iz enakosti a = bk = kk1a sledi, da je a = kk1a. Torej je kk1 = 1.
Ker sta k, k1 ∈ Z, obstajata dve mozˇnosti: ali je k = 1 in k1 = 1 ali k = −1 in
k1 = −1.
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3. Iz definicije deljivosti izpeljemo dve posledici. Ker b|a obstaja tak k ∈ Z, da
a = kb in ker c|b obstaja tak k1 ∈ Z, da b = k1c.
Dokazˇimo, da c|a. Ker je
a = kb = k(k1c) = (kk1)c
sledi, da je sˇtevilo a izrazˇeno s produktom kk1 ∈ Z in c, torej c|a.
4. Denimo, da c|a in c|b. Zato obstajata taka k, k1 ∈ Z, da je a = kc in b = k1c.
Potem za ∀m,n ∈ Z velja: ma + nb = mkc + nk1c = (mk + nk1)c. Ker je
(mk + nk1) ∈ Z sledi, da c|ma+ nb.
Opomba 2.4. Celemu sˇtevilu ma + nb pravimo cela linearna kombinacija sˇtevil
a, b.
Izrek 2.5. (Lema o deljenju) Naj bosta a, b ∈ Z in b 6= 0. Potem obstajata enolicˇno
dolocˇena q, r ∈ Z tako, da velja
a = qb+ r, 0 ≤ r < |b|.
Dokaz. Najprej bomo dokazali, da q in r sploh obstajata in nato, da sta q in r enolicˇno
dolocˇena. Naj bo mnozˇica A = {a−bk; k ∈ Z in a−bk ≥ 0}. Dokazˇimo, da je mnozˇica A
neprazna, to bo natanko tedaj, ko bo obstajal vsaj en element v tej mnozˇici. Pokazˇimo
torej, da obstaja tak k ∈ Z, da velja: −bk ≥ −a in pri tem locˇimo dve mozˇnosti:
1. Cˇe −b ∈ N, potem obstaja tak k ∈ N, da velja −bk ≥ |a| ≥ −a.
2. Cˇe b ∈ N, potem obstaja tak k ∈ N, da velja: bk ≥ |a| ≥ −a. Od tod sledi, da
(−b)(−k) ≥ −a.
Torej mnozˇica A ni prazna in A ⊆ {0, 1, 2, . . .}. Po principu dobre urejenosti sledi,
da A vsebuje najmanjˇsi element r = min(A). Ker je r ∈ A, obstaja tak q ∈ Z, da
je r = a − bq, oziroma a = bq + r. Iz tega sledi, da je r ≥ 0. Pokazˇimo sˇe, da je
r < |b|. Dokaz bomo naredili za primer, ko je b > 0. Recimo, da je r ≥ |b|, b ∈ N.
Potem je a − (q + 1)b = a − qb − b = r − b ≥ 0.Vidimo, da je a − (q + 1)b ∈ A. Ker
je a − (q + 1)b = r − b < r, pridemo v protislovje, saj smo zgoraj definirali, da je
r = min(A). Podobno velja za b < 0. Torej je r < |b|.
Sedaj dokazˇimo sˇe, da velja enolicˇnost izraza a = qb + r, 0 ≤ r < |b|. Enolicˇnost tega
izraza pomeni, da imamo pri danih a, b en sam tak par q, r da velja
a = qb+ r, 0 ≤ r < |b|.
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Recimo, da obstaja tak par k1, r1, da je a = k1b + r1 in 0 ≤ r1 < |b|. Tedaj je
kb + r = k1b + r1 ali (k − k1)b = r1 − r in je torej r1 − r vecˇkratnik b-ja. Ker je
0 ≤ r1 < |b|,−|b| < −r ≤ 0, sledi da −|b| < r1 − r < |b|. Edini vecˇkratnik b-ja med
−|b| in |b| je 0. Zato je r1 − r = 0 in r1 = r. Tako smo dobili (k− k1)b = r1 − r = 0 in
zaradi b 6= 0 je k − k1 = 0, torej k1 = k. Dokazali smo enolicˇnost izraza.
Definicija 2.6. Naj bosta a in b poljubni celi sˇtevili. Tedaj najvecˇje naravno sˇtevilo,
ki deli tako a kot b, oznacˇimo z D(a, b) in ga imenujemo najvecˇji skupni delitelj
sˇtevil a in b.
Primer 2.7. Poiˇscˇimo najvecˇji skupni delitelj sˇtevil 20 in 24.
- sˇtevilo 20 ima delitelje: 1, 2, 4, 5, 10, 20;
- sˇtevilo 24 ima delitelje: 1, 2, 3, 4, 6, 8, 12, 24;
- skupni delitelji so 1, 2, 4;
- najvecˇji skupni delitelj je 4, kar zapiˇsemo kot D(20, 24) = 4
Definicija 2.8. Celi sˇtevili a in b sta tuji, cˇe velja D(a, b) = 1.
Najvecˇji skupni delitelj dveh sˇtevil obicˇajno poiˇscˇemo s pomocˇjo Evklidovega al-
goritma, ki ga bomo sedaj opisali.
Vzemimo dve nenicˇelni celi sˇtevili a in b, denimo da |a| > |b|. Zaradi Izreka 2.4.
lahko piˇsemo a = kb + r, 0 ≤ r < b. Po 5. tocˇki v Izreku 2.3 velja, da vsak skupni
delitelj sˇtevil b, r deli a in skupni delitelj para a, b je delitelj za r, saj je r = a − kb.
Par a, b ima iste delitelje kot par b, r. Zato je tudi njun najvecˇji skupni delitelj enak
D(a, b) = D(b, r).
• cˇe je r = 0, je D(a, b) = D(b, 0) = b in je najvecˇji skupni delitelj dobljen,
• cˇe je r 6= 0, velja 0 < r < b in dobimo
b = k1r + r1, 0 ≤ r1 < r.
Kot prej dokazˇemo, da se skupni delitelji para b, r ujemajo s skupnimi delitelji
para r, r1 zato
D(b, r) = D(r, r1).
Torej velja: D(a, b) = D(b, r) = D(r, r1)
• cˇe je r1 = 0, je D(a, b) = D(r, 0) = r,
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• cˇe je r 6= 0, velja 0 < r1 < r in ravnanje ponovimo z r in r1. Za novi ostanek r2
sledi po Izreku 2.4 ocena 0 ≤ r2 < r1. Ker se po ocenah 0 ≤ r2 < r1 < r < b
ostanki manjˇsajo in so nenegativna cela sˇtevila, moramo po nekaj ponovitvah
priti do ostanka 0. Manjka nam sˇe nekaj podobnih enacˇb in dobimo
a = kb+ r, 0 < r < b
b = k1r + r2, 0 < r1 < r
r = k2r1 + r2, 0 < r2 < r1
...
...
rn−2 = knrn − 1 + rn, 0 < rn < rn−1
rn−1 = kn + 1rn + 0
Od tod vidimo, da imajo pari a, b; b, r; r, r1; . . . ; rn−1, rn; rn, 0 iste skupne delitelje,
zato se njihovi najvecˇji skupni delitelji ujemajo:
D(a, b) = D(b, r) = . . . = D(rn−1, rn) = D(rn, 0) = rn.
D(a, b) je torej kar zadnji od 0 razlicˇen ostanek, ki ga dobimo po resˇevanju zgornjih
enacˇb. Tako z Evklidovim algoritmom dolocˇimo najvecˇji skupni delitelj dveh sˇtevil.
Opomba 2.9. Izrek velja, ko nobeno od obeh sˇtevil ni enako 0. Cˇe je eno sˇtevilo 0,
drugo ne, je (a, 0) = |a| pri a 6= 0. Cˇe sta obe sˇtevili enaki 0, D(a, b) ne obstaja.
Primer 2.10. Z Evklidovim algoritmom poiˇscˇimo najvecˇji skupni delitelj sˇtevil 754 in
312.
754 = 2 · 312 + 130
312 = 2 · 130 + 52
130 = 2 · 52 + 26
52 = 2 · 26 + 0
D(754, 312) = 26
Izrek 2.11. Cˇe je d = D(a, b), potem obstajata celi sˇtevili m in n tako, da je d =
ma+ nb.
Dokaz. Zapiˇsemo enacˇbe iz prejˇsnjega dokaza v obliki:
r = a− kb
r1 = b− k1r
...
rn = rn−2 − knrn−1.
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Prva enacˇba pove, da je r cela linearna kombinacija sˇtevil a, b. Cˇe vnesemo izraz
za r v drugo enacˇbo dobimo:
r1 = −k1a+ (1 + kk1)b.
Torej je tudi r1 cela linearna kombinacija sˇtevil a, b. Vnesemo izraz za r in r1 v tretjo
enacˇbo in dobimo:
r2 = (1 + k1k2)a+ (−k − k2 − kk1k2)b.
Tudi r2 je cela linearna kombinacija sˇtevil a, b. Cˇe nadaljujemo pridemo do zadnje
enacˇbe, kjer bo tudi rn dobljen kot cela linearna kombinacija sˇtevil a, b, to je
rn = ma+ nb.
Posledica 2.12. D(a, b) = 1 natanko tedaj, ko obstajata taka m,n ∈ Z, da velja
1 = ma+ nb.
Posledica 2.13. (Evklidova lema) Cˇe a|bc in D(a, b) = 1, potem a|c.
Dokaz. Ker a|bc, obstaja tak k ∈ Z, da je bc = ak. Po Izreku 2.11. je 1 = ma+ nb za
neka m,n ∈ Z. To enacˇbo pomnozˇimo s c in dobimo:
c = cma+ cnb = a(cm+ kn).
Od tod sledi, da a|c.
Definicija 2.14. Naj bosta a in b celi sˇtevili. Najmanjˇse naravno sˇtevilo, ki je deljivo
tako z a kot z b, imenujemo najmanjˇsi skupni vecˇkratnik sˇtevil a in b. 0znacˇimo
ga z v(a, b).
Primer 2.15. Poiˇscˇi najmanjˇsi skupni vecˇkratnik sˇtevil 5 in 6.
- vecˇkratniki sˇtevila 5: 5, 10, 15, 20, 30, 35, 40, 45, ...
- vecˇkratniki sˇtevila 6: 6, 12, 16, 24, 30, 36, 42, ...
- najmanjˇsi skupni vecˇkratnik je 30: v(6, 5) = 30.
2.2 Prasˇtevila in osnovni izrek aritmetike
Definicija 2.16. Naravno sˇtevilo p > 1 je prasˇtevilo, cˇe ima sˇtevilo p natanko dva
pozitivna delitelja, sˇtevilo 1 in p.
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Primer 2.17. Do sˇtevila 23 je devet prasˇtevil in sicer
2, 3, 5, 7, 11, 13, 17, 19, 23.
Definicija 2.18. Naravno sˇtevilo, ki ni prasˇtevilo in je vecˇje od 1, imenujemo sesta-
vljeno sˇtevilo.
Primer 2.19. Sˇtevila 6 = 2 · 3, 10 = 2 · 5, 25 = 5 · 5 so sestavljena sˇtevila.
Tudi 0 je sestavljeno sˇtevilo, saj je npr. 0 = 0 · 3 · 4.
Izrek 2.20. Cˇe je p prasˇtevilo in p|ab, potem p|a ali p|b.
Dokaz. Recimo, da p|ab.
Predpostavimo, da p - a. Potem moremo dokazati, da p|b.
Ker p - a, je D(p, a) = 1 in po Evklidovi lemi sledi, da p|b.
Izrek 2.21. Vsako naravno sˇtevilo, ki je vecˇje od 1, je deljivo vsaj z enim presˇtevilom.
Dokaz. Naj bo a poljubno naravno sˇtevilo. Cˇe je a prasˇtevilo, potem izrek velja, saj
a|a.
Cˇe pa je a sestavljeno sˇtevilo, ima poleg 1 in a sˇe druge delitelje. Pokazˇimo, da je vsaj
eden izmed teh deliteljev prasˇtevilo. Naj bo q najmanjˇsi med temi drugimi delitelji
tako, da je 1 < q < a. Trdimo, da je q prasˇtevilo. Cˇe q ni prasˇtevilo, ga lahko zapiˇsemo
kot q = km, kjer k,m ∈ N in k > 1 in m > 1. Sledi, da je 1 < k < km = q. Sˇtevilo k
lezˇi med 1 in q in deli q, zato deli tudi a. Tako pridemo v protislovje, saj smo rekli, da
je q najmanjˇsi od 1 razlicˇni delitelj a. Vidimo, da je q prasˇtevilo.
Izrek 2.22. (Osnovni izrek aritmetike) Vsako naravno sˇtevilo, ki je vecˇje od 1, je
razcepljivo v produkt prasˇtevil. Cˇe se na vrstni red faktorjev ne oziramo, je razcepitev
ena sama.
Dokaz. Najprej dokazˇimo prvi del izreka.
Naj bo a naravno sˇtevilo, a > 1. Po Izreku 2.21 obstaja vsaj eno prasˇtevilo p1, ki
deli a, zato lahko piˇsemo a = p1n1. Cˇe je n1 = 1, je a = p1 iskana razcepitev. Cˇe
n1 6= 1, po Izreku 2.21 obstaja prasˇtevilo p2, ki deli n1 in je n1 = n2p2. Pri n2 = 1,
je a = p1p2 iskana razcepitev. Cˇe n2 6= 1 spet sledi obstoj prasˇtevila p3, ki je delitelj
za n2. Vrednosti sˇtevila a, n1, n2 padajo a > n1 > n2. Ko tako nadaljujemo, moramo
priti do sˇtevila nk, za katero je nk+1 = 1 in njegova razcepitev je nk = pk, kjer je pk
prasˇtevilo. Cˇe uposˇtevamo vse zgornje korake dobimo a v obliki
a = p1p2 · · · pk.
Dobili smo razcepitev sˇtevila a v produkt prasˇtevil.
Dokazati moramo sˇe enolicˇnost faktorizacije.
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Naj bo n ∈ N in n > 1. Recimo, da n = p1p2 · · · pk = q1 · · · qm, kjer so p1, . . . , pk,
q1, . . . , qm prasˇtevila in velja p1 ≤ p2 ≤ . . . ≤ pk in q1 ≤ q2 ≤ . . . ≤ qm. Recimo, da
k ≤ m. Ker p1|q1q2 . . . qm, obstaja tak 1 ≤ i ≤ m, da velja: p1 = qi. Sledi, da p1 ≥ q1.
Tako lahko ugotovimo, da tudi q1 ≥ p1. Torej p1 = q1 in velja p2p3 · · · pk = q2q3 · · · qm.
Postopek ponavljamo. Cˇe bi bil k > m, bi po k-korakih dobili: 1 = qk+1qk+2 · · · qm > 1,
kar je protislovje. Torej cˇe je k = m sledi, da p1 = q1, p2 = q2, . . . , pk = qm.
Posledica 2.23. Cˇe so p1, p2 . . . , pj vsa razlicˇna prasˇtevila iz razcepitve in povedo na-
ravna sˇtevila n1, n2, . . . , nj, kolikokrat so prasˇtevila p1, p2, . . . , pj v razcepitvi kot fak-
torji, lahko vsako naravno sˇtevilo a > 1 zapiˇsemo kot a = pn11 · pn22 · · · pnjj ,
p1 < p2 < . . . < pj.
Temu zapisu pravimo kanonicˇna izrazitev sˇtevila a na prafaktorje.
Trditev 2.24. (Evklid) Prasˇtevil je neskoncˇno.
Dokaz. Predpostavimo, da je prasˇtevil koncˇno mnogo. Lahko jih zapiˇsemo v zaporedju
2, 3, 5, . . . , p, kjer je p najvecˇje prasˇtevilo. Cˇe ta prasˇtevila zmnozˇimo, dobimo produkt
2 · 3 · 5 · · · p, ki je deljiv s prasˇtevili 2, 3, 5, . . . , p. Sˇtevilo n = (2 · 3 · · · p) + 1 je celo in
vecˇje od p, ki ni deljivo z nobenim od prasˇtevil 2, 3, 5, . . . , p, saj nam pusˇcˇa pri deljenju
z vsakim od prasˇtevil 2, 3, . . . , p ostanek 1. Pri deljenju z vsakim prasˇtevilom med 2 in
p imamo dve mozˇnosti: ali je n deljiv s katerim drugim prasˇtevilom, ali je n prasˇtevilo.
Prasˇtevilo, s katerim je n deljiv, je torej vecˇje od p in tako p ni najvecˇje prasˇtevilo.
Cˇe pa je n prasˇtevilo, zaradi n > p pa spet p ni najvecˇje prasˇtevilo. Tako vidimo, da
najvecˇjega prasˇtevila ni.
Ugotovili smo, da je prasˇtevil neskoncˇno, kako pa ugotovimo ali je neko naravno
sˇtevilo n prasˇtevilo ali sestavljeno sˇtevilo? Z uporabo prasˇtevilskih testov lahko pri-
demo do rezultata. Najosnovnejˇsi prasˇtevilski test za preverjanje, ali je neko naravno
sˇtevilo n prasˇtevilo je ta, da preverimo deljivost s prasˇtevili, ki so manjˇsi ali enaki
√
n,
saj velja:
Trditev 2.25. Cˇe je n sestavljeno sˇtevilo, potem obstaja tako prasˇtevilo p, da p|n in
p ≤ √n.
Dokaz. Ker je n sestavljeno sˇtevilo, lahko piˇsemo n = ab, kjer za a in b velja 1 < a ≤
b < n. Cˇe a ≤ b pomnozˇimo z a in dobimo a2 ≤ ba, sledi a ≤ √n. Po osnovnem izreku
aritmetike obstaja tako prasˇtevilo p, da p|a. Ker p|a in a|n, po 3. tocˇki v Izreku 3.2
velja, da p|n. Ker je p ≤ a in a ≤ √n je tudi p ≤ √n.
Primer 2.26. Preverimo, ali je sˇtevilo 89 prasˇtevilo ali sestavljeno sˇtevilo.√
89 = 9, 433 . . .
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9 <
√
89 < 10
Cˇe je sˇtevilo 89 deljivo s katerim od prasˇtevil 2, 3, 5, 7, je to sˇtevilo sestavljeno. Ker pa
opazimo, da ni deljivo z nobenim od sˇtevil 2, 3, 5, 7, je sˇtevilo 89 prasˇtevilo.
Imamo sˇe en preprost algoritem za iskanje prasˇtevil in sicer Eretostenovo resˇeto. Ta
algoritem uporablja Trditev 2.25 za osnovno metodo, ki poiˇscˇe vsa prasˇtevila, manjˇsa
od izbranega sˇtevila.
Primer 2.27. Poiˇscˇimo vsa prasˇtevila, ki so manjˇsa od 100.
n = 100√
100 = 10
• zapiˇsemo vsa sˇtevila od 1 do n
• precˇrtamo sˇtevilo 1
• vzamemo prvo neprecˇrtano sˇtevilo in precˇrtamo vse njegove vecˇkratnike. Posto-
pek ponavljamo, dokler ne pridemo do sˇtevila
√
n
• vsa neprecˇrtana sˇtevila so prasˇtevila
Slika 1: Eratostenovo resˇeto.
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3 Aritmeticˇne funkcije
V tem poglavju bomo navedli nekaj definicij o aritmeticˇnih funkcijah ter tri aritmeticˇne
funkcije podrobneje opisali in predstavili na primerih. Naslednje definicije in izreke
najdemo v [1–3].
Definicija 3.1. Aritmeticˇna funkcija je funkcija f , ki slika iz mnozˇice naravnih sˇtevil
v mnozˇico kompleksnih sˇtevil:
f : N→ C.
Definicija 3.2. Aritmeticˇna funkcija f : N→ C je multiplikativna, cˇe za poljubni tuji
naravni sˇtevili m in n velja:
f(m · n) = f(m) · f(n),
ter popolnoma multiplikativna, cˇe za poljubni naravni sˇtevili m in n velja
f(m · n) = f(m) · f(n).
Primer 3.3. Funkcija f(n) = 1, za ∀n ∈ N, je popolnoma multiplikativna, saj
f(mn) = 1 · 1 = f(m)f(n). Podobno velja za funkcijo g(n) = n: je popolnoma
multiplikativna, saj g(mn) = m · n = g(m)g(n).
Izrek 3.4. Naj bo f multiplikativna funkcija. Cˇe je n = pa11 p
a2
2 · · · pakk kanonicˇna iz-
razitev naravnega sˇtevila n, kjer so p1, p2, . . . , pk razlicˇna prasˇtevila in a1, a2, . . . , ak
naravna sˇtevila, potem velja:
f(n) = f(pa11 )f(p
a2
2 ) . . . f(p
ak
k ).
Dokaz. Izrek bomo dokazali z uporabo matematicˇne indukcije po sˇtevilu k v kanonicˇni
izrazitvi sˇtevila n. Vzemimo, da je k = 2. Ker je D(pa11 , p
a2
2 ) = 1 in ker je f multiplika-
tivna je f(n) = f(pa11 p
a2
2 ) = f(p
a1
1 )f(p
a2
2 ). Predpostavimo, da izrek drzˇi za vsa naravna
sˇtevila manjˇsa ali enaka k.
Naj bo sedaj n poljubno naravno sˇtevilo, ki ima k + 1 razlicˇnih prasˇtevil v svojem
kanonicˇni izrazitvi. Recimo, da n = pa11 p
a2
2 · · · pakk pak+1k+1 . Ker je funkcija f multipli-
kativna in D(pa11 · · · pakk , pak+1k+1 ) = 1 je f(n) = f(pa11 · · · pakk )f(pak+1k+1 ). Po indukcijski
predpostavki vemo, da f(pa11 · · · pakk ) = f(pa11 ) · · · f(pakk ), zato lahko zapiˇsemo, da tudi
f(n) = f(pa11 ) · · · f(pakk )f(pak+1k+1 ).
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3.1 Funkciji σ in τ
Definicija 3.5. Naj bo n poljubno naravno sˇtevilo. Funkcijo σ : N → N definiramo
takole:
σ(n) =
∑
d|n
d.
σ(n) je torej vsota vseh pozitivnih deliteljev sˇtevila n.
Primer 3.6. Vrednosti σ(n) za prvih dvanajst naravnih sˇtevil.
n 1 2 3 4 5 6 7 8 9 10 11 12
σ(n) 1 3 4 7 6 12 8 15 13 18 12 28
Definicija 3.7. Naj bo n poljubno naravno sˇtevilo. Funkcijo τ : N → N definiramo
takole:
τ(n) =
∑
d|n
1.
τ(n) je torej sˇtevilo vseh pozitivnih deliteljev sˇtevila n.
Primer 3.8. Vrednosti τ(n) za prvih dvanajst naravnih sˇtevil.
n 1 2 3 4 5 6 7 8 9 10 11 12
τ(n) 1 2 2 3 2 4 2 4 3 4 2 6
Cˇe zˇelimo dokazati, da sta funkciji σ in τ multiplikativni, potrebujemo naslednji
izrek:
Izrek 3.9. Cˇe je f multiplikativna funkcija, potem je multiplikativna tudi funkcija F
podana s predpisom
F (n) =
∑
d|n
f(d).
Poglejmo si najprej idejo, da bomo lazˇje dokazali izrek.
IDEJA: Naj bo f multiplikativna funkcija in F (n) =
∑
d|n f(d). Pokazali bomo, da
F (60) = F (4)F (15). Delitelje sˇtevila 60 lahko zapiˇsemo kot produkt delitelja sˇtevila 4
in delitelja sˇtevila 15: 1 = 1 · 1, 2 = 2 · 1, 3 = 1 · 3, 4 = 4 · 1, 5 = 1 · 5, 6 = 2 · 3, 10 =
2 · 5, 12 = 4 · 3, 15 = 1 · 15, 20 = 4 · 5, 30 = 2 · 15, 60 = 4 · 15.
Torej:
F (60) = f(1) + f(2) + f(3) + f(4) + f(5) + f(6) + f(10) + f(12) + f(15)+
f(20) + f(30) + f(60) =
= f(1 · 1) + f(2 · 1) + f(1 · 3) + f(4 · 1) + f(1 · 5) + f(2 · 3) + f(2 · 5)+
f(2 · 3) + f(1 · 15) + f(4 · 5) + f(2 · 15) + f(4 · 15) =
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= f(1)f(2)+f(2)f(1)+f(1)f(3)+f(4)f(1)+. . .+f(2)f(15)+f(4)f(15) =
= (f(1) + f(2) + f(4))(f(1) + f(3) + f(5) + f(15)) =
= F (4)F (15).
Dokaz. Cˇe zˇelimo pokazati, da je F multiplikativna funkcija, moramo pokazati, da za
poljubni tuji naravni sˇtevili m in n velja F (mn) = F (m)F (n).
Predpostavimo, da D(m,n) = 1. Sledi
F (mn) =
∑
d|mn
f(d).
Ker je D(m,n) = 1, d|mn natanko tedaj, ko obstajata naravni sˇtevili d1, d2 in velja:
d = d1 · d2, d1|m, d2|n in D(d1, d2) = 1. Lahko piˇsemo:
F (mn) =
∑
d1|m
d2|n
f(d1d2).
Ker je f multiplikativna funkcija in D(d1, d2) = 1, vidimo da
F (mn) =
∑
d1|m
d2|n
f(d1)f(d2) =
∑
d1|m
f(d1)
∑
d2|n
f(d2) = F (m)F (n).
Posledica 3.10. Funkciji σ in τ sta multiplikativni funkciji.
Dokaz. Naj bo f(n) = n in g(n) = 1. Funkciji f in g sta multiplikativni, zato po
Izreku 3.9 vidimo, da sta σ(n) =
∑
d|n f(d) in τ(n) =
∑
d|n g(d) multiplikativni.
Sedaj ko vemo, da sta σ in τ multiplikativni, lahko izpeljemo formuli za njune
vrednosti na podlagi kanonicˇne izrazitve. Najprej bomo zapisali formuli za σ(n) in
τ(n), ko je n potenca prasˇtevila.
Lema 3.11. Naj bo p prasˇtevilo in a naravno sˇtevilo. Potem je
σ(pa) = 1 + p+ p2 + . . .+ pa =
pa+1 − 1
p− 1
in
τ(pa) = a+ 1.
Dokaz. Delitelji prasˇtevila pa so: 1, p, p2, . . . , pa−1, pa. Takoj lahko vidimo, da ima pa
tocˇno a+ 1 deliteljev, zato je τ(pa) = a+ 1.
Opazimo tudi, da je σ(pa) = 1 + p+ p2 + . . .+ pa = p
a+1−1
p−1 .
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Primer 3.12. Vzemimo p = 5 in a = 3.
σ(53) = 1 + 5 + 52 + 53 = 5
4−1
5−1 = 156
τ(53) = 1 + 3 = 4
Izrek 3.13. Naj bo n naravno sˇtevilo s kanonicˇno izrazitvijo n = pa11 p
a2
2 · · · pass . Potem
je
σ(n) =
pa1+11 − 1
p1 − 1 ·
pa2+12 − 1
p2 − 1 · · ·
pas+1s − 1
ps − 1 =
s∏
j=1
p
aj+1
j − 1
pj − 1
in
τ(n) = (a1 + 1)(a2 + 1) · · · (as + 1) =
s∏
j=1
(aj + 1).
Dokaz. Ker sta funkciji σ in τ multiplikativni, velja
σ(n) = σ(pa11 p
a2
2 · · · pass = σ(pa11 )σ(pa22 ) · · · σ(pass ) in
τ(n) = τ(pa11 p
a2
2 · · · pass = τ(pa11 )τ(pa22 ) · · · τ(pass ).
Ko vstavimo vrednosti iz Leme 3.11 dobimo zˇeljene formule.
Primer 3.14. Vzemimo za n = 200. 200 = 23 · 52, torej
σ(200) = σ(23 · 52) = 24−1
2−1 · 5
3−1
5−1 = 15 · 31 = 465
τ(200) = τ(23 · 52) = (3 + 1) · (2 + 1) = 12
3.2 Eulerjeva funkcija
Definicija 3.15. Naj bo n poljubno naravno sˇtevilo. Funkcija ϕ : N→ N naj bo enaka
sˇtevilu vseh naravnih sˇtevil, ki so tuja z n in niso vecˇja od n. Funkcijo ϕ imenujemo
Eulerjeva funkcija in jo oznacˇimo z ϕ(n).
Primer 3.16. Vrednosti ϕ(n) za prvih dvanajst naravnih sˇtevil.
n 1 2 3 4 5 6 7 8 9 10 11 12
ϕ(n) 1 1 2 2 4 2 6 4 6 4 10 4
Izrek 3.17. Naravno sˇtevilo p je prasˇtevilo natanko tedaj, ko je ϕ(p) = p− 1.
Dokaz. (⇒): Vzemimo, da je p prasˇtevilo. Vsa sˇtevila 1, 2, 3, . . . , p− 1 so tuja sˇtevilu
p, zato je ϕ(p) = p− 1.
(⇐): Vzemimo, da je p naravno sˇtevilo in ϕ(p) = p− 1.
Recimo, da p ni prasˇtevilo. Potem je lahko p = 1 ali p je sestavljeno sˇtevilo. Cˇe je
p = 1, potem ϕ(p) 6= p − 1, ker ϕ(1) = 1. Cˇe je p sestavljeno sˇtevilo, potem obstaja
tak d ∈ N, da d|p. Ker p in d nista tuji sˇtevili, obstaja med sˇtevili 1, 2, . . . , p−1 sˇtevilo
d in ϕ(p) < p− 1. Zato, cˇe je ϕ(p) = p− 1 je p prasˇtevilo.
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Izrek 3.18. Za potenco pn prasˇtevila p in naravnega sˇtevila n je
ϕ(pn) = pn(1− 1
p
).
Dokaz. Vsa naravna sˇtevila p, 2p, 3p, . . . , pn−1p niso tuja s p. Teh je pn−1. Vsa druga
sˇtevila, ki jih je pn − pn−1, so tuja s p. Torej je ϕ(pn) = pn(1− 1
p
).
Primer 3.19. ϕ(81) = ϕ(34) = 34(1− 1
3
) = 33 · 2 = 54.
Izrek 3.20. Funkcija ϕ je multiplikativna:
ϕ(mn) = ϕ(m)ϕ(n),
kjer sta m in n tuji naravni sˇtevili.
Dokaz. Naj bo x produkt med sabo tujih naravnih sˇtevil m,n, torej x = m · n. De-
nimo, da poznamo ϕ(m) in ϕ(n). Izracˇunati zˇelimo ϕ(x). Sˇtevilo ϕ(x) pove koliko je
v zaporedju 0, 1, 2, . . . , x − 1 proti x tujih sˇtevil. Zaporedje zapiˇsimo v n vrstic tako,
da pride v vsako vrstico m zaporednih sˇtevil
0 1 2 . . . m− 1
m m+ 1 m+ 2 . . . 2m− 1
2m 2m+ 1 2m+ 2 . . . 3m− 1
...
(n− 1)m (n− 1)m+ 1 (n− 1)m+ 2 . . . mn− 1
V zgornji shemi so zaradi Evklidove leme tuja proti x tista sˇtevila, ki so tuja m in
n. Opazimo tudi, cˇe je kako sˇtevilo iz prve vrstice v shemi tuje m, so tuja proti m vsa
tista sˇtevila, ki so z njim v istem stoplcu. Cˇe pa je kako sˇtevilo iz prve vrstice v tej
shemi netuje m, so vsa sˇtevila, ki so z njim v istem stolpcu, netuja m. Naj bo k sˇtevilo
iz prve vrste, potem so z njim v istem stolpcu sˇtevila tm+ k, kjer je t celo sˇtevilo. Cˇe
ima k skupen delitelj z m, ta delitelj po 4. tocˇki v Izreku 2.3 deli tudi tm+k. Cˇe pa je k
tuj m, noben delitelj m-ja ne deli tm+k. Stolpci v shemi se torej glede tujosti nasproti
sˇtevilu m obnasˇajo tako kot njihova sˇtevila iz prve vrstice. Od tod lahko sklepamo, da
je sˇtevilo stolpcev, ki vsebujejo vsa proti m tuja sˇtevila iz sheme natanko ϕ(m).
Sedaj moramo sˇe preveriti, koliko je v najdenih ϕ(m) stolpcih tujih sˇtevil proti n.
Vzemimo kaksˇnega teh ϕ(m) stolpcev. Poljubni sˇtevili v tem stolpcu sta tm + k,
sm + k, kjer sta t, s nenegativni celi sˇtevili, ne vecˇji od n − 1. Cˇe je t 6= s, tm + k in
sm + k ne dasta pri delitvi z n istega ostanka. Cˇe bi bil ostanek isti, bi bila razlika
(t− s)m deljiva z n. Ker je m tuj proti n, bi moral biti po Evklidovi lemi faktor t− s
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deljiv z n. Toda zaradi 0 < |t − s| ≤ n − 1 je to nemogocˇe. Ko delimo sˇtevila nasˇega
stolpca z n, dobimo same razlicˇne ostanke. Ker je v stolpcu n sˇtevil, so ti ostanki enaki
0, 1, 2, . . . , n − 1. Med njimi je ϕ(n) proti n tujih sˇtevil. Ker velja to za vsakega od
ϕ(n) stolpcev, je v shemi ϕ(m)ϕ(n) sˇtevil, ki so tuja obenem proti m in proti n. Torej
je ϕ(x) = ϕ(m)ϕ(n) oziroma ϕ(mn) = ϕ(m)ϕ(n).
Izrek 3.21. Cˇe je m = pn11 p
n2
2 · · · pnkk kanonicˇna izrazitev naravnega sˇtevila, kjer so
p1, p2, . . . , pk razlicˇna prasˇtevila, potem
ϕ(m) = n(1− 1
p1
)(1− 1
p2
) · · · (1− 1
pk
).
Dokaz. Ker je ϕ multiplikativna in m = pn11 p
n2
2 · · · pnkk lahko piˇsemo
ϕ(m) = ϕ(pn11 )ϕ(p
n2
2 ) · · ·ϕ(pnkk ). Cˇe uposˇtevamo Izrek 3.18 vemo, da
ϕ(p
nj
j ) = p
nj
j − pnj−1j = pnjj (1− 1pj ) za j = 1, 2, . . . , k. Zato velja
ϕ(m) = pn11 (1− 1p1 )p
n2
2 (1− 1p2 ) · · · p
nk
k (1− 1pk ) =
= pn11 · · · pnkk (1− 1p1 ) · · · (1− 1pk ) =
= m(1− 1
p1
) · · · (1− 1
pk
).
Primer 3.22. 2100 = 22 · 3 · 52 · 7
ϕ(2100) = 2100(1− 1
2
)(1− 1
3
)(1− 1
5
)(1− 1
7
) = 480
Izrek 3.23. Za naravno sˇtevilo m je vsota vrednosti, ki jih zavzame Eulerjeva funkcija
pri vseh pozitivnih deliteljih d sˇtevila m enaka m in sicer:∑
d|m
ϕ(d) = m.
Dokaz. Najprej izpeljimo dokaz za primer, ko je m potenca prasˇtevila p, torej m = pn.
Delitelji sˇtevila pn so 1, p, p2, . . . , pn. Cˇe uposˇtevamo Izreka 3.17 in 3.18 dobimo:
∑
d|pn
ϕ(d) = ϕ(1) + ϕ(p) + ϕ(p2) + . . .+ ϕ(pn) =
= 1 + (p− 1) + (p2 − p) + . . .+ (pn − pn−1) =
= pn.
Za m = pn je izrek dokazan.
Obravnavati moramo sˇe splosˇen primer. Sˇtevilo m naj ima razcepitev m = pn11 · · · pnkk ,
kjer so p1, . . . , pk razlicˇna prasˇtevila. Ker so delitelji sˇtevila m natanko vsa sˇtevila
oblike pr11 p
r2
2 · · · prkk , pri cˇemer velja: 0 ≤ ri ≤ ni za vse i = 1, 2, . . . , k, sledi
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∑
d|n
f(d) =
n1∑
r1=0
· · ·
nk∑
rk=0
ϕ(pr11 p
r2
2 · · · prkk ) =
=
n1∑
r1=0
· · ·
nk∑
rk=0
ϕ(pr11 ) · · ·ϕ(prkk ) =
=
k∏
i=1
ni∑
ri=0
ϕ(prii ) =
=
k∏
i=1
pni =
= n.
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4 Kongruence
Pogledali si bomo nekaj lastnosti kongruence sˇtevil in posebne kongruence: Wilsonov
izrek, Eulerjev izrek in Fermatov izrek. Omenjeno najdemo v literaturi [2, 3].
4.1 Kongruenca sˇtevil
Definicija 4.1. Naj bodo a in b celi sˇtevili in m naravno sˇtevilo. Cˇe m|a − b potem
pravimo, da sta a, b kongruentni po modulu m in piˇsemo
a ≡ b (mod m).
Opomba 4.2. Cˇe m - a − b sta a, b nekongruentni po modulu m in piˇsemo a 6≡ b
(mod m).
Primer 4.3. Primer kongruence sˇtevil.
19 ≡ 7 (mod 6), ker 6|19− 7 = 12
oziroma
14 6≡ 4 (mod 7), ker 7 - 14− 4 = 10.
Izrek 4.4. Naj bosta a in b poljubni celi sˇtevili. Potem je a ≡ b (mod m) natanko
tedaj, ko imata a in b enaka nenegativna ostanka pri deljenju z m.
Dokaz. (⇒): Predpostavimo, da a ≡ b (mod m) in a = b + mk za nek k ∈ Z. Pri
deljenju z m naj ima b ostanek r: b = qm+ r, kjer je 0 ≤ r < m. Zato je
a = b+ km = (qm+ r) + km = (q + k)m+ r,
kar pomeni, da ima a pri deljenju z m enak ostanek kot b.
(⇐): Sedaj predpostavimo, da sta a = q1m+ r in b = q2m+ r z enakima ostankoma r
(0 ≤ r < m). Potem
a− b = (q1m+ r)− (q2m+ r) = (q1 − q2)m.
Od tod sledi, da m|a− b in lahko piˇsemo a ≡ b (mod m).
Izrek 4.5. Naj bodo a, b, c, d poljubna cela sˇtevila in m ∈ N.
Potem veljajo naslednje lastnosti:
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1. a ≡ a (mod m).
2. Cˇe je a ≡ b (mod m), potem je b ≡ a (mod m).
3. Cˇe je a ≡ b (mod m) in b ≡ c (mod m), potem je a ≡ c (mod m).
4. Cˇe je a ≡ b (mod m) in c ≡ d (mod m), potem je
a+ c ≡ b+ d (mod m), a− c ≡ b− d (mod m) in ac ≡ bd (mod m).
5. Cˇe je ad ≡ bd (mod m) in je D(d,m) = 1, potem je a ≡ b (mod m).
Dokaz.
1. Ker m|(a− a) = 0 sledi, da je a ≡ a (mod m).
2. Cˇe a ≡ b (mod m) potem m|(a − b) in velja, da a − b = km za k ∈ Z. Torej
b− a = −(km) = (−k)m in zato m|(b− a). Posledicˇno b ≡ a (mod m).
3. Cˇe a ≡ b (mod m) in b ≡ c (mod m), potem m|(a − b) in m|(b − c). Vemo, da
m|(a− b) + (b− c) = a− c. Iz tega sledi, da je a ≡ c (mod m).
4. Cˇe a ≡ b (mod m) in b ≡ d (mod m), potem m|(a− b) in m|(b− d). To pomeni,
da a− b = km in c− d = hm za k, h ∈ Z.
Cˇe naredimo vsoto, dobimo (a + c)− (b + d) = (a− b) + (c− d) = (k + h)m ali
a+ c ≡ b+ d (mod m).
Cˇe enacˇbi odsˇtejemo, dobimo (a− c)− (b− d) = (a− b)− (c− d) = (k− h)m ali
a− c ≡ b− d (mod m).
Podobno najdemo za produkt ac = (b+ km)(d+ hm) = bd+ (kd+ hb+ khm)m
ali ac ≡ bd mod m.
5. Cˇe ad ≡ bd (mod m) potem m|ad−bd in lahko piˇsemo, da m|d(a−b). Ker vemo,
da je D(d,m) = 1, potem m|a− b. Iz tega sledi, da je a ≡ b (mod m).
Prve tri tocˇke iz zgornjega izreka nam povedo, da je kongruenca po modulu m
ekvivalencˇna relacija, saj velja refleksivnost, simetricˇnost in tranzitivnost.Cela sˇtevila
se zato razdelijo v m ekvivalencˇnih razredov glede na ostanek pri deljenju z modulom
m. Ekvivalencˇnemu razredu celega sˇtevila a pravimo kongruencˇni razred sˇtevila a
po modulu m.
Oznaka:
[a]m = {b ∈ Z|a ≡ b (mod m)}.
Mnozˇico vseh kongruencˇnih razredov po modulu m oznacˇujemo z Zm.
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Definicija 4.6. Mnozˇico m sˇtevil, ki so izbrana tako, da je iz vsakega kongruencˇnega
razreda po modulum vzeto natancˇno eno sˇtevilo, imenujemo popoln sestav ostankov
po modulu m.
Definicija 4.7. Cˇe iz popolnega sestava ostankov po modulu m obdrzˇimo le tista
sˇtevila, ki so tuja modulu m, dobimo reducirani sestav ostankov po modulu m.
Ta sestav vsebuje ϕ(m) sˇtevil.
Primer 4.8. Vzemimo sˇtevilo 6.
Popoln sestav ostankov po modulu 6 je npr. mnozˇica {0, 1, 2, 3, 4, 5}. Reduciran sestav
ostankov po modulu 6 pa je npr. 1,5. V kongruencˇnih razredih [1]6 in [5]6 so sama
proti 6 tuja sˇtevila.
4.2 Wilsonov izrek
Izrek 4.9. (Wilsonov izrek) Cˇe je p prasˇtevilo, potem je (p− 1)! ≡ −1 (mod p).
Dokaz. Cˇe je p = 2, potem je (2 − 1)! = 1 ≡ −1 (mod 2). Cˇe je p = 3, potem je
(3− 1)! = 2 ≡ −1 (mod 3).
Privzemimo, da je p prasˇtevilo, vecˇje od 3.
Ker je Zp obseg za opreaciji sesˇtevanja in mnozˇenja, za vsak a ∈ {1, 2, . . . , p − 1}
obstaja tako naravno sˇtevilo b ∈ {1, 2, . . . , p− 1}, da velja ab ≡ 1 (mod p).
Recimo, da je a = b. To pomeni, da je a2 ≡ 1 (mod p) oziroma p|(a2 − 1) = (a −
1)(a+ 1). Po Izreku 2.20 bodisi p|a− 1 bodisi p|a+ 1. Ker je a ∈ {1, 2, . . . , p− 1}, je
a− 1 ∈ {0, 1, . . . , p− 2}, a+ 1 ∈ {2, 3, . . . , p}.
Cˇe p|a− 1, je a− 1 = 0, oziroma a = 1.
Cˇe p|a+ 1, je a+ 1 = p, oziroma a = p− 1.
Vidimo, da za vsak a ∈ {2, . . . , p − 2} obstaja tako sˇtevilo b, kjer a 6= b in b ∈
{2, . . . , p − 2} in ab ≡ 1 (mod p). Zmnozˇek (p − 1)! je zato kongruenten p − 1 po
modulu p; p− 1 pa je kongruenten −1 po modulu p.
Za vsako prasˇtevilo p > 3 potem velja, da je (p− 1)! ≡ −1 (mod p).
Primer 4.10. Vzemimo za p = 7.
Imamo (7 − 1)! = 6! = 1 · 2 · 3 · 4 · ·5 · 6. Zdruzˇili bomo faktorje v produktu tako, da
dobimo nek produkt kongruenten 1 po modulu 7. Opazimo, da 2 · 4 ≡ 1 (mod 7) in
3 ·5 ≡ 1 (mod 7). Tedaj lahko zapiˇsemo: 6! ≡ 1 · (2 ·4) · (3 ·5) ·6 ≡ 1 ·6 ≡ −1 (mod 7).
Pokazali bomo tudi, da velja obrat Wilsonovega izreka [?] in sicer:
Izrek 4.11. Cˇe je p ∈ N in (p− 1)! ≡ −1 (mod p), potem je p prasˇtevilo.
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Dokaz. Predpostavimo, da p ni prasˇtevilo. Potem je p sestavljeno sˇtevilo in ima vsaj
enega delitelja a, tako da 1 < a < p. Ker je (p − 1)! ≡ −1 (mod p) lahko piˇsemo, da
p|(p − 1)! + 1. Ker je a delitelj sˇtevila p velja tudi, da a|(p − 1)! + 1. Ker je a < p,
a|(p − 1)!. Ker pa a|(p − 1)! + 1, od tod dobimo, da a|1. Sledi, da je a = 1, kar je v
nasprotju z izjavo 1 < a < p. Tako smo priˇsli v protislovje in lahko recˇemo, da mora
biti p prasˇtevilo.
4.3 Eulerjev izrek
Izrek 4.12. (Eulerjev izrek) Naj bo a ∈ Z in m ∈ N. Cˇe je D(a,m) = 1 potem
velja kongruenca
aϕ(m) ≡ 1 (mod m).
Dokaz. Naj bo a1, a2, . . . , aϕ(m) reduciran sestav ostankov po modulu m. Ker je sˇtevilo
a tuje proti m, je po Definiciji 4.7 tudi mnozˇica aa1, aa2, . . . , aaϕ(m) reduciran sestav
ostankov po modulu m. Vsako sˇtevilo iz a1, a2, . . . , aϕ(m) je kongruentno po modulu
m natancˇno enemu sˇtevilu iz aa1, aa2, . . . , aaϕ(m) in obratno. Zato velja po 4. tocˇki v
Izreku 4.5 kongruenca
aa1aa2 · · · aaϕ(m) ≡ a1a2 · · · aϕ(m) (mod m).
Tako
aϕ(m)a1a2 · · · aϕ(m) ≡ a1a2 · · · aϕ(m) (mod m).
Ker so sˇtevila iz reduciranega sestava a1, a2, . . . , aϕ(m) tuja proti m, smemo dobljeni
kongruenci na obeh straneh krajˇsati z a1, a2, . . . , aϕ(m). Tako dobimo a
ϕ(m) ≡ 1
(mod m).
Primer 4.13. Vzemimo dve tuji si sˇtevili, a = 41 in m = 15.
ϕ(15) = ϕ(3 · 5) = 2 · 4 = 8.
Tako je 418 ≡ 1 (mod 15).
Iz tega sledi, da 15|7.984.925.229.121− 1 = 7.984.925.229.120.
7.984.925.229.120 : 15 = 532.328.348.608.
4.4 Fermatov izrek
Izrek 4.14. (Mali Fermatov izrek) Cˇe je p prasˇtevilo in a ∈ N tako, da p - a,
potem je
ap−1 ≡ 1 (mod p).
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Dokaz. Cˇe p - a, potem je D(p, a) = 1. Po Izreku 4.12 velja:
aϕ(p) ≡ 1 (mod p).
V tem primeru je ϕ(p) = p− 1 in zato je ap−1 ≡ 1 (mod p).
Posledica 4.15. Za vsako prasˇtevilo p in vsako celo sˇtevilo a velja, da je
ap ≡ a (mod p).
Dokaz. Cˇe p|a, potem je ap ≡ 0 (mod p) in a ≡ 0 (mod p), torej je ap ≡ a (mod p).
Cˇe p - a, potem je po Malem Fermatovem izreku ap−1 ≡ 1 (mod p). Ko pomnozˇimo
kongruenco z a, dobimo ap ≡ a (mod p).
Jogan T. Verjetnostni algoritmi za testiranje prasˇtevilskosti.
Univerza na Primorskem, Fakulteta za matematiko, naravoslovje in informacijske tehnologije, 2014 22
5 Verjetnosti algoritmi
Zˇe od nekdaj so se matematiki ukvarjali s problemom izdelave ucˇinkovitega algoritma
za testiranje prasˇtevilskosti. Ko imamo opraviti z velikimi sˇtevili, so najbolj pogosti in
ucˇinkoviti verjetnostni algoritmi. Poleg sˇtevila n, ki ga testiramo, se v teh algoritmih
pojavi tudi sˇtevilo a, ki je izbrano nakljucˇno. Ponavadi verjetnostni algoritmi nikoli
ne proglasijo prasˇtevila za sestavljeno sˇtevilo, toda mozˇno je, da sestavljeno sˇtevilo
proglasijo za prasˇtevilo. Cˇe test ponavljamo pri neodvisno izbranih vrednosti a, se
verjetnost napake manjˇsa. Osnovna struktura za testiranje prasˇtevil je naslednja:
• Izberemo sˇtevilo n, za katerega bomo preverjali ali je prasˇtevilo ter nakljucˇno
izberemo sˇtevilo a.
• Preverimo nekatere enakosti (odvisno od algoritma), ki vkljucˇujejo sˇtevili a in
n. Cˇe enakost ne drzˇi, potem je n sestavljeno sˇtevilo, sˇtevilo a pa je pricˇa za
sestavljenost sˇtevila n in algoritem se ustavi.
• Cˇe enakost drzˇi, ponavljamo od prvega koraka dalje, dokler ni dosezˇena potrebna
gotovost.
V nadaljevanju si bomo ogledali naslednje verjetnostne algoritme: Fermatov algo-
ritem, Miller-Rabinov algoritem ter Lucasov algoritem. Omenjeni algoritmi so povzeti
po literaturi [4].
5.1 Fermatov algoritem
Najbolj enostaven algoritem za testiranje prasˇtevilskosti je Fermatov algoritem. Ta
algoritem temelji na Fermatovem malem izreku. Cˇe zˇelimo preveriti, ali je neko naravno
sˇtevilo n prasˇtevilo, potem izberemo nakljucˇno naravno sˇtevilo a, tako, da D(n, a) = 1.
Po Fermatovem malem izreku testiramo:
• Cˇe je an−1 6≡ 1 (mod n), potem je n sestavljeno sˇtevilo in a je pricˇa za sestavlje-
nost sˇtevila n.
• Cˇe je an−1 ≡ 1 (mod n), potem je sˇtevilo n verjetno prasˇtevilo.
Ker ne vemo zagotovo, ali je n prasˇtevilo ali ne, postopek nadaljujemo. Spet izberemo
nakljucˇno sˇtevilo a1 6= a in D(n, a1):
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• Cˇe je an−11 6≡ 1 (mod n), potem je n sestavljeno sˇtevilo in a1 je pricˇa za sesta-
vljenost sˇtevila n.
• Cˇe je an−11 ≡ 1 (mod n), potem je sˇtevilo n verjetno prasˇtevilo.
Ker ne vemo zagotovo, ali je n prasˇtevilo ali ne, postopek ponovno nadaljujemo. Izbe-
remo naklucˇno sˇtevilo a2 6= a1, a2 6= a in D(n, a2):
• Cˇe je an−12 6≡ 1 (mod n), potem je n sestavljeno sˇtevilo in a2 je pricˇa za sesta-
vljenost sˇtevila n.
• Cˇe je an−12 ≡ 1 (mod n), potem je spet sˇtevilo n verjetno prasˇtevilo.
Postopek lahko nadaljujemo. Od tega, na koliko nakljucˇno izbranih sˇtevilih testiramo
veljavnost enakosti, je odvisna natancˇnost odgovora ali je sˇtevilo n prasˇtevilo ali ne.
Definicija 5.1. Naj bo n sestavljeno sˇtevilo in a poljubno sˇtevilo, tako da D(n, a) = 1.
Cˇe je an−1 ≡ 1 (mod n), potem sˇtevilu n pravimo psevdoprasˇtevilo glede na sˇtevilo a.
Definicija 5.2. Naj bo n sestavljeno sˇtevilo. Cˇe je an−1 ≡ 1 (mod n), za vsa sˇtevila
a, za katera je D(n, a) = 1, potem sˇtevilo n imenujemo Carmichaelovo sˇtevilo.
Carmichaelova sˇtevila [6] so zelo podobna prasˇtevilom. Pomembna so, ker ve-
dno prestanejo Fermatov algoritem za testiranje prasˇtevilskosti, pa cˇeprav sama niso
prasˇtevila. Ravno zaradi njih se tezˇko zanesemo na ta algoritem za dokazovanje
prasˇtevilskosti.
Tako kot je neskoncˇno prasˇtevil, obstaja tudi neskoncˇno mnogo Carmichaelovih sˇtevil,
vendar so zelo redka. Do 1000 je samo 1 Carmichaelovo sˇtevilo in sicer sˇtevilo 561,
prasˇtevil pa je 168. Do 1016 je 246.683 Carmichaelovih sˇtevil, prasˇtevil pa je
279.238.341.033.925. Vidimo lahko, da je manj kot en bilijon mozˇnosti, da izberemo
Charmichaelovo sˇtevilo. Charmichaelova sˇtevila so vedno liha.
Primer 5.3. Najprej si bomo pogledali primer na Carmichaelovem sˇtevilu. Izberimo
si najmanjˇse tako sˇtevilo 561.
Izberemo si nakljucˇna sˇtevila a, a1, a2 ∈ N, tako da D(a, n) = 1, D(a1, n) = 1,
d(a2, n) = 1, a 6= a1 6= a2 in testiramo:
• a = 7
Zanima nas kongruenca sˇtevila 7560 po modulu 561?
77 = 823.543 ≡ −5 (mod 561)
(77)5 ≡ (−5)5 = −3.125 ≡ −320 (mod 561)
(735)2 ≡ (−320)2 = 102.400 ≡ 298 (mod 651)
(770)2 ≡ 2982 = 88.804 ≡ 166 (mod 561)
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(7140)2 ≡ 1662 = 27.556 ≡ 67 (mod 561)
(7280)2 ≡ 672 = 4.489 ≡ 1 (mod 561)
7560 ≡ 1 (mod 561)
• a1 = 8
8560 ≡ 1 (mod 561)
• a2 = 67
67560 ≡ 1 (mod 561)
Cˇe bi preverili na vseh nakljucˇno izbranih sˇtevilih a, tako da D(a, n) = 1, bi se pre-
pricˇali, da kongruenca an−1 ≡ 1 (mod n) velja za vsak tak izbran a. S pomocˇjo Ev-
klidovega algoritma lahko ugotovimo, da je sˇtevilo 561 razcepljivo na prasˇtevila in
sicer:
561 = 3 · 11 · 17.
Zato sˇtevilo 561 ni prasˇtevilo, je pa Carmichaelovo sˇtevilo.
Primer 5.4. Poglejmo si ali je sˇtevilo 87 prasˇtevilo?
Izberemo si nakljucˇni a = 59 in izracˇunamo
5986 ≡ 1 (mod 87).
Dobili smo kongruenco enako 1, ali imamo res prasˇtevilo?
Izberemo sˇe en nakljucˇni a1 = 23 in racˇunamo naprej
2386 ≡ 7 (mod 87).
Sedaj pa nismo dobili kongruence enake 1, torej je 87 sestavljeno sˇtevilo in 23 njegova
pricˇa sestavljenosti.
Vidimo tudi, da je sˇtevilo 87 je psevdoprasˇtevilo glede na sˇtevilo 59.
Primer 5.5. Poglejmo si sˇe ali je 223 prasˇtevilo?
Izberemo si pet nakljucˇnih sˇtevil a1 = 5, a2 = 40, a3 = 134, a4 = 204, a5 = 198 in
izracˇunamo koliksˇne so njune kongruence po modulu 223.
5222 ≡ 1 (mod 223)
40222 ≡ 1 (mod 223)
134222 ≡ 1 (mod 223)
204222 ≡ 1 (mod 223)
198222 ≡ 1 (mod 223)
Po petih poskusih nismo nasˇli pricˇe sestavljenosti sˇtevila 223, torej je sˇtevilo verjetno
prasˇtevilo. Cˇe bi postopek nadaljevali za nakljucˇno izbrana sˇtevila a, bi dobili vedno
kongruenco enako 1. Tako bi se nam verjetnost, da je to sˇtevilo prasˇtevilo, povecˇevala.
Zaradi Carmichaelovih sˇtevil, pa nebi mogli zagotoviti, da je to sˇtevilo res prasˇtevilo.
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5.2 Miller-Rabinov algoritem
Poglejmo si nekoliko hitrejˇsi in boljˇsi algoritem od Fermatovega in sicer Miller-Rabinov
algoritem [7]. Cˇe zˇelimo pokazati delovanje tega algoritma, potrebujemo naslednji izrek:
Izrek 5.6. Naj bo n prasˇtevilo. Prasˇtevilo n zapiˇsemo v obliki 1 + 2sd, kjer je d liho
sˇtevilo. Za vsa sˇtevila a, za katera velja, da 1 ≤ a < n in D(a, n) = 1, ima zaporedje
ad, a2d, a4d, . . . , a2
s−1d, a2
sd (mod n) (5.1)
obliko
(1, 1, 1, . . . , 1, 1, 1)
ali
(∗, ∗, ∗, . . . , n− 1, 1, 1, 1),
kjer ∗ predstavlja poljubno sˇtevilo med 0 in n− 1.
Dokaz. Naj bo n prasˇtevilo. Pokazˇimo najprej, da je a2
sd ≡ 1 (mod n).
Po Malem Fermatovem izreku je an−1 ≡ 1 (mod n). Ker je n = 1 + 2sd sledi, da je
n− 1 = 2sd. Torej lahko zapiˇsemo a2sd ≡ 1 (mod n). Prvi del smo dokazali.
Predpostavimo sedaj, da zaporedje (5.1) ni oblike (1, 1, 1, . . . , 1, 1, 1). Naj bo x prvi
indeks zaporedja (5.1), ki je enak 1. Zanima nas koliksˇna je vrednost kongruence cˇlena
pred tem izbranim. Torej:
a2
xd ≡ 1 (mod n)
a2
x−1d ≡ y (mod n), y 6= 1, (0 ≤ y ≤ n− 1).
Izracˇunati moramo vrednost neznanke y.
(a2
x−1d)2 ≡ y2 (mod n)
a2
x−1·d·2 ≡ y2 (mod n)
1 ≡ a2xd ≡ y2 (mod n)
y2 ≡ 1 (mod n)
Iz tega sledi, da n|y2 − 1 = (y − 1)(y + 1). Ker je n prasˇtevilo, iz Izreka 2.19 sledi, da
n|y − 1 ali n|y + 1:
• Cˇe n|y − 1 sledi, da je y = 1. Priˇsli smo v protislovje, saj smo rekli, da y 6= 1.
• Cˇe pa n|y + 1 sledi, da je y = n− 1.
S tem smo dokazali tudi, da je a2
x−1d ≡ n− 1 (mod n).
Poglejmo si, kako deluje Miller-Rabinov algoritem.
Najprej si izberimo liho sˇtevilo n za katerega preverjamo ali je prasˇtevilo in n zapiˇsemo
v obliki n = 1+2sd, kjer je d liho sˇtevilo. Izberemo si nakljucˇen a, tako da je 1 ≤ a < n
in D(a, n) = 1 ter po zgornejm izreku testiramo:
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• Cˇe je zaporedje
ad, a2d, a4d, . . . , a2
s−1d, a2
sd (mod n)
enako
(1, 1, 1, . . . , 1, 1, 1) ali (∗, ∗, ∗, . . . , n− 1, 1, 1, 1)
je n verjetno prasˇtevilo in postopek nadaljujemo za naslednji a1.
• Sicer je sˇtevilo n sigurno sestavljeno sˇtevilo.
Recimo, da je n verjetno prasˇtevilo in postopek nadaljujemo za nakljucˇni a1 6= a in
D(a1, n) = 1:
• Cˇe je zaporedje
ad1, a
2d
1 , a
4d
1 , . . . , a
2s−1d
1 , a
2sd
1 (mod n)
enako
(1, 1, 1, . . . , 1, 1, 1) ali (∗, ∗, ∗, . . . , n− 1, 1, 1, 1)
je n verjetno prasˇtevilo in postopek nadaljujemo za naslednji a2.
• Sicer je sˇtevilo n sigurno sestavljeno sˇtevilo.
Tako postopek nadaljujemo. Natancˇnost algoritma je odvisna od tega, na koliko na-
kljucˇno izbranih sˇtevilih testiramo veljavnost enakosti.
Pri Miller-Rabinovem algoritmu moramo torej preveriti, da je
ad ≡ 1 (mod n)
ali
a2
xd ≡ n− 1 (mod n), za 0 ≤ x ≤ s− 1.
Cˇe ena od zgornjih enakosti velja, potem je n po veliki verjetnosti prasˇtevilo.
Definicija 5.7. Naj bo n sestavljeno sˇtevilo. Cˇe ima n znacˇilnosti, ki so opisane v Iz-
reku 5.6 za nek nakljucˇno izbran a, potem sˇtevilo n imenujemo krepko psevdoprasˇtevilo
glede na sˇtevilo a.
Naj bo n sestavljeno liho sˇtevilo. Potem n prestane Miller-Rabinov algoritem za
najvecˇ (n− 1)/4 nakljucˇno izbranih sˇtevil a, ki so med 1 in n.
Algoritem proglasi sestavljeno sˇtevilo za prasˇtevilo z verjetnostjo najvecˇ 4−k, kjer
je k sˇtevilo ponovitev algortima.
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Primer 5.8. Poglejmo si najprej delovanje algoritma na sˇtevilu, za katerega vemo, da
je prasˇtevilo.
Izberimo si sˇtevilo n = 29 = 1 + 28 = 1 + 22 · 7, s = 2, d = 7.
Izberimo si nakljucˇno sˇtevilo a, tako da 1 ≤ a ≤ n− 1 in D(a, n) = 1 in testiramo:
• a = 10
107 ≡ 17 (mod 29) 6= 1 ali n− 1
(107)2 ≡ −1 (mod 29) = n− 1
Dobili smo kongruenco enako n− 1, torej je sˇtevilo 29 verjetno prasˇtevilo.
• Poskusimo sˇe za a1 = 19.
197 ≡ 12 (mod 29) 6= 1 ali n− 1
(197)2 ≡ −1 (mod 29) = n− 1
Spet smo dobili kongruenco enako n− 1, torej je sˇtevilo 29 verjetno prasˇtevilo.
Podobne odgovore bi dobili za vsa nakljucˇno izbrana sˇtevila a, tako da 1 ≤ a ≤ n− 1
in D(a, n) = 1. Z gotovostjo bi lahko trdili, da je 29 prasˇtevilo.
Primer 5.9. Sedaj si poglejmo, ali je sˇtevilo n = 221 prasˇtevilo ter koliksˇna je vertje-
tnost, da je to sˇtevilo prasˇtevilo, pri k nakljucˇno izbranih sˇtevilih a.
Izbrali si bomo 10 nakljucˇnih sˇtevil a, kjer je 1 ≤ a ≤ n−1, D(a, n) = 1, ter izracˇunali
kongruence glede na sˇtevilo 221.
Sˇtevilo 221 zapiˇsemo kot 221 = 1 + 220 = 1 + 22 · 55, s = 2, d = 55 in pricˇnemo s
testiranjem:
• a = 4
ad = 455 ≡ 30 (mod 221) 6= 1
a2d = 4110 ≡ 16 (mod 221) 6= n− 1
• a = 25
ad = 2555 ≡ 168 (mod 221) 6= 1
a2d = 25110 ≡ 157 (mod 221) 6= n− 1
• a = 77
ad = 7755 ≡ 55 (mod 221) 6= 1
a2d = 77110 ≡ 152 (mod 221) 6= n− 1
• a = 84
ad = 8455 ≡ 33 (mod 221) 6= 1
a2d = 84110 ≡ 205 (mod 221) 6= n− 1
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• a = 86
ad = 8655 ≡ 18 (mod 221) 6= 1
a2d = 86110 ≡ 103 (mod 221) 6= n− 1
• a = 103
ad = 10355 ≡ 103 (mod 221) 6= 1
a2d = 103110 ≡ 1 (mod 221) 6= n− 1
• a = 137
ad = 13755 ≡ 188 (mod 221) 6= 1
a2d = 137110 ≡ 205 (mod 221) 6= n− 1
• a = 174
ad = 17455 ≡ 47 (mod 221) 6= 1
a2d = 174110 ≡ 220 (mod 221) = n− 1
a4d = 174220 ≡ 1 (mod 221) = 1
• a = 185
ad = 18555 ≡ 42 (mod 221) 6= 1
a2d = 185110 ≡ 217 (mod 221) 6= n− 1
• a = 214
ad = 21455 ≡ 124 (mod 221) 6= 1
a2d = 214110 ≡ 127 (mod 221) 6= n− 1
Zˇe pri prvem a = 4 vidimo, da je sˇtevilo 221 sestavljeno in ne prasˇtevilo, saj je 4 pricˇa
njegove sestavljenosti. To velja tudi za vsa druga nakljucˇno izbrana sˇtevila a, razen
za sˇtevilo 174. Sˇtevilo 221 z nakljucˇno izbranim sˇtevilom 174 prestane Miller-Rabinov
test, zato lahko recˇemo, da je 221 krepko psevdoprasˇtevilo glede na sˇtevilo 174.
Prej smo omenili, da je najvecˇ (n−1)/4 nakljucˇnih sˇtevil a, da n prestane ta algoritem.
V nasˇem primeru je torej najvecˇ 220/4 = 55 a-jev, za katera sˇtevilo 221 prestane
algoritem.
Pri 10 nakljucˇno izbranih sˇtevilih smo nasˇli le eno tako sˇtevilo a, za katerega 221
prestane algoritem.
Za vsak a, ki ga izberemo nakljucˇno, je verjetnost, da smo izbrali tak a, da sˇtevilo
221 prestane algoritem, manjˇsa od 1/4. Torej je pri 10 nakljucˇno izbranih sˇtevilih a
verjetnost, da proglasimo sestavljeno sˇtevilo za prasˇtevilo, najvecˇ 4−10.
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5.3 Lucasov algoritem
Poglejmo si sˇe zadnji izbrani verjetnostni algoritem in sicer Lucasov algoritem. Ta je
izmed vseh treh najbolj zapleten za razlago in razumevanje delovanja algoritma.
Izhodiˇscˇe tega algoritma je Lucasovo zaporedje, katerega bomo v nadaljevanju podrob-
neje predstavili, saj ga bomo potrebovali za delovanje Lucasovega algoritma.
Imejmo kvadratno enacˇbo x2 − ax + b = 0, diskriminanto D = a2 − 4b ter naj bo-
sta α in β nicˇli te enacˇbe. Potem je
α = (a+
√
D)/2 and β = (a−√D/2.
Pridobili smo naslednje tri relacije med a, b,D, α in β:
α + β = a, α− β = √D, αβ = b.
Sedaj lahko definiramo Lucasovi zaporedji U(a, b) in V (a, b) z uporabo teh relacij,
kjer so a, b in D nenicˇelna cela sˇtevila.
Definicija 5.10. Za vsak k ≥ 0, velja
Uk(a, b) =
αk−βk
α−β in Vk(a, b) = α
k + βk.
To sta eksplicitno podani formuli Lucasovega zaporedja.
Lucasovi zaporedji para (a, b) sta definirani takole:
U(a, b) = (U0(a, b), U1(a, b), U2(a, b), . . .) in
V (a, b) = (V0(a, b), V1(a, b), V2(a, b), . . .).
Omenimo lahko primer Lucasovega zaporedja, to je Fibonaccijevo zaporedje, pri a = 1
in b = −1. Tako kot Fibonaccijevo, lahko tudi Lucasovo zaporedje definiramo rekur-
zivno: cˇe je k ≥ 2, potem imamo
Uk(a, b) = aUk−1 − bUk−2 in Vk(a, b) = aVk−1 − bVk−2.
Sedaj navedimo sˇe Lucasov algoritem za testiranje prasˇtevil.
V ta namen definiramo Jacobijev simbol. Naj bo a poljubno celo sˇtevilo in p prasˇtevilo.
Potem definirajmo
Jogan T. Verjetnostni algoritmi za testiranje prasˇtevilskosti.
Univerza na Primorskem, Fakulteta za matematiko, naravoslovje in informacijske tehnologije, 2014 30
(a
p
)
=
{
1, cˇe je kongruenca x2 ≡ a (mod p) resˇljiva;
−1, cˇe kongruenca x2 ≡ a (mod p) ni resˇljiva.
Cˇe je n sestavljeno sˇtevilo, ga izrazimo s produktom na prasˇtevila n = pα11 p
α2
2 · · · pαkk in
definiramo (a
n
)
=
( a
p1
)α1( a
p2
)α2 · · ·( a
pk
)αk
.
Izrek 5.11. Naj bodo a, b, D in Uk kot zˇe zgoraj definirani. Cˇe je p liho prasˇtevilo,
D(b, p) = 1 in (D
p
) = −1, potem p deli Up+1.
Opomba 5.12. Cˇe je (D
p
) = 1, potem p deli Up−1.
Ta izrek potrebujemo za Lucasov algoritem, ki deluje takole:
Izberemo si liho sˇtevilo n za katerega preverjamo ali je prasˇtevilo. Naj bodo a, b,
D in Uk kot so navedeni zgoraj in naj bo (
D
n
) = −1. Potem preverjamo:
• Cˇe n ne deli Un+1, potem je n sestavljeno sˇtevilo.
• Cˇe pa n deli Un+1, potem je n verjetno prasˇtevilo.
Postopek ponavljamo kot pri prej opisanih algoritmih (Fermatovem algoritmu in Miller-
Rabinovem algoritmu). Verjetnost, da je sˇtevilo n prasˇtevilo se nam povecˇuje pri vsa-
kem naslednjem nakljucˇno izbranem parametru a in b.
Cˇe je (D
n
) = 1, potem je Lucasov algoritem ekvivalenten Fermatovem algoritmu.
Zato pri Lucasovem algoritmu preverjamo, ali je neko sˇtevilo n prasˇtevilo ali ne, samo
pri (D
n
) = −1.
Definicija 5.13. Naj bo n sestavljeno sˇtevilo, D(b, n) = 1 in (D
n
) = −1. Cˇe n deli
Un+1, potem n imenujemo Lucasovo psevdoprasˇtevilo glede na parametra a in b.
Pokazali bomo dve metodi, kako izbrati parametra a in b, da pridemo najlazˇje do
rezultata.
1.metoda: Naj bo D prvo od sˇtevil 5,−7, 9,−11, 13,−15, . . . za katero je (D
n
) = −1,
a = 1 in b = 1−D
4
.
2.metoda: Naj bo D prvo od sˇtevil 5, 9, 13, 17, 21, . . . za katero je (D
n
) = −1. Sˇtevilo a
je prvo liho sˇtevilo, ki je vecˇje od
√
D in b = a
2−D
4
.
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Primer 5.14. Preverimo ali je sˇtevilo n = 66 prasˇtevilo ali sestavljeno?
Racˇunali bomo po prvi metodi za izbiro parametra a in b.
Naj bo D prvo od sˇtevil 5,−7, 9,−11, . . . in izracˇunajmo ali je enacˇba x2 ≡ D (mod n)
resˇljiva.
D = 5
x = 0, 1, 2, 3, . . . , 65
Ali ima encˇba x2 ≡ 5 (mod 66) resˇitev za kateri x?
Enacˇba nima resˇitve, torej je ( 5
66
) = −1, a = 1 in b = −1.
Sedaj moramo izracˇunati sˇe U67, da vidimo ali n deli U67. V rekurzivno podano for-
mulo Uk(a, b) = aUk−1 − bUk − 2 vstavimo parametra a = 1 in b = −1 ter dobimo
Uk = Uk−1 + Uk−2.
Izracˇunamo zaporedje sˇtevil do U67:
0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, 377, 610, 987, 1597, 2584, 4181, 6765, 10946, . . . ,
27777890035288, 44945570212853
U67 = 44945570212853
66 - 44945570212853, torej je sˇtevilo 66 sestavljeno.
Primer 5.15. Ali je sˇtevilo n = 31 prasˇtevilo?
Najprej poglejmo po prvi metodi:
• D = 5
x = 0, 1, 2, 3, . . . , 30
Ali je enacˇba x2 ≡ 5 (mod 31) resˇljiva?
Za x = 6 je enacˇba resˇljiva.
36 ≡ 5 (mod 31), torej je ( 5
31
) = 1.
Zgoraj smo omenili, cˇe je ( 5
31
) = 1 lahko racˇunamo po Fermatovem algoritmu,
zato si izberemo naslednji D, da dobimo (D
31
) = −1.
• D = −7
x = 0, 1, 2, . . . , 30
Enacˇba x2 ≡ −7 (mod 31) nima resˇitve, zato je (−7
31
) = −1, a = 1 in b = 2.
Uk = Uk−1 − 2Uk−2
Zaporedje sˇtevil do U32:
0, 1, 1,−1,−3,−1, 5, 7,−3,−17,−11, 23, 45,−1,−91,−89, 93, 271, 85,−457,−627,
287, 1541, 967,−2115,−4049, 181, 8279, 7917,−8641,−24475,−7193, 41757
U32 = 41757
31|41757, torej je 31 verjetno prasˇtevilo, zato si izberimo naslednji D.
• D = 9
x = 0, 1, 2, . . . , 30
Za x = 3 je enacˇba resˇljiva: 32 ≡ 9 (mod 31).
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• D = −11
x = 0, 1, 2, . . . , 30
Za x = 12 je enacˇba resˇljiva: 122 ≡ −11 (mod 31).
• D = 13
x = 0, 1, 2, . . . , 30
Enacˇba x2 ≡ 13 (mod 31) nima resˇitve, zato je (13
31
) = −1, a = 1, b = −3 in
Uk = Uk−1 + 3Uk−2.
Zaporedje sˇtevil do U32:
0, 1, 1, 4, 7, 19, 40, 97, 217, 508, 1159, 2683, 6160, . . . , 108412748857
31|108412748867, torej je 31 verjetno prasˇtevilo.
Tako lahko nadaljujemo in verjetnost, da je sˇtevilo 31 prasˇtevilo, se vecˇa z vsakim
naslednjim izbranim sˇtevilom D.
Poglejmo si sˇe po drugi metodi:
• D = 5
Isto kot pri prvi metodi.
• D = 9
Isto kot pri prvi metodi.
• D = 13
x = 0, 1, 2, . . . , 30
Enacˇba x2 ≡ 13 (mod 31) nima resˇitve, zato je (13
31
) = −1, a = 5 in b = 3
Uk = 5Uk−1 − 3Uk−2, zaporedje pa si sledi takole:
0, 1, 5, 22, 95, 409, 1760, 7573, 32585, 140206, 603275, 2595757, . . . ,
12281122251031033093, 52842913625744643065
31|52842913625744643065, zato je 31 verjetno prasˇtevilo.
Isto kot pri prvi metodi nadaljejemo z naslednjimi sˇtevili D in verjetnost, da je sˇtevilo
31 prasˇtevilo se vecˇa.
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6 Zakljucˇek
Algoritmi za testiranje prasˇtevilskosti so sˇe vedno aktualno podrocˇje na presecˇiˇscˇu ma-
tematike in racˇunalniˇstva. Raziskovalci stremijo k temu, da bi nasˇli cˇim bolj enostaven
deterministicˇni algoritem, pri katerem bi bil enostaven tako dokaz pravilnosti, kot tudi
samo delovanje algoritma.
Leta 2002 so indijski racˇunalniˇski znanstveniki Agrawal, Kayal in Saxena razvili
deterministicˇni algoritem, poznan z imenom algoritem AKS [9]. Gre za pomembno
odkritje, vendar le na podrocˇju teoreticˇnega racˇunalniˇstva.
Ne glede na to pa se v praksi sˇe vedno najbolj uporabljajo verjetnostni algoritmi.
Najbolj pogost med njimi je Miller-Rabinov algoritem. Cˇeprav verjetnostni algoritmi
niso 100% zanesljivi, raje vecˇkrat pozˇenemo tak algoritem na nakljucˇnih podatkih in
potem primerjamo odgovore. Tako poljubno zmanjˇsujemo verjetnost napake. In cˇeprav
niso zanesljivi, so sˇe vedo hitrejˇsi kot deterministicˇni algoritmi.
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