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We study the optical properties of luminescent silicon nanoparticles in the
presence of magnetic ions of iron or erbium in solution and electric bias-
ing. Upon the introduction of the ions under zero biasing, the luminescence
is enhanced to by 50%. The peak position of the nanoparticle’s spectrum
shifts by 10 nm. The enhancement remains stable even outside of the sol-
vent, and under exposure to an ionizing environment, with electric field as
high as 8 MV/m exceeding the breakdown field value of solution. We at-
tribute the enhancement and spectral change to the formation of complex
between the silicon nanoparticles and the ions. We compare these results
with the computational study that was done in our group using density
functional theory. The calculations yield two stable configurations that such
ion-particle complex could form, with binding energy of 0.49 eV between
the ion and the nanoparticle. The complexes promise diverse applications
in magnetic/optical imaging, spatially programmable deposition, spin-based
memories and transistors, infrared communications, filtration, as well as in-
terplanetary and interstellar observation and modeling.
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Silicon is the material of choice in electronic applications due to its abundant
availability, great level of controllability and integratability. However, its role
in the emerging fields of optoelectronics and telecommunication is extremely
limited due to its poor light emitting properties. Starting in the late 1970s,
researchers have been trying to incorporate different elements into silicon to
improve its light emission. Particularly, Ennen et al. [5] tried to implant
erbium into III-V semiconductor and silicon crystals and found photolumi-
nescent peak around 1.54 µm that corresponds to the transition I13/2-I15/2
of the erbium ions. Since 1.54 µm is the absorptional minimum wavelength
in commercial optical fibers, this makes Er-doped silicon a great candidate
for both optoelectronic and telecommunication applications. This system
suffers a sollubility problem - above a critical concentration erbium precipi-
tates to form Er-rich regions [6]. This is problematic because, according to
Kechouane et al., only erbium sites near an interface are optically active [7].
This was elucidated further by Adler et al. who found that only Er2O3 can
emit 1.54 µm photons while ErSi, which prefers to be in the bulk, cannot [8].
In 1990, Canham observed that porous silicon wafers luminesce red under
UV illumination [9]. Subsequent research by others revealed that the pho-
toluminescence from the porous silicon layer originate from the nanocrystals
whose quantum confinement gives rise to the photoluminescence. Moreover,
the quantum confinement of the porous silicon acts as a potential barrier
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preventing erbium from precipitating. The complicated nature of porous sil-
icon layer, however, often masked the identification of photoluminescence.
This attracted researchers toward adopting Si nanocrystal embedded in a
SiO2 layer as the host for erbium. They also discovered the sharp infrared
emission at 1.54 µm due to the first excited state to ground state transition
of Er ion. Research efforts, which started with Er-doped porous silicon at
the beginning and moved on to embedded Si nanocrystals later, suggested
that the energy was transfer to the Er3+ ions from a nearby Si nanocrystal
resulting in the sharp Er emission. In such systems, the particles and ions
can be considered as independent systems with a dipole-dipole interaction
acting as a small perturbation between their wavefunctions. It is this dipole-
dipole interaction that leads to resonant energy transfer between the particle
and the ion [10, 11, 12, 13, 14, 15, 16, 17].
In solution, the nanoparticles and ions can form bound complexes. The
complex formation between these two results in some change in energy levels
that allows interesting non-optical applications such as memory devices [18]
or electrochemical sensors [19, 20, 21]. For instance, interactions of silicon
nanoparticles with ions can be exploited for detection of biological molecules
such as glucose [19, 20, 21], or electric current generation such as biofuel
cells via charge transfer mechanisms [22, 23], or patterned deposition [24],
or addressing unexplained spectral phenomena in the galaxies pertaining to
interplanetary and interstellar media [25, 26, 27, 28, 29].
In such bound complex systems, the nanoparticle and the ion must be
treated as a single system in which the two species strongly interact to all
orders. Under such conditions, the transition lines in the Er ion may not
retain their discrete atomistic character, widening into broad molecular-like
bands with dispersed oscillator strength. In fact, very little is known experi-
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mentally or theoretically about the mechanism of bound complex formation
of Si nanoparticles with ions. The stability of complexes against disintegra-
tion or fast nonradiative energy dissipation due to Coulomb scattering by
the charge centers are in question. It is to be noted that complexes of ions
with organic material have been studied for years but little was done with
semiconductor nanoparticles [30, 31]. A better understanding and increased
knowledge of the interaction of the nanoparticles with ions in general and
magnetic ions in particular can lead to more diverse applications including
dual magnetic/optical imaging, optically active diluted magnetic silicon for
use in spin-based memories and transistors [32], and potential infrared gen-
eration for use in fiber communications [13, 14, 15, 16, 17], as well as water
filtration [33]. The work presented here will study the complex formation of




Fabrication methods of silicon
nanoparticles
We currently employ two methods to fabricate nanoparticles - electrochem-
ical etching and platinum-catalyzed (Pt-catalyzed) etching. Both are top-
down approaches, that means we break the crystalline silicon wafer down
to nanoscale structures. We used the same etchant, a mixture of hydroflu-
oric acid, methanol, and hydrogen peroxide. The two methods differ in the
way the holes are injected into silicon, thereby, oxidizing that silicon atom.
In the electro-etching method, we directly inject the holes into the silicon
atoms at the liquid-solid interface by passing a current through the silicon
wafer and etching solution. In the Pt-catalyzed etching method, the platinum
dissociates H2O2 to create holes, and injects the holes into nearby Si atoms,
oxidizing them. After being oxidized, the oxidized silicon atoms are dissolved
by the HF in the etching solution. This step occurs in both methods.
In this chapter, we describe these two fabrication techniques in details,
as well as the advantages and disadvantages of each method.
2.1 Electro-etching technique
In this method we start out with 14 × 70 mm strips of prime grade silicon
wafer doped with boron to 4 − 8 Ωm. The strips are loaded onto an array
of platinum electrical contacts that are connected to the positive side of the
current supply (Fig. 2.1). Then the whole array is lowered into an etching
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Figure 2.1: The schematic illustration of the etching at the electrode in the
electro-etching method.
solution which is a mixture of 30% hydrogen peroxide, methanol, and 49%
hydrofluoric acid, in 3 : 2 : 1 volume ratio, at the rate of 1mm every 6
seconds. A platinum wire connecting to the negative end of the current
supply (cathode) is laid at the bottom of the etchant bath. When the strips
are in the etching solution, the current loop is completed and current flows
from the Si wafers into the etchant to reach the Pt cathode at the bottom of
the etchant bath.
Microscopically, the holes go from the positive electrode of the current
supply to the surface of the silicon wafer. These holes travel through the
silicon wafer to the Si-solvent interface, where they will interact with the
HF molecules in the solution to oxidize the Si atom at this interface. The
oxidized Si atom is pulled off the wafer by HF molecules into the etchant
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solution. These reactions can be summarized as:
Si + 4h+ + 4HF→ SiF4 + 4H+, (2.1)
SiF4 + 2HF→ H2SiF6. (2.2)
Some of the hydrogen ions generated by the reaction described by the equa-
tion (2.1) bond with the dangling Si bonds and, thus, passivate the surface
of the newly etched silicon [34]. The rest of the generated hydrogen ions
get carried away by the convection flow of the methanol, diffuse through the
etchant, and finally get neutralized by the electrons supplied by the Pt wire
at the bottom of the etchant bath. The neutralized hydrogen atoms form
hydrogen gas molecules and bubble off.
Macroscopically, the current flows from the positive electrode to the sil-
icon wafer, out into the solution, and down to Pt wire at the bottom of the
etchant bath (Fig. 2.1). This current will flow along the least resistive path
of the circuit, and since the resistance in the silicon wafers is higher than
that in the etchant, it will try to travel the shortest distance inside the wafer
possible. That means the current will try to exit the wafer at the wafer-
air-etchant intersection. In other words, the etching occurs most aggresively
in the region immediately below the air-etchant interface and decreases as
one goes away from the meniscus. In order to maintain a uniformly etched
surface, the silicon strips are then lowered slowly into the etching solution.
This allows the most aggressively etched region to sweep through the strip’s
surface. Typically, we set the sweeping rate at 2 mm/hr.
After etching for approximately 1 hours, the etched silicon strips are
taken out of the etchant, rinsed with deionized water and the solvent that
will be used to suspend the particles, then dried with a stream of dry air
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to remove any residual etchant. These strips have a layer of porous silicon
approximately 10 nm thick on their surface which contains the nanometer
silicon particles [35]. To collect the nanoparticles, the etched wafers are
submerged into a solvent of choice, typically isopropyl alcohol and sonicated
for 5-10 minutes. This sonication action will break the silicon nanoparticles
loose from the porous Si layer created in the etching step and release them
into the solvent. The sonication can be too strong, and we end up with large
chunks of porous silicon in the solution. These large chunks can be removed
through a sequence of centrifugation and filtrations. After centrifugation for
30 minutes at 4000 rpm, the solution has a yellow tint and cloudy look under
normal light, indicating that large chunks of a few hundreds nanometers
remain suspended in the solution. Once the solution is passed through a
1 µm and 0.2 µm filter, the solution becomes transparent.
The final solution contains particles that are highly fluorescent, exceeding
the brightness of the organic dyes such as fluorescein under UV illumination
[36]. Belomoin et al. showed that the particles produced by this method
come in discrete size from 1 nm to 3 nm [37]. However, for each value of
the etching current density, there is a preferred size. For example, with 50
mA/mm2, we obtain mainly 1nm particles, which has fluorescence peak in
the blue region [38]. Currently this is the only method that can make the
1-nm silicon particles. To make larger particles, which has fluorescence peak
in the green/red region, a lower current density is typically used. The porous
silicon layer is more strongly connected in this case, and a longer sonication
time is usually needed to harvest break loose the larger particles.
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2.2 Platinum-catalyzed electroless etching
The second method is based on a well-known technique called metal-assist
electroless chemical etching. Instead of 1-step etching step like the above
electrochemical-etching method, this method requires two steps: attaching
platinum (Pt) particles onto the surface of the silicon wafers and etching.
This method is much faster and robust, which can be easily scaled for mass
production.
The plating of Pt onto silicon surface is done by immersing silicon wafers
into the plating solution, which is a 3:1 mixture of hexachloroplatinic acid
and HF. The silicon wafers are cut into 14mm×30mm rectangles for easy
handling. In this process the metal ions are reduced and form nuclei on the
surface of the silicon [39]. With increasing plating time, these nuclei will grow
into Pt nanoparticles until they touch and form a film of Pt on the Si surface.
The complete coverage happens after around 10 minutes of plating. A typical
plating time is about 7-8 minutes. After plating, the wafers are rinsed and
transferred to the etching bath, which is the same as the electrochemical
method we had described in the previous section.
Figure 2.2: The schematic illustration of the reduction of H2O2 at the Pt elec-
trode injecting holes into the Si substrate to initiate etching in the Pt-catalyzed
etching method.
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In the etchant, the Pt particle acts as a local cathode to mediate the
reduction of H2O2 and subsequent hole injection. The mechanism was first
proposed by Li and Bohn [40]. At the cathode we have the two reactions:
the reduction of H2O2 and the reduction of protons into hydrogen:
H2O2 + 2H
+ → 2H2O + 2h+, (2.3)
2H+ → H2 ↑ +2h+, (2.4)
The generated holes are transfered inside the Pt particle toward the Si in
contact with the particle. At the Pt-Si contact point, which is where the
local anode is in this scheme, the holes are injected into the Si and oxidize
that Si atom as a result:
Si+ 4h+ + 4HF → SiF4 + 4H+. (2.5)
The oxidized Si atom is then pulled off the Si surface through the reaction:
SiF4 + 2HF → H2SiF6. (2.6)
This model is illustrated in the Fig. 2.2. There are several other models
describing the dissolution process of the Si at the anode. The first group
of these models is direct dissolution of Si in the tetravalent state, which is
essentially what was described above. The second group is direct dissolution
of Si in divalent state . Instead of eq. 2.5 we have:
Si+ 4HF−2 → SiF 2−6 + 2HF +H2 ↑ +2e− (2.7)
The last group of models proposes Si oxide formation followed by dissolution
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of oxide [41]:
Si+ 2H2O → SiO2 + 4H+ + 4e−, (2.8)
SiO2 + 6HF → H2SiF6 + 2H2O. (2.9)
The location of the hydrogen gas formation (Eq. 2.4) is also a matter of de-
bate. Li and Bohn [40] suggested that it occured at the cathode, Chartier
attributed such reaction to the anode end of the redox reaction [41]. When
they attached Ag particles to a Si substrate in solution with a high concen-
tration of H2O2 in the absence of HF, they did not see any gas formation.
Regardless where the gas is formed, the fact that the Pt particles catalyze
the etching process of the Si surface remains the same. The collection of the
particles is the same as the electrochemical etching method.
2.3 Comparison
Each method has its own advantage and shortcomings. With electro-etching,
we can control the temperature and current very well, and hence, the pro-
duction of the particles is much more predictable. At high current density,
the etching method is aggressive enough to produce particles as small as 1-
nm in diameter, which the Pt-catalyzed method cannot produce. In fact,
with the electrochemical method, we could produce discrete sizes of SinHx
particles that are 1.0 (Si29H24), 1.67 (Si123), 2.15, 2.9, and 3.7 nm in diameter
[37]. The smallest four particles are ultrabright blue, green, yellow, and red
luminescent respectively. This electro-etching method is slow and has very
low yield, however. Typically, it takes several days of etching to produce a
good 100mL of 1-nm particle solution.
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The Pt-catalyzed electroless etching method, on the other hand, is very
quick and scalable. One can make hundreds of mL of nanoparticle solution in
a matter of hours. It is rather robust and works well to other types of stock
materials such as Si powder grains [42]. This means it could be easily scaled
to mass production of nanoparticles. However, the particle size isn’t very
well controlled. In a typical etch, particles of all sizes ranging from 2nm to
hundreds of nanometers are produced. Various filtration steps are necessary
in order to obtain a better size distribution. It cannot produce the blue 1-nm
particle size that the electrochemical etching can either. As a result, unless
we are making blue particle, the speed of the Pt-catalyzed etching method
outweighs the shortcomings, making the Pt-catalyzed etching method our
preferred fabrication technique.
The hydrogen passivation of the silicon nanoparticles in HF-etching proce-
dures is normally marginal, and it exhibits a large density of chemical defects,
impurities, and electronic defects, such as dihydride and trihydrides, which
are susceptible to ambient conditions. The incorporation of the highly oxidiz-
ing agent H2O2 in our procedure is the key to reduction of the carbon-based
impurities and to formation of a monohydride (Si-H) termination. The re-
duced susceptibility to oxidation and other ambient attacks was evidenced by
FTIR measurements [34]. Theoretically, quantum Monte Carlo (QMC) cal-
culations [43], which employs accurate Hartree-Fock pseudopotentials, con-
firmed that the presence of H2O2 in the synthesis solution causes an H2O2
molecule to strip two H atoms from adjacent Si sites and form two water
molecules. This reaction leave behind two singly-terminated Si atoms to re-
construct to a monohydride terminated surface. A prototype for the 1-nm
nanoparticle was determined by using those QMC simulations. This proto-
type has a Si29H24 configuration [44] consisting of a central tetrahedral unit
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and a shell of 24 hydrogenated Si atoms in the form of hexagons and pen-
tagons. This configuration involves monohydride termination and is stable




Theory of luminescence of
silicon nanoparticles
Luminescence is the emission of light from a substance, and occurs from
electronic excited state. A luminescence event contains two main processes -
excitation and emission. If the excitation process is by absorbing a photon,
the luminescence is called photoluminescence. Luminescence is generally
divided into two groups: fluorescence and phosphorescence. Fluorescence
is when the excited state is a singlet state; phosphorescence is when the
excited state is a triplet state. Since the spin state of the singlet excited
state is opposite to that of the ground state, the return of the fluorescence
is allowed and occurs rapidly. The typical lifetime of such process is 10 ns.
The spin state of the triplet excited state is the same with the ground state,
hence, the transition from triplet excited state to ground state is forbidden
by the spin selection rule, ∆S = 0, resulting in the emission rate to be very
low. This forbidden transition is why phosphorescence lifetimes are often
long (typically in milliseconds or seconds).
3.1 Luminescence in silicon
Luminescence in semiconductors is possible because of the existence of an
energy gap between the conduction and valence bands. The valence band
is very much the same for many semiconductors and has a maximum Γ at
Brillouin zone center (~k = 0). The energy gap is defined as the difference from
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Γ to the lowest point of the conduction band. In the excitation step, electrons
from valence bands are excited to fill one of the empty states in the conduction
bands, leaving holes in the valence band. Through various thermal relaxation
processes, the excited electrons will most likely accumulate at the bottom
of the conduction bands while the holes will accumulate at the top of the
valence bands. In direct bandgap materials such as GaAs, the lowest point
of the conduction band lies directly above the maximum point of the valence
band. That means the excited and the ground states have the same crystal
momentum. The electron can recombine with the hole spontaneously with
their energy difference released as a photon.
The band structure of silicon is different than that of the direct semi-
conductors such as GaAs. The lowest point of the conduction band occurs
away from the highly symmetric point Γ of the valence band. In order for
a transition from this point to Γ, an absorption of a phonon is necessary
to reduce the momentum of the excited electron wave vector to zero before
radiative recombination can occur. Such a three-body process is inefficient
compared to the direct gap recombination and explains why bulk silicon is a
poor light emitter.
The low efficiency in light emission of the bulk silicon can be increased
through various means such as confinement and band structure engineering,
emission wavelength tuning by forming alloys and molecules, or adding im-
purity centers to stimulate recombination. The most notable effort has been
in the reduction of size of the crystal down to nanoscale, which was first
noted by Canham. In his 1990 paper [9], he attributed the increase in lumi-
nescence of porous silicon to the quantum size effect. By restricting the size
of the particles to nanometer scale, the uncertainty of the particle’s momen-
tum must increase according to the Heisenberg uncertainty principle. As a
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consequence, the momentum selection rule can be relaxed. In the smallest
sizes of the particles (less than 6nm [45]) the momentum spread becomes
large enough that radiative recombination can occur spontaneously without
the assistance of a phonon [46, 47, 48]. The reduction in size also lifts the
electronic excited states to higher energy, increasing the gap between them in
the process [49, 50]. This appears to fit with what experiments and compu-
tational models suggest. The edge of the absorption band starts at 3.5 eV for
the 1-nm silicon particles [44, 51] while the direct band gap of bulk silicon
is 3.4 eV [52]. Furthermore, quantum confinement increases the oscillator
strength, which is now concentrated into a few remaining transitions [49].
However, subsequent works had suggested that most of the increase in the
photoluminescence efficiency is due to reduction of non-radiative processes,
such as Auger recombination [53, 49, 54, 55] without any significant increase
of the intrinsic radiative decay rates. In bulk silicon the thermal energy
k; /BT is greater than the binding energy of the exciton at room temperature.
Thus, the electron and holes are more mobile and can wander away from each
other, which increases the chance that either one will be absorbed by other
defects in the material. Such an interaction is Auger recombination, which is
a three-body recombination process of a electron-hole pair and an additional
hole or electron. Auger recombination is one of the main non-radiative ways
for crystals with multiple excitations and high mobility to de-excite. When
the size of the crystal falls below a few nanometers in diameter, the probablity
of having multiple excitations in a single nanocrystal becomes highly unlikely
resulting in a dramatic reduction of Auger recombination.
Another difference with bulk silicon is that while the defects in the bulk
silicon can move around in the crystal, creating a situation where a moving
defect can wander near the site of a newly created electron-hole pair and
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provide a non-radiative decay route for such pair. When crystal dimension
becomes nanoscale, such events will not occur for the defects are restricted
to the nanocrystal and thus cannot influence electron-hole pair in another
nanocrystal.
3.2 Photoluminescence in molecular systems
As the size of the crystals falls below a few tens of crystal lattice spacings,
many concepts previously used in luminescence theory are no longer valid.
However, one could easily transfer the ideas over to molecular terminology.
As the translational symmetry is no longer valid in such spatially limited
system, the crystal momentum can no longer be well-defined, thus, cannot
be used to label the electronic states. Instead, their symmetry and energy
can be used to label them. One could replace the top of the valence band with
highest occupied molecular orbital (HOMO), and b´ottom of the conduction
bandw´ith the lowest unoccupied molecular orbital (LUMO). The band gap
energy is then the HOMO-LUMO gap. The radiative recombination of a
hole and electron is now viewed as a transition from one total energy state
to another which results in the emission of a photon.
Rephrasing in molecular terminology, a photoluminescence, which is often
illustrated by a Jablonsky diagram (shown in Fig. 3.1), is a process in which
a substance is excited by absorbing a photon, and subsequently de-excites by
re-emitting the energy in the form of a photon. Upon the absorption of a pho-
ton, the molecule transitions from the ground state to an excited electronic
state. Since this transition occurs in 10−15s, only the electrons have time to
reshuﬄe themselves, while the nuclei are too massive to move in that time
scale. Thus, the absorption (or emission) of photons are essentially vertical
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Figure 3.1: A typical Jablonsky diagram depicting a luminescence process involv-
ing singlet ground state S0, first, second singlet excited state S1 and S2 and the
triplet excited state T1. The light gray lines depict the nuclear vibrational states
in each electronic level. After photon absorption, the molecule ends up in state
S2. Then it goes through internal conversion to lowest excited state S1. At this
point, the molecule can transition to the ground state by emitting a photon (flu-
orescence) or to a triplet state which can then emit a photon (phosphorescence)
[1].
transitions. This is called the Franck-Condon principle. After excitation, the
excited molecule will go through many closely spaced excited states until it
reaches the lowest excited singlet, S1, state. This process is called internal
conversion, and occurs on the order of 10−12s. Hence, the emission spectra
is more or less independent of energy of the excitation photon.
Once arrived at the lowest excited singlet state, the molecule can either
undergo a direct transition to the ground state by emitting a photon, or
through a non-radiative transitions. There are several non-radiative pro-
cesses that the molecule can go through to de-excite such as resonant energy
transfer, dynamic collisional quenching, charge transfer to another molecule,
or inter-system crossing to a triplet state (which can subsequent transition
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to the ground state by emitting a photon, though, it takes a much longer
time to do so).
If we draw the whole evolution described above in the energy vs. nuclear
coordinates plot, the whole cycle is illustrated in Fig. 3.2. When the molecule
absorbs a photon and enters its excited state, one of its electrons is put in one
of the anti-bonding molecular orbital, or the molecule becomes less bound.
In such an orbital, the equilibrium nuclear coordinates are different than
those of the ground state. Even though this change is much less than that of
a dissociation event, it is still great enough that the molecule’s vibrational
energy is increased as well. Thus, it is very rare that the electron will be
in the lowest vibrational mode of the excited state after the absorption, but
rather, it will be in one of the higher modes.
Figure 3.2: Absorption - emision cycle of a luminescent event. The molecule
absorbs a photon and an electron is excited to one of the higher vibrational modes
of the excited electronic level. After relaxation to the lowest vibrational state of
the excited electronic level, the molecule could de-excite via photon emission.
Lastly, the molecule will relax to the bottom of the ground state.
Besides internal conversion, the molecule could also undergo transition
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to a lower vibrational states due to interaction with the solvent molecules.
The excited state will have different charge distribution and dipole moment
than the ground state. Therefore, after the excitation, the average solvent
molecules around the molecule will relax to a lower energy state as a response
to the change in charge distribution.
Similar to the absorption, the emission transition is also a vertical process
relative to the time scale of the nuclear motion. Since the bottom of the
excited state has greater nuclear coordinates than those of the ground state,
it means that the electron will not be in the lowest vibrational level of the
ground state. The molecule, however, could relax to the lowest vibrational
state through processes such as internal conversion and solvent effect. The
energy difference between the excitation frequency and emission frequency is
called Stokes shift. As we have seen, that is mainly due to the relaxation of
the molecule.
3.3 Dimer mechanism in fluorescence
In 1996, Lannoo, Delerue and Allan proposed that the surface reconstruction
dimers are responsible for the fluorescence of the silicon nanoparticles. The
idea that surface states were responsible for fluorescence of the silicon nano-
particles was first suggested by Koch et al. [56], but they did not describe
the nature of these surface states. Lannoo et al. calculated the effects related
to the large Stokes shift (1 eV for 1.5nm particles) and suggested that for
small enough crystallites the self-trapped excitons (STEs) become a source
of luminescence [2]. They identified the surface reconstruction dimer bonds
as the candidates for such STEs in silicon nanoparticles.
If we consider an isolated covalent bond between two atoms, this bond
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is characterized by a σ bonding state filled with two electrons and an empty
σ∗ antibonding state. When a photon is absorbed by this system, one of
the electrons will be placed in the σ∗ state. Since the binding does not exist
anymore, the repulsive force between the atoms dissociates the molecule. But
if these two atoms are embedded in an elastic medium, then the molecule
cannot dissociate. The two atoms will be kept at a large distance from each
other, and the σ and σ∗ states move closer together. The emitted photon
from the de-excitation process between σ∗ and σ will then be much smaller
than the energy of the absorbed photon.
Figure 3.3: Energy of the stretched bond as a function of stretching distance Q
[2].
The STE model is only applicable if the localization of an electron-hole
excitation on a particular bond can be formed stably. The figure 3.3 shows
how such a well can occur. Consider one of the surface dimers of the nano-
particle. The excited state will have a minimum in a nuclear coordinate
configuration similar to the ground state. For small amount of bond stretch-
ing, denoted by Q, the ground and first excited states are delocalized over the
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entire nanocrystal, and thus show a normal parabolic behavior. Recall that
in the excited state an electron is transferred from a bonding state to an anti-
bonding state, lattice relaxation might occur and leads to a weakened bond
strength. Hence, as we increase the bond stretching amount Q exceeding a
critical value Qc, the energy required to stretch the bond by this amount Q
will decrease. If, as Q is increased further, the required energy is increased
again, then an outer equilibrium exists, and STE exists in that system. If the
required energy is decreased as Q in increased, further stretching of the bond
might lead to dissociation. Allan et al. found that an STE always exists for
the two sizes that they modeled, one with 29 Si atoms (Fig. 3.4), the other
with 123 Si atoms (Fig. 3.5)) [3].
Figure 3.4: Total energy of a spherical crystallite with 29 silicon atoms as a
function of dimer interatomic distance d (a = 0.54 nm) [3].
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Figure 3.5: Total energy of a spherical crystallite with 123 silicon atoms (diam-





The work presented here are the results of many experiments utilizing differ-
ent techniques. As described in our chapter 2, the nanoparticles we obtained
at the end of our fabrication procedure are suspended in a solvent, typically
isopropanol. The complex formation is formed in the solution, as will be dis-
cussed later in chapter 5. Once formed, these complexes are subjected to high
ionizing environment using a setup called electrospray. We have also done
some deposition studies with this electrospray system. Another deposition
method that was used is incubation. We will describe both of these methods
in this chapter. Finally the properties of these nanoparticles and the Er-Si
nanoparticle combination were studied using characterization tools such as
Auger electron spectroscopy, spectrophotometry, and photoluminescence.
4.1 Deposition methods
First, we will describe the incubation and electrospray. These two methods
are suitable for different types of surface we want to deposit the nanoparticles
to. When we want a thin film of nanoparticles, electrospray works better
and is more efficient. However, electrospray cannot be used to attach the
nanoparticles to irregular and insulated surfaces such as that of glass fibers.




In incubation, we simply submerge the surface into the nanoparticle solution.
As the solvent evaporates away, the particles in the solution are driven toward
the surface, and attach themselves to the surface through a physical bond
(non-chemical). For smooth surfaces like that of a Si wafer, the attachment
might be rather weak. For irregular surfaces, such as that of glass fibers, the
attachment is stronger. As evidence of how strong the attachment, we first
deposited the nanoparticles onto some glass fibers. Then we sonicated these
fibers in isopropanol for 15 minutes. The resulting solution is fluorescent,
indicating that many particles detach from the fibers and go into the solution.
However, the fibers are still fluorescent, indicating that there are still particles
attached to the glass fibers (see Fig. 4.1).
Figure 4.1: The resulting solution and glass fibers after sonicating the glass
fibers with nanoparticles attached.
4.1.2 Electrospray
In this section, we will describe the theory and operation of the electrospray.
This is the most controlled way to get the nanoparticles to a surface. The
basic electrospray system consists of three main components - a solution
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Figure 4.2: Schematics of the electrosprayed system
reservoir, the metal capillary tip, and the grounded target surface. The target
surface is typically a 50 nm thick metallic film deposited on a Si substrate
(the metal here is either titanium or indium-tin-oxide (ITO) - a transparent
metal). We use an Ortec high voltage power supply to bias this capillary tip
with a voltage from 2 to 3 kV. A typical spray voltage is 2.2 kV for a 3 cm
tip-target distance with isopropyl alcohol as solvent (for tip with opening of
100 µm in diameter). For a 50 µm tip, the spray voltage is typically lower,
around 2 kV at a tip-target distance of 2 cm. The capillary tip could be
biased with a positive or negative voltage, and in each mode, the sign of the
charge is the same as that of the tip voltage.
The process consists of three stages: production of charged droplets at
the capillary tip, the uneven division of droplets, and the generation of sol-
vated gas-phased ions. During the first stage, the main parameters are the
applied electric field at the tip and the surface tension of the solution at
the meniscus. Once in flight, the Coulombic repulsion between the ions and
the surface tension of the droplets play major role in the evolution of the
in-flight droplets. The competition between these two forces dictates how
these droplets evolve.
When a high voltage is applied to the metallic capillary tip, an electric
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field is set up from the tip to the target surface. This electric field penetrates
just below the liquid-air interface at the tip leading to a partial separation
of negative and positive ions in the solution. If we bias the capillary tip
with a positive voltage, the positive ions are forced toward the liquid-air
interface while the negative ions are pulled toward the inside of the tip. As
the positive ions accumulate at the liquid-air interface, the combination of
the repulsive force between the positively biased tip and the positive ions in
the liquid, and the downfield electric force on these positive ions eventually
overcomes the surface tension of the liquid and deforms the interface into a
cone shape. At the tip of this cone, the liquid extends further into a column to
reduce charge density. However, as the column elongates, the surface tension
along the side of the column decreases because the surface curvature along
the axis of symmetry decreases. This lowered surface tension is not enough
to maintain the integrity of the interface so the column of liquid becomes
unstable and breaks into droplets. The critical electric field when this occurs
is at
E0 = (2γ cos(49
◦)/0rc)1/2, (4.1)
where γ is the surface tension of the liquid, cos(49◦) is the half-angle of
the Taylor cone, 0 is the permittivity of vacuum and rc is the radius of
Figure 4.3: The production of the droplet at the capillary tip and schematics of
the Coulomb fission.
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Figure 4.4: Photo of scattering from a laser beam traversing the propelled cloud.
the capillary [57]. In the negative mode, the tip is biased with a negative
voltage. The polarizability of the solvent determines its efficiency in the
e-spray sytem.
Once the droplets are formed and en route to the grounding surface,
the collision with the air molecules induces the solvent to evaporate. The
charge of the droplets remains constant, however. As the solvent evaporates,
the size of the droplets reduces, increases the Coulomb repulsion among the
ions in the droplets. At a certain point, this repulsion is strong enough
to cause the droplets to be unstable. There are currently two models that
describe the evolution of the droplets after this point - the charged residue
model (CRM)[57] and the ion evaporation model (IEM) [58, 59]. The charged
residue model applies to all situations, whereas the ion evaporation model is
found to be valid only for small singly charged ions.
In the charged residue model, the evaporation of the droplets continues
to the Rayleigh limit q = 8pi(0γR
3)1/2, the critical radius of the droplet
where the Coulomb repulsion overcomes the surface tension of the droplet
causing it to break into smaller droplets ([60]). The break-up creates two
uneven size droplets, each with charge respective of its size [61, 62]. The
evaporation rate for smaller droplets is higher than larger droplets; thus, the
smaller offspring droplets will undergo subsequent fissions at an increasingly
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faster rate. Eventually, all the solvent evaporates away leaving a charged
residue core AmSn, where A is the analyte/ion and S the solvent molecule.
In the ion evaporation model, a different phenomenon occurs. When
solvent evaporation and Coulomb fission have reduced the size of the droplets
down to a certain radius R (R ≈ 10 − 20nm), the ions in the droplet are
ejected directly out of the droplet into the air. Since this type of event
occurs at a lower ion concentration than is required for Coulomb fission,
the ion evaporation replaces the Coulomb fission and most of the ions will
leave the droplet through this route. As for the main droplet, evaporation
of solvent continues until only a solid charged residue core remains [61, 62].
There is strong evidence that the IEM is valid for small ions [58, 59]. For
large analytes such as biomolecules or large nanoparticles, we expect CRM
to hold.
4.2 Auger Spectroscopy
In order to optimize the deposition processes, we need to know the compo-
sition of the film we deposit. The two major surface analysis methods that
researchers use to obtain composition information of the film deposited are
Auger electron spectroscopy (AES), and X-ray photoelectron spectroscopy.
Since our deposition methods might produce non-uniform films with various
features, we want a surface analysis method with high spatial resolution. In
this sense, AES is a more suitable method over X-ray photoelectron spec-
troscopy (XPS). However, the XPS can provide chemical information that is
sometimes beneficial for our studies.
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Figure 4.5: The Auger process where K shell is the 1s shell, L1 is the 2s shell,
and L2 is the 2p shell. (b) The energy level diagram of the Auger process.
Mechanism
Auger electron spectroscopy uses the electrons coming from Auger effect to
identify the element. When an electron is ejected from an inner shell of an
atom, say in the K shell, the resultant vacancy is soon filled by an electron
from one of the outer shells, say L1 shell. The energy released from this
transition could cause another electron of the outer shell, say L2 shell, to be
ejected from the atom. This last electron is called a KL1L2 Auger electron,
after the French physicist Pierre Auger who studied the phenomenon in 1925
[63] (The phenomenon actually was first discovered by Lise Meitner [64] in
1922).
The emitted Auger electron will have the kinetic energy
Ekin = EK − EL1 − EL2 , (4.2)
29
where the EK , EL1 , and EL2 are respectively the energies of the inner level,
the first and second outer shells measured from the vacuum level. This kinetic
energy, Ekin is characteristic of the emitting atom, thus, allows us to identify
the element[65].
4.2.1 Experimental instrument
The typical Auger system has 4 basic components: an electron source, an
ion gun for sputtering, the electron spectrometer and a secondary electron
detector (see Fig. 4.6). A number of systems could also have a backscattered
electron detector positioned close to the electron gun.
Figure 4.6: Basic components of an Auger system.
Using an electron spectrometer, one can plot the number of electrons de-
tected against their kinetic energy, N(E)vs.E. The peaks of Auger electrons
will be superimposed on a background of backscattered electrons. As men-
tioned in the previous section, the higher the energy, the more backscattered
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electrons there are. In other words, the background of the energy spectrum
will be sloping upward as energy is increased. Since the Auger electrons
only comes from the top 5-nm layer, the peaks they produce are very small
compared to the backscattered electron background. It is therefore common
to analyze the sample in differential form - dN(E)/dE - which offers a few
advantages:
1. away from the peaks the background is small, close to zero, so an
amplifier can be used
2. the differential peaks are sharper than those in the N(E) spectrum so
we do not encounter overlaps in spectra of different elements
3. the peak-to-peak height provides a convenient measure of peak intensity
Historically, a lock-in amplifier was typically used to measure the differ-
ential spectrum. With the advent of modern computer the direct spectrum
N(E) vs E is measured and the differential spectrum is calculated later. This
is particularly helpful in high spatial resolution system where the number of
detected electrons is very low.
The particular instrument that we used is called PHI 660 Scanning Auger
Microprobe (SAM) by Physical Electronics. It uses a coaxial LaB6 filament
electron gun as the source producing electron beams of energy 0.5− 20 KeV.
The electron beam can be focused down to around 100 nm spot size for
Auger analysis. This allows the instrument to perform Auger point analysis
and scanning analysis with a spatial resolution down to 250 nm, while SEM




As we can see from Fig. 4.7, when the electron beam is incident on the surface
of the sample, the electrons undergo many elastic and inelastic scatterings
until they escape back into the space above the sample or their energy falls
to thermal energy level. The scattering volume is approximately 1µm in
diameter. Through these collisions, the primary electrons either produce
ionizations in the sample or excite secondary electrons . The products of
these collisions vary in energy range.
Figure 4.7: Interaction between the electron beam and a solid surface.
When the incident electrons are elastically scattered back out of the sam-
ple, these electrons are called backscattered electrons and have energy close
to that of the incident electrons. If the sample is crystalline, these electrons
will contain the diffraction information that can be utilized in low-energy
electron diffraction. Some of the backscattered electrons have gone through
32
some inelastic collision with the sample and suffered characteristic losses such
as plasmon when the sample is metallic. In many of the inelastic collisions,
the primary electrons will lose a major portion of their kinetic energy by
ejecting electrons off the atoms in the sample. These secondary electrons
have energy in the range of a few hundreds electronvolts. Lastly the inci-
dent electrons can create the Auger electrons. These typically have energies
between 50 and 1000 eV. In this energy range, the electrons have very large
scattering cross section so the escape depth is very small. This means most
of the detected Auger electrons come from the top 5nm of the sample at the
maximum, making AES a very surface sensitive analytical tool [66].
Quantitative Analysis
Auger electrons have very short mean free path in solids due to their low
energies. Most of the detected electrons come from the first few atomic layers
of the surface. Hence, in the elemental analysis of a sample using AES, one
must assume that the elemental composition of the sample is uniform in the
top few atomic layers. However, with the use of elemental standards, one
can still obtain very good quantitative analysis of the elemental composition
of a sample.
A good first-order approximation can be made by comparing the Auger
signal from the sample to that of a pure elemental standard. The atomic





where IX and IX,std are the peak-to-peak Auger amplitudes from the sample
and the pure elemental standard [67]. To increase accuracy, the standard
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must be mounted in the system with the sample during measurement. If
the element has several peaks, the intensity from the same peak must be
compared. This method requires a large number of pure elemental standards,
which is rather unrealistic in practice.
A more practical method to obtain elemental composition is to compare
the intensity of an element’s peak with that from a pure silver standard. In
order to do this comparision, one needs to know the relative sensitivity, SX







where IHX and I
H
Ag are the peak-to-peak amplitudes of the element X and
silver, which are usually provided by the manufacturer of the instrument
such as Auger electron spectroscopy by Bishop [67]. KX is the scaling factor
in the plot of the elements provided by Perkin-Elmer in this handbook. A
and B are the chemical formula indices of compound XAYB. The atomic





where IX , IAg are the peak-to-peak amplitudes of the element X and silver,




Spectrophotometry is the measurement of light intensity as a function of
wavelength after it passes through a medium. By comparing the intensity
before and after passing through the sample, one can obtain either the trans-
mission through the medium or the reflection off the surfaces. Typically,
reflection is measured when samples are opaque surfaces. For transparent ma-
terials such as glass or salt solutions, the transmission is typically measured;
and the absorption of the solution can be obtained from the transmission. For
much of this project, we will be discussing only the absorption/transmission
as light passes through a liquid sample.
Let I0 be the incident light intensity and I be the light intensity after





where  is the molar absorption coefficient (or extinction coefficient), c is the
concentration of the absorbing species in the solution, and l is the length
of sample that the light passes through. The quantity I/I0 is called the
transmittance T of the sample; and the dimensionless product A =  × l is
the absorbance. Thus, the eq. 4.6 can be written as:
log T = −A. (4.7)
So the absorbance can be measured experimentally by determining the ratio
of the incident to emergent intensities.
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4.3.2 Typical instrument
There are two types of spectrophotometers - single-beam and double-beam.
Both types share almost the same basic components - a radiation source, a
sample chamber, and a detector. The properties of each component depend
on the region of the electromagnetic radiation being scanned and measure-
ment of interest. Normally, these spectrophotometers use a halogen lamp
as its radiation source which outputs light of wavelengths from 200 nm to
1000nm and has almost constant intensity throughout the range. A diffrac-
tion grating is used to select the wavelength of choice. A step motor rotates
the grating to scan the wavelength through the specified region. The light
exits from the grating will be incident on the sample. In the double-beam
design, the light will be split into a reference beam and a sample beam with
the latter going through the sample. The one that we used to measure the
absorption is a double-beam Cary 5G spectrophotometer made by Varian.
A typical double-beam spectrophotometer is shown in Fig. 4.8
Figure 4.8: The layout of a typical double-beam absorption spectrophotometer.
For transmission and absorption measurements of liquid samples, one
usually uses the zero-baseline correction mode to eliminate the effect of re-
flections from the cuvettes’ walls. One first needs to take a measurement
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with the sample beam blocked so that no light could arrive at the detector
from the sample beam; this is the zero measurement. One then performs the
same measurement with a reference sample in place; this is the baseline. By
using the zero and baseline measurements, or the minimum and maximum
transmission (or absorption) of light throughout the spectral range of inter-
est, one can account for and eliminate the systematic error sources such as
solvent absorption, reflection from cuvette’s wall, or the absorption of the
cuvette’s material in the spectral range.
4.4 Photoluminescence
Luminescence is the emission of light from a substance through radiative
transition of an excited electron. Photoluminescence refers to the case when
the excitation is done by absorbing a photon. Luminescence is formally
divided into two categories - fluorescence and phosphorescence - according
to the spin coupling of the excited electron and the electron in the ground
state. If the spin of the excited electron forms a spin singlet state with
that of the ground state electron, then the radiative transition of the excited
electron is allowed and is called fluorescence process. If the spin of the excited
electron forms a spin triplet with that of the ground state electron, the photon
emission of the excited electron is forbidden and is called phosphorescence.
The difference of the two type is reflected in the typical lifetime - fluorescence
lifetime is typically 10 ns while that of phosphorescence is typically 1− 100
ms [68].
37
Figure 4.9: A typical photoluminescence setup consists of 3 components: exci-
tation source, the sample, and the spectrometer.
4.4.1 Typical instrument
A typical photoluminescence consists of three main components - an ex-
citation source, the sample, and the spectrometer (see Fig. 4.9). For our
experiments, excitation source can be any UV source such as Hg lamp or
HeCd laser. The sample can be in either solid or liquid phase. If we want
to measure the spectrum of a nanoparticle solution, we must use a quartz
cuvette since the normal glass or plastic cuvette are not transparent to UV
and might even produce their own emission upon absorbing UV photons.
For thin film sample, we must ensure that the excitation intensity is high
enough to provide good signal-to-noise level yet not too much that it excites
too much of the substrate.
The spectrometer-detector combination varies from system to system.
There are two main types of spectrometers that we worked with in these
projects. The first system uses a traditional diffraction grating with a photo-
multiplier tube (PMT) as detector. This detector has a working range from
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400−800 nm but does not differentiate what wavelength it is. In other words,
this is a photon counter, if the photon is in the detecting range, it makes a
count. Hence, in order to measure a spectrum, a step motor is usually re-
quired to rotate the diffraction grating to select the wavelength. The full
spectrum scan is then obtained by rotating the diffraction grating through
the wavelength range. This is a rather slow process.
We used a system of this type in our lab which is an LS55 manufactured
by Perkin Elmer. The light source is a 1W halogen arc lamp. However,
instead of being a continuous light source, the arc lamp flickers at a set
frequency which minimizes the photo-bleaching of the samples while provides
very high signal-to-noise ratio. The light from the arc lamp is fed through
a diffraction grating. The entrance and exit slit widths of this excitation
grating are controlled automatically by the computer to give the desired
bandwidth of the excitation light. The bandwidth of the excited light ranges
from 5 to 25nm in wavelength. This beam is then incident onto the sample.
The fluorescence signal is collected and guided through the second diffraction
grating. The wavelength is also selected out with bandwidth from 5 to 25
nm. Even though the spectrum collection of this system is slow, the flexibility
of having both diffraction grating allows users to scan either excitation or
emission spectrum, or both.
The second type of spectrometer utilizes the dispersive power of a grating
to spread the incoming light into different wavelengths and direct this spread-
out light into an array of detectors, such as a charge-couple device (CCD)
camera array. The position of the CCD sensor array is calibrated and fixed
by the manufacturer to correspond to different wavelength. This way, the
detector measures the whole spectrum in one pass, making this a very fast
method. The typical instrument is also much more compact and portable.
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These advantages come with a cost, of course. Since the spectral resolution is
limited by the size of the CCD sensor and the length of the optical path, this
system doesn’t have a high resolution as the previous type. Also, because
the beam of light is spread out, its signal-to-noise is also lower.
The system we use in our works is called HR2000, and is made by Ocean
Optics. It is extremely portable and robust spectrometer system when used
with optical fibers. To eleviate the signal-to-noise problem, various adjust-
ments were needed. First, a collecting lens was used to collimate the emission
from the sample into a large inner diameter optical fiber, which was connected
directly to the entrance slit of the spectrometer. Secondly, we used the max-
imum entrance slit width possible, which is 100 microns. Consequently, the
spectral resolution of the HR2000 is around 10 nm at best.
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Chapter 5
Complex formation of Si
nanoparticles with heavy ions
The introduction of erbium ions next to silicon nanocrystals in glass matrix
was found to reduce the visible luminescence of the nanoparticles in the
matrix at the same the infrared emission at 1540 nm appeared [5]. This 1540
nm emission line is characteristic of the I13/2− I15/2 transition in erbium
ions. Subsequent studies suggested that the energy was transfered from the
silicon nanoparticle to a nearby erbium ion [10, 11, 12, 13, 14, 15, 16, 17].
The silicon nanoparticle absorbs a UV photon and enters its excited state.
While in the excited state, the nanoparticle could transfer its energy to a
nearby erbium ion that it couples strongly to. The erbium ion subsequently
emits this energy as a photon of wavelength of 1540 nm. This resonance
energy transfer is enabled by the dipole-dipole coupling between the ions
and nanoparticles, where the average distance between them is around 1 nm
[15, 16, 17]
In the liquid phase, we did not observe the same trend. As we mixed
ErCl3 salt into nanoparticle solution, we observed an enhancement of the
nanoparticles’ luminescent instead of a decrease. In solvent, where the ions
and the nanoparticles are freely moving around, the ions and nanoparticle
will likely find themselves next to each other. Such proximity might have a
totally different interaction between the ion and nanoparticle. There’s even
a possibility that they form a complex in the solution.
A complex is defined as a compound between two species (of atoms,
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molecules or ions), one is donating a lone pair of electrons to an empty
orbital on the other. The species providing the electron pair (the donor)
is thought of as being coordinated by the atom receiving the electrons (the
acceptor). The term ligand is often used to refer to the donor. The compound
that is formed from this bond formation is called a coordination compound,
coordination complex, or simply a complex. The donor could be as small
as hydride (H−) or as large as a polymer. The acceptor could also form a
complex with many ligands at the same time. In the case when a coordinate
covalent bond is formed, the acceptor is typically a metal or a metalloid.
With a metalloid, the number of bonds is obtained simply by counting the
number of electrons in the donor-acceptor concept. The situation is more
complicated, however, for metal ion. The number of bonds formed might not
be the same as the number of vacancies in the valence shell of the metal.
In this chapter, we will study experimentally the interaction and the
prospect of forming bound complexes between the heavy magnetic ions of
iron or erbium and ultrasmall Si nanoparticles. We examine the robustness
and stability of the particle luminescence in ionization environment under
strong external electric fields. In order to elucidate the interaction of the ion
with the nanoparticle and the formation of complex, I collaborated with an-
other group member, Kevin Mantey, to study the interaction using density
functional theory (DFT). Kevin used computational package called TUR-
BOMOLE to calculated the configurations and binding to discern the basic




The nanoparticles were fabricated from Si wafers by chemical etching in HF
and H2O2 using either electrochemical method or electroless (Pt-catalyzed)
method described in chapter 2. Particle solutions were prepared by dissolving
the nanoparticles in an appropriate solvent such as isopropyl alcohol (IPA).
We used salts of erbium and iron to provide the metal ions of Er3+ and
Fe3+/Fe2+. Chloride salts of the metals, such as FeCl2/FeCl3 or ErCl3 were
dissolved in the same solvent as that of the nanoparticle solution. Mixtures
of nanoparticles and ions were prepared from these two separate solutions.
The Fe3+ is a strong oxidizing agent as it strongly strips an electron from
other reagents. FeCl3 is often used as flocculating and precipitating agent in
the treatment of water to precipitate finely divided solids and colloids.
The ionizing environment utilized in the study was created in an elec-
trically biased stainless steel nozzle (see section 4.1.2). Particle solution is
placed in a reservoir that feeds into the nozzle, which has a tapered open-
ning of 100 µm in diameter. A grounded conducting plate is placed at a
distance of ∼ 3 cm from the nozzle. When the nozzle is electrically biased
with respect to the ground plate, a non-uniform electric field is established
between them [57, 58, 59, 61, 62, 69]. A target substrate (typically a silicon
wafer) is placed in front of the grounded plate to collect the particles. The
whole setup is positioned horizontally to avoid unwanted solution dripping
onto the target plate when the spray is not in progress. When the voltage
bias between the nozzle and ground plate exceeds a certain threshold, V0, the
solution at the air-liquid interface at the nozzle is ionized and propelled to
the target surface by the electric field. At the target, the dried-up clusters of
nanoparticles-ions get pinned onto the target surface, and forms a uniform
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thin nanosolid film.
An Ocean Optics fiber-optic spectrometer with excitation in the UV re-
gion is used to record the luminescence spectra. The structural and optical
stability as well as the chemical composition of the constituents arriving at
the target are analyzed with luminescence spectroscopy and imaging as well
as using Auger electron spectroscopy (AES). These methods were described
in greater details in chapter 4.
5.2 Results
5.2.1 Enhancement in luminescence of
ion-nanoparticle
We added ion solution incrementally to nanoparticle solution while mon-
itoring the luminescence intensity and the spectral distribution. When a
large amount of ions were introduced, aggregation and precipitation of the
nanoparticles was observed (see Fig. 5.1). The precipitation was related to
a complex formation between the nanoparticle and the positive metal ion
[70, 71]. It is known that sheath layers of ions form on charged particles with
the thickness of the layer (Debye length) being proportional to the charge on
the particle and inversely proportional to the density of the ions. Charging
of nanoparticles may occur due to de-protonization or attachment to alcohol
negative radical or to a positive hydronium ion. Figure 5.2a gives the time
development of the luminescence spectrum of the silicon nanoparticles after
adding Er3+. Care was taken to ensure the ion concentration is below the
amount that causes precipitation.
In Fig. 5.2a the spectrum exhibits a slow enhancement of the luminescence
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Figure 5.1: Precipitation of silicon nanoparticles due to mixing with salt solution.
and eventually saturates at 1.5 times the original intensity after several hours.
Moreover, the 640 nm band rises faster than the 610 nm band, which results
in a red shift of 10 nm in the center of the combined band (Fig. 5.2b). After
the luminescence has reached saturated level, we isolated the complexes from
the solvent by drop drying. We successively dropped 10 droplets of the
mixed colloid on a device quality silicon wafer; we let each droplet dry under
ambient conditions before adding the next. A similar film was also formed
using a control sample of nanoparticles. Luminescent images were taken
under 254 nm UV light (Fig. 5.3). The integrated brightness of the dried
film is measured to be 150 counts compared to 100 counts for the control
film, consistent with the measured ratio in liquid.
We observed similar enhancement when mixing nanoparticle solution with
other metal ion solution. We added Fe3+ ion solution incrementally to nano-
particle solution while monitoring the luminescence intensity and the spectral
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Figure 5.2: Time development of the luminescence of silicon nanoparticles dis-
solved in isopropyl alcohol after adding a certain amount of Er3+. (a) Lumines-
cence spectra at different times. (b) Intensities of band heads at 640 (circles)
and 610 nm (triangles).
46
Figure 5.3: Luminescent image of (a) Si nanoparticles (b) complexes of Si par-
ticles and Er ions on Si wafers. The excitation light was 254nm line of the UV
lamp.
distribution. When larger amounts of ions were introduced, aggregation and
precipitation of the nanoparticles were observed with the naked eye, indicat-
ing the formation of complexes. When the ion concentration was below the
precipitating value, the presence of Fe ions causes enhancement as well. Fig-
ure 5.4a-b gives the corresponding results to those in figure 5.2a-b using Fe3+
and Fe2+ ions. This implies that the enhancement in the luminescence of the
particles might be a general behavior of ion and nanoparticle interaction.
The enhancement in luminescence of the Fe ion - nanoparticle is smaller
in magnitude than the enhancement of the erbium -nanoparticle solution.
This might be due to the fact that both Fe ions do not have transitions that
overlap the visible emission of the nanoparticles. For instance, the electron
configuration for Fe3+ involves stripping the two 4s electrons and one electron
from the 3d shell of the atom; and Fe2+ involves stripping only the two 4s
electrons. On the other hand, in Er ion, it’s the electrons of the inner shell 4f
orbitals that are involved. Therefore Fe ion nanoparticle interaction would be
mainly electrostatic. The smaller enhancement of the luminescence observed
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Figure 5.4: Time development of the luminescence of silicon nanoparticles dis-
solved in isopropyl alcohol after adding a certain amount of (a) Fe3+ and (b)
Fe2+ ions. Intensities of band heads at 610 nm (black squares) and 650 nm (red
circles).
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in the case of Fe2+ compared to Fe3+ is consistent with the fact that the
relative polarizing power for Fe2+ is 2.6 compared to 4.7 for Fe3+ [72].
5.2.2 Stability of complex
These results show the stability or enhancement of the brightness (product of
absorption and emission efficiencies) upon the introduction of ions, whether
under wet conditions or after recovery in the solid phase on the substrate. We
exposed the ion-nanoparticle complex to a highly ionizing environment and
observed their luminescence afterward. For the setup in Fig. 4.2, the electric
field at the opening of the nozzle tip may be estimated from the expression
E0 = V0/A1rc ln(4h/rc), where A1 is a semiempirical numerical factor, rc
is the radius of curvature of the nozzle, V0 is the threshold bias voltage at
which spraying takes place, and h is the distance of the tip to the substrate
[73]. For our experiment, with the 100 µm in diameter nozzel, the distance
h = 3 cm, A1 = 0.707, we found that the nozzle did not spray until the
voltage exceeds 2.26 kV. The corresponding electric field E0 for this setting
is 8 MV/m. This field is comparable to the breakdown threshold for pure
liquids, and higher than the breakdown threshold in liquid in the presence of
impurities (∼ 0.1 MV/m). When the voltage exceeds this threshold V0, the
material at the tip of the nozzle is ionized with either positive or negative
charge depending on the polarity of the biasing voltage and propelled to the
target.
First, a controlled sample of Si nanoparticles in IPA were propelled and
deposited on a substrate. The resulting films exhibit the characteristic lumi-
nescence of the nanoparticles as shown in Figure 5.5. In this case, particles
are found on the substrate when the nozzle is biased either positively or nega-
tively. We believe that nanoparticles are being charged by deprotonization or
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Figure 5.5: Luminescent image of the film produced by electrospray from a
control Si nanoparticles solution onto a silicon wafer (2 by 2 cm) under exposure
to UV radiation at a wavelength of 254 nm (arbitrary brightness).
complexion with the alcohol negative radical ion (Si nano-OR)− or with the
positive hydronium ion (Si nano-H3O)
+, which allows propulsion with both
biasing polarities. The deposited film collected on the substrate subtends a
30◦ angle with the nozzle.
Next, we fed the ion-nanoparticle mixture, one that has allowed ample
time for ion-particle complex to form, through this nozzle and thereby ex-
posed the complexes to this highly ionizing environment. The complexes got
propelled to the ground plate with velocity in the range of 1 − 15 m/s [74].
At the target ground plate of the setup in Fig. 4.2, the ion-nanoparticles get
pinned to the substrate. If enough volume of ion-particle mixture is used,
the deposited ion-particles eventually form a thin film. Figure 5.6a shows
a luminescent image of the film, which displays the characteristic red lumi-
nescence of the Si nanoparticles under exposure to UV radiation (254 nm
in wavelength). The luminescent spectrum of the deposited film is recorded
and given in Figure 5.6b.
The pattern on the substrate consists of two regions: a large area subtend-
ing a 30◦ angle with the nozzle, and a smaller much brighter area subtending
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Figure 5.6: (a) Luminescent image of the film produced by electrospray deposi-
tion of nanoparticles mixed with Er3+ ions (complex) onto a silicon wafer coated
with titanium thin film under exposure to UV radiation at a wavelength of 254
nm. (b) Corresponding spectrum of the films taken under excitation of 365 nm.
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a 4 − 6◦ angle with the nozzle. The overall brightness is arbitrary but rel-
ative brightness is accurate. When the biasing is reversed from positive to
negative we found insignificant deposition of silicon nanoparticles, while the
nozzle becomes readily clogged.
As seen in Figures 5.6 and 5.5, the electrospray deposition of Si nano-
particles in IPA produces one homogeneous luminescent region, while the
deposition process of Si-Er mixture shows two regions of different bright-
ness. We believe the inner brighter region is associated with the formation
of highly charged Er-nanoparticle complex (multiple erbium ions) while the
outer deposition region is associated with lesser charged complexes either
with erbium or other radical-complexes.
We performed material analysis using AES on the deposited films. In
the Er ion-nanoparticle film, silicon is found across the whole film which is
consistent with the luminescence observation while erbium is predominantly
found in the inner cone. Erbium is detected at much less level in the outer
cone of Fig. 5.6a. This result was verified by electron dispersive x-ray mea-
surements (EDS). Moreover, in the measurement, the film in the inner cone
region showed larger conductivity than the film in the outer cone, correlat-
ing with the distribution of erbium in the film. Theoretical calculations show
that the diameter of the deposited area is inversely proportional to the square
root of the charge on the droplets [75]. This implies that one nanoparticle
might form complex with multiple Er ions simultaneously. The AES also
shows evidence of Si-O states. Along with the pure Si peak at 93 eV, there
are weaker peaks at 85 and 104 eV corresponding to different Si-O charge
states, indicating some Si-OR terminations resulting from the interaction
with the alcohol.
A colloid of nanoparticles and Fe3+/Fe2+ ions was also propelled. Figures
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Figure 5.7: Luminescent images (2 by 2 cm) of the film produced by electrospray
deposition of nanoparticles mixed with (a) Fe3+ and (b) Fe2+ ions (complex)
onto a silicon wafer coated with titanium under exposure to UV radiation at a
wavelength of 254 nm.
5.7a-b respectively show luminescent images of the resulting film with Fe3+
and Fe2+, observable also by the naked eye, under exposure to UV radiation
at a wavelength of 254 nm, which displays the red luminescence characteristic
of the Si nanoparticles. In these measurements, the Fe ion concentration is
significantly less than the Er ion concentration used. Unlike the Er cases, in
the Fe measurements the low Fe salt density results in less than one Fe ion
per particle on the average, producing more uniform film (Figs. 5.6a-b).
We also used an atomic force microscope to perform topographical char-
acteristics of the film in the outer cone region. A typical line profile across
the film gives a thickness of 240± 10 nm. At the very outer edges of the film
we could find isolated structures of a monolayer or individual structures of
4 nm thicknesses, which correspond to the thickness of a single nanoparticle
or complex.
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5.2.3 Spectrum of non-complex ion and nanoparticle
We incubated a bundle of fiber glass in a small volume of Si nanoparticle
colloid. Upon drying under ambient conditions, the nanoparticles get drawn
to the fibers, forming a thin nanofilm. Under UV irradiation, this film shows
luminescence spectrum that is characteristic to Si nanoparticles [4]. The lu-
minescence is strong enough to be observable with naked eyes. This step
is followed by a similar incubation process of the coated fibers in an erbium
chloride salt solution. The erbium ions are drawn to the fibers by electrostatic
attraction, forming a metal nanofilm coating over the nanoparticle film. Fig-
ure 5.8 shows the luminescent spectra of the fibers taken with 325 nm line of
the HeCd as excitation light source. The top plot shows the spectrum of the
fiber with Er ion deposited after the nanoparticles; the bottom figure shows
the spectrum of the controlled sample with just Si nanoparticles deposited.
In addition to the red band characteristics of the nanoparticles, the top
spectrum exhibits absorption dips or holes burned at the absorption lines
of erbium ions at 650 nm and 520 nm. Those sharp dips indicate resonant
re-absorption. This is different than the solutions’ spectra which did not
exhibit dip structure at the lines of the free ion (Figures 5.2 and 5.2.2). The
enhancement of the luminescence of nanoparticle-ion solution without hole-
burning at the absorption lines of the ions suggest that a complex ((nano
particle-Er)3+) has formed, i.e. the two components behave as a single sys-
tem with strong coupling between them, rather than two separate systems
interacting optically via emission and re-absorption.
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Figure 5.8: Luminescence spectrum of fiber glass bundle sequentially incubated
in Si nanoparticles and erbium salt (top) and of fiber glass bundle incubated only
in Si nanoparticles (bottom). The spectra were taken with excitation at 325 nm
of the He-Cd laser lines.
55
Figure 5.9: Cathodoluminescence spectrum in the infrared 1400−1700 nm region
taken with 3kV incident electrons and monitored with a germanium detector at
liquid nitrogen temperature.
5.2.4 Emission of the ion-nanoparticle complex in
infrared region
Next, we examined light emission from erbium. Optically excited Si nano-
particles embedded in a silicon oxide matrix have been known to effectively
sensitize nearby embedded Er ions through a dipole-dipole energy transfer
process, resulting in the infrared emission at 1.53 − 1.56µm. In such sys-
tem, the crystal field of the oxide matrix breaks the symmetry and makes
the otherwise forbidden infrared transitions allowed. A averaged particle-ion
distance of 1 nm makes the transfer process sufficiently strong to observe the
infrared radiation. In our present measurements, we used electron excitation
with beam settings of 3 kV and 27 nA current and recorded the cathodo-
luminescence of the Er-particle deposited film with a germanium detector
cooled to liquid nitrogen temperature. Cathodluminescence from the nano-
particles has been observed previously under electron excitation [76]. Figure
5.9 presents the spectrum in the range 1400−1700 nm. It shows insignificant
sharp emission above the noise level in the region of interest. It is not clear if
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this means that in bound complex systems the transition lines in the erbium
ion have broaden extensively into molecular bands with dispersed oscillator
strength, or that these lines are absent altogether.
5.3 Computational study
In order to gain some more insights into the interaction and formation of the
Er ion - nanoparticle complex, I collaborated with another group member,
Kevin Mantey, to perform a computational study of this system. The small-
est, 1 nm in diameter, particle was used as a model calculation because it
is small enough to be amenable to simulations. Its structure has 29 silicon
atoms and 24 hydrogen atoms passivating the surface. Nanoparticle-Er3+
complexes could be of more interest because they have transitions overlap-
ping the red luminescence band of the particles resulting from partially filled
inner shell states. However, calculations performed on erbium ions are less
accurate and more difficult to implement due to the presence of those par-
tially filled states, so Mantey used Fe2+ ions instead. Lastly, most of the
experiments were carried out in condensed phase, and the complex forma-
tion is formed in solvents, conductor-like screen model (COSMO) was used
in their calculation to account for the thermodynamic properties of solute-
solvent interaction [77].
5.3.1 Description of calculations
A system of N electrons needs 3N spatial coordinates to describe those elec-
trons. The task of solving the Schrodinger equations for the system of N
particles becomes intractable as N gets large. Density functional theory pro-
vides a way to study the properties of this N-body system without directly
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solving this set of 3N equations. It was proposed independently by Thomas
[78] and Fermi [79] in 1927 when they tried to study the electronic structure
of an N-body system. Instead of solving the 3N equations directly, one can
calculate the properties of this system as a functional of the ground state
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is a function of 3 coordinates, the calculations of electronic properties become
managable. For this study, the ground state density of the system was first
determined using a Hartree-Fock method called unrestricted Hartree-Fock.
Then density functional theory calculation was performed on this electronic
density.
Hartree-Fock method is an ab initio quantum chemistry method that ap-
proximate the wavefunction and energy of a many-body system. It assumes
that the exact wavefunction of theN -electron system can be approximated by
using a Slater determinant of N molecular orbitals φi (electrons are fermions
whose wavefunctions must be antisymmetric under exchange of any two elec-
trons):




φ1(x1) φ2(x1) · · · φN(x1)




φ1(xN) φ2(xN) · · · φN(xN)
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. (5.2)
This approximated wavefunction depends not only on the electron positions,
but several parameters as well. These parameters are then varied to mini-
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mize the expectation value of the Hamiltonian. Because the eigenfunctions
of the Hamiltonian form a complete set, the above wavefunction is a linear
combination of the ground state and several excited states. This minimiza-
tion can be seen as reducing the coefficients of the excited states. The limit
of this process is the ground state function of the N -electron system.
The molecular orbitals φi are also approximated by a linear combination
of atomic orbitals (LCAO). These molecular orbitals only account for the
presence of other electrons in an average manner, that is, their presence
is accounted for in the mean-field theory context. Each molecular orbital
is optimized by requiring them to minimize the energy of their own Slater
determinant. The final Hartree-Fock ground state for an N -electron system
is the Slater determinant of the N lowest energy molecular orbitals:
ψHF−ground = |φ1φ2...φN〉. (5.3)
In molecular bonding, it is the valence electrons that take part in the
bonding. Thus, it is common to represent the valence orbitals with more than
one basis function. In this case, each valence atomic orbital was represented
by three basis functions plus a polarization, hence, the basis set was called
triple zeta valence with polarization (TZVP). With this basis set, one can
build the molecular orbitals, and then the ground state density. For atom
with non-zero net spin, as in the case of Fe, it has been shown that orbitals
with different spin states, ms, vary independently [80]. Since unrestricted
Hartree-Fock method uses different orbitals for different spins, it was used to
determine the electronic density.
The early attempts of using DFT to calculate the energy were crude
approximations. Thomas and Fermi [78, 79] used a local approximation for
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the kinetic energy density, that is by equating the kinetic energy density at
each point to that of an electron gas of the same density. For the potential
energy, they used the classical electrostatic interaction between charges. This
Thomas-Fermi model is correct only in the limit of an infinite nuclear charge.
Dirac [81] extended this treatment further by considering an exchange energy























where the external potential, Vext, is the electric potential from a static set
of nuclei, the second term is the inter-electron electrostatic energy, the third
term is the local approximation to the kinetic energy, and the last term is the
local exchange that was introduced by Dirac. They did not, however, address
some important physics of the many-body system such as correlation energy.
In 1964, Hohenberg and Kohn established a firm foundation for the DFT
method with two theorems [82]. The first theorem states that if the ground
state density n0(r) of a Hamiltonian of the form
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is unique, then the external potential Vext(r) is determined uniquely up to
a constant as well. But we know that given an external potential Vext(r)
it is possible to solve for all eigenfunctions and their energies. From these
eigenfunctions and energies, one can obtain the ground state and, from that,
determine the ground state density. In other words, this theorem allows, in
principle, all properties of the system to be determined from the ground state
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density. The second theorem proves that there exists an energy functional,
E[n], for the system, and that the electron density that minimizes this energy
functional is the ground state density.
Using Born-Oppenheimer approximation, in which the nuclei can be as-
sumed to be fixed during electron rearrangements, one can treat the Coulomb
potential from the nuclei as a fixed external field. Then the energy functional
of a system of N electrons and fixed nuclei is
EHK[n] = FHK[n] +
∫
d3r Vext(r)n(r) + EII (5.6)
where EII is the classical interaction energy of the nuclear charges, and
Vext(r) is the Coulomb potential from the nuclei as well as any externally
applied potential to the system. The Hohenberg-Kohn functional FHK[n]
contains all the internal, kinetic, and potential energies of the interacting
electron systems.
These two theorems show that this energy functional is universal in the
sense that it is independent of the external potential. However, they simply
proved the existence of the energy functional without specifying the energy
functional. In the case of Thomas-Fermi density functional theory, fortu-
nately, approximations can be made. The original Hohenberg-Kohn theorems
were only proved for non-degenerate ground states in the absence of magnetic
field. These results have been extended to include degenerate case [83] and
strong magnetic field effect Vignale [84]. Systems with unpaired electrons
(or open shell) was considered by von Barth [85] in which the spin density
functional E[n, s] can be used to describe the spin polarized molecules, and
solids with magnetic order.
Kohn and Sham simplified the method, and as a result made DFT a
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popular method for electronic structure calculations, by proposing an ansatz
[86] with two assumptions. The first assumption is that for an interacting
system, there exists an auxiliary system of non-interacting particles with the
same ground state density as the interacting system. The second assumption
says that the Hamiltonian of this non-interacting system contains an effective
potential V σeff which acts on the electrons of spin σ.




∇2 + V σeff(r). (5.7)
It is possible to solve for the eigenfunctions and eigenvalues of the auxiliary
system. Because this system is non-interacting, the slater determinant from
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d3r |∇φσi (r)|2 . (5.9)
From Hohenberg-Kohn, this can be written as the kinetic energy func-
tional, Ts[n], of the density. One can then rewrite the equation 5.3.1 as
EKS[n] = Ts[n] +
∫
d3r Vext(r)n(r) + EHartree[n] + EII + Exc[n] (5.10)
where the Hartree energy functional EHartree[n] is the classical Coulomb in-
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|r− r| , (5.11)
and the exchange-correlation energy Exc is defined so that this functional
match the Hohenberg-Kohn functional.
In practice, one usually use a basis set and solve for the eigenfunctions
(the orbitals) of the non-interacting system. The ground state density of
this system is the same as the density for the interacting system. From this,
one can compute the total energy and density of the ground state. The next
challenge is to approximate the exchange-correlation functional. There are
several approximations available. The first is local density approximation
(LDA) in which the exchange and correlation were given locally as the same
value in a homogeneous gas. The LDA was improved further by including
corrections to the exchange-correlation functionals based on the local gra-
dient of the density. These are called generalized gradient approximations
(GGA). Becke introduced a GGA in 1988 to correctly account for the asymp-
totic behavior [87], this is often referred to as B88 functional. Lee, Yang, and
Parr introduced a second-order correction to the approximation [88]. This is
called Lee-Yang-Parr (LYP) functional.
These energy functionals can be combined together to give more accurate
approximations. Such combinations are referred to as hybrid functionals.
The combinations of Becke B88 and LYP functionals are one of the most
accurate functional to calculate the energy. The particular hybrid functional
that Kevin Mantey used in his calculation is called B3LYP, which involves a
3-parameter Becke-Lee-Yang-Parr hybrid functional. It is the linear combi-
nation 0.8 LDA +0.72 B88 +0.2 Hartree-Fock. The correlation functional is
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built from another combination, 0.19 LDA(VWN) +0.81 LYP.
Density functional theory is a popular method for calculating electronic
properties of ground states, and the method has been improved steadily over
the decades. However, there are still limitations with DFT. The limita-
tions lie with the lack of a universally applicable functional for the exchange-
correlation energy. Even though this is not indicative of the breakdown of the
theory, the application of DFT to certain situation can lead to large errors in
practice. Cohen et al. [89] listed two major causes of these errors - the delocal-
ization error and the static correlation error in the approximate functionals.
The delocalization error is due to the dominating Coulomb interaction that
forces the electron apart. This type of error leads to an underestimation of
the barrier of chemical interactions, the band gaps of materials, and charge
transfer excitation energies, as well as overestimation of binding energies of
charge transfer complexes or response to external electric field of molecules
and materials. The static correlation error takes root from the description
of interaction of degenerate states using electron density. This can lead to
failure in calculation of near-degenerate systems such as transitional metals
ro strongly correlated systems.
Many research efforts are attempting to overcome these shortcomings of
the DFT method. For example, in the case of intermolecular interactions,
Kohn et al. pointed out that the LDA and GGA failed to capture the essence
of the long-range van der Waals energies [90]. In most density functionals,
the exact functional Exc is approximated by terms that are proportional to
local electron density, the gradient of the local density, and local kinetic en-
ergy, hence, these functionals by themselves are really local functional and
inadequate to take fully account for the electron density of atoms that are
placed at a distance. There are two schemes to overcome this problem - by
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modifying the functional or by adding corrective terms to the original func-
tionals. Grimme [91] modified the functional by mixing a standard B-LYP
functional with a HF functional for the exchange energy and a perturbative
second-order correlation part. On the other hand, Zimmerli et al. added a
damped corrective term to the B3LYP functional to account for the disper-
sion in the case of water-benzene interaction [92].
5.3.2 Conductor-like Screening model
The solute-solvent interaction is generally handled by using continuum sol-
vation models [93]. These models focus on the solute molecule (or a small
cluster or the solute) and a few solvent molecules while trying to represent-
ing the effect of the rest of the solvent by an effective continuum dielectric
material. In such models, each solute is placed inside an imaginary spheri-
cal cavity surrounded by dielectric medium. The difficulty lies mainly from
solving for the resulting potential due to the dielectric surface. Moreover, no
solvent is a homogeneously polarizable medium on molecular scale.
The solution is surprisingly simple - the cavity is imagined to have a con-
ducting surface. This is called the Conductor-like Screening model (COSMO)
[94, 95]. In this model, all the solvent molecules and the solute are screened
by surface charges. The finite permittivity is approximated by scaling the
surface charges appropriately. The radius of the sphere is equal to the char-
acteristic radius of the atom plus the characteristic distance of the solvent
influence. A set of point is then distributed on this sphere of each solute
atom. If a point is inside the sphere of any other point, it is then discarded.
By doing this, we end up with a minimal set of points with roughly equal
area. The surface point charge is assigned to the center of the region. So
now, the surface defines a set of charges, and solving the charge distribution
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becomes a boundary value problem for a conductor. The electrostatic po-
tential for the solute can then be solved. Once that is done, one can work
back to solve directly for the charges. Because of the way these charges are
defined, they represent the solvent effect on the solute. In the calculation,
Mantey set the continuum dielectric to  = 78.4 and the solvent radius to 1.3
A˚.
5.3.3 Computational results
Mantey first computed the energy of the complex in solution (water) as a
function of the distance of the ion from the center of the Si nanoparticle (the
center nuclei) with the distantly separated Fe+1 ion and a singly charged
nanoparticle placed at zero energy (see Fig. 5.10). At each distance the
structure of the 4 unpaired electron configurations was relaxed. The results
show that the polarization of the Si particle induces a sufficient reduction
in energy to result in a complex, with the charge of the ion being spread
over the particle volume. One local minimum was found at − 2 eV with
the ion penetrating the particle and residing in the interior at a distance of
2.65 A˚ from its center. A second minimum was found at energy of − 2.5
eV with the ion locating just outside of the hexagonal Si ring at a distance
of 4.25 A˚ from the center of the particle. The two minima are separated
by a potential barrier, which is 0.07 eV and 0.57 eV from the two minima
respectively. The barrier originates from the energy cost of breaking through
the hexagonal ring.
To understand the effect of dielectric screening of water on this poten-
tial energy surface, Mantey repeated the calculations in vacuum as given in
Figure 5.11. The first minimum becomes deeper with the barrier 0.09 eV
above its local minimum energy. The other minimum drops to 0.43 eV be-
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Figure 5.10: Calculated total energy of a complex of 1 nm Si nanoparticle and
Fe2+ as a function of the distance of the ion from the center of the Si nanoparticle
(the center nuclei) in solution [4].
low the barrier through the ring, and 1.9 eV below the long distance limit
of a Fe+1 ion and single charged nanoparticle in water. Figure 5.12 shows
the ion-nanoparticle configurations associated with the two minimum energy
calculated in Figure 5.10.
Mantey also examined the possibility of formation of a partially polarized
complex of a neutral solvent alcohol molecule and the nanoparticle. The
GAMESS quantum chemistry package was used to determine the equilibrium
geometry of the polarization-based complex using the restricted HF theory
with 6-311G (d, p) basis set [96]. The results give an electrostatic based
binding energy of 0.030 eV, comparable to the room temperature thermal
agitation energy. The potential drop across the 4 nm particle-IPA complex
is estimated to be 32 meV, comparable to the electrostatic binding of the
particle to the alcohol molecule as well as to the thermal energy, pointing to
instability of the neutral complex.
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5.3.4 Comparing experimental results with
computational results
The calculations show a mechanism for a metal ion and semiconductor nano-
particle to form a complex that is different than the typical ion-molecule
complex. Typically, ion-molecule complex formation requires lone electron
pairs in the ligands of a charge complex, such as an oxide or nitrogen group,
to make a coordinate covalent bond. However, the 1-nm silicon nanoparticle
Si29H24 has no terminations on its surface with lone electron pairs so that
conventional formation might not be applicable. The calculation show that
an ion may penetrate one of the four hexagonal rings on the surface of a nano-
particle. The ligand is no longer localized in one particular location, or bond,
but is effectively distributed over the volume of the silicon nanoparticle, in
effect, reducing the energy.
Due to the proximity of the nanoparticle and the metal ion, it is very likely
that the metal ion changes the electronic charge distribution in the nanopar-
ticle, breaks symmetries, and creates a permanent electric dipole moment.
Such redistribution changes the electronic energy of the ground and the ex-
cited states, as well as the transition dipole moments between the excited
states and the ground state, and consequently, the absorption and emission
quantum efficiencies. The intensity of the 640 nm luminescence band rising
more strongly than that of the 610 nm band might be due to such changes
in the emission quantum efficiency. These results also show that metal ion
dopant in the minimum energy configuration is not substitutional but inter-
stitial. The fact that the complexes are bright implies that the interstitial
Er dopant charge center does not produce strong Coulomb scattering which
may dissipate electronic energy non-radiatevely.
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Finally, they show that the nanoparticles exhibit significant loss of elas-
ticity and the silicon atoms are amenable to large motion making the nano-
particle acquire a large electric polarizability, allowing the ion to penetrate
the particle. In fact, the particle is even more polarizable than water, which
provides stability of the charge complex. It is also noted that the complex is
stable against stripping by the external electric field in the experiment since
the binding energy of the ion to the nanoparticles (several eV) is much larger
than the 32 meV potential drop across the particles caused by the biasing
potential.
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Figure 5.11: Calculated total energy of a complex of 1 nm Si nanoparticle and
Fe2+ as a function of the distance of the ion from the center of the Si nanoparticle
(the center nuclei) in vacuum [4].
Figure 5.12: Schematic of the configurations of the stable complex, showing two
minimum energy configurations, one where the ion (green) resides just outside
the particle (left) and one where the ion resides just inside the particle (right).
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Chapter 6
Manipulation of spray cloud
with external fields
Electrospray is one of the most economical and versatile deposition tool that
can provide a large throughput. Its greatest weakness lies in the fact that
it is very challenging to control the parameters to obtain the desired films.
First, it is very sensitive to grounding. The high voltage applied to the nozzle
means that the path to ground plate (which should be the target surface)
must be the most dominant path, otherwise, secondary grounding location
might be used to provide the paths to ground for the current. The second
difficulty is intrinsic to the spray itself. The electric field created at the tip
of the nozzle is very near the breakdown voltage of the solvent ( 10 MV/m),
thus, if used over a long period of time, or due to repetitive use, the solvent
molecules that got denatured by the high electric field will accumulate at
the very tip, decrease the size of the opening, and change the electric field
itself. We have managed to produce rather consistent results despite such
challenges. Even though these attempts are still qualitative at this point,
they are very promising and show the potential of the technique.
6.1 Manipulating electric field with masks
As mentioned above, grounding is important to the spray process. One can
add a dielectric mask in front of the target surface to shape, or distort, the
electric field into desired patterns. The dielectric masks used here are made
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out of low density polymer sheets (transparency films), which shield the elec-
tric field very effectively. Selective patterns of circular and square holes were
punched into the masks. The masks were typically greater than the target
surface to force all the electric fields into the holes (unmask regions). The re-
sults are shown in Fig. 6.1 demonstrating the effect of adding dielectric mask
on the cloud spray. This fluorescence image shows that the nanoparticles
indeed only land in the unmasked area. The only nanoparticles deposited
on the mask showing a dripping pattern, indicating that they actually come
from the huge droplets (these do not follow the process of the electrospray).
Note that the deposited regions are smaller than the unmasked regions (left
image of Fig. 6.1). This is not the shadow effect one typically observe in other
deposition method such as sputtering or e-beam evaporation. The thickness
of the mask is much thinner than the difference. The reason for this is ac-
tually the squeezing of the electric field lines by the mask. The squeezing
action is also apparent in the imperfections of the mask.
Figure 6.1: UV illuminated image of the spray pattern with the use of mask.
The mask is made of plastic transparency sheet with thickness of 0.1 mm.
We also studied different patterns of masks. Some examples of the result-
ing patterns obtained are shown in Fig. 6.2. The spray controlling parameters
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Figure 6.2: The deposit patterns when different masks is used. The spray control
parameters were set to the same in all cases. The top 2 patterns have circular
mask with different distance from the center. The bottom-left holes are circular
and equidistant from the center. The bottom-right image shows a patter of
square holes.
were kept the same during all of them. The spray assembly was disassembled
and cleaned after each spray to eliminate any accumulating residues inside
the nozzle. As we can see from the top two images, as the holes are moved
further away from each other the patterns also moved outward. However,
the outer boundary of the spray cloud, which is determined by the ground
plate behind it, is unaffected by the mask. Thus, the deposited regions are
narrow, resulting in higher density areas and thicker films (reflecting by the
higher intensity of the image). This behavior is again evident in the other
patterns in the bottom row of Fig. 6.2.
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6.2 Effect of external magnetic field
Motion of charged particles in a non-uniform magnetic field has been studied
extensively. Applications of such studies are also wide range, from determi-
nation of carrier concentration in semiconductor thin film to plasma confine-
ment in nuclear fussion reactors. Since the droplets in the spray cloud are
charged, we suspected that addition of magnetic field into the configuration
would provide an extra control on the deposition pattern.
Arranging a set of eight neodymium-iron-boron permanent magnets into
different configurations, we obtain various field configurations and strengths.
The simplest configuration is stacking 8 of them on top of each other which
produces a dipole field. Aligning the symmetry axis of this field with that of
the electric field, we sprayed 0.6 mL of silicon nanoparticle solution at 2300
V and distance of 3.4 cm from the nozzle to the target. The film obtained
consists of several rings under visible eyes (top image of Fig. 6.3). The
fluorescent image is far more interesting. The rings in the visible image now
become alternating bright and dark. That means somehow the nanoparticles
are sorted into different regions (along radial direction). Some regions have
more nanoparticles than others while some do not have any nanoparticles
altogether.
Next, we assembled the particles into a unilateral configuration. This
configuration means that all the like poles of the magnets are aligned together
(North pole next to North pole, and South pole next to South pole). Due to
like-like repulsion, this configuration is highly unstable. We had to arrange
the eight magnets into four stacks of two each (one on top the other) and
then squeeze the four stacks with a metal restrainer. Such configuration will
create uniform magnetic field region outside of the magnets in the axis of
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Figure 6.3: Visible (top) and fluorescent (bottom) image of a spray pattern
obtained with a dipole field of 8-magnet stack behind the sample. The axis of
the magnetic field is aligned with the symmetry axis of the electric field. The
concentric rings of alternating bright and dark indicate the nanoparticles are
sorted into different rings.
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Figure 6.4: Visible (top) and fluorescent (bottom) images of the deposition
pattern for the case the magnets were arranged in unilateral configuration.
symmetry and is called unilateral configuration. The deposited pattern is
shown in Fig. 6.4.
Finally, we assembled the particles into a bilateral configuration. We
arranged the eight magnets into four stacks of two each (one on top the
other) and then allowed the four stacks to come together by themselves.
Since opposite poles attract, the North of one stack attaches to the South of
another. We end up having a North-South-North-South pole configuration
at the 4 corners. The visible and fluorescent images of each of the above
deposited pattern is shown in Fig. 6.5.
Comparing the two cases of unilateral and bilateral magnets, two patterns
emerge - a faint, large circular region and a small brighter region at the center.
The faint larger pattern is more or less unaffected by the magnetic field
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Figure 6.5: Visible (top) and fluorescent (bottom) images of the deposition
pattern for the case the magnets were arranged in bilateral configuration.
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pattern. The smaller bright center varies greatly with the field configuration.
It could be explained that the faint larger pattern is formed by the large
droplets which are largely not affected by the magnetic force, while most of
the free nanoparticles in air move according to the field.
6.3 Future works
In our experience, the products yielded by the technique is very sensitive to
the spray parameters. A lot of effort is needed to understand and optimize
the system in order to have a certain level of control and performance of
the method. We need to model and quantitatively understand the effect of
magnetic field focusing, as well as the influence of the dielectric mask on
the deposited patterns. It is, however, a promising method that can be very
rewarding. In particular, when the spray is used to deposit a micron-thick
film, it appears to be transparent, yet fluoresces red under UV illumination.
Its optical and electronic properties have not been studied as of this point.
It is important, both scientifically and application-wise to zero in on the
properties of this film. A UV solar cell is one of the potential applications




We have found that metal ions and Si nanoparticles, once mixed together in
solution phase, form a complex. This complex formation does not compro-
mise the luminescence properties of the particle but enhances the broadband
luminescence of the particle by 50%. We also observed the shift in the peak
position of the nanoparticle’s spectrum. The spectrum of the silicon nano-
particles have two peaks at 610 and 640 nm. When the ions are mixed into
the solution and complexes begin to form, the enhancement of 640nm peak
is greater than that of 610 nm, resulting in a red shift of the whole spectrum
by 10 nm. These Si nanoparticle - metal ion complexes were also found to
be stable outside of the solution. Even when subjected to a high electric
field equivalent to the ionizing field of the solvent, these complexes were still
luminescent, with the same enhancement over the control sample.
When compared with the density functional theory calculations done by
Kevin Mantey, we found that the ion forms two stable complex configurations
with 1 nm nanoparticles, with the ion either penetrating the particle or
residing just outside. At such proximity, the metal ion could change the
electronic charge distribution in the nanoparticle, breaking symmetries and
creating a permanent electric dipole moment. Such redistribution changes
the electronic energy of the ground state and the excited states, as well as
the transition dipole moments between the excited states and the ground
state, and consequently the absorption and emission quantum efficiencies.
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We attribute the different rates of increase of the 610nm and 640nm peaks
to this detailed changes in the emission quantum efficiency.
On the other hand, when the the nanoparticles and erbium ions were
deposited separately onto a glass fiber’s surface so that the complex forma-
tion does not occur, we observed an absorption spectrum of the erbium ion
superimposed on the spectrum of the nanoparticles. The absence of optical
absorption of erbium ions reinforces the notion that the ion and the particle
do not act as separate entities but together as one.
To test whether the nanoparticle could have any effect on the ion’s spec-
trum, a search for IR emission at 1540 µm in the Er ion - nanoparticle
complex sample using catholuminescence was conducted. It did not yield
any positive result. This could mean that the transition of the erbium ion’s
lines have been broadened into molecular-like bands due to the interaction
with the nanoparticles. However, we need to be cautious here. Photolumi-
nescence detection at 1540 µm could provide more convincing data and is
left for future research attempts.
The complex may constitute diluted magnetic nanosilicon, which adds a
new dimension to diluted magnetic silicon by providing optical activity. The
optical and structural stability of Si nanoparticles against charge-particle
interactions and collisions including heavy ions, and electrons, and as well as
against UV photons [4] is key to technological applications. It is also relevant
to the development of current models for the composition of interstellar and
interplanetary dust media. Si nanoparticles were proposed as one important
component in the corona as well as in interstellar media and that its ionic
and charged particle interactions and luminescence under excitation with
UV radiation from stars could explain the sizeable wideband background
emission that has been observed in the Milky Way and other galaxies, for
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Here we will apply several of the techniques described in chapter 4 to deter-
mine two very important numbers for our studies - the concentration of our
silicon particle solution, and the molar absorptivity coefficient of the silicon
particles in isopropyl alcohol.
Up until now, the concentration of the nanoparticle solution was esti-
mated by completely drying out the solvent, and measuring the weight of
the remain. This method faces some challenges. The weight of the nano-
particles is much smaller than the container (usually a glass vial or bottle).
Determining this small weight is rather difficult. We need to use a sensitive
microgram scale, which usually have an upper limit of a few miligrams. This
limit is far below the weight of the container. If we use a scale with greater
upper limit, the noise level of such scale will exceed the total weight of the
nanoparticles.
If we deposited the nanoparticles onto a surface using a drop-drying
method, the number of nanoparticles on the surface is too small or the de-
posited film is too irregular for us to determine the volume of the deposited
film. With the recent achievement of the thin and relatively uniform film of
nanoparticles using electrospray method, we could determine the number of
silicon nanoparticles by an alternative method.
This method avoid the need to measure the weight, but as a trade-off,
we needed to use two different techniques to deduce the number of particles
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in the solution. First, we took a known volume (0.6ml = 6 × 10−7m3 and
deposited onto a metalic surface. We used DakTek profilometer to measure
the thickness of the deposited film of nanoparticles. Together with the lateral
dimension measurements, we could compute the volume of the deposited
film. We then obtained the number of nanoparticles using Auger electron
spectroscopy data. Combine the number of particles with the volume of the
deposited film, we could deduce the particle concentration in the original
solution.
The main advantage of the latter method is that it allows us to calculate
the molar absortivity of the nanoparticle solution (specific to isopropanol).
Once this quantity is found, the concentration of nanoparticle solution can
be found rather quickly through Beer-Lambert law. We can dilute the orig-
inal solution into 2 decades and plot the absorbance with respect to the
concentration (which is a function of the unknown original concentration).
From the slope, which is the molar absorptivity, and the absorbance, we can
calculate the exact original concentration.
A.1 Volume of the film
To determine the volume of the film, we need to measure the film’s thickness
and area. A photo of the deposited film was taken (figure A.1) and analyzed
by ImageJ, a software created by NIH to process images. The unit of length
was calibrated against the ruler included in the photo. The area of the
deposited film was approximated by an ellipse and calculated to be 27 mm2.
The thickness of the film was determined with Sloan DekTak3 ST pro-
filometer. The sensitivity of the stylus was set at 3mg to register the most
sensitive topographical changes. The topography of the surface was plotted
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Figure A.1: The sprayed film of nanoparticles labeled sample 65. The substrate
is ITO film on a glass slider. The area covered with silicon nanoparticles is 27
mm2.
as a function of position. The section of topographical profile correspond-
ing to the flat metal surface was used as reference to level the entire profile.
Afterward, the noise was smoothed using an FFT filter in Origin. As can
be seen in figure A.1, the average thickness is 0.84µm. This gives the total
volume of the film to be 2.27× 10−8m3.
A.2 Auger analysis
Next, we used Auger electron spectroscopy to determine the number of silicon
atoms in the deposited film. In order to convert the peak-to-peak intensity to
number of atoms, we must first do the measurements on a reference sample
to calibrate the intensity to number of atoms. Theoretically, we need one
reference sample for every element. But we are only interested in silicon and
a reference sample is so easy to find, we only perform the measurement on
the silicon reference sample. The reference sample of silicon is a piece of [100]
Si wafer that we used to fabricate our silicon nanoparticles. The number of
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Figure A.2: Thickness data of the film measured using DekTak profilometer. The
stylus force constant was set at 3mg. The average thickness is 0.84 microns.
atoms per cm3 is known and is n = 5× 1022 atoms/cm3
In measuring the Auger spectra, we always used the same settings on
the instrument which was optimal for analysis purpose. The electron beam
voltage was set to 3kV . The objective aperture was opened to its widest
value and adjusted until the probe current is around 150 nA. With these
settings, we maximized the signal detected by the sensor but at the cost of
spatial resolution. The area where the Auger electrons was collected, i.e.
spot size, is rather large, about 0.5 µm.
The theoretical thickness of the sampling region ranges from 0.5nm to
4nm. The Auger electrons from atoms deeper than 4nm will most likely be
absorbed by other atoms before escaping out into the vacuum space above
the sample. If we consider a single spot on the surface of the sample from
0 to 4nm depth, the Auger electrons from deeper layers will take longer
time to escape the sample. Hence, the longer we collect the signals, the
more Auger electrons from deeper layers we will observe. Since we set the
spectrometer to scan a region of energy around each element 5 to 10 times
to increase the signal strength, we are more than likely to pick up the Auger
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electrons from deeper layer of materials. Hence, we estimated the depth of
the scanning region to 4 nm. The probed volume is then V = 4×10−7cm−1∗
pi ∗ (0.25x10−4cm−1)2 = 0.785x10−15cm3. And the number of atoms in the
sampling volume is N = n ∗ V = 3.92x107 atoms. The raw peak-to-peak
intensity from the AES is shown in figure A.2. Dividing these number by the
number of atoms in the sampling volume, each atom registers 3.29 × 10−4
counts.
Figure A.3: Uncorrected raw data from Auger electron spectroscopy of elements
in Si wafer.
Using this number, we can now calculate the number of Si atoms detected
in our deposited film. Since the 2.9nm particle has roughly 500 atoms, the
number of Si nanoparticles can be computed from this information (Fig. A.2).
The area under the curve of Fig. A.2 gave us the total number of particles in
the column of 0.5micron in diameter and 450nm deep, which is 810000 parti-
cles. Since the volume of this column is pi∗(.25∗10−4)2∗450∗10−7cm = 88.35∗
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10−15cm3, the particle density of the film is 579000/(88.5∗10−15) = 6.54×1018
particles/cm3. With the volume of the deposited film that we calculated be-
fore, which is 2.27x10−2cm3, we have total of 1.49 × 1017 particles in this
deposited film of nanoparticles. The original volume of the sample is 0.6cm3,
or 0.6 × 10−3 L. The concentration of the original solution is: 2.48 × 1020
particles/L. In terms of molar, 2.48× 1020 particles is 0.41× 10−3 mol. And
the molarity of our original solution is 0.41 mM.
Figure A.4: The raw peak-to-peak intensities of the elements (C, O, Si) in the
deposited film of nanoparticles.
A.3 Absorption
The procedure above is rather painstaking and laborious to complete for
every sample. However, using the concentration information that we just
computed in conjunction with the absorption spectra of the above solution,
we could determine the extinction coefficient of our nanoparticle.
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Figure A.5: Number of Si particles as function of depth in Auger electron spec-
troscopy of elements in thin film of Si particles deposited on ITO substrate.
The purpose of this is to compute the molar absorptivity coefficient for
the silicon particles, at least in isopropanol solvent. Once we obtained this
number, the determination of the concentration of a silicon particle solution
becomes a simple task - diluting the original solution into 3 concentrations,
and plot the absorbance with respect to the concentration (which is a function
of the unknown original concentration). From the slope of the plot, which
is the molar absorptivity, and the absorbance, we can work backward to
calculate the original particle concentration.
The solution that we used to deposit the film studied above was labeled
Pt41. We diluted this solution into 3 different solutions - one of same con-
centration (0.41 mM), one diluted to one-half concentration (0.205 mM), and
one to one-fifth concentration (0.082 mM). The absorbance A = −log(I/I0
at the three peaks at 225, 276.5, and 283.5 nm were plotted as function of the
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Figure A.6: The absorbance of the nanoparticle solution Pt41. This solution
was used to sprayed the film studied in the previous section.
concentration and shown in figure A.3. The slopes of the linear fit through
these data points are 3940 ± 123, 897 ± 30, and 761 ± 27 (L · mol−1cm−1),
respectively. These give us the molar absorptivity coefficients at these ab-
sorption peaks. These molar absorptivity coefficients might be dependent on
the solvent, so this is specifically for isopropanol.
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Figure A.7: The absorbance peaks at 225nm, 276.5nm, and 283.5nm as a
function of concentration. The slopes of the linear fit give the molar absorptivity
coefficient to be 3938±208, 897±30, and 761±27 (L·mol−1cm−1) respectively.
The solvent is isopropanol.
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Appendix B
Luminescence of erbium ions
Erbium belongs to a group of rare-earth elements with atomic number Z = 57
to Z = 71 called lanthanides which exhibit many interesting optical proper-
ties. As one moves along the periodic table, normally the successive shells
of electrons have monotonically increasing radii. At Z = 57, however, this
trend is no longer followed. The 5s25p6 shell is full at Z = 56 and the next
shell that electrons go to is 4f , which actually has a radius of 0.7 Bohr radius,
r0, and is smaller than the 5s and 5p shells by approximately 1r0. With such
small effective radius, the overlap of the 4f wavefunction of two neighboring
atoms in a metallic crystal is negligible and rare-earth atoms can be consid-
ered almost independent of other atoms. One can therefore study the energy
levels of the 4f electrons as if they were in a free ion.
The confinement of the shell means that the 4f electrons are subjected to
a very large effective nuclear charge. It also makes the Coulomb and exchange
energies for the 4f electrons much larger than the s-f interaction. This is also
how the energy levels of rare earth ions in general and erbium in particular
were calculated. The central potential due to nuclear charge, which gives
the 4fN configuration, is first considered. Then the Coulomb and exchange
interactions between the 4f electrons are taken into account to lift some
degeneracy of the 4fN configuration and arrange the levels into multiplets
according to the values of L and S. Thirdly, the spin-orbit coupling lifts the
degeneracy inside the L and S multiplets and arrange the levels according to
91
the values of J . The degeneracy of the 2S+1LJ levels could be lifted further by
other smaller perturbation such as crystal field of the host matrix. However,
this last splitting is in the order of 0.01eV (or 100µm range) which is beyond
the range of our instruments. An illustration of the 2S+1LJ levels is shown
in Fig. B.1.
The parity selection rule for optical transition requires that ∆p = ±1
and makes all the intra-4f transitions forbidden. These transitions are only
possible because of the admixtures with opposite parity configurations. The
external factors such as crystal field or ligand field might have odd-parity
term that can admix the 4f configuration with the opposite-parity config-
urations such as the next highest configuration 4fN−15d. Due to the large
energy difference between configuration, the admixture of opposite-parity
configurations into the 4fN configuration is small (about 0.1% of the 4fN
ground state is 4fN−15d configuration) and has negligible effect on the calcu-
lation of the energy levels. However, it is responsible for making the intra-4f
transitions possible and thus is very important. In the Fig. B.1, only the
largest component of wavefunction was labeled.
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Figure B.1: Electronic energy levels of erbium.
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