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Introduction
In this paper we consider a multiparameter deformation Fϕq [G] of the quantum function algebra
associated to a simple algebraic group G. This deformation has been introduced by Reshetikhin
([R], cf. also [D-K-P1]) and is constructed from a skew endomorphism ϕ of the weight lattice of
G. When ϕ is zero we get the standard quantum group, that is the algebra studied by [H-L1-2-3],
[Jo] and, in the compact case, by [L-S2]. In the case (ϕ = 0) and when the quantum parameter
q is a root of unity, important results are contained in [D-L] and [D-P2]. A general ϕ has been
considered in [L-S2] for G compact and q generic. Here we study the representation theory at roots
of one for a non trivial ϕ.
Our arguments are similar to those used by De Concini and Lyubashenko. Nevertheless there is a
substantial difference: when ϕ = 0 the major tool is to understand in detail the SL(2)-case which
allows to construct representations. Unfortunately there are not multiparameter deformations for
SL(2). Moreover the usual right and left actions of the braid group on Fϕq [G] are not so powerful
as in the case ϕ = 0.
We first (sections 1.,2.,3.) give some properties of the multiparameter quantum function algebra
Fϕε [G] at ε, l-th root of 1. To do this we principally use a duality, given in [C-V], between some
Borel type subHopfalgebras of Fϕq [G]. In section 4. we compute the dimension of the symplectic
leaves of G for the Poisson structure determined by ϕ. Our main result (cor. 5.7) is the link
between this dimension and the dimension of the representations of Fϕε [G], for ”good” l. More
precisely, we can see Fϕε [G] as a bundle of algebras on G. Its theory of representations is constant
over the T-biinvariant Poisson submanifold of G (T being the Cartan torus of G) and we have
Theorem Let l be a ”good” integer (see 5.5 ) and let p be a point in the the symplectic leaf Θ of
G. Then the dimension of any representation of Fϕε [G] lying over p is divisible by l
1
2dimΘ.
Finally, using the results in the first three sections, we describe esplicitely (5.8) a class of repre-
sentations of Fϕε [G].
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1
Multiparameter Quantum Function Algebra
Notations. For the comultiplication in a coalgebra we use the notation ∆x = x(1) ⊗ x(2). If H
is a Hopf algebra, we denote by Hop the same coalgebra with the opposite multiplication and by
Hop the same algebra with the opposite comultiplication.
Let F be a field and let (Hi,mi, ηi,∆i, εi, Si), i = 1, 2, be Hopf algebras. Then an F-linear pairing
π : H1 ⊗H2−→F is called an Hopf algebra pairing [T] if :
π(uv ⊗ h) = π(u ⊗ h(1))π(v ⊗ h(2)), π(u⊗ hl) = π(u(1) ⊗ h)π(u(2) ⊗ l)
π(η11⊗ h) = ε2h, π(u ⊗ η21) = ε1u
π(S1u⊗ h) = π(u ⊗ S2h),
for u, v ∈ H1, h, l ∈ H2. Moreover π is said perfect if it is not degenerate.
We denote by R the ring Q[q, q−1] and by K its quotient field Q(q). Take a positive integer l and
let pl(q) be the lth cyclotomic polynomial. We define Q(ε) = Q[q]/(pl(q)) (ε being a primitive lth
root of unity). Finally we recall the definition of the q-numbers:
(n)q =
qn − 1
q − 1
, (n)q! =
n∏
m=1
(m)q,
(
n
m
)
q
=
(n)q!
(m)q !(n−m)q!
,
[n]q =
qn − q−n
q − q−1
, [n]q! =
n∏
m=1
[m]q,
[
n
m
]
q
=
[n]q!
[m]q![n−m]q!
.
1. The Multiparameter Quantum Group
1.1. Let A = (aij) be an indecomposable n × n Cartan matrix; that is let aij be integers with
aii = 2 and aij ≤ 0 for i 6= j and let (d1, . . . , dn) be a fixed n−uple of relatively prime positive
integers di such that the matrix TA is symmetric and positive definite. Here T is the diagonal
matrix with entries di.
Consider the free abelian group P =
∑n
i=1 Zωi with basis {ωi|i = 1, . . . , n} and define
αi =
n∑
j=1
ajiωj (i = 1, . . . , n), Q =
n∑
i=1
Zαi, P+ =
n∑
i=1
Z+ωi;
P and Q are called respectively the weight and the root lattice, the elements of P+ are the dominant
weights.
Define a bilinear Z-valued pairing on P × Q by the rule (ωi, αj) = diδij (δij is the Kronecher
symbol); it can be extended to symmetric pairings
P× P−→Z[
1
det(A)
], QP×QP−→Q
where QP =
∑n
i=1Qωi.
To this setting is associated a complex simple finite dimensional Lie algebra g and a complex
connected simply connected simple algebraic group G.
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1.2. Fix an endomorphism ϕ of the Q-vector space QP which satisfies the following conditions :
(1.1)


(ϕx, y) = −(x, ϕy) ∀ x, y ∈ QP
ϕαi = δi = 2τi τi ∈ Q, i = 1, . . . , n
1
2 (ϕλ, µ) ∈ Z ∀ λ, µ ∈ P
We will see later the motivation of the third assumption, now observe that it implies ϕP ⊆ P.
If τi =
∑n
j=1 xjiωj =
∑
j=1 yjiαj , let put X = (xij), Y = (yij). Then TX is an antisymmetric
matrix and the last two conditions in (1.1) are equivalent to the following :
Y ∈Mn(Z) ∩ T
−1An(Z)A
where An(Z) denotes the submodule of Mn(Z) given by the antisymmetric matrices.
The maps
1± ϕ : QP−→QP, αi 7→ αi ± δi
are Q-isomorphisms (cf. [C-V]); moreover we have
((1 + ϕ)±1λ, µ) = (λ, (1 − ϕ)±1µ) , ∀λ, µ ∈ P
and so (1 + ϕ)±(1 − ϕ)∓ are isometries of QP. Let us put r = (1 + ϕ)−1, r = (1− ϕ)−1.
We like to stress that if we want to enlarge the results of this paper to the semisimple case it is
enough to ask that 2AYA−1 ∈Mn(Z), which guarantees ϕP ⊆ P.
1.3. The multiparameter simply connected quantum group Uϕq (g) associated to ϕ ([R],[D-K-P1],cf.
[C-V]) is the K-algebra on generators Ei,Fi,K
±1
ωi
, (i = 1, . . . , n) with the same relations of the
Drinfel’d-Jimbo quantum group Uq(g) = U
0
q (g) and with an Hopf algebra structure given by the
following comoltiplication ∆ϕ, counity ǫϕ and antipode Sϕ defined on generators (i = 1, . . . , n; λ ∈
P) 

∆ϕEi = Ei ⊗K−τi +K−αi+τi ⊗ Ei
∆ϕFi = Fi ⊗Kαi+τi +K−τi ⊗ Fi
∆ϕKλ = Kλ ⊗Kλ
,


εϕEi = 0
εϕFi = 0
εϕKλ = 1
,


SϕEi = −KαiEi
SϕFi = −FiK−αi
SϕKλ = K−λ
,
where for λ =
∑n
i=1miωi ∈ P we use the notation Kλ =
∏n
i=1K
mi
ωi
.
Put Ki = Kαi , qi = q
di ; we recall the relations in the algebra Uq(g) ([D1],[J]) :
(1.2) KωiK
−1
ωi
= 1 = K−1ωi Kωi , KωiKωj = KωjKωi ,
(1.3) KωiEjK
−1
ωi
= q
δij
i Ej, KωiFjK
−1
ωi
= q
−δij
i Fj ,
(1.4) EiFj − FjEi = δij
Ki −K
−1
i
qi − q
−1
i
,
(1.5)
1−aij∑
m=0
(−1)m
[
1− aij
m
]
qi
G
1−aij−m
i GjG
m
i = 0 (i 6= j),
3
in the two cases Gi = Ei,Fi.
1.4. Let Uϕq (b+) and U
ϕ
q (b+) be the sub-Hopf algebras of U
ϕ
q (g) generated by the E
′
is (i = 1, . . . , n)
and respectively by the sets {Kλ|λ ∈ P}, {Kλ|λ ∈ Q}. Similarly let U
ϕ
q (b−) and U
ϕ
q (b−) be the
sub-Hopf algebras of Uϕq (g) generated by the F
′
is (i = 1, . . . , n) and respectively by P and Q in the
multiplicatively notation of the K′λs.
Take an element u in the algebraic closure of K such that udet(A+D) = q. Then we know (cf. [C-V])
that the following bilinear map is a perfect Hopf algebra pairing :
πϕ : U
ϕ
q (b−)op ⊗ U
ϕ
q (b+)−→Q(u),


πϕ(Kλ,Kµ) = q
(r(λ),µ)
πϕ(Kλ,Ei) = πϕ(Fi,Kλ) = 0
πϕ(Ei,Fj) =
δij
qi−q
−1
i
q(r(τi),τi)
,
for λ, µ ∈ P, i = 1, . . . , n.. Consider now the antisomorphism ζϕ of Hopf algebras relative to a
Q-algebra antisomorphism ζ : K−→K, q 7→ q−1 of the basic ring, namely
ζϕ : U
ϕ
q (g) 7→ U
−ϕ
q (g), Ei 7→ Fi, Fi 7→ Ei, Kλ 7→ K−λ,
which send Uϕq (b+) into U
−ϕ
q (b−) and viceversa. Then πϕ = ζ ◦ π−ϕ ◦ (ζϕ ⊗ ζϕ) is a perfect Hopf
algebra pairing :
πϕ : U
ϕ
q (b+)op ⊗ U
ϕ
q (b−)−→Q(u),


πϕ(Kλ,Kµ) = q
−(r(λ),µ)
πϕ(Ei,Kλ) = πϕ(Kλ,Fi) = 0
πϕ(Ei,Fj) =
δij
q−1
i
−qi
q−(r(τi),τi)
.
For a monomial Ei = Ei1 · · ·Eir in the E
′
is and a monomial Fi = Fi1 · · ·Fir in the F
′
is we define
the weight p(Ei) and p(Fi) in the following way :
(1.6) p(Er) = p(Fr) = αr, p(Ei) = p(Fi) =
n∑
j=1
αij .
If v is a monomial in the Ei’s or in the Fi’s with p(v) = ε we will write s(v), r(v), r(v), instead
of 12ϕ(ε),
1
2r(ϕ(ε)),
1
2r(ϕ(ε)).
The next lemma is proved in [C-V].
1.5. Lemma For x and y homogeneous polynomials in the Ei’s and the Fi’s respectively and
for λ, µ ∈ P it holds :
(i) πϕ(yKλ, xKµ) = πϕ(y, x)q
(r(λ),µ−s(x))−(r(y),µ) = π0(y, x)q
(r(λ)−r(y),µ−s(x)),
(ii) πϕ(Kλx,Kµy) = πϕ(x, y)q
(r(λ),s(x)−µ)+(r(y),µ) = π0(x, y)q
(r(λ)−r(y),s(x)−µ).
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1.6. Consider the following R-subalgebra of Uϕq (g) :
Γ(t) = {f ∈ K[Q] | πϕ(f,K(1−ϕ)λ) = π0(f,Kλ) ∈ R ∀λ ∈ P}.
In [D-L] is given a K-basis {ξt| t = (t1, . . . , tn) ∈ Z
n
+} of K[Q] which is an R-basis of Γ(t), namely
ξt =
n∏
i=1
(
Ki; 0
ti
)
K
−[
ti
2 ]
i ;
(
Ki; 0
ti
)
=
t∏
s=1
Kiq
−s+1
i − 1
qsi − 1
(for a positive integer s, [s] denote the integer part). Note that
(1.7) {f ∈ K[(1 + ϕ)P] | πϕ(f ⊗ Γ(t)) ⊆ R} = R[(1 + ϕ)P],
(1.8) {f ∈ K[(1− ϕ)P] | πϕ(Γ(t)⊗ f) ⊆ R} = R[(1− ϕ)P].
1.7. Let W be the Weyl group associated to the Cartan matrix A, that is let W be the finite
subgroup of GL(P) generated by the automorphisms si of P given by si(ωj) = ωj − δijαi. If
Ω = {α1, . . . , αn}, the root system corresponding to A is Φ = WΩ while the set of positive roots is
Φ+ = Φ∩
∑n
i=1 Z+αi. Fix a reduced expression for the longest element ω0 of W, say ω0 = si1 · · · siN
and consider the usual total ordering on the set Φ+ induced by this choice :
β1 = αi1 , β2 = si1αi2 , . . . , βN = si1 · · · siN−1αiN .
Introduced, for k = 1, . . . , N , the corresponding root vectors :
Gβk = Ti1Ti2 · · ·Tik−1(Gik), Gi = Ei,Fi,
where the Ti’s are the algebra automorphisms of Uq(g) (and so of U
ϕ
q (g)) introduced by Lustzig
up to change q ↔ q−1, Kλ ↔ K−λ (see[L2]).
For a positive integer s define
G
(s)
i =
Gsi
[s]qi !
, G
(s)
βk
= Ti1Ti2 · · ·Tik−1(G
(s)
ik
),
always in the two cases Gi = Ei,Fi.
For α ∈ Φ+ let put
qα = q
(α,α)
2 , τα =
1
2
ϕα;
eϕα = (q
−1
α − qα)EαKτα , f
ϕ
α = (qα − q
−1
α )FαKτα ;
eϕi = e
ϕ
αi
, fϕi = f
ϕ
αi
.
Note that Kτα commutes with every monomial of weight α.
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1.8. Define Rϕq [B−]
′ and Rϕq [B−]
′′ as the R-subalgebras of Uϕq (b+)
op and Uϕq (b+)op respectively
generated by the elements eϕα, K(1−ϕ)ωi (i = 1, . . . , n, α ∈ Φ+).
Similarly denote by Rϕq [B+]
′ and Rϕq [B+]
′′ the R-subalgebras of Uϕq (b−)
op and Uϕq (b−)op respec-
tively generated by the elements fϕα , K(1+ϕ)ωi (i = 1, . . . , n, α ∈ Φ+).
Then, by restriction from πϕ, we obtain the following two pairings :
π′ϕ : U
ϕ
q (b−)⊗R R
ϕ
q [B−]
′−→K π′′ϕ : R
ϕ
q [B+]
′′ ⊗R U
ϕ
q (b+)−→K
while by restriction from πϕ we get the other two :
π′ϕ : U
ϕ
q (b+)⊗R R
ϕ
q [B+]
′−→K π′′ϕ : R
ϕ
q [B−]
′′ ⊗R U
ϕ
q (b−)−→K.
We get : {
π′ϕ(Fj , e
ϕ
i ) = −δij
π′ϕ(Kλ,K(1−ϕ)µ) = q
(λ,µ)
{
π′′ϕ(f
ϕ
i ,Ej) = δij
π′′ϕ(K(1+ϕ)µ,Kλ) = q
(µ,λ)
{
π′ϕ(Ej , f
ϕ
i ) = −δij
π′ϕ(Kλ,K(1+ϕ)µ) = q
−(λ,µ)
{
π′′ϕ(e
ϕ
i ,Fj) = δij
π′′ϕ(K(1−ϕ)µ,Kλ) = q
−(µ,λ) .
We can choose as bases of Uϕq (b+) and U
ϕ
q (b−) the elements (see [L2],[D-L]):
ξm,t =
1∏
j=N
E
(mj)
βj
n∏
i=1
(
Ki; 0
ti
)
K
−[
ti
2 ]
i , ηm,t =
1∏
j=N
F
(mj)
βj
n∏
i=1
(
Ki; 0
ti
)
K
−[
ti
2 ]
i
1.9. Proposition
q
−
∑
i<j
(niτi,njβj)π′ϕ(ηm,t,
1∏
j=N
(eϕβj )
mjK(1−ϕ)λ) = q
∑
i<j
(niτi,njτj)π′′ϕ(
1∏
j=N
(fϕβj)
njK(1+ϕ)λ, ξm,t) =
(
N∏
i=1
δni,miq
−
ni(ni−1)
2
βi
N∏
i=1
(
(αi, λ)
ti
)
q
q−(αi,λ)[
ti
2 ]
)
q−
∑
N
i=1
(niτi,λ).
Similar formulas hold for π′ϕ and π
′′
ϕ.
Proof. First of all observe that
∆ϕe
ϕ
i = e
ϕ
i ⊗ 1 + K−(1−ϕ)αi ⊗ e
ϕ
i , ∆ϕf
ϕ
i = f
ϕ
i ⊗K(1+ϕ)αi + 1⊗ f
ϕ
i ,
and, for α ∈ Φ+,
∆ϕe
ϕ
α = e
ϕ
α ⊗ 1 + K−(1−ϕ)α ⊗ e
ϕ
α + e, ∆ϕf
ϕ
α = f
ϕ
α ⊗K(1 + ϕ)α+ 1⊗ f
ϕ
α + f,
where e (f) is a sum of terms ui ⊗ vi, ui and vi being linear combination of monomials in the e
ϕ
β
(fϕβ ) and Kλ and ht(β) < ht(α). Moreover
π′ϕ(Fα, e
ϕ
α) = π
′
ϕ(Fα, eαKτα) = π0(Fα, eα) ∀ α ∈ Φ+.
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Put now F = ηn,0, M = η0,t, e
ϕ =
∏N
j=1 (e
ϕ
βj
)mj , then
π′ϕ(FM, e
ϕK(1−ϕ)λ) = π
′
ϕ(F⊗M,∆ϕ(e
ϕK(1−ϕ)λ) = π
′
ϕ(F, e
ϕK(1−ϕ)λ)π
′
ϕ(M,K(1−ϕ)λ) =
= π′ϕ(∆ϕF,K(1−ϕ)λ ⊗ e
ϕ)π′0(M,Kλ) = q
−(r(F),(1−ϕ)λ)π′ϕ(F, e
ϕ)π′0(M,Kλ) =
= q−(s(F),λ)π′ϕ(F, e
ϕ)π′0(M,Kλ).
Now, if e0 =
∏N
j=1(e
0
βj
)mj we have
π′ϕ(F, e
ϕ) = q
∑
i<j
(miτi,mjτj)π′ϕ(F, e
0K∑
i
miτβi
) = q
∑
i<j
(miτi,mjτj)π′0(F, e
0),
where the powers of q arises from the commutation of Kτα and the last equality from 1.5. Since
the value of π′0(F, e
0) is calculated in [D-L] (formula (3.2)) we are done.
For the other equality as well as for the case of πϕ we proceed in the same way. ⊓⊔
1.10. Define the following R-submodules of Uϕq (g) :
Γϕ(b+) = {x ∈ U
ϕ
q (b+) | π
′′
ϕ(R
ϕ
q [B+]
′′
op ⊗ x) ⊂ R}
Γϕ(b−) = {x ∈ U
ϕ
q (b−) | π
′
ϕ(x ⊗ R
ϕ
q [B−]
′op) ⊂ R}.
It is clear from prop.1.2. that the ξm,t’s and the ηm,t’s are R-bases of Γ
ϕ(b+) and Γ
ϕ(b−) respec-
tively and so first of all they are algebras (cf. [L]) and secondly as algebras they are isomorphic to
Γ0(b+) and Γ
0(b−) respectively. They are also sub-coalgebras of U
ϕ
q (g), namely
(1.9)


∆ϕE
(p)
i =
∑
r+s=n q
−rs
i E
(r)
i Ks(τi−αi) ⊗ E
(s)
i K−rτi
∆ϕF
(p)
i =
∑
r+s=n q
−rs
i F
(r)
i K−sτi ⊗ F
(r)
i Kr(αi+τi)
∆ϕ
(
Ki; 0
t
)
=
∑
r+s=t q
−rs
i
(
Ki; 0
t
)
⊗
(
Ki; 0
t
) ,
(the first two equalities are proved in [C-V], the last in [D-L]).
1.11. As a consequence of 1.9. we get, by restriction, two pairings
π′ϕ : Γ
ϕ(b−)⊗R R
ϕ
q [B−]
′−→R , π′′ϕ : R
ϕ
q [B+]
′′ ⊗R Γ
ϕ(b+)−→R.
Moreover the same formulas in 1.9. and (1.7), (1.8) give
{f ∈ Uϕq (b+) | π
′
ϕ(Γ
ϕ(b−)op ⊗ f) ⊂ R} = R
ϕ
q [B−]
′,
{f ∈ Uϕq (b−) | π
′′
ϕ(f ⊗ Γ
ϕ(b+)
op) ⊂ R} = Rϕq [B+]
′′.
Clearly analogous results hold for π′ϕ, π
′′
ϕ and so we have the two perfect pairings
π′ϕ : Γ
ϕ(b+)⊗R R
ϕ
q [B+]
′−→R , π′′ϕ : R
ϕ
q [B−]
′′ ⊗R Γ
ϕ(b−)−→R.
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Most of the definitions and notations introduced up to now are generalisations to the multiparam-
eter case of the ones given in [D-L]. In extending De Concini-Lyubashenko results we shall only
write the parts of the proofs which differ from theirs.
1.12. Lemma The algebras Rϕq [B−]
′, Rϕq [B+]
′, Rϕq [B+]
′′, Rϕq [B−]
′′ have an Hopf- algebra
structure for which π′ϕ, π
′
ϕ, π
′′
ϕ, π
′′
ϕ become perfect Hopf algebra pairings.
Proof. Consider for example Rϕq [B−]
′ and let U+ be the sub-K-algebra of U
ϕ
q (b+)
op generated by
{eϕα,K(1−ϕ)λ | α ∈ Φ+, λ ∈ P}. We know that (see [L]) the set {e
ϕ
i ,K(1−ϕ)λ | i = 1, . . . , n, λ ∈ P}
is a generating set for U+. Moreover since
∆ϕe
ϕ
i = e
ϕ
i ⊗ 1 + K−(1−ϕ)αi ⊗ e
ϕ
i , Sϕe
ϕ
i = −K−(1−ϕ)αie
ϕ
i , εϕe
ϕ
i = 0,
U+ is an Hopf algebra. So ∆ϕe ∈ U+ ⊗ U+ for every e ∈ R
ϕ
q [B−]
′. In order to see that indeed
∆ϕe ∈ R
ϕ
q [B−]⊗ R
ϕ
q [B−] and to conclude the proof we can proceed as in [D-L](Lemma 3.4). ⊓⊔
2. The Multiparameter Quantum Function Algebra
2.1. Consider the full subcategory Cϕ in U
ϕ
q (g)−mod consisting of all finite dimensional modules
on which the Ki’s act as powers of q. If V and W are objects of Cϕ the tensor product V⊗W and
the dual V∗ are still in Cϕ, namely one can define
a(v ⊗ w) = ∆ϕa(v ⊗ w), (af)v = f((Sa)v), a ∈ U
ϕ
q (g), v ∈ V, w ∈W, f ∈ V
∗.
GivenV ∈ Cϕ, for a vector v ∈ V and a linear form f ∈ V
∗ we define the matrix coefficient cf,v as
follows :
cf,v : U
ϕ
q (g)−→K, x 7→ f(xv).
The K-module Fϕq [G] spanned by all the matrix coefficients is equipped with the usual structure
of dual Hopf algebra. The comultiplication ∆ (which doesn’t depend on ϕ ) is given by :
(∆cf,v)(x⊗ y) = cf,v(xy),
while the multiplication mϕ is given by :
mϕ(cf,v ⊗ cg,w) = cf⊗g,v⊗w,
where V,W ∈ Cϕ, v ∈ V, w ∈W, f ∈ V
∗, g ∈W∗, x, y ∈ Uϕq (g).
Moreover, since the algebras Uϕq (g) and Uq(g) are equal, in order to obtain F
ϕ
q [G] (that as coalgebra
is equal to F0q[G]) it is enough to consider the subcategory of Cϕ given by the highest weight simple
modules L(Λ), Λ ∈ P+.
We recall that for these modules we have :
L(Λ) =
⊕
λ∈Ω(Λ)⊆P
L(Λ)λ, L(Λ)
∗ ≃ L(−ω0Λ), L(Λ)
∗
−µ = (L(Λ)µ)
∗
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and that
Fq[G] =
⊕
Λ∈P+
L(Λ)⊗ L(Λ)∗.
2.2. We want now to link the comultiplication ∆ϕ in U
ϕ
q (g) and the multiplication mϕ in F
ϕ
q [G]
with a bivector u ∈ Λ2(h), h being the Cartan subalgebra of g and to do this we firstly give the
Drinfel’d definition of quantized universal enveloping algebra Uh¯(g).
Let Q[[h¯]] be the ring of formal series in h¯, then Uh¯(g) is the Q[[h¯]]-algebra generated, as an algebra
complete in the h¯-adic topology, by the elements Ei,Fi,Hi (i = 1, . . . , n) and defining relations :
[Hi,Hj ] = 0, [Hi,Ej] = aijEj , [Hi,Fj ] = −aijFj
added to relations that we can deduce from (1.5) by replacing q with exp( h¯2 ) and Ki with exp(
h¯
2diHi).
Put now
u =
n∑
i,j=1
dj
h¯
2
ujiHi ⊗Hj ∈ Λ
2(h),
where the matrix TU = (diuij) is antysimmetric.
Then for all x ∈ Uϕq (g) using the identity [R]
exp(−u)(∆0x)exp(u) = ∆ϕx
we can compute the ψij ’s, namely
U = A−1XA−1.
Moreover we get the following useful equality (see [L-S2]):
(2.1) mϕ(cf1,v1 ⊗ cf2,v2) = q
1
2 ((ϕµ1,µ2)−(ϕλ1,λ2))m0(cf1,v1 ⊗ cf2,v2),
for Λi ∈ P+, vi ∈ L(Λi)µi , fi ∈ L(Λi)
∗
−λi
, i = 1, 2.
Observe that (2.1) justifies the condition 12 (ϕλ, µ) ∈ Z, ∀λ, µ ∈ P, required for ϕ (see (1.1)).
2.3. Since we are interested in the study at roots of 1 we need an integer form Rϕq [G] of the
multiparameter quantum function algebra. For this purpose define Γϕ(g) to be the R-subHopf
algebra of Uϕq (g) generated by Γ
ϕ(b+) and Γ
ϕ(b−) and consider the subcategory Dϕ of Γ
ϕ(g)−mod
given by the free R-modules of finite rank in which Ki,
(
Ki; 0
t
)
act by diagonal matrices with
eingevalues qmi ,
(
m
t
)
qi
. Define Rϕq [G] as the submodule generated by the matrix coefficients
constructed with the objects of Dϕ. Similarly define R
ϕ
q [B+] and R
ϕ
q [B−] starting with opportune
subcategories of Γϕ(b+)−mod and Γ
ϕ(b−)−mod respectively.
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In completely analogy with the case ϕ = 0 and essentially in the same way (cf. prop.4.2 in [D-L])
we can prove that the pairings π′ϕ, π
′
ϕ, π
′′
ϕ, π
′′
ϕ induce the Hopf algebra isomorphisms
(2.2) Rϕq [B±]
′ ≃ Rϕq [B±] ≃ R
ϕ
q [B±]
′′
and in fact these isomorphisms are the motivations for having introduced the pairings.
2.4. Consider now the maps
Γϕ(b−)⊗R Γ
ϕ(b+)
ι−
−→ Γϕ(g)⊗R Γ
ϕ(g)
m
−→ Γϕ(g)
Γϕ(b+)⊗R Γ
ϕ(b−)
ι+
−→ Γϕ(g)⊗R Γ
ϕ(g)
m
−→ Γϕ(g)
where ι± are the natural embedding and m is the moltiplication map. The corresponding dual
maps composed with the isomorphisms (2.2) give the injections :
µ′ϕ : R
ϕ
q [G]
∆ϕ
−→ Rϕq [G]⊗R R
ϕ
q [G]
r−
−→ Rϕq [B−]⊗R R
ϕ
q [B+] ≃ R
ϕ
q [B−]
′ ⊗R R
ϕ
q [B+]
′
µ′′ϕ : R
ϕ
q [G]
∆ϕ
−→ Rϕq [G]⊗R R
ϕ
q [G]
r+
−→ Rϕq [B+]⊗R R
ϕ
q [B−] ≃ R
ϕ
q [B+]
′′ ⊗R R
ϕ
q [B−]
′′.
Let put, for M in Γ(t), λ in P,
M(λ) = π′ϕ(M,K(1−ϕ)λ) = π
′
ϕ(M,K−(1+ϕ)λ) = π
′′
ϕ(K(1+ϕ)λ,M) = π
′′
ϕ(K−(1−ϕ)λ,M) = π0(M,Kλ).
It is now easy to prove the following (see Lemma 4.3.in [D-L])
2.5. Lemma
(i) The image of µ′ϕ is contained in the R-subalgebra A
′
ϕ generated by the elements
eϕα ⊗ 1, 1⊗ f
ϕ
α , K(1−ϕ)λ ⊗K−(1+ϕ)λ, λ ∈ P, α ∈ Φ+.
(ii) The image of µ′′ϕ is contained in the R-subalgebra A
′′
ϕ generated by the elements
1⊗ eϕα, f
ϕ
α ⊗ 1, K−(1+ϕ)λ ⊗K(1−ϕ)λ, λ ∈ P, α ∈ Φ+.
2.6. Define as in [D-L] the matrix coefficients ψ±α±λ , that is for each λ ∈ P+ call vλ (resp. v−λ)
a choosen highest (resp. lowest ) weight vector of L(λ) (resp. of L(−λ), the irreducible module
of lowest weight −λ). Let φ±λ the unique linear form on L(±λ) such that φ±λv±λ = 1 and φ±λ
vanishes on the unique Γ(t)-invariant complement of Kv±λ ⊂ L(±λ).
For ρ =
∑n
i=1 ωi, put ψ±ρ = cφ±ρ,v±ρ , and for α ∈ Φ+ define
ψαλ (x) = φλ(Eαxvλ), ψ
−α
λ (x) = φλ(xFαvλ),
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ψα−λ(x) = φ−λ(xEαv−λ), ψ
−α
−λ (x) = φ−λ(Fαxv−λ).
2.7. Proposition The maps µ′ϕ, µ
′′
ϕ induce algebra isomorphisms
Rϕq [G][ψ
−1
ρ ] ≃ A
′
ϕ, R
ϕ
q [G][ψ
−1
−ρ] ≃ A
′′
ϕ.
Proof. First of all we specify that what we want to prove is that the subalgebra generated by
Im(µ′ϕ) and µ
′
ϕ(ψ
−1
ρ ) is indeed A
′
ϕ and similarly for A
′′
ϕ. Consider the case of µ
′
ϕ. First of all we
have
µ′ϕ(ψρ) = K(1−ϕ)ρ ⊗K−(1+ϕ)ρ.
Moreover an easy calculation gives
µ′ϕ(ψ
αi
ωi
) = −q−
1
2 (ϕαi,ωi)eϕi K(1−ϕ)ωi ⊗K−(1+ϕ)ωi ,
from which we get eϕi ⊗ 1 ∈< Im(µ
′
ϕ), µ
′
ϕ(ψ
−1
ρ ) >.
To see that eϕα ⊗ 1 ∈< Im(µ
′
ϕ), µ
′
ϕ(ψ
−1
ρ ) > we procede as in [D-L], by induction on ht(α), namely
µ′ϕ(ψ
α
λ ) = (−q
−(τα,λ)x(α, λ)eϕα + d)K(1−ϕ)λ ⊗K−(1+ϕ)λ
where d is a R-linear combination of monomials of degree α in eϕβ with ht(β) < ht(α) and
x(α, λ) =
q(α,λ) − q−(α,λ)
qα − q
−1
α
.
Similar arguments hold for 1⊗ fϕα . ⊓⊔
3. Roots of one
3.1. Consider a primitive l-th root of unity ε with l a positive odd integer prime to 3 if g is of type
G2 and define Γ
ϕ
ε (g) = Γ
ϕ(g)⊗RQ(ε), F
ϕ
ε [G] = R
ϕ
q [G]⊗RQ(ε), ψ : R
ϕ
q [G]−→F
ϕ
ε [G], ψ(cf,v) = cf,v,
the canonical projection. By abuse of notations, the image in Γϕε (g) of an element of Γ
ϕ(g) will be
indicated with the same symbol.
Remark that for q = l = 1 the quotient of Γϕ1 (g) by the ideal generated by the (Ki − 1)’s is
isomorphic, as Hopf algebra, to the usual enveloping algebra U(g) of g over the field Q; while the
Hopf algebra Fϕ1 [G] is isomorphic to the coordinate ring Q[G] of G.
3.2. It is important to stress some results of Lusztig [L1] and De Concini-Lyubashenko [D-L] in
the case ϕ = 0 which still hold in our case principally by virtue of formulas (1.9). More precisely :
(i) There exists an epimorphism of Hopf algebras (use (1.9)) φ : Γϕ(g)−→U(g)Q(ε) relative to
R→ Q(ε) such that (i = 1, . . . , n; p > 0) :
φE
(p)
i = e
(p
l
)
i , φF
(p)
i = f
( p
l
)
i , φ
(
Ki; 0
p
)
=
(
hi
p
l
)
(if l|p, 0 otherwise);φKi = 1, φq = ε.
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Here ei, fi, hi are Chevalley generators for g. Generators for the kernel J of φ are the elements :
E
(p)
i , F
(p)
i ,
(
Ki; 0
p
)
, Ki − 1, pl(q) (i = 1, . . . , n; p > 0; l 6 | p).
Moreover if Γl is the free R-module with basis
∏
β
F
(mβ)
β ξt
∏
α
E(nα)α , mβ , ti, nα ≡ 0 (mod l),
then U(g)Q(ε) ≃ Γl/pl(q)Γl.
(ii) Denote by I the ideal of Γϕε (g) generated by Ei, Fi, Ki − 1 (i = 1, . . . , n). The elements∏
β F
(nβ)
β M
∏
α E
(mα)
α , where M is in the ideal (Ki− 1|i = 1, . . . , n) ⊂ Γε(t) or one of the exponents
nβ , mα is not divisible by l, constitute an R-basis of I. The epimorphism φ induces the Hopf
algebras isomorphism U(g)Q(ε) ≃ Γ
ϕ
ε (g)/I and an R-basis for U(g)Q(ε) is given by the elements
∏
β
F
(nβ)
β M
∏
α
E(mα)α , nβ,mα ≡ 0 (mod l), M polynomial in
(
Ki; 0
l
)
.
3.3. An important consequence of 3.2. is the existence of a central Hopf subalgebra F0 of F
ϕ
ε [G]
which is naturally isomorphic to Q(ε)[G]. An element of Fϕε [G] belongs to F0 if and only if it
vanishes on I and we deduce from [L1] that
(3.1) F0 =< cf,v | f ∈ L(lΛ)
∗
−lν , v ∈ L(lΛ)lµ; ν, µ ∈ P+ >,
where <> denotes the Q(ε)-span.
3.4. Lemma Let cf,v be an element of F0 and cg,w an element of F
ϕ
ε [G]. Then
mϕ(cf,v ⊗ cg,w) = m0(cf,v ⊗ cg,w).
Proof. It is enough to consider identity (3.1) and to apply formula (2.1). ⊓⊔
3.5. Proposition Fϕε [G] is a projective module over F0 of rank l
dimG.
Proof. By 3.4. Fϕε [G] and F
0
ε[G] are the same F0-modules and so the result follows from [D-L]. ⊓⊔
3.6. Define Aϕε = A
′′
ϕ ⊗R Q(ε). Let µ
ϕ
ε : F
ϕ
ε [G]−→A
ϕ
ε be the injection induced by µ
′′
ϕ; we get the
isomorphism (see 2.7.) Fϕε [G][ψ
−1
−lρ] ≃ A
ϕ
ε . Denote by A
ϕ
0 the subalgebra of A
ϕ
ε generated by
1⊗ (eϕα)
l, (fϕα )
l ⊗ 1, K−(1+ϕ)(lλ) ⊗K(1−ϕ)(lλ) (α ∈ Φ+, λ ∈ P),
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then µϕε (F0)[ψ
−1
−lρ] = A
ϕ
0 (it is a consequence of 3.2.,3.3.).
3.7. A basis for Aϕε is the following
(FβNKτβN )
nN ··(Fβ1Kτβ1 )
n1Ks1−(1+ϕ)ω1 ··K
sn
−(1+ϕ)ωn
⊗Ks1(1−ϕ)ω1··K
sn
(1−ϕ)ωn
(Eβ1Kτβ1 )
m1 ··(EβNKτβN )
mN .
Moreover Aϕε is a maximal order in its quotient division algebra. We can prove this following the
ideas in [D-P1], th. 6.5. (cf also [D-K-P1]).
3.8. Theorem Fϕε [G] is a maximal order in its quotient division algebra.
Proof. In order to repeat the reasoning in th.7.4. of [D-L] we need elements x1, . . . , xr in F0 such
that (x1, . . . , xr) = (1) and F
ϕ
ε [G][x
−1
i ] is finite over F0[x
−1
i ]. In fact, when ϕ 6= 0 we cannot use
left translations (by elements of W) of ψ−lρ. For g ∈ G, let Mg be the maximal ideal in Q(ε)[G]
determined by it. Then (Fϕε [G])Mg is a free (F0)Mg -module of finite type (by 3.5.) and there
exists xg ∈ F0 \ Mg (that is xg(g) 6= 0) such that F
ϕ
ε [G][x
−1
g ] is a free F0[x
−1
g ]-module of finite
type. Now G =
⋃
g D(xg), where D(xg) = {x ∈ G| xg(x) 6= 0}, and so there exist x1, . . . , xr ∈ F0
for which G =
⋃r
i=1D(xi), that is the assert. ⊓⊔
4. Poisson structure of G
4.1. To the quantization Γϕ(g) of U(g)Q(ε) is associated, in the sense of [D2], a Manin triple
(d, g, gϕ) and a Poisson Hopf algebra structure on F0 = Q(ε)[G].
The Manin triple is composed of g, identified with the diagonal subalgebra of d = g × g, and of
gϕ = cϕ ⊕ u, where cϕ = {(−x + ϕ(x), x + ϕ(x))| x ∈ h}, u = (n+ × n−), n± is the nilpotent
radical of a fixed Borel subalgebra b± of g. Here we denote, by abuse of notation, again by ϕ the
endomorphism of h obtained by means of the identification h ↔ h∗ with the Killing form. The
bilinear form on d, for which g and gϕ become isotropic Lie subalgebras, is defined by
≺ (x, y), (x′, y′) ≻=< x, x′ > − < y, y′ >,
where <,> is the Killing form on g.
In order to define a bracket {, }ϕ on F0 we can procede as in [D-L], namely lemma 8.1. still hold
after substitution ∆ ↔ ∆ϕ. We want here to give also a direct construction starting from the
bracket {, }0 corresponding to ϕ = 0.
4.2. Proposition Let Λi ∈ P+, vi ∈ L(lΛi)lµi , fi ∈ L(lΛi)
∗
−lλi
, ci = cfi,vi , i = 1, 2 and define
χ(1, 2) = 12 ((ϕµ1, µ2)− (ϕλ1, λ2)) = −χ(2, 1). Then :
{c1, c2}ϕ = {c1, c2}0 + 2χ(1, 2)mϕ(c1 ⊗ c2).
Proof. Let [, ]ϕ be the commutator in the algebra R
ϕ
q [G]. The using (2.1) we obtain :
[c1, c2]ϕ − [c1, c2]0 = (q
l2χ(1,2) − 1)m0(c1 ⊗ c2)− (q
l2χ(2,1) − 1)m0(c2 ⊗ c1).
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Now we recall that, by construction (see [D-L]), if [c1, c2]ϕ = pl(q)c, we put
{c1, c2}ϕ = (
pl(q)
l(ql − 1)
)|q=εc,
and that (by 3.4.) in F0, mϕ coincides with m0. Then, by projecting in F
ϕ
ε [G] and using the
commutativity in F0, we get :
{c1, c2}ϕ = {c1, c2}0 + (h12 − h21)mϕ(c1 ⊗ c2),
where
hij = (
ql
2χ(i,j) − 1
pl(q)
·
pl(q)
l(ql − 1)
)|q=ε = (
ql
2χ(i,j) − 1
l(ql − 1)
)|q=ε.
Define
p(x) =
xlχ(1,2) − x−lχ(1,2)
l(x− 1)
=
x−lχ(1,2)
l
(
2lχ(1,2)−1∑
k=0
xk) ∈ Q[x, x−1],
then h12 − h21 = p(1) = 2χ(1, 2) and we are done. ⊓⊔
4.3. Corollary (i) Any function {c1, c2}ϕ, ci ∈ F0, vanishes on the torus T=exph ⊆ G.
(ii) Right and left shift by an element of the torus are automorphisms of the Poisson algebra
Q(ε)[G].
Proof. (i) In [D-L] the assert is proved for {, }0 then, by 4.2., we only need to prove that
2χ(1, 2)mϕ(c1 ⊗ c2) vanishes in the elements of torus. An easy calculation shows (here we use
the identification hi ↔
(
Ki; 0
l
)
in agreement with 3.1.(i)) that, for t ∈ T, (c1 ⊗ c2)(∆ϕt) 6= 0 if
λi = µi, that is if χ(1, 2) = 0.
(ii) The right shift by the element t ∈ T is defined as the element tc = c(1) · c(2)(t) (similarly for
the left shift) and then the claim follows from (i) and from formal properties of the bracket in a
Poisson Hopf algebra. ⊓⊔
4.4. Let T, Cϕ, U±, B±, be the closed connected subgroups of G associated to h, cϕ, n±, b± and
let D be G×G. Put : Gϕ = Cϕ(U+ ×U−), H = {(x, x)| x ∈ T}, h = {(x, x)| x ∈ h}. We have the
Bruhat decomposition
D =
·⋃
w∈W×W
HGϕwGϕ.
The symplectic leaves, that is the maximal connected symplectic subvarieties of G, are the con-
nected components, all isomorphic, of Xϕw = p
−1(Gϕ\GϕwHGϕ) for w running in W ×W, where
p : G →֒ D → Gϕ\D is the diagonal immersion followed by the canonical projection (see [L-W]).
Moreover Xϕw are the minimal T-biinvariant Poisson submanifolds of G. Observe that cϕ+h = c0+h
and so CϕH = C0H, that is X
ϕ
w = X
0
w = Xw = (B+w1B+)
⋂
(B−w2B−) for all w = (w1, w2) ∈
W ×W.
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4.5. Proposition Let w = (w1, w2) ∈W ×W. The dimension of a symplectic leaf in Xw1,w2 is
equal to
l(w1) + l(w2) + rk((1 + ϕ)w1(1 − ϕ)− (1− ϕ)w2(1 + ϕ)),
where l(·) is the lenght function on W.
Proof. Since p is an unramified finite covering of its image, it is enough to calculate the dimension
of the Gϕ-orbits in Gϕ\D. Moreover Gϕ ⊆ B+ × B− = B, then we can consider the map π :
Gϕ\D−→B\D, equivariant for the right action of Gϕ and so preserving Gϕ-orbits. In B\D the
Gϕ-orbits coincide with the B-orbits which are equals to B\(B+w1B+ × B−w2B−) = Θ(w1, w2).
Note that π is a principal T/Γ-bundle, where Γ = {t ∈ T| t2 = 1}. Let Θ be a Gϕ-orbit in D
such that π(Θ) = Θ(w1, w2), then π|Θ : Θ−→Θ(w1, w2) is a principal Tw1,w2/Γ-bundle where
Tw1,w2 = {t ∈ T| tΘ = Θ}. From it follows dimΘ = dim(Tw1,w2/Γ) + dimΘ(w1, w2), that is
dimΘ = dimTw1,w2 + l(w1) + l(w2).
In order to calculate dimTw1,w2 take n1, n2 representatives of w1, w2 in the normalizer of T. We get
tΘ = Θ if and only if there exist (t1, t2), (s1, s2) ∈ Cϕ and (s1, s2)(t, t) = (n1, n2)(t1, t2)(n1, n2)
−1.
Let u, v be elements in h such that
(s1, s2) = (exp(−u+ ϕu), exp(u+ ϕu)), (t1, t2) = (exp(−v + ϕv), exp(v + ϕv)).
We are so reduced to find x ∈ h for which
{
−u+ ϕu + x = w1(−v + ϕv)
u+ ϕu+ x = w2(v + ϕv)
,
that is {
2x+ 2ϕu = (−w1(1− ϕ) + w2(1 + ϕ))v
2u = (w1(1 − ϕ) + w2(1 + ϕ))v
.
We find 2x = ((1 + ϕ)w1(1− ϕ)− (1− ϕ)w2(1 + ϕ))v and so
dimTw1,w2 = rk((1 + ϕ)w1(1 − ϕ)− (1− ϕ)w2(1 + ϕ)).
⊓⊔
5. Representations
5.1. In all this paragraph we shall substitute the basic field Q(ε) with C. The fact that Fϕε [G]
is a projective module of rank ldim(G) over F0 allows us to define a bundle of algebras on G
with fibers Fϕε [G](g) = F
ϕ
ε [G]/MgF
ϕ
ε [G] (for more details on this construction confront section
9 in [D-L]). From the results of previous chapter also in our case the algebras Fϕε [G](g) and
Fϕε [G](h) are isomorphic for g, h in the same Xw1,w2 that is, using the central character map
Spec(Fϕε [G])−→Spec(F0) = G, the representation theory of F
ϕ
ε [G] is constant on the sets Xw1,w2 .
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5.2. Let w1, w2 be two elements in W. Choose reduced expressions for them, namely w1 = si1 · · · sit ,
w2 = sj1 · · · sjm , and consider the corresponding ordered sets of positive roots {β1, . . . , βt} and
{γ1, . . . , γm} with β1 = αi1 , βr = si1 · · · sir−1αir for r > 1 and similarly for the γi’s. Define
A
(w1,w2)
ε,ϕ as the subalgebra in Aϕε generated by the elements
1⊗ eβi , fγj ⊗ 1, K−(1+ϕ)λ ⊗K(1−ϕ)λ (i = 1, . . . , t, j = 1, . . . ,m, λ ∈ P),
and put A
(w1,w2)
0,ϕ = A
(w1,w2)
ε,ϕ ∩ A
ϕ
0 . Note that these definitions do not depend on the reduced
expressions (see [D-K-P2]). The algebra A
(w1,w2)
ε,ϕ is a free module of rank ll(w1)+l(w2)+n over its
central subalgebra A
(w1,w2)
0,ϕ and so it is finite over its centre and has finite degree. We will call
dϕ(w1, w2) the degree of A
(w1,w2)
ε,ϕ .
5.3. There is an algebra isomorphism A
(w1,w2)
0,0 ≃ A
(w1,w2)
0,ϕ induced by the isomorphism between
the algebras A00 and A
ϕ
0 given by
1⊗ elα 7→ 1⊗ (e
ϕ
α)
l, f lα ⊗ 1 7→ (f
ϕ
α )
l ⊗ 1, K−lλ ⊗Klλ 7→ K−(1+ϕ)lλ ⊗K(1−ϕ)lλ.
Therefore Spec(A
(w1,w2)
0,ϕ ) is birationally isomorphic to Xw1,w2
⋂
Spec(Aϕ0 ) (cf prop. 10.4 in [D-L]).
From this, and reasoning as in [D-L], it follows that the dimension of any representation of Fϕε [G]
lying over a point in Xw1,w2 has dimension divisible by dϕ(w1, w2).
5.4. In order to calculate the degree dϕ(w1, w2) we introduce another set of generators for A
(w1,w2)
ε,ϕ .
Call Ξ the antisomorphism of algebras Ξ : Uϕq (g)−→U
ϕ
q (g) which is the identity on Ei,Fi, q and
send Ki into K
−1
i ; we get T
−1
i = ΞTiΞ (see [L2]). For α ∈ {γ1, . . . , γm}, let Ξ(f
0
α)Kτα = f
ϕ
α
′.
Observe that, for r = 1, . . . ,m, Ξ(Fγr ) = T
−1
i1
· · ·T−1ir−1 (Fir ). We want now to show that the
sets {fϕβi , | i = 1, . . . ,m} and {f
ϕ
βi
′
, | i = 1, . . . ,m} generate the same subalgebra of Rϕq [B+]
′′.
Let H1,H2 be the subalgebras respectively generated by these sets. From Ξ(U
ϕ
q (n−)) = U
ϕ
q (n−)
and T±1i (R
ϕ
q [B+]
′′) ⊆ Rϕq [B+]
′′ for every i, follow that f0α
′
belongs to the algebra generated by
{f0γi|i = 1, . . . ,m} and
fϕα
′ = f0α
′
Kτα = (
∑
s
cs(f
0
γm
)sm · · · (f0γ1)
s1)Kτα =
∑
s
c′s(f
ϕ
γm
)sm · · · (fϕγ1)
s1 ∈ H1,
where c′s = q
rscs for an integer rs. In a similar way we can show that f
ϕ
α ∈ H2.
Put now, in A
(w1,w2)
ε,ϕ ,
x′i = 1⊗ e
ϕ
βi
(i = 1, . . . , t), y′j = f
ϕ
γj
′⊗ 1 (j = 1, . . . ,m), z′r = K−(1+ϕ)ωr ⊗K(1−ϕ)ωr (r = 1, . . . , n).
As in the case ϕ = 0, A
(w1,w2)
ε,ϕ is an iterated twisted polynomial algebra and the corresponding
quasipolynomial algebra is generated by elements xi, yj , zr with relations which are easily found
(see [L-S1] and [D-K-P2]). Namely :
xixj = ε
(βi,(1+ϕ)βj)xjxi (1 ≤ j < i ≤ t), yiyj = ε
−(γi,(1+ϕ)γj)yjyi (1 ≤ j < i ≤ m),
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zizj = zjzi (1 ≤ i, j ≤ n), xiyj = yjxi (1 ≤ i ≤ t, i ≤ j ≤ m),
zixj = ε
((1−ϕ)ωi,βj)xjzi (1 ≤ i ≤ n, i ≤ j ≤ t), ziyj = ε
((1+ϕ)ωi,γj)yjzi (1 ≤ i ≤ n, i ≤ j ≤ m).
5.5. Let Zϕ be the ring Z[(2d1 · · · dndet(1−ϕ))
−1] and denote by ϑ the isometry (1+ϕ)(1−ϕ)−1.
For each pair (w1, w2) in W×W, consider the map eϕ(w1, w2) = 1−w
−1
1 ϑ
−1w2ϑ : P⊗ZQ↔ Q⊗ZQ.
Define l(ϕ) to be the least positive integer for which, for every (w1, w2), the image of P⊗Zϕ[l(ϕ)
−1]
is a split summand of Q⊗Zϕ[l(ϕ)
−1] (in special cases, namely when ϑ fix the set of roots, one can
esplicitely take l(ϕ) = a1 · · · an, where
∑n
i=1 aiαi is the longest root, as in [D-K-P2], but in general
we need a case by case analysis).
An integer l is said to be a ϕ-good integer if, besides being prime to the 2di, it is prime to det(1−ϕ)
and l(ϕ).
5.6. Theorem Let l be a ϕ-good integer, l > 1. Then,
dϕ(w1, w2) = l
1
2 (l(w1)+l(w2)+rk((1−ϕ)w1(1+ϕ)−(1+ϕ)w2(1−ϕ)).
Proof. We work over S = Zϕ[l(ϕ)
−1]. Let w1, w2 be in W. Consider free S- modules Vw1 , Vw2 with
basis u1, . . . , ut and v1, . . . , vm respectively. Define on Vw1 , Vw2 skew symmetric bilinear forms by
< ui|uj >= (βi, (1 + ϕ)βj) (1 ≤ j < i ≤ t), < vi|vj >= (γi, (1 + ϕ)γj) (1 ≤ j < i ≤ m),
and denote by Cϕw1 , C
ϕ
w2
their matrices in the bases of the ui’s and vj ’s respectively. Finally
let Dϕw1 , D
ϕ
w2
be the t × n, m × n matrices whose entries are (βi, (1 − ϕ)ωj) and (γi, (1 + ϕ)ωj)
respectively. Put
∆ϕw1,w2 =

 Cϕw1 0 Dϕw10 −Cϕw2 Dϕw2
−tDϕw1 −
tDϕw2 0

, ∆ =

 C0w1 0 Dϕw10 −C0w2 Dϕw2
−tDϕw1 −
tDϕw2 0

.
We want first of all prove that ∆ϕw1,w2 is equivalent to ∆, that is we want to exibite an n× t matrix
M1 and an m× n matrix M2 for which :
 1 0 00 1 M2
0 0 1

∆ϕw1,w2

 1 0 00 1 0
M1 0 1

 = ∆,
or equivalently for which
Cϕw1 +D
ϕ
w1
M1 = C
0
w1
, Cϕw2 +M2(
tDϕw2) = C
0
w2
, Dϕw2M1 =M2(
tDϕw1).
First of all we need some notations. If f : V1 → V2 is a linear map and B1 (resp. B2) is a basis
of V1 (resp. V2) we will indicate by M(f,B1,B2) the matrix of f in these given bases. Let now
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αˇi =
αi
di
and denote by ν : SP−→(SP)∗ the map given by ν(αˇi) = ω
∗
i or, equivalently, the map
which send αi to the linear form (αi, ·). We define the following maps :
cϕ1 : Vw1−→V
∗
w1
, uj 7→
∑
i>j
(βj , (1 + ϕ)βi)u
∗
i −
∑
i<j
(βi, (1 + ϕ)βj)u
∗
i ;
cϕ2 : Vw2−→V
∗
w2
, vj 7→
∑
i>j
(γj , (1 + ϕ)γi)v
∗
i −
∑
i<j
(γi, (1 + ϕ)γj)v
∗
i ;
dϕ1 : Z
′P−→V∗w1 , ωi 7→
∑
j
((1 + ϕ)βj , ωi)u
∗
j ; d
ϕ
2 : Z
′P−→V∗w2 , ωi 7→
∑
j
((1− ϕ)γj , ωi)v
∗
j ;
h1 : Vw1−→SP, uj 7→ βj; h2 : Vw2−→SP, vj 7→ γj .
Then we have
d01 = νh1, d
0
2 = νh2, d
ϕ
1 = d
0
1(1− ϕ), d
ϕ
2 = d
0
2(1 + ϕ),
and we can easy verify that
cϕ1 − c
0
1 = −d
0
1ϕh1, c
ϕ
2 − c
0
2 = −d
0
2ϕh2.
Moreover, if Z = M(ϕ, {ωi}, {ωi}), we get
Cϕw1 = M(c
ϕ
1 , {ui}, {u
∗
i }), C
ϕ
w2
= M(cϕ2 , {vi}, {v
∗
i });
Dϕw1 = M(x
ϕ
1 , {ωi}, {u
∗
i }) = D
0
w1
(1− Z), Dϕw2 = M(x
ϕ
2 , {ωi}, {v
∗
i }) = D
0
w2
(1 + Z).
Let R = M(id, {αˇi}, {ωi}) and define
M1 = (1 − Z)
−1ZR(tDϕw1), M2 = D
ϕ
w2
ZR(1 + tZ)−1,
now it is a straightforward computation to verify that these two matrices satisfy the required
properties.
Let now d be the the map corresponding to ∆ with respect to the bases {ui, vj , ωr} and {u
∗
i , v
∗
j , αˇr}.
We want to show that the image of d is a split direct summand, and to calculate the rank of ∆. The
result will then follow from the proposition on page 34 in [D-P1], due to restrictions imposed to l.
From the results in [D-K-P2] we now that the map corresponding to (C0w1 , D
ϕ
w1
) : Vw1⊕SP−→Vw1
is surjective with kernel
{(u(1−ϕ)λ, (1 + (1− ϕ)
−1w1(1− ϕ))λ)| λ ∈ SP}.
Similarly the map corresponding to (−C0w2 , D
ϕ
w2
) : Vw2 ⊕ SP−→Vw2 is surjective with kernel
{(−v(1+ϕ)λ, (1 + (1 + ϕ)
−1w2(1 + ϕ))λ)| λ ∈ SP}.
Here, for λ = ωr (r = 1, . . . , n), we have defined
I1r = {k ∈ {1, . . . , t}| ik = r}, I
2
r = {k ∈ {1, . . . ,m}| jk = r}; uλ =
∑
k∈I1r
uk, vλ =
∑
k∈I2r
vk
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and the extension of the definition of uλ, vλ to all λ ∈ P is the only compatible with linearity. We
start the study of d. We consider the first row (C0w1 , 0, D
ϕ
w1
) : Vw1 ⊕Vw2SP−→Vw1 ; it is surjective
with kernel
H = {(u(1−ϕ)λ, v, (1 + (1 − ϕ)
−1w1(1− ϕ))λ)| λ ∈ SP v ∈ Vw2}.
Our aim is now to study the image of the restriction of d on H. We proceed as follows. We define
the composite map f : Vw2 ⊕ SP−→H−→V
∗
w2
⊕ SQ,
(v, λ) 7→ (u(1−ϕ)λ, v, (1 + (1− ϕ)
−1w1(1− ϕ))λ) 7→ d(u(1−ϕ)λ, v, (1 + (1− ϕ)
−1w1(1 − ϕ))λ).
With respect to the bases {vi, ωj}, {v
∗
i , αˇj}, f is represented by the matrix(
−C0w2 D
ϕ
w2
(1 + (1 + Φ)−1W1(1− Φ))
−tDϕw2 −(1 + Φ)(1−W1)(1− Φ)
)
,
where W1,Φ are the matrices representing w1, ϕ respectively with respect to the basis {ωj}. To
study this matrix is equivalent to study its opposite transpose (since we are essentially interested
in their elementary divisors). Let M = (1 + (1 − Φ)−1W1(1 − Φ)), N = (1 + Φ)(1 −W1)(1 − Φ).
We consider therefore the matrix (
−C0w2 D
ϕ
w2
−tM tDϕw2
tN
)
.
Let g : Vw2 ⊕ SP−→V
∗
w2
⊕ SQ be the map represented by this matrix with respect to the bases
{vi, ωj}, {v
∗
i , αˇj}. Then (−C
0
w2
, Dϕw2) : Vw2 ⊕ SP−→V
∗
w2
is surjective with kernel
L = {(−v(1+ϕ)λ, (1 + (1 + ϕ)
−1w2(1 + ϕ))λ)| λ ∈ SP}
and we are left to study the following composite e : SP−→L−→SQ,
λ 7→ (−v(1+ϕ)λ, (1 + (1 + ϕ)
−1w2(1 + ϕ))λ) 7→ g((−v(1+ϕ)λ, (1 + (1 + ϕ)
−1w2(1 + ϕ))λ).
With respect to the bases {ωi} and {αˇi}, e is represented by the matrix
tM(1− Φ)(1 −W2)(1 + Φ) +
tN(1 + Φ)−1W2(1 + Φ)),
that is
(1+t(1−Φ)tW1
t(1−Φ)−1)(1−Φ)(1−W2)(1+Φ)+
t(1−Φ)(1−tW1)
t(1+Φ)(1+(1+Φ)−1W2(1+Φ)).
Since w is an isometry and ϕ is skew (one should use at each step appropriate bases), we get that
e(λ) is the element
((1+(1+ϕ)w−11 (1+ϕ)
−1)(1−ϕ)(1−w2)(1+ϕ)+(1+ϕ)(1−w
−1
1 )(1−ϕ)(1+(1+ϕ)
−1w2(1+ϕ))λ,
that is
e(λ) = (1+(1+ϕ)w−11 (1+ϕ)
−1)(1−ϕ)(1−w2)(1+ϕ)+(1+ϕ)(1−w
−1
2 )(1−ϕ)(1+(1+ϕ)
−1w2(1+ϕ)).
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It follows that
e(λ) = 2(1+ϕ)(1−ϕ)−2(1+ϕ)w−11 (1+ϕ)
−1(1−ϕ)w2(1+ϕ) = 2(1+ϕ)(1−w
−1
1 ϑ
−1w2ϑ)(1−ϕ).
Since both SP and SQ are invariant under 2(1 − ϕ) and 2(1 + ϕ), we are left to study the map
1−w−11 ϑ
−1w2ϑ : SP−→SQ. The restriction imposed to l imply that the image of 1−w
−1
1 ϑ
−1w2ϑ
is a split direct summand.
It is also clear at this point that the rank of ∆ is precisely l(w1) + l(w2) + rk(1 − w
−1
1 ϑ
−1w2ϑ).
But rk(1−w−11 ϑ
−1w2ϑ) = rk(ϑw1 −w2ϑ) = rk((1 + ϕ)w1(1− ϕ)− (1− ϕ)w2(1 + ϕ)) and we are
done. ⊓⊔
5.7. Corollary Let l be a ϕ-good integer and let p be a point of the symplectic leaf Θ of G.
Then the dimension of any representation of Fϕε [G] lying over p is divisible by l
1
2 dimΘ.
5.8. As a consequence of (2.2) we have the following isomorphisms of Hopf algebras
Rϕq [B+] ≃ Γ
ϕ(b−)op , R
0
q[B+] ≃ Γ
0(b−)op.
Now the algebra Γϕ(b−) is equal to the algebra Γ
0(b−) and so we have the isomorphism of algebras
Rϕq [B+] ≃ R
0
q [B+]
and similarly for the case B−. Then the representations of F
ϕ
ε [G] over the sets X(w,1) and X(1,w)
are like in the case ϕ = 0 (they are studied in [D-P2]). In particular there is an isomorphism
between the one dimensional representations of Fϕε [G] and the points of the Cartan torus T (given
esplicitely [D-L]).
Appendix
In 4. we determined the dimension dϕ(w1, w2) of a symplectic leaf Θ contained in X(w1,w2);
dϕ(w1, w2) = l(w1) + l(w2) + rk((1 + ϕ)w1(1− ϕ)− (1− ϕ)w2(1 + ϕ)).
This means, of course, that dϕ(w1, w2) is an even integer. Here we give a direct proof of this fact
in the more general context of finite Coxeter groups. Using the definitions from [H], let W =<
s1, . . . , sn > be a finite Coxeter group of rank n, σ :W ← GL(V ), the geometric representation of
W , B the W -invariant scalar product on V , Φ the root system of W , l(·) the usual lengh function
on W . We recall a fact proved in [C] for Weyl groups and which holds with the same proof for
finite Coxeter groups. Each element w of W can be expressed in the form w = sr1 · · · srk , ri ∈ Φ,
where sv is the reflection relative to v, if v is any non zero element of V . Denote by l(w) the
smallest value of k in any such expression for w. We get
Lemma l(w) = rk(1− w).
Proof. It is Lemma 2 in [C]. ⊓⊔
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We can now prove
Proposition 1 Let w1, w2 be in W . Then l(w1) + l(w2) + rk(w1 − w2) is even.
Proof. We have
rk(w1 − w2) = rk(1 − w2w
−1
1 ) = l(w2w
−1
1 ) ≡ l(w2w
−1
1 ) mod 2.
But l(w2w
−1
1 ) ≡ l(w2)+l(w
−1
1 )mod 2 and finally l(w
−1
1 ) = l(w1). Hence l(w1)+l(w2)+rk(w1−w2)
≡ l(w1) + l(w2) + l(w2) + l(w1) ≡ 0 mod 2. ⊓⊔
Suppose now ϕ is an endomorphism of V which is skew relative to B, and let ϑ be the isometry
(1 + ϕ)−1(1− ϕ). To prove the general result, we recall that, if η is an isometry of V and r is the
rank of 1− η, then η can be written as a product of r+2 reflections (cf. [S], where a more precise
statement is given). In particular if η = sv1 · · · svk , then rk(1 − η) ≡ k mod 2.
Proposition 2 Let w1, w2 be in W . Then l(w1)+ l(w2)+ rk((1+ϕ)w1(1−ϕ)− (1−ϕ)w2(1+ϕ))
is even.
Proof. We have rk((1 + ϕ)w1(1 − ϕ) − (1 − ϕ)w2(1 + ϕ)) = rk(1 − ϑw2ϑ
−1w−11 ). If we write
ϑ,w1, w2 as products of a, a1, a2 reflections respectively, we get from the previous observation that
rk(1 − ϑw2ϑ
−1w−11 ) ≡ a+ a2 + a+ a1 mod 2. Hence
rk(1− ϑw2ϑ
−1w−11 ) ≡ rk(1 − w2w
−1
1 ) ≡ rk(w1 − w2) mod 2
and the result comes from prop.1. ⊓⊔
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