We consider output-feedback predictor-based stabilization of networked control systems with large unknown time-varying communication delays. For systems with two networks (sensors-to-controller and controller-to-actuators), we design a sampled-data observer that gives an estimate of the system state. This estimate is used in a predictor that partially compensates unknown network delays. We emphasize the purely sampled-data nature of the measurement delays in the observer dynamics. This allows an efficient analysis via the Wirtinger inequality, which is extended here to obtain exponential stability. To reduce the number of sent control signals, we incorporate the event-triggering mechanism. For systems with only a controller-to-actuators network, we take advantage of continuously available measurements by using a continuous-time predictor and employing a recently proposed switching approach to eventtriggered control. For systems with only a sensors-to-controller network, we construct a continuous observer that better estimates the system state and increases the maximum output sampling, therefore, reducing the number of required measurements. A numerical example illustrates that the predictor-based control allows one to significantly increase the network-induced delays, whereas the event-triggering mechanism significantly reduces the network workload.
Introduction
In networked control systems (NCSs), which are comprised of sensors, controllers, and actuators connected through a communication medium, transmitted signals are sampled in time and are subject to time-delays. Most existing papers on NCSs study robust stability with respect to small communication delays (see, e.g., Antsaklis & Baillieul, 2004 , Fridman, Seuret, & Richard, 2004 , Gao, Chen, & Lam, 2008 , Liu & Fridman, 2012a . To compensate large transport delays, a predictor-based approach can be employed. This was done in Karafyllis and Krstic (2012) for sampleddata state-feedback control of nonlinear systems and in Karafyllis and Krstic (2015) for an output-feedback control with approximate predictors. Sampled-data predictor-based state-feedback control of linear systems under continuous-time measurements has been ✩ This work is supported by Israel Science Foundation (Grant No. 1128/14) .
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E-mail addresses: antonselivanov@gmail.com (A. Selivanov), emilia@eng.tau.ac.il (E. Fridman). considered in Mazenc and Normand-Cyrot (2013) . Nonlinear systems under sampled-data measurements and continuous outputfeedback control have been studied in Ahmed-Ali, Karafyllis, and Lamnabhi-Lagarrigue (2013) and Karafyllis, Krstic, Ahmed-Ali, and Lamnabhi-Lagarrigue (2014) .
All the aforementioned works deal with known constant network-induced delays. Predictor-based networked control under uncertain time-varying delays has been considered in Selivanov and Fridman (2016b) , where a state-feedback controller has been studied. In this paper, we propose a predictor-based dynamic output-feedback controller for NCSs with uncertain time-varying delays. We present a new model of a closed-loop observer-based NCS in the framework of the time-delay approach. In such a model, several delays appear due to sampling and network-induced delays. We emphasize the purely sampled-data nature of measurement delays in the observer dynamics. This allows an efficient analysis via the Wirtinger inequality, which is extended here to obtain exponential stability.
We start by considering the case of two networks: sensors-tocontroller and controller-to-actuators (Section 2). Both networks introduce large time-varying delays. We assume that the messages sent from the sensors are time stamped (Zhang, Branicky, & Phillips, 2001 ). This allows the controller to calculate the sensorsto-controller delay. The controller-to-actuators delay is assumed to be unknown but belongs to a known delay interval. We design an observer that is calculated on the controller side and gives an estimate of the system state. This estimate is used in a predictor, which partially compensates both delays. To reduce the workload of the controller-to-actuators network, we incorporate the eventtriggering mechanism (Tabuada, 2007) .
In Section 3, we proceed to NCSs with continuous measurements and controller-to-actuators networks, where we demonstrate that a recently proposed switching approach to event-triggered control (Selivanov & Fridman, 2016a ) takes advantage of continuously available measurements and further reduces the number of sent control signals. For the case of continuous control and sampled measurements, we construct a continuous observer that better estimates the system state and increases the maximum output sampling, therefore, reducing the number of required measurements (Section 4). All the results are demonstrated in Section 5 by an example borrowed from Zhang et al. (2001) .
First, we present an extension of the Wirtinger inequality (Liu, Suplin, & Fridman, 2010, Lemma 3.1) . 
Proof is based on an idea from Gelig and Churilov (1998, Lemma A.18) . If α ≥ 0, we have
where the second inequality follows from Liu et al. (2010, Lemma 3.1). If α < 0, the proof is similar but e 2αb should be replaced by e 2αa after the first and second inequalities in (1).
If α = 0, Lemma 1 coincides with Liu et al. (2010, Lemma 3.1) that was used in Liu and Fridman (2012b) to construct a Lyapunov functional for stability analysis of a sampled-data system. Here we use the extended Wirtinger inequality of Lemma 1 for Lyapunovbased exponential stability analysis (see V W term in (A.1)).
NCSs with two networks
Consider a linear systeṁ 
In this section, we assume that at each sampling time s k (k ∈ N throughout the paper) the output y(s k ) is transmitted to a controller, which generates a control signal and transmits it to actuators, where it is applied through zero-order hold (see Fig. 1 ). The controller and actuators are event-driven with updating times (see Fig. 2 )
where r 0 and r 1 are known constant transport delays, η k and µ k are time-varying delays such that
Note that the sequences {ξ k } and {t k } should be increasing, but we do not require η k + µ k to be less than a sampling interval. We assume that the sensors' and controller's clocks are synchronized (Zhang et al., 2001 ) and together with y(s k ) the time stamp s k is transmitted so that η k = ξ k − s k − r 0 can be calculated by the controller. The delay uncertainty µ k is unknown.
To reduce the workload of a controller-to-actuators network, we incorporate the event-triggering mechanism (Tabuada, 2007) .
The idea is to send only those control signals u(ξ k ) whose relative change is greater than some threshold. Namely, let the nominal control (without event-triggering) be
where u(ξ k ) will be constructed later. Then the applied control signalū(t) is 0 for t < ξ 1 and
where the event-triggering rule is given by
with event-triggering parameters 0 ≤ Ω ∈ R m×m , σ ∈ [0, 1), and initial valueū(ξ 0 ) = 0. Then the system (2) transforms intȯ
The purpose of this section is to construct a predictor-based controller that stabilizes (6). First, we construct the following observer for x(t):
withx(0) = 0. The idea of this observer is the following. The system (6) suggests that one should useū(ξ k ) for t ∈ [t k , t k+1 ) instead of u(t − r 1 ) in (7) to obtain a ''control-free'' system for the estimation error x(t) −x(t). However, this is not possible, since the value t k = ξ k +r 1 +µ k depends on the unknown µ k . Then one may intend to useū(t −r 1 ) =ū(ξ k ) for t ∈ [ξ k +r 1 , ξ k+1 +r 1 ) in (7). This, however, leads to additional event-triggering error, which can be avoided using u(t − r 1 ).
Consider the change of variables (Artstein, 1982; Kwon & Pearson, 1980) 
for t ≥ 0 and z(t) =ẑ(t) = 0 for t < 0. Then we obtaiṅ
If µ M = 0, it is reasonable to takeū(θ ) instead of u(θ ) in (8) to obtain a more precise state prediction. For µ M ̸ = 0 we take u(θ )
to avoid additional event-triggering errors that otherwise would appear in (9) (see Selivanov & Fridman, 2016b for details). As the nominal control law, we take u(t) = 0 for t < ξ 1 and
The value of y(s k ) is available to the controller at time ξ k , therefore,
Since the time stamp s k is sent together with y(s k ), the control signal (10) can be calculated on the controller side. Moreover, no numerical difficulties arise while calculating the integral term in (10), since
We analyse the system (9) under the event-triggered control (4), (5), (10) using the time-delay approach to NCSs (Fridman, 2014; Fridman et al., 2004; Gao et al., 2008) . Define the following time-delays
It is easy to check that for t ≥ t 1 the following holds:
To avoid some technical complications, we assume thatτ ≤ r 0 +r 1 . The control law (10) 
. Define the event-triggering error e(t) by 0 for t < t 1 and
and the event-triggering (4), (5) 
where Φ = {Φ ij } is a symmetric matrix composed from
Then the system (6), (7) under the predictor-based eventtriggered controller (4), (5) 
∃M : |x(t)| ≤ Me
where
Proof is given in Appendix A. 
NCSs with a controller-to-actuators network
In this section, we consider a system with a controller-toactuator network and continuously available measurements (see Fig. 3 ). Based on the available measurements, a controller continuously calculates a control signal and transmits it at the sampling times ξ k . To obtain appropriate sequence of ξ k , we use a switching approach to event-triggered control (Selivanov & Fridman, 2016a ) that takes advantage of continuously available measurements. Namely, we take ξ 1 = 0 and
with event-triggering parameters 0 ≤ Ω ∈ R m×m , σ ∈ [0, 1), h > 0. According to (15), after the controller sends out the control signal u(ξ k ), it waits for at least the time period h. Then it starts to continuously check the event-triggering rule and sends the next control signal when the event-triggering condition is violated. The idea of a switching approach to event-triggered control is to present the closed-loop system as a switching between a system with sampling h and a system with continuous event-triggering mechanism. This ensures large inter-event times and reduces the number of sent signals (Selivanov & Fridman, 2016a) . The system takes the forṁ
Recall that t k = ξ k + r 1 + µ k are the actuators updating times.
We take the observer (7) with continuously changing u(t), y(t), andŷ(t) = Cx(t). Performing the change of variable (8) (with r 0 = 0), we obtain the system (9) withū(ξ k ) = u(ξ k ). As the nominal control law we take
for t ≥ 0 and u(t) = 0 for t < 0. Since u(θ ) enters the integral term in (17), one needs to continuously calculate u(θ ) and x(t). Therefore, the implementation of (17) is more complicated than that of (10) with a piecewise constant u(θ ) (Mirkin, 2004) .
On the other hand, (7) with continuously changing u(t), y(t),ŷ(t) gives a better estimate of the state x(t) and, as a results, allows to transmit less control signals (see Section 5 for details). Further analysis is based on a switching approach to event-triggered control (Selivanov & Fridman, 2016a) . Define
for t ∈ [t * k , t k+1 ). Using the time-delay approach described in the previous section and denoting δ z (t) = z(t) −ẑ(t), we obtaiṅ
with D = e Ar 1 LCe −Ar 1 .
Theorem 2.
For given event-triggering parameter σ ≥ 0 and decay rate α > 0 let there exist n × n matrices P 1 > 0, P 2 > 0, n × n non-negative matrices S, S 0 , S 1 , R 0 , R 1 , an m × m matrix Ω ≥ 0, and n × n matrices G 0 , G 1 such that
where Ξ = {Ξ ij }, Ψ = {Ψ ij } are symmetric matrices composed from (r 1 +τ 3 ) . Then the system (7), (15)- (17) withŷ(t) = Cx(t) is inputto-state stable with the decay rate α in the sense of (14).
Proof is given in Appendix B.
Remark 3. Note that the event-triggering rules (5) and (15) guarantee the Zeno behaviour avoidance (that is lim k ξ k = ∞). For (5), this follows from the condition lim k s k = ∞ and the definition of ξ k . The event-triggering rule (15) explicitly guarantees that ξ k+1 − ξ k ≥ h > 0.
NCSs with a sensors-to-controller network
In this section, we consider a systems with a continuous control and a sensor-to-controller network (see Fig. 4 ) with sampling instants s k = kh, k ∈ N:
We use the observer (7) with r 1 = 0. The change of variable (8) for t ≥ 0 leads tȯ
As one can see from (21) 
Note that η(t) ≤ η M . Using the time-delay approach described in Section 2 and denoting δ z (t)
where D = e A(r 0 +r 1 ) LCe −A(r 0 +r 1 ) . Theorem 3. For a given decay rate α > 0 let there exist n × n matrices P 1 > 0, P 2 > 0, n × n non-negative matrices S, R, W , and n × n matrix G such that
where N = {N ij } is a symmetric matrix composed from
Then the system (7), (8), (20), (22) is input-tostate stable with the decay rate α in the sense of (14).
Proof is similar to that of Theorem 1 and, therefore, is omitted here. 
Example: an inverted pendulum on a cart
Consider an inverted pendulum on a moving cart (Wang & Lemmon, 2009) T , where x 1 is the cart's position, x 2 is the cart's speed, x 3 is the pendulum's bob angle with respect to the vertical, x 4 is its speed, M = 10 is the cart mass, m = 1 is the pendulum mass, l = 3 is the length of the pendulum arm, and g = 10 is the gravitational acceleration. First, consider a system with two networks (sensors-tocontroller and controller-to-actuators). According to numerical simulations, the system (6), (7) under the control inputū(ξ k ) = Table 1 Average numbers of sent control signals (SCS) for different control strategies (r 1 = 0.1, µ M = 0.005, α = 0.001, ∥w 1 (t)∥ ≤ 10 −3 , ∥w 2 (t)∥ ≤ 10 −3 ). Kx ( (3) and w 1 (t), w 2 (t) satisfying ∥w 1 (t)∥ ≤ 10 −3 , ∥w 2 (t)∥ ≤ 10 −3 . The results are given in Table 1 . As one can see, event-triggering allows to reduce the workload of the controller-to-actuators network by more than 35%. Note that for event-triggered control (σ > 0) the sampling period h is smaller than for periodic control. That is, by introducing the event-triggering mechanism, we reduce the number of sent control signals but increase the number of sent measurements. However, the total number of signals sent through both sensors-to-controller and controller-to-actuators networks is reduced by more than 10%. Now we consider a system with a controller-to-actuators network and continuous measurements (r 0 = η M = 0). For this case, one can apply the sampled predictor-based controller (10) or the sampled event-triggered controller (4), (5), (10) (with s k = ξ k ).
The sampled approach simplifies the calculation of the integral term in (8) but does not take advantage of continuously available measurements. Indeed, as one can see from Table 1 , the continuous predictor (17) without event-triggering (ξ k = kh) reduces the network workload compared to the sampled predictor (10) by more than 35%.
To compare the sampled event-triggering mechanism (4), (5), (10) and the switching event-triggering (15), (17) for α = 0.001 and σ = 0.01 we apply Theorems 1 and 2 to find the maximum allowable h. Then we perform 10 numerical simulations with random i.i.d. µ k subject to (3) (r 1 = 0.1, µ M = 0.005). In Table 1 one can see that the switching event-triggering reduces the number of sent control signals by more than 20% compared to the sampled event-triggering and by almost 15% compared to the continuous predictor without event-triggering. The total numbers of sent measurements are reduced by 33% and 7%, respectively. Finally, consider the system (20) with only sensors-to-controller network (s k = kh). For the continuous controller (22) with the observer (7) Theorem 3 gives h = 0.124. For the sampled controller (10) with the observer (7) Theorem 1 gives h = 0.056. That is, by using the continuous controller, one can significantly reduce the number of required measurements y(kh).
Appendix A. Proof of Theorem 1
For t ≥ t 1 consider the functional
term V W is non-negative due to Lemma 1, therefore, V is positivedefinite. Due to V W , the functional V has finite jumps at t = s k , but since
Jensen's inequality (Gu, Kharitonov, & Chen, 2003 ) and Park's theorem (Park, Ko, & Jeong, 2011) lead tȯ
By calculatingV and adding (12), in view of (A.2), (A.3), we obtaiṅ 
where Ψ ′ is (11n+m)×2n matrix, thenV (t) ≤ −2αV (t)+β. Since Φ < 0, the relation (A.4) is true for large enough β w . Therefore,
Since z(t) =ẑ(t) + δ z (t) and the initial time interval does not influence exponential decay rate analysis (Liu & Fridman, 2014) , the latter implies
we have
Appendix B. Proof of Theorem 2
For t ≥ ξ 1 consider the functional
where V 1 , V 2 are given in (A.1) and
We havė × ẑ (t − r 1 − µ M ) −ẑ(t − r 1 − τ 3 (t)) z(t − r 1 − τ 3 (t)) −ẑ(t − r 1 −τ 3 )
(B.2)
CalculatingV for t ∈ [t k , t * k ), τ 3 (t) ∈ [µ M ,τ 3 ] in view of (B.1), (B.2), we obtaiṅ
where ξ (t) = col{δ z (t),ẑ(t),ẑ(t − r 1 ),ẑ(t − r 1 − µ M ),ẑ(t − r 1 − τ 3 (t)),ẑ(t − r 1 −τ 3 )}, φ(t) = col{e A(r 0 +r 1 ) w 1 (t), e A(r 0 +r 1 ) Lw 2 (s k )}, Ξ is obtained from Ξ by taking away the last block-column and block-row, and Φ is 6n × 2n matrix. By taking β = β w sup s∈ [0,t] where Φ ′ is 7n × 2n matrix, thenV (t) ≤ −2αV (t) + β. Since Ξ < 0, the relation (B.3) is true for large enough β w . Therefore, V (t) ≤ −2αV (t) + β for t ∈ [t k , t * k ), τ 3 (t) ∈ [µ M ,τ ]. (B.5)
CalculatingV for t ∈ [t * k , t k+1 ) in view of (B.4), (B.5) and adding (18), we obtaiṅ V + 2αV − β ≤ ψ T (t)Ψ ψ(t) + ψ T (t)Φφ(t) +ż T (t)Hż(t) − β, where ψ(t) = col{δ z (t),ẑ(t),ẑ(t − r 1 ),ẑ(t − r 1 − µ(t)),ẑ(t − r 1 − µ M ),ẑ(t −r 1 −τ ), e 1 (t)}, Ψ is obtained from Ψ by taking away the last block-column and block-row, and Φ is (6n + m) × 2n matrix. Similarly to the previous case, we obtainV (t) ≤ −2αV (t) + β for t ∈ [t * k , t k+1 ). For t ∈ [t k , t * k ), τ 3 (t) ∈ [0, µ M ) the system (19) is described by the last line of (19) with e 1 (t) = 0 satisfying (18), therefore, V ≤ −2αV + β for t ≥ ξ 1 . The end of the proof is similar to that of Theorem 1.
