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ABSTRACT: The secondary electrostatic interaction (SEI) has been
regarded as the fundamental cause for the relative strengths of multiple
hydrogen bonds for decades, though recent studies challenged its
validation. Here, we used our developed block-localized wave function
(BLW) method, which is a variant of ab initio valence bond (VB) theory
and can self-consistently derive the wave function for a strictly electron-
localized state, to study a series of exemplary multiply hydrogen-bonded
complexes and critically examine the role of SEI in the binding. Our
computations show that the multiple hydrogen bond in self-assembled
complexes is a kind of resonance-assisted hydrogen bond (RAHB) in
nature, and the π resonance which moves electron density from the
hydrogen bond donor to the acceptor is the true origin of the different
hydrogen bond strengths. By quenching the π resonance effect, the
hydrogen bond strengths become nearly identical for various neutral
doubly, triply, and quadruply hydrogen-bonded dimers where in general the SEI model works. In other words, the SEI plays
only a minor role in multiply hydrogen-bonded complexes, and the π resonance, which changes not only electron densities but
also molecular polarities (dipole moments), is the major force.
1. INTRODUCTION
Supramolecular chemistry has emerged as an active and
productive multidisciplinary research domain which focuses on
the rational design and development of functional complex
architectures by putting multiple chemical components
together through noncovalent interactions.1−3 It has been
extensively explored and applied in broad areas such as drug
development,4,5 molecular devices,6 sensors,7,8 catalysis,9,10
nanoscience,11 and material science.12−14 The structures and
properties of supramolecular systems are governed by
noncovalent interactions1,2,15 which, based on the nature of
the particular components directly involved in the interactions,
include Coulombic (electrostatic) interactions, hydrogen
bonding, charge transfer, van der Waals (dispersion), and
recently identified halogen bonding,16−18 chalcogen bond-
ing,19,20 pnicogen bonding,21 tetrel bonding,22 π-ion,23,24 π/π
stacking,25,26 and so on. In chemical components usually there
are multiple binding sites which not only change the overall
binding strength but also allow the manipulation of complex
structures by modulating the binding sites. In general, however,
the interactions in multiple binding sites may be cooperative or
anticooperative, leading to mutual either strengthening or
weakening of the overall binding.27 Due to the cooperativity,
many supramolecular architectures are far more stable than
what would be expected from the consideration of individual
binding sites alone.28 The theoretical elucidation of the
physical forces governing noncovalent interactions and their
cooperativity thus is essential for the understanding of the
base-pair stacking in DNA, inhibitions of drugs in enzymes,
protein folding, molecular self-assembly, and crystal packing in
nanoparticles and organic solids. This accumulated under-
standing and knowledge can also be used to guide the rational
design of self-assembling molecules and the development of
force fields which ultimately are applied to in silico simulations
of the molecular assembling processes.29
Obviously, the most important and ubiquitous noncovalent
and directional interaction in chemistry and biology is
hydrogen bonding, which is the driving force for the DNA
double helix structures and many self-assembling materi-
als.30−35 Its directionality particularly interests and encourages
chemists to precisely control and rationally design comple-
mentary hosts for any given guest. The strength of hydrogen
bonds ranges from a few kcal/mol, which is of the magnitude
of van der Waals interactions and is mainly electrostatic in
nature, to dozens of kcal/mol, which is comparable to the
energy of a formal chemical bond and thus of major covalent
contribution,36−40 leading to the claim that hydrogen bonding
is an interaction without borders.41 In general, charged
hydrogen bonds are much stronger than the hydrogen bonding
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among neutral molecules. Significantly, multiple hydrogen
bonds are in fact responsible for many recognition processes in
nucleic acids, and dimers with multiple hydrogen bonds have
been increasingly used in the design of supramolecular
polymers42,43 and DNA and RNA base pairs.42,44,45
In 1967, Rich and co-workers studied the binding in triply
hydrogen-bonded dimers and found the stabilities for these
dimers to be very different.46 To explain the very different
binding strengths in different complexes with the same number
and types of hydrogen bonds, Jorgensen and Pranata
computationally analyzed the cytosine-guanine (C-G) and
uracil-2,6-diaminopyridine (U-DAP) complexes and proposed
that it is inadequate to consider only primary electrostatic
interactions and there is a need to introduce the concept of
secondary electrostatic interaction (SEI).47,48 As shown in
Figure 1a, if the hydrogen bonding donors and acceptors are
aligned in the same respective sides, there is additional
diagonal electrostatic attraction among adjacent hydrogen
bonds (in blue), leading to the enhanced stability. However, if
they are aligned alternatively, there is diagonal electrostatic
repulsion among hydrogen bonds (in red), causing the
instability. Following the SEI model, a DDD-AAA complex
would have the highest association constant. This triply
hydrogen-bonded system was later experimentally veri-
fied,49−51 and various quadruple complexes of DDAD-
AADA,52 (DDAA)2 and (DADA)2,
53 and DDDD-AAAA54
were also analyzed and compared. Based on the SEI model, the
strength of the multiple hydrogen bonds would follow the
order, DDDD-AAAA (DDD-AAA) > DDAA-AADD (DDA-
ADD) > DADA-ADAD (DAD-ADA), because the SEIs are all
attractive when all donors (or acceptors) are grouped together
on one monomer. Since then, the SEI model has been
validated by a plethora of experimental studies;28,50,51,54−57 the
DDDD-AAAA quadruple hydrogen bond array was reported to
exhibit exceptionally large association constant. The SEI model
has also been introduced in organic chemistry and supra-
molecular chemistry textbooks58,59 to explain and predict the
relative strength of similar self-assembly complexes.58,59
While experimental binding strengths are mostly in line with
the simple SEI model,47,48 further studies indicate that the SEI
model is oversimplified, as the predictions are not always in
line with the experimental data and there have been cautions
for the use of the SEI model.60−68 Other factors, such dipole−
dipole attraction between monomers,69,70 π resonance
assistance,39,40,71−74 σ induction or even long-range electro-
static interactions,60,63 may all contribute to the cooperativity
of multiple bindings. For instance, both experiments75,76 and
computations77 have shown that amides (lactams) have
stronger self-associations than imides, in accord with the SEI
model. However, most recently Vallejo Narvaéz et al.
questioned the role of the SEI and proposed that the balance
between the acidity of the H-bond donor (N−H group) and
the basicity of the HB acceptor (CO group), which arises
from the resonance effect of the spectator carbonyl, should be
the primary cause for this phenomenon.67 Similarly, van der
Lubbe et al. found the correlation between the accumulation of
charge around the frontier atoms and the binding energies,68
but we note that the cause for the changes of the frontier atoms
(either in acidity/basicity or charge density) need to be
clarified. Our analyses, in the meanwhile, indicate that there are
three major forces, namely, the σ induction effect (IE), π
resonance effect (RE), and secondary electrostatic interaction
(SEI), contributing to the different binding energies in the
dimers of amides and imides.65 It is interesting to note that Wu
et al. found the correlation between the associations of
multipoint hydrogen-bonded arrays and the aromaticity of
cyclic rings in arrays upon complexation.61 It is unclear,
however, whether the aromaticity (electron delocalization)
leads to the variations of the overall π resonance and the
polarity (dipole moment) of monomers, and subsequently the
dipole−dipole interaction among monomers. We also note
that if electron transfer instead of electrostatics plays a
significant or even decisive role in hydrogen bonding, there
would be a cooperative rather than anticooperative effect for
complexes of alternating multiple hydrogen bonds (Figure
1b),78 and this is in conflict with the prediction by the SEI
model.
Among various hydrogen bonds, the resonance-assisted
hydrogen bond (RAHB, as shown in Figure 1c), which was
first observed in the crystal structures of β-diketo enols by Gilli
and co-workers,39,40,71,74,79 may be the most attractive one as it
highlights the interplay between resonance and hydrogen
bonding. In RAHB systems, π electrons move from the H-
bond donor to the acceptor through π conjugation, leading the
donor to be more positive (i.e., reduction of the electron
density or enhancement of the acidity) and the acceptor more
negative (i.e., increase of the electron density or enhancement
of basicity), and ultimately much stronger H-bonding than
others without π conjugation. The RAHB concept was
critically validated by us recently.80,81 Furthermore, if the π
conjugation goes in reverse from the H-bond acceptor to the
donor, the H-bonding would be weakened by resonance,
namely, resonance-inhibited (or impaired) hydrogen bond
(RIHB).82−84 Thus, it would be interesting and valuable to
examine the role of π conjugation in multiple hydrogen
bonding complexes where H-bonds are connected through π
conjugation in monomers.
In this work, we aim to seek an improved understanding of
the nature of the multiple hydrogen bonding complexes by
quenching the π electron delocalization among hydrogen bond
donors and acceptors. In this way, the energetic and structural
Figure 1. (a) Illustration of secondary electrostatic interactions
(attraction in blue and repulsion in red). (b) Cooperativity of the
electron transfer interactions. (c) Resonance-assisted hydrogen bond
(RAHB).
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changes can reflect the precise role of the π resonance effect.
This is achieved by using the block-localized wave function
(BLW) method,85,86 which is the simplest and most efficient
variant of valence bond (VB) theory87−91 and can self-
consistently derive the wave function for a strictly electron-
localized (usually the most stable resonance) state. The BLW
not only has the capability for geometry optimization with
spectroscopic and magnetic properties computed, but also
performs energy decomposition analysis where the hydrogen
bonding energy can be decomposed to a number of energy
components.
2. COMPUTATIONAL METHODS
2.1. Block-Localized Wave function (BLW) Method. Different
from the philosophy of molecular orbital (MO) theory which uses
delocalized MOs as building blocks for the molecular wave function,
valence bond (VB) theory starts with localized atomic or fragmental
orbitals to construct wave functions for Lewis (localized or
resonance) structures, and the final molecular wave function is
composed of several Lewis structures with the computational
algorithm similar to the MCSCF within the MO theory.87−91 Since
a VB wave function is defined with a Heitler-London-Slater-Pauling
(HLSP) function, which is composed of a series of Slater
determinants, the computational complexity deters the development
and broad applications of VB methods. To simplify the VB
computations and combine the advantages of both MO and VB
theories, we proposed the BLW method where a BLW is defined with
a Slater determinant (a MO feature) and localized fragmental orbitals
(a VB feature). In brief, it is assumed that for a molecular system, all
electrons and primitive basis functions can be partitioned to k
subgroups (blocks), and each orbital is block-localized and expanded
in only one block. Orbitals in the same subspace are subject to the
orthogonality constraint (a MO feature), but orbitals from different
subspaces are nonorthogonal (a VB feature). The final BLW can be
self-consistently optimized by minimizing its corresponding energy,
and all localized orbitals are thus optimal. In general, a BLW is
designated for the most stable resonance state in order to analyze the
geometric, energetic, and spectral changes due to the electron
delocalization in a molecule. The BLW method is available at the
DFT level with the geometry optimization and frequency
computation capabilities.86
In this work, the BLW state, in which the π electron pairs are
strictly localized on each donor and acceptor, is defined as
φ φ φ φΨ = ̂{Φ ··· ··· }AHB
BLW
D
2
D
2
A
2
A
2
k k1 1 (1)
where {φ} are block-localized MOs, and D and A refer to hydrogen
bond donors and acceptors, respectively. Φ represents all remaining
orbitals.
2.2. BLW Energy Decomposition (BLW-ED) Approach.
Numerous energy decomposition analysis (EDA) approaches such
as the Morokuma scheme,92,93 EDA-NOCV,94,95 and SAPT96 have
been proposed and widely applied in the exploration of chemical
bonding nature.97 Here, we used the EDA approach based on the
BLW method (BLW-ED) which analyzes the intermolecular
interactions by treating every monomer as a block.98 In the BLW-
ED approach, the interaction energy (ΔEint) in a complex is
decomposed into several chemically meaningful energy components,
including steric (ΔEs), polarization (ΔEpol), charge transfer (ΔECT),
and dispersion correction (ΔEdisp) as
Δ = Δ + Δ + Δ + ΔE E E E Eint s pol CT disp (2)
Noted that here the steric term involves electrostatic and Pauli
repulsive interactions and even electron correlations at the DFT level,
whereas the correction of basis set superposition errors (BSSE) with
the counterpoise method proposed by Boys and Bernardi99 is
included in the charger transfer energy component. Besides, the
dispersion correction represents the difference of Grimme’s correction
(D3)100,101 between the dimer and the sum of each monomer.
Δ = − −E E E Edisp disp
Dimer
disp
A
disp
B
(3)
2.3. Computational Details. Since the Minnesota M06-2X
exchange-correlation functional102 can correctly reproduce non-
covalent interactions in organic molecules,103−105 DFT(M06-2X-
D3) computations with the basis set of 6-311+G(d,p) were performed
throughout the work with the in-house version of GAMESS
software106 to which our BLW code is ported. The comparison of
the geometrical parameters and interaction energies computed with
the standard DFT and the BLW method (at the same DFT level)
reveals the impacts of the π resonance on multiple hydrogen bonding.
All interaction energies including DFT and BLW methods were
improved with the BSSE and Grimme’s dispersion corrections.
3. RESULTS AND DISCUSSION
3.1. Single and Double Hydrogen Bonding. We first
examined the hydrogen bond between two methylacetamide
molecules (1) which can be used as a reference for the doubly
hydrogen-bonded complexes 2 and 3, as shown in Figure 2.
We note that the general validation of the SEI concept was
presented by these two dipeptide models in Jorgensen’s
original paper,47 as the resonance between the two peptide
bonds in each monomer is disabled by the in-between
methylene group. For the individual peptide bond, however,
there is considerable π conjugation from the amine group to
the carbonyl group leading to the planarization of the amine
group. This π resonance nearly doubles the hydrogen bonding
strength in 1 from 4.3 to 7.9 kcal/mol. It would be expected
that the hydrogen bonding in dipeptide models be two times
the strength in 1, or around 15.8 kcal/mol. DFT computations
show that the bonding energies in 2 and 3 are 12.0 and 18.7
kcal/mol, respectively. Energy decomposition analyses (see
Table 1) further confirm that the charge transfer energy is
essentially the same in both dipeptide complexes, indicating
the minor cooperativity in charge transfer interactions as
shown in Figure 1b. The energy difference between 2 and 3
comes from the steric and polarization interactions, both of
Figure 2. Interaction energies (in kcal/mol) and hydrogen bond distances (in Å) in the singly (1) and doubly (2 and 3) hydrogen-bonded
complexes. The black values refer to regular DFT results, whereas the red ones are from the BLW method which strictly localizes π electron pairs
on each donor and acceptor. Pink arrow with values refers to the dipole moments (in Debye).
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which favor 3. But can this difference (6.7 kcal/mol) be fully
assigned to the SEI effect?
To justify the precise role of π resonance in the bonding in
these dipeptide models, we applied the BLW method to
reoptimize the geometries of AD-DA (2) and DD-AA (3),
where the each π electron pair is strictly localized either on the
carbonyl group or on the amine group. The deactivation of π
resonance results in the elongation of the H-bonding distances
for both 2 (from 1.995 to 2.143 Å) and 3 (from 1.961 to 2.143
Å), confirming the RAHB concept. Note that the H-bonding
distances in 2 and 3 are essentially the same in BLW
optimizations, and the bonding strengths are 8.5 and 8.9 kcal/
mol, respectively. Both energy values are close to 8.6 kcal/mol,
which is two times the single hydrogen bonding energy in 1
without π resonance. The small energy difference (0.4 kcal/
mol) can be assigned to the SEI effect completely. Thus, the
RAHB is the driving force for the binding energy difference in
doubly hydrogen-bonded complexes and the SEI plays a
secondary role. One consequence of the conjugation is the
variations of molecular polarities (dipole moments). The π
conjugation from the amine group to the carbonyl group
increases the dipole moment in methylacetamide as shown in
Figure 2. In dipeptides, along the hydrogen bonding direction
the local dipoles can either reinforce (as in 3, see the arrows in
pink) or cancel out (2), depending on their orientations in
each peptide bonds. Obviously, RAHB increases the dipole
moments which favor the electrostatic attraction in 3.
3.2. Triple Hydrogen Bonding.We continued to examine
the DNA pairs guanine-cytosine (GC, 4) and 2,6-diaminopyr-
idine-uracil (PU, 5) which have been well studied in the
literature and are shown in Figure 3. Computational results
show that the GC pair with the ADD-DAA motif has an
interaction energy of −30.9 kcal/mol, while the interaction
energy for the PU pair with the DAD-ADA motif is only −18.3
kcal/mol. The GC pair thus is more stable than the PU pair by
12.6 kcal/mol, which is consistent with the experimental
observation. As we can see, the GC pair has one repulsive plus
one attractive SEI, while PU pair owns two repulsive SEIs.
Accordingly, the energetic difference can be well rationalized
by the SEI model. However, in all four nucleobases there are
aromatic rings involved. Thus, there is a proposal that the
binding energy difference between the GC and PU pairs may
be due to the difference in the aromaticity, as the GC pair has
more “aromaticity gain” than the PU pair.61 To single out the
role of aromaticity in DNA binding, we removed the aromatic
rings and considered their linear analogues 4′ and 5′ with
results shown in Figure 3. Still, the ADD-DAA array 4′ is 8.4
kcal/mol more stable than DAD-ADA array 5′, suggesting that
the energetic difference would occurs even without the
“aromaticity gain”.
To further clarify the driving forces for the differences in
hydrogen bonding strengths and distances, the BLW method
was applied to reoptimize all dimers shown in Figure 3. In the
BLW state, the π electron pairs on each donor and acceptor are
strictly localized; thus, the π conjugation is completely “shut
down”. While the interaction energies are dramatically reduced
(red data in Figure 3), confirming the concept of RAHB, the
difference between the GC and PU pairs surprisingly decreases
to only 2.2 kcal/mol (compared to 12.6 kcal/mol with the π
resonance on). More significantly, the BLW interaction
energies for the electron-localized states of 4 (−11.6 kcal/
mol) and 5 (−9.4 kcal/mol) are very close to those in 4′
(−12.1 kcal/mol) and 5′ (−8.9 kcal/mol), respectively. Thus,
the large differences in the interaction energies between the
GC and PU pairs are dominated by the π resonance. Based on
the hydrogen bonding distances derived from the BLW
method (2.090/2.107/2.161 Å for 4 and 2.099/2.093/2.146
Å for 5), the interaction energy in 5 would be expected to be
close to or even higher than that in 4, but there is the SEI
which is more repulsive in 5, leading to the lower interaction
energy in 5 than in 4 by 2.2 kcal/mol. This small energy gap
suggests that the SEI plays only a minor role in the DNA pairs.
In other words, the multiple hydrogen bonding can be viewed as a
kind of resonance-assisted hydrogen bond (RAHB), in which π
resonance occurs in monomers. There are two impacts from the π
conjugation in the present cases. One is the charge
Table 1. Energy Components to the Total Interaction
Energy (in kcal/mol) at the M06-2X-D3/6-311+G(d,p)
Level with the BLW-ED Method
complex ΔEint ΔEs ΔEpol ΔECT ΔEdisp
1 −7.9 −4.6 −1.9 −1.0 −0.4
2 −12.0 −6.2 −2.8 −2.1 −0.9
3 −18.7 −10.9 −4.8 −2.1 −0.9
4 −30.9 −12.1 −10.8 −7.5 −0.5
4′ −26.6 −10.5 −9.1 −6.7 −0.3
5 −18.3 −5.7 −5.6 −6.5 −0.5
5′ −18.2 −4.4 −6.1 −7.4 −0.3
6′ −14.0 −8.6 −2.9 −2.1 −0.4
7 −46.0 −21.5 −15.9 −7.8 −0.8
7′ −40.4 −22.8 −11.4 −5.7 −0.5
8 −15.6 −7.9 −4.1 −2.8 −0.8
8′ −23.4 −11.7 −6.8 −4.0 −0.9
9 −68.8 −14.6 −32.5 −20.8 −0.9
9′ −36.8 −13.8 −13.4 −9.0 −0.6
10 −27.9 −8.8 −9.0 −9.2 −0.9
10′ −20.6 −5.9 −6.0 −8.2 −0.6
11′ −21.9 −13.4 −4.8 −3.0 −0.7
12 −59.2 −26.4 −21.1 −10.1 −1.6
12′ −30.7 −14.3 −9.4 −5.5 −1.5
13 −46.9 −27.0 −12.1 −7.1 −0.7
Figure 3. Interaction energies (in kcal/mol) and hydrogen bond
distances (in Å) in the GC and PU pairs and their linear analogues.
The black values refer to regular DFT results, whereas the red ones
are from the BLW method which strictly localizes π electron pairs on
each donor and acceptor.
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accumulations (or the changes of acidity/basicity) on the
hydrogen bond acceptors (more negative) and donors (more
positive) as illustrated in Figure 1c, resulting in the
enhancement of hydrogen bonds. The other is the change of
the polarity (dipole moment) of a monomer due to the π
electron movement. In the GC pair, the conjugation results in
the increasing of the polarity of monomers (from 4.22 to 7.25
D for G and from 4.24 to 6.14 D for C) perpendicular to the
hydrogen bonding direction, and the polarities in G and C are
opposite to each other, leading to the favorable electrostatic
attraction. Differently, there is no change of polarity
perpendicular to the bonding direction for P and U in the
PU pair. Thus, there is no additional electrostatic attraction
between P and U due to the π conjugation.
If resonance is responsible for the enhancement of the triple
hydrogen bonding, the AAA-DDD array, which is predicted to
have the maximum interaction energy based on the SEI
hypothesis, would be the most unstable one. This is because
the π resonance effect is insignificant in the AAA-DDD array
since all donors are grouped into one monomer whereas all
acceptors are grouped into the other monomer. To validate
our view, the model molecule 6′ with the AAA-DDD motif,
shown in Figure 3, was studied. As expected, the energetic
difference between the regular DFT and BLW method is only
2.6 kcal/mol. Therefore, the lowest interaction energy for 6′
(−14.0 kcal/mol, compared with −26.6 kcal/mol in 4′ and
−18.2 kcal/mol in 5′) strongly disfavors the popular SEI
hypothesis but endorses our resonance explanation. With the π
conjugation “turned off”, however, the interaction energies for
linear 4′ (−12.1 kcal/mol), 5′ (−8.9 kcal/mol), and 6′ (−11.4
kcal/mol) are quite close, and the deviations particularly for 5′
most likely result from the polarities of monomers.
The π conjugation can be better depicted with the electron
density difference (EDD) maps, which exhibit the difference
between an electron-delocalized (DFT) and its corresponding
electron-localized (BLW) states in total densities. Figure 4
plots the EDD maps for 4 and 5. As expected, there is π
electron density gain in acceptors and loss in donors due to the
π resonance. This clearly confirms the nature of resonance
assistance in the multiple hydrogen bonding.
To visualize and compare the change of the electrostatic
energy in triple hydrogen-bonded arrays with the π resonance
“turned on” and “turned off”, we plotted out the electrostatic
potential surfaces (EPSs) of the GC and PU pairs in Figure 5.
It is very obvious that from the electron-localized BLW state to
the electron-delocalized DFT state for a molecule with the
resonance assistance, the boundary between the H-bond donor
and acceptor gets greener or even bluer, suggesting the
enhancement of the electrostatic attraction between the two
groups. In addition, the EPSs for 4 and 5 in BLW states exhibit
very similar electrostatic distribution on frontier atoms of
donors and acceptors, which also rationalizes that the charge
accumulation difference68 between monomers in 4 and 5
mainly comes from the resonance effect.
However, Blight et al. reported that both neutral and
cationic DDD-AAA arrays have exceptional strong binding
strength.51,54 To address the discrepancy between our
theoretical analyses above and experimental findings, we
studied the model complex 7 as shown in Figure 6. Consistent
with the experimental observation, the interaction energy for 7
(−46.0 kcal/mol) is indeed much higher than those for 4 and
5 (Figure 3). Yet, the hydrogen bonding distances in 7 are very
close to the values in 5 and even longer than those in 4, which
should result in a relatively lower interaction energy. A similar
situation was also observed in its linear analogue 7′ (see Figure
6) of the DDD+-AAA array, for which the interaction energy is
−40.4 kcal/mol but with reduced hydrogen bonding distances
compared with 4′ and 5′. Obviously, the differences can be
ascribed to the positive charge. In fact, among the recently
identified strong and unconventional hydrogen bonds is the
charge assisted hydrogen bond (CAHB) where the donor
group has a positive charge or the acceptor group has a
negative charge.73,107,108 Since the hydrogen bond is primarily
dominated by electrostatic interaction, the positive charge in
DDD+ monomer would enhance the electrostatic attraction
significantly. Subsequent BLW-ED analyses confirmed our
claim, as the contributions from the electrostatic interaction
are much larger for 7 and 7′ than for other systems (see
following Table 1). Nevertheless, for the neutral DDD-AAA
array 8 (shown in Figure 6) where the positive charge in 7 is
replaced with a hydrogen atom, the interaction energy
remarkably decreased to −15.6 kcal/mol, which is very close
to the linear DDD-AAA array 6 (−14.0 kcal/mol). With the
resonance “shut down”, both the hydrogen bond distances and
interaction energies in 7 and 7′ experience little change. This
Figure 4. Electron density difference (EDD) isosurface maps with the
isovalue of 0.004 au showing the movement of electron density due to
π conjugation in 4 and 5. The orange/cyan colors indicate increasing/
decreasing of the electron density.
Figure 5. Electrostatic potentials on the 0.001 au electron density
surfaces of complexes 4 (GC pair) and 5 (PU pair) computed at the
M06-2X/6-311+G(d,p) level.
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further proves that the much stronger hydrogen bonding in
cationic DDD-AAA complexes simply results from the positive
charge. Of course, adding electron-withdrawing groups to
hydrogen bond donors can modulate the hydrogen bonding as
well. By introducing two carbonyl groups to 8, we can design
complex 8′ shown in Figure 6 whose interaction energy
increases to −23.4 kcal/mol. This is because the π electrons
conjugated from hydrogen bond donors (−NH2) to the
substituent carbonyl groups lead the donors to being more
positively charged and ultimately enhance the hydrogen
bonding. Thus, the hydrogen bonds in DDD-AAA arrays can
be tuned by either introducing positive charges or adding
electron-withdrawing groups through the π conjugation to the
hydrogen bond donors.
3.3. Quadruply Hydrogen Bonding. The resonance
explanation can also be used to rationalize the nature of the
quadruple hydrogen bond and the relative stability of dimers
with different arrays (Figure 7). Tautomeric complexes 9 and
10 have the same number of hydrogen bonds but very different
interaction energies and hydrogen bond distances. The
interaction energy in 9 is more than 40 kcal/mol higher than
in 10. If we remove the aromatic rings and construct their
linear analogues 9′ and 10′, the interaction energies would be
reduced from −68.8 to −36.8 kcal/mol and from −27.9 to
20.6 kcal/mol, respectively. In other words, the interaction
energy difference would also be reduced from more than 40 to
about 16 kcal/mol. To investigate the cause for the energy
differences in both aromatic (9 and 10) and linear (9′ and
10′) complexes, we again applied the BLW method. With the π
resonance “shut down”, the interaction energies for 9 and 10
become −18.6 kcal/mol and −12.4 kcal/mol, respectively,
again confirming the dominant role of the π resonance effect.
Besides, the hydrogen bond distances are nearly unchanged for
9 and 10 in BLW geometries. With π electrons strictly
localized, 9′ is only 3.1 kcal/mol more stable than 10′, though
the hydrogen bond distances in 10′ (2.159 and 2.121 Å) are a
little shorter than those in 9′ (2.237 and 2.122 Å). This
discrepancy between the interaction energies and bonding
distances can be ascribed to the SEI, which is more repulsive in
10′. It should be noted that there is a coupling effect between
resonance and SEI, as the latter can be enhanced by the π
resonance from hydrogen bond donor to acceptor which leads
to extra positive charge on the donor side and extra negative
charge on the acceptor side. As for 11′ with the DDDD-AAAA
array, in contrast to the prediction by the SEI hypothesis, it is
not the most stable one among 9′−11′. The interaction energy
for 11′ is much lower than that for 9′ but nearly identical to
10′ when the π resonance is on with DFT results, but it is
indeed higher than both 9′ and 10′ when the π resonance is off
with BLW results. Thus, our computations confirm the order
of the multiple hydrogen bonding strengths as DDDD-AAAA
(11′) > DDAA-AADD (9′) > DADA-ADAD (10′), only when
the π resonance is “turned off”. Again, the π resonance effect is
the primary factor governing the relative strengths in various
multiple hydrogen-bonded arrays with partial contribution
from SEI.
If we compare the neutral quadruple hydrogen bonding
complexes (Figure 7) with the triple hydrogen bonding
complexes (Figure 3), all the interaction energies are
approximately proportional to the number of hydrogen
bonds, except the energy in 9 which is exceptionally high
(−68.8 kcal/mol), in line with the “aromaticity gain” claim.61
However, if we look at the π conjugation pathway, 9 is the only
one where the π electrons can move from the top electron
donating amine group to the down electron withdrawing
carbonyl group as highlighted with purple arrows in Figure 7.
The much longer π electron migration in 9 than in 10 can be
examined by both dipole moments and the EDD maps as
shown in Figure 8. From the EDD maps, we can see that the π
resonance goes from the donors to the acceptors for both 9
Figure 6. Interaction energies (in kcal/mol) and hydrogen bond
distances (in Å) for 7 and 8. The black values refer to regular DFT
results, whereas the red ones are from the BLW method which strictly
localizes π electron pairs on each donor and acceptor.
Figure 7. Interaction energies (in kcal/mol) and hydrogen bond
distances (in Å) for quadruple hydrogen-bonded arrays 9−11. The
black values refer to regular DFT results, whereas the blue ones are
from the BLW method which strictly localizes π electron pairs on each
donor and acceptor.
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and 10, resulting in the hydrogen bond donors being more
positive and acceptors more negative, and subsequently much
stronger hydrogen bonding. It is obvious that there is a larger
charge accumulation around the frontier atoms in the DDAA
motif (9) than that in the DADA motif (10), due to the
resonance effect. Therefore, the hydrogen bonding in the
former is much stronger than in the latter, as discussed in the
literature.68 Figure 9 shows the electrostatic potential surfaces
(EPSs) for 9 and 10. The significant change from monomer to
complex in 9 (DFT) indicates the strong electrostatic
attraction and polarization stability in the hydrogen bonding,
apart from the electron transfer.
At last, we analyzed the dimer with all hydrogen bond
donors on one monomer and all acceptors on the other
monomer, i.e., DDDD-AAAA, as shown in Figure 10. Both the
aromatic (12) and linear (13) dimers with one positive charge
on the DDDD motif exhibit exceptional large interaction
energies, which is consistent with the literature.54 However, the
hydrogen bond distances for the DDDD+-AAAA array are
longer than those for its corresponding DDAA-AADD and
DADA-ADAD arrays. This can also be explained by the
enhanced electrostatic interaction due to the positive charge.
Unsurprisingly, by removing the positive charge, interaction
energies dramatically decrease from −59.2 kcal/mol to −30.7
kcal/mol for aromatic dimers and from −46.9 kcal/mol to
−21.9 kcal/mol (11′ in Figure 7) in linear dimers.
3.4. Energy Decomposition Analysis. As a last step, we
performed the BLW-ED calculations to further understand the
driving forces in the above multiple hydrogen bonding
complexes 1−13 from the perspectives of monomers with
results compiled in Table 1. All three components including
the steric energy, polarization energy, and charge transfer
energy make notable contributions to the binding complexes.
Considering that the steric energy is composed of the Pauli
repulsion and the electrostatic interaction and plays a
stabilizing role in all complexes, we can derive that the
electrostatic interaction is very attractive. Notably, for 5 (5′)
and 10 (10′) with DAD and DADA motifs, the contribution of
the charge transfer (σ-CT) is the largest, implying the
significant covalent nature in hydrogen bonding. The most
important finding is that the complexes with DD(DD)-
AA(AA) arrays (including 3, 6−8, and 11−13) have the
largest contribution from the steric effect, i.e., electrostatic
attraction, in line with the SEI model.
In the pretext, we ascribed the large binding energy
differences between 2 and 3 and between 4 and 5 to π
resonance. Indeed, the charge transfer stability through σ-
channels in these two pairs (and the linear analogous 4′ and
5′) is very close, in agreement with their similar hydrogen
bonding distances. The enhanced electrostatic attraction and
polarization in 3 or 4 or 4′, which result from the π
conjugation within monomers, are responsible for the much
higher interaction energy compared with 2 or 5 or 5′,
respectively. Owing to the assistance from the π conjugation,
the steric energy (or electrostatic attraction) in 4′ is even
higher than in 6′, which is of the DDD-AAA array and whose
charge transfer stabilization is the lowest due to the elongated
hydrogen bonding distances. As expected, electrostatic
attraction dominates the charged hydrogen bonds in both 7
and 7′. Due to the lack of effective π conjugation in 8, not only
the total interaction energy but also the energy components in
8 are very similar to the case of 6′. Adding electron-
withdrawing groups to 8 would notably increase the electro-
static attraction associated with the polarization in 8′. The
extremely high charge transfer and polarization stabilization
energies in 9 are very notable. The high charge transfer energy
can be traced to its short hydrogen bonding distances as shown
in Figure 7, while the high polarization energy in 9 indicates its
strong and long π resonance pathway. It is interesting to note
that the steric effect is essentially the same in 9 and its linear
analogue 9′ and does not contribute to their huge interaction
energy difference. Like 7 and 7′, 12 and 13 are overwhelmed
by the electrostatic attractions due to the positive charge in the
side of hydrogen bond donors.
4. CONCLUSIONS
Multiple hydrogen bonding arrays play a fundamental role in
supramolecular chemistry. In order to explain and predict the
relative hydrogen bonding strength in self-assembled com-
plexes, the secondary electrostatic interaction (SEI) model was
proposed and has been widely utilized. Recent extensive
Figure 8. Molecular dipole moments (in bracket, Debye. Black/red
values refer to DFT/BLW results) for monomers and electron density
difference (EDD) isosurface maps with the isovalue of 0.004 au
showing the movement of electron density due to π conjugation in 9,
10, 9′, and 10′. The orange/cyan colors indicate increasing/
decreasing of the electron density.
Figure 9. Electrostatic potentials on the 0.001 au electron density
surfaces of complexes 9 and 10 computed at the M06-2X/6-
311+G(d,p) level.
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studies, however, have questioned the validity of this simple
model. In this work, we used the simplest variant of VB theory,
the block-localized wave function (BLW) method, to study the
interaction in a series of exemplary doubly, triply, and
quadruply hydrogen-bonded complexes where hydrogen
bond donors and acceptors are connected via π conjugation.
The significance of the BLW method lies in its capability to
derive strictly electron-localized states where the π conjugation
is “shut down”. By comparing the geometries and energetics of
both electron-delocalized and electron-localized states for the
very same complex, we can differentiate and clarify the roles of
SEI and π conjugation in multiple hydrogen bonding.
Our BLW computations show that the fundamental driving
force is the resonance-assisted hydrogen bond (RAHB), and
the hydrogen bonding strengths can be significantly enhanced
by the π conjugation from the hydrogen bond donors to
acceptors, which leads to the donors having more positive
charges and the acceptors being more negatively charged. By
quenching the π resonance, the interaction energies would be
significantly reduced for all studied systems except for the
complexes with all donors grouped in one monomer and all
acceptors grouped on the other monomer (i.e., Dn−An) where
the π conjugation has a very limited impact. Therefore, in
contrast to the prediction by the SEI model, Dn−An bonded
arrays are not the most stable, as the resonance assistance is
insignificant. With the π conjugation “shut down”, however,
the SEI model may work to a certain extent. This suggests that
the SEI is secondary while the π resonance is the primary and
decisive factor governing the multiply hydrogen-bonded
complexes. The experimental findings that Dn−An bonded
arrays exhibit exceptional large binding energies due to the fact
that these arrays usually carry charges or electron-withdrawing
substituent groups.
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