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1. Capitolo 
 
Introduzione 
 
 
Java è un linguaggio di programmazione orientato agli oggetti, sviluppato dalla 
Sun Microsystems a partire dal 1991, e diventato ormai punto di riferimento per le 
applicazioni legate al mondo del World Wide Web.  
La caratteristica principale per la quale Java si distingue dagli altri linguaggi 
Object Oriented è la portabilità. Le applicazioni Java sono indipendenti dalla 
piattaforma di esecuzione e vengono eseguite da una macchina virtuale 
denominata Java Virtual Machine.  
Quando un programma scritto in Java viene compilato, invece di ottenere un 
codice eseguibile in linguaggio macchina si ottiene un codice intermedio 
denominato bytecode che viene interpretato da un interprete installato sulla 
piattaforma. Il bytecode è indipendente dall’effettiva implementazione hardware, 
quindi può essere eseguito su qualunque macchina purché sia installata la versione 
opportuna della Java Virtual Machine. 
La diffusione di programmi Java disponibili direttamente in codice bytecode ha 
reso necessario lo sviluppo di meccanismi di verifica dell’integrità del bytecode 
stesso, al fine di evitare che eventuali codici corrotti non certificati potessero 
danneggiare le piattaforme di esecuzione. La stessa Sun fornisce un verificatore 
del bytecode ed a partire dalle direttive di quest’ultimo altri sono stati realizzati. 
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Per una serie di motivi, legati soprattutto alle implementazioni dei costrutti del 
Java, alcuni controlli sul bytecode non possono essere effettuati da un verificatore 
statico, ma devono essere necessariamente eseguiti a tempo di esecuzione. Una 
situazione che presenta le problematiche sopra descritte si ottiene con l’utilizzo del 
costrutto Interface messo a disposizione dal linguaggio.  
 
L’obiettivo della Tesi è l’identificazione dei controlli relativi alle interfacce ed 
eseguiti a tempo di esecuzione, al fine di eliminarli per poter quantificare il 
guadagno in termini di prestazione legato alle esecuzioni dell’interprete Java.  
Negli ultimi mesi la Sun ha reso disponibile il codice della Java Virtual Machine 
sotto la licenza GPL (GNU General Public License) in un prodotto denominato 
OpenJDK, facilmente reperibile sul web. 
La prima parte della tesi riguarda lo studio del funzionamento della macchina 
virtuale Java e la localizzazione dei controlli effettuati a tempo di esecuzione che 
riguardano il costrutto delle Interfacce.  
Una volta identificati ed eliminati, la parte successiva prevede una fase di test su 
determinati benchmark disponibili in rete al fine di comprendere il vantaggio in 
termini di prestazioni che è possibile ottenere con l’esclusione dei controlli a 
runtime. 
La parte finale riguarda una valutazione dei risultati ottenuti dalle misurazioni, per 
mezzo della quale viene dimostrato che non si ottengono guadagni significativi 
nell’eliminazione del controllo di tipo a runtime sulle interfacce. 
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2. Capitolo 
 
Java 
 
In questo capitolo sono analizzate le caratteristiche principali del linguaggio e le 
problematiche legate alla sua implementazione e allo sviluppo nel mercato del 
World Wide Web. 
 
2.1 La nascita di Java 
 
Nel aprile del 1991, un gruppo di ingegneri della Sun Microsystems, conosciuti 
con il nome di “Green Group” [1], iniziò a realizzare una tecnologia in grado di 
integrare le conoscenze nel campo del software con l’elettronica di consumo. 
L’intento era quello di ottenere un linguaggio indipendente dalla piattaforma, non 
legato ad un particolare hardaware o sistema operativo.   
Il linguaggio di programmazione ottenuto, una estensione del C++, fu 
originariamente chiamato Oak e, successivamente per motivi di royalty Java. Nel 
corso del tempo la direzione originale del progetto dovette subire vari 
cambiamenti ed il target del prodotto fu spostato al World Wide Web.  
Il 23 Maggio del 1995 la Sun Microsystems annuncia ufficialmente Java. Da quel 
momento il linguaggio sperimenta un notevole sviluppo e diventa punto di 
riferimento per i maggiori produttori nel settore del software. 
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Il 23 Gennaio del 1996 viene rilasciata la prima release del tool di 
programmazione JDK (ver. 1.0) e il 15 Giugno del 1999 la Sun Microsystems 
annuncia le tre nuove piattaforme J2SE, J2EE e J2ME (Fig. 2.1).  
Avvalendosi di sempre nuove funzionalità (API), Java si espande in numerosi 
campi per i quali l’utilizzo della rete e la portabilità su hardware sono cruciali: 
Smart Cards, sistemi embedded come cellulari, TV, computer per auto. 
 
 
Figura 2-1  Le piattaforme Java 
 
Il 13 novembre 2006 la Sun Microsystems rilascia la sua implementazione del 
compilatore Java e della macchina virtuale sotto licenza GPL.  
L'8 maggio 2007 Sun rilascia anche le librerie (tranne alcune componenti non di 
sua proprietà) sotto licenza GPL rendendo Java un linguaggio di programmazione 
la cui implementazione di riferimento è libera. 
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2.2 La portabilità 
 
La caratteristica principale del linguaggio Java è la portabilità delle sue 
applicazioni. Un programma scritto in Java può essere eseguito su svariate 
piattaforme di elaborazione, indipendentemente dal particolare hardware o sistema 
operativo presenti nell’architettura [1].  
Questa notevole potenzialità è dovuta all’ambiente di esecuzione che è stato 
pensato e progettato per il linguaggio. Al contrario degli altri linguaggi Object 
Oriented, un codice Java non viene tradotto nelle istruzioni macchina specifiche di 
ogni piattaforma, ma viene eseguito su uno strato superiore al sistema operativo 
denominato macchina virtuale (Fig. 2.2). 
 
 
 
 
 
 
 
 
 
 
Figura 2-2  La macchina virtuale Java 
 
La macchina virtuale Java, denominata Java Virtual Machine, interpreta un codice 
intermedio chiamato bytecode e produce a tempo di esecuzione il codice macchina 
relativo alla piattaforma di esecuzione.  
Un file in codice bytecode può essere eseguito su qualunque piattaforma senza 
bisogno di apportare alcuna modifica, purché sia installata la opportuna Java 
Virtual Machine relativa al sistema operativo/architettura su cui si sta lavorando.  
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Uno famoso slogan della Sun Microsystems dice: “Write once, run everywhere” 
(scrivi una volta ed esegui ovunque). Questa flessibilità attribuisce al Java il titolo 
di linguaggio portabile. 
 
2.3 Il Bytecode 
 
Un programma in linguaggio Java può essere scritto su qualunque editor di testo, 
purché il file sia salvato in formato .java. In seguito sono richiesti alcuni passaggi 
per poterlo eseguire correttamente. 
 
Un file .java deve essere compilato per poter ottenere del codice eseguibile. 
Utilizzando, ad esempio, il compilatore javac fornito dalla Sun Microsystems 
otteniamo un file in formato .class che, come indicato precedentemente, non 
contiene del codice macchina puro ma del codice bytecode. Al momento 
dell’esecuzione del programma il bytecode viene poi interpretato dall’interprete 
della Java Virtual Machine (Fig. 2.3). 
Volendo dare una definizione chiara possiamo dire che il bytecode è la sequenza 
di byte con cui vengono codificate le istruzioni dei metodi di ogni file .class, ed in 
sostanza è il linguaggio macchina della Java Virtual Machine.  
 
Un esempio di codice bytecode è 03 3b 84 00 01. Chiaramente per comodità noi 
non faremo riferimento alla sequenza di bytes indicata, ma ad istruzioni 
mnemoniche più intuitive.  
 
La sequenza può essere scomposta in tre istruzioni distinte: 
 
 03 ? iconst_0 
 3b ? istore_0 
                                    84 00 01 ? iinc 0, 1 
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Figura 2-3  Esecuzione di un programma Java 
 
Analizziamo le principali caratteristiche del bytecode: 
 
? Il formato delle istruzioni è <opcode> <operand(s)>. Il campo 
<opcode> ha un codice mnemonico simile all’assembler e il campo 
<operand(s)> varia in base al codice operativo; 
 
? Il set di istruzioni è codificabile su un solo byte. Il nome bytecode 
nasce proprio da questa caratteristica che naturalmente permette di  
minimizzare la dimensione dei file .class; 
 
? Le istruzioni sono organizzate per tipi di dato. Il tipo è inserito nel 
campo <opcode>, ad esempio l’istruzione iload_x opera su interi (i 
integer). I tipi primitivi del bytecode sono byte, short, int, long, float, 
double, char e address; 
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? La istruzioni operano su di uno stack, utilizzato per caricare e salvare 
gli operandi. Ad esempio l’istruzione istore_x effettua il pop di un 
operando intero dallo stack e lo memorizza nel registro x. La Java 
Virtual Machine è dunque una macchina stack-based; 
 
Studiamo le istruzioni più importanti del bytecode [2]: 
 
? Istruzioni di trasferimento dati: trasferiscono valori tra stack e variabili 
locali. Appartengono a questa categoria istruzioni quali βconst_d, 
τload_x, τstore_x ed altre: 
 
o βconst_d carica una costante d di tipo β nel top dello stack; 
o τload_x carica il valore di tipo τ dal registro x nel top dello stack; 
o τstore_x preleva dalla cima dello stack il valore di tipo τ e lo 
memorizza nel registro x;  
 
Ad esempio l’istruzione iload_2 preleva dal registro 2 un valore intero 
e lo memorizza nella cima dello stack, mentre fstore_1 memorizza nel 
registro 1 un reale prelevato dalla cima dello stack. 
 
? Istruzioni aritmetiche: eseguono operazioni aritmetiche servendosi 
dello stack per prelevare e memorizzare i dati. Appartengono a questa 
categoria istruzioni quali add, mul ed altre. Ad esempio iadd  preleva 
due interi dallo stack e memorizza in cima allo stesso il risultato della 
loro addizione; 
 
? Istruzioni di conversione tipo: prelevano dal top dello stack un 
operando di tipo β, lo convertono in uno di tipo β’ e lo memorizzano 
nello stack. Ad esempio i2c converte un intero in un char; 
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? Istruzioni di controllo flusso: controllano il flusso di esecuzione di un 
programma. Appartengono a questa categoria le istruzioni di salto 
incondizionato quali  goto, jsr, ret e le istruzioni di salto condizionato 
quali if, tableswitch ed altre; 
 
? Istruzioni per la creazione di oggetti: appartengono a questa categoria 
l’istruzione new che crea una nuova istanza di una classe e l’istruzione 
newarray che crea un nuovo array;  
 
? Istruzioni di gestione stack: manipolano lo stack. Ad esempio dup 
duplica il valore in cima allo stack; 
 
? Istruzioni di invocazione metodi e di return: appartengono a questa 
categoria istruzioni quali invokevirtual, invokespecial, invokeinterface 
ed altre. Ad esempio l’istruzione invokevirtual A.m invoca un metodo 
m di una istanza della classe A, mentre l’istruzione invokeinterface I.m 
invoca un metodo m di un’interfaccia I; 
 
? Istruzioni di accesso ai campi  di un oggetto: permettono di accedere in 
lettura o in scrittura ai campi di un oggetto. Appartengono a questa 
categoria istruzioni quali getfield e putfield. Ad esempio l’istruzione 
putfield C.f:τ preleva un operando di tipo τ dallo stack e lo inserisce nel 
campo f dell’oggetto C; 
 
 
Per maggiori dettagli fare riferimento alle specifiche Java 2 di Sun Micorsystems 
[3]. 
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2.4 La Java Virtual Machine 
 
La Java Virtual Machine è il software che esegue i programmi Java compilati 
sulle diverse piattaforme hardware/OS. Essa costituisce l’elemento centrale della 
tecnologia Java in quanto rende il bytecode portabile e consente di controllare la 
correttezza e la sicurezza del codice prima della reale esecuzione. 
 
La JVM è composta da (Fig. 2.4): 
 
? Class Loader: carica i file .class in memoria; 
? Class Verifier: controlla il bytecode prima che venga eseguito; 
? Runtime Interpreter: interpreta il bytecode; 
? JIT Compiler: compilatore just-in-time; 
 
Figura 2-4  La struttura della Java Virtual Machine 
 
Uno dei principi centrali di Java è costruire codice realmente mobile. Il sistema 
richiede l’abilità di caricare dinamicamente codice proveniente dall’esterno. In 
Java il codice è caricato, dal disco o dalla rete, per mezzo del Class Loader che 
determina quando e come aggiungere delle classi all’ambiente Java in esecuzione.  
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La dinamicità propone una serie di problematiche legate alla sicurezza delle 
piattaforme di lavoro. Una vasta quantità di applicazioni è distribuita direttamente 
come codice eseguibile bytecode “non certificato”, senza la garanzia dunque che 
l’eseguibile sia esente da codice maligno. Il compito del verificatore è appunto 
verificare la correttezza del bytecode che si sta per eseguire, aspetto molto delicato 
che verrà trattato nel dettaglio in seguito. 
Un codice bytecode verificato e corretto viene interpretato a runtime da un 
interprete che ha il compito di tradurre il linguaggio bytecode nel codice macchina 
della specifica piattaforma sulla quale lavora. Le prime implementazioni della 
JVM si limitavano esclusivamente ad intepretare il bytecode al fine di ottenere la 
massima portabilità (Architecture Neutral). Questa soluzione si è però rivelata 
poco efficiente, soprattutto in termini di velocità di esecuzione.  
Per questo motivo, tutte le implementazioni recenti di macchine virtuali Java 
hanno incorporato un JIT compiler, cioè un compilatore interno, che al momento 
del lancio traduce al volo il programma bytecode Java in un normale programma 
nel linguaggio macchina del computer ospite.  
Inoltre, questa ricompilazione è dinamica, cioè la virtual machine analizza 
costantemente il modello di esecuzione del codice (profiling), e ottimizza 
ulteriormente le parti più frequentemente eseguite (hotspot), mentre il programma 
è in esecuzione. Questi accorgimenti, a prezzo di una piccola attesa in fase di 
lancio del programma, permettono di avere delle applicazioni Java decisamente 
più veloci e leggere.  
Tuttavia, anche così Java resta un linguaggio meno efficiente dei linguaggi 
compilati come il C++, scontando il fatto di possedere degli strati di astrazione in 
più, e di implementare una serie di automatismi, come il Garbage Collector, che 
se da un lato fanno risparmiare tempo ed errori in fase di sviluppo dei programmi, 
dall'altro consumano memoria e tempo di CPU in fase di esecuzione del 
programma finito. 
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2.5 Il modello di sicurezza Java 
 
Le metodologie utilizzate da Java in materia di sicurezza si concentrano 
fondamentalmente sulla verifica del bytecode e sul modello SandBox.  
 
La verifica del bytecode consiste in un’analisi statica del codice di un file .class 
locale o remoto [3], eseguita per mezzo di un verificatore prima della sua effettiva 
esecuzione nel sistema (Fig. 2.5).  
 
 
 
 
 
 
 
 
 
 
 
Figura 2-5  Il processo di verifica del bytecode 
 
Anche se il compilatore javac della Sun è stato implementato per produrre 
esclusivamente codice valido, la Java Virtual Machine non ha garanzie sul fatto 
che ogni file caricato nel sistema sia stato generato dal javac o che comunque sia 
strutturato in maniera corretta.  
Un esempio sono le “applets non certificate”, codici scaricati dalla rete già 
compilati,  per i quali non si ha nessuna informazione sull’origine del codice stesso 
e nessuna garanzia sul fatto che non siano potenzialmente pericolosi. 
Un ulteriore problema relativo alla validità del codice è legato alla compatibilità 
tra versioni compilate dei vari file .class [4].  
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Un programmatore può aver correttamente compilato il proprio codice .java che fa 
riferimento ad alcuni metodi dichiarati in un altro file .class. La definizione di 
questi metodi però potrebbe cambiare in futuro in maniera incompatibile rispetto a 
prima, basti pensare al caso di un aggiornamento in cui alcuni metodi che prima 
erano pubblici adesso diventano privati. 
 
L’algoritmo di verifica di un file .class verrà analizzato in dettaglio nel paragrafo 
successivo. 
 
Per il codice di un file .class remoto, come le applets, un ulteriore livello di 
sicurezza consiste nel modello SandBox [5]. 
Con il termine SandBox si intende l’utilizzo di un ambiente con un numero 
limitato di APIs (Application Program Interface), in cui poter eseguire del codice 
scaricato dalla rete (applets), in modo da consentire solo un numero limitato di 
interazioni con il sistema (Fig. 2.6). Se le APIs permesse dal SandBox sono 
programmate correttamente, le applets non possono minare l’integrità del sistema 
e dei dati. 
 
 
 
 
 
 
 
 
 
 
 
Figura 2-6  Il modello SandBox 
 
Per maggiori dettagli fare riferimento alla documentazione Sun Microsystems [6]. 
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2.6 La verifica del Bytecode 
 
L’analisi statica del file .class in esame si sviluppa sul controllo di due categorie 
principali di vincoli: 
 
1. vincoli statici [3 4.8.1]: garantiscono che il file .class sia scritto 
correttamente (istanze valide, max lunghezza, registri esistenti ed altre); 
 
2. vincoli strutturali [3 4.8.2]: la verifica comporta la conoscenza dello 
stato nel quale le istruzioni vengono eseguite. Ad esempio per le 
istruzioni si deve verificare che gli argomenti siano del tipo 
appropriato, che non si generino stack overflow o underflow e che 
l’esecuzione non superi l’ultima istruzione del metodo. Risulta chiaro 
che per questi vincoli è necessaria un’analisi dinamica realizzata 
attraverso un’esecuzione astratta del programma; 
 
La Sun propone un algoritmo di riferimento per la verifica del bytecode 
organizzato in 4 passi [3 4.9.1], che ha l’intento di fornire un insieme di linee 
guida per un implementazione corretta dell’intero processo. 
 
Un file .class da verificare deve superare una serie di controlli organizzati nei 
seguenti passi: 
 
 
 
Passo 1) Il file .class deve avere  una struttura corretta: 
 
? deve contenere il numero 0xCAFEBABE nei primi 4 bytes; 
? tutti gli attributi riconosciuti devono essere della lunghezza corretta; 
? il file .class non deve essere troncato o avere extra bytes alla fine; 
? il constant pool deve contenere informazioni corrette;  
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Passo 2) Si controllano tutti i vincoli strutturali verificabili senza un’analisi del 
codice dei metodi: 
 
? le classi dichiarate final non devono essere superclassi di alcuno ed i 
metodi dichiarati final non devono essere sovrascritti;  
? ogni classe deve avere una superclasse, eccetto Object;  
? il constant pool deve soddisfare i vincoli statici;  
? tutti i riferimenti degli attributi e dei metodi del constant pool devono 
essere validi;  
 
 
 
Passo 3) Si procede all’analisi del codice dei singoli metodi attraverso una 
verifica indipendente degli stessi, effettuando alcuni controlli statici rimanenti e 
gli opportuni  controlli strutturali con quella che viene definita la data-flow 
analysis.  
 
Per ogni istruzione si devono verificare le seguenti condizioni: 
 
? indipendentemente dal particolare flusso di programma seguito per 
raggiungere una medesima istruzione, lo stack deve avere sempre la stessa 
dimensione e contenere gli stessi tipi necessari per l’esecuzione 
dell’istruzione stessa;  
? Non è possibile accedere a variabili locali che non contengano valori del 
tipo appropriato; 
? i metodi devono essere invocati con gli argomenti appropriati;  
? le istruzioni devono essere invocate con argomenti di tipo appropriato nelle 
variabili locali e nello stack; 
 
 
Il passo 3 è il più complesso e verrà analizzato in maniera molto dettagliata nel 
prossimo paragrafo. 
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Passo 4) Si effettuano dei controlli non eseguiti al passo 3 in quanto effettuabili 
solo dopo il caricamento del file .class: 
 
? quando viene referenziato un oggetto i tipi devono essere compatibili; 
? metodi e campi referenziati devono esistere nella classe; 
? il descrittore di metodi e campi referenziati deve essere quello indicato; 
? il metodo in esecuzione deve avere i diritti di accesso adeguati per il 
metodo o campo referenziato; 
 
L’algoritmo di verifica della Sun deve essere considerato come un punto di 
riferimento per un’efficiente implementazione di un algoritmo di verifica. A 
partire da questo, altri algoritmi sono stati pensati e realizzati. 
 
2.6.1 La data-flow analysis 
Il primo passo verso la data-flow analysis è il parsing del file .class per salvare in 
il codice di ogni metodo, scomposto in sequenze di istruzioni, in un array.  
 
In seguito vengono verificati i vincoli statici rimanenti: 
 
? le istruzioni di salto devono raggiungere sempre istruzioni interne al codice 
del metodo; 
? i targets dei salti devono essere l’inizio di una istruzione (le istruzioni 
possono occupare più byte e non si deve saltare nel mezzo del loro codice); 
? le istruzioni devono accedere o modificare solo variabili locali valide; 
? il codice di un metodo non può terminare nel mezzo di una istruzione; 
? l’esecuzione di un metodo non può andare oltre la fine del proprio codice; 
? per ogni gestore delle eccezioni, i bytes che delimitano l’inizio e la fine del 
codice protetto devono essere l’inizio di una istruzione (la fine nel caso di 
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ultima istruzione). Il byte d’inizio deve precedere sempre il byte di fine 
codice protetto e l’ultima istruzione del codice del metodo; 
 
Dopo queste ultime verifiche statiche inizia effettivamente la data-flow analysis.    
Il cuore di tutto il processo di analisi è un interprete astratto [7] che esegue le 
istruzioni della Java Virtual Machine in modo “difensivo” (include test sui tipi, 
stack overflow e underflow, etc), ma opera sui tipi invece che sui valori. 
L’interprete astratto manipola in realtà uno “stack astratto” e dei “registri astratti” 
(un array che associa tipi a numeri di registro), dunque “simula” l’esecuzione delle 
istruzioni solo a livello dei tipi senza produrre risultati effettivi su stack e registri 
della Java Virtual Machine. 
 
Formalmente è possibile definire l’interprete astratto come una relazione di 
transizione i: (S, R)  →  (S’, R’) dove: 
? i: istruzione da eseguire in modo “simbolico”; 
? (S, R): stato dello “stack astratto” e dei “registri astratti” prima 
dell’esecuzione simbolica dell’istruzione; 
? (S’, R’): stato dello “stack astratto” e dei “registri astratti” dopo 
l’esecuzione simbolica dell’istruzione;  
 
Per ogni singola istruzione del metodo è necessario dunque memorizzare un frame, 
più precisamente un in-frame, cioè lo stato dello “stack astratto” e dei “registri 
astratti” prima dell’esecuzione simbolica dell’istruzione. L’ interprete astratto 
Java controlla la validità delle pre-condizioni di ogni istruzione e procede 
all’esecuzione simbolica della stessa.  
Ad esempio supponiamo che debba essere eseguita l’istruzione iadd. Le 
precondizioni da verificare sono che lo “stack astratto” contenga almeno due 
elementi e che entrambi siano di tipo intero. L’esecuzione simbolica comporta il 
pop dei due elementi e il push della somma di tipo intero nello “stack astratto”. 
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La data-flow analysis esegue la verifica metodo per metodo in modo indipendente. 
Quando verifica il codice di un metodo assume che tutti gli altri metodi siano 
scritti correttamente. 
 
Le condizioni iniziali per l’analisi sono: 
 
? le pre-condizioni per la prima istruzione del metodo sono salvate nel 
descrittore del metodo; 
? i registri indicati sono inizializzati con un determinato tipo, mentre tutti gli 
altri contengono al momento valori non definiti; 
? lo stack è inizialmente vuoto; 
? ogni istruzione ha un changed bit per indicare, se il suo valore è true, che  
l’istruzione deve essere eseguita dall’interprete astratto; 
? viene messo a true solo il changed bit della prima istruzione; 
 
Si procede con la verifica del metodo: 
 
1) Viene selezionata (si può indicare un ordine prestabilito o casuale) una 
istruzione con il changed bit a true. Il bit viene settato a false e si 
procede con il passo 2. Se nessuna istruzione ha il changed bit uguale a  
true vuol dire che il metodo è stato verificato con successo. E’ stato 
raggiunto quello che definiamo punto fisso dell’iterazione;  
 
 
2) Si esegue virtualmente l’istruzione, simulando l’effetto sullo stack e 
sulle variabili locali. Se le seguenti condizioni non sono soddisfatte, la 
verifica fallisce: 
 
? se l’istruzione preleva operandi dallo stack, si deve verificare che 
siano in numero sufficiente e del tipo appropriato; 
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? se l’istruzione preleva operandi da variabili locali, si deve verificare 
che contengano valori del tipo appropriato;  
? se l’istruzione carica operandi nello stack, si deve verificare che 
esista spazio sufficiente in pila e, in seguito, viene simulata 
l’esecuzione inserendo sullo stack gli operandi del tipo specificato 
dall’istruzione; 
? se l’istruzione carica un valore in una variabile locale, si deve 
memorizzare il tipo nella variabile locale;  
 
 
3) Si determinano i successori dell’istruzione appena eseguita.  
 
I possibili successori possono essere: 
 
? l’istruzione successiva, se non siamo in presenza di salti 
incondizionati. Se si supera l’ultima istruzione del metodo, la 
verifica fallisce; 
? i targets di salti condizionati e incondizionati; 
? i gestori delle eccezioni che proteggono l’istruzione; 
 
 
4) Si effettua il merge dell’out-frame, prodotto in seguito all’esecuzione 
dell’istruzione corrente, nell’in-frame di tutti i suoi successori. Se il 
successore deve essere virtualmente eseguito come prima volta bisogna 
cambiare il suo changed bit al valore true e salvare il frame generato 
dal merge come suo in-frame. Se il successore è già stato eseguito 
precedentemente bisogna cambiare il changed bit al valore true se e 
solo se l’in-frame del successore è cambiato in seguito al merge con 
l’out-frame dell’istruzione corrente. 
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Il merge fra due frames prevede due regole: 
 
? merge tra due stack: l’altezza degli stack deve essere la medesima            
(devono contenere esattamente lo stesso numero di valori) e i     
valori nelle rispettive posizioni devono essere dello stesso tipo. Per 
i riferimenti ad oggetti non esiste questo vincolo e il merge produce 
un riferimento del tipo primo supertipo comune ai due oggetti. Se le 
condizioni non sono soddisfatte la verifica del metodo fallisce. 
 
? merge tra due insiemi di variabili locali: il tipo delle coppie di 
variabili relative ai due frames deve essere identico, altrimenti dopo 
il merge il tipo della variabile locale è non valido. Se invece si è in 
presenza di riferimenti ad oggetti, dopo il merge il tipo della 
variabile locale è un riferimento del tipo primo supertipo comune ai 
due oggetti. 
 
Se un successore è un gestore delle eccezioni, e solo in questo caso, lo stack 
conterrà un solo oggetto, del tipo specificato dal gestore. 
 
 
5) Si prosegue con il passo 1. 
 
 
Gli aspetti legati al merge in caso di riferimenti ad oggetti e al tipo primo 
supertipo comune saranno ripresi nel prossimo capitolo quando verrà affrontato il 
problema della verifica delle Interfacce. 
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2.6.2 L’algebra dei tipi 
Per comprendere al meglio il processo di verifica di un codice bytecode è 
necessario fare un’analisi dettagliata dei tipi di dati con i quali l’interprete astratto 
deve lavorare. 
 
I tipi manipolati dall’interprete astratto durante la data-flow analysis sono in 
pratica del tutto compatibili con quelli definiti nel linguaggio Java (Fig. 2.7): 
 
? tipi primitivi: sono i tipi numerici più i tipi boolean e address; 
? tipi riferimento ad oggetto: sono i riferimenti a classi, interfacce ed arrays;  
 
 
 
Figura 2-7  Tipi definiti nel linguaggio Java 
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In realtà l’interprete astratto ha bisogno per l’esecuzione della data-flow analysis 
di tre tipi aggiuntivi [7]: 
 
? ┬: rappresenta il tipo non inizializzato; 
? null: rappresenta il tipo riferimento nullo; 
? ┴: rappresenta l’assenza di qualche valore; 
 
In Fig. 2.8 è mostrata la gerarchia dei tipi con i quali lavora l’interprete astratto.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2-8  Gerarchia dei tipi utilizzata dall'interprete astratto 
 
I tipi boolean, byte, short e char sono sottotipi del tipo int (Fig. 2.9). I tipi E, F, G 
sono classi e in particolare F ed G estendono il tipo E. Il tipo null è l’estremo 
inferiore del tipo riferimento, mentre gli altri due tipi aggiuntivi sono agli estremi 
della gerarchia. 
      25
__________________________________________________________________ 
 
Per chiarire meglio il significato del tipo T basta fare un semplice esempio con 
una delle numerose istruzioni del bytecode. Quando viene eseguita virtualmente 
l’istruzione load viene sistematicamente testato il contenuto del registro a cui fa 
riferimento, al fine di verificare che il suo contenuto non sia appunto del tipo T. 
Questo succede perché un valore che deve essere prelevato da un registro per poi 
essere caricato in memoria non può avere un contenuto non inizializzato. 
Per lo stesso motivo risulta evidente il significato degli altri due tipi aggiuntivi e 
della necessità di verificare durante le esecuzioni simboliche che non vi siano 
riferimenti ad oggetti nulli o valori non presenti.  
  
 
 
 
 
 
 
 
 
 
Figura 2-9  Relazione tra tipi base 
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3. Capitolo  
 
Le Interfacce 
In questo capitolo viene analizzato il costrutto dell’Interfaccia Java e descritta la 
questione della verifica statica e dei controlli posticipati a runtime. 
 
3.1 Il costrutto Interfaccia 
 
In Java una classe può avere un’unica superclasse diretta, non è possibile quindi 
scrivere un codice di questo tipo:   
 
class B extends A1, A2 { 
……… 
} 
 
Chiaramente questa è una limitazione, in quanto un classe può essere vista come 
sottoclasse di più sopraclassi. Ad esempio se definiamo una classe Cerchio ed altre 
due classi Figure Geometriche e Oggetti Rotolanti è evidente che sarebbe corretto 
permettere a Cerchio di ereditare i metodi definiti nelle altre due classi.  
Il linguaggio C++ ad esempio permette una relazione di questo tipo fra le classi, 
definita più in generale come eredità multipla.  
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L’eredità multipla comporta però una serie di problematiche, basti pensare al caso 
di uno stesso metodo definito da entrambe le superclassi di una sottoclasse. In 
questa situazione non è chiaro quale dei due metodi ereditati debba essere eseguito 
dalla sottoclasse.                                      
Nella realizzazione di Java si è scelto di evitare l’eredità multipla e permettere 
solo quella semplice, ma è stato messo a disposizione del programmatore un 
costrutto alternativo chiamato Interfaccia [8].  
 
Un’interfaccia è analoga ad una classe, ma ci sono alcune differenze: 
 
? si utilizza la parola chiave interface; 
? non viene fornita l’implementazione di nessun metodo dichiarato 
nell’interfaccia (i metodi sono tutti astratti); 
? una classe può implementare un’interfaccia, fornendo un’implementazione 
di tutti i suoi metodi e utilizzando la parola chiave implements; 
? un’interfaccia può ereditare da più interfacce; 
? una classe può implementare più interfacce; 
 
Quest’ultimo punto chiarisce la potenzialità di questo strumento. Se una classe può 
ereditare esclusivamente da un’unica superclasse diretta, con le interfacce si da la 
possibilità alle classi di implementare i metodi di più interfacce. Inoltre una classe 
può ereditare metodi da una superclasse e contemporaneamente implementare i 
metodi di un’interfaccia.  
 
E’ possibile dunque scrivere un codice di questo tipo: 
 
/*  definizione dell’interfaccia */ 
interface I { 
void f() {}; 
} 
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/* definizione della classe astratta */ 
abstract class A { 
void g() {}; 
} 
 
/*  definizione della classe B che estende A e implementa I */ 
class B extends A implements I { 
void f() {  /* implementazione del metodo f() */ } 
void g() { /* implementazione del metodo g() */ } 
……  } 
 
/*  dichiaro una variabile interfaccia e creo una istanza della classe B */ 
I myinterf; 
B myclass = new B(); 
 
/* assegno alla variabile di tipo interfaccia I l’oggetto di tipo B  in quanto la 
classe B implementa l’interfaccia I */ 
myinterf = myclass; 
 
/* l’oggetto può tranquillamente chiamare l’esecuzione di un metodo 
implementato dall’interfaccia */ 
myclass.f(); 
 
E’ importante ricordare per concludere che le interfacce possono anche dichiarare 
esclusivamente campi statici: 
 
/* definisco l’interfaccia I e la costante  */ 
interface I { 
public static final int COSTANTE = 10; 
} 
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/* definisco la classe A che implementa I e quindi può utilizzare la costante */ 
class A implements I {… 
if (valore > COSTANTE) …   
} 
 
3.2 La verifica delle Interfacce 
 
Per avere una data-flow analysis corretta è necessario che l’algebra dei tipi, 
ordinata secondo una gerarchia di relazioni, costituisca un semi-lattice [7]. Questo 
vuol dire che per ogni coppia di tipi deve esistere quello che definiamo il least 
upper bound, cioè il primo supertipo comune ad entrambi. In Fig. 3.1 è mostrato 
un esempio di due classi D e E che hanno un primo supertipo comune C. 
 
 
Figura 3-1  Supertipo comune di due classi 
 
Purtroppo questa proprietà manca nell’algebra dei tipi sulla quale lavora 
l’interprete astratto (algebra Java più tipi aggiuntivi), dunque in alcune situazioni 
la data-flow analysis non può svolgere la sua funzione correttamente. 
Uno di questi casi si presenta quando nel codice bytecode ci sono definizioni e 
chiamate di metodi che riguardano il costrutto delle interfacce.  
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Il problema nasce dal fatto che le interfacce sono tipi, proprio come le classi, ma 
una classe può implementare più interfacce. 
 
Consideriamo il seguente codice: 
 
interface I {…} 
interface J {…} 
class C1 implements I, J {…} 
class C2 implements I, J {…} 
 
Le relazioni fra i tipi definiti nel codice è mostrata nel grafico in Fig. 3.2. 
 
 
 
 
 
 
 
Figura 3-2  Relazioni fra classi C1, C2 e interfacce I, J 
 
Le relazioni fra i tipi non costituiscono chiaramente un semi-lattice. Entrambe le 
classi C1 e C2 hanno due primi supertipi comuni che non sono comparabili fra 
loro (nessuno è sottotipo dell’altro).  
 
Analizziamo come esempio un metodo di cui non è possibile effettuare la verifica. 
In Fig. 3.3 sono mostrate le definizioni di due interfacce SI e SJ che dichiarano 
ripsettivamente i metodi siMethod() e sjMethod() e le definizioni di due interfacce 
I e J che estendono entrambe le interfacce SI, SJ. Infine è mostrato il corpo di un 
metodo che ha come parametri delle variabili di tipo interfaccia I e J [9]. 
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Figura 3-3  Metodo non verificabile 
 
In Fig. 3.4 vengono mostrate le relazioni fra i tipi definiti nel codice. La variabile 
locale x deve necessariamente essere un supertipo comune di I e J e allo stesso 
tempo deve essere un sottotipo di SI e SJ.  
Questo metodo è un caso interessante di verifica del bytecode. Durante la data-
flow analysis si presenta il problema del primo supertipo comune relativo al 
controllo sulla variabile x.  
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A causa della presenza delle interfacce non si sa bene cosa fare, l’esistenza di due 
primi supertipi comuni non comparabili fra loro produce ambiguità nel processo di 
verifica. Alcune soluzioni al problema sono state implementate e nel prossimo 
paragrafo verranno presentate e analizzate. 
 
 
 
 
 
 
 
 
 
Figura 3-4  Gerarchia dei tipi con eredità multipla 
 
3.3 Soluzioni al problema della verifica 
 
Per risolvere il problema introdotto dall’uso delle interfacce sono state realizzate 
soluzioni più o meno complesse. In questo paragrafo ne analizzeremo tre, 
cercando di evidenziare pregi e difetti di ognuna [7]. 
 
Soluzione 1) 
Un approccio alla questione consiste nel manipolare, invece che tipi singoli come 
visto fino ad ora, insiemi di tipi durante il processo di verifica del bytecode. Questi 
insiemi di tipi devono essere visti come tipi unificati. 
Prendendo come esempio la gerarchia in Fig. 3.2, l’insieme di tipi {I, J} può 
essere visto come il tipo unificato “I ^ J” che rappresenta entrambi i tipi I e J. 
Ovviamente “I ^ J” è un primo supertipo comune per entrambe le classi C1 e C2.  
      33
__________________________________________________________________ 
 
Soluzione 2) 
Una soluzione di natura diversa punta sul completamento della gerarchia delle 
classi e delle interfacce in modo da avere una struttura a lattice.  
Questa operazione deve essere fatta prima di cominciare la verifica del bytecode. 
Sempre in riferimento alla gerarchia mostrata in  Fig. 3.2, viene aggiunta una 
pseudointerfaccia IandJ che estende entrambe le interfacce I e J. La conseguenza è 
che le due classi C1 e C2 implementano direttamente la nuova interfaccia IandJ, 
ottenendo una nuova gerarchia come quella mostrata in Fig. 3.5. 
 
 
 
 
 
 
 
 
Figura 3-5  Gerarchia completata 
 
Il vantaggio di questa soluzione, rispetto a quella precedente, è che il 
completamento della gerarchia viene fatta una volta per tutte prima dell’inizio 
della verifica, la quale ovviamente tornerà a lavorare su singoli tipi e non su tipi 
unificati. Questo rende il processo di verifica più snello e veloce. 
 
Soluzione 3) 
La soluzione più semplice al problema delle interfacce è stata sviluppata proprio 
dalla Sun e applicata al verificatore bytecode fornito da quest’ultima. 
Per dirlo in maniera molto semplice, il verificatore bytecode ignora totalmente le 
interfacce trattandole tutte come classi di tipo Object. L’algebra dei tipi contiene 
solo classi e non il tipo interfaccia, dunque i rapporti di derivazione sono 
semplicemente quelli relativi ai tipi classe.  
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Dato che in Java l’eredità multipla fra le classi non è permessa, la gerarchia dei 
tipi è banalmente una struttura ad albero che corrisponde ad un semi-lattice.  Il 
primo supertipo comune di due classi è la classe nodo della struttura ad albero dal 
quale derivano le due classi stesse.  
Il lato negativo di questa soluzione, se confrontato con le due precedentemente 
esaminate, è che il verificatore non può garantire attraverso un controllo statico 
che un determinato riferimento ad un oggetto implementi una particolare tipo di 
interfaccia. Per essere più chiari prendiamo come riferimento l’istruzione 
invokeinterface I.m che invoca un metodo m di una interfaccia I su un oggetto. 
Non si può avere nessuna garanzia di ricevere a run-time un oggetto che realmente 
implementi l’interfaccia I e l’unica cosa che il verificatore Sun può garantire è che 
si riceva a run-time un argomento di tipo Object, cioè un riferimento ad oggetto. 
La conseguenza di questa situazione è che per la invokeinterface è necessario un 
controllo supplementare a run-time per verificare che un dato oggetto implementi 
realmente l’interfaccia I, generando un’eccezione nel caso questo non si verifichi. 
Chiaramente questo controllo comporta un rallentamento nelle prestazioni 
dell’interprete di difficile determinazione. 
 
Nel prossimo capitolo inizieremo lo studio della Java Virtual Machine per arrivare 
poi ad identificare questi controlli a run-time e ad eliminarli. Successivamente 
attraverso dei benchmark cercheremo di quantificare la perdita in prestazione 
dell’interprete per valutare se sia trascurabile oppure rilevante. 
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4. Capitolo  
 
La Java Virtual Machine 
In questo capitolo viene analizzata in dettaglio la struttura della Java Virtual 
Machine fornita dalla Sun Microsystems sotto licenza GPL. 
 
4.1 La OpenJDK 
 
La OpenJDK è il Java Development Kit fornito con licenza GPL dalla Sun nella 
quale sono forniti i sorgenti della piattaforma Java Standard Edition (Fig. 4.1).  
Periodicamente vengono rilasciate delle versioni aggiornate, noi però faremo 
riferimento alla release n. 22 del 10 ottobre 2007 sviluppata per la piattaforma 
Linux e disponibile sul sito http://community.java.net/openjdk/. La scelta di una 
specifica distribuzione non è fondamentale, ma la Ubuntu 7.04 (x86) è risultata la 
migliore per quantità di dati disponibili sulla compilazione della OpenJDK. 
 
Il codice sorgente è composto da 7 directory principali: 
 
? control: contiene i make files per la compilazione completa del JDK; 
? corba: è il supporto Java per la tecnologia CORBA; 
? hotspot: è il cuore dell’implementazione della Java Virtual Machine; 
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? j2se: contiene il codice delle librerie runtime, tools e demos; 
? jaxp: è un API per la gestione dei documenti XML; 
? jaxws: è un API per l’implementazione di servizi Web su XML; 
? langtools: contiene il codice sorgente per javac, javah, javap e apt; 
 
 
Figura 4-1  La piattaforma SE Java 
 
Gli altri file sono documentazione sulla licenza GPL e sulla compilazione. 
 
Chiaramente la parte di codice che a noi interessa e che studieremo a fondo è 
quella presente nella directory hotspot, dove è contenuta l’implementazione della 
macchina virtuale Java e quindi dell’interprete bytecode. 
Prima di cominciare l’analisi della Java Virtual Machine è necessario però 
affrontare la questione della compilazione della OpenJDK. Il nostro obiettivo è 
localizzare ed eliminare i controlli che vengono eseguiti a tempo di esecuzione 
sulle interfacce e testare in una fase successiva il guadagno in termini di 
prestazioni che si ha sull’interprete Java.  
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Per fare questo è necessario lanciare dei benchmark su un codice eseguibile della 
macchina virtuale open source originale e modificata. Il codice eseguibile si 
ottiene con la compilazione della OpenJDK, quindi nel  prossimo paragrafo 
verranno analizzati i passi necessari per ottenerla. 
 
4.2 La compilazione della OpenJDK 
 
All’interno del codice sorgente sono disponibili diversi make files per la 
compilazione: 
 
? hotspot: make file per la compilazione della Java Virtual Machine; 
? j2se: make file per la compilazione delle librerie runtime, tools e demos; 
? control: make file per la compilazione dell’intera OpenJDK; 
 
In questa tesi si fa riferimento al processo di compilazione completo e dunque al 
make file contenuto nella cartella control.  
 
Per ulteriori informazioni fare riferimento alle specifiche di compilazione [2]. 
 
Il processo di compilazione prevede per cominciare l’installazione di un insieme di 
pacchetti, facilmente reperibili attraverso un gestore di pacchetti come ad esempio 
Synaptic Package Manager: 
 
? build-essential  
? gawk 
? m4 
? libasound2-dev 
? libcupsys2-dev  
? sun-java6-jdk  
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? xlibs-dev  
? x11proto-print-dev 
? libxaw7-dev  
? libxp-dev 
? libfreetype6-dev 
 
Una volta installati si può procedere alla fase successiva del processo di 
compilazione.  
 
Durante il procedimento sarà necessario settare numerose variabili d’ambiente e di 
compilazione denominate ALT_variables, ma per evitare un lungo e complesso 
lavoro è stato scritto uno script sh che provvede a settarne la maggior parte.  
Più avanti verranno richieste anche installazioni di altre componenti, che vedremo 
in dettaglio al momento opportuno.  
Tutti i passaggi e comandi che saranno indicati sono intesi come eseguiti da linea 
di comando, nell’ipotesi che la directory della OpenJDK sia salvata sul Desktop. 
L’utente deve agire come amministratore di sistema per poter completare il 
processo di compilazione. 
 
Prima di procedere con i passi della compilazione sono necessarie alcune verifiche 
preliminari nel caso non sia stato utilizzato il gestore di pacchetti indicato: 
 
? la variabile di ambiente PATH deve contenere i percorsi /bin e /usr/bin per 
avere a disposizione gli eseguibili standard di Linux; 
? deve essere installato e disponibile, solitamente in /usr/bin, il comando 
make (ver. 3.78.1 o superiore) per la compilazione dei make files;  
? deve essere installato e disponibile, solitamente in /usr/bin, il comando gcc 
compiler  (ver. 3.2.2 o superiore); 
? la variabile d’ambiente JAVA_HOME non deve essere settata, in caso 
contrario procedere alla sua eliminazione;  
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PASSO 1) 
Portarsi nella directory /home/utente/Desktop/openjdk ed eseguire lo script per il 
settaggio delle ALT_variables:   
 
#  .  j2se/make/jdk_generic_profile.sh  
 
A questo punto il sistema restituisce dei warning perchè alcune ALT_variables 
devono essere settate manualmente: 
 
? ALT_BOOTDIR: la compilazione della OpenJDK richiede l’accesso alla 
precedente release JDK 6, definita in questo contesto come bootstrap JDK. 
In realtà questa release è stata già installata nel sistema insieme agli altri 
pacchetti elencati all’inizio. Quello che viene richiesto infatti è 
semplicemente il percorso di installazione, la cartella dove sono presenti 
gli eseguibili della JDK 6. E’ necessario dunque inserire ALT_BOOTDIR 
fra le variabili d’ambiente digitando il seguente comando:  
#  export ALT_BOOTDIR = /usr/lib/jvm/java-6-sun-1.6.0.00 
 
? ALT_BINARY_PLUGS_PATH: non tutto il codice necessario alla 
compilazione è fornito sotto licenza open source. Insieme alla OpenJDK è 
disponibile infatti anche un file binario in formato jar (binary plugs release 
n. 22) che deve essere scaricato ed installato. Entrare nella directory in cui 
è stato salvato il file .jar  e digitare il seguente comando di installazione: 
#  java  –jar  <nome file>.jar  
lasciando come directory di installazione /root.  
Adesso è necessario creare la variabile d’ambiente con il percorso di 
installazione del file binario: 
# export ALT_BINARY_PLUGS_PATH = /root/openjdk-binary-plugs 
 
Ritornare sulla directory /home/utente/Desktop/openjdk. 
      40
__________________________________________________________________ 
 
PASSO 2) 
Portarsi nella directory /home/utente/Desktop/openjdk/control/make ed eseguire il 
test di verifica pre-compilazione:  
 
#  make sanity 
 
Ancora una volta il sistema restituisce dei warning perché alcune variabili non 
sono settate: 
 
? ANT_HOME: Ant è un software per l’automazione del processo di build, 
scritto in Java e molto simile a make. Quello che viene richiesto è il path di 
installazione che deve essere memorizzato come variabile d’ambiente. 
Supponendo di installare Ant dal Packet Manager è sufficente digitare: 
#  export ANT_HOME = /usr/share/ant 
 
? FINDBUGS_HOME: FindBugs è un software per la rilevazione di bugs in 
Java. Anche in questo caso è richiesto il path di installazione da 
memorizzare nella variabile. Il software nella versione 1.2.1 si può 
scaricare facilmente dal sito ufficiale ed è già in formato eseguibile.  
Possiamo dunque salvarlo in una directory a piacimento, supponiamo /usr.  
A questo punto digitare:  
#  export FINDBUGS_HOME = /usr/findbugs-1.2.1 
 
Per assicurarsi che tutte le variabili d’ambiente siano correttamente memorizzate è 
sufficiente digitare da shell il comando: #  env. 
Ritornando nella directory /home/utente/Desktop/openjdk/control/make e digitando 
nuovamente make sanity il sistema restituisce PASSED.  
Per farsi un’idea delle diverse variabili in gioco nel processo di compilazione è 
consigliabile studiare l’output del comando make sanity, nel quale vengono 
indicati tutti i valori assegnati alle variabili sia dallo script che dall’utente. 
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PASSO 3) 
E’ opportuno aggiungere alla variabile d’ambiente PATH anche gli eseguibili di 
Ant, FindBugs e della bootstrap JDK: 
#  export PATH = 
/usr/local/sbin:/usr/local/bin:/usr/sbin:/usr/bin:/sbin:/bin:/usr/games:/usr/findb
ugs-1.2.1/bin:/usr/share/ant/bin:/usr/lib/jvm/java-6-sun-1.6.0.00/bin 
 
Verificare di essere nella directory /home/utente/Desktop/openjdk/control/make e 
digitare il comando definitivo di compilazione: 
 
#  make 
 
La compilazione procede normalmente, ma ad un certo punto il sistema restituisce  
un errore perché non risulta settata l’ultima variabile necessaria al completamento  
del processo e cioè ALT_JDK_IMPORT_PATH.  
Questa variabile indica il percorso di un JDK eseguibile dal quale recuperare del 
codice già compilato, nel caso si dovessero eseguire delle compilazioni parziali.  
Sul sito http://community.java.net/openjdk/ è disponibile una versione compilata 
della OpenJDK, quindi è possibile scaricarla e installarla nel sistema.  Il file è un 
semplice .bin, salvandolo nel Desktop sono richiesti pochi passaggi per 
l’installazione completa: 
#  chmod  +x  <nome file>.bin 
#  ./<nome file>.bin  
A questo punto bisogna salvare nella variabile d’ambiente il percorso della 
directory jdk1.7.0 appena installata dal sistema nel Desktop: 
#  export ALT_JDK_IMPORT_PATH=/home/valerio/Desktop/Tesi/jdk1.7.0 
 
Riportandosi su /home/utente/Desktop/control/make e digitando nuovamente make 
la compilazione termina con successo. Il codice compilato è salvato nel percorso 
/home/utente/Desktop/openjdk/control/build/linux-i586. 
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4.3 HotSpot 
 
La macchina virtuale HotSpot è uno dei componenti base della piattaforma Java 
Standard Edition, in quanto implementa le specifiche della Java Virtual Machine 
indicate da Sun Microsystems.  
 
La Hotspot VM è una macchina astratta stack-based e multi-threading che 
interpreta il codice bytecode dei file .class garantendo l’indipendenza dalla 
piattaforma dei programmi scritti in Java. 
In Fig. 4.2 è possibile osservare la struttura interna della HotSpot Virtual Machine, 
l’apparato predisposto all’esecuzione, nel suo complesso, del file .class. Le aree di 
particolare interesse sono la Run-Time Data Areas e l’Execution Engine. 
 
 
Figura 4-2  Struttura interna della HotSpot Virtual Machine 
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L’Execution Engine è composto dall’interprete bytecode e dal JIT Compiler ed è 
ovviamente la componente della macchina virtuale HotSpot che si occupa della 
parte esecutiva del file .class. Data la loro fondamentale funzione all’interno della 
Java Virtual Machine il loro studio sarà affrontato in maniera dettagliata nei 
paragrafi successivi.  
 
 
Le Run-Time Data Areas sono l’insieme degli spazi di memoria dove vengono 
memorizzati i dati a tempo di esecuzione [10]: 
 
? Method Area: è condivisa tra tutti i thread ed è utilizzata per memorizzare 
le strutture relative alle classi (constant pool, field information, method 
information, etc). Quando la JVM carica un tipo (classe), il Class Loader 
legge le informazioni relative dal class file e le passa nuovamente alla JVM 
che le memorizza nella method area; 
 
? Heap: viene creato all’avvio della JVM ed è condiviso tra tutti i thread. In 
esso vi sono allocate tutte le istanze delle classi e gli array. È gestito dal 
Garbage Collector; 
 
? Java Stacks: ogni thread ha un suo stack privato, creato al momento della 
creazione del thread, per memorizzare le variabili locali e i risultati; 
 
? PC Registers: è il program counter di ogni thread. Viene incrementato 
dall’interprete bytecode durante l’esecuzione del thread stesso; 
 
? Native Method Stacks: è utilizzato per consentire l’esecuzione di codice 
nativo. La HotSpot Virtual Machine può accedere al codice nativo 
attraverso la Native method Interface;  
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La piattaforma Standard Edition in realtà contiene due distinte implementazioni 
della JVM [11]: 
 
? Java HotSpot Client VM: migliora le prestazioni in un ambiente client 
riducendo i tempi di start-up delle applicazioni; 
 
? Java Hotspot Server VM: migliora le prestazioni in un ambiente server 
velocizzando i tempi di risposta delle applicazioni; 
 
Le due implementazioni condividono lo stesso codice sorgente e quindi le più 
importanti funzionalità (interprete bytecode, garbage collector, etc). L’unica 
differenza sta nell’utilizzo di diversi JIT Compiler per l’ottimizzazione delle 
rispettive applicazioni (Fig. 4.3).  
 
 
 
 
 
 
 
 
 
 
Figura 4-3  JIT Compilers della HotSpot Virtual Machine 
 
Anche se il Client Compiler non cerca di eseguire molte delle complesse 
ottimizzazioni possibili al Server Compiler, impiega meno tempo di quest’ultimo 
nell’analisi e la compilazione di pezzi di codice. Le opzioni –client e –server sono 
a disposizione degli utenti per la selezione dell’opportuna JVM. 
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4.3.1 Il codice sorgente della HotSpot VM 
La directory hotspot presente nel codice della OpenJDK è ovviamente quella 
relativa alla macchina virtuale HotSpot. Entrando nella directory src ci troviamo 
davanti una serie di ulteriori directory che rappresentano il cuore di tutta 
l’implementazione della Java Virtual Machine: 
 
? CPU: contiene il codice per la compatibilità della macchina virtuale con i 
processori delle diverse famiglie sparc e x86; 
 
? OS: contiene il codice per la compatibilità della macchina virtuale con i 
diversi sistemi operativi Linux, Windows, Solaris; 
 
? OS_CPU: contiene il codice per la compatibilità della macchina virtuale 
con i diversi abbinamenti cpu/os Linux-x86, Windows-x86, Solaris-sparc, 
Solaris-x86; 
 
? SHARE: contiene il codice condiviso dalle diverse piattaforme di 
esecuzione; 
 
 
La directory SHARE contiene al suo interno una serie di directory nelle quali sono 
implementate le funzionalità della macchina virtuale HotSpot: 
 
? adlc: (architecture description language compiler) tool di compilazione 
per convertire i file .ad in codice C++ per il Server Compiler; 
? asm: assemblatore usato per emettere codice in un “codebuffer” per il 
compilatore; 
? c1: codice del Client Compiler;  
? ci: interfaccia del compilatore; 
      46
__________________________________________________________________ 
 
? classfile: contiene tra le altre cose il Class Loader e il verificatore 
bytecode; 
? code: implementa le caches per memorizzare il codice compilato dei 
diversi metodi; 
? compiler: gestisce i tasks di compilazione ed il supporto associato; 
? gc_implementation: contiene le specifiche di implementazione dei 
“parallel” e “CMS” garbage collectors;  
? gc_interface: interfaccia del garbage collector;   
? interpreter: interprete che converte il bytecode in istruzioni macchina 
senza compilazione just-in-time; 
? libadt: classi di supporto ai tipi di dato astratti; 
? memory: il cuore delle classi del garbage collector; 
? oops: (object oriented pointers) mapping tra dati Java, codice e strutture 
dati interne C++;  
? opto: implementazione del Server Compiler; 
? prims: codice della JVM Tool Interface; 
? runtime: il cuore della Java Virtual Machine, include tutte le funzioni a 
tempo di esecuzione; 
? services: classi miste di servizi; 
? utilities: classi miste di utilità; 
 
 
Naturalmente molto del codice appena descritto interessa relativamente lo studio 
di questa tesi. La parte interessante della Java Virtual Machine riguarda come già 
indicato l’interprete bytecode, il Garbage Collector e i compilatori JIT. L’analisi di 
queste funzionalità permette infatti una maggiore comprensione della struttura 
complessiva della macchina virtuale.  
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4.3.2 L’interprete Bytecode 
L’interprete bytecode è lo strumento della HotSpot Java Virtual Machine che  
implementa l’effettiva esecuzione di un file .class, traducendo a tempo di 
esecuzione le singole istruzioni bytecode in linguaggio macchina.  
 
La HostSpot VM fornisce due diversi interpreti bytecode [12]: 
 
? Template Interpreter; 
? C++ Interpreter; 
 
ma come interprete default viene utilizzato il Template Interpreter.   
 
Il Template Interpreter viene generato a tempo di esecuzione da un 
InterpreterGenerator sulla base delle informazioni memorizzate in una tabella 
denominata TemplateTable.  
 
L’interprete prende il nome dal fatto che per ogni istruzione bytecode esiste un 
metodo scritto in un linguaggio “modello assembler” che ne implementa 
l’esecuzione. Un “template“ è la descrizione di una istruzione bytecode, quindi la 
TemplateTable è un mapping tra istruzione bytecode e corrispettivo codice 
“assembler template”. La traduzione del metodo in puro linguaggio macchina 
diviene in questo modo molto veloce ed efficiente. 
 
Anche se il Template Interpreter viene generato a tempo di esecuzione non deve 
essere confuso con il JIT Compiler. Quest’ultimo infatti traduce, a tempo di 
esecuzione, parti intere di metodi bytecode in codice macchina reale.  
Il Template Interpreter invece rimane sempre un semplice interprete che lavora sui 
metodi interpretando le singole istruzione bytecode una alla volta. 
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La realizzazione dell’interprete risulta molto efficiente anche perché facilmente 
adattabile all’effettiva architettura del sistema di elaborazione. È sufficiente infatti 
scrivere i metodi che implementano le istruzioni nel modello assembler riferito al 
set d’istruzioni del processore in questione. Per chiarire questo discorso basta 
esaminare l’implementazione della TemplateTable sul codice sorgente della 
HotSpot.  
 
La parte implementativa platform independent della tabella si trova nella directory 
/hotspot/src/share/vm/interpreter con il nome templateTable, mentre la parte 
implementativa legata alla cpu del sistema si trova (per cpu X86 a 32 bit) nella 
directory /hotspot/src/cpu/X86/vm con il nome TemplateTable_X86_32.  
 
In figura 4.4 per esempio è possibile analizzare la traduzione in codice assembler 
dell’istruzione bytecode iconst. 
 
 
 
 
 
 
 
 
 
 
Figura 4-4  Codice Assembler per l'istruzione iconst 
 
La generazione del Template Interpreter parte con il processo di inizializzazione 
della TemplateTable attraverso il metodo initialize() (Fig. 4.5) e si conclude con 
l’InterpreterGenerator che costruisce tutta la struttura dell’interprete. 
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Figura 4-5  Inizializzazione della Template Table 
 
Il secondo interprete della HotSpot VM è il C++ Interpreter [13]. Il nome 
chiaramente deriva dal fatto che il loop principale del suo codice è uno statement 
switch scritto in linguaggio C++ (in realtà l’interprete non è interamente scritto in 
linguaggio C++). Anche se per lungo tempo non ha avuto molta considerazione, 
con la diffusione della OpenJDK il suo utilizzo è stato promosso da molti 
sviluppatori. In termini di prestazioni paga rispetto al TemplateInterpreter il fatto 
di dover tradurre in codice nativo degli statement scritti in C++, processo 
ovviamente più oneroso rispetto ad uno statement scritto in modello assembler. 
 
In Fig. 4.6 è mostrata una tabella comparativa [14] sulle prestazioni dei due 
interpreti in ambiente Linux/x86. Per le fasi di test è stato utilizzato il benchmark 
Dacapo [15] che dispone di una serie di file eseguibili da esaminare. Inoltre sono 
state utilizzate due diverse opzioni di esecuzione per analizzare in maniera più 
completa i risultati.  
      50
__________________________________________________________________ 
 
Nel dettaglio sono state utilizzate l’opzione –Xint che permette l’esecuzione di un 
file esclusivamente tramite interprete, e l’opzione –Xmixed che combina invece il 
lavoro dell’interprete e del JIT Compiler. 
 
 
Figura 4-6  Confronto di prestazioni fra i due interpreti bytecode 
 
Dai risultati è evidente la differenza in termini di prestazioni fra i due interpreti. 
Con l’opzione –Xint il C++ Interpreter raggiunge il 35-50% delle prestazioni del 
Template Interpreter, mentre con l’opzione –Xmixed raggiunge il 45-90%.  
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4.3.3 La Garbage Collection 
Il Garbage Collector è un meccanismo di gestione automatico della memoria 
mediante il quale viene liberato dello spazio di memoria nello Heap che non viene 
più utilizzato dalle applicazioni in esecuzione.  
 
La HotSpot VM include quattro Garbage Collectors, tutti di tipo “generazionale”. 
Un algoritmo di tipo generazionale divide lo spazio di memoria nello Heap in 
zone denominate generazioni.  
La divisione ha lo scopo di memorizzare gli oggetti, in base alla loro età, in 
diverse zone della memoria. In questo modo gli oggetti che sono memorizzati da 
più tempo sono separati da quelli memorizzati più di recente.    
 
La memoria della HotSpot Virtual Machine è organizzata in tre generazioni [16]: 
 
? Young generation: spazio di memoria dove vengono memorizzati 
inizialmente gli oggetti;  
? Old generation : spazio di memoria dove vengono memorizzati gli oggetti 
della young generation che sono sopravvissuti ad un certo numero di 
Garbage Collection (GC); 
? Permanent generation: spazio di memoria dove vengono memorizzati 
oggetti che descrivono metodi e classi; 
 
Lo spazio di memoria young generation è ulteriormente diviso in aree (Fig. 4.7): 
 
? Eden: è l’area dove vengono memorizzati inizialmente gli oggetti che 
vengono memorizzati nella young generation; 
? Survivor spaces: duplice area dove vengono memorizzati gli oggetti che 
sono sopravvissuti all’ultima Garbage Collection e che hanno dunque la 
probabilità più alta di passare a breve nella old generation. Solo uno dei 
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due spazi può essere occupato in un determinato momento, mentre l’altro 
rimane libero fino alla prossima operazione di Garbage Collection; 
 
 
 
 
 
 
 
 
 
 
Figura 4-7  Organizzazione della Young Generation 
 
Quando la young generation  si satura parte il processo definito minor collection 
(esclusivo e specifico di questa area) che attraverso gli algoritmi di GC provvede a  
liberare spazio in questa zona di memoria.  
 
Quando la old generation oppure la permanent generation si satura parte il 
processo definito major collection che, sempre tramite gli algoritmi di GC, 
provvede comunque a liberare spazio su entrambe le zone di memoria. 
 
Essendo la HotSpot VM una macchina virtuale multithreading, per garantire 
l’efficienza e la sicurezza delle applicazioni si utilizza un ulteriore algoritmo 
denominato TLAB (Thread-Local Allocation Buffers) [16] che predispone per ogni 
thread l’utilizzo esclusivo di una piccola parte delle generazioni (Buffers). 
 
Negli algoritmi di GC gli oggetti referenziati vengono chiamati Live, mentre quelli 
non più referenziati e quindi considerati morti vengono chiamati Garbage.  
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L’obiettivo di un processo di Garbage Collection è eliminare gli oggetti Garbage 
in quanto non più riferibili e dunque di nessuna utilità. 
 
Analizziamo i quattro algoritmi utilizzati dalla macchina virtuale [16]: 
 
? Serial Collector: viene applicato su sistemi a singola CPU dove il processo 
di GC è eseguito in maniera seriale sulle diverse generazioni di memoria. 
Nella young generation gli oggetti Live presenti nell’Eden vengono 
inizialmente copiati in uno degli spazi Survivor vuoti (To), ad eccezione di 
quelli troppo grossi che vengono copiati direttamente nella old generation.  
Gli  oggetti  Live  presenti nell’area  Survivor occupata (From) che sono  
relativamente giovani vengono copiati nell’altra Survivor area, mentre 
quelli più vecchi vengono copiati nella old generation (Fig. 4.8). 
 
 
 
 
 
 
 
 
 
 
Figura 4-8  Algoritmo seriale sulla Young Generation 
 
Nelle altre aree si utilizza un algoritmo chiamato mark-sweep-compact. 
Nella fase di mark vengono identificati gli oggetti ancora Live, mentre 
nella fase di sweep vengono identificati gli oggetti Garbage. Infine nella 
fase di compact, il Collector sposta tutti gli oggetti all’inizio della 
generazione, lasciando un grosso blocco libero a seguire (Fig. 4.9). 
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Figura 4-9  Algortimo seriale su Old e Permanent Generation 
 
 
? Parallel Collector: viene applicato su sistemi con CPU multiple. Il 
processo di GC per la young generation è lo stesso visto per il Serial 
collector ma viene eseguito in maniera parallela attraverso l’utilizzo 
contemporaneo delle cpu.  
 
In Fig. 4.10 è mostrato un confronto fra i due algoritmi. Quando parte un 
processo di Garbage Collection su sistemi a singola cpu, vengono sospesi 
tutti i processi in esecuzione (Stop-the-world pause) e viene fatto partire un 
unico thread che gestisce il processo di GC.  
 
L’algoritmo parallelo fa la stessa cosa ma permette di eseguire più threads 
in parallelo per accelerare il processo di GC. 
 
Per le restanti aree viene utilizzato lo stesso algortimo mark-sweep 
compact. 
 
 
      55
__________________________________________________________________ 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4-10  Algoritmo parallelo sulla Young Generation 
 
 
 
? Parallel Compacting Collector: per la young generation si utilizza lo 
stesso algoritmo del Parallel Collector. Per le altre generazioni si utilizza 
un algoritmo ottimizzato.  
 
 
 
? CMS (concurrent mark-sweep) Collector: per la young generation si 
utilizza lo stesso algoritmo del Parallel Collector, mentre per le altre 
generazioni si utilizza un algoritmo che lavora in concorrenza con le 
applicazioni; 
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4.3.4 La compilazione Just-In-Time 
La semplice interpretazione dei metodi di un file .class non consente il 
raggiungimento di elevate prestazioni. Ogni singola istruzione bytecode è 
composta infatti da un certo numero di istruzioni assembler (a volte molte 
istruzioni), dunque il processo che porta alla loro esecuzione non sempre può 
essere efficiente.   
Per raggiungere un livello prestazionale superiore diventa necessario introdurre il 
meccanismo della compilazione anche in una macchina virtuale come Java. Nelle 
versioni più recenti della Java Virtual Machine è stato introdotto infatti il 
compilatore JIT Compiler attraverso il quale, al momento della loro esecuzione 
(Just-In-Time), i file .class vengono compilati ed eseguiti da codice nativo. 
 
In realtà anche in questa maniera non si riesce ad ottenere una ottimizzazione 
completa. Per la maggior parte dei file in esecuzione circa l’80-90% del tempo di 
esecuzione è impegnato da il 10-20% al massimo del codice dello stesso. Risulta 
evidente quindi che non è necessario compilare tutti i metodi del file per ottenere 
dei vantaggi reali nelle prestazioni.  
Nel dettaglio risulta molto conveniente compilare quei metodi che vengono 
eseguiti in maniera ripetitiva e lasciare invece alla semplice interpretazione i 
restanti. L’obiettivo è dunque un meccanismo combinato interprete-compilatore 
che garantisca un notevole guadagno sui tempi di esecuzione.  
 
Le evoluzioni successive della Java Virtual Machine hanno portato al concetto di 
“Adaptive Optimization” [11], con il quale la macchina HotSpot ha potuto 
raggiungere risultati superiori. Le ottimizzazioni implementate sono tre: 
 
? HotSpot Detection: un file .class viene eseguito inizialmente 
dall’interprete, mentre il compilatore JIT si preoccupa di analizzare nel 
dettaglio la struttura dei metodi (profiling). Se vengono identificati parti di 
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codice che tendono ad essere eseguite con ripetitività (Hotspot) allora il 
compilatore JIT compila al volo il metodo e lo fa eseguire in codice nativo. 
 
? Method Inlining: quando vengono raccolte le informazioni sugli HotSpots, 
il compilatore JIT non si limita alla generare del codice nativo ma produce 
anche l’allineamento dei metodi sul codice stesso. Questa tecnica ha 
importanti benefici in quanto riduce drasticamente la frequenza delle 
invocazioni dei metodi. Inoltre produce grossi blocchi di codice su cui è 
possibile effettuare ottimizzazioni. 
 
? Dynamic Deoptimization: il caricamento dinamico complica sensibilmente 
le procedure di inlining perchè le relazioni globali all'interno del 
programma vengono modificate. La HotSpot Virtual Machine è capace di 
deottimizzare, ed eventualmente ri-ottimizzare, degli Hotspots ottimizzati 
precedentemente. 
 
L’ottimizzazione che ci interessa analizzare in maniera più approfondita è quella 
relativa alla rilevazione degli Hotspots [17]. La strategia migliore per la selezione 
dei metodi da compilare si basa sulle informazioni che si raccolgono, in fase di 
esecuzione, sui metodi stessi. Per ogni metodo è previsto un contatore che viene 
incrementato ad ogni chiamata.  Chiaramente quando il contatore supera una certa 
soglia, il metodo viene compilato dal compilatore dinamico. In questa maniera 
solo i metodi più frequetemente eseguiti vengono compilati, mentre gli altri 
rimangono interpretati e non occupano le risorse preziose del compilatore. Questa 
soluzione garantisce anche che un metodo sia sempre prima interpretato e poi 
eventualmente compilato. Al momento della compilazione di un metodo abbiamo 
quindi la certezza  che il metodo stesso sia già stato caricato e che molte delle 
informazioni ad esso relative siano già memorizzate e disponibili al compilatore 
per eventuali ulteriori ottimizzazioni. Si possono verificare però delle situazioni 
nelle quali la semplice implementazione con contatore non risulta sufficiente.  
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Ad esempio quando un metodo in esecuzione per mezzo dell’interprete sta 
eseguendo un loop relativamente lungo, il passaggio al codice compilato deve 
essere effettuato durante l’esecuzione stessa del metodo. Questo procedimento, 
assolutamente non banale, viene chiamato on stack replacement (OSR) [18]. La 
tecnica prevede la compilazione di una versione speciale del metodo con un entry 
point (OSR entry point) che salta direttamente dentro il loop. 
 
In realtà il compilatore potrebbe trovarsi in numerose altre situazioni 
potenzialmente problematiche. Si è preferito però non appesantire la sua 
implementazione con complicati algoritmi predisposti alla loro risoluzione, anche 
perché sono situazioni che si verificano molto raramente. Il compilatore allora è 
stato programmato per comportarsi sempre nel medesimo modo in presenza di uno 
questi casi, interrompere cioè la compilazione e lasciare l’esecuzione 
all’interprete. Questa tecnica prende il nome di compilation bailout [17]. 
 
In Fig. 4.11 sono mostrate le possibili transizioni tra metodi interpretati e 
compilati. Normalmente un metodo viene compilato in Normal Compilation, 
tranne nelle situazioni viste in cui è necessaria la OSR Compilation. Se la 
compilazione fallisce si procede con il Bailout. Si abbandona il metodo compilato 
per tornare all’interpretazione in caso di Deoptimization. 
 
Figura 4-11  Transizione tra metodi interpretati e compilati 
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4.3.4.1 Il Server Compiler 
 
Il Java HotSpot Server Compiler è un compilatore completo che effettua tutte le 
ottimizzazioni classiche dei compilatori tradizionali. Inoltre è implementato per 
realizzare le ottimizzazioni specifiche per il Java, come per esempio l’inlining dei 
metodi virtuali. Queste ottimizzazioni riducono praticamente al minimo il tempo 
richiesto per un’esecuzione sicura del codice Java.  
Le ottimizzazioni però richiedono molto del tempo consumato dalla fase di 
compilazione, dunque la velocità del Server Compiler è abbastanza inferiore se 
paragonata a quella di altri compilatori just-in-time. E’ chiaro quindi che il suo 
utilizzo risulta vantaggioso solo su applicazioni di lunga durata dove i tempi di 
partenza condizionati dal complesso processo di compilazione possono essere 
trascurati e dove contano solamente i tempi di esecuzione del codice generato. 
Il processo di compilazione prevede una prima rappresentazione intermedia del 
codice (intermediate representation (IR)) basata su un grafico Static Single 
Assignment (SSA) [19]. Le operazioni sono rappresentate dai nodi, mentre gli input 
vengono identificati dagli archi entranti sui nodi stessi. Le ottimizzazioni 
consistono nel cambiare l’ordine dei nodi senza stravolgere il flusso di controllo. 
 
Il Java HotSpot Server Compiler (Fig. 4.12) procede con i seguenti passi quando 
compila un metodo [20]: 
 
? parsing of the bytecodes: avviene in due iterazioni separate. Nella prima 
vengono identificati i blocchi base (Fig. 4.13), cioè sequenze di istruzioni 
bytecode che non contengono salti. Nella seconda vengono visitati tutti i 
blocchi base, tradotte le sequenze di istruzioni bytecode di ognuno e 
costruiti i singoli nodi del grafico. Infine vengono effettuate le prime 
ottimizzazioni come per esempio la constant folding [11] che riduce una 
espressione costante complicata in una semplificata, effettuando i conti 
necessari a tempo di compilazione; 
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? machine-independent optimizations: vengono eseguite le ottimizzazioni 
fino al raggiungimento di un punto fisso oltre il quale non si può 
ottimizzare ulteriormente. Le ottimizzazioni più importanti sono la loop 
unrolling [11]  che opera sui cicli cercando di diminuire il numero di 
iterazioni aumentando il corpo del loop e la branch elimination [11]  che 
cerca di eliminare le ramificazioni non necessarie all’interno del codice; 
 
 
Figura 4-12  Struttura del HotSpot Server Compiler 
 
? instruction selection: la transizione da istruzioni machine-independent a 
istruzioni macchina dell’architettura utilizzata è eseguita da un sistema 
denominato BURS (Bottom-UP Rewrite System). Questo sistema usa un file 
chiamato “architecture description” che deve essere scritto per ogni 
piattaforma; 
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Figura 4-13  Blocco Base 
 
? global code motion and scheduling: l’ordine finale delle istruzioni deve 
essere determinato. Le istruzioni vengono nuovamente riordinate in blocchi 
base, ai quali vengono associati, attraverso delle stime, dei parametri sulle 
frequenze d’utilizzo. All’interno dei blocchi le istruzioni vengono ordinate 
per mezzo di uno scheduler locale; 
 
? register allocation: è strutturata in tre fasi. Nella prima il grafico SSA viene 
convertito in un formato non-SSA. La seconda è un ciclo di allocazione, 
definito Briggs-Chaitin Graph Coloring Global Register Allocator, che 
esegue una serie di perfezionamenti sulla velocità di allocazione e sulla 
qualità del codice. La terza è una fase di pulizia per pulire le istruzioni 
generate dall’allocatore e registrare le informazioni della Garbage 
Collection; 
 
? peephole optimization: ottimizza le sequenze di codice specifiche del 
processore. Vengono ispezionate tutte le sequenze di istruzioni adiacenti 
per determinare se le istruzioni stesse possono essere rimpiazzate da 
sequenze migliorate; 
 
? code generation: viene generato il codice macchina; 
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4.3.4.2 Il Client Compiler 
 
Con il Server Compiler si raggiungono delle ottimizzazioni elevate e si produce 
dunque del codice molto efficente. Il problema però sta nel fatto che il processo di 
ottimizzazione risulta molto pesante.  
Questa situazione è accettabile per applicazioni lato server, ma non per 
applicazioni dove i tempi di start-up sono molto più importanti dei picchi di 
prestazione.  
 
Per questo tipo di applicazioni viene preferito il Client Compiler che si distingue 
per la sua superiore velocità di compilazione, ottenuta ovviamente a spese della 
ottimizzazione sul codice. In Fig. 4.14 è mostrata la struttura principale del Client 
Compiler [21]. La sua organizzazione è più semplice rispetto al Server Compiler, 
dovendo realizzare delle ottimizzazioni meno complesse. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4-14  Struttura del HotSpot Client Compiler 
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Il compilatore è invocato solo per i metodi frequentemente eseguiti. La traduzione 
da bytecode a codice macchina avviene attraverso l’utilizzo di due strutture dati 
intermedie [11]: 
 
? High-Level Intermediate Representation (HIR)  
? Low-Level Intermediate Representation (LIR) 
 
Le istruzioni sono organizzate per blocchi base (Fig. 4.15), che come già indicato 
sono gruppi di istruzioni che non contengono salti (solo alla fine di un blocco ci 
possono essere goto o if). Ogni nodo è collegato ai suoi predecessori e successori. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4-15  Intermediate Representation 
 
Il Client Compiler è un semplice compilatore a tre fasi [17]: 
 
 
1. La parte platform-independent costruisce la rappresentazione HIR dal 
codice bytecode. La HIR usa una forma di tipo SSA per la rappresentazione 
dei valori in modo da facilitare i processi di ottimizzazione che sono 
eseguiti durante e dopo la rappresentazione intermedia. 
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2. La parte platform specific genera la rappresentazione LIR partendo dalla 
rappresentazione HIR. La LIR è molto vicina alla rappresentazione del 
codice come puro codice macchina. 
 
3. Viene eseguito un register allocation sulla LIR. All’inizio si assume che 
tutte le variabili locali siano memorizzate nello stack. I registri vengono 
allocati quando richiesto per una computazione e liberati quando il valore è 
memorizzato nuovamente nelle variabili locali. Se un registro rimane 
completamente inutilizzato (all’interno di un metodo), allora viene 
conservato come cache per le variabili locali più frequentemente utilizzate. 
Questo diminuisce il numero di load e store nelle memorie, in modo 
particolare se si hanno a disposizione molti registri. Per determinare i 
registri non utilizzati, il generatore di codice viene fatto eseguire due volte. 
Nella prima l’emissione di codice è disabilitata ed è tracciata solo 
l’allocazione dei registri. I registri non utilizzati sono assegnati alle 
variabili locali. Nella seconda il generatore emette il codice macchina 
finale. Successivamente viene eseguita una peephole optimization sempre 
sulla LIR e da quest’ultima viene generato il codice macchina finale. 
 
La prima implementazione del Client Compiler usava esclusivamente la 
rappresentazione HIR e il codice macchina veniva prodotto senza la generazione 
del LIR. Il LIR venne introdotto dalla versione JDK 1.4 per permettere la peephole 
optimization dopo la fase di register allocation. 
La caratteristica principale del Client Compiler è quella di riuscire ad estrarre e 
conservare la maggiore quantità possible di informazioni dal codice bytecode. 
Analizza la qualità del codice a livello locale ed esegue solo alcune delle 
ottimizzazioni globali possibili, essendo le più costose in termini di tempo 
richiesto.  
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5. Capitolo  
 
Identificazione dei controlli a runtime 
sulle Interfacce 
In questo capitolo viene affrontato lo studio dei controlli effettuati a tempo di 
esecuzione dall’interprete per la gestione della verifica delle interfacce. Una volta 
identificati ed eliminati si ottiene una Java Virtual Machine modificata le cui 
prestazioni dovranno essere successivamente valutate. 
 
5.1 controllo posticipato a runtime 
 
Nel capitolo 2 abbiamo affrontato il problema relativo alla verifica delle interfacce 
e analizzato le diverse soluzioni implementate per risolverlo. Una di queste, in 
particolare la più semplice, viene implementata nel verificatore standard fornito 
dalla Sun Micorsystems  ed incluso nella Java Virtual Machine.   
 
Come già descritto in precedenza l’approccio scelto è quello di ignorare le 
interfacce, trattandole tutte come classi di tipo Object. In questa maniera la 
gerarchia dei tipi diventa ad albero (non esiste eredità multipla per le classi) e 
costituisce un semi-lattice.  
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Con questa soluzione però il verificatore statico non può assolutamente garantire 
che un determinato riferimento ad oggetto implementi o meno una determinata 
interfaccia. Questo specifico controllo deve essere rimandato a tempo di 
esecuzione ed eseguito necessariamente dall’interprete. Il nostro obiettivo è 
identificare questo controllo all’interno del codice della HotSpot Virtual Machine 
ed eliminarlo in modo da ottenere un guadagno delle prestazioni in fase di 
esecuzione di un file .class. Il primo passo per identificare i controlli in questione è 
studiare quali sono le istruzioni che manipolando degli oggetti possano effettuare 
questo tipo di verifica a tempo di esecuzione.  
 
Andando a studiare le specifiche Java 2 di Sun Microsystems [3] ci si rende conto 
che in realtà le istruzioni sono soltanto 4: 
 
? aastore: effettua una memorizzazione in un rifermento ad oggetto array. 
Questa istruzione presenta delle problematiche di natura diversa a causa 
delle quali non è possibile eliminare il controllo sulle interfacce; 
 
? checkcast: controlla se un oggetto è di un determinato tipo. Non possiamo 
eliminare il controllo sulle interfacce perché andremmo a togliere 
funzionalità all’istruzione; 
 
? instanceof: determina se un oggetto è di un determinato tipo (si distingue 
dall’istruzione checkcast per il fatto che non produce una eccezione). 
Anche qui non possiamo eliminare il controllo sulle interfacce; 
 
? invokeinterface: invoca un metodo di interfaccia. In questo caso il controllo 
a tempo di esecuzione può essere eliminato; 
 
Adesso il passo successivo è studiare in maniera dettagliata il codice open-source 
dell’interprete Java e localizzare la sezione dedicata all’istruzione invokeinterface. 
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5.2 La InvokeInterface 
 
L’interprete default utilizzato dalla HotSpot Java Virtual Machine è il Template 
Interpreter che, come visto nel capitolo precedente, viene generato 
dall’InterpreterGenerator sulla base delle informazioni ottenute dalla 
TemplateTable. Per un processore x86 a 32 bit la tabella si trova in 
openjdk/hotspot/src/cpu/x86/vm/templatetable_x86_32. Analizzando il codice è 
possibile identificare la sezione  // individual instructions dove sono implementate 
tutte le istruzioni bytecode.  
 
L’implementazione della invokeinterface è abbastanza complessa ed alcune 
sezioni del codice gestiscono problematiche che non riguardano la nostra 
trattazione. Per questo motivo verranno mostrati, in determinati momenti della 
nostra analisi, solo quei punti che riguardano direttamente la questione dei 
controlli a tempo di esecuzione.   
 
5.3 Analisi del primo controllo 
 
Dall’implementazione dell’istruzione invokeinterface è possibile arrivare al codice 
dei controlli seguendo una serie di chiamate.  
Un’analisi dettagliata di tutte le chiamate intermedie non è fondamentale, in 
quanto molte di esse sono legate alla struttura interna dell’interprete Java. 
Alcune chiamate, invece, sono interessanti perché offrono una panoraminca più 
chiara dei passaggi necessari ad una corretta interpretazione delle istruzioni.  
 
In Fig. 5.1 è mostrata un prima sequenza di chiamate che, partendo dalla 
invokeinterface, raggiungono altri metodi interni della templatrtable_x86_32 per 
poi inserirsi nella parte implementativa dell’interprete Java slegata dalla specifica  
configurazione fisica del calcolatore. 
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Figura 5-1  Prima sequenza di chiamate 
 
La invokeinterface effettua una chiamata al metodo prepare_invoke che si occupa 
della gestione di tutte le istruzioni di tipo invocazione metodi. Seguono una serie 
di chiamate interne che terminano con la chiamata al metodo esterno  
InterpreterRuntime:resolve_invoke (openjdk/hotspot/src/share/vm/interpreter). 
Questa chiamata è importante perché segna il passaggio dalla parte implementativa 
platform specific alla parte platform independent dell’interprete Java. Da questo 
momento quindi comincia la risoluzione della chiamata al metodo d’interfaccia. 
In Fig. 5.2 è mostrata la seconda sequenza di chiamate che portano al file 
LinkResolver.cpp dove viene effettivamente risolta l’esecuzione del metodo. 
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Figura 5-2  Seconda sequenza di chiamate 
 
L’istruzione resolve_invoke in LinkResolver gestisce tutte le istruzioni di tipo 
chiamata metodi. Per un metodo d’interfaccia dunque vengono eseguite una serie 
di chiamate intermedie specifiche che portano a due metodi molto importanti: 
 
? linktime_resolve_interface_method: cattura le eccezioni sollevate in fase di 
link del metodo d’interfaccia; 
 
? runtime_resolve_interface_method: cattura le eccezioni sollevate a tempo 
di esecuzione del metodo d’interfaccia; 
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Il metodo importante ai fini della nostra ricerca è naturalmente il secondo perchè si 
occupa delle eccezioni generate a runtime. Analizziamo la parte iniziale 
dell’implementazione di questo metodo: 
 
 
// throws runtime exceptions 
void LinkResolver::runtime_resolve_interface_method(CallInfo&  result, 
methodHandle  resolved_method,  KlassHandle  resolved_klass,  Handle 
recv, KlassHandle recv_klass, bool check_null_and_abstract, TRAPS) { 
   
// check if receiver exists 
if (check_null_and_abstract && recv.is_null()) { 
THROW(vmSymbols::java_lang_NullPointerException()); 
} 
 
// check if receiver klass implements the resolved interface 
if (!recv_klass‐>is_subtype_of(resolved_klass())) {  
char buf[200]; 
jio_snprintf(buf,  sizeof(buf),  ʺClass  %s  does  not  implement  the   
requested  interface  %sʺ,  (Klass::cast(recv_klass()))‐>external_name(), 
(Klass::cast(resolved_klass()))‐>external_name()); 
 
THROW_MSG(vmSymbols::java_lang_IncompatibleClassChangeError()
, buf); 
} 
 
      71
__________________________________________________________________ 
 
Abbiamo trovato il controllo a tempo di esecuzione che stavamo cercando. Viene 
verificato appunto che un riferimento ad oggetto implementi una determinata 
interfaccia. Adesso non ci resta che eseguire un file .class per un test di verifica.  
 
5.4 Il package Jasmin 
 
Prima di procedere con alcuni esempi è necessario chiarire un aspetto del 
problema che dobbiamo affrontare. Un programma scritto in linguaggio java viene 
salvato in formato .java e successivamente compilato per ottenere un file .class. 
Il compilatore javac è stato implementato per produrre sempre del codice valido, 
dunque non possiamo scrivere un programma nel quale un metodo di interfaccia 
viene chiamato da un oggetto che non implementi quella specifica interfaccia. Se 
provassimo a farlo il compilatore segnalerebbe subito errore in modo da impedire 
la generazione di codice bytecode non valido. 
Il problema però è che noi dobbiamo intenzionalmente creare del codice bytecode 
corrotto per testare il controllo predisposto alla verifica delle interfacce. La 
soluzione allora è quella di utilizzare un software che ci permetta di editare un file 
già in formato .class (quindi del codice compilato) in modo da saltare il controllo 
del compilatore. 
 
Gli strumenti necessari sono due eseguibili forniti nel package BCEL [22], 
scaricabile dal sito http://jakarta.apache.org/bcel/, che raccoglie un insieme di 
librerie per la manipolazione dei file in formato .class. 
Il primo eseguibile è JasminVisitor la cui funzione è quella di fornire una versione 
testuale del codice bytecode di un file .class. In questo modo è possibile editare il 
file testuale salvato in formato .j per apportare le modifiche desiderate. 
Il secondo eseguibile è jasmin la cui funzione è quella di trasformare un file in 
formato .j in un file in formato .class in modo da rendere eseguibile il codice 
testuale editato in precedenza. 
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Supponiamo di avere un file test.java da voler manipolare, i passi da seguire sono i 
seguenti: 
 
1. digitare javac test.java per ottenere il file test.class; 
 
2. digitare java JasminVisitor test per ottenere il file test.j; 
 
3. manipolare il file .j per le opportune modifiche; 
 
4. digitare jasmin test.j in modo da ottenere il file .class aggiornato; 
 
5. digitare java test per eseguire il file; 
 
 
Per comodità è stato indicato il comando java, ma in realtà è opportuno fare 
riferimento al /home/utente/Desktop/openjdk/control/build/linux-i586/bin/java 
della OpenJDK.  
 
Per verificare la nostra ipotesi sul controllo dobbiamo eseguire nell’ordine: 
 
1. scrivere un semplice programma in Java che effettui delle chiamate 
corrette a metodi di interfaccia; 
 
2. manipolare il programma, attraverso gli strumenti appena descritti, per 
associare una chiamata di metodo ad una classe che non implementi 
l’interfaccia; 
 
3.  eseguire il programma per verificare che l’errore generato dall’interprete 
sia quello associato al controllo che abbiamo trovato; 
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5.5 Programmi di verifica 
 
Il primo programma che andiamo ad esaminare esegue semplicemente un metodo 
di interfaccia che scrive sul video la frase: ”Metodo implementato dall’interfaccia 
I” (vengono scritte inoltre anche le chiamate ai costruttori delle classi):  
 
// Definizione dell’interfaccia I e del metodo m() 
interface I { 
public void m();  
} 
 
// Definizione della classe C1 che implementa l’interfaccia I 
// Implementazione del metodo m() dell’interfaccia I 
class C1 implements I { 
public void m() { 
                 System.out.println(ʺMetodo implementato dallʹinterfaccia Iʺ); 
                             } 
public C1() { 
System.out.println(ʺcostruttore C1 chiamatoʺ); 
                     } 
} 
 
// Definizione della classe C2 che non implementa l’interfaccia I 
// Definizione di un metodo m() della classe C2 
class C2 { 
public void m() { 
           System.out.println(ʺMetodo non implementato dallʹinterfaccia Iʺ); 
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                              } 
public C2() { 
System.out.println(ʺcostruttore C2 chiamatoʺ); 
                     } 
} 
 
// Definizione della classe B  
// I due campi della classe sono di tipo C1 e C2 
class B { 
public C1 campo1; 
public C2 campo2; 
public B() { 
campo1=new C1(); 
campo2=new C2(); 
System.out.println(ʺcostruttore B chiamatoʺ); 
                   } 
} 
 
// Main 
// Viene creato l’oggetto classe B e viene definita una variabile di tipo I 
// Si assegna alla variabile di tipo interfaccia il campo della classe B di tipo C1 
// Viene chiamato legittimamente il metodo d’interfaccia m() 
class test 
{ public static void main(String args[]) 
{ B b=new B(); 
  I var; 
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  var=b.campo1; 
  var.m(); 
} 
} 
 
La stampa a video del programma è la seguente: 
 
# costruttore C1 chiamato 
# costruttore C2 chiamato 
# costruttore B chiamato 
# Metodo implementato dall’interfaccia I 
 
A questo punto dobbiamo manipolare il file test.class in modo da modificare la 
chiamata al metodo d’interfaccia m() e spingere il sistema a generare l’eccezione. 
Utilizzando JasminVisitor ci procuriamo una versione testuale del codice bytecode 
del programma.  
 
Il file test.j è il seguente: 
 
;; Produced by JasminVisitor (BCEL) 
;; http://jakarta.apache.org/bcel/ 
.source test.java 
.class  test 
.super java/lang/Object 
.method  <init>()V 
.limit stack 1 
.limit locals 1 
.var 0 is this Ltest; from Label0 to Label1 
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Label0: 
.line 44 
  aload_0 
  invokespecial java/lang/Object/<init>()V 
Label1: 
  return 
.end method 
 
.method public static main([Ljava/lang/String;)V 
.limit stack 2 
.limit locals 3 
.var 0 is arg0 [Ljava/lang/String; from Label0 to Label1 
Label0: 
.line 46 
  new B 
  dup 
  invokespecial B/<init>()V 
  astore_1 
.line 48 
  aload_1 
  getfield B.campo1 LC1; 
  astore_2 
.line 49 
  aload_2 
  invokeinterface I/m()V 1 
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Label1: 
.line 50 
  return 
.end method 
 
In .line48 è presente l’istruzione getfield B.campo1 LC1 che carica sullo stack la 
classe C1 che implementa l’interfaccia I. Se manipoliamo il codice inserendo 
l’istruzione getfield B.campo2 LC2, viene caricata sullo stack la classe C2 che non 
implementa l’interfaccia I.  
In questo modo al momento della chiamata del metodo d’interfaccia I viene 
sollevata l’eccezione a runtime. 
 
Utilizzando il comando jasmin ci procuriamo una nuova versione dell’eseguibile 
del programma. La stampa a video è la seguente: 
 
# costruttore C1 chiamato 
# costruttore C2 chiamato 
# costruttore B chiamato 
# Exception in thread “main” java.lang.IncompatibleClassChangeError: 
Class C2 does not implement the requested Interface I 
 
L’eccezione sollevata dall’interprete corrisponde a quella da noi precedentemente 
trovata.  
 
La nostra ipotesi è dunque confermata. 
 
Esaminiamo adesso un altro programma che stampa a video le chiamate ai 
costruttori ed i testi dei vari metodi d’interfaccia:  
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// Definizione dell’interfaccia I e del metodo m() 
interface I { 
public void m();  
} 
 
// Definizione dell’interfaccia J e del metodo n() 
interface J { 
public void n(); 
} 
 
// Definizione della classe C1 che implementa l’interfaccia I 
// Implementazione del metodo m() dell’interfaccia I  
class C1 implements I { 
public void m() { 
                 System.out.println(ʺMetodo implementato dallʹinterfaccia Iʺ); 
                              } 
public C1() { 
System.out.println(ʺcostruttore C1 chiamatoʺ); 
                      } 
} 
 
// Definizione della classe C11 che implementa l’interfaccia I 
// Implementazione del metodo m() dell’interfaccia I 
class C11 implements I { 
public void m() { 
                 System.out.println(ʺMetodo implementato dallʹinterfaccia Iʺ); 
      79
__________________________________________________________________ 
 
                              } 
public C11() { 
System.out.println(ʺcostruttore C11 chiamatoʺ); 
                        } 
} 
 
// Definizione della classe C2 che implementa la classe J 
// Implementazione del metodo n() dell’interfaccia J 
class C2 implements J { 
public void n() { 
                 System.out.println(ʺMetodo implementato dallʹinterfaccia Jʺ); 
                            } 
public C2() { 
System.out.println(ʺcostruttore C2 chiamatoʺ); 
                     } 
} 
 
// Definizione della classe B e dei suoi 3 campi 
// I campi sono rispettivamente di tipo C1, C11 e C2 
class B { 
public C1 campo1; 
public C11 campo2; 
public C2 campo3; 
public B() { 
campo1=new C1(); 
campo2=new C11(); 
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campo3=new C2(); 
System.out.println(ʺcostruttore B chiamatoʺ); 
                   } 
} 
 
// Main 
// Viene creato l’oggetto classe B con i suoi 3 campi 
// Vengono definite 3 variabili di tipo interfaccia I ed una di tipo interfaccia J 
//Vengono assegnate alle variabili i campi dell’oggetto B e chiamati i rispettivi  
// metodi d’interfaccia per ogni variabile 
class test 
{ public static void main(String args[]) 
  { B b=new B(); 
    I var1; I var11; I var111; 
    J var2; 
    var1=b.campo1; 
    var1.m(); 
    var2=b.campo3; 
    var2.n(); 
    var11=b.campo1; 
    var11.m(); 
    var111=b.campo2; 
    var111.m();  
} 
} 
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L’output a video è il seguente: 
 
# Costruttore C1 chiamato 
# Costruttore C11 chiamato 
# Costruttore C2 chiamato 
# Metodo implementato dall’interfaccia I 
# Metodo implementato dall’interfaccia J 
# Metodo implementato dall’interfaccia I 
# Metodo implementato dall’interfaccia I 
 
Dobbiamo manipolare il file .j: 
 
;; Produced by JasminVisitor (BCEL) 
;; http://jakarta.apache.org/bcel/ 
.source test.java 
.class  test 
.super java/lang/Object 
 
.method  <init>()V 
.limit stack 1 
.limit locals 1 
.var 0 is this Ltest; from Label0 to Label1 
 
Label0: 
.line 64 
  aload_0 
  invokespecial java/lang/Object/<init>()V 
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Label1: 
  return 
.end method 
 
.method public static main([Ljava/lang/String;)V 
.limit stack 2 
.limit locals 6 
.var 0 is arg0 [Ljava/lang/String; from Label0 to Label1 
Label0: 
.line 66 
  new B 
  dup 
  invokespecial B/<init>()V 
  astore_1 
.line 71 
  aload_1 
  getfield B.campo1 LC1; 
  astore_2 
.line 72 
  aload_2 
  invokeinterface I/m()V 1 
.line 73 
  aload_1 
  getfield B.campo3 LC2; 
  astore 5 
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.line 74 
  aload 5 
  invokeinterface J/n()V 1 
.line 75 
  aload_1 
  getfield B.campo1 LC1; 
  astore_3 
.line 76 
  aload_3 
  invokeinterface I/m()V 1 
.line 77 
  aload_1 
  getfield B.campo2 LC11; 
  astore 4 
.line 78 
  aload 4 
  invokeinterface I/m()V 1 
Label1: 
.line 79 
  return 
.end method 
 
 
Se manipoliamo una delle prime due chiamate ai metodi m() e n() delle interfacce I 
e J, viene sollevata la medesima eccezione vista nel caso precedente: 
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# Exception in thread “main” java.lang.IncompatibleClassChangeError: Class 
C2 does not implement the requested Interface I 
 
Se invece manipoliamo una delle ultime due chiamate, viene sollevata 
un’eccezione differente. E’ possibile ad esempio sostituire in .line75 l’istruzione 
getfiled B.campo1 LC1 oppure in .line77 l’istruzione getfield B.campo2 LC11 con 
l’istruzione getfield B.campo3 LC2 per caricare nello stack l’oggetto C2 invece 
degli oggetti C1 o C11. 
 
In entrambi i casi l’eccezione sollevata è la seguente: 
 
# Exception in thread “main” java.lang.IncompatibleClassChangeError 
 
Si tratta di un controllo apparentemente diverso da quello precedente e che deve 
essere identificato. La conferma su questo secondo controllo si può ottenere in 
maniera molto semplice. Se eliminiamo il primo controllo sulle interfacce e 
ricompiliamo la OpenJDK è possibile notare che, eseguendo il programma 
test.java, quest’ultima eccezione viene sollevata ugualmente. Il passo successivo è 
quindi l’identificazione di questo controllo aggiuntivo.  
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5.6 Analisi del secondo controllo 
 
Se facciamo riferimento all’implementazione della invokeinterface, reperibile in 
openjdk/hotspot/src/cpu/x86/vm/templatetable_x86_32, troviamo ad un certo punto 
il seguente codice: 
 
// Check that the entry is non‐null.  A null entry means that the receiver class 
// doesnʹt implement the interface, and wasnʹt the same as the  receiver class  
// checked when the interface was resolved. 
 
__ pushl(rdx); 
__movl(rdx, Address(rdx,itableOffsetEntry::interface_offset_in_bytes())); 
__ testl(rdx, rdx); 
__ jcc(Assembler::notZero, interface_ok); 
 
 // throw exception 
__ popl(rdx);          // pop saved register first. 
__ popl(rbx);          // pop return address (pushed by prepare_invoke) 
__ restore_bcp();   // rsi must be correct for exception handler   (was destroyed) 
__ restore_locals(); // make sure locals pointer is correct as well (was destroyed) 
__ call_VM(noreg, CAST_FROM_FN_PTR(address,InterpreterRuntime:: 
throw_IncompatibleClassChangeError)); 
// the call_VM checks for exception, so we should never return here. 
__ should_not_reach_here(); 
__ bind(interface_ok); 
__ popl(rdx);  
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Queste linee di codice implementano il secondo controllo a runtime sulle 
interfacce. Anche in questo caso viene verificato che una determinata classe 
implementi una specifica interfaccia. 
 
E’ importante spiegare la differenza tra i due controlli che abbiamo identificato. 
 
Il primo controllo viene eseguito solo alla prima chiamata di un metodo di 
interfaccia (al momento della sua risoluzione). Nell’esempio precedente infatti se 
manipoliamo entrambe le chiamate al metodo m() delle classi C1 e C11, il primo 
controllo viene applicato solo su C1, mentre su C11 viene applicato il secondo 
controllo.  
Il secondo controllo invece viene eseguito per ogni chiamata ad un metodo di 
interfaccia. Per questo motivo infatti se il primo controllo viene eliminato, viene 
comunque sollevata un’eccezione dal secondo. 
 
Se eliminiamo entrambi i controlli e ricompiliamo la OpenJDK, provando ad 
eseguire il file test.java otteniamo il seguente output: 
 
# An unexpected error has been detected by Java Runtime Environment: 
#  SIGSEGV (0xb) at pc=0xb4d18971, pid=7579, tid=3084798864 
# Java VM: OpenJDK Server VM (11.0-b08 mixed mode linux-x86) 
# Problematic frame: 
# j  test.main([Ljava/lang/String;)V+14 
Aborted (core dumped) 
 
Il processo di interpretazione del file abortisce in quanto si è verificato un errore 
imprevisto. Questo sta a significare che l’interprete non esegue nessun altro 
controllo a runtime sulle interfacce. Siamo dunque sicuri di aver identificato tutti i 
controlli implementati. 
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5.7 Il compilatore Just-In-Time 
 
Il comando java per l’esecuzione di un file .class prevede anche una serie di 
opzioni da settare. Se non diversamente specificato, l’esecuzione di un programma 
avviene per mezzo dell’interprete con la collaborazione del JIT Compiler. E’ 
necessario dunque assicurarsi che il compilatore non preveda dei controlli 
aggiuntivi sulla verifica a runtime delle interfacce. 
 
Analizziamo un esempio: 
 
// Definizione dell’interfaccia I e del metodo m() 
interface I { 
public void f(); 
} 
 
// Definizione della classe A che implementa l’interfaccia I 
// Implementazione del metodo di interfaccia f() 
class A implements I { 
public void f() {System.out.print(ʺMet Iʺ); } 
public A() {} 
} 
 
// Definizione della classe B e di un suo metodo f() 
class B { 
public void f() {System.out.print(ʺNON Iʺ); } 
public B() {} 
} 
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// Main 
// Vengono creati gli oggetti classe A e B 
// Viene creata una variabile di tipo interfaccia I 
// Si esegue un ciclo di chiamate di metodo d’interfaccia 
class test { 
public static void main(String args[]) { 
int i; 
I var; 
A temp=new A(); 
B temp2=new B(); 
var=temp; 
for (i=0;i<200;i++) {if (i<199) var.f(); 
                     else {var=temp; 
                           var.f(); 
                          } 
                    } 
} 
} 
 
Naturalmente il programma scrive su video la frase Met I per 200 volte. Questo 
esempio è un tipico caso di utilizzo del compilatore JIT. La parte di codice relativa 
al ciclo for viene ripetuta in continuazione (HotSpot) e può essere ottimizzata con 
la compilazione. 
 
Proviamo ad editare il file test.j e vediamo che tipo di eccezione viene sollevata 
dalla macchina virtuale. 
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Il codice del file test.j è il seguente: 
;; Produced by JasminVisitor (BCEL) 
;; http://jakarta.apache.org/bcel/ 
;; Tue Jan 22 11:25:38 CET 2008 
.source test.java 
.class  test 
.super java/lang/Object 
 
.method  <init>()V 
.limit stack 1 
.limit locals 1 
.var 0 is this Ltest; from Label0 to Label1 
Label0: 
.line 15 
  aload_0 
  invokespecial java/lang/Object/<init>()V 
Label1: 
  return 
.end method 
 
 
.method public static main([Ljava/lang/String;)V 
.limit stack 2 
.limit locals 5 
.var 0 is arg0 [Ljava/lang/String; from Label4 to Label0 
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Label4: 
.line 19 
  new A 
  dup 
  invokespecial A/<init>()V 
  astore_3 
.line 20 
  new B 
  dup 
  invokespecial B/<init>()V 
  astore 4 
.line 21 
  aload_3 
  astore_2 
.line 22 
  iconst_0 
  istore_1 
Label3: 
  iload_1 
  sipush 20000 
  if_icmpge Label0 
  iload_1 
  sipush 19999 
  if_icmpge Label1 
  aload_2 
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  invokeinterface I/f()V 1 
  goto Label2 
Label1: 
.line 23 
  aload_3 
  astore_2 
.line 24 
  aload_2 
  invokeinterface I/f()V 1 
Label2: 
.line 22 
  iinc 1 1 
  goto Label3 
Label0: 
.line 27 
  return 
 
.end method 
 
L’oggetto A è memorizzato nel registro 3 (astore_3), mentre l’oggetto B è 
memorizzato nel registro 4 (astore_4). E’ sufficiente manipolare in .line24 
l’istruzione aload_2 (il contenuto del registro 3 è stato spostato precedentemente 
nel registro 2) con aload_4 in modo da caricare nello stack l’oggetto B invece del 
legittimo oggetto A. 
Se eseguiamo il file modificato viene sollevata l’eccezione che conosciamo: 
 
# Exception in thread “main” java.lang.IncompatibleClassChangeError 
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Questo è dovuto al fatto che in realtà l’esecuzione è avvenuta solo per mezzo 
dell’interprete. Per attivare l’ottimizzazione del JIT Compiler è necessario 
aumentare il ciclo for ad un valore molto più elevato.  
 
Per determinare a quali valori del ciclo il compilatore esegue le ottimizzazioni è 
possibile utilizzare due tecniche diverse. La prima è editare il codice del 
compilatore inserendo un comando di output che ci segnala l’intervento del 
compilatore stesso.  
La seconda è eseguire il programma prima in modalità –Xint (solo interprete) e poi 
in modalità –Xmixed (default: interprete e compilatore) aumentando ogni volta la 
durata del ciclo for. Quando i tempi di esecuzione si allontanano drasticamente 
vuol dire che sono intervenute le ottimizzazioni del compilatore. 
 
Servendoci di entrambe le tecniche abbiamo stimato che per questo programma di 
test un numero di iterazioni del ciclo for di circa 20000 ci garantisce l’intervento 
del JIT Compiler.  
 
A questo punto se eseguiamo il file l’eccezione sollevata è la seguente: 
 
# Exception in thread “main” java.lang.IncompatibleClassChangeError: Class 
C2 does not implement the requested Interface I 
 
Il compilatore JIT  esegue il primo controllo ad ogni chiamata di un metodo 
d’interfaccia. E’ quindi un comportamento diverso da quello dell’interpete.  
Questo è dovuto al fatto che una parte di codice da ottimizzare viene compilata 
prima di essere eseguita, dunque anche il primo controllo in linkResolver.cpp 
viene compilato ed eseguito per ogni chiamata di un metodo d’interfaccia. E’ 
un’implementazione diversa rispetto all’interprete che invece si serve di un 
secondo controllo scritto in TemplateTable_x86_32. 
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Per verificare il comportamento del compilatore bisogna andare nel codice della 
OpenJDK ed individuare la chiamata che conduce al controllo identificato. Se 
analizziamo il file ciMethod.cpp in openjdk/hotspot/src/share/vm/ci è possibile 
localizzare questa parte di codice: 
 
// ciMethod::resolve_invoke 
// 
// Given a known receiver klass, find the target for the call.   
// Return NULL if the call has no target or the target is abstract. 
ciMethod* ciMethod::resolve_invoke(ciKlass* caller, ciKlass* 
exact_receiver) { 
// codice 
…. 
m = LinkResolver::resolve_interface_call_or_null(h_recv, h_resolved, 
h_name, h_signature, caller_klass); 
….  
 
La chiamata al metodoLinkResolver::resolve_interface_call_or_null conduce 
direttamente al primo controllo che abbiamo visto essere eseguito nell’ultimo 
esempio.  Concludendo possiamo dunque affermare che il compilatore non 
implementa nessun nuovo controllo a runtime sulle interfacce, adoperando nelle 
sue ottimizzazioni il primo controllo che abbiamo identificato.   
A questo punto non ci resta che eliminare entrambi i controlli identificati, 
ricompilare la OpenJDK in modo da ottenere una Java Virtual Machine modificata 
e testare le prestazioni di quest’ultima. 
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5.8 Le altre istruzioni Bytecode 
 
Le quattro istruzioni indicate in precedenza (aastore, checkcast, instanceof, 
invokeinterface) sono le uniche secondo le specifiche Java 2 di Sun Microsystems 
[3] ad implementare il controllo a runtime sulle interfacce.  
Studiando però la sintassi di alcune istruzioni risulta evidente che anche altre 
istruzioni dovrebbero in realtà implementare questi controlli. Per fare un esempio 
basti pensare all’istruzione putfield C:f:τ che prende un valore di tipo τ e un 
riferimento ad oggetto C dallo stack e salva il valore nel campo f dell’oggetto. 
Nei casi in cui il campo f dovesse essere di tipo interfaccia è chiaro che il 
problema sulle verifiche che abbiamo trattato si ripresenterebbe anche adesso. 
 
Mostriamo un esempio: 
 
// Definizione interfaccia I e metodo m() 
interface I {  
public void m();  
} 
 
// Definizione classe C1 che implementa I e implementazione del metodo m() 
class C1 implements I { 
public void m() { 
                 System.out.println(ʺMetodo implementato dallʹinterfaccia Iʺ); 
                             } 
public C1() { 
System.out.println(ʺcostruttore C1 chiamatoʺ); } 
} 
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// Definizione classe C2 e definizione del metodo m() 
class C2  { 
public void m() { 
            System.out.println(ʺMetodo non implementato dallʹinterfaccia Iʺ); 
                             } 
public C2() { 
System.out.println(ʺcostruttore C2 chiamatoʺ);  
} 
 
// Definizione classe B e dei campi di tipo I e C2 
class B { 
public I campo1; 
public C2 campo2; 
public B() { 
campo1=new C1(); 
campo2=new C2(); 
System.out.println(ʺcostruttore B chiamatoʺ); 
                   } 
} 
 
// Main 
// Creazione oggetto B e definizione variabile di tipo I 
// Assegnamento a variabile e chiamata al metodo d’interfaccia m() 
class test {  
public static void main(String args[]) {  
B b=new B(); 
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I var; 
var=b.campo1; 
var.m(); 
} 
} 
 
Il programma definisce una classe C1 che implementa un’interfaccia I ed una 
classe C2 che non implementa l’interfaccia I. Viene inoltre definito un oggetto B 
con due campi, il primo dei quali è di tipo interfaccia. Il costruttore di B crea un 
oggetto classe C1 e lo inserisce nel campo di tipo interfaccia. L’operazione è 
assolutamente legittima dato che la classe C1 implementa l’interfaccia I. 
 
L’output del programma è il seguente: 
 
# costruttore C1 chiamato 
# costruttore C2 chiamato 
# costruttore B chiamato 
# Metodo implementato dall’interfaccia I 
 
 
Dato che il nostro interesse è verificare  se l’istruzione putfield esegue i controlli di 
tipo sulle interfacce, dobbiamo manipolare il codice bytecode della parte di  
programma che gestisce l’assegnamento sui campi dell’oggetto B.  
In questo caso quindi è necessario intervenire sul codice bytecode del costruttore 
di B, in quanto è lui ad occuparsi di assegnare un oggetto di tipo I a campo1 
dell’oggetto classe B. 
 
Analizziamo il bytecode testuale del costruttore di B: 
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;; Produced by JasminVisitor (BCEL) 
;; http://jakarta.apache.org/bcel/ 
.source test.java 
.class  B 
.super java/lang/Object 
 
.field public ʺcampo1ʺ LI; 
.field public ʺcampo2ʺ LC2; 
 
.method public <init>()V 
.limit stack 3 
.limit locals 1 
.var 0 is this LB; from Label0 to Label1 
 
Label0: 
.line 35 
  aload_0 
  invokespecial java/lang/Object/<init>()V 
.line 36 
  aload_0 
  new C1 
  dup 
  invokespecial C1<init>()V 
  putfield B.campo1 LI; 
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.line 37 
  aload_0 
  new C2 
  dup 
  invokespecial C2/<init>()V 
  putfield B.campo2 LC2; 
.line 38 
  getstatic java.lang.System.out Ljava/io/PrintStream; 
  ldc ʺcostruttore B chiamatoʺ 
  invokevirtual java/io/PrintStream/println(Ljava/lang/String;)V 
Label1: 
.line 40 
  return 
 
.end method 
 
In .line 36 viene generato l’oggetto classe C1 ed assegnato a campo1 di tipo I. Per 
testare la putfiled B.campo1 LI è necessario come prima cosa sostituire le due 
istruzioni new C1 ed invokespecial C1<init>()V con new C2 e invokespecial 
C2<init>()V. In questa maniera il riferimento ad oggetto per la putfield è un 
riferimento di tipo C2 e non di tipo C1. 
 
Questa operazione non è sufficiente in quanto bisogna intervenire anche sul 
bytecode testuale test.j all’interno del quale c’e’ la chiamata al metodo 
d’interfaccia. L’istruzione invokeinterface infatti segnalerà sicuramente l’errore, 
dunque deve essere eliminata perché a noi interessa capire se una eventuale 
eccezione sollevata venga gestita dalla putfield. 
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Il codice test.j è il seguente: 
 
;; Produced by JasminVisitor (BCEL) 
;; http://jakarta.apache.org/bcel/ 
.source test.java 
.class  test 
.super java/lang/Object 
 
.method  <init>()V 
.limit stack 1 
.limit locals 1 
.var 0 is this Ltest; from Label0 to Label1 
 
Label0: 
.line 44 
  aload_0 
  invokespecial java/lang/Object/<init>()V 
Label1: 
  return 
 
.end method 
 
.method public static main([Ljava/lang/String;)V 
.limit stack 2 
.limit locals 3 
.var 0 is arg0 [Ljava/lang/String; from Label0 to Label1 
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Label0: 
.line 46 
  new B 
  dup 
  invokespecial B/<init>()V 
  astore_1 
.line 48 
  aload_1 
  getfield B.campo1 LI; 
  astore_2 
.line 49 
  aload_2 
  invokeinterface I/m()V 1 
Label1: 
.line 50 
  return 
 
.end method 
 
In .line 49 è presente la chiamata al metodo d’interfaccia invokeinterface 
I/m()V 1. Anteponendo “;;” all’istruzione la rendiamo un semplice commento e 
quindi la escludiamo dall’esecuzione del programma. 
 
A questo punto dopo aver creato con l’eseguibile jasmin i nuovi file .class per B.j 
e test.j possiamo testare l’esecuzione del programma.  
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L’output è il seguente: 
 
# costruttore C1 chiamato 
# costruttore C2 chiamato 
# costruttore B chiamato 
 
E’ evidente come nessuna eccezione venga sollevata dalla putfield a conferma del 
fatto che non viene eseguito nessun controllo di tipo sulle interfacce. 
Il motivo di questo comportamento è da ricercare in una chiara scelta 
implementativa legata alla Java Virtual Machine. E’ stato preferito rimandare il 
controllo di tipo sulle interfacce fino al momento della chiamata di un metodo 
d’interfaccia stesso. Per questo motivo il controllo è effettuato al momento della 
esecuzione di una invokeinterface. 
 
La politica di comportamento adottata nella gestione del controllo di tipo sulle 
interfacce può essere valutata positivamente per alcuni aspetti e negativamente 
invece per altri.  
 
Da un punto di vista più teorico non si può considerare molto elegante un 
approccio di questo tipo. Un oggetto “ non legittimo” viene manipolato da diverse 
istruzioni senza che nessuna evidenzi l’incompatibilità. Solo al momento “pratico” 
della chiamata del metodo d’interfaccia allora viene rilevata l’inconsistenza. In un 
codice molto complesso è difficile andare a recuperare l’esatto momento in cui 
nasce l’operazione illegittima e questa cosa può creare delle difficoltà ad esempio 
in fase di sviluppo del programma stesso. 
Da un punto di vista più pratico invece questa scelta può portare una serie di 
vantaggi anche in termini di semplicità e prestazioni. Il codice risulta meno 
“appesantito” da una serie di controlli e dunque meno complesso. I tempi di 
esecuzione naturalmente tendono a scendere a vantaggio quindi delle prestazioni 
generali della macchina virtuale. 
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6. Capitolo  
 
Analisi delle prestazioni 
In questo capitolo viene affontato uno studio sulle prestazioni della macchina 
virtuale Java. Tramite l’utilizzo di benchmark e di test appositamente sviluppati 
sono state effettuate delle misurazioni per testare le modifiche apportate alla Java 
Virtual Machine. 
 
6.1 Il confronto sulle prestazioni 
 
Nel capitolo precedente abbiamo analizzato il codice sorgente della OpenJDK al 
fine di identificare i controlli, eseguiti a tempo di esecuzione dall’interprete Java, 
relativi alle chiamate di metodi d’interfaccia. 
I due controlli che abbiamo identificato vengono eseguiti con modalità diverse ma, 
occupando comunque le risorse dell’interprete, producono come conseguenza un 
qualche rallentamento delle sue prestazioni. 
Se questi controlli vengono eliminati è possibile ottenere un miglioramento sui 
tempi di esecuzione delle applicazioni, però questo guadagno deve essere 
accuratamente valutato. L’obiettivo che ci dobbiamo porre adesso è dunque la 
quantificazione dell’incremento effettivo sulle prestazioni della macchina virtuale.   
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In dettaglio ci proponiamo di effettuare, attraverso dei software di benchmark e dei 
programmi sviluppati, un confronto in termini di tempi di esecuzione fra la Java 
Virtual Machine originale (completa dei controlli a runtime sulle interfacce) e la 
Java Virtual Machine da noi modificata. In questo modo è possibile valutare una 
eventuale finestra di guadagno da attribuire alle modifiche effettuate al codice. 
Chiaramente per ottenere dei risultati attendibili è necessario testare una serie di 
programmi diversi, in determinate condizioni e su un numero significativo di 
esecuzioni.  
 
Fondamentalmente noi eseguiremo due diverse analisi: 
 
? Macro Benchmark: vengono testati programmi relativamente grossi, 
all’interno dei quali vengono eseguite un certo numero di chiamate a 
metodi d’interfaccia; 
 
? Micro Benchmark: vengono testati programmi relativamente piccoli, il cui 
codice è principalemente composto da chiamate a metodi d’interfaccia; 
 
Con questo approccio è possibile ottenere una panoramica più completa su quelli 
che possono essere gli effettivi guadagni in diverse tipologie di applicazioni. 
 
Per la fase di test relativa al Macro Benchmark è stato utilizzato un pacchetto 
software chiamato The Dacapo Benchmark Suite [14] che fornisce una serie di 
strumenti importanti per un processo di misurazione più completo e dettagliato. 
Per la fase di test relativa al Micro Benchmark è stato utilizzato un programma 
appositamente sviluppato per questa tesi che prende il nome di microtest.  
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6.2 Il Benchmark DACAPO 
 
Il Dacapo Benchmark Suite è un tool gratuito per il Java Benchmarking, completo 
di un insieme di strumenti messi a disposizione dell’utente per un più efficiente 
processo di misurazione. 
 
Il benchmark è scaricabile come un file in formato .jar, quindi direttamente 
eseguibile da shell con il comando java. Dispone di un insieme di undici 
applicazioni open-source sulle quali effettuare le misurazioni desiderate con 
l’ausilio di un insieme di opzioni facili da settare. 
 
I file inclusi nel tool Dacapo sono i seguenti: 
 
? Antlr: un generatore di parser; 
? Bloat: un tool Java per l’ottimizzazione del bytecode; 
? Chart: un toolkit grafico; 
? Eclipse: un ambiente di sviluppo integrato (IDE); 
? Fop: un tool di formattazione della stampa; 
? Hsqldb: un database relazionale SQL scritto in java; 
? Jython: un interprete phyton scritto in java; 
? Luindex: un tool di indicizzazione del testo; 
? Lusearch: un tool di ricerca sui testi; 
? Pmd: un analizzatore di codice per Java; 
? Xalan: un tool di trasformazione per i documenti XML; 
 
Naturalmente ognuno di questi file si distingue dall’altro per diverse scelte 
implementative del codice interno dovute alle diverse finalità degli stessi. 
Quindi alcuni file possono risultare più idonei per alcuni tipi di misurazione 
rispetto ad altri.  
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Per fornire uno strumento di riferimento sulle misurazioni è stata sviluppata una 
tabella [14] che racchiude quelle che sono le caratteristiche più importanti dei file 
in questione (Fig. 6.1): 
 
 
 
 
 
 
 
 
Figura 6-1  Tabella riassuntiva del Dacapo Benchmark 
 
 
Analizziamo gli indici e il loro significato: 
 
? WMC (Weighted methods per class): è il numero totale dei metodi 
dichiarati per le classi caricate; 
 
? DIT (Depth of Inheritance): per ogni classe fornisce una misura del livello 
di ereditarietà dell’oggetto, partendo dal top della gerarchia;  
 
? NOC (Number of Children): fornisce il numero delle sottoclassi dirette di 
una classe; 
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? CBO (Coupling between object classes): rappresenta il numero di classi 
accoppiate ad una data classe; 
 
? RFC (Response for a Class): misura il numero di metodi differenti che 
possono essere eseguiti quando un metodo viene invocato; 
 
? LCOM (Lack of cohesion in methods): conta i metodi di una classe che 
non sono relazionati con alcuni dei campi della classe stessa; 
 
Per gli obiettivi di questa tesi l’indice più importante a cui fare riferimento è il 
DIT in quanto fornisce un’indicazione di massima su quello che può essere la 
complessità della gerarchia degli oggetti e quindi anche delle eventuali interfacce. 
E’ plausibile pensare infatti che un codice dal DIT elevato possa contenere al suo 
interno un numero superiore di chiamate a metodi d’interfaccia rispetto ad altri dal 
DIT minore. Per noi questa considerazione è molto importante perché per ottenere 
delle risposte più attendibili dalle misurazioni è fondamentale testare file con 
numerose chiamate a metodi d’interfaccia. 
 
6.2.1 I comandi del Benchmark 
Come già indicato in precedenza, il file da scaricare è in formato .jar ed e’ 
denominato dacapo-2006-10.jar. Per eseguire il benchmark è necessario digitare il 
seguente comando: 
 
# java ‐jar dacapo‐2006‐10.jar [‐s small|default|large] [‐c <callbackclass>] 
[‐<flags>] <bm> [<bm2>, ...] 
 
Come si può vedere dalla descrizione del comando, ci sono una serie di opzioni 
[14] da settare per migliorare le prestazioni del benchmark.  
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Analizziamo quelle di maggiore interesse per noi: 
 
? -s size (small, default, large): indica le dimensioni del carico di input sul 
file. Selezionando uno dei possibili tre valori si ottengono carichi di lavoro 
diversi e quindi diversi tempi di esecuzione; 
 
? -c class: specifica il nome delle classi callback con le quali si impostano i 
messaggi di output del benchmark. Alcuni esempi di messaggi sono start, 
end, warmup start e warmup end (viene lasciata default); 
 
? bm: indica il nome del file che si desidera testare; 
 
? -converge: se viene utilizzata questa modalità il benchmark lavora con 
criteri più complessi in modo da ottenere dei risultati più costanti. In 
pratica il benchmark esegue inizialmente delle misurazioni di riferimento e 
solo dopo il verificarsi di determinate condizioni esegue una misurazione 
effettiva. Le prime esecuzioni sono definite esecuizoni di “warmup” e sono 
necessarie per portare il sistema in condizioni di stabilità per poi effettuare 
successivamente una misurazione più attendibile.  
 
Vengono impostate tre ulteriori variabili: 
 
o -max_iterations n: indica il numero massimo di esecuzioni di 
warmup da eseguire. Se le condizioni di convergenza stabilite non 
vengono soddisfatte entro questo limite il benchmark fallisce; 
 
o -variance pct: è la condizione di convergenza stabilita. Se durante 
le esecuzioni di warmup i tempi non rimangono sotto la soglia di 
varianza indicata il benchmark falisce; 
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o -window n: indica il numero di esecuzioni di warmup consecutive 
che devono soddisfare le condizioni sulla varianza;  
 
Dunque se viene settata l’opzione –converge, si deve stabilire un 
coefficiente di varianza ed attendere che un numero n di esecuzioni 
warmup consecutive, entro un massimo di max_iterations esecuzioni, si 
mantenga sotto la soglia di varianza stabilita. Se questo succede, 
l’esecuzione successiva viene misurata e considerata effettiva. 
  
? - n num: indica un numero di esecuzioni da intendere come esecuzioni di 
warmup. La successiva viene misurata. In questo caso non ci sono 
condizioni di convergenza, si utilizzano delle esecuzioni di warmup solo 
per stabilizzare al meglio il sistema; 
 
Per comprendere il funzionamento del benchmark mostriamo un esempio di 
misurazione ed il relativo output: 
 
# java –jar  /home/utente/Desktop/dacapo‐2006‐10.jar  –s small  –converge 
–max_iterations 1000  –variance 0  –window 8  antlr  
 
Il file da testare è antlr in modalità converge. Le condizioni prevedono una finestra 
di otto esecuzioni consecutive (su un massimo di 1000) ed un valore della varianza 
pari a 0. Naturalmente per motivi di spazio mostriamo solo una parte dell’output 
complessivo: 
 
===== DaCapo antlr starting warmup ===== 
Running antlr on grammar antlr/java.g 
ANTLR Parser Generator   Version 2.7.2   1989‐2003 jGuru.com 
===== DaCapo antlr completed warmup in 57 msec ===== 
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===== DaCapo antlr starting warmup ===== 
Running antlr on grammar antlr/java.g 
ANTLR Parser Generator   Version 2.7.2   1989‐2003 jGuru.com 
===== DaCapo antlr completed warmup in 57 msec ===== 
===== DaCapo antlr starting warmup ===== 
Running antlr on grammar antlr/java.g 
ANTLR Parser Generator   Version 2.7.2   1989‐2003 jGuru.com 
===== DaCapo antlr completed warmup in 57 msec ===== 
…………….. 
…………….. 
===== DaCapo antlr starting warmup ===== 
Running antlr on grammar antlr/java.g 
ANTLR Parser Generator   Version 2.7.2   1989‐2003 jGuru.com 
===== DaCapo antlr completed warmup in 57 msec ===== 
===== DaCapo antlr starting ===== 
Running antlr on grammar antlr/java.g 
ANTLR Parser Generator   Version 2.7.2   1989‐2003 jGuru.com 
===== DaCapo antlr PASSED in 58 msec ===== 
 
Dopo otto esecuzioni consecutive misurate sui 57 ms, è stata memorizzata 
l’esecuzione successiva che si è assestata sui 58 ms. Il benchmark ha raggiunto la 
convergenza e il valore ottenuto è il risultato finale del processo di testing. 
 
A questo punto non ci resta che affrontare lo studio del processo di misurazione 
sui file del benchmark e quantificare il possibile guadagno sulle prestazioni della 
Java Virtual Machine dovuto alle modifiche apportate al codice. 
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6.2.2 Preparazione alle misurazioni 
Il funzionamento del benchmark DACAPO è stato descritto nel paragrafo 
precedente, però dobbiamo ancora trattare l’aspetto legato alla metodologia da 
applicare per le misurazioni. 
 
Le varie opzioni del benchmark non possono essere impostate a priori, senza 
opportune considerazioni legate agli specifichi file da esaminare. In base 
all’applicazione da testare può essere più o meno importante elevare i parametri di 
varianza e finestra, oppure elevare il numero di esecuzioni massime. 
 
Queste considerazioni ci portano a concludere che per cominciare il processo di 
testing è necessario innanzitutto un periodo iniziale di misurazioni solo per 
determinare i valori più opportuni delle opzioni sui diversi file. Una volta 
determinati si può procedere successivamente alla misurazione effettiva. 
 
Un processo di benchmark attendibile deve infine ridurre al minimo i fattori di 
influenza interni ed esterni che possono in qualche maniera contaminare la 
costanza dei risultati.  
 
Un approccio di tipo “manuale” alle misurazioni ad esempio può comportare una 
serie di problematiche legate alle condizioni con le quali viene effettuata.  
 
Per evitare questo tipo di influenza esterna si è preferito automatizzare il processo 
di misurazione tramite uno script shell chiamato scriptbenchmark.bash che 
provvede all’esecuzione organizzata delle fasi di test.  
Un ulteriore programma chiamato media.awk si occupa di interpretare i risultati 
ottenuti dal processo di misurazione per presentarli in maniera organizzata in un 
file di testo. 
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Un analogo ragionamento può essere fatto su quelle che sono le condizioni interne 
del calcolatore predisposto alle misurazioni. In questo senso infatti si possono 
presentare influenze di tipo interno al sistema che pregiudicano nella stessa 
maniera l’attendibilità dei risultati. Bisogna evitare dunque quanto più possibile i 
condizionamenti dovuti ad hardware e software.  
 
L’influenza dovuta al sistema hardware è direttamente identificabile nei sistemi di 
memorizzazione di massa. I tempi di accesso sugli hard disk infatti possono essere 
molto variabili a seconda del grado di frammentazione e dello spazio libero. Per 
evitare questo tipo di condizionamento è stata utilizzata una delle potenzialità dei 
sistemi operativi moderni, la Ram Disk.  
 
Ubuntu permette l’impiego di una parte della memoria Ram come memoria 
convenzionale di archiviazione. Una volta formattata e montata è possibile creare 
cartelle e salvare file nello stesso modo in cui è possibile con i convenzionali hard 
disk (chiaramente ad ogni spegnimento del sistema i dati vengono persi). Questa 
soluzione ci permette di eseguire il benchmark e scrivere i risultati sempre su 
memoria RAM, garantendo in questo modo dei tempi di accesso praticamente 
costanti. 
 
In realtà Ubuntu possiede di default delle Ram Disk da formattare e montare, ma le 
dimensioni disponibili (variabili in base alla memoria RAM su ogni macchina) 
non sono sufficenti per quelle che sono le esigenze del nostro processo di 
misurazione. Quindi per non compromettere il risultato del nostro lavoro è stata 
creata e formatta una Ram Disk di 512 MB di spazio.  
 
I passaggi necessari alla creazione di una Ram Disk sono abbastanza semplici. Per 
un approfondimento sull’argomento è disponibile la documentazione online del 
sistema operativo Ubuntu [23]. 
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L’influenza dovuta al sistema software è direttamente identificabile nei processi di 
sistema che sono in funzione durante l’esecuzione dei test. Per intervenire su 
questo aspetto sono sufficenti due accorgimenti: 
 
? Eseguire il benchmark in recovery mode: vengono caricate solo le 
componenti fondamentali del sistema operativo, senza interfacce grafiche e 
processi non critici; 
 
? Utilizzare il comando nice per elevare la priorità del processo di 
esecuzione dello script: # nice –n –X benchmark.bash. X è il valore 
aggiuntivo che va sommato al livello di priorità convenzionale che viene 
dato allo script. Un valore di priorià negativo ha precedenza su un valore 
positivo. Questo è il motivo per cui il parametro X viene impostato con il 
segno meno sul comando nice (la massima priorità si ottiene con un valore 
di nice -20); 
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6.2.3 I risultati del benchmark DACAPO 
Di seguito vengono riportate le specifiche del calcolatore e dell’ambiente software 
sui quali sono state effettuate le misurazioni: 
 
• PROCESSORE AMD X2 4600 
• MB ASUS M2NPV‐VM 
• V‐DATA RAM 2 GB 
• HD SAMSUNG 80 GB  
• RAM DISK 512 MB 
• SISTEMA OPERATIVO UBUNTU ver. 7.04 
 
Alcune esecuzioni preventive sono state utilizzare per determinare i valori più 
opportuni  da inserire nelle opzioni del benchmark DACAPO: 
 
• SIZE: small 
 
• CLASS: default 
 
• CONVERGE: attiva 
o max_iterations: 1000 
o variance: 0.05 
o windows: 3 
 
Di seguito sono riportate le tabelle comparative sui tempi di esecuzione dei file del 
benchmark DACAPO. Il confronto riguarda la Java Virtual Machine Standard e la 
Java Vitual Machine da noi modificata. 
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Figura 6-2  Tabelle di confronto sui tempi di esecuzione del benchmark Dacapo 
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6.3 Il file microtest 
 
Per la fase di microbenchmark è stato sviluppato appositamente un programma 
microtest.java. Il suo codice è il seguente: 
 
// Definizione dell’interfaccia I e del metodo f() 
interface I { 
public void f(); 
} 
 
// Definizione dell’interfaccia J che estende I e del suo metodo g() 
interface J extends I { 
public void g(); 
} 
 
// Definizione dell’interfaccia K che estende J e del suo metodo h() 
interface K extends J { 
public void h(); 
} 
 
//Definizione della classe A e implementazione dei metodi f(),g(), h() 
class A implements K { 
public void f() {double a;  a=Math.random(); } 
public void g() {double b; b=Math.random(); } 
public void h() {double c;  c=Math.random(); } 
public A(){} 
} 
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// Definizione della classe B che estende A e del suo metodo i() 
class B extends A { 
public void i() {System.out.println(ʺMetodo della classe Bʺ);} 
public B (){} 
} 
 
// Definizione della classe C che estende B e del suo metodo m() 
class C extends B { 
public void m() {System.out.println(ʺMetodo della classe Cʺ);} 
public void C(){} 
} 
 
// Main 
// Creazione oggetto C e assegnamento a variabile val del parametro di ingresso 
// Ciclo for per le chiamate al metodo f() di interfaccia 
class test { 
public static void main(String args[]) { 
int z; 
int val; 
C var = new C(); 
val=Integer.parseInt(args[0]); 
for (z=1;z<val;z++) { 
                         var.f(); 
                                  } 
} 
} 
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Il programma preleva il parametro intero in ingresso ed esegue un ciclo for pari 
alla sua durata. Il ciclo for consiste in una semplice chiamata al metodo 
d’interfaccia f() che assegna ad un reale il risultato della funzione Math.Random(). 
I discorsi legati all’accuratezza del sistema di misurazione valgono naturalmente 
anche in questo caso. Dunque anche per questo programma sono stati 
implementati uno script chiamato microbenchmark.bash per l’organizzazione delle 
fasi di test ed un programma chiamato micromedia.awk per l’interpretazione dei 
risultati. 
 
6.3.1 I risultati del Micro Benchmark 
Di seguito somo mostrate le tabelle di comparazione sulle prestazioni in 
esecuzione del file microtest.java. 
Il confronto riguarda le prestazioni della Java Virtual Machine standard e la Java 
Virtual Machine modificata. 
 
 
Figura 6-3  Tabella di confronto sui tempi di esecuzione di microtest.java 
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6.4 Conclusioni 
 
L’analisi dei risultati ottenuti dai test eseguiti sul benchmark DACAPO e sul file 
microtest.java ci permettono di arrivare ad alcune conclusioni sul lavoro svolto. 
 
Nella valutazione dei tempi di esecuzione per la fase di MacroBenchmark risulta 
evidente come non si sia ottenuto praticamente nessun guadagno dalle modifiche 
apportate al codice della Java Virtual Machine. 
I tempi tipici di esecuzione sono praticamente simili, se escludiamo qualche 
millesimo di secondo di differenza. Inoltre si può verificare come per alcuni file i 
tempi di esecuzione per la Java Virtual Machine modificata risultino addirittura 
superiori rispetto a quelli per la Java Virtual Machine standard. Questa 
comportamento è dovuto al fatto che oscillazioni minime sui tempi di esecuzione 
sono comunque sempre presenti. Ripetendo più volte gli stessi test otterremmo 
sempre delle piccole variazioni di qualche millisecondo, in un verso o nell’altro, 
tali da ribaltare alcune delle misurazioni presentate nelle tabelle.  
Lo stesso ragionamento vale per i tempi minimi e massimi di esecuzione. La 
conclusione è dunque che non esiste alcun vantaggio in termini di prestazione 
nell’utilizzare le modifiche da noi apportate. 
 
Nella valutaizone dei tempi di esecuzione per la fase di MicroBenchmark risulta 
altrettanto evidente che un vantaggio è tangibile solo per un numero elevatissimo 
di chiamate a metodi d’interfaccia. 
 
Fino ad un numero di 1.000.000 di chiamate non abbiamo alcun guadagno 
osservabile, dunque le prestazioni possono essere considerate equivalenti. 
Se aumentiamo di numero fino a 10.000.000 di chiamate, è quantificabile un 
guadagno in circa 0,06 secondi, mentre se arriviamo fino a 100.000.000 di 
chiamate otteniamo un guadagno di circa 0,56 secondi. 
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E’ evidente come il guadagno ottenuto non sia in pratica interessante ai fini dei 
programmi di uso commerciale. Un numero di 100.000.000 di chiamate a metodi 
d’interfaccia risulta essere un numero troppo grosso per considerare vantaggiose le 
modifiche da noi apportate. 
 
A seguire viene presentato un grafico nel quale viene mostrato l’andamento dei 
tempi di esecuzione del file microtest.java per un numero di chiamate superiore a 
90.000.000. Il grafico mette a confronto le differenze di prestazioni tra le due Java 
Virtual Machine in esame: 
 
 
Figura 6-4  Grafico di confronto sui tempi di esecuzione 
 
Una ulteriore valutazione interessante che è possibile fare riguarda la 
determinazione del tempo necessario per il type checking. In pratica vogliamo 
calcolare quanto tempo viene richiesto alla Java Virtual Machine standard per 
effettuare un controllo di tipo su un metodo d’interfaccia. 
 
Per determinare il valore è sufficiente dividere il numero di chiamate eseguite per 
il guadagno ottenuto sui tempi di esecuzione. 
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Nel nostro caso se prendiamo in considerazione i valori ottenuti con 100.000.000 
di chiamate a metodi d’interfaccia, abbiamo:  
 
000.000.100
560ms  = 5,6 ns 
 
Dunque la Java Virtual Machine standard impiega circa 5,6 ns per effettuare il test 
di verifica di tipo su un metodo d’interfaccia. 
 
 
In definitiva è stato provato che il controllo di tipo sulle interfacce non è un 
controllo “pesante” per l’interprete Java. Il tempo impiegato alla sua esecuzione è 
praticamente irrilevante se confrontato su un tempo di esecuzione di un 
programma convenzionale. In applicazioni appositamente realizzate, dotate di un 
numero elevatissimo di chiamate a metodi d’interfaccia, questo tempo inizia ad 
essere valutabile più chiaramente, ma comunque tende sempre ad essere non 
interessante ai fini delle prestazioni dell’interprete. Concludendo quindi possiamo 
affermare che eliminare i controlli di tipo sulle interfacce non migliora le 
prestazioni dell’interprete Java. 
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7. Capitolo 
 
Appendice  
 
7.1 Lo script benchmark.bash 
 
Di seguito viene riportato il codice dello script benchmark.bash appositamente 
implementato per automatizzare il processo di testing: 
 
#! /bin/bash 
 
// La Ram Disk viene creata e montata nella directory /mnt/rd  
mke2fs ‐m 0 /dev/ram0 
mount /dev/ram0 /mnt/rd 
 
// Vengono trasferiti in Ram Disk gli eseguibili delle due Java Virtual Machine da 
// confrontare e l’eseguibile del benchmark DACAPO 
cp ‐R /home/utente/Desktop/Tesi/oldjre /mnt/rd 
cp ‐R /home/utente/Desktop/Tesi/newjre /mnt/rd 
cp /home/utente/Desktop/dacapo‐2006‐10‐MR2.jar /mnt/rd 
      122
__________________________________________________________________ 
 
 
echo ʺ ʺ 
echo ʺ      *************************************************ʺ 
echo ʺ      **************SCRIPT BENCHMARK***********ʺ 
echo ʺ      *************************************************ʺ 
echo ʺ ʺ 
 
// Viene richiesto di indicare quanti processi distinti di misurazione si intendono   
// eseguire 
echo ‐n ʺDIGITARE IL NUMERO DI TEST: ʺ 
read NUM_TEST 
echo ʺ ʺ 
 
// Per ogni processo di misurazione da effettuare vengono richiesti i singoli           
// parametri da inserire 
for ((X=1;X<=${NUM_TEST};X++)) 
do 
 
// Selezione della Java Virtual Machine da utilizzare 
// E’ possibile scegliere tra la Java Virtual Machine standard e  la Java Virtual    
// Machine da noi modificata 
echo ʺINTERPRETI JAVA DISPONIBILI: [oldjre] [newjre]ʺ 
echo ‐n ʺINTERPRETE JAVA: ʺ  
read MIO_INTERPRETE[$X] 
echo ʺ ʺ 
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// Selezione della modalità Interprete (-Xint) oppure della modalità combinata      
// Interprete-JIT Compiler (-Xmixed) 
echo ʺOPZIONE INTERPRETE/JIT COMPILER: [‐Xint]  [‐Xmixed]ʺ  
echo ‐n ʺOPZIONE ‐X: ʺ 
read MIO_X[$X] 
echo ʺ ʺ 
 
// Opzione per l’eventuale attivazione del Garbage Collector 
echo ʺOPZIONE GARBAGE COLLECTION: [‐Xnoclassgc]ʺ  
echo ‐n ʺOPZIONE ‐X: ʺ 
read MIO_GARBAGE[$X] 
echo ʺ ʺ 
 
// Selezione del file da testare (opzione bm) 
echo  ʺBENCH:  [antlr  bloat  chart  eclipse  fop  hsqldb  jython  luindex 
lusearch pmd xalan]ʺ 
echo ‐n ʺFILE DA TESTARE: ʺ 
read MIO_FILE[$X] 
echo ʺ ʺ 
 
// Selezione della opzione size 
echo ʺOPZIONE ‐s: [small]  [default]  [large]ʺ  
echo ‐n ʺOPZIONE INPUT: ʺ 
read MIO_INPUT[$X] 
echo ʺ ʺ 
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// Lo script è impostato direttamente per eseguire i test con l’opzione “-converge” 
 
// Selezione della opzione max_iterations 
echo ‐n ʺOPZIONE ‐max_iterations: ʺ 
read MAX_ITERAZIONI[$X] 
echo ʺ ʺ 
 
// Selezione della opzione variance 
echo ‐n ʺOPZIONE ‐variance: ʺ 
read VARIANZA[$X] 
echo ʺ ʺ 
 
// Selezione della opzione window 
echo ‐n ʺOPZIONE ‐window: ʺ 
read WINDOW[$X] 
echo ʺ ʺ 
 
// Selezione del numero di misurazioni da eseguire sul FILE DA TESTARE 
// Un numero di misurazioni elevato permette di estrarre una media sui tempi più 
// attendibile 
echo ‐n ʺESECUZIONI DA MISURARE: ʺ 
read NUM_PASSI[$X] 
echo ʺ ʺ 
 
// Vengono inviate su video tutte le opzioni settate per il processo di misurazione 
// Questa schermata appare un numero di volte pari al numero di processi di        
// misurazione impostato 
      125
__________________________________________________________________ 
 
echo ʺDATI INSERITI:ʺ 
 
echo ‐n ʺINTERPRETE: ʺ 
echo ${MIO_INTERPRETE[$X]} 
 
echo ‐n ʺINTERPRETE/JIT COMPILER: ʺ 
echo ${MIO_X[$X]} 
 
echo ‐n ʺGARBAGE COLLECTION: ʺ 
echo ${MIO_GARBAGE[$X]} 
 
echo ‐n ʺFILE: ʺ 
echo ${MIO_FILE[$X]} 
 
echo ‐n ʺINPUT: ʺ 
echo ${MIO_INPUT[$X]} 
 
echo ‐n ʺMAX ITERAZIONI: ʺ 
echo ${MAX_ITERAZIONI[$X]} 
 
echo ‐n ʺVARIANZA: ʺ 
echo ${VARIANZA[$X]} 
 
echo ‐n ʺFINESTRA: ʺ 
echo ${WINDOW[$X]} 
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echo ‐n ʺCICLO ESECUZIONI: ʺ 
echo ${NUM_PASSI[$X]} 
 
// Viene richiesta la conferma sulla correttezza dei dati inseriti 
echo ‐n ʺCONFERMARE (y or n) : ʺ  
read CONFERMA 
// La conferma viene gestita da un comando case 
case $CONFERMA in 
y)  
echo ʺDATI CONFERMATI E SALVATIʺ 
echo ʺ ʺ 
;; 
n) 
echo ʺDATI ERRATI RIAVVIARE LO SCRIPTʺ 
echo ʺ ʺ 
exit 
;; 
*)  
echo ʺTASTO ERRATO RIAVVIARE LO SCRIPTʺ 
echo ʺ ʺ 
exit 
;; 
esac 
// Fine del ciclo di inserimento dati che riprende nuovamente per il prossimo        
// processo di misurazione da settare 
done 
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// Parte esecutiva dello script benchmark.bash 
 
// Parte il ciclo che provvede ad effettuare tutti i processi di misurazione impostati 
for ((X=1;X<=${NUM_TEST};X++)) 
do 
 
// Per ogni singolo processo viene innanzitutto creato un file in Ram Disk sul        
// quale memorizzare i  parametri inseriti. Il nome del file è univoco e composto da 
// alcune delle opzioni settate per il particolare processo di misurazione: 
// (size-max_iterations-variance-windows-numero esecuzioni) 
echo ʺDATI BENCHMARK:ʺ >> /mnt/rd/${MIO_INPUT[$X]}‐
${MAX_ITERAZIONI[$X]}‐${VARIANZA[$X]}‐${WINDOW[$X]}‐
${NUM_PASSI[$X]} 
 
echo ʺ ʺ >> /mnt/rd/${MIO_INPUT[$X]}‐${MAX_ITERAZIONI[$X]}‐
${VARIANZA[$X]}‐${WINDOW[$X]}‐${NUM_PASSI[$X]} 
 
echo ‐n ʺINTERPRETE: ʺ >> /mnt/rd/${MIO_INPUT[$X]}‐
${MAX_ITERAZIONI[$X]}‐${VARIANZA[$X]}‐${WINDOW[$X]}‐
${NUM_PASSI[$X]} 
echo ${MIO_INTERPRETE[$X]} >> /mnt/rd/${MIO_INPUT[$X]}‐
${MAX_ITERAZIONI[$X]}‐${VARIANZA[$X]}‐${WINDOW[$X]}‐
${NUM_PASSI[$X]} 
………… 
// Per ragioni di praticità non riportiamo l’intero codice della scrittura sul file 
// Tutte le informazioni sulle opzioni del singolo processo di misurazione vengono 
// opportuanemente memorizzate 
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// Parte l’esecuzione del processo di misurazione 
echo ʺ ʺ 
echo ʺ      ***************************************************ʺ 
echo ʺ      *************CICLO DI ESECUZIONI*************ʺ 
echo ʺ      ***************************************************ʺ 
// Il ciclo permette di effettuare sul file selezionato il numero di misurazioni          
// impostate in precedenza 
for ((Y=1;Y<=${NUM_PASSI[$X]};Y++)) 
do 
 
// Comando per l’esecuzione del benchmark DACAPO completo di tutte le opzioni 
// settate per il processo di misurazione: 
// eseguibile java 
/mnt/rd/${MIO_INTERPRETE[$X]}/j2re‐image/bin/java   
// opzione -jar, -Xint o –Xmixed, Garbage Collector  
‐jar   ${MIO_X[$X]}   ${MIO_GARBAGE[$X]}    
// eseguibile benchmark DACAPO 
/mnt/rd/dacapo‐2006‐10‐MR2.jar  
// opzioni –size, -max_iterations, -variance, -windows 
‐s ${MIO_INPUT[$X]}  ‐converge   
‐max_iterations ${MAX_ITERAZIONI[$X]}  
‐variance ${VARIANZA[$X]}  
‐window ${WINDOW[$X]} ${MIO_FILE[$X]}  
// redirezione dell’output sul file esclusivo del processo di misurazione 
>>  
/mnt/rd/${MIO_INPUT[$X]}‐${MAX_ITERAZIONI[$X]}‐
${VARIANZA[$X]}‐${WINDOW[$X]}‐${NUM_PASSI[$X]} 2>&1 
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// Viene stampato a video ad ogni misurazione del file: 
// Il numero del processo di misurazione in rapporto al numero totale 
// Il ciclo di misurazione del file selezionato per il processo di misurazione  
echo ‐n ʺTest N. ʺ 
echo ‐n ${X} 
echo ‐n ʺ/ʺ 
echo ‐n ${NUM_TEST} 
echo ‐n ʺ  ʺ 
echo ‐n ${MIO_FILE[$X]} 
echo ‐n ʺ: CICLO N. ʺ 
echo ‐n ${Y} 
echo ʺ COMPLETATOʺ 
 
// Si conclude il ciclo di calcolo per il processo di misurazione 
done  
 
// Viene creato un nuovo file esclusivo del processo di misurazione nel quale         
// verranno successivamente memorizzati i tempi di esecuzione di ogni ciclo 
echo ʺDATI BENCHMARK:ʺ >>  
/home/utente/Desktop/TEST/${MIO_INTERPRETE[$X]}/${MIO_X[$X]}/${
MIO_FILE[$X]}/Medie/${MIO_INPUT[$X]}‐${MAX_ITERAZIONI[$X]}‐
${VARIANZA[$X]}‐${WINDOW[$X]}‐${NUM_PASSI[$X]} 
// Per questo script è stata utilizzata una cartella TEST, all’interno della quale      
// vengono memorizzati i file. La cartella contiene 2 sottocartelle openjre e newjre, 
// ognuna delle quali contiene a sua volta 2 sottocartelle –Xint e –Xmixed. In        
// ognuna di queste due sottocartelle vengono create altre sottocartelle chiamate   
// con il nome dei file del benchmark DACAPO. In ognuna di queste cartelle deve         
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// essere creata una sottocartella Medie, all’interno della quale viene memorizzato 
// il file con i risultati. 
 
…………. 
// Per ragioni di praticità non riportiamo l’intero codice della scrittura sul file 
// Tutte le informazioni identificative del processo di misurazione vengono            
// preventivamente memorizzate 
 
 
// Un ulteriore script  media.awk (che descriveremo in dettaglio nel prossimo         
// paragrafo) viene utilizzato per interpretare i dati generati dal benchmark          
// DACAPO e memorizzati nel file in Ram Disk esclusivo dello specifico processo 
// di misurazione 
awk  ‐f  /root/script/media.awk  /mnt/rd/${MIO_INPUT[$X]}‐
${MAX_ITERAZIONI[$X]}‐${VARIANZA[$X]}‐${WINDOW[$X]}‐
${NUM_PASSI[$X]}  
>>  
// Lo script media.awk scrive le sue elaborazioni sul file specifico del processo di 
// misurazione creato nella cartella Medie 
/home/utente/Desktop/TEST/${MIO_INTERPRETE[$X]}/${MIO_X[$X]}/${
MIO_FILE[$X]}/Medie/${MIO_INPUT[$X]}‐${MAX_ITERAZIONI[$X]}‐
${VARIANZA[$X]}‐${WINDOW[$X]}‐${NUM_PASSI[$X]} 
 
// Viene eliminato il file in Ram Disk del processo di misurazione 
rm /mnt/rd/${MIO_INPUT[$X]}‐${MAX_ITERAZIONI[$X]}‐
${VARIANZA[$X]}‐${WINDOW[$X]}‐${NUM_PASSI[$X]} 
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// Fine del ciclo per il processo di misurazione.  
done 
// Si riparte con il ciclo per il processo di misurazione successivo 
 
// Alla fine di tutti i cicli di misurazione viene eliminata la Ram Disk 
echo ʺ      **********************************ʺ 
echo ʺ      **************STOP**************ʺ 
echo ʺ      **********************************ʺ  
umount ‐v /mnt/rd 
 
Riassumiamo i 5 passi fondamentali dello script benchmark.bash: 
 
1. Viene generata e montata la Ram Disk all’interno della quale vengono 
copiati gli eseguibili delle due Java Virtual Machine e l’eseguibile del 
benchmark DACAPO; 
 
2. Viene richiesto il numero di test da effettuare, e per ognuno di questi 
vengono richiesti i valori da associare ai parametri del benchmark 
(modalita –converge predefinita) e quante misurazioni effettuare; 
 
3. Si parte con l’esecuzione di tutti i test. Viene generato un file di comodo 
(per ogni test) in Ram Disk all’interno del quale viene rediretto l’output del 
benchmark; 
 
4. Viene generato un altro file nella directory TEST dove lo script media.awk 
scrive i risultati che ha interpretato dal file di comodo in Ram Disk; 
 
5. Viene eliminata la Ram Disk con tutto il suo contenuto; 
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7.2 Il file media.awk 
 
Il file media.awk si occupa di interpretare l’output del benchmark DACAPO in 
modo da generare un documento chiaro e interpretabile. 
Per approfondire il discorso sul linguaggio di programmazione awk fare 
riferimento alla documentazione disponibile in rete [24]. 
 
Analizziamo il contenuto del file: 
 
// Blocco iniziale con inizializzazione delle variabili di programma  
BEGIN { 
TEMP=0 
PASSO=0  
WINDOW=0 
CONTATORE=1 
RISULTATO=0 
MIN=0 
MAX=0 
printf (ʺRISULTATI\nʺ) 
printf (ʺ\nʺ) 
} 
 
// Blocco centrale 
// Viene prelevato il valore dell’opzione –windows che tornerà utile in seguito  
$1==ʺFINESTRA:ʺ { 
WINDOW=$2 
} 
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// Vengono prelevati i tempi di esecuzione dei Warmup ed inseriti in un buffer        
// ciclico b di dimensioni uguali all’opzione –windows 
// In questo modo vengono conservati i valori di Warmup che rispettano il criterio 
// di convergenza 
$4==ʺcompletedʺ && $5==ʺwarmupʺ { 
b[CONTATORE]=$7 
if (CONTATORE==WINDOW){ 
CONTATORE=1 
} 
else { 
CONTATORE++ 
} 
} 
 
// Viene prelevato il tempo di esecuzione effettivo misurato dopo i cicli di Warmup, 
// viene memorizzato in un  array a e stampato insieme ai valori dei tempi di            
// Warmup 
$4==ʺPASSEDʺ { 
PASSO++ 
printf (ʺWarmup:\nʺ) 
for (i=1;i<=WINDOW;i++) { 
printf(ʺ%f\nʺ,b[i]) 
} 
printf (ʺEsecuzione n. %i time: %f ms\nʺ, PASSO, $6) 
printf(ʺ\nʺ) 
a[PASSO]=$6 
} 
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// Blocco finale 
// Vengono stampate le informazioni sul numero di convergenze ottenute 
// Viene calcolata e stampata la media sui tempi di esecuzione 
END { 
for (i=1;i<=PASSO;i++) {TEMP+=a[i]} 
printf (ʺ\nʺ) 
printf (ʺIl Benchmark ha raggiunto la convergenza %i volte\nʺ, PASSO) 
printf (ʺ\nʺ) 
if (PASSO>0) { 
RISULTATO=TEMP/PASSO 
printf (ʺLa media dei tempi di esecuzione è %f ms\nʺ, RISULTATO) 
                         } 
else printf (ʺNon è possibile calcolare la media sulle esecuzioni\nʺ) 
printf(ʺ\nʺ) 
 
// Viene calcolata una media più accurata ottenuta eliminando i due tempi di        
// esecuzione agli estremi dell’intervallo 
if (PASSO>2) { 
printf(ʺEʹ  possibile  ottenere  una media  più  precisa  eliminando  le  due 
esecuzioni:\nʺ) 
printf(ʺ\nʺ) 
 
MIN=a[1]   
for (i=2;i<=PASSO;i++) { 
                        if (a[i]<=MIN) MIN=a[i] 
                                          }  // viene determinato il minimo tempo di esecuzione 
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printf(ʺEsecuzione minima: ʺ) 
printf(ʺ%f ms\nʺ,MIN) 
 
MAX=a[1] 
for (i=2;i<=PASSO;i++) { 
                        if (a[i]>=MAX) MAX=a[i] 
                                         }  // viene determinato il massimo tempo di esecuzione 
 
printf(ʺEsecuzione massima: ʺ) 
printf(ʺ%f ms\nʺ,MAX) 
 
// viene stampata la media migliorata 
RISULTATO=(TEMP‐MIN‐MAX)/(PASSO‐2) 
printf(ʺLa  media  migliorata  sui  tempi  di  esecuzione  è  %f 
ms\nʺ,RISULTATO) 
printf(ʺ\nʺ) 
printf(ʺ\nʺ) 
printf(ʺ\nʺ) 
             } 
} 
 
 
In breve il programma preleva il valore della finestra window che lo script 
benchmark.bash ha inserito nel file di output del benchmark e mantiene in un 
buffer ad inserimento circolare le ultime “window” misurazioni sulle esecuzioni di 
warmup. Quando incontra la misurazione PASSED, questa viene prelevata come 
misurazione effettiva. Infine vengono calcolate due diverse medie sui tempi. 
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Un esempio di output del file media.awk è il seguente: 
 
 
DATI BENCHMARK: 
  
INTERPRETE: oldjdk 
INTERPRETE/JIT COMPILER: ‐Xint 
FILE: antlr 
INPUT: small 
MAX ITERAZIONI: 1000 
VARIANZA: 0.2 
FINESTRA: 5 
CICLO ESECUZIONI: 20 
  
 
RISULTATI 
 
Warmup: 
1590.000000 
1589.000000 
1590.000000 
1595.000000 
1595.000000 
Esecuzione n. 1 time: 1590.000000 ms 
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Warmup: 
1593.000000 
1595.000000 
1598.000000 
1593.000000 
1593.000000 
Esecuzione n. 2 time: 1592.000000 ms 
 
Warmup: 
1595.000000 
1594.000000 
1595.000000 
1599.000000 
1595.000000 
Esecuzione n. 3 time: 1594.000000 ms 
 
Warmup: 
1598.000000 
1599.000000 
1600.000000 
1600.000000 
1600.000000 
Esecuzione n. 4 time: 1604.000000 ms 
 
………………………… 
……………………… 
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Warmup: 
1606.000000 
1599.000000 
1604.000000 
1604.000000 
1607.000000 
Esecuzione n. 19 time: 1606.000000 ms 
 
Warmup: 
1594.000000 
1597.000000 
1596.000000 
1600.000000 
1593.000000 
Esecuzione n. 20 time: 1592.000000 ms 
 
 
Il Benchmark ha raggiunto la convergenza 20 volte 
La media dei tempi di esecuzione è 1597.100000 ms 
Eʹ possibile ottenere una media più precisa eliminando le due 
esecuzioni: 
 
Esecuzione minima: 1590.000000 ms 
Esecuzione massima: 1606.000000 ms 
 
La media migliorata sui tempi di esecuzione è 1597.000000 ms 
      139
__________________________________________________________________ 
 
7.3 Lo script microbenchmark.bash 
 
Il codice dello script è molto simile a quello precedente, quindi a seguire vengono 
mostrate solo le parti che devono essere modificate: 
 
#! /bin/bash 
// Creazione Ram Disk e trasferimento eseguibili 
…… 
echo ‐n ʺDIGITARE IL NUMERO DI TEST: ʺ 
read NUM_TEST 
 
for ((X=1;X<=${NUM_TEST};X++)) 
do 
// Inserimento opzioni per il test  
…… 
echo ʺMICROBENCH: [microtest]ʺ 
echo ‐n ʺFILE DA TESTARE: ʺ 
read MIO_FILE[$X] 
echo ʺ ʺ 
echo ‐n ʺCICLO FOR: ʺ 
read ITERAZIONI[$X] 
echo ʺ ʺ 
echo ‐n ʺESECUZIONI DA MISURARE: ʺ 
read NUM_PASSI[$X] 
echo ʺ ʺ 
 
      140
__________________________________________________________________ 
 
// Stampa a video e richiesta conferma dati inseriti 
…… 
done 
 
// Parte esecutiva 
for ((X=1;X<=${NUM_TEST};X++)) 
do 
 
// Stampa dei parametri sul file riservato al processo di misurazione 
// Il file è identificato univocamente dalle opzioni iterazioni-num passi 
………. 
……….. 
// Parte esecutiva del singolo processo di misurazione 
for ((Y=1;Y<=${NUM_PASSI[$X]};Y++)) 
do 
 
// Comando di esecuzione del programma di test 
cd /mnt/rd/microtest 
// Viene utilizzata l’opzione time di Linux per ottenere il tempo di esecuzione del   
// comando (sono incluse tutte le opzioni) 
/usr/bin/time ‐p ‐a ‐o /mnt/rd/${ITERAZIONI[$X]}‐${NUM_PASSI[$X]} 
/mnt/rd/${MIO_INTERPRETE[$X]}/j2re‐image/bin/java  
${MIO_X[$X]}   ${MIO_GARBAGE[$X]}   
${MIO_FILE[$X]}    ${ITERAZIONI[$X]}  
echo ʺ ʺ >>  
// L’output viene rediretto nel file in Ram Disk 
/mnt/rd/${ITERAZIONI[$X]}‐${NUM_PASSI[$X]} 
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// Creazione del file nella cartella Medie 
………. 
 
// Viene utilizzato uno script micromedia.awk per interpretare i risultati del          
// microbenchmark 
awk ‐f /root/script/micromedia.awk /mnt/rd/${ITERAZIONI[$X]}‐
${NUM_PASSI[$X]} 
 >> 
/home/utente/Desktop/TEST/${MIO_INTERPRETE[$X]}/${MIO_X[$X]}/${
MIO_FILE[$X]}/Medie/${ITERAZIONI[$X]}‐${NUM_PASSI[$X]} 
……….. 
done 
………….. 
umount ‐v /mnt/rd 
 
Ovviamente non sono presenti le opzioni del benchmark DACAPO, però è stata 
aggiunta l’opzione relativa alla durata del ciclo for. Il comando java è preceduto 
dal comando time di Linux che permette di memorizzare la durata dei tempi 
d’esecuzione. Anche per questa fase di test è stato realizzato un file chiamato 
micromedia.awk che interpreta i risultati delle misurazioni. 
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7.4 Il file micromedia.awk 
 
Il file ha la seguente struttura interna: 
 
// Blocco iniziale 
BEGIN { 
PASSO=0  
printf (ʺRISULTATI\nʺ) 
} 
 
// Blocco centrale 
// Preleva il tempo di esecuzione e lo stampa  
$1==ʺrealʺ { 
PASSO++ 
printf (ʺEsecuzione n. %i time: %s s\nʺ, PASSO, $2) 
printf(ʺ\nʺ) 
} 
 
// Blocco finale 
END { 
} 
 
L’output di un comando time è il seguente: 
 
# real h:m:s 
 # user h:m:s 
# sys h:m:s 
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Il tempo effettivo di esecuzione di un programma è quello associato al campo real. 
Il file micromedia.awk non fa altro che prelevare l’informazione del campo real ed 
elencare in maniera sequenziale tutti i tempi di esecuzione dei vari cicli. 
 
Per dimostrazione vediamo un esempio di file generato: 
 
DATI BENCHMARK: 
  
INTERPRETE: oldjre 
INTERPRETE/JIT: ‐Xint 
GARBAGE COLLECTION:  
FILE: microtest 
CICLO FOR: 10000000 
ESECUZIONI DA MISURARE: 4 
 
RISULTATI 
 
Esecuzione n. 1 time: 13.06 s 
Esecuzione n. 2 time: 12.76 s 
Esecuzione n. 3 time: 12.71 s 
Esecuzione n. 4 time: 12.87 s 
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