Excessive compute time is becoming a key problem for high performance system modeling as the complexity of the electromagnetic and circuit models is increasing. At the same time the PEEC models are locally becoming more complex with the increased importance of dielectric and skin-effect losses. In this paper, we consider a combined approach where waveform relaxation is used for the predominant weak coupling while a Gaussian matrix solver is used for the parallelization of the strongly coupled parts of the EM/Ckt solver.
I. INTRODUCTION
Excessive compute time is becoming a key problem for high performance system modeling as the complexity of the electromagnetic and circuit models is increasing. At the same time the local complexity of the models is increasing with the importance of dielectric and skin-effect losses. These loss models may consist of local circuits in the PEEC context. In this paper, we use the volume Partial Element Equivalent Circuit (PEEC) approach [1] . In the last 25 years, many waveform relaxation (WR) and WR-like concepts have been applied to SPICE type circuits by many researchers, e.g. [2] , [3] . It was always well known that the best results with WR can be obtained with parallel processing. Hence, new parallel solution techniques are of fundamental importance for the solution of this problem. Today, multi-core chip machines are available with an increasing number of processors at a very affordable price. Algorithms which are suitable for a variety of different machines are becoming more important. While new automatic compilers for multi-core processors are being developed today, the performance can be greatly enhanced with application-specific algorithms. In this paper, we will show how we can take advantage of the specific properties of the EM/Ckt systems at hand. The only early work we are aware of on WR for EM problems is [4] . In recent work, we considered WR for the purpose of solving large EM/Ckt systems using parallel matrix techniques [5] and WR [6] . The WR approach has been utilized for a multitude of circuit and other applications,e.g. [7] , [8] , [9] . However, this may result in widely varying levels of performance due to the restriction for the parallel processing to weakly coupled SubSystems (SSy). This in turn limits the performance of the algorithms. Fortunately, PEEC models, like other integral equation based models, do involve a very large number of weak couplings. Unfortunately, one problem is that some of the SSy may form large, strongly coupled blocks. This can degrade the performance as will be clear from the explanations given below. To solve this problem, we suggest in the paper a combined approach based on [5] and [6] where WR is used for the predominant weak couplings while a parallel Gaussian matrix solver is used for the parallelization of the strongly coupled parts of the overall system. Hence, the challenge is to combine the approaches efficiently in such a way that the best overall performance can be achieved. The Partitioning has to be done as a pre-processing step, an approach which has been utilized successfully in the past. Hence, the partitioning strategy is fixed beforehand while the number of WR iterations is determined by a convergence test which compares the maximum difference between two consecutive iterations. Today, the much higher frequencies in VLSI circuits and packaging lead to problems with models with a much larger number of mutual coupling elements. A very good example of this is the WR work for multiple transmission line coupling [9] . It pkicr(t;n) (2) where ick is the total capacitive current for cell k and the retardation time is tkn t _ k t-T where Rkn is the distance between cells k and ni and c is the speed of light. The coupling factor of this case can be computed as -y -(PknPnk) (PkkPnn) -. For a capacitor connected between two SSys as a capacitive pi circuit, where Cii is in SSy i and Cjj in SSy j, the convergence factor is given by tyf (CijCji) [(Cii ± Cij)(Cjj + Cij)]l . Finally, for a similar resistive coupling we have eYe -R2 / [(Rii ± Rj)(Rjj + Ri3)]. It is clear that we can improve the accuracy of the criteria if more details of the connected circuits are taken into account. However, the majority of the entries in large PEEC circuit matrices are due to very weakly coupled delayed inductive and capacitive couplings.
We use the above partitioning process to determine which elements are in the same SSy. An example of a system after the partitioning process is given in Fig. 1 right. All the elements inside of SSys are strongly coupled and the dashed lines indicate a multitude of weak couplings. This shows where the weak couplings occur. From this, we also show that even inside the large SSy 3 we can update the weak couplings with each global WR iteration. Hence, we only have to solve a sparser SSy when we analyze SSy 3.
We use as an example a connector structure shown in Fig. 3 . All measurements in the left figure are in mm. To investigate different situations, we can add different layers to the connector. We assume that the connector connects to a set of contacts at a 90 degree angle. The contacts are assumed to be 0.4 mm thick with the conductivity of copper. We also assume that a 0.3 mm thick ground sheet is placed outside at a center-to-center distance of 2 mm from the connector wire. The size of the ground sheet is 29 mm by 17 mm. Given these building blocks, we can construct an example with different connection situations to test the algorithm for different cases. As can be observed, the contacts of the connectors are labeled where we connect different resistive, capacitive and short loads to the connections indicated by the numbers. To simplify the example, all circuit elements and ground connections are assumed to be perpendicular to the planes and their Figure 4 right shows how a number of processors assigned to the single pin is best at 2 while at least 3 processors should be assigned to the ground sheet and pin problem. The machine used is a Linux machine using MPI where the parallel matrix solver used is from ScaLaPack. Of course, this result is a strong function of the machine communication latency. We show that by using a parallel matrix solver we have some control over the execution time for each of the SSys. Hence, this simplifies the scheduling task for the different SSy resulting in the balancing of the loads on the different processors. Figure 4 Left finally compares the input and output responses for pin 1 by comparing the WR response to the conventional Spice analysis waveforms.
IV. CONCLUSIONS
This paper combines two parallel processing based speedup techniques for the solution of large EM problems using the PEEC approach. A conventional parallel Gaussian linear system solver is used for strongly coupled parts while the waveform relaxation method is used for the weak inductive and capacitive couplings. Hence, the approach uses both approaches where they perform the best.
