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Foreword
Since the discovery of a Higgs boson-like particle in 2012, it is the goal of physicists
all over the world to measure its properties as precisely as possible in order to pin
down possible deviations from the predictions of the standard model of particle physics,
which ultimately would give a hint at the existence of new physics. Characteristics like
the particle spin and color have been successfully measured and seem to be in perfect
accordance with the expectations. Another important property to probe – and the topic
of this thesis – is the Yukawa coupling mechanism to fermions, which predicts that the
coupling strengths are proportional to the fermion masses.
Especially the coupling parameter characterizing the interaction of the Higgs boson
with the top quark is crucial for the verification of the electroweak sector of the standard
model, as the top quark is the heaviest elementary particle known to exist. Hence, this
thesis tries to shed light on the parameter associated to this coupling by searching for
the associated production of a Higgs boson together with a single top quark at center-
of-mass energies of 8 and 13TeV with the Compact Muon Solenoid detector. Higgs
boson decays into a pair of bottom quarks are considered, yielding the largest expected
signal rates among all possible decay modes. The process is sensitive to the relative
sign of the coupling strength to fermions and to weak gauge bosons as well as to their
magnitudes, which is a unique feature of this production mode. Deviations from the
coupling parameter values as predicted in the standard model would lead to altered
production rates, which can be looked for in the collision data. In particular, the channel
lifts the degeneracy between the standard model scenario and the scenario with a flipped
sign for the coupling to the top quark, in which case the production rate is strongly
enhanced.
Chapter 1 sets the theoretical scene of the associated production of Higgs boson
and single top quark by first introducing the standard model and the Higgs boson as
the consequence of electroweak symmetry breaking. Top quark production is briefly
addressed, before the process of interest is presented in all its respects.
The analysis presented in this thesis heavily relies on statistical methods for analyzing
and interpreting the data. Multivariate techniques help in separating the signal process
from background contributions. They are explained in Chapter 2 together with other
fundamental methods such as Monte-Carlo simulation and cross section calculation,
giving a conceptual overview of the methods commonly applied in an analysis in the
field of high energy physics.
In Chapter 3 the experimental setup is introduced. Descriptions of the Large Hadron
Collider and the Compact Muon Solenoid detector are provided, and the digitization
and reconstruction of recorded events is explained, covering the entire chain from the
recording of the proton-proton collisions to providing the final processed datasets to the
i
analysts.
Chapter 4 presents the search for associated production of a single top quark and
a Higgs boson in the data collected at
√
s = 8TeV, which amounts to an integrated
luminosity of 19.7 fb−1. The analysis focusses on the decay of the Higgs boson into two
b quarks. The purpose of this chapter is to recapitulate an analysis conducted in a group
within the CMS collaboration and made public by the latter through a Physics Analysis
Summary. The author has contributed significantly to these efforts at each step of the
analysis chain. A paper combining the H→ bb¯ analysis with single top quark + Higgs
boson analyses performed in other Higgs boson decay channels has been submitted to
JHEP at the end of 2015.
Prospects for what is possible in the area of single top quark + Higgs boson physics at
the Large Hadron Collider in Run-II, which has started in the second half of 2015, are
discussed for the first time in this thesis: in Chapter 5 a scan in the two-dimensional
plane spanned by the couplings of the Higgs boson to fermions and vector bosons is
performed. First expected upper limits on single top quark + Higgs boson associated
production that correspond to 2.2 fb−1 of recorded collision data at a center-of-mass
energy of 13 TeV are presented.
The thesis concludes in Chapter 6, providing also an outlook to larger integrated
luminosities at the High-Luminosity-Large Hadron Collider.
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1. Theoretical introduction
The purpose of this first chapter is to discuss the physics of the two heaviest particles of
the standard model of particle physics (SM) – the top quark and the Higgs boson – and
the relation between them. Discovered at the Tevatron and the Large Hadron Collider in
1995 [1,2] and 2012 [3, 4], respectively, they mark the missing pieces that were needed
for completion of the picture of quark generations and electroweak symmetry breaking
as foreseen in the SM. At the same time, new physics beyond this established theory,
generically referred to as beyond-Standard-Model (BSM) physics, is likely to manifest
itself in the area of “top-Higgs” physics. The latter therefore is an important field to test
and probe the SM and check for possible deviations from its predictions.
The topic of this thesis, the previously unexplored associated production of a Higgs
boson and a single top quark, hasmany interesting aspects up its sleeve: firstly, it provides
a special handle on one of the key parameters for the verification of the SM, namely the
coupling strength of the Higgs boson to the top quark, and its sign relative to the coupling
parameter characterizing the interaction with gauge bosons. In addition, BSM models,
such as the scenario of CP violation in the top-Yukawa coupling, can be investigated in
this channel. These aspects, which are unique to tHq production, are explained at the
end of this introduction. The chapter starts with a general introduction to the SM, the
Higgs boson and the top quark.
1.1. Standard model
As of now, the SM is the best theory for describing the interactions between elementary
particles. It has been developed over decades in the second half of the 20th century
and was tested experimentally to highest precision, so far revealing no single sign of
discrepancy between its predictions and corresponding measurements. The particle
content of the SM is briefly described below, followed by a discussion about what missing
pieces in this theory are and about how it impressively succeeds in describing the
generation of masses for the elementary particles.
1.1.1. Bosons
Table 1.1 lists the mediators of the forces that are described by the SM. Due to their
bosonic nature, the so-called gauge bosons – a terminology that will become clear in
Sec. 1.2 – have an integer spin of 1 (natural units with ~ = c = 1 are used). They can be
statistically described by means of Bose-Einstein statistics, which implies that arbitrarily
many of them can have the same quantum numbers and occupy the same state.
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Table 1.1.: Interactions, gauge bosons and some of their properties [5], according to the SM.
Although being separated into electromagnetic and, respectively, weak interactions in this
table, the SM unites the two as a common electroweak interaction. This is for instance reflected
in the fact that the Z boson couples to a mixture (as in a linear combination) of electric charge
and weak charge, i.e. the third component of the weak isospin.
Interaction Gauge boson Mass [GeV] Couples to
electromagnetic photon (γ) - electric charge
strong gluon (g) - color charge
weak W± 80.385 weak isospin
weak Z 91.188 electric charge & weak isospin
Gauge bosons interact with other particles by coupling to specific charges: the photon,
i.e. the carrier of the electromagnetic (EM) force, couples to particles with a non-zero
electric charge. Since the photon is massless, the EM field propagates over long ranges
(one can easily get a feeling for the large distance interaction by looking at the stars in
the sky). Foundations of a quantum field theoretical formulation of the force, referred to
as quantum electrodynamics or QED, were laid around 1950 in references [6–12].
Just as the photon, the gluon also has zero rest mass. However, the force it transmits is
bound to act over very short ranges due to the property of confinement: gluons couple
to the color charge of a particle, and carry both color and anticolor themselves. Their
self-interaction makes the field lines between two colored objects form a string, whose
energy increases linearly with the distance between the two objects. Already at very small
distances (typically the size of a nucleon), it is energetically better for the system to create
new quark-antiquark pairs than to further stretch the string. The relativistic quantum
field theory of the strong interaction is called quantum chromodynamics (QCD).
In the SM, transitions between fermions, which are described in the next section, are
mediated via theW± bosons. These couple to the weak isospin of a particle. For instance,
they are responsible for mediating the β decay of nucleons. QED and the theory of weak
interactions have been formally unified by the electroweak theory in the 1960’s [13–15].
Within the scope of the latter, weak neutral currents mediated by the later observed Z
boson have been predicted. The Z boson couples to a linear combination of the electric
charge q of a particle and its isospin I3. The quantity 2q − I3 is referred to as weak
hypercharge Y .
With masses of 80.4 and 91.2GeV for the W and Z bosons [5], the carriers of the weak
force have a short life time of about 10−25 s, and therefore can act only at short ranges.
The discussion of the Higgs boson is left to Sec. 1.2.
1.1.2. Fermions
The Pauli exclusion principle dictates that two fermions, i.e. particles with half-integer
spin, can never have all quantum numbers the same, which entails an asymmetric
combined wave function for two identical fermions. The consequence of this behaviour is
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that nature can “build things” out of them: they constitute the matter that we are familiar
with from our everyday life. Atoms consist of electrons orbiting around nuclei, which in
turn are comprised of u and d quarks. During the last century, a multitude of additional,
increasingly heavy fundamental particles has been discovered in the laboratory and
through cosmic rays, culminating in the observation of the top quark about twenty years
ago. As it turns out, the fermions of the SM all have spin 1/2 and can be arranged in the
following way:
(
νe
e
)(
νµ
µ
)(
ντ
τ
)
,
(
u
d
)(
c
s
)(
t
b
)
.
For each of the particles there exists also an antiparticle with inverted charges. The
above representation suggests that the structure in which the leptons (the charged e,
µ and τ and the corresponding, electrically neutral neutrinos) and the six quarks are
ordered corresponds to three generations of fermions. The heavier objects to the right,
although tending to stay within their generation at first order, will eventually decay
(via W bosons) to the group of stable particles formed by the first, lightest generation.
The mass hierarchy problem (the world average of top quark mass measurements gives
mt = 173.34GeV [16]; this is about 75 000 times larger than the one of the u quark) cannot
be explained with the SM, which does not predict the masses of the fermions; they
are free parameters and must be measured in experiments. Within a generation they
are arranged in doublets of the weak charge (= weak isospin), and W bosons mediate
transitions between the particles within a doublet.1
While the electrically charged leptons interact via the electromagnetic and weak forces,
neutrinos only carry weak isospin and therefore only take part in the weak interaction.
Quarks carry color charge and thus are subject to the strong interaction; in fact, a quark
can have three different colors – red, blue or green – and cannot be observed as a free
particle but only in bound states with zero net color charge. These can either be quark-
antiquark pairs (mesons) or states formed by three (anti)quarks (baryons). This is owed
to the concept of confinement which will be briefly described later. It is also reflected
in the fact that only integer numbers of electric charge (in units of the electron charge)
can be measured, despite the quarks having charges of +2/3e and −1/3e for the “up”-
and “down” types. Finally, quarks also interact weakly; a subtlety worth mentioning is
that the quarks’ mass eigenstates (in the creation due to the strong force) are mixing in
order to form the quark eigenstates participating in the weak interaction. The mixing is
parametrized in the so-called Cabibbo-Kobayashi-Maskawa (CKM) matrix [17, 18].
1It should be noted only left-handed fermions – that is the 1− γ5 projection of their spinor, where γ5 is
given by the four gamma matrices, γ5 = iγ0γ1γ2γ3 – carry weak isospin and consequently take part in
the weak interaction mediated by W bosons. This implies that also the coupling strength of the Z boson
to fermions depends on their chirality.
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1.1.3. Vices and virtues
As has become apparent from Tab. 1.1, the SM does not provide a field-theoretical
description of the gravitational force. This is owed to the fact that the attempt to quantize
the gravitational field and introduce the hypothetical graviton leads to a theory with
divergences that cannot be renormalized. For this reason, General Relativity [19] is still
the common theory to describe gravity. The observation of neutrino oscillations [20, 21]
implies the existence of massive neutrinos, for which there is no mechanism in the SM.
Furthermore the phenomenon of dark matter (DM), which supposedly is comprised
of weakly interacting particles, cannot be attributed to any of the SM particle types, at
least not to the degree that is needed to explain the expected DM density in the universe
indirectly inferred from cosmological observations such as gravitational lensing and
rotational curves of galaxies. Dark energy, being responsible for both the expansion and
the bulk of energy of the universe, is another mystery the SM does not have an answer
for.
Let aside these shortcomings, the SM has been incredibly successful both in the de-
scription of precision measurements such as the one of the fine structure constant αe.m.
and in the prediction of new particles that were necessary to complement the established
ones. For instance, after the discovery of the first quark (b) of the third fermion generation
it was clear there would exist a heavy, sixth quark (the later observed top quark). The
validity of the SM at the energy scales accessible in the laboratory therefore is striking.
Formally, the interactions are described by means of an underlying U(1)Y×SU(2)L×
SU(3)C symmetry preserved under local transformations. According to Noether’s theo-
rem [22], the symmetries lead to quantities that are conserved in the respective interaction.
In the case of the SM, these correspond to the weak hypercharge Y , the weak isospin,
where L indicates that only left-handed states participate in the weak interaction medi-
ated by W bosons, and the color charge C. For each of the generators of the symmetry
groups (one for U(1)Y , three for SU(2)L and eight for SU(3)C) there is an associated field,
all of which per se are massless and combine linearly in order to form the physical fields
discussed above, i.e. the γ,W±, Z and gluon fields with different colors.
However the symmetry is partly broken by a ground state not sharing the transforma-
tion properties of the symmetry group. As will be shown in the next section, this has
deep implications on the particle masses, which are created dynamically in the process
of symmetry breaking.
1.2. The Higgs boson
The particle associatedwith the eponymousHiggs field – theHiggs boson –was predicted
in 1964 [23–26] and arises in the process of spontaneously breaking the electroweak
symmetry that leaves the photon massless but gives masses to the weak gauge bosons
W± and Z. In the following the concept of the so-called Higgs mechanism is outlined.
With the discovery of a boson fully compatible with the one predicted by this mechanism
in 2012, an ultimate proof for the existence of a Higgs boson-like particle has been
4
1.2. The Higgs boson
delivered. Peter Higgs and François Englert consequently received the Nobel Prize in
Physics in the subsequent year.
1.2.1. Gauge invariance
The way the Higgs mechanism works cannot be understood without the principle of
gauge invariance: in the theoretical formulation of the SM the interactions originate from
the requirement that the Lagrangian density Lmay not change when the phase of φ is
altered, which is referred to as gauge transformation. This concept of gauge invariance
is briefly illustrated with the example of quantum electrodynamics (QED) and the U(1)
symmetry group in the following.
The Lagrangian density from which the Dirac equation describing massive spin-1/2
particles follows, iγµ(∂µψ)−mψ = 0, is given by
L = iψγµ∂µψ −mψψ. (1.1)
Here, ∂µ is the 4-gradient ∂/∂µ and γµ are the Dirac matrices. The Lagrangian is invariant
under the global U(1) transformation of ψ with a constant phase θ:
ψ → ψ′ = eiθψ,
ψ → ψ′ = e−iθψ,
L → L′ = L.
Starting from the last equation, i.e. from δL = L′ −L = 0, it can be demonstrated that
there is a current given by jµ = ψγµψ which fulfills the continuity equation ∂µjµ = 0 and
thus corresponds to the conservation of electric charge under globalU(1) transformations.
Causality demands that a local transformation of the field at point x in the phase space,
i.e. θ(x) ≡ q ·χ(x), does not change L either, and information about a changed phase
eiθ(x) at one point should propagate to another position with finite speed. This is the
reason why a global transformation of ψ with an instantaneous effect on all points in
phase space cannot be regarded physical and local gauge invariance is required. However,
the Lagrangian in Eq. 1.1 has no local U(1) gauge symmetry under ψ → ψ′ = eiqχ(x)ψ,
unless one introduces a term with a new field Aµ and a covariant derivative Dµ which
transform in analogous ways,
Aµ → A′µ = Aµ − ∂µχ,
∂µ → Dµ = ∂µ + iqAµ.
The photon field Aµ propagates with finite speed and thus preserves causality. The
invariant Lagrangian of QED consequently reads
L = ψ(iγµ∂µ −m)ψ + iqψγµψAµ − 1
4
FµνF
µν .
The first term describes the dynamics of a fermion with charge q, whose interaction with
the field Aµ is controlled by the second term. Finally the kinematics of the photon field
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are described by a term quadratic in the anti-symmetric electromagnetic field-strength
tensor given by Fµν = ∂µAν − ∂νAµ. Notably there is no term quadratic in Aµ, whose
prefactor could be interpreted as a mass of the photon field, as such a term would spoil
local gauge invariance. Consequently the mass of the photon is zero.
1.2.2. The Higgs mechanism
In principle the same argumentation of local gauge invariance in QED applies to the
U(1)Y×SU(2)L×SU(3)C symmetry groups describing the electroweak and QCD inter-
actions. However, while the requirement for massless gauge bosons works well for the
photon and the gluon fields, transferring the concept to the gauge bosons of the weak
interaction strongly contradicts the observation of massive W and Z bosons (discovered
in the 1980’s, see [27–29]). The Higgs mechanism solves this issue by dynamically creat-
ing the mass terms for the weak gauge bosons whilst keeping the photon massless and
retaining local gauge invariance.
The covariant derivative, which describes the electroweak interaction and accordingly
acts on left-handed fermions, reads
Dµ = ∂µ − igσ
i
2
W iµ − ig′
Y
2
Bµ, (1.2)
where σ is the vector of the three Pauli matrices, Y is the weak hypercharge, g and g′ are
the respective coupling constants andW and B the fields of the electroweak interaction.
A new SU(2)Y doublet field Φ is introduced, which in its most general form can be
written as
Φ =
1√
2
(
φ1 + iφ2
φ3 + iφ4
)
and transforms according to
Φ→ Φ′ = exp (i(gσiwi(x) + g′Y b(x))/2)Φ, (1.3)
where wi(x), i = 1,2,3 and b(x) are real differentiable functions and are the same to the
fieldsW and B what χ has been to the photon field A in the previous section. In the
electroweak Lagrangian the new field Φ enters via a kinetic term and a potential,
LEW ∝ (DµΦ)†DµΦ− V (Φ†Φ),
where Dµ is given by Eq. 1.2.
Spontaneous symmetry breaking
The potential V of the field Φ has the form
V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2.
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In order for it to have a finite minimum at all, it is required that λ > 0. On the other side,
the potential has the property that for µ2 < 0, it has infinitely many degenerate minima,
all satisfying Φ†Φ = −µ2/(2λ). This symmetry is broken by picking a ground state, e.g.
Φ0 = 1/
√
2
(
0
v
)
, where v =
√−µ2/λ is called the vacuum expectation value.
Small perturbations about this minimum can be parametrized by
Φ =
1√
2
(
φ1(x) + iφ2(x)
v + η(x) + iφ4(x)
)
.
As is shown e.g. in [30], terms with the fields φ1,2,4(x) can be eliminated from the
Lagrangian of the electroweak sector by choosing appropriate gauge transformations for
the fieldsW and B. In the so-called unitary gauge, the field Φ has the form
Φ(x) =
1√
2
(
0
v +H(x)
)
. (1.4)
The gauging makes the fields φ1,2,4(x) vanish, but it leaves terms that are quadratic in the
physical fieldsW± = 1√
2
(
W 1 ∓ iW 2) and Z = (W 3g −Bg′)/(g2 + g′2)1/2; consequently
the corresponding bosons have received masses ofmW = gv/2 andmZ = v
√
g2 + g′2/2,
respectively. Furthermore, the Higgs fieldH(x) itself has received quadratic terms and a
mass equal tomH =
√
2λv2. This is identified with the Higgs boson mass.
It should be emphasized that the ground state Φ0 shares the symmetry of the part
of the gauge transformation in Eq. 1.3 that corresponds to the electric charge. Hence,
the symmetry group describing interactions of electric charges is unbroken, and the
photon remains massless. Spontaneous symmetry breaking is illustrated in Fig. 1.1 for
the somewhat simpler example of a complex scalar field φ = 1/
√
2(φ1 + iφ2).
Coupling to fermions2
In Sec. 1.2.1 a fermion mass term mfψψ was part of the QED Lagrangian. However,
such a term is not invariant under transformations of the generalized SU(2)L×U(1)Y
symmetry group. This can be seen by decomposing the term into different chiral states:
mfψψ = mf
(
ψR + ψL
)
(ψR + ψL) = mf
[
ψRψL + ψLψR
]
(1.5)
because of ψRψR = ψLψL = 0. ψL is an isospin doublet with isospin 1/2; ψR is an
isospin singlet because its isospin is 0. Under the rotations defined in Eq. 1.3 they behave
according to
ψL → ψ′L = exp
(
i(gσiwi(x) + g′Y b(x))/2
)
ψL
ψR → ψ′R = exp
(
ig′Y b(x))/2
)
ψR,
2This part is based on reference [31], which in turn mostly relies on [32].
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φ1
φ2
V (φ)
A
B
Figure 1.1.: The potential V (φ) = µ2φ∗φ+λ(φ∗φ)2 is shaped like aMexican hat and has degenerate
minima for φ21 +φ22 = −µ2/λ ≡ v2. Without loss of generality one can choose the minimum (B)
to be purely real, e.g. φ1 = v, φ2 = 0, and expand in two directions via φ(x) = 1/
√
2(v+ η(x) +
iξ(x)). Perturbation along the real axis, i.e. in a direction where the shape of the potential is
to first order quadratic, reveals a boson of massm =
√
2λv2. Excitations along the direction
where the potential has the same value correspond to a massless particle, a so-called Goldstone
boson. Requiring gauge invariance under a local U(1) symmetry allows to “gauge this boson
away”, at the cost that a term corresponding to the longitudinal polarization of a new field, i.e.
to a non-vanishing mass term, appears in the Lagrangrian. The field can be identified with a
massive gauge boson like the W or Z boson.
and therefore Eq. 1.5 is not invariant under SU(2)L×U(1)Y transformations ofψ. However,
it can be shown that by introducing the field Φ of the previous section, there arise terms in
the Lagrangian that transform like a singlet under SU(2)L×U(1)Y and have the structure
L ∝ −yf
[
ψRΦψL + ψLΦψR
]
,
where yf is the so-called Yukawa coupling. Since Φ has a non-zero vacuum expectation
value (see Eq. 1.4), terms appear that are proportional to yfvψR/LψL/R and the mass of
the fermion is consequently given bymf = 1/
√
2yfv. A subtlety lies in the flavor (i.e. the
weak) eigenstates of quarks that are different from their mass eigenstates. Again, this
mixing is expressed with the CKMmatrix.
Summarizing this important concept, the Yukawa coupling mechanism predicts that
masses of fermions are created by the interaction of fermionswith the vacuumexpectation
value of the Higgs field, and that the coupling strength of the Higgs boson to fermions is
proportional to the fermion mass:
yf =
√
2
mf
v
.
As previously mentioned, the theory does not predict the exact values of the masses. For
a measured top quark mass of 173.34GeV however, this curiously results in yt ' 1.
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(a) pp→ H
W/Z
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q
q
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H
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(b) pp→ qqH
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q
H
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(c) pp→ VH
g
t¯
g
g
t¯
H
t
(d) pp→ t¯tH
Figure 1.2.: Leading order Feynman diagrams of the most relevant Higgs boson production
modes at the LHC, ordered by decreasing cross section: gluon-fusion (a), vector boson-fusion
(b), Higgsstrahlung (c) and production in association with a top quark pair (d).
1.2.3. Main production modes
Apart from the associated production with a top quark (which in fact has a tiny cross
section as will be shown later), the Higgs boson has four main production modes at the
LHC. They are depicted in the Feynman diagrams of Fig. 1.2.
The high gluon densities in the protonmake the gluon-fusion process the predominant
production mode. As gluons themselves are massless and hence do not couple to the
Higgs boson, a virtual top quark loop leads to an effective ggH coupling. Other quarks
are also allowed to run in the loop; however their contribution is suppressed by at least a
factor ofm2b/m2t ∼ 0.0007. In experimental searches the gluon-fusion process is combined
with a H→ γγ or H→ 4` decay (in the latter case there is an intermediate state of two Z
bosons) in order to have a clean signature to suppress background processes.
Vector boson fusion is the production mechanism with the second largest cross section.
The Higgs boson is accompanied by two light quarks, whose presence and kinematics
can be used to reject background processes.
While the Higgsstrahlung process in Fig. 1.2(c) will not be discussed here, the asso-
ciated production with a top quark pair is particularly relevant, as it has a final state
similar to the one that is looked after in Chap. 4. More information on the characteristics
of this process can be found there.
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1.2.4. Decay modes
The main decay mode is the one exploited in the analysis of this thesis: around 58%
of the produced Higgs bosons decay into a pair of b quarks, as they are the heaviest
objects that are kinematically allowed. The Higgs boson may also decay into a pair of
vector bosons. However, the available phase space is very narrow as one of them must
be a virtual, very off-shell W or Z boson; this type of decay is therefore suppressed. As
previously mentioned, H → γγ or H → multi-lepton signatures provide the cleanest
channels to look after Higgs boson production. They will, together with H→ τ+τ−, play
a role at the very end of Chap. 4 in a combination of results.
1.3. The top quark
The top quark is the heaviest elementary particle in the SM. At the LHC it is mainly
produced in t¯t pairs in gluon-fusion processes (see Fig. 1.3). Because of the large gluon
densities in a proton accelerated to high energies, the t¯t process has a large production
cross section and constitutes the main background in the analysis presented in this thesis.
In addition there is the electroweak single top quark production, which is mediated by a
tWb vertex; according to the virtuality of the W boson, it can be divided into t-channel-,
tW- and s-channel-like diagrams (ordered by decreasing cross section). However, the
separation into t-channel, tW and s-channel makes most sense at leading order in the
strong coupling constant αs. At next-to-next-to-leading order at the latest, the definitions
are not unambiguous anymore, and t- and s-channels start to interfere.
The mass and width of its Breit-Wigner resonance is large enough so that the top quark
decays before it can hadronize to a bound meson state or similar. In almost 100% of the
cases, it will decay into a b quark and a W boson. The signature of top quark decays is
therefore dominated by the presence of a b quark and, depending on the decay of the W
boson, by additional light flavor quarks or a charged lepton and a neutrino.
1.4. Associated production of single top quark and Higgs boson
This section motivates the search for the associated production of a single top quark
and a Higgs boson (tH) at the LHC. It starts with explicitly addressing the properties of
the tHq and tWH channels and mentioning their most important aspects, and finally
summarizes the experimental status in regard to the question where tH production can
provide interesting information, in particular concerning the lifting of degeneracies in
Higgs boson couplings. A theoretical introduction and phenomenological studies on tH
production, serving as basis and motivation for large parts of the analysis performed in
this thesis, are provided in [33–35]. The first papers investigating the feasibility of this
channel can be found in [36–38].
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Figure 1.3.: Leading order Feynman diagrams of the most relevant top quark production modes
at the LHC.
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Figure 1.4.: Representative t-channel LO Feynman diagrams for the associated production of
single top quark and Higgs boson.
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1.4.1. tHq
As is shown in the Feynmandiagrams of Fig. 1.4, themajor contribution to tHqproduction
comes from t-channel single top processes, where the Higgs boson is either attached to
the top quark leg or to the virtual W boson.3 In order to discuss the key aspect of this
production, it is useful to introduce the two real scaling factors
Cf = yf/y
SM
f , CV = gHWW/g
SM
HWW,
with yf being the top-Yukawa coupling and gHWW the Higgs boson coupling to W bosons.
These scaling factors allow for a generalized modification of the Higgs boson couplings
to the top quark and the W boson with respect to the SM values.
The Mandelstam variables characterizing the Wb→ tH scattering are given by:
s = (pW + pb)
2 ,
t = (pW − pH)2 ,
u = (pW − pt)2 .
This breakdown to the core scattering process, ignoring the upper vertices in the Feynman
diagrams, is a valid approach at high energies, where in the effective W approxima-
tion [39] one treats W bosons that appear in intermediate states of a scattering process as
partons in the proton. According to [34], the amplitude in the hard-scattering regime
with s,−t,−u m2t ,m2W,m2H is then given by
A = g√
2
[
(Cf − CV) mt
√
s
mWv
A
(
t
s
, ϕ; ξt, ξb
)
+ (1.6)(
CV
2mW
v
s
t
+ (2Cf − CV) m
2
t
mWv
)
B
(
t
s
, ϕ; ξt, ξb
)]
, (1.7)
where v is the vacuum expectation value of the Higgs field. The exact expressions for
A and B, which are dependent on the spinors ξt,b of the top and bottom quark and the
angle ϕ (the azimuthal angle of the Higgs boson in the reference frame centered at the
partonic collision point, where the z axis points along the beam direction), can be found
in [34]. It is easy to see in the above equation that there is an interference between the two
leading order Feynman diagrams. For the SM case of CV = Ct = 1, it is of destructive
nature, and the first term cancels out and with it its linear dependence on the energy of
the outgoing system,
√
s.4 This means that the SM cross section falls with the square
of the invariant mass 1/s, as one would expect from a 2 → 2 hard inelastic scattering
process. On the other hand, for any scenario with CV 6= Cf, the amplitude increases with√
s and therefore is enhanced with respect to CV = Cf. As is demonstrated in [34], this
does not pose a problem to perturbative unitarity until a cutoff scale
√
s = Λ with
Λ = 12
√
2pi v
2
mt|Cf − CV|
3Diagrams with a Hbb or Hqq coupling contribute to a negligible amount and are therefore not considered
throughout this thesis.
4The expression s/t in the second term is connected to the angle of the scattering and is kept finite [40].
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Figure 1.5.: Representative LO Feynman diagrams for the associated production of a single top
quark, a Higgs boson and a W boson.
is reached. This scale has typical values of a few TeV; the invariant mass of the tH system
usually is much lower, and therefore it is a relevant approach to handle the CV 6= Cf
scenarios by means of an effective theory. Their cross sections are approaching constant
values for increasing s because of the cancellation of proportionalities (
√
s)2 and 1/s.
The SM cross section is very small due to the almost perfect cancellation between the
two contributing diagrams and amounts to
σ8 TeVSM = 18.28+0.42−0.38 fb [34]
at
√
s = 8 TeV. The uncertainties correspond to variations of the factorization and renor-
malization scales (see Sec. 2.1.2). For the case of a flipped sign for the top-Yukawa
coupling, Ct = −1, the cross section is augmented to
σ8 TeVCt=−1 = 233.8
+4.6
−0.0 fb [34],
which means an enhancement by roughly a factor of 13. This brings the scenario into
reach of current collider experiments, and is the basic motivation of the search presented
in this thesis. A flipped top-Yukawa coupling is especially interesting as both t¯tH and
WH channels, although being sensitive to the magnitudes of Ct and CV, respectively, are
insensitive to their relative sign. The tHq channel therefore can help lifting degeneracies
in the 2d plane spanned by the two parameters. There is another relevant feature that
makes the search for exotic tHq production evenmore feasible: assuming aH→ γγdecay,
the rate of this branching is further enhanced, because there is a similar interference
occurring between the virtual top quark and W boson loops. The parametrization for the
effective scaling factor Cγ = gHγγ/gSMHγγ is given in [41] and assumes a value of ' 2.36 for
Ct = −1 and CV = 1.
1.4.2. tWH
The associated production of t and H can also be accompanied by a real W boson. A
feature of tWH production at next-to-leading order (NLO) in QCD is the interference
with t¯tH, which has the same W+bW−b¯H final state upon the top quark decay in the
Feynman diagrams of Fig. 1.5. Several methods exist to eliminate the overlap with t¯tH.
A diagram removal technique has been used to derive the cross section at NLO in QCD
for the first time in the course of this thesis. The cross section is found to be ∼16 fb.
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Figure 1.6.: Representative s-channel LO Feynman diagrams for the associated production of
single top quark and Higgs boson.
1.4.3. tHb
The associated production of H boson and top quark in an s-channel diagrams is depicted
in Fig. 1.6 for reference. It is greatly suppressed due to the highly virtual, very off-shell
intermediate W boson. The cross section has been calculated in [35] for the SM at√
s = 13 TeV and is so small (2.813 fb) one can safely neglect it in the search for tHq.
1.4.4. CP mixing state
In reference [35] and earlier studies [42–44], top-Yukawa couplings of a generic spin-
0 particle, X0, that violate the CP symmetry have been investigated. The effective
Lagrangian for such an interaction can be written as [45]
Lt0 = −ψ¯t
(
cosακHttgHtt + i sinακAttgAtt γ5
)
ψtX0 , (1.8)
where α is the parametrization for the mixing between CP -even and CP -odd top-Higgs
couplings and gHtt = gAtt = mt/v. Accordingly, the CV = 1 (Ct = ±1) case can be
recovered by setting α = 0◦ (α = 180◦), while a purely CP -odd interaction requires
α = 90◦. The tHq channel is in particular interesting in this regard; as the left figure of
Fig. 1.7 shows, its cross section even exceeds the one of t¯tH from a certain value of α on.
Because it behaves asymmetrically under a rotation in the scalar-pseudoscalar plane, it
can help in lifting degeneracies which are there for the production of a Higgs boson with
a top quark pair and the gluon-fusion process, respectively. The right-hand distributions
of the same figure show that also the shapes of the differential cross sections have a
dependence on the mixing angle.
A search forCP violation in tHq is not performed in this thesis; however it will provide
an interesting channel for exploring the nature of the top-Higgs interaction in future
experimental studies with large integrated luminosities.
1.4.5. Experimental status
There exists a variety of published ATLAS and CMS measurements and combinations
thereof that aim at constraining the allowed regions for the parameters Cf and CV (often
called κf,V in the analyses) with the data collected at center-of-mass energies of 7 and 8TeV.
14
1.4. Associated production of single top quark and Higgs boson12 F. Demartin et al.: Higgs production in association with a single top quark at the LHC
s-channel  NLO [fb]  
%
µ  
%
PDF  
%
↵s
tH + t¯H 2.812(3) +1.6 1.2
+1.4
 1.4
+0.3
 0.5
Table 5. NLO total cross section for the processes pp! tHb¯+
t¯Hb via an s-channel W -boson exchange at the LHC (
p
s =
13 TeV). NNPDF2.3 PDFs have been used. The integration
uncertainty in the last digit (in parentheses), the fractional
scale dependence and the PDF and ↵s uncertainties (in %) are
also reported.
(> import model loop_sm)
> generate p p > w+ > h t b~ [QCD]
> add process p p > w- > h t~ b [QCD]
> output
> launch
In table 5 we show the total cross section at NLO. Reference
values for the factorisation and renormalisation scales are set
to µ0 = HT /2 =
P
mT /2 . Being a pure EW process at LO, s-
channel production exhibits very low scale and ↵s uncertainties
up to NLO. In the SM, the total rate amounts to about 3 fb,
i.e. less than 5% of the t-channel cross section.
In figs. 10 and 11 we compare the shape of some distribu-
tions between the s-channel and t-channel production modes at
NLO+PS accuracy. We can see that most of the observables re-
lated to s-channel events display a significantly di↵erent shape.
Even though the total cross section in s-channel production is
tiny and deviations from a t-channel-only simulation would
probably fall inside the uncertainty band, the s-channel simu-
lation can be included with little extra computing cost when
precision is needed (it is also extremely fast at NLO).
5 Higgs characterisation
In this section we go beyond the SM and explore the sensitiv-
ity of Higgs-single-top associated production to a Higgs boson
coupling to the top quark that does not conserve CP. Several
phenomenological studies on anomalous Higgs coupling deter-
mination via Higgs-single-top associated production have ap-
peared [8, 9, 51–56]. Current experimental constraints on the
Higgs-boson couplings favour the SM, and in particular for the
top quark the magnitude is consistent with the SM expecta-
tions, even though an opposite sign with respect to the SM one
is not yet completely excluded [57,58].
Moreover, although the scenario of a pseudoscalar Higgs is
disfavoured [59, 60], no stringent constraint has been put on
a CP-violating Htt¯ coupling. In fact, even if current results
are fully compatible with the SM hypothesis, some analyses on
public LHC data seem to favour a non-zero phase in the top
quark Yukawa interaction [61–64].
In this work we consider the (simplified) case of a spin-0
particle with a general CP-violating Yukawa interaction with
the top quark, which couples both to scalar and pseudoscalar
fermionic densities. On the other hand, we assume the inter-
action with the W bosons to be the SM one. We note that
this assumption does not correspond to a typical realisation of
CP-violation in a two-Higgs-doublet model (2HDM) where the
mass eigenstates are CP-mixed states and their coupling to the
vector bosons is reduced. Our setup, however, corresponds to
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reproduce the SM GF cross section for every value of ↵.
considering the e↵ective SM Lagrangian and to including the
operator
L = ct
⇤2
( † )QL ˜ tR + h.c. (12)
with ct complex. The implementation we use is based on the
e↵ective field theory framework presented in refs. [24–26] and
employs theHC NLO X0model [27].2 The e↵ective Lagrangian
for the Higgs-top quark interaction (12) below the EWSB scale
leads to (see eq. (2.2) in ref. [24])
Lt0 =   ¯t
 
c↵HttgHtt + is↵AttgAtt  5
 
 tX0 , (13)
where X0 labels a generic spin-0 particle with CP-violating
couplings, c↵ ⌘ cos↵ and s↵ ⌘ sin↵ are related to the CP-
mixing phase ↵, Htt,Att are real dimensionless rescaling pa-
rameters, and gHtt = gAtt = mt/v (= yt/
p
2), with v ⇠ 246 GeV.
While redundant (only two independent real quantities are
needed to parametrise the most general CP-violating interac-
tion with the top quark at dimension four), this parametrisa-
tion has the practical advantage of easily interpolating between
the CP-even (c↵ = 1, s↵ = 0) and CP-odd (c↵ = 0, s↵ = 1)
couplings, as well as to easily recover the SM case by setting
c↵ = 1 , Htt = 1 .
The nature of the top quark Yukawa coupling directly af-
fects the loop-induced Higgs coupling to gluons (together with
an e↵ect on the couplings to    and Z , which are also modi-
fied but not considered here)
Lg0 =  
1
4
 
c↵HgggHgg G
a
µ⌫G
a,µ⌫
+ s↵AgggAgg G
a
µ⌫
eGa,µ⌫ X0 , (14)
2 For the code and event generation, one can simply issue the
command ‘import model HC NLO X0’ and replace ‘h’ by ‘x0’ in
MadGraph5 aMC@NLO.
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Fig. 13. Di↵erential distributions for the Higgs boson and the top quark at NLO+PS accuracy in t-channel tH associated
production at the 13-TeV LHC, with di↵erent values of the CP-mixing angles, where Htt and Att are set in eq. (16) to
reproduce the SM GF cross section for every value of ↵.
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Fig. 14. Shape comparison among di↵erent values of the CP-mixing angles, where Htt and Att are set in eq. (16) to reproduce
the SM GF cros section for every value of ↵. Pseudorapidity separation between the Higgs and the top quark (left) and opening
angle between the hardest jet and the lepton from the top quark in the lab frame (right).
where gHgg =  ↵s/(3⇡v) and gAgg = ↵s/(2⇡v). In the parametri-
sation given above, the strength of the coupling between Higgs
nd gl ons can be rescaled independently of the top quark
Yukawa coupling. Assuming that the the top quark dominates
the glu n-fusion (GF) process at the LHC energies, then Hgg !
Htt , Agg ! Att . In so doing, the ratio between the actual
cross section for GF at NLO QCD and the corresponding SM
pred tion can be written as
 gg!X0NLO
 gg!HNLO,SM
= c2↵ 
2
Htt + s
2
↵
⇣
Att
gAgg
gHgg
⌘2
, (15)
because there is no interference between the scalar and pseu-
doscalar components in the amplitudes for Higgs plus up to
three external partons, see e.g., [26]. In particular, if the rescal-
ing parameters are set to
Htt = 1 , Att = | gHgg/gAgg | = 2/3 , (16)
the SM GF cross section is reproduced for every value of the
CP-mixing phase ↵. Given that current measurements are com-
patible with the expected SM GF production rate, one can
consider the simplified scenario where the condition in eq. (16)
is imposed and the CP-mixing phase ↵ is basically left uncon-
strained by current data.
Figure 12 shows the total cross section for t-channel tX0
production as a function of the CP-mixing angle ↵. We also
show the tt¯X0 cross section, which is not only another pro-
cess sensitive to the modifications of the top quark Yukawa
coupling in eq. (13), but also a background to t-channel pro-
duction. The uncertainty band represents the envelope defined
in sect. 3.2, i.e. the combined scale and flavour-scheme depen-
dence. The tt¯X0 uncertainty band represents the scale depen-
dence only, when the scale is varied by a factor two around
µ0 = 3
p
mT (t)mT (t¯)mT (X0) [26].
The first important observation is that while the GF and
tt¯H cross sections are degenerate under yt !  yt (depend-
ing quadratically from the top quark Yukawa coupling), in
t-channel production this degeneracy is clearly lifted by the
interference between diagrams where the Higgs couples to the
top quark and to the W boson. In [8,9] it was shown that the
t-channel cross section is enhanced by more than one order of
magnitude when the strength of the top Yukawa coupling is
changed in sign with respect to the SM value. Here we can see
how the same enhancement can take place also in the pres-
ence a continuous rotation in the scalar-pseudoscalar plane.
While not a↵ecting GF (by construction), such a rotation has
an impact also on the tt¯X0 rate, which is in general lower
for a pseudoscalar or CP-mixed state [26]. t-channel produc-
Figure 1.7.: Both inclusive (left) and differential (right) cross sections for a generic spin-0 particle
produced in association with single top quark have a strong dependence on the egre of
mixing between CP -eve and CP -odd components in the top-Yukawa coupling. Notably, the
inclusive cross section is asymmetric under 90◦ + α↔ 90◦ − α, in contrast to the production
together with a top quark pair. Taken from [35].
In [46, 47] global fits to he data are perform d in order to simultaneously c nstrain the
couplings of the boson at both the production and dec y stage. Fig. 1.8 shows the results
of a 2d likelihood scan i κf, κV. Only the (+,+) and (−,+) quadrants are shown, since
the combined analyses are only sensitive to the relative sign between the two parameters
by considering analyses looking for H → γγ, but they are insensitive to a distinction
between (−,+) and (+,−).5 From the exclusion boundaries of the individual channels
in the left figure one can educe that, except for H→ γγ, all decay channels do not bear
interf nce erms at leading order and th refore have symmetric contours. As the best
fit value suggests, the data favor κf ' 1 and therefore the SM scenario. This is mainly
due to t incomp tibility of the data with the aforementioned enhancement in H→ γγ
of∼ 2.4 for κt = −1 and κV = 1. However the underlying assumption is that, apart from
the modification of the coupling strengths, there is no physics beyond the SM involved,
in particular there are no new particles running in the virtual loops which would alter
the H→ γγ branching fraction. Fig. 1.9 shows two ways loop-induced processes can be
treated in the global fit if one allows for such new loop contributions: the solid orange
curve corresponds to the scenario where loop-induced couplings are fully resolved
into their SM content. Then the profile likelihood ratio6, denoting the compatibility of
the hypothesis under test with the observation, strongly disfavors κt = −1. However,
if the loops are described by means of effective coupling parameters which are left
independent and free to float in the fit, one has a minimal sensitivity on the sign of κt.
5A tHq, H→ γγ analysis will in principle be able to lift the degeneracies because the interference terms
are present in the production as well as in the decay. However, large integrated luminosities will be
needed to accomplish this task.
6An introduction to the profile likelihood ratio test statistic will be provided in Sec. 2.5.
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32 7 Compatibility of the observed data with the SM Higgs boson couplings
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Figure 9: Results of 2D likelihood scans for the kV and kf parameters. The cross indicates the
best-fit values. The solid, dashed, and dotted contours show the 68%, 95%, and 99.7% CL
confidence regions, respectively. The diamond shows the SM point (kV, kf) = (1, 1). The left
plot shows the likelihood scan in two quadrants, (+,+) and (+, ). The right plot shows the
likelihood scan constrained to the (+,+) quadrant.
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overall combination (thick curve) for the kV and kf parameters. The cross indicates the global
best-fit values. The dashed contour bounds the 95% CL confidence region for the combination.
The diamond represents the SM expectation, (kV, kf) = (1, 1). The left plot shows the likelihood
scan in two quadrants (+,+) and (+, ), the right plot shows the positive quadrant only.
32 7 Compatibility of the observed data with the SM Higgs boson couplings
Vκ
0.0 1.0
fκ
-2.
-1.5
-1.0
-0.5
0.0
0.5
0
1.5
2.0
Observed
68% CL
95% CL
99.7% CL
SM Higgs
CMS
 (7 TeV)-1 (8 TeV) +  5.1 fb-119.7 fb
Vκ
0.0 0.5 1.0 1.5
fκ
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
Observed
68% CL
95% CL
99.7% CL
SM Higgs
CMS
 (7 TeV)-1 (8 TeV) +  5.1 fb-119.7 fb
Figure 9: Results of 2D likelihood scans for the kV and kf parameters. The cross indicates the
best-fit values. The solid, dashed, and dotted contours show the 68%, 95%, and 99.7% CL
confidence regions, respectively. The diamond shows the SM point (kV, kf) = (1, 1). The left
plot shows the likelihood scan in two quadrants, (+,+) and (+, ). The right plot shows the
likelihood scan constrained to the (+,+) quadrant.
  Vκ
0 0.5 1 1.5
   fκ
-2
-1
0
1
2
95%
 C.L
.
bb→H
ττ→H
ZZ→H
WW→H γγ
→H
 CMS  (7 TeV)-1 (8 TeV) + 5.1 fb-119.7 fb
Observed
SM Higgs
   Vκ
0 0.5 1 1.5
   
 
fκ
0
0.5
1
1.5
2
95
% 
C.
L.
bb→H
ττ→H
ZZ→H
WW→H
γγ
→H
 CMS  (7 TeV)-1 (8 TeV) + 5.1 fb-119.7 fb
Observed
SM Higgs
Figure 10: The 68%CL confidence regions for individual channels (coloured swaths) and for the
overall combination (thick curve) for the kV and kf parameters. The cross indicates the global
best-fit values. The dashed contour bounds the 95% CL confidence region for the combination.
The diamond represents the SM expectation, (kV, kf) = (1, 1). The left plot shows the likelihood
scan in two quadrants (+,+) and (+, ), the right plot shows the positive quadrant only.
Figure 1.8.: Experimental constraints in the κf-κV plane from CMS data [47], for the individual
channels (left) as well as for the global combination (right). The black cross marks the best
fit value of the likelihood scan; contours in the right figure indicate the 1, 2 and 3σ confi-
dence regions, while in the left figure the colored areas c rrespond to the regions of 68% CL
confidence.
This is indicated by the solid blue curve, which excludes a flipped top-Yukawa coupling
sign only at 68% (the horizontal red line indicates the 1σ C.L. interval). This ATLAS
measurement considers tHq as background in the t¯tH channel. Accordingly, the residual
sensitivity on κt = −1 of the solid blue curve solely stems from the interference between
the tree-level diagrams in Fig. 1.4. The CMS collaboration pursues a different approach
that consists in dedicated searches for tHq production with κt = −1 in different decay
channels. The H→ bb¯ analysis is presented in Chap. 4; other decay channels that have
been investigated are H → τ+τ−, H → W+W− and H → γγ.7 In a paper combining
the different tHq searches CMS puts an upper limit on the allowed cross section of
anomalous tHq production [48]. The combination excludes a signal strength modifier
µ = σobs/σκt=−1 > 2.8 at 95% C.L.
7All analyses only consider leptonic decays of the top quark.
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1.4. Associated production of single top quark and Higgs boson
improves the precision on t (green curve), but reduces the sensitivity to the relative sign of t and W .
This reduction happens because on one hand the ggF process yields no new information on this relative
sign, as it is dominated by t–b interference, and on the other hand because it decreases the observed
magnitude of t to a more SM-compatible level, thereby reducing the sensitivity of the tH process to the
relative sign. Further resolving the H!    and H ! Z  loop processes, which are dominated by W–t
interference, greatly improves the measurement of the relative sign of W and t (orange curve), but does
not significantly contribute to the precision of the magnitude of t .
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Figure 25: Profile likelihood ratio as a function of t for models with and without resolved loop processes: shown
are measurements of t with no loop processes resolved (blue), only gg ! ZH resolved (red, generic model 2),
gg ! H additionally resolved (green), and H!    and H ! Z  additionally resolved (orange, generic model
1). The dashed blue and orange curves correspond to the expected sensitivity for the no-loop and all-loop models.
All profile likelihood curves are drawn for the full range of t , however some curves are partially obscured when
overlapping with another nearly identical curve. The red (green) horizontal line indicates the value of the profile
likelihood ratio corresponding to a 68% (95%) confidence interval for the parameter of interest, assuming the
asymptotic  2 distribution for the test statistic.
5.5.3. Generic model 3: allow new particles in loops, no assumptions on the total width
In the final benchmark model of this section, the six absolute coupling-strength scale factors and three
e↵ective loop-coupling scale factors of generic model 2 are expressed as ratios of scale factors that can
be measured independent of any assumptions on the Higgs boson total width. The free parameters are
chosen as:
52
Figure 1.9.: Profile likelihood ratio of a global fit to ATLAS data as a function of κt [46]. The
different curves describe scenarios in which different loop-induced processes can be resolved
into their expected SM content. In the scenario of the solid orange line, loop processes of
gg→ H, gg→ ZHandH→ Zγ, H→ γγ can be fully resolved, and no BSMphysics contributes
to the loops. The free parameters in the fit correspond to all coupling strength scale factors to
SM particles. The solid blue curve on the other hand disfavors κt only at 1σ (horizontal red
line), as in this scenario interferences in loop couplings can o ong r be exploi ed – i.e. no
l op processes can be resolved – but effective scale factors have been introduced. The only
sensitivity on κt = −1 comes from taking into account the tree-level interference effects of tHq,
which is considered as background in the t¯tH channel.
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2. Conceptual overview
Conducting a search for a process like the associated production of a single top quark
and a Higgs boson would not be feasible if it was not for special tools and concepts that
have been established in the field of High Energy Physics over the last decades and are
steadily being developed, improved and extended in their application, precision and
functionalities.
This chapter introduces some of these, which are most relevant from the viewpoint
of this thesis, and which have become key ingredients to both phenomenological and
experimental LHC physics. The chapter starts with an overview about how cross sections
and simulated events for a process can by obtained at next-to-leading order in QCD
by means of Monte-Carlo event generators.1 Considering the fact that the expected
signal rate in tHq is very small, multivariate analysis tools (MVAs) like an artificial
neural network or a boosted decision tree can construct a strong classifier variable which
maximally separates between tHq and background processes. The different kinds of
MVAs are explained in the middle part of the chapter. How to extract the signal strength
from the distributions and finally set upper limits on the signal cross section is described
in the last part.
2.1. Cross section calculation
2.1.1. Short distance calculations
Since high energies and large momentum transfers – or, equivalently, short distances –
are involved in the hard interaction part of a pp collision at the LHC, QCD can be treated
perturbatively, using the coupling constant αs as expansion parameter. This means that
the cross section for a process at given order in αs is determined by:
σˆ = σBorn
(
1 +
αs
2pi
σ(1)︸ ︷︷ ︸
NLO
corrections
+
(αs
2pi
)2
σ(2)︸ ︷︷ ︸
NNLO
corrections
+ ...
)
In this case σBorn is the leading-order cross section, where the first (i.e. the simplest)
Feynman diagrams with a non-zero contribution to the cross section are taken into
account in the scattering amplitudes. By adding higher orders – Feynman diagrams with
1In particular with respect to Monte-Carlo event generators, this chapter focusses on the tools commonly
used in CMS.
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virtual loops or real emissions – the prediction for σˆ getsmore andmore precise. It should
be stressed that, although real emissions are not considered in a LO calculation, the latter
can still be regarded inclusive, since real emissions are absorbed into the parton density
functions (PDFs) and can be made explicit by adding a parton shower (see Sec. 2.3.1).
Typically, the same order is used in the PDF as in the cross section calculation, i.e. NLO
PDFs are used for NLO computations etc., as they reflect the same level of accuracy.
The master equation for the cross section of pp→ X at the LHC reads [49, 50]
σpp→X =
∑
a,b
∫
fa(x1, µF)fb(x2, µF)dσˆab→X(sˆ, µF, µR) dx1dx2,
where σˆab→X is the process-specific partonic cross section for ab→ X . It is dependent
on the center-of-mass energy of the two incoming partons and on the factorization and
renormalization scales explained in Sec. 2.1.2. Interference effects between possible differ-
ent intermediate states yielding the same final stateX are accounted for as well as phase
space constraints2 and spin correlations. The quantities fa,b are the process-independent
PDFs for the two partons and represent the probability that for a given factorization scale
µF a certain parton carries the fraction x of the entire proton’s longitudinal momentum.
The functions have to be experimentally measured e.g. in deep-inelastic scattering experi-
ments with a known energy scale µF = Q0. With the DGLAP evolution equations [51–53]
the PDFs for other Q values can be obtained. Fig. 2.1 shows the PDF that was mainly
used in the generation of samples for the 8 TeV analysis. Finally, the integral in the above
equation is summed over all allowed combinations of partons (a, b) that can initiate the
process with a final state X .
In other words, the partonic cross section determined by the matrix elements is con-
voluted with the PDF which specifies the probability the two partons can provide the
needed energy.
2.1.2. Renormalization and factorization scales
The renormalization scale µR basically is the energy at which the running coupling
constant of QCD, αs, is evaluated. It therefore determines the strength of the strong
coupling, and according to αs(µR) ∝ 1/ ln
(
µ2R/ΛQCD
)
, low scales will lead to a larger
coupling constant and therefore to enhanced contributions from processes with addi-
tional radiation. The parameter ΛQCD is the scale until which perturbation theory is valid
(typically a few hundred MeV).
The factorization scale on the other hand is less intuitive: it determines the energy
below which additional radiation cannot be resolved anymore as extra hard emission in
the calculations of the matrix element. Anything below this scale is resummed in the
parton distribution functions, and can be recovered by applying a parton shower.
Typically, the two parameters are set to µR = µF = Q, where Q is the involved hard
scale Q of the process, e.g. the momentum transfer at the strong interaction vertex.
2According to Fermi’s Golden Rule, dσi→f ∝ |Mif |2 dζ, whereMif is the matrix element given by the
scattering amplitudes and dζ is an infinitesimal piece of the allowed phase space.
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Figure 2.1.: The cteq6l1 PDF has been widely employed in the 8TeV simulation campaign in
CMS. The hard scattering of both the signal sample as well as the main background samples is
modelled with this LO PDF. Here the densities xf(x) for the partons u/u¯, d/d¯, c, s, b and g
are shown for Q2 = 100GeV2. Created with [54].
The dependence on µR,F of the predictions is reduced if higher orders are considered
in σˆab→X and the PDFs. This makes computations which are at least NLO accurate
inevitable for a large set of processes, when small uncertainties and high precision are
needed to draw conclusions from data. At the same time, it has become a standard
procedure to vary the scales by factors 2 and 1/2 in order to define an uncertainty that is
supposed to reflect missing higher order contributions.
Almost any cross section used in this search for tHq has been derived at least at next-
to-leading order in QCD; therefore a brief description of the ingredients of an NLO cross
section computation is provided in the following.
2.1.3. Cross sections at NLO in QCD
AtNLO the cross section consists of the contributions from the Born diagrams, the virtual
loop corrections (both of which are characterized by an n partons final state) and the
corrections due to the real emission of an additional parton, leading to a final state with
a parton multiplicity of n+ 1:
σNLO =
∫
n
dσBorn +
∫
n
dσV +
∫
n+1
dσR
A problem arises in the computation of the last two terms, because they are both
divergent. For a soft (kT → 0) and collinear (z → 1) gluon emission the branching cross
section q→ qg is described by
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Figure 2.2.: Leading order Feynman diagrams of the single top t-channel in the 5F (left) and the
4F (right).
q g
q :
dσR ∝ dz
1− z
dk2T
k2T
,
where kT is the gluon transverse momentum relative to the quark and z is the fraction of
the quark momentum. The same proportionality up to the sign is present in the term
describing the loop momentum of the virtual corrections,
g
q q :
dσV ∝ − dz
1− z
dk2T
k2T
.
Because of the minus-sign, the singularities of real and virtual correction terms cancel
to a finite value for all observables which are insensitive to the presence of an additional
collinear parton in the limit kT → 0. This cancelling behaviour of infrared divergences
between loop-integrals and phase space integrals has been observed in the 1960s and is
referred to as the Kinoshita-Lee-Nauenberg (KLN) theorem [55,56].
2.1.4. Description of b initiated processes
Single top production (this means also the process searched for in this thesis) involves a
tWb vertex and therefore necessitates a b quark in either the initial or final state. This
allows to describe the process with two different approaches referred to as the 4-flavour
(4F) and 5-flavour (5F) schemes.3 The 4F adopts the following reasoning: the b quark
mass is larger than the one of the proton and thus can only be produced in pairs in hard
interactions with high momentum transfer. Accordingly, it cannot be an initial state
particle, and the b PDF is set to zero, as b quarks do not contribute to the proton wave
function. On the other hand, in the 5F, the b quark is treated as a massless particle and
as a proton constituent. In terms of Feynman diagrams at LO in the t-channel single top
production, this results in the 2→ 3 and 2→ 2 processes shown in Fig. 2.2.
The 4F approach is reliable if the hard scale Q of the process and the b quark mass are
of the same order, which can be understood in the following way: the cross section of the
single top t-channel (the same applies to tW) is enhanced by a logarithm that comes from
3A detailed discussion of these can be found in [57].
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collinear splitting of the initial gluon. The t-channel propagator of the internal b quark
in the right Feynman diagram of Fig. 2.2 has the form 1/(t−m2b) with the Mandelstam
variable t = (pb¯ − pg)2. This leads to collinear logarithmic contributions to the cross
section, i.e.
σ ∝
∫ Q2
0
dp2T
p2T +m
2
b
= log
(Q2
m2b
)
,
and large logarithms for Q2  m2b could spoil the convergence to a finite result in
perturbation calculations.
This issue is addressed and overcome by the 5F approach, where the logarithms are
absorbed (and the b¯ radiation is resummed) into a b PDF via the DGLAP evolution
equations with µF = Q. The t-channel cross section is then not given by σ(qg → q’tb)
but by σ(qb → q’t). In the simulation of 5F events, the additional b quark can be
recovered by the backwards evolution in the parton shower step, albeit at severely less
accuracy in its kinematics than in the 4F, where the additional b quark is part of the
matrix element calculation. Sincemb must be 0 in the 5F calculation, the b quark mass
enters the computations only as starting scale in the evolution of its PDF up to µF.
As is concluded in [57], in the cases of large ratiosQ2/m2b that may occur in the 4F, the
size of the logarithms is reduced by accompanying, suppressing universal phase space
factors. Therefore, 4F results are in general well-behaved, and should provide a better
description of the b quark kinematics, taking into account mass effects already at leading
order. In consideration of the above, the 4F has been widely employed in the generation
of the samples for the analysis.
Fig. 2.3 shows differential distributions for the SM tHq production at
√
s = 13 TeV for
different computations. It can be seen that going to NLO in the calculations drastically
reduces the scale uncertainties, and that the 5F fails to describe b jet kinematics at LO,
where the additional b quark only comes from the parton shower. Judging from these
distributions, the tHq modelling employed by CMS and used for the presented analysis,
4F LO, is deemed good and reliable.
2.2. Monte-Carlo event generators
The Monte-Carlo (MC) method is a technique to obtain numerical results by randomly
sampling draws according to a specific probability function. In the field of High Energy
Physics it has proven to be extremely useful for the case of generating “artificial” events
of the processes of interest, in order to compare the numerical predictions against real
data or to measure and tune the performance of detector components.
Since with the MC method the phase space integration happens numerically, one
cannot analytically solve the divergent integrals occurring in the NLO computation
explained in Sec. 2.1.3.4 Instead, the divergence of the real emission corrections needs
4The so-called dimensional regularization introduces a regulator  and makes the divergences of virtual
and real corrections cancel to a finite value as → 0. This however is not possible in a numerical code.
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Fig. 5. Representative di↵erential distributions for the Higgs boson and the top quark at NLO+PS accuracy in t-channel tH
associated production at the 13-TeV LHC. The lower panels provide information on the di↵erences between 4F and 5F schemes
as well as the di↵erential K factors in the two schemes.
4F and 5F schemes were not dependent on shower programs.
We estimate the scale dependence by varying µR and µF inde-
pendently by a factor two around the reference dynamic scale
HT /6 defined in eq. (7), which provides smaller scale depen-
dence than the static choice for di↵erential distributions, espe-
cially for the high-pT region.
We start by showing in fig. 5 di↵erential distributions for
the Higgs boson and the top quark (before they decay). The
first observation is that NLO distributions in the 4F and 5F
schemes are in excellent agreement within their respective un-
certainty associated to scale variation, i.e. within the 10% level.
Interestingly, though, di↵erential K factors (information in the
insets below) are more pronounced for the 5F than for the
4F scheme, the NLO results in the 5F scheme typically being
out of the uncertainties as estimated from scale variation at
LO. It should be noted that the LO process in the 5F scheme
does not depend on the renormalisation scale, and therefore
its smaller uncertainty (especially in the high-pT region) can
be an artefact of the scheme. Results in the 5F tend to have a
scale uncertainty that increases with pT much more than in the
4F, but in most cases the di↵erences are not striking. Slightly
larger deviations between 4F and 5F appear only very close to
the tH threshold, a region where we expect the 4F scheme to
catch the underlying physics already at LO.
In fig. 6 we present distributions for the two hardest jets
which are not tagged as b-jets. Jets and b-jets are defined in
eqs. (4) and (5). The contributions from the non-taggable for-
ward b-jets (2.5 < |⌘| < 4.5) are also denoted by shaded his-
tograms as a reference. The jet with the highest transverse
momentum (j1) tends to be produced in the forward region,
very much like in single-top and VBF production. Most of the
time this jet can be clearly associated to the light-quark current
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7 Same as fig. 5, but for he b-tagged jets. On the right column the distributions for the b-jet coming from the top quark
decay, s lected by using Monte Carlo information, a e shown.
jb,2, it can be inferred that b-jets from the top quark mostly
contribute to the hardest b-jet (jb,1) spectrum at low pT . On
th other hand, as the pT tail falls much more rapi ly for jb,t
than for jb,1, gluon splitting in the ha d scatt ring is the pre-
dominant mechanism at high pT , and thus the main source of
b-jets in this region. This observatio also explains why the
scale dependence in th 5F is small for low pT (jb,1), which is
described at NLO accuracy, and increases sharply in the high-
pT (jb,1) region, where the physics is dominated by the trans-
verse dynamics of the g ! bb¯ splitting, which is described only
at LO.
We conclude this se tion by s udying the jet multipliciti s,
which are sensitive to the flavour scheme as well as to
choice of the shower scale. As argued in [14], the dy amics of
g ! bb¯ split ing takes place at a scale which is t icall lower
than the hard scale of the process mt + H or HT , ↵ecting
the choice for the factorisation scale that one should us to
describe t-channel production. An analogous argument could
be made also for the shower sc le ch ice [15], which in th
MadGraph5 aMC@NLO matching procedure is chose to be
of the order of the partonic centre-of-mass energy in the Born
process. In fig. 8, we study the de endence of jet rates on
the flavour scheme as w ll as on the shower cale, where two
di↵erent choices of h shower scale re compared: one i the
default value, and another is the default valu divided by a
f ctor of four. We can see that reducing the parton-shower
scale has only a minor impact on the distributions, while a
more interesting pattern arises from the choice of the flavour
scheme.
For the b-tagged jets (right panel in fig. 8), di↵erences be
ween the two schemes are rather mild (⇠ 15% in he 2-jet bin
and l ss for 0 and 1 jet) and always ompatible within the scale
uncertainty, which for the 2-jet bin is much larger in the 5F
(th accuracy being only at LO).
Figure 2.3.: Differential Higgs boson and 2nd b jet pT distributions at NLO for SM tHq production
at 13 TeV, for both the 4F and 5F; taken from [35]. In the ratios, 4F/5F differences and NLO/LO
k factors are shown. In the 4F, the effect of going one order higher in QCD can be approximated
by a single k factor, as NLO corrections do not drastically affect the shape. Only at NLO in the 5F,
the additional b quark is part of the matrix element calculations and thus leads to an improved
description of b jet kinematics, whereas for the 5F at LO, the additional b quark is added by
the parton shower. Overall, scale dependence is reduced by performing the computation at
NLO as opposed to LO, as can be seen from the size of the uncertainty bands.
to be factored out explicitly so that it cancels against the virtual correction according
to the KLN theorem. This can be achieved by means of the clever use of subtraction
terms, which are introduced in a way that allows to take out the divergence of the
integral, rendering the latter finite and numerically solvable. Besides the so-called dipole
subtraction [58, 59], the FKS subtraction [60], named after its inventors Frixione, Kunszt
and Signer, is commonly applied in the main NLOMC event generators, two of which
will be introduced below.
2.2.1. MadGraph5_aMC@NLO
Being theNLOextension and successor ofMadGraph5 [61],MadGraph5_aMC@NLO [62]
is a mul i-purpose matrix elem nt nd event generator, capable f p rforming both LO
and NLO calculations. As it has been wid ly used in the context of this thesis, it will be
explained in more detail.
Its great flexibility is grounded in the methodology of how it computes inclusive
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and differential cross sections and generates events: the user only needs to provide a
theory model, i.e. the Lagrangian and parameters such as particle masses and coupling
strengths, and the program will calculate the cross section with process-independent
building blocks, which e.g. are the FKS subtraction terms, since they can be treated
in a universal manner. Once the user has defined the process that shall be generated,
MadGraph5_aMC@NLO creates all possible Feynman diagrams andwrites out functions
for evaluating their matrix elements5, which will be called by the building blocks.
The user-friendliness is ensured by an interactive command line, where commands
and special syntaxes can be issued and everything else happens in a fully automated
way. In the case of t-channel single top + Higgs production the commands read:
> import model loop_sm-ckm
> generate p p > t b~ j h $$ w+ w- [QCD]
> add process p p > t~ b j h $$ w+ w- [QCD]
> output
> launch
The optional flag [QCD] makes the program calculate the process at NLO in QCD,
including both virtual and real corrections. The $$ syntax is needed for the exclusion
of diagrams where a W boson appears in the s-channel. Here the model is the one
determined by the Lagrangian of the Standard Model and employs a non-diagonal CKM
matrix. Input parameters, particle masses and settings like scales and PDFs can be
conveniently edited and handed over with a run_card.dat and param_card.dat. The
decay of resonances in the NLO mode is handled via the moduleMadSpin (see also [61]),
which preserves spin correlations.
Via the so-called CKKW [64] andMLM [65]merging, it is possible to combine processes
with different final state parton multiplicities at matrix element level, thus reducing the
dependence on parton shower programs (which are insufficiently accurate in the gener-
ation of hard emissions) for producing extra radiations. With the FxFx [66] technique
this has recently also become possible at NLO. These mergings are all available in the
MadGraph5_aMC@NLO framework.
A functionality that allows to reweight events according to different renormalization
or factorization scales or different PDFs is implemented [67] and comes at little extra
computational cost. This feature has been deployed in the generation of the signal
samples at 13 TeV, where events are reweighted even according to different values of the
Higgs boson coupling parameters.
Another concept essential to NLO matrix element generators can be illustrated with
MadGraph5_aMC@NLO: the same final state configuration characterized by n + 1
partons can be obtained by considering a real emission in the matrix element calculation
or by having the parton shower add a hard emission to a Born event with n outgoing
partons (see Fig. 2.4). When MadGraph5_aMC@NLO generates events at NLO, it must
therefore circumvent the danger of double counting, and short distance calculations must
5Their evaluation is performed via so-called helicity amplitudes, see e.g. reference [63].
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...
Parton shower
Born 
+ 
virtual
Real
emission
Figure 2.4.: The parton shower (red) attaches gluons to the Feynman diagrams. In the case of
a matrix element Born diagram, the first emission added by the PS creates an overlap with
diagrams that have a real emission (blue) from the NLO matrix element. The MC@NLO and
Powheg methods are developed to overcome this double counting in the event generation.
Adapted from [50].
be matched to parton showers with dedicated techniques. In MadGraph5_aMC@NLO
this happens with the MC@NLO formalism [68]: the parton shower contributions to get
from the n-body Born final state to the n+ 1-body real emission final state are subtracted
from the n+ 1-body matrix element contributions. Introducing these counterterms has
the advantage of creating a smooth transition between the phase space regions which
are governed by either the matrix element or the parton shower; shapes of observables
related to the emission coincide with what one gets from the parton shower for the
soft and collinear region and with NLO matrix element calculations for the case the
emission is sufficiently hard. The major drawback of this method is the introduction of
negative event weights, which degrade the statistical power of distributions when filling
histograms and can even lead to unphysical, negative entries in tails of distributions
populated by few events. The negative event weights are owed to the fact that the matrix
elements are not necessarily positive-finite anymore in the presence of the counterterms.
It remains to say these terms depend on the specific parton shower program to be used,
as each parton shower has its own methodology of increasing the parton multiplicity by
+1. In theMadGraph5_aMC@NLO framework, sets of counterterms are available for
all popular parton shower programs; in order to ensure NLO accuracy, the appropriate
parameters must also be set when showering the events. The settings to be used are
given in [69].
2.2.2. Powheg
The Positive Weight Hardest Emission Generator, abbreviated Powheg [70–72], is the
other NLO MC tool that is used for simulation of a large variety of processes in the
analysis presented in this thesis. It provides pre-defined processes for which the user
26
2.3. Parton shower and hadronization
can generate events or calculate cross sections by running a precompiled executable
pwhg_main. The parameter configuration is steered by a powheg.input card. While it
also employs the FKS method for treating the divergences in the real emissions, double
counting in the parton shower step is prohibited through the eponymousPowhegmethod:
the hardest radiation is always generated first by the matrix element generator. With
this technique only positively weighted events are produced, which can furthermore
be showered with any parton shower that is either pT ordered or able to veto emissions
with a pT larger than the one of the radiation already present in the matrix element.
Other than that, Powheg is not restrictive in terms of subsequent parton showers and
does not require different settings for different programs. In recent releases, some of
the implemented processes come with the functionality of adding extra event weights
corresponding to other PDF sets or different scales. A list of available processes can be
found on the official page [73].
2.3. Parton shower and hadronization
In order to get the full, physical picture, matrix element calculations can be matched
to parton shower programs to get access to the phase space where perturbative QCD
breaks down (this happens at low energies and long distances because of the steadily
growing αs, which at some point is too large to allow an expansion in this parameter)
and to describe the further evolution of the event. In fact, NLO matrix element events
are not physical without the application of a parton shower.
In general, these programs take care of the radiation of soft and collinear colored
particles from quark and gluon lines in the initial or final state by parametrizing the
probability for a collinear emission with the Altarelli-Parisi splitting functions [53] and
the so-called Sudakov form factors. Parton showers are unitary, which means they do not
change the weight of an event (in particular not to zero6), and are inclusive in the sense
that after the parton shower step all emissions one would expect have been generated.
Emissions take place with a certain probability until the energy of the single partons
is low enough that partons hadronize and form colorless, bound states. The process of
hadronization can be described with either the Lund string model [74] or the cluster
model [75].7 The former makes use of the self-interacting behaviour of the strong force
by describing the gluon field between two colored partons with a color-flux string. It is
stretched when the dipoles are flying apart and eventually bursts to form new quark-
antiquark pairs. This happens iteratively until the energy in the string is too low to
create new pairs of quarks, and the partons at the end of the string consequently form a
bound state. Since the simulated samples used in this thesis are exclusively deploying
6This is true except for the case of CKKW, MLM and FxFx merging, where an adjustable threshold slices
the emission phase space into regions which below are populated by the parton shower and above by
the matrix element generator. Events can therefore also be discarded.
7A third approach is the cluster hadronization of the Monte-Carlo generator Sherpa [76, 77]. Since this
section however is intended to give an overview of the MC generators commonly employed within the
CMS collaboration, Sherpa is not addressed in this chapter.
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the Lund string model, the alternative approach of cluster hadronization will not be
discussed here. Many hadrons are initially produced in excited states and consequently
are not stable. Their decay, as well as the trivial (because isotropic) decay of the scalar
Higgs boson, is performed within the parton shower program as well. Finally, another
issue is addressed by the parton shower: until now, the proton remnants have not been
considered in any simulation step. However, it is possible that multiple partons of the
protons interact and lead to additional signatures in the detector, or that there is a color
connection between the partons of the hard interaction and the remnants traveling down
the beam pipe, which influences the step of hadronization. This is called “underlying
event”, and the parameters of its simulation must be tuned against data, e.g. [78] in
minimum-bias events, [79] for tuning against Drell-Yan events or taking into account
t¯t events [80].
2.3.1. Pythia6/8
Despite being a multi-purpose MC generator for simulating all stages of the event evolu-
tion (with leading order matrix elements), in CMS Pythia is mostly used as interfaced
parton shower generator and for all the steps beyond, e.g. building hadrons from the
partons according to the Lund string hadronization scheme. The matrix element events
come mainly either from Powheg orMadGraph5_aMC@NLO.
All 8 TeV simulation samples used in this thesis have been showered in Pythia 6 [81]
with the underlying event Tune Z2∗ (a modification of the Z2 tune obtained from 7TeV
data [82]), using the p2T of the emission as evolution scale along which the radiations take
place down to the energy regime where hadronization steps in (typically at ∼ 0.5GeV).
Decays of τ leptons are handled by a separate plugin, Tauola [83].
Its role as the main parton shower program in CMS used at 8 TeV has been taken by
Pythia 8.2 [84] in the 13TeV simulation campaigns. The underlying event tune in the
samples analyzed in this thesis is CUETP8M1, which is based on the Monash tune [85].
2.3.2. Herwig++
Another commonly used generator is Herwig++. It is similar to Pythia in the sense that
it features a library for many hard subprocesses and serves as tool for the simulation
of the parton shower, hadronization and underlying event. Differences consist in the
evolution scale for the successive emission of partons, which is the angle between the
emitting parton and the emission in the Herwig++ case (it is therefore referred to as
angular-order shower as opposed to the pT-ordered Pythia), and in the use of the cluster
model to model hadronization. It is frequently employed at CMS in Run-II with the
underlying event tune EEC5 [86].
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2.4. Multivariate analysis tools
MVAs are heavily used in this thesis in order to better discriminate between the signal
and the background processes and consequently increase the search sensitivity beyond
what would be possible with an approach that is purely based on imposing cuts to enrich
the tHq contribution. The classification mode of the MVA (as opposed to a regression)
has been utilized for assigning to each event that passes the selection a real number that
can be seen as a measure for its compatibility with the signal or background hypothesis.
The MVA must be trained with simulated data from which it learns about topologies
and characteristics of the respective processes. In practice, it is provided with distribu-
tions of jet transverse momenta, lepton observables etc., and the full list of input variables
will be given in the analysis chapter. After the training phase, the gained knowledge is
used to classify any unknown event with the same type of input information as being
rather signal- or background-like.
Two types of MVAs find use in this thesis – artificial neural networks and boosted
decision trees. They will be explained in the following.
2.4.1. Artificial neural networks
An artificial neural network, abbreviatedNN, is inspired by the structure of the vertebrate
brain with its composition of neurons that are connected via synapses and communicate
by means of propositional logic [87]. In the NN the information transmitted from one
node to the other via the connections between nodes can be given a variable weight,
being tantamount to a minimization problem to achieve a desired outcome in the training
phase. Mathematically this is possible due to the universal approximation theorem [88,
89], which enables the NN with one hidden layer of neurons between the input and
output layer to approximate any continuous function. Being provided with n real-valued
input variables, the NN performs an Rn → R mapping, where the function of the
mapping depends on the weights. The so-called multilayer perceptron implementation
in TMVA [90] is used in this thesis. A pictorial illustration of its architecture (with
a reduced number of nodes in the input and hidden layer for the sake of lucidity) is
provided in Fig. 2.5. It features one hidden layer and is feed-forward, i.e. there is no
reflux of information.
Central to the NN is the neuron response function h. For a neuron in the hidden layer
it is given by
h(x) =
n∑
i=1
wixi
for a given set of real inputs x1, ..., xn received from the input layer with n nodes, which
are weightedwith weightsw1, ..., wn. Since h is a linear combination of the inputs, it must
be transformedwith a non-linear activation function S in order to introduce non-linearity
into the multilayer perceptron. Otherwise it would effectively behave like a single-layer
29
2. Conceptual overview
Variable 1
Variable 2
Variable 3
Variable 4
NN output
Hidden
layer
Input
layer
Output
layer
Figure 2.5.: Architecture of a multilayer feed-forward NN with one hidden layer, as employed in
this thesis. Information is transported only in one direction between two nodes in neighboring
layers, and combined to a single NN output, which corresponds to real value representing a
signal- or background-likelihood for a given event.
perceptron when summing all layers and could not approximate any arbitrary function.
A hyperbolic tangent is used as activation function,
S = tanhh = 1− 2
e2h + 1
.
The response of the single node in the output layer – called “NN output” from now
on – for an NN withm (n) nodes in the hidden (input) layer is given by
NN output = S
 m∑
j=1
wjS
(
n∑
i=1
wijxi
) .
In supervised learning, an NN is provided with events of known origin, i.e. signal or
background, and tries to reproduce a target value for each case (e.g. 1 for the signal, 0
for background events). This is done by minimizing an error function defined as
E(w) =
∑
k
(y(xk,w)− yˆk)2,
which is the mean square error with yˆk being the target value of event k that yields an NN
output y(xk,w). The Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [89, 91–93] is
employed to find the vector w for which E has its minimum. Once this vector is known,
the NN can classify any unknown event.
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2.4.2. Boosted decision trees
Because of their speed and robustness, boosted decision trees (BDTs) are used throughout
this thesis mostly for optimization studies and preliminary results. A BDT is an assembly
of weighted binary classifiers [94], e.g. of weighted simple decision trees each of which
has a low separation power, as it consists of a sequence of nodes performing binary
decisions. This is an essential precondition, because, upon creating a forest of many weak
learners, it guarantees that no single weak learner can be strong enough to significantly
influence the result on its own. It guarantees robustness of the results against large
weight variations during the optimization process explained below.
In a single node one aims at maximizing the gain in separation power between signal
and background achieved by a cut on a certain input variable (e.g. the reconstructed
Higgs boson mass). A node split into two nodes is introduced at the specific cut value
that maximizes the change in the Gini functions between the parent and the daughter
nodes ∆ = QGini −QGini,dau1 −QGini,dau2, where the Gini function is defined as [95]
QGini = P (1− P )
∑
i
wi.
Here, wi is the weight of event i and P is the purity given by
P =
∑
sws∑
sws +
∑
bwb
.
The leaf at whose end P > 0.5 is labelled a signal leaf, otherwise it is a called back-
ground leaf.
The concept of boosting [96] helps in making the classification more robust: training
events that were misidentified in a first iteration and ended up in a background (signal)
leaf despite being signal (background) receive a larger weight, and another decision tree
is built. In fact, an entire forest of trees is trained, and the final score “BDT output” of an
event is equal to the weighted average of the sum of +1’s and −1’s if the event has ended
up in a signal or background leaf, respectively. Two boosting algorithms are utilized in
this thesis.
Adaptive boosting
The adaptive boosting (AdaBoost) [97] algorithm assigns a larger weight in the training
of them + 1th decision tree to events that have been misclassified by themth decision
tree. The latter’s misclassification rate found among N events, where each event has a
weight wi = 1/N , is defined as
rmmis =
∑
iwi%i∑
iwi
,
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where %i equals +1 if the event i has been misclassified and 0 if it has been assigned to a
correct leaf. For themth weak learner one can then compute the quantity
αm = ln
(
1− rmism
rmism
)
,
which is used to scale the event weights in the next, i.e. them+ 1th decision tree:
w
(m)
i → w(m+1)i =
w
(m)
i e
αm%
(m)
i∑
iw
(m)
i e
αm%
(m)
i
.
The final score is composed of the scores hm of the individual trees, which can either
be +1 or −1 depending on whether or not the event has been classified as signal or
background, weighted by the factors αm:
BDT output =
N∑
m=1
αmhm.
Gradient boosting
The second boosting algorithm is the so-called gradient boosting [98]. Instead of iter-
atively updating the weights as for the AdaBoost, it optimizes the training results via
minimizing a differentiable loss function by approaching its minimum with the method
of steepest descent. For a detailed discussion of this alternative algorithm see [99].
2.4.3. Interpreting training results: overtraining and ranking of variables
If the training samples have too few events, it can happen that the NN or BDT interprets
statistical fluctuations occurring in the input distributions as genuine features of the
respective process. This unwanted behaviour, which biases the results in the application
step, is referred to as overtraining. It is checked by employing statistically independent
test samples and comparing their results with the ones from the training. In the case of
overtraining, theMVA is expected to performworse in the test samples. This phenomenon
is illustrated in Fig. 2.6.
A ranking of the variable importance will be given in the analysis chapter for the case
of the NN. According to [100], the importance of variable k is determined by summing
the weights attached to the connections between the respective input node and all the J
nodes in the hidden layer:
Ik = x¯
2
k
J∑
j=1
w2jk.
In the above formula, x¯k is the sample mean of variable k.
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4.2. Multivariate analyses
(a) (b)
Figure 4.4.: Illustrative example for overtraining. Shown are two measurements for signal
events (red) and background events (blue) in two arbitrary variables. On the left side,
the training dataset is shown. The decision boundary from a well trained MVA (black
dashed line) is depicted as well as from an overtrained MVA (green line) that learns from
statistical fluctuations in the dataset. In a statistically independent dataset, illustrated
on the right side, the fluctuations occur at diﬀerent positions and the performance of
the overtrained MVA is worse.
judge newly introduced variables for their benefit. For BDT and NNs the ranking
is calculated in a diﬀerent way.
To obtain the ranking of input variables for a BDT, it is counted how often each
variable is used to split decision tree nodes, weighted by the factor in Equation (4.11)
and the number of events in the node.
As opposed to this the MLP neural network ranks the input variables according
to the weights between the corresponding node in the input layer and all nodes of
the first hidden layer via
Ii = x¯
2
i ·
nhX
j=1
⇣
w
(1)
ij
⌘2
. (4.21)
Here, Ii denotes the importance of the variable i and x¯i is its sample mean.
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Figure 2.6.: Illustration of overtraining for an MVA trained with two input variables. The left
figure represents the signal (red) and background (blue) training events. An overtrained MVA
(green solid line) follows even small statistical fluctuations perfectly, while an MVA with a
sound training is insensitive to fluctuating events (black dotted line). In the case of the test
sample to the right, which consists of statistically independent events, the overtrained MVA
tries but fails to reproduce the statistical fluctuations and consequently leads to bogus results.
The not-overtrained MVA on the other side displays the same performance as in the training
case. Taken from [100].
2.5. Fitting and statistical inference
In the previous section tools have been discussed which allow for a very good separation
between signal and background process . However, despite the signal being enriched
in c rtain region of phase spac , one will not b a le to make definite statements on
its existence f om a comparison f data to simulation by eye. Statistical methods are
needed to quantify the signal str ngth or – in the ab ence of a cle indication of si nal
contributions to data – t e sea ch sensitivity (i.e. w ich signal st ength the analysis is
able to exclude t a certain level of confidence) by means of exclusion limits. Central
to the limit setting procedure is the calculation of the a test statistic that quantifies the
compatibility between observation and the assumed model. The test statistic employed
in this thesis in turn relies on the parameter estimation with the maximum-likelihood
m thod. These ingredients of the statistical inference are explained in th following.
2.5.1. Parameter estimation with the maximum-likelihood method
The likelihood function corresponds to the probability for obtaining the statistically inde-
pendentmeasurements {x1,x2, ...,xN} for parameters a that characterize the underlying
statistical model:
L(a) = f(x1|a) · f(x2|a) . . . f(xN |a) =
N∏
i=1
f(xi|a).
Equivalently, the set of parameters a that maximizes L belongs to the model which is
most compatible with the observations. Finding this set via a maximum-likelihood fit is a
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pivotal element in the determination of the best parameters, which denote e.g. systematic
uncertainties or the signal strength, when comparing the model with measurements in
terms of binned histograms. The expression of the likelihood function for a hypothesis
with a generic signal strength modifier µ is the product of Poisson probabilities over all
bins, with µsi, bi and ni denoting the expected signal and background yields and the
actually observed entries in bin i:
L(data|µ,θ) =
∏
i
(µsi + bi)
ni
ni!
e−µsi−bi ,
It is implied that si = si(θ) and bi = bi(θ), so the expected signal and background
contributions to a specific bin depend on the nuisance parameters θ encoding systematic
uncertainties the analysis is aﬄicted with.
2.5.2. Incorporation of uncertainties by means of nuisance parameters
Some of the nuisance parameters (like the uncertainty on the luminosity) apply to all
processes considered, others are only there for a specific background or the signal, or
vary in size for the different contributions. The nuisance parameters are incorporated
into the model through up and down templates8 which have different numbers of events
per bin than the nominal template for the respective process. The exact parametrization
of the expected number of events for a specific bin in the presence of nuisance parameters
is given in Eqs. (6.19)-(6.21) of [40]. It should be noted that shape uncertainties allow for a
bin-wise variation of the yields, while rate uncertainties change the bin contents in a fully
correlated way, i.e. the up and down templates are only shifted in their normalization.
Rate uncertainties can accordingly be regarded a special case of shape uncertainties.
2.5.3. Hypothesis testing, likelihood ratio and p value
For the testing of a certain hypothesis (in this case the hypothesis corresponds to the
signal scenario defined by a specific µ value) a test statistic needs to be defined in order to
derive confidence intervals on µ. For the sake of simplicity and demonstration, a simple
hypothesis is assumed for the moment, i.e. no nuisance parameters are considered. One
possible test statistic in such a case is the likelihood ratio
λ(µ) =
L(data|µ)
L(data|0) .
With the above definition, a larger value λ(µ) signifies a larger (smaller) compatibility of
the observation with the s+ b (b-only) hypothesis. The test statistic (the term “statistic”
implies that values of λ are following a certain probability distribution function f ),
can be used to compute a confidence interval for µ by means of the p value under
the s + b hypothesis. The p value answers the question: for a hypothesis with signal
8A template in this case is a histogram in a certain observable and typically contains the observed event
counts or the event yields expected from the model according to its probability distribution function.
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strength µ under test, how large is the probability to obtain a measurement which has
a compatibility with the assumed hypothesis that is of the same size as or worse than
the actual observation? If ps+b is smaller than some predefined value – the significance
value α – the s+ b hypothesis is rejected. If it is larger, the probability to obtain at least
the observed level of incompatibility with the s+ b hypothesis is high enough that one
claims one cannot exclude the hypothesis, which consequently is accepted. The entity of
values for which ps+b with
ps+b =
∫ λobs
−∞
f(λ|µ) dλ
is larger than α constitutes the confidence interval for µ at (1− α)× 100% confidence
level (C.L.). Typical values are α = 0.05 and 95% C.L.
As mentioned above, this procedure employs the probability density function (pdf)
f(λ|µ) belonging to the signal + background (s+ b) hypothesis; practically, the pdf is
constructed by dicing pseudoexperiments according to the s+b hypothesis for theµunder
test and computing λ(µ) for each pseudoexperiment. If for this µ the ps+b value happens
to be smaller than 0.05, the s+ b hypothesis will be rejected. However, such an approach
is ill-defined (not from the statistical, but from the experimental point of view) for the
case in which the pdf constructed from background-only (b-only) pseudoexperiments,
f(λ|0), looks very similar to f(λ|µ). In such a scenario, one would claim to have excluded
µ although the analysis is not sensitive to the s+ b hypothesis at all.
2.5.4. CLS exclusion limits
The above issue is overcome by introducing the CLS criterion [101–104] according to
CLS =
ps+b
1− pb ,
which contrasts the p-value of the s+ b hypothesis with the one of the b-only hypothesis
for a given µ. The p values for the s+ b and b-only hypotheses in this case read:
ps+b = P (q˜µ ≥ q˜obsµ | signal+background) =
∫ ∞
q˜obsµ
∫
θ
f(q˜µ|µ, θˆµ) dθdq˜µ,
pb = P (q˜µ < q˜
obs
µ | background) =
∫ q˜obsµ
−∞
∫
θ
f(q˜µ|0, θˆ0) dθdq˜µ.
The inverted sign in the integral of the definition of pb reflects the fact that for the
hypothesis µ under test, a smaller value of the test statistic q˜µ (whose definition will be
given below) indicates a better compatibility with the data. In turn, the b-only scenario
has a worse compatibility for smaller values. As can be seen immediately, there is no
conceptual problem anymore in the case of low-sensitivity searches, because if the shapes
of pdfs are very similar, the CLS value will be large enough so that an exclusion of the
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Figure 2.7.: Illustration of the concept for computing the CLS exclusion limit for a given µ = 8.3.
This is an actual example of a test statistic distribution taken from Chap. 4. Since CLS < 0.05,
this µ is rejected.
s + b scenario is prohibited. The functions f(q˜µ|µ, θˆµ) are the probability distribution
functions for the test statistic q˜µ, which are obtained from dicing pseudoexperiments for
the respective hypothesis and its best-fit nuisance parameters. The test statistic exploited
in this thesis is referred to as profile likelihood ratio and is defined as [105]
q˜µ = −2 ln L(data|µ, θˆµ)L(data|µˆ, θˆµˆ)
, µ ≥ µˆ ≥ 0, (2.1)
where µˆ and θˆµˆ are the estimators that maximize the unconditional likelihood function,
and θˆµ is the vector of nuisance parameter values for which, at a given and fixed µ, the
likelihood function takes the maximum value. This is a practical and convenient feature
of the profile likelihood method. For typically, the parameter one is interested in is the
signal strength modifier µ. Making inferences about µ however is possible only if the
systematic uncertainties of the measurement are determined and constrained. Instead
of determining them in external measurements, the profile likelihood ratio allows to
incorporate the systematic uncertainties in the statistical model via nuisance parameters
that are profiled, i.e. they become a function of µ. One could also calculate an interval
of allowed µ’s for every fixed θ. But making inferences on µ for every allowed point in
the θ space would require a large amount of computational resources. Furthermore,
the true value of θ is of no real interest; therefore, profiling the nuisances against the
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parameter of interest µ is an efficient way of obtaining a tight confidence interval for the
signal strength modifier.
Accordingly, in the analyses presented in Chapters 4 and 5 the CLS criterion is chosen
for setting upper boundaries on µ. A hypothesis with signal strength µ is excluded at
(1− α)× 100% confidence level if its CLS value equals α. Conversely, the analysis is able
to exclude signals with a cross section larger than σ × µ at 95% CL for the µ that satisfies
CLS = 0.05. An illustration of the ingredients for the computation of the CLS limit is
provided in Fig. 2.7 with the help of the actual test statistic distribution belonging to
µ = 8.3 in Chap.4.
In practice
CMS has a tool for statistical inference in order to calculate the observed CLS value for
a specific µ. The combine program fits the nuisance parameters to data under the s+ b
hypothesis (leaving the signal strength fixed). From the value of this likelihood the
observed value of the test statistic, q˜obsµ , can be calculated with Eq. 2.1. The program then
generates a set of pseudoexperiments which are diced according to the fitted nuisances.
Another ensemble of pseudoexperiments is obtained by doing the same after fitting
under the b-only assumption. The pdf f(q˜µ) of the test statistic can be constructed by
computing Eq. 2.1 for each of the pseudoexperiments under both the s+ b and b-only
hypothesis, and the CLS value can be calculated. The above procedure is repeated for
several values of µ provided to combine by the user, and the specific value of µ for which
CLS = 0.05 is obtained via interpolation.
Calculating the expected limits
The b-only pseudoexperiments as well as the nuisances θˆ0, θˆµ and the pdfs f obtained
in the calculation of the observed limit are saved, as they are needed for the expected
limits. Every pseudoexperiment is treated as if it was real data, and the procedure of
obtaining the observed limit is repeated. However, combine does not refit the nuisances
for every pseudoexperiment, but uses the set of nuisances that maximized the fit to
data, and the distributions of the test statistic derived thereof. This is done in order to
save computation time. Finally, the 2.5%, 16%, 50%, 84% and 97.5% quantiles of the CLS
distribution obtained from the pseudoexperiments is reported as (the median of the)
expected CLS limit and its ±1σ and ±2σ deviations.
Asymptotic limits
Asymptotic limits make use of the fact that the test statistic distribution can be expressed
analytically in the large sample limit [105, 106]. As a consequence of this behaviour, one
can – instead of throwing computationally expensive pseudoexperiments – employ a
so-called Asimov dataset which represents the entity of pseudoexperiments by one single
dataset. This is a quick and easy way to obtain upper limits; however, the approach
is only valid if the number of events is large enough (otherwise it will yield biased,
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more stringent limits than the CLS method), which is not in general the case for the tHq
analysis. Therefore, this approach is only used when the differences between the CLS
and asymptotic limits are found to be small enough.
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Particle colliders operating at previously unexplored energy ranges are able to look
for new phenomena and new, heavy particles. This rationale is essentially following
Einstein’s identity E = mc2 and has shaped the field of High Energy Physics and the
way experiments have been designed for decades. The Large Hadron Collider (LHC)
has pushed the energy frontiers far into regions that thitherto had been inaccessible, and
marks the beginning of a new era of experimental particle physics. Just as the collider
itself, the experiments positioned along the collider are characterized by an extraordinary
design, engineering and performance: the data analyzed in this thesis have been recorded
with the Compact Muon Solenoid (CMS) detector. It will be described in detail in this
chapter after a short introduction to the LHC, which is based on references [107, 108].
Finally the chapter explains the algorithms that translate detector signals into physics
objects that an analysis can finally be performed on.
3.1. Large Hadron Collider
With a design center-of-mass energy of
√
s = 14TeV for two colliding protons, the
Large Hadron Collider of the Organisation Européenne pour la Recherche Nucléaire
(CERN) is the most powerful particle accelerator and collider ever constructed. It is a
ring of 27 km circumference and is located 45-170m underground1 in the area of Geneva,
Switzerland, crossing the border to France. Its shape however is not perfectly circular but
composed from bent and straight segments, with cavities for accelerating the protons in
high-frequency electric fields and sectors of dipole magnets that force them on a circular
path of radius r = 2803.98m. The eight cavities are cooled down to 4.5K and accelerate
the protons with anE field of frequency 400.79MHz, transferring an energy of 2MeV to a
proton with each passing. The strength of the dipole magnets, of which a total number of
1232 is installed along the ring, is essentially the limiting factor for the energy the particles
reach. The designmagnitude of the providedB field is 8.33 T (the magnets created a field
of B = 4.76 T at a beam energy of 4 TeV during Run-I in 2012) and can only be reached
with very high currents: 11850A are flowing through their niobium-titanium cables at a
temperature of 1.9K, i.e. well below the point the material becomes superconductive
and the current can flow at zero resistance. This is accomplished by cooling the magnets
with liquid helium. The substance has no inner friction at this temperature and hence, as
a superfluid and with its high thermal conductivity, is well suited for cooling the large
magnets with a length of 15m and a weight of 35 tons each. The cables that are wound
1The varying depth is owed to the inclination of the layer of rock the tunnel has been built onto.
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Figure 3.3: Cross-section of cryodipole (lengths in mm).
an important operation for the geometry and the alignment of the magnet, which is critical for the
performance of the magnets in view of the large beam energy and small bore of the beam pipe.
The core of the cryodipole is the “dipole cold mass”, which contains all the components cooled
by superfluid helium. Referring to figure 3.3, the dipole cold mass is the part inside the shrinking
cylinder/He II vessel. The dipole cold mass provides two apertures for the cold bore tubes (i.e. the
tubes where the proton beams will circulate) and is operated at 1.9 K in superfluid helium. It has an
overall length of about 16.5 m (ancillaries included), a diameter of 570 mm (at room temperature),
and a mass of about 27.5 t. The cold mass is curved in the horizontal plane with an apical angle of
5.1 mrad, corresponding to a radius of curvature of about 2’812 m at 293 K, so as to closely match
the trajectory of the particles. The main parameters of the dipole magnets are given in table 3.4.
The successful operation of LHC requires that the main dipole magnets have practically iden-
tical characteristics. The relative variations of the integrated field and the field shape imperfections
must not exceed ⇠10 4, and their reproducibility must be better than 10 4after magnet testing and
during magnet operation. The reproducibility of the integrated field strength requires close control
of coil diameter and length, of the stacking factor of the laminated magnetic yokes, and possibly
fine-tuning of the length ratio between the magnetic and non-magnetic parts of the yoke. The struc-
tural stability of the cold mass assembly is achieved by using very rigid collars, and by opposing
the electromagnetic forces acting at the interfaces between the collared coils and the magnetic yoke
with the forces set up by the shrinking cylinder. A pre-stress between coils and retaining structure
– 23 –
Figure 3.1.: Cross sect on of an LHC dipole magnet, taken fro [107].
up inside the magnets consist of 36 strands which in turn are made up by thousands of
filaments. The total length of the strands amounts to roughly 270000 km.
Fig. 3.1 shows the cross section of such a dipole magnet. For economical and spatial
reasons (the collider has been placed inside the same tunnel previously used by the LEP
experiment), a so called “two-in-one” design has been employed: two neighboring beam
pipes reside in the same dipole magnet and are cooled by the s me cryostat. They are
surrounded by the superconducting coils cooled by the cold mass (iron) held at 1.9K by
the liquid helium.
Along the straight sections of the LHC 392 quadrupole magnets have been installed.
These are responsible for focussing the beams which, according to the nominal design,
consist of 2808 bunches, each made up of roughly 1011 protons, with a bunch separation
of 25 ns. In particular at the interaction poi ts this happe s in single pipe where
the beams are squ ezed to a minimal diamet r (16µm) t re ch maximal luminosi ies.
Besides sheltering the collision points and the cavities, also beam dumping and beam
injection happen in the straight sections.
The LHC is not capable of accelerating the protons from rest. At the time of injection
into the main LHC ring, the protons already travel with an energy of 450GeV. This
is done with a chain of pre-accelerators which are part of the accelerator complex as
depicted in Fig 3.2: the journey starts in the linear accelerator LINAC 2 where, after the
electrons have been stripped from the initial hydrogen atoms, the protons are accelerated
to E = 50MeV before reaching the Proton Synchrotron Booster (PSB). Here they reach
1.4GeV and are injected to the Proton Synchrotron (PS). By the time they leave the PS
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Figure 3.2.: The LHC accelerator complex [108].
the protons have an energy of 25GeV and have adopted the bunch spacing needed by
the LHC. As a last pre-acceleration step, they are brought to an energy of 450GeV in the
Super Proton Synchrotron (SPS). It is worth mentioning that the pre-accelerators have
small experiments attached to them, investigating proton physics at lower energies than
the ones of the LHC program. The time it takes to fill the LHC ring with a proton beam is
4min 20 s. Finally the protons are accelerated to their target energy for about 20 minutes
before bringing them to collision. The standard filling scheme is explained in [109].
The intensity of the beam will decrease as pp collisions continuously are taking place.
The nominal period the LHC can operate with a beam is ∼ 15 hours, which is the time
by which the luminosity is expected to have dropped by a factor of 1/e. The luminosity
is given by the equation
L =
N2bnbfrevγr
4piεnβ∗
·
:=f︷ ︸︸ ︷
1√
1 + ( θcσz2rbeam )
2
,
where it is assumed the two colliding beams share the same beam parameters. Conse-
quently, Nb is the number of protons in a bunch and nb is the number of bunches per
beam. The revolution frequency of a bunch is given by frev. In order to account for
the relativistic effects occurring close to the speed of light, γr is the relativistic gamma
factor of the proton. Both εn and β∗ are parameters related to the beam size and are
determined by the process of bunch preparation and the magnet configuration, respec-
tively. The normalized transverse beam emittance εn is a measure of parallelism of the
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beam constituents and of their transverse speed. The amplitude function β∗, specifying
how strongly the beams get squeezed by the focussing magnets, gives the distance from
the collision point where the beam is twice as wide. The nominal LHC configuration
foresees β∗ = 55 cm and εn = 3.75µm. The factor f describes the relative geometry of
the two colliding beams. They are not collided head on. If they were totally parallel,
this would result in many unwanted pp collisions along the straight pieces of the beam
pipe extending from the collision point. Instead they are led together at a small angle
θc ∼ 300µrad, at the cost of a slightly smaller likelihood for two colliding protons, i.e. at
the cost of a reduced luminosity. This angle depends on the length of a bunch, σz , and
on the beam radius rbeam =
√
εnβ∗/γr. The different experiments placed along the LHC
ring operate at different luminosities, ranging from 1027 cm−2s−1 to the maximal design
value of 1034 cm−2s−1. The former number refers to heavy ion runs, where 208Pb82+ lead
ions, fully stripped from their electrons, are brought to collision. When operating with
a magnetic field in the dipoles of 8.33 T, each of the 208 nucleons carries an energy of√
s/2 = 2.76 TeV.
3.1.1. Experiments placed along the LHC ring
A short description of the seven experiments placed along the LHC ring is provided
below:
ALICE: Shortly after the Big Bang quarks and gluons did not form
bound states. The ALICE experiment [110] investigates this so called
quark-gluon plasma in remnants of heavy ion collisions.
ATLAS: Being one of the two multi-purpose detectors installed at
the LHC, the ATLAS experiment [111] both precisely measures well
known SM processes and searches for new physics such as dark matter,
supersymmetry or microscopic black holes.
CMS: Theœuvre of the CMS experiment is similar to the one at ATLAS;
together they discovered the 125GeV boson in 2012 and are looking
for physics beyond the SM as well as probe the theory up to ultimate
precision. The data analyzed in this thesis have been recorded with
the CMS detector; it will be described in detail in Sec. 3.2.
LHCb: The CP violation and exotic BSM phenomena occurring in B
hadron decays are the primary subjects of the LHCb experiment [112].
Recently it has also reported the observation of bound states formed
by five quarks, the so-called pentaquarks [113].
The following experiments are smaller in terms of the collaboration and more special-
ized in their goals. They are located in the vicinity of the larger experiments described
above.
LHCf: Studying neutral particles that emerge from a pp collision into
the very forward region and thereby improving themodelling of highly
energetic cosmic rays is the aim of LHCf [114]. It is located near the
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Figure 3.3.: Left: during the 2012 pp data taking period from April to December 2012, 23.3 fb−1
have been delivered by the LHC. CMS recorded the products of 93.5% of these collisions,
which can be used for physics analyses. Right: the total integrated luminosity recorded at
13 TeV amounts to 3.8 fb−1. Taken from [117].
ATLAS detector.
MoEDAL: This experiment is directly searching formagneticmonopoles
and highly ionizing massive stable particles [115]. It is placed next to
LHCb.
TOTEM: The TOTEM apparatus is integrated into the CMS experi-
ment, but it is an independent detector aiming at measuring the total
pp cross section and studying diffractive and elastic scattering [116].
3.1.2. LHC operation
After an incident during tests in 2008 and a long repair time, it has been decided to start
the LHC program with reduced energies and not reach ultimate values until after the
first years of a successful operation. During the year 2012 the LHC delivered pp collisions
at
√
s = 8 TeV with an integrated luminosity of 23.3 fb−1. The time interval separating
two bunches was 50 ns, which is twice as large as the design bunch crossing time of
25 ns. The amplitude function β∗ was 60 cm. With a peak instantaneous luminosity
of 0.7 · 1034 cm−2s−1 the interaction rate was already close to the design value. Fig. 3.3
shows how the total integrated luminosity grows with time. The CMS detector was
able to record 21.8 fb−1, out of which 19.7 fb−1 fulfilled certain quality criteria and could
be analyzed for this thesis. The efficiency (recorded/delivered) is not 100% because of
downtime of various detector components and down- and dead time of data acquisition
systems.
The first stable beams at
√
s = 13 TeV circulated on June 3rd, 2015. After a short period
of data taking with a bunch spacing of 50 ns, the protons collided every 25 ns, delivering
4.2 fb−1 of data in total (see also Fig. 3.3). The maximal instantaneous luminosity was
0.513 · 1034 cm−2s−1. For some intervals of the data taking period, the magnetic field in
the CMS detector had been turned off for reasons related to problems in the cooling
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Figure 3.4.: Illustration of the CMS detector [118]. A person is shown in order to get a feeling for
the dimensions of the detector systems. The beam pipe is vanishing into the LHC tunnel to
the lower right.
system. These data thus cannot be used for the physics analysis conducted in this thesis.
Only 2.1 fb−1 can be analyzed until the middle of 2016, when the LHC schedule foresees
the next proton-proton collisions.
3.2. Compact Muon Solenoid
This section is based on references [119–121]. It portrays one of the two general-purpose
detectors at the LHC, the CMS experiment, with which the data analyzed in Chap. 4
have been recorded. Located 100m underground in Cessy, France, the CMS detector lies
in between the Jura mountains and the Lake Geneva.
The apparatus has a cylindrical shape and is comprised of several individual elements
that are assembled in layers around the beam pipe: the innermost part consists of a
silicon-based tracking system for reconstructing the trajectories of charged particles. Then
follow electromagnetic and hadron calorimeters for measuring the energy of electrons,
photons and hadrons. In order to not disturb the particle’s original path it is important
for the tracking system to have interactions with the particle that are as minimal as
is necessary for the reconstruction of its moving direction and its momentum. The
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calorimeters on the other hand aim at stopping them completely and measuring the
released energy. A solenoid made up of a superconducting niobium-titanium coil is
the next subelement. A current of 18000A is required to provide a B field of 3.8 T with
force lines parallel to the beam axis in order to bend the particles on a helical path which
allows momentum measurements transverse to the field lines of B according to the
Lorentz force law. Operating with such high currents means the coil must be cooled
down to 4.5K and become superconducting. The solenoid is embedded in a 12500 t
steel yoke returning the magnetic flux and creating an inverted polarity of the B field
in the outer detector elements with respect to the tracker system. Finally the gaseous
detector layers of the muon system are interleaved with the iron layers of the yoke. The
muon chambers are placed in the outer regions of the detector, since muons are the
only detectable particles which are expected to penetrate the entire detector material
because of their low ionization potential. Altogether the CMS detector weighs 14000 t
and has transverse and longitudinal dimensions of 15.0m and 28.7m, respectively. An
illustration is shown in Fig. 3.4. As can be seen from this figure, the detector provides an
almost-4pi coverage around the interaction point. The ample instrumentation and the
precision of both tracking and calorimetry systems are owing to the experiment’s goals –
the investigation of the Higgs boson and the search for rare exotic BSM particles. These
phenomena are expected to occur at low expected rates and therefore ask for a highly
efficient particle detection and an accurate measurement of momenta and energies.
The righthanded coordinate system is chosen such that the x axis points inwards to
the center of the LHC ring, the y axis points vertically towards the surface and the z
axis specifies the direction along the ring in counterclockwise orientation. Given the
experimental geometry, it is also useful to introduce the three coordinates r, φ and θ.
The first two coordinates are defined in the x-y plane. The radial distance with respect
to the nominal detector center is r =
√
(∆x)2 + (∆y)2; φ denotes the azimuthal angle
from the x axis. The polar angle θ measures the angle towards the beam axis. It has
furthermore become convenient to measure the forward direction of a particle by means
of the rapidity or pseudorapidity. They are defined as
y =
1
2 ln
(
E + pz
E − pz
)
, η =
1
2 ln
( |p|+ pz
|p| − pz
)
.
The rapidity y is a practical quantity since the differential cross section in this observ-
able, dσ/dy, is invariant under Lorentz-boosts in the z direction. The pseudorapidity η
diverges for a particle with a direction of flight parallel to the beam axis, while it is 0 for
a particle moving perpendicular to the beam. This means it can also be expressed by
η = − ln
(
tan
θ
2
)
.
For a massless particle with E =
√
|p|2 +m2 = |p| the two quantities are identical. A
detailed description of the tracker, the calorimeters and the muon system is provided
below.
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Figure 3.1: Schematic cross section through the CMS tracker. Each line represents a detector
module. Double lines indicate back-to-back modules which deliver stereo hits.
layers 5 and 6. It provides another 6 r-f measurements with single point resolution of 53µm and
35µm, respectively. The TOB extends in z between ±118cm. Beyond this z range the Tracker
EndCaps (TEC+ and TEC- where the sign indicates the location along the z axis) cover the region
124cm< |z|< 282cm and 22.5cm< |r|< 113.5cm. Each TEC is composed of 9 disks, carrying
up to 7 rings of silicon micro-strip detectors (320µm thick on the inner 4 rings, 500µm thick
on rings 5-7) with radial strips of 97µm to 184µm average pitch. Thus, they provide up to 9 f
measurements per trajectory.
In addition, the modules in the first two layers and rings, respectively, of TIB, TID, and
TOB as well as rings 1, 2, and 5 of the TECs carry a second micro-strip detector module which is
mounted back-to-back with a stereo angle of 100 mrad in order to provide a measurement of the
second co-ordinate (z in the barrel and r on the disks). The achieved single point resolution of this
measurement is 230µm and 530µm in TIB and TOB, respectively, and varies with pitch in TID
and TEC. This tracker layout ensures at least ⇡ 9 hits in the silicon strip tracker in the full range of
|h |< 2.4 with at least⇡ 4 of them being two-dimensional measurements (figure 3.2). The ultimate
acceptance of the tracker ends at |h |⇡ 2.5. The CMS silicon strip tracker has a total of 9.3 million
strips and 198 m2 of active silicon area.
Figure 3.3 shows the material budget of the CMS tracker in units of radiation length. It
increases from 0.4 X0 at h ⇡ 0 to about 1.8 X0 at |h |⇡ 1.4, beyond which it falls to about 1 X0 at
|h |⇡ 2.5.
3.1.3 Expected performance of the CMS tracker
For single muons of transverse momenta of 1, 10 and 100 GeV figure 3.4 shows the expected reso-
lution of transverse momentum, transverse impact parameter and longitudinal impact parameter, as
a function of pseudorapidity [17]. For high momentum tracks (100GeV) the transverse momentum
resolution is around 1 2% up to |h |⇡ 1.6, beyond which it degrades due to the reduced lever arm.
At a transverse momentum of 100GeV multiple scattering in the tracker material accounts for 20 to
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Figure 3.5.: Illustration f th CMS tracking system in the r-η plane. The part close t to th beam
spot is a pixel detector, surrounded by the tracker inner barrel (TIB) and tracker outer barrel
(TOB). The forward regions are equipped with the tracker inner disks (TID) and the tracker
end caps (TEC). Each of the short lines represents a pixel or strip module. Some of them are
mounted back-to-back (double lines) at a small angle and provide stereo hits from which the
coordinate parallel to the alignment of the odules can be inferred.
3.2.1. Tracker
Being the detector element closest to the interaction point, the tracker is subject to
large particle fluxes and highly energetic particles and thus to severe potential radiation
damage. The material must be stable enough to operate in this environment while at
the s me time meeting its original goals: precisely and efficiently measure the tracks
of charged particles which also implies a resolution high enough to es lve secondary
vertices as they occur if B hadro s are present; this is particularly relev nt for the search
for tHq, H→ bb¯.
A silicon detector is the reasonable choice because of the granularity that can be
achieved with a silicon-based design, the fast read-out time and the radiation hardness.
The innermost pixel detector covers a range of −2.5 < η < 2.5 (see Fig. 3.5). There are
66 million pixels, which are ordered in three cylindrical layers at radii 4.4, 7.3 and 10.2 cm
and two times two endcap disks placed at ±34.5 cm and ±46.5 cm in the z direction.
Most pixels have an area of 100×150µm2. However a spatial resolution in the transverse
(longitudinal) dimension of 10µm (20-40µm) [122] can be achieved via interpolation of
the signal pulses caused by a single initial charge, which are spread over multiple cells
because of its Lorentz drift in the strong B field (and E field in the sensor). Since the
third dimension is determined by the position of the sensor plane, a three-dimensional
( D) reconstruction of the hit is possible. In total the pixel detector covers an area of
about 1m2.
About 9.6 million silicon strips with a combined active area of 200m2 are used in the
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strip detector. Strips with n-type doping are placed onto a bulk material of p-type silicon,
the ionizing particle creates a hit in a bulk material, and the coordinate orthogonal to
its length can be read out in terms of a signal in the strips. Some layers are made up of
two modules mounted back-to-back at stereo angle in order to also measure the second
coordinate.
Four different subsystems are employed: the tracker inner barrel (TIB) has four con-
centric cylinders extending from z = −70 cm to +70 cm, which are placed at r values
from 20 cm to 50 cm; they are equipped with strips parallel to the beam axis. The two
innermost cylinders deploy the kind of double-sided modules as was explained previ-
ously. The distance between two strips (strip pitch) ranges from 80µm for double-sided
to 120µm for single-sided modules. At z positions of ±80 cm and ±90 cm sit the tracker
inner disks (TID), which are assemblies of radially orientated strip modules organized
in three rings. The TIDs stretch across the same r range as the TIB and extend the region
that is hermetically covered with silicon strips to |η| = 2.5. Similar to the TIB, the two
innermost rings consist of double-sided modules. From r = 55 cm to 110 cm the tracker
outer barrel (TOB) is installed. Six cylinders with strip sensors are adjusted in a way that
guarantees an overlap of the strips of two neighboring cylinders and thus eliminates
dead spots. Again a back-to-back design of the innermost layers ensures a 3-D position
reconstruction.
The tracker endcaps (TEC) are mounted in the range 124 cm < |z| < 182 cm and
accommodate nine disks with silicon strip modules arranged in rings around the beam
axis. The number of rings is 7 for the disks closest to the interaction point and decreases
to 4 for the outermost disk. The strip lengths on the other hand increase from 10 cm
to 25 cm. The strip pitch is of the order of 150µm. As any other element the TECs are
equipped with back-to-back modules in inner regions.
This layout guarantees that a charged particle within |η| < 2.5 creates at least three
pixel cell hits and nine hits in strips, the majority of which allow for a 3-D reconstruction
of the exact hit position. The entire system is cooled down to +4 ◦C in order to prolong
the life time of the sensors exposed to intense radiation.
3.2.2. Electromagnetic calorimeter
Moving away from the interaction point, a particle passing the tracker then enters the
electromagnetic calorimeter (ECAL). The core part of the ECAL is composed of ∼ 76000
scintillators made of lead tungstate (PbWO4) crystals. The choice of material is driven by
the following reasoning: with a density of ρ = 8.28 g/cm3, a relatively short radiation
length2 of X0 = 0.89 cm and a Molière radius3 of RM = 2.2 cm, the calorimeter can
maintain a compact design at a good spatial resolution, meeting the task of the ECAL to
completely stop electrons and photons and measure their initial energy. Moreover, the
photons are emitted quickly during the absorption of the particles, delivering 80% of the
2The length at which the energy of an electron traversing thematerial has dropped toE0/e due to radiation.
3A material constant denoting the radius of a hypothetical cone in which 90% of the energy of the electro-
magnetic shower initiated by a relativistic photon or electron is contained.
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Chapter 4
Electromagnetic Calorimeter
4.1 Description of the ECAL
In this section, the layout, the crystals and the photodetectors of the Electromagnetic Calor-
imeter (ECAL) are described. The section ends with a description of the preshower detector
which sits in front of the endcap crystals. Two important changes have occurred to the ge-
ometry and configuration since the ECAL TDR [5]. In the endcap the basic mechanical unit,
the “supercrystal,” which was originally envisaged to hold 6×6 crystals, is now a 5×5 unit.
The lateral dimensions of the endcap crystals have been increased such that the supercrystal
remains little changed in size. This choice took advantage of the crystal producer’s abil-
ity to produce larger crystals, to reduce the channel count. Secondly, the option of a barrel
preshower detector, envisaged for high-luminosity running only, has been dropped. This
simplification allows more space to the tracker, but requires that the longitudinal vertices of
H → γγ events be found with the reconstructed charged particle tracks in the event.
4.1.1 The ECAL layout and geometry
The nominal geometry of the ECAL (the engineering specification) is simulated in detail in
the GEANT4/OSCAR model. There are 36 identical supermodules, 18 in each half barrel, each
covering 20◦ in φ. The barrel is closed at each end by an endcap. In front of most of the
fiducial region of each endcap is a preshower device. Figure 4.1 shows a transverse section
through ECAL.
y
z
Preshower (ES)
Barrel ECAL (EB)
Endcap
= 1.6
53
= 1.4
79
= 2.6
= 3.0 ECAL (EE)
Figure 4.1: Transverse section through the ECAL, showing geometrical configuration.
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Figure 3.6.: The electromagnetic calorimeter consists of a barrel component and active material in
the endcap. A preshower detector (ES) is employed to decide whether or not photons stemmed
from pi0 decays. Taken from [120].
light within 25 ns, which is the order of magnitude in scintillation decay time needed
when the LHC is operated under nominal conditions. The entire ECAL system is held at
constant 18.0 ◦C, as the number of scintillation photons, Nγ, has a strong dependence on
the temperature with ∂Nγ/∂T < 0.
As can be seen in Fig. 3.6 the ECAL system consists of the barrel (EB) and the endcap
(EE) part. The EB crystals have a length of 23 cm, which corresponds to 25.8 radiation
lengths, and a cross section of 22×22mm2 at their front face oriented towards the inside of
the detector. The 61200 crystals in the barrel region (|η| < 1.479) are not exactly oriented
towards the beam spot but build a small angle with a fictitious vector originating from it.
This way the situation where a photon travels between two crystals for its entire path
and is not detected is circumvented. The scintillation light is collected by photodiodes
on the 26× 26mm2 large rear face.
The 7324 crystals in each endcap (EE) cover the region between 1.479 < |η| < 3.0.
They have a cross section of ∼ 30 × 30mm2, a length of 22.0 cm (24.7X0) and are only
minimally tapered. In order to avoid dead spots, they are installed with increasing angle
with respect to the beam axis the further one goes away from it. Their common focus
point lies roughly 1m beyond the nominal detector center. Vacuum phototriodes collect
the photons and the rear face of the crystals.
According to [123] the energy resolution of the ECAL has been measured with electron
test beams and is(
σ(E)
E
)2
=
(
2.8%√
E
)2
⊕
(
12%
E
)2
⊕ (0.3%)2 ,
where the first term on the right-hand side accounts for the fact that the evolution of the
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Figure 5.1: Longitudinal view of the CMS detector showing the locations of the hadron barrel
(HB), endcap (HE), outer (HO) and forward (HF) calorimeters.
Table 5.1: Physical properties of the HB brass absorber, known as C26000/cartridge brass.
chemical composition 70% Cu, 30% Zn
density 8.53 g/cm3
radiation length 1.49 cm
interaction length 16.42 cm
(Dh ,Df) = (0.087,0.087). The wedges are themselves bolted together, in such a fashion as to
minimize the crack between the wedges to less than 2 mm.
The absorber (table 5.2) consists of a 40-mm-thick front steel plate, followed by eight 50.5-
mm-thick brass plates, six 56.5-mm-thick brass plates, and a 75-mm-thick steel back plate. The
total absorber thickness at 90  is 5.82 interaction lengths (lI). The HB effective thickness increases
with polar angle (q ) as 1/sinq , resulting in 10.6 lI at |h | = 1.3. The electromagnetic crystal
calorimeter [69] in front of HB adds about 1.1 lI of material.
Scintillator
The active medium uses the well known tile and wavelength shifting fibre concept to bring out the
light. The CMS hadron calorimeter consists of about 70 000 tiles. In order to limit the number of
individual elements to be handled, the tiles of a given f layer are grouped into a single mechanical
scintillator tray unit. Figure 5.5 shows a typical tray. The tray geometry has allowed for construc-
tion and testing of the scintillators remote from the experimental installation area. Furthermore,
– 123 –
Figure 3.7.: Four calorimeters (HB, HO, HE and HF) are installed for measuring the energy of
hadronic showers [119].
electromagnetic shower is not exactly the same from event to event but is a stochastic
process. The second term express s the electronic noise that is not dependent on the
energy E of the initial particle; the third term describes effects like the loss of photons at
the rear end of the crystals which further decrease the resolution and are proportional to
E (so that σ/E = const.).
The spatial resolution of the EE is ot good enough for resolving two closely neighbored
photons as they could emerge in a neutral pion decay. For identifying such cases the
pre-shower detector (ES) is installed in a region 1.653 < |η| < 2.6. It is 20 cm thick and is
made up of two layers consisting of lead radiators with a plane of silicon strip sensors
placed at their ends. The strips in the second plane are oriented orthogonally to the ones
in the first plane in order to be able to reconstruct the impact point in two dimensions.
Photons are expec ed to sho er bef r reaching the second plane in 95% of the cases,
and with the high granularity of the silicon str ps placed at the ends one has a good
handle for resolving the photons and thus distinguishing them from the photons of a
pion decay.
3.2.3. Hadron cal rimeter
In contrast to the ECAL, for which the same material is used for creating effects of
absorpti n and scintillation, the hadron calorimeter (HCAL) is designed as a sampling
calorimeter with interleaved layers of different materials optimized for the two purposes.
In this case the aim is to absorb and measure the energy of hadrons, which typically
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penetrate the innermost elements of the tracker and the ECAL. Hadrons entering the
material create a hadronic shower of secondary particles such as pions via processes
involving inelastic hadron interactions and deexcitation of nuclei. The longitudinal
evolution of the shower happens considerably slower than for electromagnetic showers4
and is characterized by the nuclear interaction length λ, denoting the mean free path of
the hadron before it undergoes an inelastic interaction with the material.
Brass is mainly used as absorber. It has an interaction length of λ = 16.42 cm and a
density of 8.53 g/cm3. Plastic scintillation tiles are responsible for bringing out the light
which is then collected in wavelength shifting fibers and finally collected by silicon-based,
hybrid photodiodes suited for operating in a 4 T magnetic field [124].
The detector is instrumented with hadron calorimeters in four different regions: in
the barrel the HCAL, which is labelled HB in Fig. 3.7, covers the range in |η| up to
1.3 and is mounted between the ECAL and the solenoid at a radial distance between
1.81m < r < 2.86m. The geometry dictates howmuch absorbingmaterial canmaximally
be used; for this reason the hadron outer (HO) is installed, catching tails of hadronic
showers which have not been totally absorbed before. The HB latter consists of 36
azimuthal wedges made of brass absorber plates which are aligned parallel to the beam.
The plates are interleaved with the plastic scintillator material; 70000 scintillator tiles
are used in the EB. Stainless steel plates mounted on the innermost and outermost layer
make the HB structurally more stable. The 14 layers of brass (with varying thicknesses
from 50.5-56.5mm) result in an effective absorber thickness of 5.82λ at η = 0 and 10.6λ
at the end of coverage around η = 1.3.
As mentioned above, showers that were not entirely contained in the EB and HB can
be additionally registered in the HO. In the central wheel of the barrel the HO is made up
of two scintillator planes enclosing a 19.5 cm thick iron piece as absorber material. The
four outer wheels only have one plane of scintillator tiles. This is owed to the fact that the
solenoid serves the purpose of an additional absorber, and the effective length a particle
has to traverse in the solenoid is equal to 1.4/ sin θ interaction lengths and thus grows
the more forward the particle’s direction is. The system consisting of ECAL, HCAL and
the solenoid has a combined thickness in absorbing material of 11.8λ. The same photon
read-out system is employed as in the HB.
In the region between 1.3 < |η| < 3.0 the hadron endcap (HE) is installed. Again a
combination of brass as absorber material and scintillator trays equipped with 20916
plastic tiles and optical fibers for routing the light to photodiodes is used. The brass
plates, staggered in a way there is no dead material in the projection on the beam spot,
have a thickness of 79mm with gaps of 9mm for the scintillators. In this pseudorapidity
range the absorbing layers of the two calorimeters add up to ∼ 10 interaction lengths.
The main challenge for any material when being installed in the hadron forward
(HF) covering a range of 3.0 < |η| < 5.2 is the extremely high particle flux in this
region. Quartz fibres have a high resistance to radiation and are consequently used as
active medium. Charged particles arising in a shower in the 1.65m thick steel absorber
4However, a hadronic shower has also a non-negligible fraction of electromagnetic energy, since about 1/3
of the secondaries consists of neutral pi0 mesons subsequently decaying to two photons.
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can be detected in the fibres in terms of Cherenkov light if their energy exceeds the
threshold determined by the speed of light in quartz. For instance, the energy of an
electron entering the fibres must exceed 190 keV in order to generate a signal. This is then
amplified and detected in photomultipliers. Given its design the HF is predominantly
sensitive to the electromagnetic part of the shower. This means a method is needed for
distinguishing between hadronic and purely electromagnetic showers. Since the latter
evolve more quickly, they tend to deposit their energy in the first centimeters of the
steel plate. Therefore only half of the quartz fibres stretch across the entire range of
absorber material. The other half starts only after the first 22 cm of steel and is read out
independently.
The resolution of the HCAL can be parametrized as
σ(E)
E
=
S√
E
⊕ C,
and was measured in [125] as S = 198%, C = 9% for the HF. In [126] and [127] it has
been determined for the HB and HE, respectively. The numbers are S = 120% (153%),
C = 9.5% (6.3%) for the HB (HE). These numbers refer to resolutions achieved with pion
test beams.
3.2.4. Muon system
All detectable particles except for muons are expected to have deposited their entire
energy in the calorimeters. Due to the large rest mass of muons they do not lose a
significant amount of energy via bremsstrahlung, and also interact only minimally with
the detector materials, i.e. they hardly ionize the atoms. Therefore muons can still
be detected in the outermost regions of the detector, where the gaseous detectors are
installed exactly for this purpose. As the name of the experiment suggests, a precise
measurement of these particles is crucial for a vast range of analyses involving heavy,
weakly decaying resonances like top quarks, W or Z bosons, since muons typically are
possible final products at the end of the decay chain. As such their precise detection in the
muon system, which complements information of the inner tracker and thus improves
the momentum resolution, is fundamental for SM measurements as well as for searches
motivated by BSM theories.
Three different types of detectors are employed and assembled as shown in Fig. 3.8:
250 drift tube chambers (DTC) are placed in the barrel region of the detector (|η| < 1.2),
grouped in four concentric cylinders (MB1-4), called muon stations, around the beam
axis. They are interleaved with the steel return yoke. Five such wheels are mounted
along the z direction. The three inner stations consist of 12 drift tubes chambers, the
outermost has 14 DTCs (see the turquoise elements of Fig. 3.9). The smallest elements of
each DTC are the drift cells (DC) with a cross section of 13× 42mm2. Fig. 3.10 illustrates
the design of such a cell. It is filled with an Ar/CO2 gas mixture (85%/15%) which is
ionized by a traversing muon. In the electric field created by the anode, the electrode
strips and the cathode strips, both of which are aluminum tapes placed on insulators, the
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12 Chapter 1. Introduction
regions. These RPCs are operated in avalanche mode to ensure good operation at high rates
(up to 10 kHz/cm2) and have double gaps with a gas gap of 2 mm. A change from the
Muon TDR [4] has been the coating of the inner bakelite surfaces of the RPC with linseed
oil for good noise performance. RPCs provide a fast response with good time resolution
but with a coarser position resolution than the DTs or CSCs. RPCs can therefore identify
unambiguously the correct bunch crossing.
The DTs or CSCs and the RPCs operate within the first level trigger system, providing 2
independent and complementary sources of information. The complete system results in a
robust, precise and flexible trigger device. In the initial stages of the experiment, the RPC
system will cover the region |η| < 1.6. The coverage will be extended to |η| < 2.1 later.
The layout of one quarter of the CMS muon system for initial low luminosity running is
shown in Figure 1.6. In the Muon Barrel (MB) region, 4 stations of detectors are arranged in
cylinders interleaved with the iron yoke. The segmentation along the beam direction follows
the 5 wheels of the yoke (labeled YB−2 for the farthest wheel in−z, and YB+2 for the farthest
is +z). In each of the endcaps, the CSCs and RPCs are arranged in 4 disks perpendicular to
the beam, and in concentric rings, 3 rings in the innermost station, and 2 in the others. In
total, the muon system contains of order 25 000 m2 of active detection planes, and nearly
1 million electronic channels.
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Figure 1.6: Layout of one quarter of the CMSmuon system for initial low luminosity running.
The RPC system is limited to |η| < 1.6 in the endcap, and for the CSC system only the inner
ring of the ME4 chambers have been deployed.
Figure 3.8.: The muon system consists of three different types of gaseous detectors: the drift tubes
(DT) in the barrel, the cathode strip chambers (CSC) in the endcap regions and the resistive
plate chambers (RPC). Taken from [120].
released electrons are pulled to the wire (gold-plated stainless steel) and lead to a charge
avalanche which can be measured as a current. The cells are stacked into superlayers
(SL) with each SL consisting of four layers of DCs staggered by half a cell to eliminate
efficiency dead-spots. The DTCs in the three inner muon stations deploy three SLs. The
orientation of the wire of the inner and outer SL is along the beam line. Consequently
these SLs can measure the particle’s r-φ coordinates. In between them the third SL is
installed which measures the z coordinate, since its wires are perpendicular to the beam
axis. This allows for a 3D reconstruction of the trajectory. In the outermost station one
can only measure the muon’s r-φ coordinates since this station lacks the SL orthogonal
to the beam. About 170000 sensitive wires are installed in total, achieving a resolution of
100µm in the r-φ plane.
The cathode strip chambers (CSC) cover ranges in pseudorapidity of 0.9 < |η| < 2.4.
In this forward region the expected higher number of charged particles and the non-
uniformity of the magnetic field discourage the use of drift tubes and demand a different
design: a CSC is comprised of seven trapezoidal panels stacked on top of each other,
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Figure 3.9.: Illustration of a drift tubes wheel installed in the barrel region of the CMS detector. It
consists of four concentric chambers labelled MB1-4. The red bent arrow indicates the flight
direction of a muon originating from a heard interaction at the beam spot. Adapted from [119].
creating six gaps filled with 40%Ar, 50% CO2 and 10% CF4.5 Sensitive anode wires
(gold-plated tungsten) are wound azimuthally around three of the panels and provide a
measurement of the r coordinate. The winding distance between the wires is 3.2mm.
The measurement in φ comes from 80 radial cathode strips (with widths of 8.4mm to
16mm) milled onto each panel by interpolating the detected charges induced on the
individual strips. The entire system of sensitive planes has an area of 5000m2 and 220000
and 180000 read-out channels for the cathode strips and the anode wires, respectively.
For the two CSCs of the ME1 section closest to the interaction point (see again Fig. 3.8),
the spatial resolution is ∼ 75µm; it is about twice as large in the other CSCs.
The resistive plate chamber (RPC) system complements the two formerly described
muon detectors, which have a very high spatial granularity, by providing excellent time
resolution in ∼ 1000 read-out channels. RPCs are assembled from two parallel plates, a
positively-charged anode and a negatively-charged cathode, both made of a very high
resistivity plastic material and separated by a gas volume. They are able to resolve two
signals within a time much smaller than the nominal bunch separation of 25 ns dictated
5The reader is deferred to [128] for a study on the optimization of the gas composition.
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Figure 3.10.: Schematic view of a drift cell. It is filled with a gas mixture of Argon and CO2. The
applied voltages are +3600V for the anode wire, +1800V at the electrode strips and −1200V
for the cathodes. The brownish plates are made of mylar and serve the purpose of insulators.
Adapted from [119].
by the operation of the LHC. This results in an unambiguous assignment of detected
muons to the bunch crossing. The central region is covered by six layers of RPC chambers
encompassing the muon stations, with the detecting strips aligned with the beam. In the
endcap RPCs are oriented radially and are installed up to |η| = 1.6. During the shutdown
of the LHC from 2013-2015, the coverage was extended to |η| < 2.1.
The entire muon system has 100% coverage of the region with |η| < 2.4. Studies on a
sample with simulated single muons resulted in a reconstruction efficiency of 95-99%
except for the transition regions, where the efficiency is decreased. The momentum
resolution measured by the muon system alone was found to be 15-40% depending on
the η of a muon with a transverse momentum of 1TeV, and 9% for small η and a pT
lower than 200GeV. If one combines with information from the tracker, the resolution is
improved by roughly one order of magnitude.
3.2.5. Trigger system
With a rate of 40MHz, the expected number of pp collisions per second produces an
amount of information which can impossibly be processed and stored with available
CPU and storage capacities. Hardware and software based solutions have to be designed
in order to significantly reduce the rate to a reasonable degree the computing infrastruc-
ture is able to cope with. At the same time the experiment cannot afford that possibly
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interesting events are discarded. A two-level trigger system has been optimized to meet
these challenges and can therefore be seen as the first step of the event selection.
The Level-1 Trigger (L1T) [129] is based on programmable hardware such as ASICs
(application specific integrated circuit) and configured FPGAs (field programmable gate
arrays) and exploits coarse information received from the calorimeters and all threemuon
detector types (DT, CSC, RPC). During the decision-making, which takes 3.2µs, the high-
resolution data and the entire tracker information of the bunch crossing are pipelined in
appropriate memories. An event is accepted by the L1T if its global trigger level has a
positive response (GT). This GT combines information from the global calorimeter trigger
(GCT) and the global muon trigger (GMT) and evaluates properties like the missing
transverse energy or the scalar sum of energy deposits in the transverse plane provided
by the GCT, and tracks of up to four muon candidates in the muon detectors.
With a maximum output rate of 30 kHz6, the L1T accounts for about 50% of the desired
reduction factor of 106 with respect to the initial rate. Any further reductionmust happen
via a software-based rejection of events: the high-level trigger (HLT) is a computer cluster
consisting of O(1000) CPUs and discarding events on the basis of dedicated algorithms
similar to the ones used in the standalone, oﬄine reconstruction software CMSSW [120].
A reduction to below 400Hz is achieved by the HLT.
3.2.6. Detector simulation
In order to compare the data collected with CMS to theoretical predictions, the particles
of simulated events obtained with the Monte-Carlo technique (see Sec. 2.2 and 2.3) must
undergo interactions with the detector material in the same way as the real particles that
have left their footprint in terms of signals in the detector components.
Therefore the entire CMS detector including all of its sub-systems and read-out elec-
tronics has been simulated precisely, taking into account their respective material and
geometries. The detector model is based on the Geant4 package [130]. This allows for a
1:1 comparison of “artificial” to “real” event, because their output format and content
handed over to the event reconstruction explained in Sec. 3.3 is exactly the same. In fact
the algorithms there do not know about the origin of an event – whether it comes from
Monte-Carlo simulation or data sample.
3.2.7. Computing infrastructure
Several types of data are stored at different locations, the entity of which is referred
to as Worldwide LHC Computing Grid (WLCG) [131]. The computing grid realized
and maintained by the CMS collaboration is organized in so-called Tiers as illustrated
in Fig. 3.11: the raw, unprocessed detector information is stored at Tier-0 centres at
CERN and Budapest, respectively, as are primary datasets which have undergone a first
reconstruction. The application of the full reconstruction algorithms explained in the next
section is done at Tier-1 centres like the GridKa at the Karlsruhe Institute of Technology
6The design output rate is 100 kHz, however a safety factor of ∼ 3 is assumed.
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Figure 3. Schematic view of the WLCG tier structure for CMS. It consists of one central Tier-0,
located at CERN, seven Tier-1 centres as well as various Tier-2 and their corresponding Tier-3
sites, distributed equally among all CMS member institutions. The German part consists of the
Tier-1 centre GridKa, which is located at the research centre of Karlsruhe, and associated Tier-2
and Tier-3 installations in Aachen, Hamburg and Karlsruhe. In addition, Tier-2 installations in
two neighbouring countries are served as well.
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Figure 4. Schematic view of the data processing work-flow at CMS. The raw input data
(collected at the experiment or simulated Monte Carlo events) are passed to the Tier-0 for a
first reconstruction and are then distributed to the corresponding Tier-1 and Tier-2 sites for
re-processing or analysis. The desired transfer rates strongly depend on the type of tier centre
and their available resources.
operation, the CMS experiment performed various Computing, Software and Analysis (CSA)
challenges [8, 9, 10] previous to the startup of the LHC in September 2008. During these
challenges, the computing and software infrastructure was tested in the years 2006, 2007 and
2008 at levels of 25%, 50% and 100% of the needs for the nominal running phase of the LHC,
respectively. The following sections will describe the e↵orts made during the 100% test CSA08,
which took place in May and June 2008.
3.1. Motivation and Goals of CSA08
During four weeks, the complete CMS computing model was exercised under realistic conditions
in order to identify bottlenecks in the implemented work-flows, the used software applications or
in the involved hardware setup. A schematic overview of the CMS work-flow is given in figure 4.
It includes the following main steps:
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Figure 3.11.: The CMS computing grid [132] has a hierarchical design: Tier-0 centres store the
unprocessed data and run first reconstruction algorithms. Tier-1 centres are big facilities for
full event reconstruction and simulation. Tier-2/3 centres save and provide copies for the end
user.
in Germany. These national computing facilities also provide the CPU needed for the
simulation of datasets for the comparison with recorded data. Tier-2 centres are facilities
si uated all over the world which store and process data on a regional level i order to
guarantee local universities quick and easy access to copies of the datasets. The term
Tier-3 refers to the computing and storage infrastructures the analyst has immediate
access to. Typically these are the machines the user runs on locally to analyze highly
customized datasets.
3.3. Reconstruction of events
A high energy inelastic proton-proton interaction and the particles emerging from it
leave certain patterns in the different detector elements discussed in the last chapter. Al-
gorithms must be developed which combine the information collected in the subsystems
and interpret the signatures in terms of lectrons, photons and hadrons such as pions or
neutrons. This challenge is inordinately complicated by typically around 20 additional
hard interactions taking place in the same bunch crossing, leading to a proliferation of
signals in the various components, which is referred to as in-time pile-up. Additional pp
collisions from eighboring bunch crossings (before or after) can add to this effect, since
their secondaries can still or already occupy the read-out channels and consequently be
misidentified as belonging to the bunch crossing of interest. This is known as out-of-time
pile-up. In particular the identification of charged particle tracks is a delicate task, as
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around 1000 of these are expected to occur in one bunch crossing.
The reconstruction of hits, tracks and vertices will be explained below, followed by a
description of the procedure to identify a muon, electron, photon or hadron candidate.
Finally, algorithms clustering jets from the hadrons are an important element for analyses
searching for processes with charged particles in the final state and will be described
together with the concept of missing transverse energy. The CMS collaboration employs
a particle flow (PF) algorithm, on whose description in [133–135], together with the
details of track and vertex reconstruction in [136], this following section is largely based.
3.3.1. Hit reconstruction
Charged particles create signals in the read-out units of the silicon pixels and strips of the
tracker. How a hit is reconstructed in the pixel detector will be briefly explained in the
following; for a description of hit and cluster reconstruction in the strip detector see [122].
A zero-suppression algorithm [137] poses minimal requirements on the strength of the
signal read out from a pixel so that it is considered in the reconstruction algorithms at
all, and thereby eliminates noise effects and fake hits. This threshold corresponds to
an equivalent charge of 3200 electrons7, which is well below the 21000 electron charges
a minimally ionizing particle would create. A cluster is formed from such a pixel by
considering also all of its neighboring cells; in total the cluster must have a charge
equivalent to at least 4000 electrons.
A first algorithm, the so-called first-hit pass reconstruction, measures a hit position by
projecting the cluster, separately on the u and v directions by summing the charges of
pixelswith the same u (v) coordinate. Here u is the direction transverse and v longitudinal
to the sensors. The position is given by the center of the projected cluster if the cluster
is only one pixel wide. If it is wider, the position is proportional to the term (Qlast −
Qfirst)/2(Qlast + Qfirst), where Qfirst (last) is the charge collected in the first (last) pixel of
the cluster. The position is also dependent on the relative orientation of the track (if
known) to the plane of sensors. From the boundaries of the charge distribution and its
mean (which is corrected for the Lorentz drift of the electrons in the B field of ∼ 60µm),
the hit position can be reconstructed to a first approximation.
The full shape of the charge projection is utilized by the more sophisticated template-
based hit reconstruction, which compares the shape to charge distributions of a detailed
simulation of a such pixel cluster. This reconstruction obtains the hit position by fitting
to various templates, where also radiation damage effects are taken into account. The
resulting set of positions and their uncertainties is updated with information about
detector geometry and known misalignment of certain silicon modules.
3.3.2. Track reconstruction
A dedicated procedure is applied for the reconstruction of tracks, referred to as the
combinatorial track finder (CFT). It is based on the Kalman filter algorithm [138] and
7In fact, from the electron-hole pairs created by the charged traversing particle, it is the holes that are
collected in the read-out units.
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is repeated six times. It first reconstructs the easiest, i.e. prompt tracks originating
from (very close to) the interaction point and with pT > 0.8GeV, and then successively
addresses more complicated possible tracks: tracks with only two pixel hits, with a low
pT or tracks outside the pp interaction region.8 Hits matched to a track from previous
iterations are removed, reducing the complexity of the combinatorial problem. Each
iteration can be divided into four steps:
1. Two or three hits according to the first-pass algorithm constitute the initial track
candidate and serve as seed to the subsequent parts of the algorithm. Only 3D
hits and an optional constraint that the track starts near the interaction point are
the input for the reconstruction of the trajectory. The hits must be found in the
so-called seeding layers, which are pairs or triplets of detector layers. Additionally
the track candidate must fulfill certain requirements such as a minimum pT or a
maximal distance with respect to the assumed point of interaction.
2. Tracks accepted as a seed are input to a Kalman filter. First it performs a coarse
estimation of the trajectory parameters from the seed and consecutively adds
hits from successive detector layers, where the parameter uncertainties determine
which adjacent detector layers the track can be extrapolated to, taking into account
bremsstrahlung andmulti-scattering effects. From all the hits in the silicon detector
modules of the next layer that are compatible with the trajectory exactly one hit is
added. This can also be an artificially added ghost hit to account for the possibility
the particle has not created a signal in this layer. Since the parameters and their
uncertainties are updated each time a new hit subjoins the track, the accuracy
of the track is steadily improved. This results in multiple track candidates for
a given set of hits. The candidates least compatible with the hits are discarded.
Additionally, tracks may not have too many ghost hits or a too low pT; these are
also not considered any further.
3. The track fitting – using a Kalman filter and smoother algorithm – increases the
accuracy of the track and removes possible biases which may arise e.g. due to
the additional beam spot constraint in case only two 3D hits were used in step 1.
Starting from the innermost hit, the three next template-based hits of a track are
fitted, and track parameters are derived thereof. Subsequently all of the remaining
hits along the trajectory are added in the outward direction, each time updating
the track and its parameters. Finally these are handed over to a smoother which
runs in backward direction. The smoothing effect comes by averaging the track
parameters received from going the two directions (in→ out, out→ in), since in
the first case and for a given position along the path, the fit is performed using
the information of all the hits found before, and the other time the fitter takes into
8The procedure starts from the inner part of the tracker and builds the tracks outwards, mostly because
the channel occupancy is lower in the highly granular pixel part and because of the fact electrons lose
energy on their way via bremsstrahlung and the algorithms profit from good quality 3D hits to start
with. This leads to a higher reconstruction efficiency.
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account only the hits beyond that position. This third step employs more advanced
algorithms for solving the equations numerically and to extrapolate from one hit to
another. Also the inhomogeneity of the magnetic field is accounted for. Spurious
hits are removed a posteriori by calculating their compatibility with the track by
means of a χ2 test with thresholds varying from first and later iterations of the
CTF. If such outliers are found and removed, the track is refitted until all hits are
compatible with the trajectory.
4. The last step does not feature quality requirements on the hits but on the tracks
themselves, as a significant amount of fake tracks not belonging to a charged
particle are still expected among the list of candidates. These requirements again
depend on the iteration and ask for e.g. a minimum number of layers with hits, a
maximum number of layers without hits and a good fit quality (expressed with a
χ2 measure).
After the last iteration, the different collections are combined and duplicate tracks are
removed.
3.3.3. Vertex reconstruction
Reconstructing the positions of the inelastic proton-proton interactions is essential for
disentangling the tracks, for an increased precision in the track fitting and for assigning
them to either the interaction of interest or to pile-up.
The reconstruction consists of three steps: first, candidates for prompt tracks are
identified by applying certain selection criteria similar to the requirements in the last
step of the CTF. Then the tracks are grouped according to the z coordinate of their closest
approach to the beam spot. Here an ambiguity arises, since there are arbitrarily many
ways the clustering can be performed: the algorithm must be able to resolve pile-up and
distinguish it from the “signal” vertex, but a too high granularity would split up tracks
that belong to a common origin. A deterministic annealing algorithm tries to create a
reasonable balance by solving a multidimensional minimization problem. A detailed
description is given in [139].
The adaptive vertex fitting algorithm [140] finds the x, y and z positions of the inter-
action point for each cluster of tracks. It iteratively minimizes a loss function which
depends on the distances of the tracks to the current estimate of the position, on the
number of degrees of freedom for the vertex, nd.o.f., and onweights assigned to each track.
After the minimum is found tracks which are compatible with the vertex have a weight
close to 1, while outliers have 0 < w < 1/2. The quantity nd.o.f. can be identified with
the number of compatible tracks and will later serve as a quality requirement (nd.o.f. > 4)
in the search for tHq.
3.3.4. Muon candidates
Three types of reconstructedmuon candidates are typically used in theCMS collaboration,
which are briefly described in the following. A comprehensive discussion can be found
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in [141].
The so-called tracker muon is obtained in a straightforward way: the CTF tracks are
extrapolated into the muon chambers, taking into account the most accurate propagation
model including multiple scattering and the inhomogeneous magnetic field, and are
tried to be matched to hits in muon chamber segments, if present. If at least one such
hit is compatible with the trajectory, a tracker muon is reconstructed. This method is
particularly suited for low-pT muons (< 5GeV), because there is no stringent requirement
on the activity in the muon system.
The standalone muon relies on information from only the muon detectors [142]. First,
track segments are built by clustering individual hits. The reconstruction happens via
algorithms which are very similar to the CTF: starting from the innermost layer the track
is extrapolated to the next muon station and updated with compatible track segments.
After the outermost layer is reached, the Kalman filter is applied in the other direction,
and the trajectory is extrapolated to the interaction point, requiring a good-enough
compatibility with the primary vertex.9 The position of the interaction point is also a
constraint in the final fit of the track parameters.
This analysis employs global muons: after selecting a subset of all the CTF tracks in
the silicon detector which is loosely compatible with a standalone muon detected in the
muon system, the CTF tracks and the muon track are extrapolated to a common surface
and their hits are refitted using a Kalman filter in order to obtain the track parameters.
Some of the resulting global muon candidates are iteratively removed because they
are not compatible enough; the final track is chosen based on the best χ2 value in the
global fit. If the transverse momentum is smaller than 200GeV, the pT of the muon as
determined from the tracker alone is chosen as final numerical value.
Once the muon candidate is identified, energy deposits in the ECAL and HCAL in a
cone around the muon track are summed, and the candidate is discarded if they exceed
a certain threshold. This reflects the chance of detecting a punch-through hadron in the
muon system and misidentifying it as a muon, and of tagging muons from B hadron
decays, all of which would be characterized by additional activity in the calorimeters.
3.3.5. Electron candidates
A detailed description of the state-of-the-art reconstruction of electrons is provided
in [143]. It is outlined here in the most relevant aspects. The main challenge in the
reconstruction owes to the fact that electrons significantly interact with the tracker
material and can lose a substantial part of their energy already in the silicon layers via
bremsstrahlung. The emitted photons spread over a large detector volume, which makes
an efficient reconstruction of the initial electron a delicate task. Two approaches are used,
specially optimized and complementing each other for different ranges of the electron
pT.
Since electrons are expected to leave a signature in the ECAL, the first method starts
9The primary vertex typically is the one of the vertex collection with the largest scalar pT sum of the tracks
emerging from it.
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with grouping the crystals around a seed crystal (the one with the largest recorded
transverse energy) to so-called superclusters (SC). The clusters do not have the same size
for the ECAL barrel and endcap, because the geometry of the crystal arrangement as
well as the magnetic field strenghts are different and consequently the spread of charge
is expected to vary in the two regions. If an SC in the endcap or the seed crystal in the
barrel has an energy E > 1GeV, the SC serves as seed in the search for tracks in the
pixel detector, which first need to be reconstructed. The CTF algorithm is suboptimal for
this purpose: the Kalman filter (KF) describes fluctuations with a Gaussian shape, but
since the process of bremsstrahlung is non-Gaussian, the KF would either not find the
correct hits or be not accurate enough. For this reason KF tracks with few hits or large
χ2 are refitted using a Gaussian sum filter (GSF) [144,145], in which several Gaussian
distributions, each provided with an adjustable weight, are mixed in order to better
model the energy loss. The above procedure works well for electrons with pT larger
than 10GeV. For electrons with smaller pT, a multivariate analysis helps in the electron
identification: starting from seeds in the tracker, the track is extrapolated to energy
deposits clustered in the ECAL using both a KF and a GSF. The χ2 values of both tracks
as well as information about the geometrical and energetical compatibility of tracker and
ECAL information are used to construct a multivariate discriminator, which helps in
identifying low-pT electrons.
3.3.6. Photon and hadron candidates
After the tracks and hits for electron and muon candidates have been removed from
the collections, the remaining tracks are tried to be assigned to photon and hadron
candidates by matching them to energy depositions in the ECAL and HCAL. Depending
on the relative sizes of the energies as estimated by the tracker or calorimeter information
alone, there are two possibilities: (a) the energy of the particle candidate in the tracker
is comparable (or slightly larger) than the energy in the calorimeters. In this case the
track parameters are obtained fitting both tracker and calorimeter information.10 If the
calorimeter energy is much higher than the tracker momentum, it must be an electrically
neutral particle which hardly interacts with the tracker material but showers in the
ECAL/HCAL. It is labelled a photon if the total energy deposit in the ECAL is larger
than the difference between the calorimeter and tracker estimates. Otherwise there must
also be energy deposits in the HCAL, and an additional neutral hadron is tagged. Energy
deposits which could not be matched to tracks are not discarded but are added to the
photon/neutral hadron collection.
3.3.7. High-level objects
The term high-level object refers to a structure which can be derived from the individual
candidates explained above. This applies in particular to the description of collimated
10If the energy in the tracker is much larger than in the calorimeters, only the momentum measured in the
tracker is used and the mass it taken as the pion mass.
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bunches of hadrons, arising in the showering and hadronization process of an initial
colored particle due to confinement. The hadrons can be clustered to so-called jets with
dedicated algorithms which are described in the following.
Jets
Any jet algorithmmust respect an essential principle of jet clustering: it must be infrared-
collinear-safe (IRC). This means the set of final state jets must be stable against the
presence of soft and collinear radiation.
In particular the four-vector, i.e. the direction and energy of a jet must not depend on
extra soft emissions inside of its cone. Accordingly the requirement of infrared safety
reflects the lack of knowledge of long-distance properties of QCD, where perturbation
theory cannot be applied anymore. The collinear safety requires the number of jets
to be not dependent on collinear splittings of the particles inside a jet, i.e. it must be
robust against the case where one particle emits collinear radiation. If the IRC criterion
is not respected, the jet algorithm will lead to objects that cannot be easily compared to
theoretical predictions which rely on the cancellation of infrared divergences appearing
in the perturbative expansion of QCD.
The anti-kt algorithm [146] is IRC-safe and is the standardway of clustering jets in CMS.
It is also easy to use for theoretical and phenomenological studies and has manageable
computational costs. Together with the kt [147,148] and Cambridge/Aachen [149,150]
algorithms it belongs to the family of sequential recombination jet algorithms. They are
implemented in the FastJet package [151,152] and feature the calculation of the metric
di,j , which is defined for two objects (particles or pseudo-jets) i and j in the following
way:
di,j = min(p2nT,i, p2nT,j)
∆2i,j
R2
,
where pT,i is the transverse momentum of the ith object and ∆2i,j = (yi− yj)2 + (φi−φj)2.
R is a resolution parameter, which is set to 0.5 in the search for tHq at 8 TeV and to 0.4
for the 13 TeV analysis. In addition, di,beam denotes the distance between object i and the
beam and is given by
di,beam ≡ p2nT,i.
In the above equations, the power n can have different values depending on the
algorithm: n = 1 yields the kt algorithm, n = 0 recovers the Cambridge/Aachen way of
clustering, and finally n = −1 corresponds to the case of anti-kt. The clustering however
always happens in the followingway: in each iteration the smallest distance found among
all (di,j) and (di,beam) is identified. If the two objects i and j have the smallest metric,
they are merged to a pseudo-jet and the next iteration starts with recalculated distances;
if di,beam is the smallest one, the object i is labelled a jet and is removed from the object
list before the procedure is repeated until there are no objects left.
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Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random
soft “ghosts”, clustered with four diﬀerent jets algorithms, illustrating the “active” catchment areas
of the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by
the specific set of ghosts used, and change when the ghosts are modified.
have more varied shapes. Finally with the anti-kt algorithm, the hard jets are all circular
with a radius R, and only the softer jets have more complex shapes. The pair of jets near
φ = 5 and y = 2 provides an interesting example in this respect. The left-hand one is much
softer than the right-hand one. SISCone (and Cam/Aachen) place the boundary between
the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which
clips a lens-shaped region out of the soft one, leaving behind a crescent.
The above properties of the anti-kt algorithm translate into concrete results for various
quantitative properties of jets, as we outline below.
2.2 Area-related properties
The most concrete context in which to quantitatively discuss the properties of jet bound-
aries for diﬀerent algorithms is in the calculation of jet areas.
Two definitions were given for jet areas in [4]: the passive area (a) which measures
a jet’s susceptibility to point-like radiation, and the active area (A) which measures its
susceptibility to diﬀuse radiation. The simplest place to observe the impact of soft resilience
is in the passive area for a jet consisting of a hard particle p1 and a soft one p2, separated
– 4 –
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aries for diﬀerent algorithms is in the calculation of jet areas.
Two definitions were given for jet areas in [4]: the passive area (a) which measures
a jet’s susceptibility to point-like radiation, and the active area (A) which measures its
susceptibility to diﬀuse radiation. The simplest place to observe the impact of soft resilience
is in the passive area for a jet consisting of a hard particle p1 and a soft one p2, separated
– 4 –
(c) n = −1: anti-kt
Figure 3.12.: Illustra ion of jet areas after a clustering with (a) the kt, (b) the Cambridge/Aachen
and (c) the anti-kt algorithm, for a resolution parame er of R = 1. Taken from [146].
As can be seen from Fig. 3.12, this results in almost conical jets for the ant -kt algorithm,
a behaviour which can be u d stood in the following way: for n = −1, the distance
betw en a hard particle h a d a soft particle s1 is given by
dh,s1 = min(1/p2T,h, 1/p2T,s1)
∆2h, 1
R2
=
∆2h,s1
p2T,hR
2
< min(1/p2T,s1 , 1/p
2
T,s2)
∆2s1,s2
R2
= ds1,s2 ,
which is smaller than the measure ds1,s2 between two soft particles if ∆s1,s2 ' ∆h,s1 . As
a consequence, soft particles tend to be primarily clustered around a hard one, and if
this hard parti l does ot have comparably h rd neighbor within d = 2R, th clustered
jet will be conical. If there is another h rd particle in he vicinity of object h, the resulting
jets will be trimmed according t algorithms explain d in [146].
The clustering can be erformed wi h any kind of input objects. In the case of recon-
str ct d jets, these are the PF particles. On generator level th y can be s able Monte-Carlo
truth particles; the utcome is then referred to as generator jet.
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Calibration of the jet energy
Various processes related to hardware and pile-up effects dilute the true energy and
thus distort the measurement of jet energies, leading to intrinsically biased results if no
corrections are applied. CMS uses factorized jet energy corrections with three levels [153],
which increase the precision of jet energy measurements:
Level 1: The jet energy is increased by detector noise and pile-up. This
energy offset is accounted for by subtracting the median of the distri-
bution describing the energy density per unit area.
Level 2: The calorimeter performance is not uniform but depends on
the pseudorapidity, as some detector regions lack instrumentation and
outer regions have a worse response than in the central region. For
this reason, relative correction factors as a function of η are applied to
flatten the jet responses.
Level 3: The transverse momentum of a jet also influences the response
of the calorimeters. Absolute corrections make their performance
uniform in pT.
Reconstructed jets in data undergo an additional correction referred to as L2L3Residual.
This correction mitigates chances of a possible residual bias because the corrections of
L2 and L3 have been derived only from a simulated QCD sample. As will be mentioned
in Sec. 4.2.4, a dedicated jet smearing is used on top of the corrections to eliminate
differences in the observed energy resolutions of data and simulation.
Identification of b jets
The concept of b tagging is essential to a vast range of analyses involving final state b
quarks, as their presence leads to certain jet characteristics which can be exploited in the
discrimination against processes without genuine heavy quarks, ultimately leading to
better background suppression and sensitivity. This makes it particularly relevant for
the search for tHq presented in Chap. 4, where three central b quarks from the decay
of both the Higgs boson and the top quark are expected. The following logic applies
in the identification of jets originating from a b quark: upon hadronization, b quarks
produced in the hard interaction form a bound state – a B hadron – whose decay is
CKM-suppressed because of Vcb, Vub  1. As a consequence, the hadron has a long
lifetime and propagates in the detector for up to several millimeters (Lxy in Fig. 3.13) until
it decays. This results in several tracks displaced by an impact parameter d0 with respect
to the primary vertex, which originate from a vertex inside the jet. The presence of such
a secondary vertex (SV), its geometrical parameters and the pT of the tracks emerging
from it are distinct characteristics of a true b jet and can be used in an MVA to create a
likelihood for a reconstructed jet to stem from a b quark.
The combined secondary vertex (CSV) algorithm [155] is the b tagging algorithm of
choice in this thesis. It combines information on the interaction point, the SV, track
multiplicities and jet kinematics and transforms them to a response value for each jet
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Figure 3.13.: Illustration of the concept of b tagging [154].
which can be interpreted as a probability it is a b jet. The performance is typically judged
by the calculation of b tagging efficiencies and mistagging rates (the fraction of light jets
wrongly identified as b jet), by means of which also working points, i.e. specific CSV
discriminator cut values, are defined after measuring the (in)efficiencies in simulation.
The analysis in Chap. 4 relies on the tight working point (CSV > 0.898) corresponding to
the threshold value which one in a thousand true light jets passes.
Missing transverse energy
Some particle types, like SM neutrinos and certain supersymmetric or dark matter
particles, are expected to not interact with the detector material at all; they leave the
experiment undetected. However, their kinematics in the transverse plane can be inferred
indirectly from all the observed momenta and energies which should not balance to 0 if
such a particle has been produced. Because of momentum conservation and the initial
transverse momentum of ∼ 0, the missing transverse energy vector can be defined as
ET/ = −
N∑
i=1
pT,i + ∆EJEC.
Here i = 1...N denotes the N particle candidates the PF algorithm has reconstructed,
and ∆EJEC is a term owing to the additional jet energy corrections described previously,
which of course have to be propagated to the missing transverse energy. In the search
for tHq, the absolute value ET/ = |ET/ | is identified with the transverse momentum of the
neutrino from the leptonic top quark decay.
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4. Search for associated production of single top
quark and Higgs boson at 8TeV
In this chapter the search for a Higgs boson produced in association with a single top
quark is presented, considering Higgs boson decays into a pair of b quarks. Collision
data at a center-of-mass energy of 8 TeV are analyzed and an upper limit on the possible
scenario in which one of the important properties of the SM Higgs boson – the Yukawa
coupling to the top quark – has a flipped sign with respect to its predicted value is
provided. The motivation for conducting this search was already given in Chapter 1.
This chapter describes the search in detail, providing a comprehensive overview from
the characteristic signature of a tHq event in the detector, to the definition of the objects,
the event selection, reconstruction and classification and finally to the uncertainties, the
results and their interpretation. Special emphasis is put on the aspects that are most
relevant for the analysis. These turn out to be the use of stacked Neural Networks and
the modelling of the dominant background processes.
As such, the chapter is a recapitulation of the first search for single top quark + Higgs
boson associated production in the H→ bb¯ channel that has been performed within the
CMS collaboration resulting in a public Physics Analysis Summary (PAS) [156], with
strong contributions from the author of this thesis at all levels of the analysis. For the
purpose of this thesis, the analysis is repeated and illustrated in every respect in the
following. The PAS has become part of a combination paper with other Higgs boson
decay channels, which has been submitted to JHEP in fall 2015 [48].
4.1. Channel topology and search strategy
An appropriate search strategy for tHq with a flipped top-Yukawa coupling, i.e. with
Ct = yt/y
SM
t = −1, must account for characteristic features in the signal and background
topology as well as for the overall rates that are expected. The Feynman diagram for tHq
at LO in the 4F is shown in Fig. 4.1. The most distinct feature of a single top t-channel-like
process is the upper quark line, where a light quark recoils against the exchanged W
boson and results in a typically very forward light jet with a substantial pT. While pure
single top analyses can be entirely based on cuts and information on this light jet (see
e.g. the CMS t-channel cross section measurement at 8 TeV [157]), the search for tHq
utilizes the light jet as an important object helping to identify the signal process. The
analysis considers Higgs boson decays into a pair of b quarks, as this decay channel is
the one with the largest branching ratio and thus gives the highest rates for a process
with a tiny production cross section. The other resonance in the process, the top quark,
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Figure 4.1.: LO tHq Feynman diagram, including the Higgs boson decay to a b quark pair and
the leptonic decay of the top quark.
is required to decay leptonically. The presence of a prompt lepton (only electrons and
muons are considered as final state objects; but leptonically decaying τ leptons can enter
the selection) is needed to reject multi-jet background processes, for which it is difficult to
produce something that can imitate a hard, well isolated lepton. Moreover, a hadronically
decaying top quark would further increase the jet multiplicity, leading to an even more
complex final state. The top quark decay product besides the leptonically decaying W
boson is a b quark which gives rise to a b jet. Like the b jets expected from the Higgs
boson decay, it appears rather central in the detector due to the large mass of its mother
particle. There is an additional b quark that comes from the initial gluon splitting. It
has a broad η spectrum and in general has small transverse momentum. Most of the
time it therefore cannot be tagged as a b jet by the central detector elements. However a
special category will be introduced to tag events in which the additional b jet could be
identified. Further gluons can be radiated off colored objects in the initial or final state.
To account for this possibility, the event selection employs only a lower bound on the
expected number of jets.
Semi-leptonic t¯t production is by far the dominating background in the search for
tHq, H→ bb¯. The simulation of t¯t production in association with additional jets – only
top quark pair processes with extra emissions can enter the selection of Sec. 4.3 – is
categorized according to the flavor of the extra emissions and the number of identified
heavy-flavor jets: excluding decay products stemming from an electroweak vertex (like
t → Wb or W → cs) all b or c quarks found after parton showering are matched to
reconstructed jets within a distance ∆R < 0.5. If there is a jet matched to at least one
b quark, it is assigned b flavor (similarly for c quarks/jets). Events with at least two
b jets fall into the t¯t + bb¯ category; if there is only one b jet found, it is labelled a t¯t + b
event. Finally t¯t + cc¯ is the category for events with at least one jet with c quark origin.
If an event has neither of the heavy flavor jets, it is a t¯t + light flavor (lf) jets event. This
categorization follows what has been done in [158] in the t¯tH searches with H→ bb¯. The
rates of t¯t + heavy flavor processes, also in relation to the t¯t + lf component, are not very
well known in theory and play a dedicated role in the systematic uncertainties that need
to be considered in the analysis. The splitting basically allows to investigate the relative
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Figure 4.2.: Feynman diagrams of the most relevant background processes.
t¯t + jets components, as opposed to collapsing them into one category and treating the
different processes fully correlated. More information on the modelling itself is provided
in Sec. 4.3, the detailed discussion on the systematic uncertainties is deferred to Sec. 4.7.
Feynman diagrams for the most important background processes, which all involve top
quarks and extra b quarks from other origins, are depicted in Fig. 4.2. For single top
production, the semi-leptonic tW production mode, despite having a smaller inclusive
cross section than the t-channel process, is the more important one because of its high
jet multiplicity and its resemblance with t¯t, leading to a higher acceptance given the
selection requirements.
The analysis strategy identified as providing an optimal search sensitivity is illustrated
with a flow chart in Fig. 4.3. It will be explained in reverse flow direction in the following.
In order to have a discriminating distribution from which the signal (or the signal
strength) can be extracted and an upper exclusion limit on the tHq process can be set,
the best possible separation between signal and background must be achieved. This
is attempted by using a Neural Network that is taught to distinguish between the tHq
process and the backgrounds and finally classifies the observed events as being signal-
or background-like by means of a continuous variable, the classification NN output.
Variables that serve as input to the NN belong to three different classes: the first type
of variable exploits global properties of the events. The second input variables class
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Figure 4.3.: Analysis scheme for the search for tHq with H→ bb¯, adopted from [159].
consists of tHq observables and depends on e.g. the kinematics of the reconstructed
Higgs boson or the distinct light jet. As a third class, t¯t observables are constructed by
interpreting the signatures in the detector under the assumption the event stemmed from
semi-leptonic t¯t production. The latter two classes however necessitate a reconstruction
of the events in order to identify the various jets with (decay products of) the various
objects like the Higgs boson, the hadronically decaying top quark, etc. At the cost of
an increased complexity, dedicated MVA based tHq and t¯t reconstructions will lead
to a larger flexibility in choosing the input variables for the classification NN and will
improve the performance of the analysis. All of the steps outlined above are carried out
in a signal-enriched region mainly defined by the requirement on the presence of either
three our four b jets. A third region, which is not mentioned in Fig. 4.3, is enriched in
events stemming from t¯t production and serves as a control region to validate shapes
of important distributions. The event selection is explained in the following, after a
definition of the objects that selection requirements are imposed on is given.
4.2. Object definitions
4.2.1. Primary vertices
A vertex candidate must not lie further away in the z-direction than 24 cm from the
nominal detector center and furthermore must have a radial distance less than 2 cm to
the beam axis. In order to reduce the impact of misidentified vertices, at least four tracks
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need to be assigned to the vertex.1
The figure-of-merit for selecting the so called primary vertex among all the recon-
structed possible vertices is the metric D which is constructed as the sum of the squared
pT of all n tracks associated with the vertex candidate:
D =
n∑
i
p2T,i,
where i denotes the ith track. The vertex candidate with the largest D value is chosen as
primary point where the hard interaction took place. Pile-up effects are alleviated by
removing all charged hadrons that are not assigned to the chosen vertex.
4.2.2. Muons
A muon PF candidate in an event that has passed the trigger HLT_IsoMu24_eta2p1must
be reconstructed as a global muon, this means tracks in both the outer muon systems and
the tracker must be associated with the candidate. Six tracker layers must have identified
a hit that can be assigned to the track of a muon candidate. The χ2 for fitting the tracks
needs to fulfill χ2/n.d.f. < 10. A requirement on the fit is that it uses the information of
at least one hit in the muon chambers.
The tracks in the tracker are constrained by the requirement |dxy| < 2mm, where dxy is
the transverse impact parameter measured with respect to the primary vertex candidate.
In addition the muon track is bound to have a z-position not further away than 5mm
from the z-position of the primary vertex.
The analysis distinguishes between tight and loose muons, based on the pT, η and the
relative ∆β-corrected isolation, which is defined as
I∆β =
1
pT
(
chargedHadronIso + max
(
neutralHadronIso+
photonIso + β ·puChargedHadronIso, 0
))
.
As can be seen in the above equation, the sum of transverse momenta of a certain class
of reconstructed particle candidates enter the definition of I∆β : of charged- or neutral-
hadron candidates, of photon candidates or as charged hadrons identified as pile-up.
All the candidates only contribute inside a cone of ∆R =
√
∆η2 + ∆φ2 = 0.4 around the
muon. A proportionality factor of −0.5 is chosen for β, which represents a correction for
the energy deposited in the isolation cone by charged particles not associated with the
primary vertex [160]. The quantity I∆β is a relative isolation and as such does not bear a
unit, as it is divided by the muon pT.
For tight muons the requirements are: pT > 26GeV, |η| < 2.1 and I∆β < 0.12. Loose
muons are selected with less stringent cuts, particularly on the isolation: pT > 20GeV,
|η| < 2.5, and I∆β < 0.2.
1Typically, they reflect the four degrees of freedom that need to be assigned in the vertex fit of the
reconstruction algorithm.
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The CMS collaboration provides muon correction factors to account for differences in
observed and simulated acceptances [161]. They are applied throughout the analysis.
4.2.3. Electrons
For electron candidates, a relative isolation similar to the one of muons is defined:
Iρ =
1
pT
(
chargedHadronIso + max
(
neutralHadronIso + photonIso− ρAeff, 0
))
.
A smaller cone size of 0.3 around the candidate is considered, owing to the fact that elec-
trons are more likely to be faked by QCD-like processes. In the equation, the parameter
ρ is the pT density observed in the entire event topology, averaged over φ = [−pi, pi]. Aeff
is a correction factor accounting for the pile-up arising from neutral hadrons. Its values,
which are measured in bins of η, can be found in [162]. The electron momentum to which
the isolation is normalized is obtained via the GSF algorithm as explained in Sec. 3.3.5.
The relative isolation must fulfill Iρ < 0.1 for a tight and Iρ < 0.15 for a loose electron.
The pT threshold for both cases is 30 and 25GeV, respectively, while the requirement on
the pseudorapidity is |η| < 2.5 both for loose and tight electrons. The latter furthermore
may not stem from a photon conversion and must have an MVA ID response of larger
than 0.9 [163].
The region between electromagnetic calorimeter barrel and endcap (1.4442 < |ηsc| <
1.5660, with “sc" specifies the supercluster) is excluded to prevent biasing the results
with the problematic simulation of electron isolation in this gap [164]. The HLT path for
electron candidates is Ele27_WP80.
4.2.4. Jets
For reasons that will be explained later, this analysis employs a pT threshold on jets that
is different for the central and the forward detector regions. Central jets (|η| < 2.4) are
required to at least have a moderate pT of larger than 20GeV. Jets in the forward region
need to be harder, pT > 40GeV. They are clustered with the anti-kt algorithm explained
in Sec. 3.3.7 and a cone size of 0.5. Prior to running the clustering algorithm, certain
particle candidates are removed from the input collection: muons and electrons with
isolations smaller than 0.2 (0.15) do not enter the clustering as well as particles identified
with charged hadrons stemming from pile-up interactions.
The loose PF jet ID imposes minimal requirements on a reconstructed jet; it is preferred
over the tight ID in order to not lose too many signal events with their multi-jet final state;
the exact definitions are listed in [165]. On top of the standard jet energy corrections
explained in 3.3.7, L1FastJet corrections are applied to correct for potential additional
clustered energy arising from pile-up.
In 7TeV analyses, the actual energy resolution observed in data was worse than the
one observed in simulated events [166]. For this reason, the last modification of the jet
energy consists of updated correction factors [167] applied to the reconstructed jets in
simulated events in order to better match the resolution observed in recorded collisions.
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4.2.5. Missing transverse energy
Missing transverse energy has been introduced in Sec. 3.3.7 as the negative sum of
the momenta of all PF candidates; it is corrected for an x-y modulation observed in
the reconstructed ET/ .2 Its amplitude is correlated with the number NV,PU of vertices
associated with pile-up interactions in the event. Possible causes are of geometrical
kind like a misalignment of the detector or a displacement of the beamspot, and/or are
technical; inactive calorimeter segments could lead to a calorimeter performance that is
non-isotropic in φ. More details can be found in [168] and in Appendix A.1.1.
4.2.6. W boson reconstruction
From the lepton and the transverse missing energy the W boson can be reconstructed.
This implies that the neutrino, which cannot be detected, is identified with the missing
energy and balances the observed momenta. Although this imbalance can only be mea-
sured in the transverse (x-y) detector plane, pz,ν can be inferred from certain assumptions
of the following rationale:
For a massless neutrino (mν = 0GeV), the identity E = |p| holds. Withm` = 0GeV
and the presumption that the W boson has been produced on-shell, the invariant W
boson mass is given by:
m2W =
(
E` +
√
~ET/
2
+ p2z,ν
)2
− (pT,` +ET/ )2 − (pz,` + pz,ν)2 = (80.4GeV)2.
This is a quadratic equation in pz,ν and has the two solutions:
p
(1,2)
z,ν =
ζpz,`
p2T,`
±
√√√√√√ζ
2p2z,`
p4T,`
− E
2
`ET/
2 − ζ2
p2T,`︸ ︷︷ ︸
:=κ
,
with
ζ =
ET/
2
2
+ pT,` ·ET/ =
ET/
2
2
+ pT,`ET/ cos ∆φ,
where ∆φ denotes the φ difference between the direction of the lepton and the missing
transverse energy vector. In the case where the measured transverse mass of the W
boson is larger than 80.4GeV, the discriminator κ is negative, which leads to two complex
solutions p(1,2)z,ν = ζpz,`p2T,` ± i
√|κ|. The x and y components of the neutrino momentum
are then slightly modified (keeping the constraint mW = 80.4GeV and not changing
ET/ ) until the square-root term vanishes3 and only one real solution
ζpz,`
p2T,`
remains. This
2Due of the rotational symmetry of the detector design, the ET/ distribution is expected to be independent
of φ.
3Since the discriminator is quadratic in px,ν and py,ν , again two solutions exist. The one with the minimal
φ distance between ET/ and pT,ν is picked.
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Table 4.1.: Requirements for an event to fall into either the 3 tag or 4 tag region.
3 tag region 4 tag region
# tight leptons 1
# add. loose leptons 0
# central jets with pT > 30 GeV or ≥ 4forward jets with pT > 40 GeV
ET/ > 35/45 GeV(µ/e)
# jets ≥ 4 ≥ 5
# jets with CSV > 0.898 = 3 = 4
procedure is justified because finite ET/ resolution is assumed to be responsible for such a
behaviour, and shifting the transverse momentum components can be seen as any of the
other energy corrections in this case. If the discriminator is larger than 0, i.e. if there are
two possible real solutions for pz,ν, the smaller absolute value is picked.
4.3. Selection of events
Table 4.1 lists the selection cuts defining the signal regions used in the analysis. They
account for the expected signal topology and are minimal requirements on the recon-
structed events in order to reject the bulk of the background while trying to retain as
many signal events as possible. The selection efficiency in the 3 tag region is 3.7% for
tHq but only 0.2% for semi-leptonic t¯t + jets production; the applied selection thus leads
to an enhancement of the ratio tHq/t¯t by a factor ∼ 22 relative to the inclusive rates. For
the 4 tag region, the efficiencies are 0.4% for tHq and 0.005% for t¯t.
While in the 3 tag region the t¯t +light jets component dominates, where one of the light
jets has been misidentified as stemming from a b quark, the t¯t +bb¯ processes constitute
most of the expected events in the 4 tag region. The contributions of tHq to the total
expected rates is 1.5% for the 3 tag region. The 4 tag region is purer in signal events (5.2%);
however, as will be shown later, the 3 tag region has a larger weight in the search. It
drives the exclusion limit, while the 4 tag region only has moderate impact on the search
sensitivity, because it is limited in statistical power. The exact event yields, determined in
a binned maximum-likelihood fit to the NN output distributions, are given in Table 4.6.
In addition, a 2 tag region is employed that serves the purpose of a control region. It
differs from the 3 tag region only in the jet requirements (# jets with CSV > 0.898 = 2),
which means it is close yet orthogonal to the signal-enriched regions; all central analysis
concepts and techniques like simulation corrections and multivariate analysis tools are
validated here. With a purity of 94% it is largely dominated by the t¯t + jets background.
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4.3.1. Consequences for signal and background modelling
Given the selection cuts, the analysis operates in a high-jet-multiplicity phase space,
imposing several requirements particularly on central b jets. This has implications on
the modelling of signal and background processes, since one has to make deliberate
choices to make sure the simulation models the data well enough. In order to get the
most correct predictions, the simulation needs to describe b jet kinematics and large
jet multiplicities adequately. This is attempted by employing the 4F for modelling the
tHq process: the dedicated 4 tag region tries to capture the additional b jet arising from
the initial gluon splitting genuine to the single top t-channel process. For b initiated
processes this is expected to model observables like the differential pT and η of the
additional b quark better than the 5F [57], where the b quark is typically softer as it is
stemming from the backwards evolution of the parton shower (see also Section 2.1.4).
The tHq process in this analysis is modelled at LO in QCD. In the 4F, the NLO shape
corrections of the observables however are known to be small, and the differences are
covered by scale uncertainties. Therefore a leading-order signal sample is deemed to
give accurate enough predictions, especially for the acceptances of (additional) b jets.
b
W
t
g b¯
t
q
Figure 4.4.: Scale choices for t-channel-like pro-
cesses in the 4F are driven by the kinematics
of the additional b quark and the exchanged
momentum q.
The renormalization and factorization
scales are set to a fixed value of µR = µF =
100GeV. The reasoning for choosing this
value is that it should approximate the
momentum transfer at the only vertex of
the strong interaction in the tHq diagram,
which is assumed to lie in the middle be-
tween the two involved energy scales – the
masses of the top and b quark.
For the t¯t background, also a LO mod-
elling is chosen; it is improved by merging
several additional-jet-multiplicities on ma-
trix element level into one common sam-
ple, thus increasing the accuracy of the
predictions in the selected phase space as
opposed to relying on the parton shower for the description of hard extra emissions. This
requires a procedure to avoid double counting of real emissions, since the same final
state configuration can result from either describing n jets at matrix element level where
the parton shower only adds collinear radiation which the resolution of the detector and
the reconstruction algorithms cannot resolve as extra jets, or from an n− 1 parton config-
uration with an extra hard emission added by the parton shower. The MLM merging
technique [169, 170] is used to consistently describe t¯t + 0, 1, 2 or 3 jets at matrix element
level in this manner. The V + jets background is modelled in the same way, but plays a
minor role because of the large required b jet multiplicity. A similar matching procedure
has been tested for the case of single top (+ Higgs) production in a bachelor thesis that
has been supervised in the context of this analysis [171]. The t-channel process is delicate
because of the additional light flavor jet in the matrix element. First results on the single
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top + jets modelling are promising, agreeing with inclusive 4F NLO predictions within
scale uncertainties; however it is crucial to have a jet matching algorithm implemented
in Pythia8 which excludes jets stemming from electroweak vertices. While versions avail-
able at the time of the dedicated studies were capable of doing so, recent releases used for
sample production in CMS have rolled back in this feature, which makes the production
of such samples not an option for the moment. The predominant single top contribution
anyway stems from tW production; it is simulated at NLO in the 5F, removing diagrams
overlapping with the LO definition of t¯t. Diboson and purely QCD-like processes are
modelled at LO. The above choices guarantee accurate enough predictions, owing to
the importance of the various processes; for some of them however, predictions of the
inclusive cross sections at higher accuracy than the ones given by the MC generators
are available. In such cases the templates have been normalized to these values in order
to obtain more accurately predicted rates. The associated production of a single top
quark and a Z boson which decays to a pair of b quarks could imitate the signal process
almost perfectly, differing only in the peak location of the invariant bb¯ spectrum. The
tZq process has been investigated and its expected rates, which have been calculated in
[172], turn out to be smaller than the signal by a factor 4.4 This background is therefore
not considered in the following. In Tab. A.2 more details on the simulation of the various
background samples and the signal sample are provided.
The recorded and simulated datasets used in this analysis are listed in Tab. A.2. The
analyzed pp collisions correspond to an integrated luminosity of 19.7 fb−1.
4.3.2. Controlling the multi-jet background
Considering the expected final state signature with a large jet multiplicity, concerns
about possible leakage of multi-jet events into the signal region are valid. Simulations of
the QCD background however suggest that the contribution is negligible. To be on the
safe side, a viable data-driven cross check for estimating this background is the so called
ABCD method: in additional to the signal regions given above, which are labelled A,
three regions enriched in multi-jet events are defined. Region B is the signal region with
inverted isolation criteria on the lepton; region C inverts the requirement on ET/ ; finally,
both inversions are applied in region D, which is maximally enriched in QCD-like events.
Under the simple assumption
NA =
NBNC
ND
,
which is verified in the simulation, the expected yields in the signal region can be
estimated. They turn out to be < 1% and are ignored henceforth.
4The tZq process has an inclusive cross section similar to tHq, but B(Z→ bb¯)/B(H→ bb¯) ∼ 1/4.
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Figure 4.5.: The number of primary vertices before (left) and after (right) the reweighting of all
simulations to the true distribution found in data. Simulation is renormalized to the observed
data yields.
4.4. Corrections to simulation and data
After applying the selection cuts listed in the previous section, the agreement of the
simulations with data is not yet satisfactory. Differences arise, as will be illustrated
below, due to insufficient theoretical knowledge of the hard processes, the complexity
of a bunch crossing with several points of hard interactions, or also due to imperfect
detector conditions. The CMS collaboration has put a lot of work into identifying and
systematically mitigating these effects. The ones relevant for this analysis are explained
in the following.
4.4.1. Pile-up reweighting
The correct simulation of in-time and out-of-time pile-up effects is very challenging. Prior
to starting an extended simulation campaign, a certain PU profile needs to be assumed,
which is then corrected for after dedicated analyses could perform a measurement of the
true number of pp interactions per bunch crossing. Measured is the luminosity-block
dependent instantaneous luminosity, and the data PU profile is derived from it. More
details are given in [173]. Fig. 4.5 shows the multiplicity distribution of primary vertex
candidates before and after applying the correction. This observable is the most sensitive
to the PU effects. Other variables like jet pT or information on the reconstructed lepton
are only mildly influenced and do not show such a drastic improvement.
4.4.2. Top pT reweighting
Experimental results [174, 175] indicate that the pT spectrum of top quarks is much
harder in currently available simulations of the t¯t process (be it LO or NLO) than the one
observed in data. This also affects the top quark decay products like the W boson, as
is visible especially from the tail of the left distribution in Fig. 4.6. At the time this was
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Figure 4.6.: The transverse momentum of the reconstructed W boson before (left) and after (right)
the top pT reweighting to the t¯t simulations, which mainly improves the data/MC agreement
in the tail of the distribution. Simulation is renormalized to the observed data yields.
first observed by both ATLAS and CMS collaborations, this clearly systematic behaviour
was surprising and subject to lots of discussions, but could not be attributed to a specific
cause. CMS has therefore derived correction factors to fix the agreement in observables
related to the top quark pT [176].
The event weight wtop pT is given by the equation
wtop pT =
√
exp (A−B · pT(top)) · exp (A−B · pT(antitop))
where A and B are sample-dependent (variousMadGraph simulations for t¯t + jets have
been used throughout the analysis) and are given in Appendix A.1.1; they have been
derived in the original differential pT measurements.
In the meanwhile, NNLO calculations of the top quark pT spectrum have been pub-
lished [177], agreeing much better with the measurements. This suggests that the likely
cause of the slope has been traced down, and that higher order corrections are succes-
sively softening the transverse momentum distributions of top quarks (see also Fig. 4.7).
4.4.3. Correction of b tagging efficiencies
B tagging efficiencies are found to be different for data and simulation, for which the
CMS collaboration provides correction scale factors derived on orthogonal samples [178].
With these scale factors, one can compute event weights to be applied to simulated events
which lead to a better prediction of the yields observed in data.
The probability for a simulated event – with a given jet configuration determined by
the pT, η and flavor of the jets – to fall into the signal region is given by
P (MC) =
∏
i=tagged
εi
∏
j=not tagged
(1− εj),
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FIG. 3: Top/antitop pT distribution in LO, NLO and NNLO
QCD. Error bands from scale variation only.
No overflow events are included in any of the bins
shown in this Letter. The normalisations of the distri-
butions in figs. 1,2 are derived in such a way that the
integral over the bins shown in these figures yields unity.
Because of a slight diﬀerence in the bins, we note a small
mismatch with respect to the measurements we compare
to: for the top-quark pT distribution CMS has one addi-
tional bin 400GeV < pT < 500GeV (not shown in fig. 1).
This bin contributes only around 4 permil to the normal-
isation of the data and we neglect it in the comparison.
The yt distribution computed by us extends to |yt| < 2.6.
This last bin diﬀers slightly from the corresponding CMS
bin which extends to |yt| < 2.5. This mismatch is shown
explicitly in fig. 2.
We observe that the inclusion of NNLO QCD correc-
tions in the pT,t distribution brings SM predictions closer
to CMS data in all bins. In fact the two agree within er-
rors in all bins but one (recall that the PDF error has not
been included in fig. 2). The case of the yt distribution
is more intriguing; we observe in fig. 2 that the NNLO
and NLO central values are essentially identical in the
whole rapidity range (this is partly related to the size of
the bins). Given the size of the data error, it does not
appear that there is any notable tension between NNLO
QCD and data. The apparent stability of this distri-
bution with respect to NNLO radiative corrections will
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FIG. 4: As in fig. 3 but for the top pair invariant mass.
clearly make comparisons with future high-precision data
very interesting.
We do not compare with CMS data for the mtt¯ and
ytt¯ distributions since the mismatch in binning is more
significant. Instead, in figs. 4,5 we present the NNLO
predictions for the absolute normalisations of these dis-
tributions. We stress that the bin sizes we present are
significantly smaller than the ones in the existing experi-
mental publications. This should make it possible to use
our results in a variety of future experimental and theo-
retical analyses. For this reason, in fig. 3 we also present
the absolute prediction for the top-quark pT distribution
with much finer binning compared to the one in fig. 1.
In figs. 3,4,5 we show the scale variation for each com-
puted perturbative order, together with the NLO and
NNLO K-factors. In all cases one observes a consistent
reduction in scale variation with successive perturbative
orders. Importantly, we also conclude that our scale vari-
ation procedure is reliable, since NNLO QCD corrections
are typically contained within the NLO error bands (and
to a lesser degree for NLO with respect to LO). We also
notice that the NNLO corrections do not aﬀect the shape
of the mtt¯ distribution. The stability of this distribution
with respect to higher-order corrections makes it, among
others, an ideal place to search for BSM physics. It will
be very interesting to check if this property is maintained
with dynamic scales and if it extends to higher mtt¯.
The K-factors in figs. 3,4 show a peculiar rise at low
Figure 4.7.: Different predictions (LO, NLO, NNLO) fo the top quark pT distribution in t¯t
events [177], compared to CMS data (left) and shown including their shape and normalization
uncertainties (right) arising due to higher order corrections.
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Figure 4.8.: Differences in b tagging efficiencies between data and simulation, visible in the
number of jets that fail or pass the tight CSV working point (left) are corrected by assigning
dedicated b tagging scale factors (right). Simulation is renormalized to the observed data
yields.
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Figure 4.9.: Lepton pseudorapidity distributions in the 2 tag region before (left) and after (right)
applying the lepton scale factors. The visible effect on the shape in marginal, and the KS value
is shown for quantifying the improvement on the description. The steep drop at |η| = 2.1 is due
to the fact that muons are considered only up to this value, while electrons are reconstructed
within |η| < 2.5.
where the efficiencies ε have been determined independently for each process by applying
the full selection of Tab. 4.1 and with and without the b tag requirements. Together with
the provided correction factors SF a corresponding probability for data can be calculated:
P (data) =
∏
i=tagged
SFiεi
∏
j=not tagged
(1− SFjεj).
Finally each event is assigned a weight equal to wb tag = P (data)/P (MC). The effect is
illustrated in Fig. 4.8. More information can be found in [179].
4.4.4. Lepton identification
The identification efficiencies ofmuons and electrons and the rates of such leptons passing
the selection and trigger requirements are different for data and simulation. Correction
factors depending on the lepton pT and η have been calculated by [180] for muons in
a Z → `+`− enriched region. For electrons the scale factors are taken from [181]. The
correction factors translate into an event-specific weight that is applied to all simulated
events. Fig. 4.9 is showing the pseudorapidity distributions of the lepton in the 2 tag
region before and after the correction. A slightly better data/MC agreement is observed.
4.4.5. Jet η treatment
In the course of this analysis, a severe mismodelling in the η distribution of jets has
been observed across most regions of phase space, i.e. in the 3/4 tag regions, the 2 tag
region and V + jets enriched control regions. This suggests it is not a process-dependent
mismodelling of the simulation, but rather a genuine feature of detector mismodelling
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or the reconstruction. The mismodelling is particularly pronounced for low-pT jets, as
the upper distribution in Fig. 4.10 is showing for pT ∈ [20, 25)GeV. Besides a central
“u”-like shape, the ratio data/MC displays a dip around |η| ' 2.7 (green shaded area)
and a steeply falling slope for |η| ≥ 3.1 (blue shaded area). For the presented analysis it
is absolutely crucial to have an equivalent description of the pseudorapidities in both
data and simulation as it heavily relies on the features of forward jets.
Therefore a detailed investigation of the possible causes for this disagreement between
data and simulation has been performed. As it turns out, the problem is multifaceted and
cannot be attributed to one sole source. The dip around just beyond the tracker edge in
fact is part of a larger region between 2.4 < |η| < 3.2. A possible bias in the η can be seen
in Fig. A.1. Jets with a generator level |ηgen| of ∼ 2.5 and ∼ 3.1 tend to be reconstructed
with a value |ηreco| ∼ 2.7. To correct for this migration in data and simulation has been
considered too much effort; it was instead decided to raise the pT threshold of the jets
until the data/MC differences are covered by systematic uncertainties. This is the case
for pT > 40GeV as is shown in the lower left distribution in Fig. 4.10, where variations
due to uncertainties on the renormalization and factorization scales are able cover the
residual discrepancies around |η| = 2.7. The slope towards larger |η| values from ∼ 3.1
on however is still outside the assigned uncertainties and requires further attention. The
likely cause for this behaviour is the binning which is employed for deriving jet energy
corrections. Because of insufficient event counts in this region, they have been derived in
a single bin for |η| ≥ 3.14. This binning, in conjunction with collapsing the jets between
2.4 ≤ |η| < 3.2 into a single bin, is adopted in the analysis. Practically the pseudorapidity
undergoes the transformation
η → η′ =

η : |η| < 2.4,
2.7 · sign(η) : 2.4 ≤ |η| < 3.2,
3.5 · sign(η) : |η| ≥ 3.2.
It should be stressed this transformation, which happens prior to calculating any
observable, changes the meaning of the pseudorapidity, but this is no problem in terms of
interpretability: for an input variable in a Neural Network a good data/MC agreement of
the shapes is most important; the variable does not have to have a physical interpretation
as long as it is well modelled and provides discriminating power. In [40] the procedure
is justified by arguing the same quantity would be observed with a hypothetical detector
which has no granularity in 2.4 < |η| < 3.2 and |η| > 3.14. After this transformation is
applied, almost perfect data/MC agreement is observed (see right lower distribution in
Fig. 4.10), while all remaining differences are covered by the uncertainties.
4.5. Event reconstruction
The complexity of the final state asks for a dedicated event reconstruction in order to
identify the reconstructed jets with the outgoing quarks of the hard interaction in the
most efficient way. A reconstruction Neural Network is used to decide which assignment
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Figure 4.10.: Upper row: jet η data/MC ratio in the 2 tag control region for jets with pT ∈
[20, 25)GeV. The two problematic regions |η| > 3.14 and 2.4 < |η| < 3.2 are shaded in blue and
green, respectively. Lower row: jet pseudorapidity distribution after raising the pT threshold
to 40GeV for forward jets (left); in the right distribution also the modified binning is applied
that mitigates effects due to lacking fine grained jet energy corrections. While for the upper
distribution MC is normalized to prediction, the lower row shows simulations renormalized
to the observed data yields.
is the correct one among many different possible quark-jet-assignments which will be
explained below.
As a cross check a comparison with a reconstruction based on minimizing a χ2 cri-
terion was performed in [40, 100], proving the reconstruction with a Neural Network
performs significantly better in terms of final discrimination power between tHq and the
backgrounds.
4.5.1. Reconstruction of events under the tHq hypothesis
First a correct quark-jet-assignment needs to be defined on a per-event basis. This is
possible for the simulation of the signal, since there all the parton level information is
accessible. An assignment will be referred to as “correct” if each of the four quarks (the
two b quarks from the decay of theHiggs boson, the b quark from the top quark decay and
the light quark) can be matched to a reconstructed jet within a distance ∆R < 0.3. Other
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jet assignments are called “wrong” in the following. In order to reduce the combinatorics,
the number of allowed jet assignments is reduced by the following requirements: because
of b tagging considerations, only central jets (|η| < 2.4) can be matched to the b quarks
from the Higgs boson or top quark; only a jet which is not b tagged can be assigned to
the light quark. After these limitations to the possible event interpretations, an event
still has a few dozens of allowed assignments.
A Neural Network is trained to combine the separation power of jet variables which
have different shapes for correct andwrong assignments into one discriminator. Per event,
the correct and one randomly pickedwrong hypothesis are used as training input. Events
where the quarks could not be uniquely assigned to define the correct interpretation
are not considered. A list of the input variables is given in Tab. 4.2. It features variables
exploiting characteristics of the Higgs boson decay products, the b quark jet from the top
quark decay, the light jet, as well as correlations between them. A total of 12 variables
has been considered. Shapes of the first four of them are shown in Fig. 4.11 for correct
and wrong assignments, while the reader is deferred to Appendix A, Fig. A.2 for the
distributions of the other variables. It should be noted that a validation of the input
variable shapes against data is not possible due to their definition. This would require
a data sample pure in tHq events. Hence the validation of the method only happens
a posteriori: statistically independent evaluation and testing templates agree in their
shapes of the reconstruction NN output, as is shown in the upper figure of Fig. 4.12.
There is no visible sign of overtraining, and themethod is applied to all events passing the
event selection. For an unknown event, all possible jet assignments are evaluated, and the
interpretation that yields the largest output value for the discriminator is picked. This can
also be validated with data, and the bottom row of Fig. 4.12 shows good agreement for
the largest discriminator value in both muon and electron channels. The corresponding
distributions for the 3 tag and 4 tag region can be found in Fig. A.3. The last piece of the
validation is to check the NN output for a randomly chosen interpretation. Once more
very good agreement is observed (see Fig. A.4).
4.5.2. Reconstruction of events under the t¯t hypothesis
The procedure is repeated under the assumption the event stems from t¯t production with
semi-leptonic top quark decays. The quarks considered for the matching are the b quarks
from the two top quark decays and the light quarks from the hadronic decay of one W
boson. Combinatorics are reduced by requiring that the b quarks must be matched to
b tagged jets. The Neural Network is trained with the 13 variables listed in Tab. 4.3. The
most relevant variables are related to the kinematics of the reconstructed hadronically
decaying W boson; information on the jet charges and on the leptonically decaying top
quark also add sensitivity to the NN. Distributions of the first five variables are shown in
Fig. 4.13, the remaining variables are part of the Appendix in Fig. A.5.
The validation of the procedure is verified in the same way as for the reconstruction
under the tHq hypothesis: by looking at the NN output for an independent test sample,
the presence of overtraining can be ruled out, as is shown in the upper plot in Fig. 4.14).
The best NN output value in the 2 tag region shows good agreement in the bottom distri-
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Table 4.2.: Input variables of the tHq reconstruction NN, ranked according to the importance in
the TMVA training.
Rank Variable Explanation
1 tagged jet (bt) Boolean information on whether the jet
assigned to the b quark from the top quark
decay is b tagged.
2 |η (light jet)| Absolute pseudorapidity of the jet identi-
fied with the light recoil quark.
3 # b tags of Higgs jets Number of tagged jets found among the
jets assigned to the Higgs boson.
4 logm (bt + `) Invariant mass of the lepton and the jet
assigned to the b quark from the top decay.
5 logm (H) Reconstructed Higgs boson mass.
6 logmin(pT (Higgs jets)) Minimum jet pT found among the jets as-
sociated to the b quarks from the Higgs
decay.
7 ∆R (Higgs jets) Distance in the η-φ plane between the two
jets assigned to the Higgs boson.
8 max η (Higgs jets) Maximum pseudorapidity found among
the two jets assigned to the Higgs boson.
9 ∆R (bt,W) Distance in the η-φ plane between the re-
constructed top quark decay objects.
10 relative HT (pT (H)+pT (t)+pT (light jet))/HT, where
HT is the sum of all transverse momenta
(lepton, jets) and ET/ .
11 ∆R (H, t) Distance in the η-φ plane between the re-
constructed top quark and Higgs boson.
12 q (bt) · q (`) Product of lepton charge and charge of jet
assigned to the b quark from the top quark
decay.
butions of the same figure. The corresponding 3/4 tag region distributions are provided
in Fig. A.6. Finally, NN output distributions for randomly chosen event interpretations
are shown in Fig. A.7.
For illustration purposes the complex procedure of defining a correct jet assignment
is depicted in Fig. 4.15 for both hypotheses, providing also efficiencies for picking the
correct quark-jet-assignments in the caption. The exact settings used in the TMVA training
are given in Appendix A.2.2.
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Table 4.3.: Input variables of the t¯t reconstruction NN, ranked according to the importance in the
TMVA training.
Rank Variable Explanation
1 logm (Whad) Mass of the reconstructed hadronically de-
caying W boson.
2 log(m (thad)−m (Whad)) Mass difference between the hadronically
decaying top quark and W boson.
3 ∆R (Whad jets) Distance in the η-φ plane between the two
jets assigned to theW boson of the hadron-
ically decaying top quark.
4 |η (thad)| Absolute pseudorapidity of the recon-
structed hadronically decaying top quark.
5 log pT (thad) Transverse momentum of the recon-
structed hadronically decaying top quark.
6 # b tags of Whad jets Number of tagged jets found among the
jets assigned to the hadronically decaying
W boson.
7 log pT (tlep) Transverse momentum of the recon-
structed leptonically decaying top quark.
8 ∆R (bthad ,Whad) Distance in the η-φ plane between the
reconstructed hadronically decaying top
quark and W boson.
9 relative HT (pT (tlep) + pT (thad))/HT, whereHT is the
sum of all transverse momenta (lepton,
jets) and ET/ .
10 ∆R (btlep ,Wlep) Distance in the η-φ plane between the
reconstructed leptonically decaying top
quark and W boson.
11 logm (btlep + `) Invariant mass of the reconstructed jet as-
sociated with the b quark of the leptoni-
cally decaying top quark and the lepton
12 (q (btlep)− q (bthad)) · q (`) Difference in charge of the two jets as-
signed to the b quarks from the semilep-
tonic t¯t event, times the lepton charge.
13 Σ q (Whad jets) · q (`) Sum of the charge of the jets assigned to
the hadronically decaying W boson, times
the lepton charge.
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Figure 4.11.: The fourmost important input variables for the tHq reconstruction. A clear separation
power between correct and wrong assignments is visible in all cases.
4.6. Event classification
The selection of Tab. 4.1 still leaves an overwhelmingly large t¯t background. In order to
become more sensitive to the signal, the analysis employs another NN which is taught to
classify an event as being rather signal- or background-like. Semi-leptonic and dileptonic
t¯t events as well as t¯tH events contribute to the background templates fed to the NN,
where each process is scaled according to its cross section. Other background processes
have not been trained against because of the low number of available simulated events
in the 3 tag region. The latter has been chosen as training region, and training results are
applied to the 4 tag region as well as to the 2 tag region for validation purposes. As the
final exclusion limits will show, the limit is mainly driven by the 3 tag region, which has
a good balance between statistical power and purity in tHq.
4.6.1. Choice and optimization of NN input variables
After carrying out the two previously explained reconstructions in both the simulated
and observed events passing the selection cuts, the objects are defined and the final set
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Figure 4.12.: Upper row: training results for the reconstruction NN under the tHq hypothesis; a
very good correct-vs.-wrong separation can be seen. Lower row: highest BDT output of all jet
assignments per event in the 2 tag region for the muon channel (left) and the electron channel
(right). Simulation is normalized to data.
of input variables used in the classification NN can be constructed. It has undergone
a thorough optimization and aims at addressing critical aspects in the topology of a
tHq event. By means of variables resulting from the event reconstruction under the
assumption of semileptonic t¯t events, information about intrinsic properties of the main
background can also be used. The final list of input variables can be seen in Table 4.4.
Alongside kinematic variables such as the pT of the reconstructed Higgs boson or the
invariant mass of the objects identified with the hadronically decaying top quark (a
variable transformation by taking the logarithm of the invariant mass is used to smoothen
the input distributions), information about b tagging is employed to distinguish jets
containing a B hadron from light flavor jets. The most important variable is the lepton
charge, i.e. a global observable that is independent from reconstruction of the event
under a particular hypothesis. While this variable is symmetric for t¯t, it is correlated to
the ratioR = σt/σt¯, which numerically is roughly 2 for single top t-channel-like processes.
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Figure 4.13.: The five most important input variables for the t¯t reconstruction. A clear separation
between correct and wrong assignments is visible in all cases.
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Figure 4.14.: Upper row: training results for the reconstruction NN under the t¯t hypothesis; a
very good correct-vs.-wrong separation can be seen. Lower row: highest BDT output of all jet
assignments per event in the 2 tag region for the muon channel (left) and the electron channel
(right). Simulation is normalized to data.
The second-most important variable ism (thad). Its importance can be attributed to the
fact that in a semi-leptonic t¯t event, one expects two light jets which form the hadronically
decaying W. For the signal process, there is only one light jet. This way it is reasonable
that any variable related to the system of the two light jets in semi-leptonic t¯t would be
very discriminating against the signal.
However not only the choice of variables is important, but it may also be relevant
at which point in the multi-layer NN design of the analysis a certain information is
exploited. In particular, the choice ofmbb¯ as input variable for the reconstruction NN
instead of classification NN must be scrutinized, as the reconstructed Higgs boson mass
is supposedly what discriminates best between tHq and the dominant t¯t background.
Not using the separation power of this variable in the classification NN but in the
reconstruction NN might give a worse performance of the former. This can be judged in
the following way:
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Figure 4.15.: The same reconstructed event, interpreted under the assumption it was a tHq (left)
or t¯t (right) event. A correct assignment is found if all four quarks can be uniquely matched to
reconstructed jets within a distance ∆R < 0.3. The reconstruction efficiency (determined after
the application of the reconstruction NNs) with respect to all events that have such a correct
event interpretation was calculated in [40] and is 44% for tHq and 37% for t¯t.
A comparison is performed between two independent analysis setups. For this test
BDTs are chosen over NNs because of their speed; however they have shown comparably
good performance. In one case, the Higgs boson mass is among the reconstruction NN
input variables and is left out from the variable list in the classification step. The other
scenario omits the Higgs boson mass in the reconstruction, but uses it in the classification
NN. Finally, the ROC curves of the two classification NNs are compared to see if one
gains in background rejection in one case with respect to the other.
As expected and as can be seen from the middle distribution in the top row of Fig 4.16,
a well-localized Higgs boson mass peak can be observed if one uses the invariant mass
of the two b jets that can be matched to the two b quarks from the Higgs boson as
input in the reconstruction NN. However it does not provide a clear separation between
signal and background in the subsequent classification NN anymore. The situation is
different if the variable is omitted in the reconstruction and only used in the classification,
employing its full discriminatory power only there for the first time. As can be seen from
the upper right figure in Fig 4.16, the background distribution is much broader; this is
expected for t¯t, since there is no object decaying to a pair of quarks with a mass of 125GeV
for this process. From the ROC curve in the middle row, displaying the background
rejection of the pT of the reconstructed Higgs boson, a correlated effect is visible. This
variable also separates better when the Higgs bosonmass is only used in the classification.
The distributions in the third row show the number of b tagged jets found among the
jets assigned to the Higgs boson. Here the advantage of using the m (H) information
already in the reconstruction becomes visible: the reconstruction NN tries so hard to
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Figure 4.16.: Effect on classification NN input variable shapes of employingmH in the reconstruc-
tion NN (middle column) or omitting it (right column) . In the latter case, the reconstructed
Higgs boson mass in used as input variable in the classification. The bottom figure shows
it is irrelevant at which position the variable is used. The area under the curve (AUC) is
identical for the ROC curves in both cases. As a consequence, it is used as input variable for
the reconstruction NN.
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find two jets with an invariant mass of 125GeV that even for the case of the signal, they
are not necessarily true b jets anymore, but in some cases random jets like e.g. jets arising
from ISR or FSR, which then are assigned to the Higgs boson just because they have
an appropriate invariant mass. This supposedly undesired behaviour however leads to
the situation that the b jet multiplicity in the Higgs jets starts to discriminate between
signal and background (middle figure in the bottom row), whereas the reconstruction
NNwould almost always pick two b tagged jets as Higgs jets in the case where the Higgs
boson mass has not been used in the reconstruction (right figure in the bottom row). This
is understandable, as the b tagging information is the other part that is relevant (besides
the mass) in a H→ bb¯ decay.5
The bottom row in Fig 4.16 displays the final ROC curves of the two scenarios. No
difference can be seen in terms of background rejection or signal efficiency; the two
analysis setups perform identically.
This nicely demonstrates it does not matter at which point of the stacked NNs the
information of the Higgs boson mass is used. The final result is stable with respect
to shifting variables from one layer to the other, as their information is always fully
exploited by the NNs. This is an important test for demonstrating the architectural power
of the analysis design.
Figure 4.17 shows the input shapes of the final variable set used in the classification for
all processes, where it should be noted that the discriminating power against t¯t + X is of
more importance than being able to separate between tHq and minor backgrounds such
as electroweak diboson production. Nevertheless, shapes of all considered backgrounds
are shown for completeness. In Figure 4.18 the correlations between the input variables
can be seen. The set of variables was also optimized in consideration of having as
few strongly correlated variables as possible. As it turns out, only ∆R (Whad jets) and
m (thad) have a larger correlation; still they add to the sensitivity of the NN due to the
discriminating properties of the hadronically decaying W boson explained above. The
correlations found for tHq and the backgrounds are almost identical.
Figures 4.19-4.21 finally show the data-MC comparison of all the input variables, first
in the 2 tag region, then in the 3 and 4 tag regions. In these distributions, the integral of
the sum of all MC receives a scaling factor such that it matches the number of events
observed in data. This enables the reader to compare the shapes in data and simulation,
which is the most important thing to make sure prior to training the NN. The correct
normalization (also the correct relative normalization among the background processes)
is adjusted for in the final fit to data in the process of deriving the exclusion limit.
Generally good agreement in shapes is found, and residual discrepancies are even
covered by statistical uncertainties alone in almost all bins of all observables. This
gives confidence for training the NN. The settings used for the training can be found in
Appendix A. One important thing to make sure is that the NN has not suffered from
5A third aspect would be the color information of the Higgs boson decay objects, as the Higgs boson is a
color singlet, which is in general not the case for randomly assigned jets from background processes.
Variables addressing the color flow have been proposed in [182, 183] and have been tested as input
variables, but did not provide additional sensitivity.
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Figure 4.17.: Shape comparison of the eight classification NN input variables for the signal and
background processes in the combined muon + electron channel of the 3 tag region.
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Table 4.4.: Input variables of the classification NN, ranked according to the importance in the
TMVA training. The row colors indicate which group the variables belong to: global (blue), tHq
(red) or t¯t (yellow) observables.
Rank Variable Explanation
1 lepton charge Electric charge of the lepton.
2 logm (thad) Reconstructedmass of the hadronically de-
caying top quark.
3 # b tags of Higgs jets Number of tagged jets found among the
jets assigned to the Higgs boson.
4 log pT (H) Ttransverse momentum of the recon-
structed Higgs boson.
5 ∆R (Whad jets) Distance in the η-φ plane between the two
jets assigned to theW boson of the hadron-
ically decaying top quark.
6 # b tags of Whad jets Number of tagged jets found among the
jets assigned to theW boson of the hadron-
ically decaying top quark.
7 log pT (light jet) Transverse momentum of the jet identified
with the light recoil quark.
8 |η (light jet)| Absolute pseudorapidity of the jet identi-
fied with the light recoil quark.
overtraining. In the top figure of Fig. 4.22 no bias in the output of the NN is visible when
being applied to a set of independent, unknown events. As an acid test, the events in
the 2 tag region are objected to the classification. Although it has not been trained in
this phase space, the NN is able to classify the bulk of (t¯t) events as background-like. A
perfect data-MC agreement is found, and the NN can be used in the signal-enriched 3
and 4 tag regions.
Pre-fit distributions for all analysis bins are shown in Fig. A.11 for completeness. It
should be noted that they do not play a role in deriving the upper limit on the production
cross section, hence the clear offset between data and simulation is not considered
a problem, as it will be adjusted in maximum-likelihood fits during the limit setting
procedure.
4.7. Systematic uncertainties
The search conducted in this analysis is aﬄicted with several sources of systematic
uncertainty. The first group are the theoretical uncertainties, reflecting the present
understanding of the involved processes in terms of modelling and accurate cross section
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Figure 4.18.: Linear correlation coefficients between the classification NN input variables for
both the signal and the background processes. The low correlation values are a result of the
optimization the variable set has undergone and guarantees no redundant information is input
to the Neural Network.
calculations. Secondly there are experimental uncertainties accounting for the imperfect
performance of the detector and the applied reconstruction algorithms. Furthermore all
these can be divided in two categories: “rate” uncertainties affect the yields of a process
in a correlated way across the entire phase space, i.e. across the entire distribution of
the classification NN output. The more general case however is that systematic effects
can also alter the shape of the distribution; this is called a “shape” uncertainty in the
following. It should be stressed that the various sources enter the analysis at the stage
where they become relevant: a simple cross section uncertainty can be applied as rate
variation on the final classification NN output. Uncertainties related to e.g. the jet
energy scale already enter at the level of reconstructing the events. Hence both the
reconstruction NNs and the classification NN are re-evaluated in such cases, and the
effects of the respective systematic are propagated through the entire analysis chain.
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Figure 4.19.: Distributions of the input variables for the classification NN in the muon channel in
the 2 tag region, which is enriched in top quark pair events. Simulation is normalized to data
in order to facilitate the shape comparison. All MC weights are applied. The corresponding
distribution for the electron channel can be found in Appendix A.
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Figure 4.20.: Distributions of the input variables for the classification NN in the muon channel in
the 3 tag region. Simulation is normalized to data in order to facilitate the shape comparison.
All MC weights are applied. The corresponding distribution for the electron channel can be
found in Appendix A.
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Figure 4.21.: Distributions of the input variables for the classification NN in the muon channel in
the 4 tag region. Simulation is normalized to data in order to facilitate the shape comparison.
All MC weights are applied. The corresponding distribution for the electron channel can be
found in Appendix A.
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Figure 4.22.: Upper row: training results for the classification NN; a very good tHq-vs.-
backgrounds separation can be seen. Lower row: NN output in the 2 tag region for the
muon channel (left) and the electron channel (right). Simulation is normalized to data in order
to facilitate the shape comparison; a perfect agreement is observed.
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Table 4.5.: Variations of the cross sections for the considered processes due to uncertainties on
the parton distribution functions, separated into the different initial states, and the Q2 scale.
Process PDF Q2 scalegg qq¯ qg
tHq 2%
t¯tH 9% 12.5%
t¯t 2.6% 3%
Single top 4.6% 2%
W + jets 4.8% 1.3%
Z + jets 4.2% 1.2%
Diboson 3.5%
4.7.1. Theoretical uncertainties
PDF uncertainties
The analysis assigns cross section variations as rate uncertainties, which can be grouped
into two categories: for processes sharing the same initial state – a gluon pair (gg), a
quark pair (qq¯) or a quark and a gluon (qg) – the variations due to uncertainties on the
PDFs are fully correlated. They are listed in Tab. 4.5. The cross section uncertainty for t¯t is
notably smaller than for t¯tH, because for the former it is known at next-to-next-to-leading
order in αs [184] , whereas for the latter the cross section has been calculated only at
NLO [185].
Q2 scale
Dedicated MC samples shifted in their µF = µR = Q value by factors of 0.5 and 2.0 are
used to estimate the effect of higher order corrections in QCD missing in the simulations.
The scale is varied in the same direction for both the hard interaction part and the parton
shower and hadronization. Such samples exist for the signal process and for the most
important background, t¯t. The effects due to missing higher order contributions are
treated uncorrelated between signal and background. Due to different acceptances of
the samples with respect to the nominal simulation and due to a different NN output
value the same event can receive when its jet pT’s are shifted, the NN output can be
modified. It is therefore taken as a shape uncertainty in the model. The pre-fit NN
output distributions of Fig. 4.23(a) show the effect of the Q2 uncertainty on the shape of
the discriminator for the signal and the background. As it will turn out, this is the most
relevant source of systematic uncertainty. This fact is reflected in the large uncertainty
bands in the ratio plot. Samples shifted in Q2 do not exist for every background process.
Instead, separate nuisance parameters as rate uncertainties for t¯tH, single top quark, V +
jets and diboson production are introduced. The assigned variations are given in the last
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Figure 4.23.: Shape variations due to uncertainties on the Q2 scale (a) and the top pT reweighting
(b).
column of Tab. 4.5. Although dedicated samples for the Q2 scale variation exist for t¯t,
an additional rate uncertainty is also employed for the t¯t processes on top of the shape
uncertainties. This is motivated by the fact that the samples systematically shifted in Q2
are normalized to the nominal t¯t cross section before applying any selection cuts, and
yield differences can only occur due to different acceptances. In order to account for
the effect of a Q2 variation on inclusive observables such as the total cross section, the
uncertainty associated with the most accurate available calculation of the t¯t cross section
is taken as rate uncertainty on the t¯t yields.
Matching threshold
In Sec. 4.3.1 it was mentioned that LO modelling was chosen for t¯t which incorporates
additional jets on matrix element level. The threshold which divides the phase space into
regions where either the parton shower or the matrix element generator is responsible for
generation of the hard emissions is 40GeV in the nominal t¯t sample. This value has been
varied by +20GeV and −10GeV for accessing another uncertainty on the simulation of
t¯t + jets processes.6 The Neural Networks are re-evaluated for separate matching up and
down samples. The resulting variations are taken as a shape uncertainty.
6The exact values for the variation of the matching threshold are motivated by the range for which there is
still a smooth transition in differential jet rates between the regions populated by the matrix element
generator and the parton shower.
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Modelling of top quark pT
Aswas alreadymentioned in Section 4.4, the theoretical predictions for t¯t have undergone
an ad-hoc reweighting depending on the pT of the parton level top quarks to mitigate
the disagreement between data and simulation observed in variables correlated to the
true top quark transverse momentum. To this procedure, which has been introduced
without a justification other than the resulting better agreement, an uncertainty needs
to be assigned. The up- and down-variations correspond to applying the weight wtop pT
twice and to not applying the weight at all. The consequence is different shapes of the
NN output distributions for t¯t, which is shown in Fig. 4.23(b).
t¯t + heavy flavor rates
The fraction of top quark pair production in association with heavy flavor jets is un-
derestimated in theMadGraph+Pythia6 simulation – an issue which also seems to be
there for other generator setups and which is not yet understood. Both ATLAS and CMS
analyses measured the underestimation and report deficits of O(10%), although with
large uncertainties [186, 187]. In order to have enough lever arm for the normalization of
the different components of t¯t + jets, a dedicated splitting is introduced in this analysis,
following what was done in [158]. The following categories are defined by matching
reconstructed jets to stable generator particles/hadrons: t¯t + bb¯, t¯t + b, t¯t + cc¯ and t¯t +
light flavor jets. Extra nuisance parameters are introduced as rate uncertainties, serving
the purpose of scale factors for the different heavy flavor components. Their prior un-
certainty is 50%. These enter the statistical inference as rate uncertainties in addition to
the previously discussed theoretical uncertainties which likewise address our imperfect
knowledge of the modelling of t¯t events, such as the top quark pT reweighting, etc.
4.7.2. Experimental uncertainties
Luminosity and pile-up
The total number of pp collisions that were recorded during Run-I is known only up to
a certain accuracy. This uncertainty on the luminosity L amounts to 2.6% [173]. As a
consequence, the expected rates at the given integrated luminosity of 19.7 fb−1 can only
be known up to 2.6%. A corresponding nuisance parameter is introduced, controlling
the rates for all considered processes in a correlated way.
The uncertainty on L also affects the expected number of pile-up interactions NPV.
Both the luminosity and the total inelastic cross section are input to the correction
procedure for the simulatedNPV distribution. Uncertainties of±5% on the event weights
are applied and result in slightly different NN output shapes, which are treated as a
separate nuisance parameter in addition to the rate uncertainty on L.
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Figure 4.24.: Shape variations due to uncertainties on the jet energy scale (a) and the b tagging
efficiency (b).
Jet energy
There are in total 17 uncorrelated sources of uncertainties on the jet energy scale [188].
Consequently 17 nuisance parameters enter the statistical evaluation as shape uncertain-
ties on the discriminator after re-evaluating the NNs with updated jet energies. In order
to obtain the shifted templates the jets are rescaled within ±1σ of their uncertainties
determined in [189]. For better illustration the variations from the different sources have
been added in quadrature; their total effect on the signal and background NN output
templates is shown in Fig. 4.24(b).
It has already been discussed in Sec. 4.2.4 that the jet energy resolution is smeared
in order to obtain the same resolution for data and simulation. Altering the smearing
factors by the ±1σ uncertainties measured in dijet and γ/Z + jet events [189] slightly
changes the energy of the jets and therefore also the shape of the NN output. Only jets
which can be matched to particle-level jets are subject to the systematic smearing.
Missing transverse energy
The modifications of the jet energy explained above also have an impact on ET/ . The
latter gets recomputed after the observed energies have been shifted. In addition the
unclustered ET/ from jets with pT < 10GeV and PF candidates which have not been
clustered into jets is varied by ±10%. The new NN output distributions are taken as
shape uncertainties.
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B tagging and mistagging
The weight wb tag as explained in Sec. 4.4.3 is modified in order to account for imperfect b
jet identification. The uncertainties in which they are allowed to vary are taken from [190].
Two independent nuisance parameters are introduced: the first one represents the actual
b tagging efficiency after varying scale factors for b and c quark jets simultaneously.
For the second one only scale factors for light flavor jets have been changed, which
corresponds to a mistag efficiency. The altered shapes of the NN output distributions
due to different event weights can be seen in Fig. 4.24(b) for the b tag efficiency.
4.8. Statistical uncertainties
The expected contribution to the yields in a bin i for a specific process represented by a
simulated samplewithN tot total events andN i events in bin i is given by (σL/N tot) ·ΣN ij wj .
Here wj is the event weight for the simulated event j, the inclusive cross section of the
process is represented by σ and the integrated luminosity by L. N tot is the number
of events in the inclusive sample, while N i is the number of events remaining in bin
i after the final selection is applied. The above expression comes with an uncertainty
δ = (σL/N tot) ·
√
ΣN
i
j w
2
j . For every process, bin and channel a separate nuisance param-
eter is introduced, for which the NN output shape is varied by ±δ only in this bin. This
leads to a proliferation of nuisance parameters in the statistical model. In order to reduce
the dimensionality nuisance parameters are removed if the relative uncertainty on the
predicted rate is < 5%.
4.9. Discussion of systematic uncertainties
To quantify the importance of the sources of systematic uncertainty is crucial for under-
standing how one can make future tHq analyses more sensitive, besides collecting just
more data or further optimizing the performance of the NNs (for instance by the use of
new, additional variables).
The relevance of a specific source of systematic uncertainty and its impact on the final
result can be judged in a way that is described in the following.
An asymptotic upper limit (for the many exclusion limits that need to be calculated for
this study, the asymptotic method is picked because of time and CPU issues; however,
tests have shown that they are very well in agreement with results derived in the full
CLS approach) is calculated one time including all systematic uncertainties (limit A) and
another time omitting all the sources (limit B). This is done both after a fit to data, where
the nuisance parameters are re-centered around their best-fit value and the uncertainties
are constrained as from the fit result, and for a fit to an Asimov dataset thrown from
the pre-fit background-only expectation. The former scenario is referred to as "post-fit",
the latter as "pre-fit" in the remaining part of this Section. Every group of nuisance
parameters is then either excluded from the full list, or taken as only source, and the
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Figure 4.25.: Impact on final exclusion limit of the nuisance parameter groups (left) and pulls of
the single nuisance parameters in the fit to data (right).
impact on the limit A or B is calculated. The bar chart of Figure 4.25 displays the changes
in expected limits for the different scenarios, ranked according to the impact in the
case where the systematic uncertainty has been used as only source after a fit to data.
While the dark and light green bars give a hint on how a given uncertainty worsens the
performance when put into the model as single source, the red bars, showing the impact
of the uncertainty when being removed from the entire list, expresses also the correlation
of the respective source with the others.
Four of the five most important systematic uncertainties are related to the modelling
and theoretical understanding of the signal and the t¯t + jets processes and their normal-
izations. The Q2 scale variation, which turns out to be the most important source, has a
lower impact on the limit after the fit to data. The fit is able to constrain the uncertainties
on some of the Q2 nuisances (see their pulls in the right plot of the same figure), and the
nuisances are pulled into a direction which obviously is beneficial from the search sensi-
tivity point-of-view. The nuisances related to the matching thresholds get constrained in
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a similar way, but get pulled away a lot from 0. Since they show a larger post-fit impact
than in the pre-fit scenario, it needs to be assumed the related shapes are transformed
in a way that is disadvantageous for the upper exclusion limit. This however does not
pose a problem in general, and the impact of this uncertainty on the exclusion limit is
moderate anyway.
Imperfect b jet identification is the only important experimental source; this is expected
given the multi-b jet final state and selection.
Another interesting point is how the scale factors introduced for adjusting to a correct
normalization of the various t¯t + heavy flavor components behave in the fit. Except
for the case of t¯t + bb¯, they do not get overly constrained. Their pulls translate into
the following scale factors: 1.03± 0.45 (t¯t + cc¯), 1.40± 0.30 (t¯t + bb¯), 1.36± 0.49 (t¯t + b).
This is in astonishing agreement (albeit with larger uncertainties) with the result of the
dedicated measurement performed in [187], which reports σt¯tbb¯/σt¯tjj = 0.022 ± 0.006,
whileMadGraph and Powheg predict 0.016± 0.002, which corresponds to a scale factor
of 1.38 for the t¯t + bb¯ component. It should be stated clearly however that the analysis
searching for tHq production can be seen neither as a measurement of t¯t production in
association with heavy flavor jets, nor as a cross-check for such. Nevertheless, the fit
results are consistent with a dedicated, published measurement, hence raising the trust
in the outcome. The fitting procedure is also fortified by looking at the pre-fit pulls in
Fig. A.12 in Appendix A, which are not pulled away from their nominal value when
fitting to an Asimov dataset.
As a last point it is worth mentioning that the pulls for the hundreds of nuisance
parameters for the bin-by-bin statistical uncertainties are not shown here for convenience
of the reader. Amore elegant implementation using the Barlow-Beeston lite method [191],
where the statistical uncertainties of all contributing processes are transformed into one
single nuisance parameter per bin (as opposed to one parameter per process and bin),
has not yet been available in the tools of the RooStats project that have been used for the
statistical inference in this analysis.
4.10. Results
The final yields after a simultaneous s+ bmaximum-likelihood fit to data in the classifi-
cation NN output distributions of the 3 tag and 4 tag regions (muon and electron bins)
are given in Tab. 4.6. The fit has been performed with the combine tool7 and includes all
511 nuisance parameters of the model.
In the fit, the normalization of the signal is left free to float, and the best-fit signal-
strength modifier r comes out of the fit as r = 2.7+2.5−2.3. The corresponding post-fit
distributions are shown in Fig. 4.26, where a shaded band is representing the effects
of both statistical and systematic uncertainties on the predictions. It covers the data
points within their uncertainties for all analysis bins. No consistent excess across all
distributions is visible in data in the regions where the signal is expected to peak (i.e. at
7A CMS internal tool based on RooStats [192].
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Figure 4.26.: Post-fit distributions of the final classification NN output. Uncertainties include
statistical and systematic uncertainties. Good agreement between data and simulation is
observed, differences are covered by the uncertainty band. The final upper boundary on the
cross section of the Ct = −1 scenario is derived from similar distributions during the limit
calculation.
high NN output values). A different representation of the outcome is shown in Fig. 4.28.
All bins of the four distributions of Fig. 4.26 are sorted according to their expected S/B
ratio (S (B) denotes the signal (background) yields), indicating that even for the bins
with a large S/B ratio the b-only hypothesis is able to explain the observation by its own.
Consequently, CLS exclusion limits are derived from the NN output distributions in
order to set an upper boundary on tHq→ `νbqbb¯ at 95% C.L.
A total number of ∼ 45000 pseudoexperiments has been thrown in order to obtain the
expected and observed limits in the 3 tag, 4 tag and the combined 3 + 4 tag region: an
asymptotic limit has been calculated first, giving a feeling for the exclusion range and the
search sensitivity of the analysis. Finally 200 pseudoexperiments have been thrown for
various signal strengths r as suggested by the asymptotic limit calculation and combined
to a grid from which the 2.5%, 16%, 50%, 84% and 97.5% quantiles and the observed
limit have been determined. The results are given in Tab. 4.7. The analysis is able to
exclude tHq production with subsequent decay of the Higgs boson to a pair of bottom
quarks with a cross section larger than 7.6× σCt=−1 at 95% C.L., with an expected search
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Table 4.6.: Final event yields and combined (statistical plus systematic) uncertainties at 8 TeV
after the fit to data for the 3 and 4 tag regions. Shown are the expected numbers of signal and
background events as well as the observed event counts.
Process 3 tag 4 tagMuon Electron Muon Electron
t¯t + bb¯ 346± 62 245± 46 33± 6 23± 3.8
t¯t + b 200± 78 152± 63 3.3± 1.2 2.5± 1.4
t¯t + cc¯ 223± 106 150± 67 3.6± 1.5 2.7± 3.7
t¯t + lf 645± 69 421± 46 2.3± 0.7 2.1± 0.7
single top 44± 4 29± 3 0.8± 0.1 1.4± 0.3
W/Z + jets 11± 2 3.6± 0.6 0.0± 0.0 0.9± 0.9
VV 1.1± 0.2 0.9± 0.1 0.1± 0.0 0.0± 0.0
t¯tH 14± 2 10± 2 1.9± 0.3 1.6± 0.3
Σ 1483± 161 1013± 113 46± 7 34± 6
tHq (Ct = −1) 22± 16 15± 11 2.4± 1.8 1.7± 1.3
data 1514 1028 48 32
EW
90.0
tHq (Ct = −1)
35.6
tt+bb
590.8
tt+b
351.4
tt+cc
372.6
tt+lf
1065.8
ttH
24.0
3 tag region
EW
3.2
tHq (Ct = −1)
4.1
tt+bb
56.0
tt+b
5.8
tt+cc
6.3
tt+lf
4.4
ttH 3.5
4 tag region
Figure 4.27.: Post-fit yields for 8 TeV in 3 and 4 tag regions.
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Figure 4.28.: The bins of all four NN output distributions of Fig. 4.26 are sorted according to their
S/B ratio and collapsed into one single distribution with increasing S/B. The lower pads
show the compatibility of data with the background-only or s+ b hypotheses together with
the respective statistical and systematic uncertainties, and the S/B values.
Table 4.7.: Expected and observed 95% confidence level upper limits (8 TeV) on σ/σCt=−1. The
expected numbers are quoted together with the ±1/2σ uncertainties on the limit.
Region Expected Observed
3 tag 6.2+2.6/5.9−1.8/2.8 7.0
4 tag 9.7+4.3/10.3−2.5/3.8 20.0
combined 5.0+2.0/4.6−1.3/2.2 7.6
sensitivity of 5.0 × σCt=−1.8 This translates into an excluded production cross section
of > 1.78 pb, which is a surprisingly tight upper boundary given the complexity of the
final state and the overwhelming size of the background. The analysis presented above
has been made public in [156].
8Although sizeable at first glance, the difference between observed and expected upper limits corresponds
to a 1.3σ effect and therefore is not worrisome.
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4.11. Possible improvements to the H→ bb¯ analysis
In particular with respect to the 13TeV data taking period, it is important to identify
possible ways for improvements of the achieved search sensitivity. This will become
especially relevant when ultimately looking for SM-like single top + Higgs production,
where, because of the smaller cross section, ultimate performance is desired. First hints
have already been found in the context of this thesis:
The first strategy seeks to include more phase space in order to have more signal
events and at the same time to be able to better constrain relevant sources of systematic
uncertainty; the second element is to further optimize the sensitivity of the NNs by
employing additional information.
4.11.1. Inclusion of the 2 tag region in the limit calculation
Despite being a control region with only a very small S/B ratio of 112/84000 ∼ 0.1%, it
is expected that the overall sensitivity of the analysis is increased when including the 2
tag region in the limit calculation. It should help in constraining the t¯t background in a
region that is largely dominated by events where a t¯t pair is produced in association with
light flavor jets. Hence the statistical evaluation and limit calculation is performed in six
analysis bins – the electron and muon channels of the 2, 3 and 4 tag regions – assuming a
correct modelling of the correlations between regions with different jet multiplicities. In
addition, trading the control region for a smaller fit error is deemed a relevant approach,
since the purpose of the control region is only to validate shapes of NN input and
output distributions. A determination of the normalization of the background processes
happens in the limit fit via the constraining of corresponding nuisance parameters. The
2 tag region is not employed as a sideband for an a-priori determination of background
contributions, which would prohibit its use in the signal extraction.
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The pre-fit distributions of Fig. A.11 show a large offset between predictions and
observed yields for the 2 tag region, which is dominated by t¯t + lf processes. To be on the
safe side an additional rate uncertainty on this process of 10% is introduced and applied
in all regions. This provides enough lever arm to adjust for the discrepancies of the
overall yields. Fig. 4.29 compares the pulls of the nuisance parameters for the nominal fit
of Sec. 4.10 and for the fit including the 2 tag region. The central value changes notably
only for the t¯t + b component, while the uncertainties slightly shrink for all nuisance
parameters of the t¯t + hf rates. The post-fit distributions of Fig. 4.30, compared to Fig. 4.26,
do not indicate large differences for the 3 and 4 tag regions, while the agreement in the
2 tag region between data and prediction is found to be very good once this region
has been included in the maximum-likelihood fit. A red hollow histogram shows the
expected distributions of the signal process scaled by 300, which illustrates how small
the S/B ratio is.
Exclusion limits are calculated and compared to the previously achieved search sensi-
tivity. The median expected exclusion limit improves from 5.0 to 4.4 in units of σCt=−1,
which means the sensitivity is 10% better than for the nominal setup. Also the observed
limit improves, as can be seen in Fig. 4.30, leading to an exclusion of 6.5 × σCt=−1 or,
equivalently, a cross section larger than 1.5 pb at 95% C.L.
4.11.2. Using the full CSV shape information
Throughout the analysis, Neural Networks and selection criteria rely only on the boolean
information whether or not a jet passes a (tight) working point of the CSV b tagging
algorithm. Event weights are applied to correct for observed differences in tagging
(in)efficiencies between data and simulation. The method was described in Sec. 4.4.3,
and their effect could be seen in Fig. 4.8. The absolute CSV value assigned to a jet
however is a continuous variable and is a strong classifier for distinguishing b from
non-b jets. The information hidden in the entire CSV shapes of the considered jets can
bring more discriminating power for the Neural Networks and hence make the analysis
more sensitive.
However, the distribution in Fig. 4.32(a) shows that the CSV shape of jets is badly
described by simulation. The disagreement is worst at low CSV values, where simulation
overshoots the data. Due to the nature of the tHq topology in the t-channel with the
distinct light recoil quark, it is of high importance to especially have the region at low
values of the CSV distribution correctly described, such that the analysis can rely on
the full CSV shape of the jet identified with the light jet. The CSV shapes of b jets from
the Higgs boson and top quark are also expected to help the NNs gain in performance
because of the genuine multi-b jet final state; many background events enter the selection
due to misidentified light quark or gluon jets.
For this reason a dedicated reweighting is employed to fix the agreement in the CSV
shape, which has first been introduced in [158] for the H → bb¯ decay channel and is
provided by the CMS ttH group. The method derives scale factors for light and heavy
flavor jets in two dedicated control regions via tag-and-probe: in a region dominated
in t¯t (2 jets, ≥ 1 b tag) heavy flavor correction factors are derived; a region enriched in
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Figure 4.30.: Post-fit distributions of the final classification NN output, this time including the 2
tag region (e,µ) in the fit. Uncertainties include statistical and systematic uncertainties.
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Figure 4.32.: CSV values of all jets with |η| < 2.4 and pT > 20GeV entering the selection before (a)
and after (b) the CSV reweighting. A clear improvement in terms of data/MC agreement is
observed when employing dedicated scale factors derived from control samples.
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Table 4.8.: Observed and expected upper limits on σ/σCt=−1 for other tHq channels and for the
combination of all searches.
tHq channel 95% C.L. upper limits on σ/σCt=−1
Observed Expected
Median 68% C.L. range 95% C.L. range
γγ 4.1 4.1 [3.7, 4.2] [3.4, 5.3]
Multilepton 6.7 5.0 [3.6, 7.1] [2.9, 10.3]
ττ 9.8 11.4 [8.1, 16.7] [6.0, 24.9]
Combination with bb¯ 2.8 2.0 [1.6, 2.8] [1.2, 4.1]
di-leptonic Z + jets events (2 jets,≤ 1 b tag) is employed to calibrate the CSV discriminator
of light flavor jets, by requiring one either tagged or antitagged (i.e. not passing a certain
cut on the CSV discriminator) and building the ratio (observation −MClf/hf)/MChf/lf.
This ratio is then equal to the scale factor. It is calculated in various pT and η bins and
then interpolated to obtain continuous correction factors. The distribution in Fig. 4.32(b)
impressively demonstrates how well the predictions match the data after the correction.
The downside is that this method comes with many and large uncertainties (e.g. limited
statistical power in the control regions, or different assumptions on the interpolation)
entering the statistical inference.
Preliminary studies [193] forCt = +1 showa clear improvement in terms of ROC curves
for a classification NN that uses the full CSV shape of jets associated with the objects
of both tHq and t¯t reconstructions. This effect is attenuated in the final exclusion limits
due to new sizeable systematic uncertainties entering the statistical model. However, the
improvement of the CLS limit is still in the range of ∼ 11%.
4.12. Combination with other decay channels
A combination with other analyses looking for different final states of the Higgs boson
(H → τ+τ−, H → W+W− [194] and H → γγ [195]) has been performed in the context
of [48] and allows to set more stringent limits on tHq production than any of the decay
channels alone. The H→ γγ analysis is the most sensitive one, mainly due to the further
enhancement in the decay because of the interference between the top- and W-loop for
Ct = −1. The H → bb¯ and the H → W+W− (i.e. multilepton) channels have the same
expected search sensitivity, followed by the analysis looking into H→ τ+τ− with at least
one subsequent hadronic τ decay. A detailed description of the separate analyses can be
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Figure 4.33.: Combined observed and expected upper limit on the production rate of tHq as a
function of B(H→ γγ)/BSM(H→ γγ). Taken from [48].
found in [48]. Here only the results will be quoted. Combining the analyses summarized
in Tab. 4.8 with the search for H→ bb¯ presented in this thesis gives an expected upper
limit on σ/σCt=−1 of 2.0, while the observation allows to exclude 2.8 times the cross
section for Ct = −1. These are numbers for a pure Ct = −1 scenario. This implies the
enhancement of the branching fraction BR(H→ γγ) has been fully taken into account
even for the processes t¯tH,H→ γγ and VH,H→ γγ. However it is also interesting to
present results assuming the branching ratio is fixed to its SM value. Finally several BSM
scenarios can alter BR(H → γγ). For this reason Fig. 4.33 shows the upper exclusion
limits at 95% C.L. for a range of BR(H→ γγ) normalized to the SM scenario. The red
horizontal line illustrates the Ct = −1 case.
4.13. Chapter summary
The presented analysis corresponds to the first dedicated search for anomalous produc-
tion of a Higgs boson in association with a single top quark in the H→ bb¯ decay channel
developed within the CMS collaboration and made public through a Physics Analysis
Summary [156]. In this chapter all the aspects of the analysis have been recapulated and
addressed. Special emphasis has been put on the development of the analysis strategy
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and event selection, on the strategy in regard to Monte-Carlo simulation and the opti-
mization of the analysis performance, and on the statistical evaluation and interpretation,
as the author of this thesis has made key contributions to all of the aforementioned
analysis ingredients.
The tHq production mode provides a special handle on one of the key parameters of
the SM, the top-Yukawa coupling yt: already at leading order there is an interference
between the amplitudes of Feynman diagrams where the Higgs boson couples either to
the top quark or to the space-like W boson. The tHq channel is therefore sensitive to the
relative sign of the two couplings. In particular for the case of σCt=−1 (with Ct = yt/ySMt ),
which is not yet excluded by LHC data, the cross section is largely enhanced with respect
to the SM. By analyzing 19.7 fb−1 of pp collision events at a center-of-mass energy of 8 TeV
with sophisticatedmultivariate techniques –NNs have been used for event reconstruction
and classification – an upper limit on the scenario of a flipped top-Yukawa coupling is
set, excluding a cross section σCt=−1 larger than 1.78 pb at 95% C.L. This corresponds
to a signal strength modifier µ = σ/σCt=−1 that is smaller than 7.6 at the same level of
confidence. A combinationwith analyses investigating other Higgs boson decay channels
narrows down the range allowed for this parameter to µ < 2.8.
The upper boundary on µ suggests that a direct exclusion of the anomalous Ct = −1
scenario is within reach of dedicated searches for tHq production. As such, they can be
regarded as a complementary approach to the one followed by the ATLAS collaboration
that treats tHq solely as background in the search for the t¯tH process and incorporates
this channel in a global fit to ATLAS data. Being the only production mode without top
quarks in virtual contributions at lowest order that is sensitive to the sign of Ct, the tHq
contribution helps in lifting the Ct = −1↔ Ct = 1 degeneracy that is there if the virtual
corrections involving top quarks of all other production and decay modes are described
by effective couplings (see Fig. 1.9). The latter assumption reflects the possibility that new
particles enter the loop diagrams. While the ATLAS approach aims at optimal sensitivity
in a global coupling fit, the dedicated searches for tHq in CMS are more direct and
eventually address the exclusion or discovery of the (anomalous) associated production
of single top quark and Higgs boson. It is worth mentioning that, since the single tHq
searches in CMS have been optimized with respect to their own search sensitivities, there
naturally exists a huge overlap in event selections with corresponding t¯tH searches. This
makes it impossible to include the tHq results in a global fit to 8 TeV CMS data.
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of single top quark and Higgs boson at 13TeV
For the first time in accelerator history, protons collided at the LHCwith a center-of-mass
energy of
√
s = 13TeV on July 3, 2015. By the end of the same year, around 3.8 fb−1
of collision data have been collected with the CMS detector, from which 2.2 fb−1 are
analyzed in this thesis. The purpose of this chapter is to quantify for the first time the
search sensitivity achievable already at such low integrated luminosities. The chapter
can therefore be seen as an outlook on the feasibility of a search for tH at 13TeV. The
analysis is performed similarly to the one presented in the previous chapter, but features
both technical and conceptual improvements developed in the course of this thesis.
Corrections of a data-driven procedure improving the data-MC agreement in the b
tag discriminators are applied, making it possible to fully exploit their discriminating
potential. Moreover, multiple points in the 2d plane of CV and Ct are investigated,
extending the scope of the search compared to the single scenario of Ct = −1 in Run-I,
whose inclusive production cross section is augmented from σ8 TeV = 234 fb to σ13 TeV =
793 fb at
√
s = 13TeV. While reaching out to points where |Ct|, |CV| 6= 1, the top quark
and W boson masses are taken to be SM-like. This assumption implies the existence of
physics beyond the SM and of another mass generationmechanism and is realized within
the Higgs characterization model [45], which is used for the generation of the signal
samples in Run-II. The analysis employs an effective field theory approach postulating
new BSM particles as they may arise from additional Higgs fields. These must be much
heavier than SM particles so that Higgs boson interactions are still characterized by
4-dimensional operators, and effects of the additional fields are absorbed into the 4-
dimensional couplings, which can then be varied to probe the coupling against the
experimentally determined top quark mass of around 172.5GeV. It should be stressed
that only the effect of a change in the top-Yukawa coupling and in the coupling to gauge
bosons on the production cross section is accounted for. The interaction of the Higgs
boson with bottom quarks is taken to be purely SM-like. As another conceptual extension
and improvement in the search for single top quark + Higgs boson associated production,
the tWH production mode is studied and considered as an additional signal process for
the first time in the H→ bb¯ channel.
The chapter starts with an overview of the changes in terms of signal and background
modelling, which has been refined in the context of this thesis, and the event selection
with respect to Run-I. Event reconstruction and classification are briefly addressed.
Finally a preliminary expected upper limit on each point in the Ct-CV plane is set, and
a projection to larger integrated luminosities, which are expected and eagerly awaited
during the next years of LHC data taking, is provided. Observed limits are not quoted
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Table 5.1.: Simulation settings for the signal processes at 8 and 13TeV. The tWH process has not
been considered in the 8 TeV analysis. ME: matrix element; PS: parton shower; UE: underlying
event. The cross section have been obtained at NLO QCD.
√
s 8 TeV 13TeV
Process tHq tHq tWH
ME generator MadGraph 5 MG5_aMC@NLO
ME precision LO LO
PS Pythia6 Pythia8
UE tune TuneZ2∗ CUETP8M1
QCD description 4F 4F 5F
µR,F fixed, 100GeV dynamical, ΣH,t,qmT/6 fixed, 40GeV
PDF cteq6l1 NNPDF30_lo_as_0130_nf_4 NNPDF30_lo_as_0130
Normalized to 5F NLO 4F NLO 5F NLO
σCt=−1 [fb] 233.8 792.7 147.2
due to the blinding of the analysis, i.e. data are removed from the distributions that are
most sensitive to the presence of the signal (the BDT outputs in the signal regions).
5.1. Changes in signal and background modelling
Due to recent developments in the field of MC simulation and new phenomenological
studies on tHq production, the way of modelling the signal process has been revised for
the first Run-II analysis. It has been adapted to the latest phenomenological studies on
tHq performed in [35]. While the accuracy of thematrix element calculation is LO inQCD
as for Run-I, the main changes in the signal modelling are the use of the new NNPDF3.0
set [196] that incorporates recent LHC data, as well as switching to a dedicated dynamical
scale µ = (mT(t) +mt(H) +mT(b))/6 to better account for the event kinematics at large
transferred momenta. Moreover, Pythia8 with the CUETP8M1 underlying event tune
has replaced the Run-I default Pythia6 TuneZ2∗. The settings and additional information
on the modelling are given in Table 5.1.
Figures 5.1-5.2 show a comparison of the final state objects kinematics at both energies
for Ct = −1.1 As expected from the higher energy in Run-II and the larger incoming
1Despite extending the scope of the analysis to 51 points in the 2d plane spanned byCV andCt, the scenario
of a flipped top-Yukawa coupling with respect to the SM will be treated as primus inter pares throughout
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Figure 5.1.: Transverse momentum and rapidity distributions of the Higgs boson and the top
quark at 8 and 13 TeV, normalized to unit area; shown are LO parton level quantities prior to the
decay of the objects, including parton shower effects like ISR and FSR. The ratios 13GeV/8GeV
and t/H are also shown.
longitudinal boost, the objects tend to lie more often in forward directions than at√
s = 8TeV and have higher pT. This is particularly relevant for the light quark, as the
pseudorapidity distribution of its associated jet is expected to be evenmore discriminating
than at 8 TeV, where it has already been one of the most efficient variables in rejecting
the backgrounds.
For the first time, the tWH process is also considered and will contribute to the signal
yields. Due to its small cross section, the analysis chain however will be optimized (and
BDTs trained) for the tHq process only. Fig. 5.3 contrasts the two signal processes in
terms of the kinematics of the Higgs boson and the top quark. In general, the tWH
process has harder pT spectra and the objects are more central, which applies to both the
Higgs boson and the top quark, and propagates to their decay products. The topology of
the process resembles the one of top quark pair production (in association with a Higgs
boson). Events stemming from tWH production are therefore expected to yield scores in
the final BDT output which range somewhere in between the tHq signal and the bulk of
t¯t plus t¯tH events.
The background processes considered are the same as for the 8 TeV analysis. The split-
ting of the t¯t background on the other hand is more fine grained, utilizing an additional
category t¯t + 2b for events where at least 2 B hadrons are contained in the same jet. Before
these were part of the t¯t + bb¯ category; now the distinction owes to the differences in the
modelling of a collinear gluon splitting as opposed to two clearly separate b quarks. The
this chapter; most of the distributions are therefore only shown for Ct = −1 for the sake of brevity.
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Figure 5.2.: Transverse momentum and pseudorapidity distributions of the light quark at LO
parton level (no parton shower effects) at 8 and 13TeV, normalized to unit area.
matrix element generator Powheg is used for t¯t, modelling the two top quarks at NLO and
an additional emission at LO accuracy. The simulation of further radiation is left to the
parton shower (Pythia8). This will lead to relatively large uncertainties on predictions
for t¯t in the phase space determined by the event selection, both for shapes and the
overall normalization. An alternative approach for simulating the major background
employs the FxFx merging and models more jets already on matrix element level at NLO
QCD. On the one side, this should help in reducing the scale uncertainties, but since this
approach creates a large fraction of negative event weights, distributions are aﬄicted
with large statistical uncertainties. Consequently, such an MC sample is not utilized in
the analysis to prohibit overtraining due to statistical fluctuations and make the limit
calculation more robust, until sufficient statistical power is available. A comparison of
the two different t¯t modellings, which illustrates the previously mentioned points, is
presented in Fig. 5.4, showing the ∆R difference between the jets of the hadronically
decaying W boson in the 3 tag region, as this variable is sensitive to the treatment of
additional jets in the simulation.
5.2. Phenomenological studies
The genuine feature of tH production is the interference between the Feynman diagrams
of Fig. 1.4 (and of Fig. 1.5). Depending on the values of the couplings, it is either of
constructive or destructive nature. This is illustrated in Fig. 5.5 in terms of the tHq and
tWH cross sections for a center-of-mass energy of 13TeV in the 2d plane for a range
of [0.5, 1.5] in CV and [−3.0, 3.0] in Ct. The exact values are given in Tab. B.1. One can
deduce from the numbers that there are (CV, Ct) configurations displaying a much larger
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Figure 5.3.: Kinematics (pT vs. the rapidity y) of the Higgs boson and the top quark at LO for tHq
and tWH at
√
s = 13 TeV and for Ct = −1.
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Figure 5.4.: Comparison of the t¯t modelling; shown is the ∆R difference between the jets assigned
to the hadronically decayingWboson in the 3 tag region. Simulation is normalized to prediction.
The modelling of t¯t processes in the right distribution incorporates more jets at matrix element
level and displays reduced scale uncertainties, but suffers from low statistical power.
Figure 5.5.: tHq and tWH cross section in the CV-Ct plane at 13 TeV. For tHq, the points with
CV = Ct define a valley of minimal cross sections according to Eq. 1.7. For deviations from
these cases and in particular from the SM, the tHq production cross section can be drastically
enhanced. The tWH interference pattern looks similar.
production cross section than even the exotic scenario searched for in Run-I, providing a
promising perspective for setting stringent exclusion limits on these scenarios already
for low integrated luminosities. How the branching fractions of H→ bb¯ change with CV
(a change in Ct only affects the branching fraction of H→ γγ, which is so small that its
effect is neglected here) is demonstrated in Appendix B.1.
Not only the total cross section is affected by a modification of the couplings. Fig. 5.6
presents the normalized differential distributions for inclusive tHq production at
√
s =
13 TeV for a scan in the top-Yukawa coupling and for the interaction of the Higgs boson
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with the W boson fixed to SM prediction (CV = 1). The more the coupling of the scenario
deviates from CSMt , the harder are the pT spectra of the top quark and the Higgs boson,
and the more central are the objects. The light quark on the other hand does not display
a large dependence on the value of Ct. Distributions for the additional b quark are
not presented, but do not show salient differences either. This can be understood by
recalling that at first order the scattering amplitude bearing the interference terms can
be effectively reduced to the one of a Wb → tH process (see Eq. 1.7), in which neither
the additional b quark nor the light quark play a role.
5.3. Event selection
The selection has been simplified with respect to the 8TeV analysis by considering jets
with a non-variable jet threshold of pT > 30GeV.2 Muon candidates must fulfill pT >
26GeV and |η| < 2.1. For electron candidates, the threshold for the transversemomentum
is pT > 30GeV; they are likewise considered up to a pseudorapidity of |η| = 2.1. Given the
low expected and observed event counts, the muon and electron channel are considered
as a combined lepton channel both in the presentation of distributions and in computing
upper exclusion limits. The signal enriched regions require either three or four b tagged
jets plus the presence of at least one untagged jet that can be assigned to the light quark in
the event reconstruction. The tight working point of the CSV discriminator is employed
for defining a b jet.3 Theworking point has changed to 0.97 as the b tagging algorithm has
undergone slight modifications and a new calibration. In addition, at least three central
jets are required in all events passing the selection because of b tagging considerations
in the reconstruction of tHq events with at least three expected genuine b jets.
The ET/ and lepton criteria of the 2 tag region are identical to the ones of the signal
regions; the jet requirements differ from the 3 tag region only in the number of b tagged
jets (= 2). In Fig. 5.7-5.8 key variables in this control region are presented, displaying
overall good agreement between data and prediction. As becomes clear from Fig. 5.13
showing the pseudorapidity assigned to the light quark, a severe mismodelling affects
the description of forward jets. In fact, events of both simulation and data face an issue
in the reconstruction in the hadron forward calorimeter. This is understood and has
been corrected in a re-reconstruction. Samples where this problem is resolved however
have not yet been ready by the time this thesis has been written. The jet multiplicity
distribution reveals a harder spectrum in simulation, i.e. fewer hard jets (with a pT greater
than 30GeV) are observed in data than in simulation. This issue is present for different
2This anticipates improved jet energy corrections for forward jets with respect to 8 TeV. As will be shown
later, the jet kinematics for |η| > 2.4 is affected by a reconstruction issue. Hence, no definite statement
about the data-MC agreement of jet variables in this region can currently be made, but the chosen
threshold of 30GeV seems a reasonable value in the long term after the problem with the reconstruction
has been fixed.
3In order to increase the overall event yields and the statistical power of the samples, relaxing the cut on
the CSV discriminator is worth considering. An optimization of the cut however is beyond the scope
of this thesis, which aims at applying the concept of the 8TeV analysis to 13TeV data in a manner as
straightforward as possible.
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Figure 5.6.: Normalized simulated distributions of objects kinematics for the tHq process at NLO
in QCD for
√
s = 13 TeV, obtained with a MadGraph5_aMC@NLO + Pythia8 setup. While the
light quark kinematics does not show a significant dependence on Ct, both the Higgs boson
and the top quark are affected by deviations from Ct = +1. The objects become more central
and distributions display a harder pT spectrum. The Higgs boson and top quark mass are set
to 125 and 172.5GeV, respectively.
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Table 5.2.: Requirements for an event to fall into either the 3 tag or 4 tag region. Jets are considered
above 30GeV in pT and up to |η| = 4.7.
3 tag region 4 tag region
# tight leptons 1
# add. loose leptons 0
ET/ > 35/45 GeV(µ/e)
# jets ≥ 4 ≥ 5
# central jets ≥ 3 ≥ 4
# jets with CSV > 0.97 = 3 = 4
types of t¯t modelling. Unlike the problem with the HF calorimeter response, the reasons
for this discrepancy are suspected to be hidden in the interfacing of the matrix element
generator to the parton shower, and are not expected to be resolved until some progress
on the phenomenological side takes place.
Corrections to simulation
The pT of the W boson candidate in Fig. 5.7, which is reconstructed from the lepton
and the missing transverse energy, does not possess a significant slope, but shows the
same tendency as in Run-I. In absence of correction factors, which have not yet been
determined by the collaboration at 13TeV, no top pT reweighting is applied. However,
this happens on the understanding that the residual shape difference is covered almost
by statistical uncertainties alone.
The distribution of the number of primary vertex candidates, being strongly correlated
to the amount of pile-up, undergoes a reweighting in order to match the profile of the
simulations to the one observed in data.
The CSV reweighting introduced in the last chapter corrects the entire shape of the
b tag discriminator and allows to use the full shape instead of sticking to dedicated
working points of the algorithm. Fig. 5.10 displays the improvement in the agreement of
CSV shapes in data and simulation.
5.4. Event reconstruction
The same type of MVA based event reconstruction is performed as in the Run-I analysis.
Parton level objects are matched to reconstructed jets, yielding a “correct” hypothesis in
the case of a successful match; a “wrong” hypothesis is chosen randomly for each event,
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Figure 5.7.: Kinematics of the charged lepton candidate and the reconstructed W boson in the 2
tag region. Simulation is normalized to data in order to facilitate the shape comparison. Good
agreement of the shapes is observed.
and a BDT is trained to distinguish between correct and wrong event interpretations.
The variable sets of Tab. 4.2 and 4.3, respectively, are modified slightly. In both cases,
the boolean variables on the b tag status of a reconstructed jet (or e.g. the number of b
tags found among the jets assigned with the Higgs boson candidate) are replaced by
the shape of the continuous CSV discriminator, which is supposed to provide maximal
information on the b tagging. Four more variables are added to the input variable list for
the 51 tHq reconstructions:
• the difference in pseudorapidity of the light jet and the jet identified with the b
quark from the top quark decay,
• their difference in energy,
• the pseudorapidity of the jet identified with the b quark from the top quark decay,
• the pseudorapidity of the reconstructed top quark.
126
5.4. Event reconstruction
 [GeV]
T
jet p
0 200 400 600
Je
ts
/B
in
10
210
310
410
510
Data
tH
+bbtt
+2btt
+btt
+cctt
+lftt
Htt
EW
MC stat.
 (13 TeV)-12.2 fb
Muon + electron channel
2 tag region
 [GeV]
T
jet p
0 200 400 600
Pr
ed
.
D
at
a-
Pr
ed
.
0.5−
0
0.5
MC stat. ηjet 
4− 2− 0 2 4
Je
ts
/B
in
0
0.5
1
1.5
310×
Data
tH
+bbtt
+2btt
+btt
+cctt
+lftt
Htt
EW
MC stat.
 (13 TeV)-12.2 fb
Muon + electron channel
2 tag region
ηjet 
4− 2− 0 2 4
Pr
ed
.
D
at
a-
Pr
ed
.
0.5−
0
0.5
MC stat.
>30 GeV)
T
 (pjetsN
4 6 8 10
Ev
en
ts
/B
in
0
2
4
6
8
310×
Data
tH
+bbtt
+2btt
+btt
+cctt
+lftt
Htt
EW
MC stat.
 (13 TeV)-12.2 fb
Muon + electron channel
2 tag region
>30 GeV)
T
 (pjetsN
4 6 8 10
Pr
ed
.
D
at
a-
Pr
ed
.
0.5−
0
0.5
MC stat.  [GeV]TE
0 100 200 300
Ev
en
ts
/B
in
0
1
2
3
310×
Data
tH
+bbtt
+2btt
+btt
+cctt
+lftt
Htt
EW
MC stat.
 (13 TeV)-12.2 fb
Muon + electron channel
2 tag region
 [GeV]TE
0 100 200 300
Pr
ed
.
D
at
a-
Pr
ed
.
0.5−
0
0.5
MC stat.
Figure 5.8.: Jet kinematics and ET/ in the 2 tag region. Simulation is normalized to data in order to
facilitate the shape comparison. Good agreement of the shapes is observed.
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Figure 5.9.: The number of primary vertices before (left) and after (right) the reweighting of all
simulations to the true distribution found in data. Simulation is normalized to data in order to
facilitate the shape comparison.
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Figure 5.10.: CSV values of all considered jets entering the selection before (left) and after (right)
the CSV reweighting. MC is normalized to data in order to facilitate the shape comparison. A
clear improvement in terms of data/MC agreement is observed when employing dedicated
scale factors derived from control samples.
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Figure 5.11.: Shown is the area under the ROC curve for the 51 reconstruction BDTs trained under
the different (Ct, CV) tHq hypotheses.
No variables have been added in the training for reconstructing the event under the
assumption it has been a top quark pair event in the semi-leptonic decay channel.
It is visible from Fig. 5.11 that the reconstruction BDTs under the tHq hypothesis
perform well and the area under the ROC curve varies between 87-91%. The residual
differences might be attributed to the increased centrality of the Higgs boson and the
top quark for negative Ct values and the therefore better reconstructability of the event,
but further studies will be needed for verification of this assumption.
The validation of the reconstruction training is performed by comparing the com-
patibility of the distributions of BDT scores obtained with the training sample and a
statistically independent test sample. The top rowdistributions of Fig. 5.12 reveal no signs
of overtraining. In the bottom row, the data-MC distributions showing the largest BDT
output that is finally picked in the application of the reconstruction BDTs are presented
and show good agreement in shapes.
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Figure 5.12.: Validation of the reconstruction BDTs at 13 TeV. Upper row: distributions comparing
the reconstruction BDT outputs for the training and a statistically independent test sample do
not indicate signs of overtraining. This is also affirmed by the lower row distributions revealing
very good data-MC shape agreement in the best reconstruction BDT score under the signal
and the t¯t hypotheses in the 2 tag region. Simulation is normalized to data.
5.5. Event classification
For isolating the signal from the background, in total 51 BDTs are trained for the different
coupling scenarios. The input variable set (compare Tab. 4.4) likewise has undergone the
same modification as in the reconstruction BDTs. Instead of counting the b tags among
the jets assigned to the decay products of the Higgs boson and the hadronically decaying
W boson, the whole CSV discriminator shape of the jets is used directly as input. This
is possible since the CSV reweighting corrects for shape differences between data and
simulation over the entire range of possible values. The jet pseudorapidity is not coarsely
binned anymore, and the BDT can make use of the full discriminating potential of the
|η| distribution of the light jet, which turns out to be the most important variable in the
training.
In Fig. 5.13-5.18 the input variables of the classification BDT are shown for the three
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analysis bins. For the tHq reconstruction dependent variables, the representative case of
(Ct = −1, CV = 1) has been chosen. Except for the light jet kinematics in the 2 tag region,
a more than satisfactory data-MC agreement is observed in all the distributions.
In Fig. 5.19, the validation distributions for checking against overtraining and for good
data-MC agreement in the 2 tag region are presented. They raise trust in applying the
BDT in the signal regions for maximizing the analysis sensitivity. However, the 51 signal
scenarios do not always allow for the same level of BDT performance in rejecting back-
ground processes. Fig. 5.20 shows the area under the ROC curve for the 51 classification
BDTs and suggests the BDT is able to discriminate between tHq and the background
processes in a more efficient way for scenarios with a small absolute value of Ct. For
the benchmark case of Ct = −1 (and CV = 1), the BDT output shape for both signal and
background processes are shown in Fig. 5.21. Although the tWH process shares the same
final state as t¯tH, the BDT seems to be able to distinguish between them to some extent,
with BDT scores for tWH ranging in between the bulk of the background – mostly t¯t
+ hf/lf – and the tHq signal process. This implies a certain correlation of one or more
input variables with the invariant masses of the reconstructed top quarks, which are the
variables providing the clearest separation power between doubly- and singly-resonant
processes with a bW+b¯W−H final state. Another reason is that for Ct = −1, the kinemat-
ics for tWH differs more from the one of t¯tH, which can be seen by comparing Fig. 5.21
and Fig. B.1. By including tWH events in the training signal sample or by introducing a
dedicated BDT for the isolation of the tWH contribution, an improvement in terms of
signal-vs.-background separation is expected to be achieved. As it lies beyond the scope
of the thesis presented here, this is deferred to future studies.
5.6. Systematic uncertainties
A rich set of systematic uncertainties is considered in the statistical inference at 13 TeV,
resembling the one of the 8 TeV analysis in most of its aspects. The list incorporates shape
variations of the BDT output due to uncertainties on the Q2 scale, the jet energy and the
performance of the b tagging algorithm. A rate uncertainty of 4.5% reflects the imperfect
knowledge about the exact value for the integrated luminosity. PDF uncertainties on the
cross sections of the processes considered are taken to have the same size as in Run-I.
A subtle change has happened in the treatment of the aforementioned Q2 scale uncer-
tainties. In the 8 TeV analysis, inclusive distributions corresponding to predictions with a
systematically shifted scale have been renormalized to match the integral of the one with
nominal scale choice. Yield differences in the final templates can then only arise from
acceptance differences due the influence of the scale on shapes. On top of the differences
due to the shapes, a rate uncertainty corresponding to the scale uncertainty of the most
accurate cross section calculation for the respective process has been used, implying that
rate effects of a shifted scale are fully correlated across the phase space.
While there is still no definite prescription from the theory side as to how to incor-
porate scale uncertainties in a fiducial phase space, the tendency is now to consider
also the normalization effects on inclusive distributions when using a shifted scale, and
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Figure 5.13.: Distributions of the input variables for the classification BDT in the muon + electron
channel in the 2 tag region. Simulation is normalized to data in order to facilitate the shape
comparison.
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Figure 5.14.: Distributions of the input variables for the classification BDT in the muon + electron
channel in the 2 tag region. Simulation is normalized to data in order to facilitate the shape
comparison.
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Figure 5.15.: Distributions of the input variables for the classification BDT in the muon + electron
channel in the 3 tag region. Simulation is normalized to data in order to facilitate the shape
comparison.
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Figure 5.16.: Distributions of the input variables for the classification BDT in the muon + electron
channel in the 3 tag region. Simulation is normalized to data in order to facilitate the shape
comparison.
134
5.6. Systematic uncertainties
 (light jet)
T
log p
3 4 5 6 7
Ev
en
ts
/B
in
0
1
2
3
4
Data
tH
+bbtt
+2btt
+btt
+cctt
+lftt
Htt
EW
MC stat.
20x tH
 (13 TeV)-12.2 fb
Muon + electron channel
4 tag region
=1VC=-1,  tC
 (light jet)
T
log p
3 4 5 6 7
Pr
ed
.
D
at
a-
Pr
ed
.
2−
0
2
MC stat.  (light jet)|η|
0 1 2 3 4
Ev
en
ts
/B
in
0
1
2
3 Data
tH
+bbtt
+2btt
+btt
+cctt
+lftt
Htt
EW
MC stat.
20x tH
 (13 TeV)-12.2 fb
Muon + electron channel
4 tag region
=1VC=-1,  tC
 (light jet)|η|
0 1 2 3 4
Pr
ed
.
D
at
a-
Pr
ed
.
2−
0
2
MC stat.
 jethadCSV of first W
0 0.2 0.4 0.6 0.8 1
Ev
en
ts
/B
in
0
1
2
3
4
Data
tH
+bbtt
+2btt
+btt
+cctt
+lftt
Htt
EW
MC stat.
20x tH
 (13 TeV)-12.2 fb
Muon + electron channel
4 tag region
=1VC=-1,  tC
 jethadCSV of first W
0 0.2 0.4 0.6 0.8 1
Pr
ed
.
D
at
a-
Pr
ed
.
2−
0
2
MC stat.  jethadCSV of second W
0 0.2 0.4 0.6 0.8 1
Ev
en
ts
/B
in
0
1
2
3
4
Data
tH
+bbtt
+2btt
+btt
+cctt
+lftt
Htt
EW
MC stat.
20x tH
 (13 TeV)-12.2 fb
Muon + electron channel
4 tag region
=1VC=-1,  tC
 jethadCSV of second W
0 0.2 0.4 0.6 0.8 1
Pr
ed
.
D
at
a-
Pr
ed
.
2−
0
2
MC stat.
)
had
log m (t
4.5 5 5.5 6
Ev
en
ts
/B
in
0
2
4
6 Data
tH
+bbtt
+2btt
+btt
+cctt
+lftt
Htt
EW
MC stat.
20x tH
 (13 TeV)-12.2 fb
Muon + electron channel
4 tag region
=1VC=-1,  tC
)
had
log m (t
4.5 5 5.5 6
Pr
ed
.
D
at
a-
Pr
ed
.
2−
0
2
MC stat.
Figure 5.17.: Distributions of the input variables for the classification BDT in the muon + electron
channel in the 4 tag region. Simulation is normalized to data in order to facilitate the shape
comparison.
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Figure 5.18.: Distributions of the input variables for the classification BDT in the muon + electron
channel in the 4 tag region. Simulation is normalized to data in order to facilitate the shape
comparison.
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Figure 5.22.: Shape variations due to uncertainties on the Q2 scale (a), b tagging (b), jet energy
scale (c) and jet energy resolution (d).
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propagate them into the fiducial phase space, which in general will lead to larger Q2
uncertainties. However, it can be seen from Fig. 4.7 that not considering the uncertainty
on the normalization of an inclusive NLO prediction would leave uncertainty bands that
do not include the NNLO prediction and thus can potentially lead to a misinterpretation
of the Q2 uncertainty representing missing higher order contributions. The effect of the
Q2 uncertainties on the BDT output distributions can be seen in Fig. 5.22(a). Notably,
the uncertainties increase towards larger BDT output values in the case of the signal,
but not for the background (which is mainly constituted by t¯t + hf/lf). This is an inter-
esting observation, suggesting that a very important variable in the BDT is sensitive to
the Q2 scale. Indeed, the second most important variable – the invariant mass of the
reconstructed hadronically decaying top quark stemming from the t¯t reconstruction –
relies on the modelling of additional light flavor or gluon emissions in the parton shower
for the signal process. While the b quarks from the top quark decays are mostly assigned
to b jets, the decay objects of the hadronically decaying W boson are identified with light
flavor jets most of the time. However, there is only one genuine light flavor jet in the tHq
process, which, because of its kinematics, is not a perfect candidate for central light flavor
jets as expected in the t¯t process. Therefore, the BDT will choose jets added by the parton
shower, resulting in large Q2 uncertainties on this observable that is strongly correlated
to the final classification BDT output. This will impair the sensitivity of the analysis,
which is particularly driven by the signal enriched bins of the BDT output distribution.
At the same time a possibility to make the analysis more sensitive by employing an NLO
simulation for the signal process, by which additional radiation would come from the
matrix element calculation and not from the parton shower, is opened up.
Similarly large uncertainties are introduced due to the CSV reweighting (Fig. 5.22(b)).
In the derivation of scale factors for heavy flavor (light flavor) jets, background contribu-
tions from the light (heavy) component are subtracted in dedicated control regions. The
size of this component is given a 20% rate uncertainty, translating into systematically
varied scale factors. Another uncorrelated source is of statistical nature and addresses the
parametrization with first and second order polynomials in the scale factor evaluation.
More details on the procedure of the CSV reweighting and its uncertainties are given
in [197].
The uncertainty of the jet energy scale is evaluated by varying the energy scale correc-
tion of the jets by one standard deviation. Selection cuts are imposed again and BDTs
are reevaluated, thereby propagating the effect of the shifted the jet energy scale and
resolution to the final BDT output distributions which can have both shape differences
as well as different overall normalizations due to modified acceptances. The variations
are presented in Fig. 5.22(c)-(d).
Nuisance parameters reflecting the specific source of uncertainty are introduced into
the statistical model. Their pulls and uncertainties after an s+ b fit to an Asimov dataset
thrown from background-only expectation are shown in Fig. B.2, indicating that the
prior rate uncertainties of 50% on the normalization of t¯t + hf processes might be slightly
too conservative.
In general, as can be seen from Fig. 5.23, the impact of uncertainties on the limit does
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Figure 5.23.: Impact of the nuisance parameters on the final exclusion limit.
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not change much compared to the 8 TeV analysis. Uncertainties on the identification of b
jets are the dominant systematic source due to the complexity of the CSV reweighting
procedure. The next most important uncertainties are related to the modelling of the t¯t
process and the Q2 scale.
5.7. Results
Since the analysis is performed in a blind way, no data is touched in calculating the
expected event yields and deriving the expected upper limits for an integrated luminosity
of 2.2 fb−1. However, as shape comparisons of the kinematics of the light jet suggest, there
is a problem in the modelling of forward jets both in data and MC, which is particularly
pronounced in the 2 tag region. Given the importance of this η region for the correct
reconstruction of the most characteristic feature of the signal process, a good description
of objects kinematics in the forward region is essential for deriving meaningful results.
For these reasons, albeit studies at 8 TeV have shown that the inclusion of this control
region can make the analysis more sensitive, it is abstained from utilizing 2 tag region
events at all for the final limit calculation, leaving this possible improvement to later
stages after re-reconstructed MC and data samples have become available.4
The final classification BDT outputs in the 2 tag region and the two signal regions are
shown in Fig. 5.24. Simulation is normalized to prediction and is not fit to data, which is
only shown for the signal-depleted bins of the distributions in the signal region. Shaded
bands on the templates and in the ratio show the effect of all shape uncertainties (CSV
reweighting, Q2 scale, jet energy scale and resolution) on the BDT output distribution. It
well covers the presented data points. The templates in the 3 tag and 4 tag regions are
employed to compute the sensitivity of the analysis by setting expected upper limits on
the allowed signal cross section for Ct = −1, and similarly for the other scenarios, whose
distributions are not presented here.
Exclusion limits are derived with the asymptotic CLS method, and are given for the SM
case and the scenario with a flipped top-Yukawa coupling in Tab. 5.4. The latter scenario
is expected to be excluded with a cross section larger than 11× σCt=−1. The expected tH
rates with SM-like kinematics would have to be 182 times larger than σSM×BR(H→ bb¯),
i.e. larger than 182×(0.072+0.016)pb×0.58 = 9.28 pb so that the analysis could exclude
it at 95% C.L. In this calculation, 0.072 pb (0.016 pb) is the inclusive cross section of tHq
(tWH) and 0.58 is the branching fraction of H→ bb¯.
The main pad of Fig. 5.25 presents the asymptotic expected upper exclusion limits on
σ/σtheor. for all 51 points in theCt-CV plane. A cubic spline fit has been used to interpolate
between the scenarios and to obtain smooth curves for the expected limits and the ±1σ
uncertainty bands. The analysis is least sensitive to the scenarios for which the cross
section (dashed lines) has a minimum, making it hardest to distinguish between the
4In fact, because this is a blind analysis, predictions are to be fit to pseudo data. Since the real benefit of
including the 2 tag region in the limit calculation consists in being able to better constrain the background
in the fit to real data, omitting the 2 tag region in the statistical inference is not expected to worsen the
sensitivity of the analysis to a significant extent.
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Table 5.3.: Expected event yields and combined (statistical plus systematic) uncertainties at 13 TeV
before a fit to data for the 3 and 4 tag regions. For the sake of brevity, only the signal yields for
Ct = ±1 are provided.
Process 2 tag 3 tag 4 tag
t¯t + bb¯ 325± 175 61± 34 4.3± 2.8
t¯t + 2b 192± 91.0 26± 16 0.35± 0.29
t¯t + b 444± 230 37± 19 0.30± 0.26
t¯t + cc¯ 1541± 829 33± 28 0.19± 0.58
t¯t + lf 7360± 1712 63± 28 0.05± 0.09
single top 501± 78 10± 3 0.26± 0.16
W/Z + jets 150± 36 5.1± 1.4 0.00± 0.00
VV 7.2± 1.3 0.19± 0.08 0.00± 0.00
t¯tH 17± 8 4.2± 2.3 0.40± 0.26
Σ 10537± 1929 239± 59 6± 3
Ct CV
tHq
1 1 0.89± 0.22 0.15± 0.05 0.01± 0.00
−1 1 12± 3 2.2± 0.7 0.12± 0.04
tWH
1 1 0.61± 0.07 0.10± 0.02 0.01± 0.00
−1 1 6.7± 0.9 1.1± 0.2 0.06± 0.02
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Figure 5.24.: Pre-fit distributions of the final classification BDT output. Simulation is normalized
to luminosity. Data is shown only in a signal-depleted region since the analysis has been per-
formed in a blind way. Uncertainty bands include both statistical and systematic uncertainties
and cover data-MC discrepancies. The expected upper limits on the ratio σ/σtheor. are derived
from the lower two distributions.
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Table 5.4.: Expected upper limits at 13 TeV on σ/σtheor. at 95% confidence level. The numbers are
quoted together with the ±1/2σ uncertainties on the limit. The limits of the remaining signal
scenarios considered can be found in Tab. B.5.
Ct CV Exp. upper limit
1 1 182+109/264−63/98
−1 1 11.0+6.5/16.8−3.8/5.9
s+ b and the b-only hypothesis. The integrated luminosity of 2.2 fb−1 is not large enough
to exclude any of the scenarios considered; however, going to larger negative values
of Ct = −3, one approaches the yellow line representing an analysis that is sensitive
enough to exclude exactly the respective scenario at 95% C.L.
In the middle pad of Fig.5.25 the yields in the signal region (σfid.) of tHq and tWH are
compared. Here, the effect of the harder and more central kinematics of the Higgs boson
in the case of tWH than for tHq (see Fig. 5.3) becomes visible. While the inclusive rate
for (Ct, CV) = (−1, 1) is 5.4 times larger for tHq than for tWH, acceptance effects when
imposing selection cuts on central b jets bring down the ratio to about 2. This is even
more drastic for the SM case, where tHq and tWH contribute almost equally.
The bottom ratio shows the selection efficiency for the signal processes with respect
to their inclusive production rate. For a given value of CV, the selection efficiency has
a minimum for the Ct values that lead to topologies where the Higgs boson and the
top quark are produced least centrally. The differences between the green, blue and red
curves on the other hand can be attributed to two different features: firstly, for CV = 0.5,
the Higgs boson and top quark are harder and more central than for the other two cases.
This translates into a relatively larger acceptance for the final state objects as they appear
in the detector, like the lepton from the top quark or the b jets. Secondly, the branching
fraction for H→ bb¯ decreases as CV is increased, resulting in smaller yields for larger
CV with the employed analysis selection.
5.8. Chapter summary
An analysis strategy similar to the one at 8 TeV has been followed in the search for the
associated production of a single top quark and a Higgs boson with the first 2.2 fb−1 of
LHC data recorded at 13 TeV. However, this thesis has extended the scope of the analysis
by including the tWH production mode as an additional signal process and considering
multiple signal scenarios. In Run-I, only the scenario of a flipped sign for the top-Yukawa
coupling, i.e. Ct = −1 has been considered. Now, the two-dimensional plane spanned
by Ct and CV – the latter factor denotes the scaling of the Higgs boson coupling to vector
bosons – is scanned by directly searching for multiple scenarios in this plane. Some of
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Figure 5.25.: Asymptotic expected upper limits at 95% C.L. for the associated production of a
single top quark and a Higgs boson at 13TeV with an integrated luminosity of 2.2 fb−1 are
represented by the solid lines. Dots mark the 51 signal hypotheses considered in the analysis.
A cubic spline fit has been used for interpolating between the points for a given value of CV.
Semi-transparent bands indicate the ±1σ uncertainties on the exclusion limit. Dashed lines
for the combined inclusive tHq+tWH production cross sections allow for a direct comparison
with the sensitivity on the respective scenario. To which extent either the t-channel or tW
associated production of the Higgs boson contribute to the event yields in the signal region
is shown in the ratio on the middle pad. The selection efficiency for the signal (the sum of
tHq and tWH) with respect to their inclusive production is provided below. Tab. B.5 lists the
numerical values of the limits.
145
5. Prospects for a search for associated production of single top quark and Higgs boson at 13 TeV
these display drastic differences in terms of inclusive and differential cross sections with
respect to the SM case. With the data collected in 2015 and analyzed in this chapter, it is
not yet expected that the analysis will be able to exclude any of the scenarios considered.
Anomalous tH production with Ct = −1-like kinematics can be excluded at 95% C.L.
if its cross section is larger than 6.00 pb, translating into an upper limit on the signal
strength modifier of µ = 11.0. Accordingly, the search is roughly half as sensitive as
the one performed with 19.7 fb−1 at 8 TeV. This seems reasonable given that one gains a
factor of ∼ 4 for the cross section (by moving from 8 to 13TeV and including the tWH
process in the signal definition) but the integrated luminosity has been nine times larger
in Run-I. In the scenario with SM couplings, i.e. Ct = CV = 1, µ > 182 is expected to be
excluded at 95% C.L.
No other search for tH production has been performed at 13 TeV yet; a statement on the
combined exclusion power of all Higgs boson decay channels is therefore not possible
at the moment. However, the CMS collaboration will continue pursuing the approach
of a direct search for tH, and all individual decay channels of the combination at 8 TeV
will be covered also in Run-II. In particular, one analysis will search for events in which
the Higgs boson decays into two photons and the top quark decays hadronically. This
final state has not been looked for in Run-I data but seems a “low hanging fruit” given
its unique signature.
Eventually, a combination with t¯tH searches to measure the top-Yukawa coupling at
larger integrated luminosities is aimed for. First considerations as to how to make event
selections orthogonal yet retain the highest possible search sensitivity for the single
analyses have been made. The most straightforward way is to veto forward jets in t¯tH
searches and require at least one forward jet for tH channels. One can also make the
analyses orthogonal by dividing up the phase space into tH enriched and t¯tH enriched
regions bymeans of anMVAoutput distribution that separates between the two processes.
This is a more sophisticated possibility and would ensure that selections are not too
demanding for the respective signals. However, the question will have to be answered
how to account for the change in kinematics for different values of Ct (and CV) in the
case of tH with this approach, whereas only the overall rate but not the kinematics varies
for t¯tH. Further studies and discussion are therefore needed to maximize synergy effects
between the two top quark + Higgs boson production modes.
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This thesis presents the direct search for the associated production of a single top quark
and a Higgs boson in the H → bb¯ channel. At √s = 8TeV the first dedicated search
has been developed within the CMS collaboration, with significant contributions from
the author of this thesis at every step of the analysis chain, and has been made public
through a Physics Analysis Summary [156] and a combination paper [48]. The analysis
is recapulated here. The thesis for the first time also provides expected upper limits on
tH production that are achievable with the early data collected in the LHC Run-II, where
a higher center-of-mass energy, leading to an increased signal cross section compared to
Run-I, is accessible.
Unlike the predominant gluon fusion or other common Higgs boson production
channels, the rare tH production is sensitive to the relative sign of the top-Yukawa
coupling yt and the coupling to massive gauge bosons. Consequently, both its inclusive
rates as well as the differential cross sections are functions of the Higgs boson couplings,
and the channel is suited to look for deviations from their SM values. Depending on
the theoretical assumptions put into a global fit to LHC data, in particular a scenario
where yt has a flipped sign with respect to the SM (the cross section of this scenario is
enhanced by a factor of 13 for yt = −1 at a center-of-mass energy of 8 TeV) is disfavored
only at the 1σ level. This has motivated the search for the production of a Higgs boson
in association with a single top quark.
The collision data analyzed in the Run-I analysis has been recorded with the CMS
detector during 2012 and corresponds to an integrated lumonisity of 19.7 fb−1. Despite
the enhancement for the exotic scenario, the expected tHq yields in a signal-enriched
region defined by requirement on the presence of three or four b tagged jets and an
additional untagged jet are small compared to the predominant t¯t + jets background
(∼40 tHq events vs. ∼2500 background events). Another challenge consists in the
multi-jet final state which hampers a correct identification and reconstruction of objects
like the Higgs boson and the top quark. For these reasons, multivariate analysis tools
(MVAs) have been used to maximize the performance of the analysis: an MVA aims
at reconstructing the events and assigning the correct jets to the parton level quarks,
which in case of the tHq process are the light forward quark and the three b quarks from
the decay of both the Higgs boson and the top quark. In order to account for genuine
features of the t¯t process with subsequent semi-leptonic decay, another reconstruction
MVA is designed to identify the jets belonging to the b quarks from the top quark pair
and the two light quarks from the hadronically decaying W boson. After reconstructing
each event passing the event selection under the two hypotheses, a final classification
MVA has been employed to separate the tHq process from the background. By means of
the output distributions of this MVA, an upper CLS exclusion limit at 95% confidence
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level on tHq production with yt = −1 has been derived, resulting in an upper boundary
of 1.78 pb and a signal strength modifier of µ < 7.6.
At a higher center-of-mass energy of 13 TeV, a total integrated luminosity of 2.2 fb−1 has
been collected with the CMS detector during 2015. This data is compared to theoretical
predictions and is used to give an overview on the quality of underlying distributions,
revealing good agreement between observation and simulation. Expected upper limits
on points in the two-dimensional phase space spanned by the generic real-valued scaling
factorsCt andCV for the top-Yukawa coupling and for the coupling of the Higgs boson to
weak gauge bosons, respectively, are set. This approach represents a novelty in the scope
of the analysis compared to Run-I and has been designed, developed and conducted for
the first time in the context of this thesis. Assuming the existence of physics beyond the
Standard Model that is responsible for the generation of SM-like top quark and gauge
boson masses for |Ct,V| 6= 1, the couplings of the Higgs boson to the SM particles can be
varied independently by the scale factors, and the production rates can be constrained.
The amount of collected data is not large enough yet to allow for an analysis that is
expected to be able to exclude any of the points considered in the two-dimensional plane.
In particular, the associated production of a single top quark and a Higgs boson – where
also the tWH process has been considered for the first time – with kinematics as in the
two benchmark models Ct = 1 and −1 (with CV = 1) is expected to be excluded at 95%
C.L. if σ × BR is larger than 9.28 pb and, respectively, 6.00 pb.
A projection to larger integrated luminosities under the naïve assumption that system-
atic uncertainties stay the same with respect to the ones used for the first 13 TeV result
mentioned above is provided in Fig. 6.1 for the two Ct = ±1 scenarios. In neither of
the cases, the analysis can exclude the respective model with 3000 fb−1 of pp collision
data at the High-Luminosity-LHC, and the limit on σ/σtheor. approaches a plateau which
lies well above 1. In this regime, the sensitivity is purely determined by the systematic
uncertainties the measurement is aﬄicted with. Therefore, their reduction is necessary
if tH production with H→ bb¯ shall ever be observed even at the highest luminosities.
The dominant systematic uncertainties are mostly theory related and reflect the level of
understanding of the t¯t process. Given that the phase space considered in the analysis is
dominated by large jet multiplicities, incorporating more NLO-accurate jets in the matrix
element calculation for the t¯t process seems a promising approach and can lead to an
improved description and reduced theoretical uncertainties for the main background.
However, generating a simulation sample with improved precision is impractical from
the computational point-of-view. Progress should be made on the theoretical side to
circumvent the large fraction of negative weights, also in view of a potential NLO signal
sample. Along the same lines, a better theoretical understanding both of the kinematics
of additional jets produced in association with a top quark pair and of the heavy flavor
content among these extra jets would help constraining another dominant source of
systematic uncertainty. This is also a pivotal point for other Higgs boson + heavy flavor
(hf) quarks searches like t¯tH, H→ bb¯, where t¯t + hf processes represent an irreducible
background.
While the points remarked above seem to provide a discouraging outlook in regard
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Figure 6.1.: A projection for the integrated luminosity up to 3000 fb−1 is performed in order to the
estimate discovery potential of the channel. The red horizontal line indicates the case where
the analysis is sensitive enough to exactly exclude the models; however, it is never crossed by
the dashed black line representing the median expected upper limit for Ct = −1 and Ct = 1,
respectively. Implications of this are discussed in the body text.
to the discovery potential of the channel alone, it is clear that the full potential of tH
production in constraining Higgs boson couplings can only be released in a combination
with other decay modes. There, on the other hand, H→ bb¯ is one of the most sensitive
channels, and the analysis drives the exclusion limits together with H → γγ. A first
combination at
√
s = 8 TeV has been able to put stringent limits on the exotic scenario of
tH production. At 13TeV and with larger integrated luminosities, a combination of all
decay channels will become even more significant: it can potentially exclude exotic single
top quark + Higgs boson production, and the top-Yukawa coupling can be measured by
combining tH and t¯tH analyses provided one succeeds in defining an efficient way how
to make analysis selections orthogonal. This is subject of ongoing discussions within the
community that pave the way towards a coherent strategy for the search for top quark +
Higgs boson signatures.
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A. Appendix: Search for single top quark + Higgs
boson at 8TeV
A.1. Recorded and simulated datasets
Table A.1.: Experimental pp collision data exploited in the analysis. The second column shows
the recorded integrated luminosity.
Dataset name Int. luminosity
Muon
/SingleMu/Run2012A-22Jan2013-v1/AOD 876 pb−1
/SingleMu/Run2012B-22Jan2013-v1/AOD 4 412 pb−1
/SingleMu/Run2012C-22Jan2013-v1/AOD 7 055 pb−1
/SingleMu/Run2012D-22Jan2013-v1/AOD 7 369 pb−1
Electron
/SingleElectron/Run2012A-22Jan2013-v1/AOD 876 pb−1
/SingleElectron/Run2012B-22Jan2013-v1/AOD 4 412 pb−1
/SingleElectron/Run2012C-22Jan2013-v1/AOD 7 055 pb−1
/SingleElectron/Run2012D-22Jan2013-v1/AOD 7 369 pb−1
total luminosity: 19.71 fb−1
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A.1.1. Corrections
The scale factors to adjust the modelling of the top quark pT distributions to the ones
observed in data are, depending on the allowed top quark decays, given by:
Afull-lept. = 0.148, Bfull-lept. = 0.00129
Asemi-lept. = 0.159, Bsemi-lept. = 0.00141
Aincl. = 0.156, Bincl. = 0.00137.
They are used in the equation for the event weight wtop pT :
wtop pT =
√
exp (A−B · pT(top)) · exp (A−B · pT(antitop))
As is mentioned in Sec. 4.2.5, the missing transverse energy needs to be corrected for an
x-y modulation observed in the reconstructed ET/ [168]. The x and y component of the
ET/ vector in data are corrected with:
(ET/ )x,corr = (ET/ )x,uncorr − 0.0483642 + (0.24887 ·NV,PU)
(ET/ )y,corr = (ET/ )y,uncorr + 0.150135 + (0.0828917 ·NV,PU)
For simulation, the correction is:
(ET/ )x,corr = (ET/ )x,uncorr − 0.162861 + (0.0238517 ·NV,PU)
(ET/ )y,corr = (ET/ )y,uncorr − 0.360860 + (0.130335 ·NV,PU)
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detector conditions and fixes a known problem in the simulation of the electro-
magnetic calorimeter [134]. Junging from a more accurate description of the
data provided by this simulation, the ⌘ migration is assumed to be responsible
for the depression.
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Figure 4.5: Di↵erence between pseudorapidities of a reconstructed jet and the
particle-level jet matched to it (left-hand plots) and the standard deviation of
the di↵erence (right-hand plots). In the upper row, the quantities are plotted
as functions of the reconstructed jet pT and ⌘ while in the lower row ⌘ of the
matched particle-level jet is used instead. The matching is performed as in
Ref. [133].
Although the jet ⌘ bias can be measured in simulation, studying it in data is
a complicated task, and for this reason no attempt to correct for the bias has
been made. However, Fig. 4.5 reveals that the jet migration is mostly restricted
to the region 2.4 . |⌘| . 3.2, altering details of the distribution in ⌘ inside the
region but not a↵ecting the overall normalization in the area. To make the
analysis insensitive to the migration, the whole region is treated as a single
bin in pseudorapidity, allowing the analysis to access the overall number of jets
Figure A.1.: Differences (l ft column) a d tandard deviation of the diffe enc s (right column) in
η between the reconstructed and matched generator level jets. Taken from [40].
A.2. MVA training
A.2.1. Validation figures
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Figure A.2.: Remaining input variables for the tHq reconstruction. A clear separation between
correct and wrong assignments in visible in all cases.
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Figure A.3.: Best reconstruction NN output under the tHq hypothesis in the 3 tag and 4 tag region.
Simulation is normalized to data.
random NN output under tHq hypothesis
0.5− 0 0.5 1
Ev
en
ts
/B
in
0
2
4
6
310×
Data
=-1)tC(tHq 
b+btt
+btt
+cctt
+lftt
Htt
EW
MC stat.
 (8 TeV)-119.7 fb
Muon channel
2 tag region
random NN output under tHq hypothesis
0.5− 0 0.5 1
Pr
ed
.
D
at
a-
Pr
ed
.
0.5−
0
0.5
MC stat. random NN output under tHq hypothesis
0.5− 0 0.5 1
Ev
en
ts
/B
in
0
1
2
3
4
310×
Data
=-1)tC(tHq 
b+btt
+btt
+cctt
+lftt
Htt
EW
MC stat.
 (8 TeV)-119.7 fb
Electron channel
2 tag region
random NN output under tHq hypothesis
0.5− 0 0.5 1
Pr
ed
.
D
at
a-
Pr
ed
.
0.5−
0
0.5
MC stat.
Figure A.4.: Random reconstruction NN output under the tHq hypothesis in the 2 tag region.
Simulation is normalized to data.
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Figure A.5.: Remaining input variables for the t¯t reconstruction. A clear separation between
correct and wrong assignments in visible in all cases.
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Figure A.6.: Best reconstruction NN output under the t¯t hypothesis in the 3 tag and 4 tag region.
Simulation is normalized to data.
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Figure A.7.: Random reconstruction NN output under the t¯t hypothesis in the 2 tag region.
Simulation is normalized to data.
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Figure A.8.: Distributions of the input variables for the classification NN in the electron channel
in the 2 tag region, which is enriched in top quark pair events. Simulation is normalized to
data in order to facilitate the shape comparison. All MC weights are applied.
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Figure A.9.: Distributions of the input variables for the classification NN in the electron channel
in the 3 tag region. Simulation is normalized to data in order to facilitate the shape comparison.
All MC weights are applied.
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Figure A.10.: Distributions of the input variables for the classification NN in the electron channel
in the 4 tag region. Simulation is normalized to data in order to facilitate the shape comparison.
All MC weights are applied.
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A.2.2. Used settings
The settings used for both reconstruction NNs and the classification NN are:
VarTransform=N:NeuronType=tanh:NCycles=500:HiddenLayers=30:
TrainingMethod=BFGS:TestRate=5
A.3. Pre-fit distributions
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Figure A.11.: Pre-fit distributions of the final classification NN output.
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A.4. Pulls for fit to Asimov data
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Figure A.12.: Pulls of the single nuisance parameters in the fit to an Asimov data set.
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B. Appendix: Search for single top boson + Higgs
boson at 13TeV
B.1. Scalings and couplings
The branching fraction of H→ bb¯ depends on the scaling factor CV.
ΓSMbb¯ + Γ
SM
ττ + ...+ Γ
SM
VV = Γ
SM
ΓSMbb¯ + Γ
SM
ττ + ...+ C
2
VΓ
SM
VV = Γ
SM + (C2V − 1)ΓSMVV
BR(H→ bb¯) = Γ
SM
bb¯
ΓSM
BR∗(H→ bb¯) = Γ
SM
bb¯
ΓSM + (C2V − 1)ΓSMVV
.
Therefore, the scaling factor for the branching ratio H→ bb¯ is given by
BR∗
BR
=
1
1 + (C2V − 1)ΓSMVV
.
For varying Ct, the braching fraction H→ γγ changes as well. This would imply also
a dependence on BR(H→ bb¯) on Ct. However, since the branching fraction of the Higgs
boson decaying into two photons is way smaller than into two b quarks, the dependence
can be neglected.
On the other hand, the production cross section of pp → t¯tH has a C2t dependence
that is taken into account in the analysis. Since the shape of the final classification BDT
output of t¯tH and does not peak in signal enriched bins, the effect of changed yields for
t¯tH on the exclusion limit for tH is small.
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B.2. Production cross sections at NLO in QCD
Table B.1.: Production cross sections for tHq, depending on Cf and CV. Obtained with Mad-
Graph5_aMC@NLO at NLO in the 4F. The quoted uncertainties on the cross section correspond
to scale variations in %.
Cf CV σ [pb] Cf CV σ [pb] Cf CV σ [pb]
−3.0 0.5 2.260+1.9−2.7 −3.0 1.0 2.991+2.1−3.1 −3.0 1.5 3.845+2.6−3.2
−2.0 0.5 1.160+2.0−2.9 −2.0 1.0 1.706+2.6−3.2 −2.0 1.5 2.371+2.5−3.6
−1.5 0.5 0.748+2.1−3.1 −1.5 1.0 1.205+2.5−3.6 −1.5 1.5 1.784+2.7−3.9
−1.25 0.5 0.573+2.1−3.0 −1.25 1.0 0.987+2.6−3.4 −1.25 1.5 1.518+2.8−3.9
−1.0 0.5 0.472+2.3−3.3 −1.0 1.0 0.793+2.7−3.9 −1.0 1.5 1.287+3.0−4.3
−0.75 0.5 0.300+2.5−3.5 −0.75 1.0 0.621+2.9−4.1 −0.75 1.5 1.067+3.1−4.4
−0.5 0.5 0.198+2.8−3.9 −0.5 1.0 0.472+3.2−4.4 −0.5 1.5 0.874+3.4−4.7
−0.25 0.5 0.119+3.1−4.6 −0.25 1.0 0.351+3.5−5.0 −0.25 1.5 0.703+3.6−5.0
0.0 0.5 0.062+3.8−5.6 0.0 1.0 0.248
+3.9
−5.5 0.0 1.5 0.558
+3.8
−5.4
0.25 0.5 0.028+5.0−7.1 0.25 1.0 0.169
+4.4
−6.2 0.25 1.5 0.437
+4.2
−6.1
0.5 0.5 0.018+4.2−6.7 0.5 1.0 0.113
+5.0
−7.1 0.5 1.5 0.334
+4.6
−6.5
0.75 0.5 0.030+1.4−2.9 0.75 1.0 0.081
+5.7
−7.6 0.75 1.5 0.256
+5.2
−7.2
1.0 0.5 0.066+1.0−3.6 1.0 1.0 0.071
+4.1
−6.7 1.0 1.5 0.200
+5.7
−7.6
1.25 0.5 0.124+0.9−3.7 1.25 1.0 0.084
+2.3
−4.6 1.25 1.5 0.167
+5.5
−7.5
1.5 0.5 0.205+0.8−3.7 1.5 1.0 0.120
+1.2
−2.9 1.5 1.5 0.159
+4.1
−6.7
2.0 0.5 0.436+1.0−3.6 2.0 1.0 0.260
+1.0
−3.6 2.0 1.5 0.211
+2.0
−3.9
3.0 0.5 1.177+1.2−3.2 3.0 1.0 0.821
+0.8
−3.7 3.0 1.5 0.589
+0.9
−3.7
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Table B.2.: Production cross sections for tWH, depending on Cf and CV. Obtained with Mad-
Graph5_aMC@NLO at NLO in the 5F. The quoted uncertainties on the cross section correspond
to scale variations in %.
Cf CV σ [pb] Cf CV σ [pb] Cf CV σ [pb]
−3.0 0.5 0.514+2.3−3.0 −3.0 1.0 0.641+2.3−2.7 −3.0 1.5 0.783+2.1−2.1
−2.0 0.5 0.255+2.3−2.8 −2.0 1.0 0.346+2.2−2.5 −2.0 1.5 0.457+2.1−2.1
−1.5 0.5 0.159+2.3−2.8 −1.5 1.0 0.253+2.1−2.2 −1.5 1.5 0.329+1.9−1.8
−1.25 0.5 0.120+2.2−2.5 −1.25 1.0 0.188+2.0−2.0 −1.25 1.5 0.275+1.9−1.6
−1.0 0.5 0.087+2.1−2.3 −1.0 1.0 0.147+2.0−1.8 −1.0 1.5 0.224+1.9−1.5
−0.75 0.5 0.059+2.0−2.1 −0.75 1.0 0.110+2.0−1.7 −0.75 1.5 0.180+1.8−1.3
−0.5 0.5 0.037+1.9−1.8 −0.5 1.0 0.080+1.7−1.4 −0.5 1.5 0.141+1.6−1.2
−0.25 0.5 0.020+1.8−1.3 −0.25 1.0 0.055+1.6−1.1 −0.25 1.5 0.108+1.6−1.2
0.0 0.5 0.009+1.6−1.3 0.0 1.0 0.036
+1.5
−1.2 0.0 1.5 0.081
+1.5
−1.2
0.25 0.5 0.004+2.1−2.0 0.25 1.0 0.022
+1.6
−1.5 0.25 1.5 0.059
+1.5
−1.4
0.5 0.5 0.004+4.6−6.1 0.5 1.0 0.014
+2.1
−2.0 0.5 1.5 0.043
+1.8
−1.7
0.75 0.5 0.010+4.7−6.3 0.75 1.0 0.012
+3.2
−3.9 0.75 1.5 0.033
+2.1
−2.0
1.0 0.5 0.021+4.0−5.5 1.0 1.0 0.016
+4.6
−6.1 1.0 1.5 0.028
+2.8
−3.0
1.25 0.5 0.038+3.7−5.2 1.25 1.0 0.025
+4.8
−5.4 1.25 1.5 0.029
+3.6
−4.7
1.5 0.5 0.061+3.5−4.9 1.5 1.0 0.039
+4.6
−6.3 1.5 1.5 0.035
+4.6
−6.0
2.0 0.5 0.125+3.0−4.3 2.0 1.0 0.086
+4.0
−5.5 2.0 1.5 0.065
+4.8
−6.5
3.0 0.5 0.317+2.8−4.0 3.0 1.0 0.247
+3.3
−4.6 3.0 1.5 0.193
+4.0
−5.6
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B.3. Recorded and simulated datasets
Table B.3.: Experimental pp collision data exploited in the analysis at 13 TeV. The second column
shows the recorded integrated luminosity.
Dataset name
Muon
/SingleMuon/Run2015D-05Oct2015-v1/MINIAOD
/SingleMuon/Run2015D-PromptReco-v4/MINIAOD
Electron
/SingleElectron/Run2015D-05Oct2015-v1/MINIAOD
/SingleElectron/Run2015D-PromptReco-v4/MINIAOD
total luminosity: 2.198 fb−1
Table B.4.: Simulated datasets used for the 13 TeV analysis. All samples have been showered with
Pythia8. Cross sections have been taken from [200].
Process ME generator ME precision Cross section× BR, pb
tHq MadGraph LO 0.793 (nlo)
tWH MadGraph LO 0.147 (nlo)
t¯tH PowhegV2 NLO 0.2934 (nlo)
t¯t PowhegV2 NLO 831.76 (nnlo)
single top t-chan., t Powheg NLO 70.69 (nlo)
single top t-chan., t¯ Powheg NLO 44.33 (nlo)
single top tW, t Powheg NLO 35.6 (approx. nnlo) [198]
single top tW, t¯ Powheg NLO 35.6 (approx. nnlo) [198]
W + jets MadGraph MLM LO 61526.7 (nnlo)
WW Pythia8 LO 118.7 (nlo)
WZ Pythia8 LO 47.13 (nlo)
ZZ Pythia8 LO 16.523 (nlo)
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Figure B.1.: Shapes of the classification BDT output for tHq, tWH, t¯tH and the remaining back-
ground processes for the SM scenario. The shape for tWH more background-like than in
Fig. 5.21 because tWH and t¯tH kinematics do not differ much for the SM.
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B.5. Nuisance pulls for an s + b fit to an Asimov dataset
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Figure B.2.: Pulls of the single nuisance parameters in the s+ b fit to an Asimov data set at 13 TeV.
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B.6. Expected limits for all 51 signal scenarios
Table B.5.: Expected 95% confidence level upper limits at 13 TeV on σ/σexp for the different (Ct, CV)
scenarios. The limits are quoted together with the ±1/2σ uncertainties.
Ct CV Exp. limit Ct CV Exp. limit Ct CV Exp. limit
−3 0.5 3.2+1.9/4.8−1.1/1.7 −3 1 2.8+1.7/4.2−1.0/1.5 −3 1.5 2.9+1.7/4.4−1.0/1.6
−2 0.5 5.9+3.5/8.9−2.0/3.2 −3 1 5.0+2.9/7.4−1.7/2.7 −3 1.5 4.7+2.8/7.1−1.6/2.5
−1.5 0.5 8.7+5.2/13.2−3.0/4.7 −1.5 1 7.0+4.2/10.6−2.4/3.8 −1.5 1.5 6.4+3.8/9.7−2.2/3.4
−1.25 0.5 12+7/18−4/6 −1.25 1 8.5+5.1/13.0−2.9/4.5 −1.25 1.5 7.5+4.5/11.3−2.6/4.0
−1.0 0.5 16+10/24−6/9 −1.0 1 11+7/17−4/6 −1.0 1.5 8.7+5.0/13.0−3.0/4.6
−0.75 0.5 23+13/35−8/12 −0.75 1 13+8/20−4/7 −0.75 1.5 10+6/16−4/5
−0.5 0.5 36+21/55−12/19 −0.5 1 18+10/27−6/10 −0.5 1.5 12+7/19−4/7
−0.25 0.5 59+35/90−20/32 −0.25 1 24+14/37−8/13 −0.25 1.5 16+10/24−6/9
0 0.5 117+70/177−40/62 0 1 35
+21/54
−12/19 0 1.5 20
+12/31
−7/11
0.25 0.5 307+184/464−105/163 0.25 1 57
+34/86
−19/30 0.25 1.5 28
+16/42
−9/15
0.5 0.5 562+336/875−194/301 0.5 1 96
+57/149
−33/51 0.5 1.5 37
+22/57
−13/20
0.75 0.5 247+151/385−86/134 0.75 1 157
+96/244
−54/83 0.75 1.5 54
+32/83
−19/29
1.0 0.5 108+64/164−37/58 1.0 1 182
+109/283
−63/98 1.0 1.5 80
+48/125
−28/43
1.25 0.5 57+34/87−20/31 1.25 1 137
+82/214
−47/73 1.25 1.5 97
+58/151
−33/52
1.5 0.5 34+20/52−12/18 1.5 1 81
+48/122
−28/42.9 1.5 1.5 110
+68/175
−38/60
2.0 0.5 16+9/24−5/8 2.0 1 34
+21/52
−12/18.3 2.0 1.5 64
+37/96
−22/34
3.0 0.5 6.7+3.8/9.9−2.3/3.5 3.0 1 11
+7/17
−4/6 3.0 1.5 21
+12/31
−7/11
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