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Abstract
Multi-scale models based on computational homogenisation have become a valuable tool to
model and analyse materials with complex microstructures, providing a link between the macro-
scopic behaviour and the underlying microstructural phenomena. This constitutive approach is
general and can naturally account for finite strains and dissipative mechanisms. Three different
types of multi-scale formulations are addressed in this thesis: (i) the standard first-order homogeni-
sation scheme, (ii) second-order homogenisation-based models where the macro-scale is modelled
as a second-order continuum, while the micro-scale is described by the classical first-order con-
tinuum mechanics and (iii) a fully second-order homogenisation multi-scale formulation, where
the material behaviour is modelled with a second-order continuum at both scales. The method of
multi-scale virtual power is employed to derive the formulations introduced, guaranteeing a varia-
tionally consistent scale transition.
Due to the assumption of the uniformity of the macroscopic deformation gradient in the RVE,
the standard first-order homogenisation scheme enables only linear deformation modes to be mod-
elled at the micro-scale, and the response remains valid as long as the scales separation principle
is respected, i.e., when the RVE length is much smaller than the macro-scale deformation wave-
length. This fact limits the application of this kind of models, that cannot be employed, for in-
stance, in the modelling of deformations involving high curvatures or localised strains. Second-
order homogenisation-based models enlarge the domain of applicability of multi-scale models for
situations with higher strain gradients and allow the analysis of loadings like bending or torsion
at the micro-scale. Moreover, it is observed that second-order homogenisation models are able to
capture second-order effects due to the geometrical non-linearity of the microstructure. This type
of formulations recovers the benefits of strain gradient models, since a second-order continuum
theory is used to describe the macro-scale behaviour and therefore the homogenised response re-
sults in a second-order constitutive law. The discretisation of the resulting macro-scale problem
requires C1 continuous elements. Although 2D mixed elements are well established and available
in the literature, a 3D hexahedral mixed element is proposed here.
A second-order homogenisation model is formulated, by introducing a modified definition of
the homogenised second gradient, and the corresponding numerical implementation with the La-
grange multiplier method is presented. The relative merits of this alternative model are compared
with other formulations available in the literature. Besides providing more consistent results, the
use of Lagrange multipliers enables the establishment of relations with physical quantities such as
homogenised stresses, which is conveniently used to obtain the consistent tangents in a straightfor-
ward fashion. It is fundamental to enforce volumetric constraints at the micro-scale, even though
this raises some issues when modelling voids.
The fact that the homogenised response converges with an increasing RVE size, observed for
first-order homogenisation models, does not hold for second-order homogenisation schemes, since
the RVE length is a parameter that influences the second-order response. After demonstrating nu-
merically that second-order homogenisation models are insensitive to the micro-constituents size,
the concept of generalised RVE size is introduced, allowing to decouple the RVE length and the RVE
size in the numerical model, and including an appropriate number of constituents in a RVE with a
fixed RVE length. Several numerical examples show that the scales separation limit for first-order
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homogenisation models depends on the magnitude of the macroscopic strains, in addition to the
RVE length and the macroscopic second gradient. Based on these observations, an adaptive frame-
work for analysis with second-order homogenisation models is proposed. Aiming to include size
effects due to the micro-constituents size, a fully second-order homogenisation model is formu-
lated at finite strains.
Finally, in order to minimise the computational burden associated with FE2 simulations, a mixed
parallel strategy that combines a master-slave algorithm with dynamic scheduling and a non-conforming
macro-domain decomposition method with an adaptive distribution of working CPUs is proposed
to deal with highly non-linear problems.
Keywords: Multi-scale modelling, Computational homogenisation, Heterogeneous materials,
Second-order continuum, Finite element method, Finite strains, Lagrange multiplier method, Method
of multi-scale virtual power, Parallel computing.
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Modelação e Análise Multi-Escala de Sólidos Multi-Fásicos Usando
Homogeneização Computacional de Segunda Ordem com Deformações
Finitas e Computação Paralela
Igor André Rodrigues Lopes
Sumário
Os modelos multi-escala baseados em homogeneização computacional têm-se revelado uma
ferramenta de relevo para a análise e modelação de materiais com microestruturas complexas,
estabelecendo uma ligação entre o comportamento macroscópico e os fenómenos microestrutu-
rais subjacentes. Esta abordagem constitutiva apresenta um carácter genérico, possibilitando a
inclusão de deformações finitas e mecanismos dissipativos de um modo natural. Nesta tese são
abordados três tipos de formulações multi-escala: (i) a formulação tradicional de homogeneiza-
ção de primeira ordem, (ii) modelos baseados em homogeneização de segunda ordem em que a
macro-escala é modelada como um meio contínuo de segunda ordem, enquanto a micro-escala
é descrita pela mecânica clássica dos meios contínuos de primeira ordem e (iii) uma formulação
multi-escala baseada em homogeneização completamente em segunda ordem, onde o comporta-
mento do material é modelado através de uma teoria dos meios contínuos de segunda ordem em
ambas as escalas. É utilizado o método da potência virtual multi-escala para derivar as formulações
apresentadas, garantindo assim uma transição de escalas variacionalmente consistente.
Dado que para os modelos tradicionais de primeira ordem se assume que o gradiente de de-
formação macroscópico é uniforme no Elemento de Volume Representativo (EVR), estes apenas
permitem modelar modos de deformação lineares na micro-escala, e a resposta obtida só é válida
quando o princípio da separação de escalas é verificado, ou seja, quando o comprimento do EVR
é muito inferior ao comprimento característico das deformações macroscópicas. Este facto limita
a aplicação deste tipo de modelos, que não podem ser utilizados na modelação de deformações
localizadas ou na presença de grandes curvaturas, por exemplo. Os modelos baseados em homo-
geneização de segunda ordem ampliam o domínio de aplicabilidade dos modelos multi-escala para
situações em que se observam gradientes de deformações mais elevados, permitindo a análise de
solicitações como flexão ou torção à micro-escala. Para além disto, verifica-se que os modelos com
homogeneização de segunda ordem têm a capacidade de prever efeitos de segunda ordem devidos
à não-linearidade geométrica da microestrutura. Este tipo de formulações apresenta as vantagens
dos modelos baseados no gradiente das deformações, uma vez que comportamento à macro-escala
é descrito através de uma teoria para meios contínuos de segunda ordem e, consequentemente, a
resposta homogeneizada resulta numa lei constitutiva de segunda ordem. A resolução do problema
de elementos finitos resultante à macro-escala requer a utilização de elementos com continuidade
C1. Existem elementos mistos 2D bem estabelecidos na literatura para este tipo de problemas. Ape-
sar disso, é proposto nesta tese um elemento misto hexaédrico para problemas 3D.
É efectuada a formulação de um modelo de homogeneização computacional de segunda ordem
com base numa definição modificada do segundo gradiente homogeneizado, e a sua implemen-
tação numérica é apresentada utilizando o método dos multiplicadores de Lagrange. Este modelo
alternativo é comparado com outras formulações disponíveis na literatura. Para além de permi-
tir obter resultados mais consistentes, a utilização de multiplicadores de Lagrange neste modelo
permite estabelecer relações com quantidades físicas, como as tensões homogeneizadas, o que é
conveniente para o cálculo directo das tangentes consistentes. É fundamental impor restrições
volumétricas na micro-escala, apesar de se levantarem questões quanto à sua aplicação em mi-
croestruturas com vazios.
O facto observado em modelos baseados em homogeneização de primeira ordem, em que
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a resposta homogeneizada converge com o aumento do tamanho do EVR, não se verifica para
homogeneização de segunda ordem, uma vez que o comprimento do EVR funciona como um
parâmetro que influencia a resposta de segunda ordem. Após demonstrar numericamente que os
modelos baseados em homogeneização de segunda ordem são insensíveis ao tamanho dos micro-
constituintes, é introduzido o conceito de tamanho do EVR generalizado, que permite desacoplar o
tamanho do EVR e o comprimento do EVR no modelo numérico, e incluir um número adequado de
constituintes num EVR com um determinado comprimento. Vários exemplos numéricos mostram
que o limite da separação de escalas para a homogeneização de primeira ordem depende não só do
comprimento do EVR e do segundo gradiente macroscópico, mas também da magnitude das de-
formações macroscópicas. Com base nestes resultados, é proposto um algoritmo adaptativo para
a análise com homogeneização computacional de segunda ordem. Com o objectivo de incorporar
efeitos de escala devidos ao tamanho dos micro-constituintes, é formulado um modelo de homo-
geneização completamente de segunda ordem com grandes deformações.
Finalmente, com intuito de minimizar o esforço computacional associado às simulações multi-
escala acopladas (FE2), é proposta uma estratégia mista de computação paralela para a resolução
de problemas não-lineares, que combina um algoritmo master-slave incluindo alocação dinâmica
de processadores com um método não-conforme de decomposição de domínios à macro-escala,
onde a distribuição de recursos é realizada de forma adaptativa.
Palavras-chave: Modelação multi-escala, Homogeneização computacional, Materiais heterogé-
neos, Meios contínuos de segunda ordem, Método dos elementos finitos, Deformações finitas,
Método dos multiplicadores de Lagrange, Método da potência virtual multi-escala, Computação
paralela.
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Chapter 1
Introduction
1.1 Context
Multi-scale modelling of materials is becoming one of the key approaches for the structural anal-
ysis and design of engineering materials and structures. Indeed, the goal of multi-scale models is
to relate the large-scale behaviour of materials and structures with their underlying heterogeneous
microstructure by continuous interchange of information between scales. Therefore, they can pro-
vide not only a deeper physical insight into the material behaviour but also offer the possibility to
tailor new materials by manipulating their microstructure via numerical simulations. Nevertheless,
the solution of realistic problems with these modelling approaches is extremely challenging due to
the computational complexity involved in solving problems at two (or more) scales.
Multi-scale models can be categorised into (Matouš et al., 2017): (i) concurrent methods, where
there is no separation of scales and therefore different parts of a problem domain are modeled with
distinct scales (Lloberas-Valls et al., 2012a,b), (ii) hierarchical methods, where the length scales of
micro and macro problems are sufficiently separate (Feyel and Chaboche, 2000, Kouznetsova et al.,
2001) and consequently different scales are hierarchically coupled in the same portion of the do-
main, and (iii) hybrid methods, which have a hybrid coupling scheme between scales (Miehe and
Bayreuther, 2007, Plews and Duarte, 2015). The work developed in this thesis focus on hierarchical
computational homogenisation-based multi-scale models, where the macroscopic stress and de-
formation measures are defined as volume averages of their microscopic counterparts over a Rep-
resentative Volume Element (RVE). The RVE is a confined model of the heterogeneous microstruc-
ture which incorporates all statistically relevant microstructural features and where the behaviour
of the different constituents and phases is typically modelled by continuum constitutive models
following the formalism of thermodynamics with internal variables (see Figure 1.1). This spatial
multi-scale technique has emerged as a very effective way to describe complex microstructural ge-
ometries, arbitrary constitutive material behaviour and microstructural evolution. It is based on
the nested solution of two coupled problems, one at a macro-scale and other at the micro-scale,
where a micro-scale computation is conducted over the statistically RVE.
1.2 Modelling heterogeneous materials
The effort to develop constitutive laws for materials that are heterogeneous at small scales emerged
with the need to characterise the behaviour of composites. Therefore most of the seminal work con-
cerning homogenisation of heterogeneous media response is related to the determination of the
homogenised elastic properties of composite materials. Several analytical models have been pro-
posed, such as the simple Taylor model (rule of mixtures), models based on the effective medium
approximation (Eshelby, 1957) or the self-consistent approach (Hill, 1965). Reviews on modelling
heterogeneous composites may be found in Hashin (1983), or more recently in Kanouté et al. (2009).
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(a)
(b)
Figure 1.1: Representative Volume Elements for (a) steel and (b) carbon fibre composites.
The models based on the analysis of RVEs appeared as a tool to overcome the limitations of ana-
lytical models, where only relatively simple constituents shapes and distributions can be treated.
Indeed, Representative Volume Element-based techniques provide a more general analysis tool,
which allows to model microstructures without geometrical restrictions, and to introduce models
of any mechanism and phenomena at the RVE level.
1.3 Multi-scale models based on computational homogenisation
Pioneering contributions towards the development of multi-scale models based on computational
homogenisation performed with RVEs were presented during the 1990s and beginning of 2000s.
Guedes and Kikuchi (1990) presented a numerical scheme where the macroscopic elastic properties
of composite structures are obtained from finite element analyses of RVEs, through an asymptotic
homogenisation procedure, and then used in the macroscopic finite element model. A postpro-
cessing procedure is also included, aiming to recover the microstructural distribution of stress and
strain fields. A similar strategy is proposed by Ghosh et al. (1995), where the asymptotic homogeni-
sation theory is combined with Voronoi cell finite element method to obtain the global mechanical
behaviour. Smit et al. (1998) introduces a multi-level finite element model, where a unique discre-
tised RVE is attached to each macroscopic integration point. Macroscopic stresses are obtained by
computational homogenisation, after the solution of the RVE equilibrium, that is subjected to the
macroscopic deformation history, under periodicity conditions. This coupled multi-scale imple-
mentation, with distinct meshes at micro and macro-level, is suitable for large deformation analy-
ses and complex constitutive behaviour at micro-scale. Important contributions are also made by
Miehe and Koch (2002), Miehe et al. (1999a,b), namely in what refers to the macro-problem lineari-
sation of both small and finite strain frameworks, and the tangent modulus needed in the standard
Newton-Raphson iterative scheme. Other coupled multi-scale implementations that established
this method as a relevant simulation tool are presented by Feyel and Chaboche (2000), which intro-
duces the designation FE2, and Kouznetsova et al. (2001).
The definition of the RVE model plays a major role on the representativeness of the homogenised
results. The homogenisation convergence in terms of RVE size and applied boundary condition (see
Figure 1.2) is studied by Terada et al. (2000). A numerical method for the quantitative determination
of RVE size, based on statistical considerations is proposed by Kanit et al. (2003).
In addition to coupled multi-level simulations, homogenisation-based multi-scale models are
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Figure 1.2: Schematic illustration of the convergence of the homogenised response with an increas-
ing RVE size, depending on the applied boundary condition, observed in first-order homogenisa-
tion schemes.
also employed to perform micro-mechanical studies, aiming to assess or improve existing consti-
tutive models, calibrate parameters or develop new laws. This is conceptually equivalent to study a
single point at the macro-scale, hence a unique RVE is considered. Several authors have used this
approach. For instance, Pellegrino et al. (1999) developed a small-strain homogenised constitutive
relation for periodic composite materials, with elasto-plastic constituents. Giusti et al. (2009) and
Fritzen et al. (2012) applied homogenisation-based results to investigate the macroscopic yield-
ing behaviour of porous metals, and assess Gurson and GTN models (Gurson, 1977, Tvergaard and
Needleman, 1984). Brünig et al. (2013) performed a damage model parameter calibration based on
RVE simulations. More recently, reduced order models are being obtained through exhaustive anal-
ysis of the RVE behaviour under distinct loading conditions, whose results are somehow stored in
libraries, and can later be used as a constitutive law in macro-scale analysis (Fritzen and Leuschner,
2015, Fritzen et al., 2014, Hernández et al., 2014) or employed in data-driven based design schemes
(Bessa et al., 2017). In fact, an interesting application of multi-scale models is related to the design of
materials with a pre-defined behaviour, through manipulation of its microstructure. Topology op-
timisation techniques may be applied to RVEs, aiming to obtain a desired macroscopic response.
Some contributions to this field have been presented by Rodrigues et al. (2002), Giusti (2009), de
Souza Neto et al. (2010), Amstutz et al. (2010), Coelho et al. (2011), Kato et al. (2014), Xia and Bre-
itkopf (2014) and Ferrer et al. (2016).
In fact, the main advantage of computational homogenisation is its generality (Kouznetsova,
2002, Reis, 2014):
• it is not necessary to define apriori formats for macroscopic constitutive response, in both
stress and tangent modulus, as it naturally arises from the homogenisation procedure;
• large deformations can be simply incorporated with suitable finite element implementations;
• no restrictions are imposed in what refers to microstructural geometry and topology, as well
as to micro-constitutive descriptions;
• besides the finite element method, any numerical method may be used to solve problems at
distinct scales.
Three different types of multi-scale formulations based on computational homogenisation are
addressed in this thesis: (i) the standard first-order homogenisation scheme, (ii) second-order ho-
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mogenisation based models where the macro-scale is modelled as a second-order continuum, while
the micro-scale is described by the classical first-order continuum mechanics and (iii) a fully second-
order homogenisation multi-scale formulation, where the material behaviour is modelled with a
second-order continuum at both scales.
1.3.1 Developments on first-order computational homogenisation
The majority of the contributions in the field of multi-scale models are related to first-order com-
putational homogenisation based models, where the deformation measure that is passed from the
macro to the micro-scale depends on the first gradient of the macro-displacement field. As this
technique became well established, it has been employed in many particular applications, such as
non-conventional materials. For instance, the dissipative behaviour of natural wood has been anal-
ysed by (Saavedra Flores et al., 2011). Furthermore, several improvements have been introduced in
multi-scale formulations in order to include additional phenomena.
A complete variational foundation for multi-scale constitutive theories of solids based on com-
putational homogenisation is introduced by de Souza Neto and Feijóo (2006, 2010). It has been re-
cently extended to a general framework by Blanco et al. (2016a), where the Principle of Multi-scale
Virtual Power is introduced as an extension of the Hill-Mandel Principle. de Souza Neto et al. (2015)
have employed this framework for the inclusion of inertia and body force effects in the multi-scale
theory. The inclusion of micro-inertia effects allows to model and design locally resonant acoustic
metamaterials (Roca et al., 2018, Sridhar et al., 2016).
The multi-scale analysis of damage and fracture has been subject of intensive research. The
lack of objectivity of the solution may arise from either the macroscale or microscale domains. As
localisation occurs, the separation of scales is intrinsically violated. This has triggered an interesting
discussion about the applicability of first-order homogenisation schemes and the existence of a RVE
(Gitman et al., 2007).
Massart (2003) addressed the issue of damage localisation on masonry. Gitman et al. (2007)
studied the existence and size determination of RVEs under distinct regimes, concluding that rep-
resentativeness is lost when softening occurs. In order to overcome this issue, Gitman et al. (2008)
introduced a coupled-volume strategy for quasi-brittle materials. Nguyen et al. (2010) have shown
that with an alternative homogenisation procedure, where the averaging procedure is carried out
on the damaged zone, a RVE can be defined for concrete-like materials undergoing softening. A
multiscale failure model for concrete was later proposed (Nguyen et al., 2012b). In these works, a
gradient enhanced damage model is used at the microscale to overcome mesh dependency. Fish
et al. (2012) have proposed a multiscale model for heterogeneous materials (at small strains) that
combines reduced-order homogenisation with an integral non-local formulation. Reis (2014), Reis
et al. (2018) introduced an integral non-local formulation to regularise the solution of the RVE prob-
lem for ductile heterogeneous materials at finite strains.
With regard to the modelling of fracture across scales, Sánchez et al. (2013) and Toro et al. (2014)
proposed the Failure-Oriented Multi-Scale Formulation (FOMF), where a cohesive crack (traction-
separation kinematics) is nucleated at the macro-scale when the acoustic tensor becomes singular.
This model is generalised by Toro et al. (2016a,b), based on the variational foundations proposed
by Blanco et al. (2016a). More contributions to this subject are given by Bosco et al. (2014, 2015),
Coenen et al. (2012a,b), Nguyen et al. (2012a), Oliver et al. (2015).
1.3.2 Second-order computational homogenisation
The concept of second-order computational homogenisation was firstly introduced by Kouznetsova
et al. (2002), Kouznetsova (2002), Kouznetsova et al. (2004b). It consists on passing the second gra-
dient of the displacements from the macro to micro-scale, in addition to the first-order strain mea-
sure (the deformation gradient in the case of finite strains). While the micro-scale is still being
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modelled by a first-order continuum, the macro-scale must be considered a second-order contin-
uum. An important advantage of using this kind of approach is that a second-order constitutive
law is obtained at the macro-scale without the need to formulate its underlying equations, since
it comes naturally from the homogenisation process and standard first-order consitutive laws can
be used at the RVE level. Moreover, while first-order homogenisation is insensitive to the RVE ab-
solute length, in a second-order scheme the RVE absolute length is related with the homogenised
non-local response. The scale separation principle is relaxed with this formulation, since a linear
variation of the macro-deformation is assumed in the RVE, whereas the RVE must be small enough
in a first-order approach so that the macro-deformation can be considered constant within it. The
relaxation of the scale separation principle makes second-order homogenisation models suitable
for the analysis of very small structures like micro-beams subjected to bending (Figure 1.3). In spite
of being able to analyse moderate localisation at the macro-scale, second-order models cannot be
used to model strong localisation or fracture, that is not consistent with the assumption of linear
variation of the macro-strain.
(a) (b)
Figure 1.3: Examples of micro-beams made of (a) epoxy and (b) the polymer SU-8 (Liebold and
Müller, 2016).
In contrast to first-order homogenisation, where the homogenised response converges as the
RVE size increases (see Figure 1.2), the 2nd-order homogenised response does not, since it de-
pends on the RVE length, which obviously increases as the RVE size increases to capture more
constituents. Therefore, the RVE size must be chosen to be representative, and with an appropri-
ate length to correctly characterise the characteristic length at the macro-scale. Kouznetsova et al.
(2004a) found that the response of a homogeneous elastic RVE under small strain can be linked
to a Mindlin-like full gradient model, where the macro-characteristic length is proportional to the
RVE length. The optimal RVE size is defined by these authors as the minimum RVE size that is still
representative of important microscopic mechanisms (Geers et al., 2010, Kouznetsova et al., 2004a).
In addition to the advantages referred, it should be highlighted that whereas first-order ho-
mogenisation models enable only linear deformation modes to be prescribed at the micro-scale,
due to the assumption of the uniformity of the macroscopic strain in the RVE, second-order ho-
mogenisation schemes include the effect of quadratic deformation modes, like bending and tor-
sion, in the RVE. This is critical for the modelling of multi-phase materials undergoing deforma-
tions involving high curvatures and strain gradients, where phenomena like phase transformation
and debonding between fibres and matrix should be analysed in detail to achieve a realistic de-
scription of the material behaviour. As a matter of fact, self-deployable structures used for space
applications, for instance in micro-satellites, are currently employing tape spring hinges that may
be based on composite tubes (Mallikarachchi, 2011, Yee and Pellegrino, 2005) or shape memory al-
loys (Jeong et al., 2014). This kind of hinges undergoes high curvatures during the folding process
(Figure 1.4), requiring special attention in its design so that the desired behaviour is actually ob-
served during deployment. Second-order homogenisation may be useful for the structural analysis
of these devices as well as for the design of new solutions for these applications. This subject is rel-
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evant in the Portuguese context, since a micro-satellite launch pad is being implemented in Açores
(Governo da República Portuguesa, 2019, Governo dos Açores, 2016)).
(a)
(b)
Figure 1.4: (a) Illustration of the deployed MARSIS antenna boom (European Space Agency, 2005)
and (b) detail of the folding process of a composite tube hinge (Mallikarachchi, 2011).
Despite the advantages and promising applications of second-order homogenisation models,
related research is not extensively found in the literature. In addition to Kouznetsova’s formulation,
which has been extended to other classical micro-scale boundary conditions by Kaczmarczyk et al.
(2008) and employed by Nguyen et al. (2013) in the modelling of cellular materials, Luscher (2010)
proposed a formulation where the micro-constraints are obtained through orthogonality condi-
tions. This author refers that in a scale transition where a second-order continuum is employed at
the macro-scale and a first-order description at the micro-scale, the micro-constraints result on a
constant body force in the RVE domain, since a volumetric constraint arises along with the bound-
ary conditions. Recently, Blanco et al. (2016b) proposed a second-order multi-scale formulation
which also accounts for inertia and body forces at both scales, based on the Principle of Multi-scale
Virtual Power (Blanco et al., 2016a), which results on micro-constraints that are different from ei-
ther Kouznetsova and Luscher models. Nevertheless, neither implementation details nor results
have been presented. Lesicˇar (2015), Lesicˇar et al. (2017) introduced a homogenisation framework
for small strain where second-order continuum is employed at both scales.
In this work, a critical and detailed comparison of the second-order computational homogeni-
sation models available in the literature, where the micro-scale behaviour is described by the clas-
sical first-order continuum theory, is performed. The model proposed by Blanco et al. (2016b) is
particularised for the case where inertia and body forces are absent, such that a fair comparison
can be made. An alternative formulation is derived following the Method of Multi-Scale Virtual
Power, by modifying the definition of the homogenised second gradient. In spite of resulting in
micro-scale constraints similar to the ones presented by Luscher (2010), this formulation allows a
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deeper insight on the physical meaning of their reactive nature. The computational treatment of
multi-scale models that link the classical continuum at the RVE level to a macro-strain gradient
theory is presented in detail.
Several numerical examples are used to assess the differences obtained between different mod-
els and understand the features related with second-order homogenisation. The impact of micro-
scale constraints in the consistency of the results is studied, and it is possible to conclude that vol-
umetric constraints are fundamental in this kind of multi-scale models, where the RVE is modelled
with a first-order continuum theory. In addition, the consequences of this fact in the particular case
of RVEs containing voids in its microstructure are analysed. The isolated influence of the RVE length
and the micro-constituents size is evaluated numerically, for a composite and a polycrystalline mi-
crostructure, where the parameters that limit applicability of first-order homogenisation schemes
are identified. Based on the results obtained from the numerical examples, an adaptive framework
is proposed for second-order homogenisation analyses. A three-dimensional finite element is for-
mulated to deal with the second-gradient problem arising at the macro-scale. FE2 simulations are
performed with the models based on the Principle of Multi-Scale Virtual Power, demonstrating that
the linearisation of the equilibrium equations and the strategy for computation of the consistent
tangents leads to quadratic convergence rates in the Newton-Raphson schemes at both scales.
Finally, a variationally consistent fully second-order homogenisation model is formulated at
finite strains, where a second-order continuum theory is employed to describe the micro-scale be-
haviour, aiming to include micro-constituents size effects in the multi-scale response. The finite
element implementation of the resulting micro-scale equilibrium problem is described in detail.
Numerical examples involving either micro-scale and multi-scale simulations are introduced to
assess the influence of the RVE length and the micro-scale characteristic length on the obtained
response. The capability of this model to capture size effects due to the size of micro-constituents
is demonstrated.
1.4 Speedup FE2 simulations
Despite the significant advances that have been made to enrich multi-scale analysis capabilities
over the last years, the multiplicative character of the algorithmic complexity and the correspond-
ing computational cost continues to be one the main obstacles to its widespread application. Sev-
eral strategies have been proposed to minimise this drawback, such as parallel computing (Feyel
and Chaboche, 2000, Kouznetsova, 2002), selective usage of multi-scale modelling (Ghosh et al.,
2001) and sub-incrementation schemes (Reis and Andrade Pires, 2013, Somer et al., 2009). More re-
cently, reduced-order models have been employed to minimise both computing time and memory
requirements (Fritzen and Leuschner, 2015, Fritzen et al., 2014, Hernández et al., 2014) and have
gained significant acceptance within the computational mechanics community. Nevertheless, in
order to obtain results from a full multi-scale analysis without any simplifications, parallel comput-
ing seems to be the most suitable strategy to accelerate simulations.
Different approaches for the parallelisation of multi-scale analyses can be found in the litera-
ture. Feyel and Chaboche (2000) employed the finite element tearing and interconnecting (FETI)
domain decomposition method at the macro-scale to parallelise the multi-scale analysis of a SiC/Ti
composite material. Kuramae et al. (2010) use a domain partition technique for dynamic explicit
multi-scale simulations, with a dynamic workload-balancing algorithm for elasto-plastic analyses.
Recently, Balzani et al. (2016) employed a FETI-DP domain decomposition technique to parallelise
the solution of multi-scale simulations at the RVE level. Good scalability results are obtained for
hyperelastic micro-constituents. In this framework, the number of available processors is much
higher than the number of RVEs, which is not common. Mosby and Matouš (2015) proposed a hi-
erarchically parallel implementation for the multi-scale modelling of heterogeneous cohesive lay-
ers. The macroscopic domain is decomposed with a traditional domain decomposition method.
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Micro-scale computations are performed in parallel by micro-servers and each micro-server has
several cores, so that domain decomposition is also applied to RVEs. A noteworthy scalability is
observed with regard to the number of micro-servers, which may be extended up to hundreds of
micro-servers (Mosby and Matouš, 2016).
On the other hand, the so-called master-slaves approaches naturally fit to multi-scale solu-
tion algorithms. In this case, each independent finite element problem at the micro-scale can be
solved in parallel by a slave process, while the master process controls the macroscopic problem
(Belytschko and Song, 2010, Kouznetsova, 2002, Matsui et al., 2004, Nguyen et al., 2012b). Within
this framework, Matsui et al. (2004) proposed a semi-dynamic workload balance algorithm to im-
prove the parallel efficiency when elasto-plastic models are used in the RVE. Rahul and De (2010)
suggested an alternative to the standard master-slave approach, in the context of explicit multi-
scale models, where a coarser granularity is adopted for the distribution of parallel work concern-
ing micro-scale computations. A low communication overhead is achieved due to a matrix-free
approach, which allows for a good scalability up to hundreds of processors.
In the present thesis, a mixed parallel strategy for the solution of multi-scale analyses at fi-
nite strains, with possibly path dependent constitutive behaviour at the micro-scale, is presented.
It combines a non-conforming macro-domain decomposition method in the first parallelisation
level, with a master-slave approach employed within each subdomain, for the second level. In the
master-slave scheme introduced here, instead of distributing parallel work by macro-Gauss points,
the basic task which is performed in parallel is the analysis of a macroscopic element. This includes
the solution of the micro-scale equilibrium problem together with the homogenisation of the stress
and tangent modulus for all Gauss points of the element. In addition, the element contributions
for the internal force vector and tangent stiffness matrix are also computed. Therefore, the amount
of work done in parallel is increased, and the number of communications is reduced. Dynamic
scheduling is adopted for the distribution of macro-elements among available central processing
units (CPUs), in order to minimise idling time. The performance of a stand-alone implementation
of the proposed master-salve scheme is analysed. Its main drawback is related to memory require-
ments of the computer running the master process, that may become prohibitive as the multi-scale
problem size increases, due to the underlying microscopic data.
The combination of the master-slave scheme with a macroscopic domain decomposition al-
leviates memory requirements through distribution of data among different machines. The re-
sulting equilibrium problem is solved with an algorithm based on the FETI method (Farhat and
Roux, 1991), that does not require iterative solvers as long as there are non-floating subdomains.
The mortar method (Wohlmuth, 2001) is employed to deal with non-conforming meshes. Besides
allowing an easier mesh generation for complex geometries, the possibility of employing a non-
conforming mesh at the macro-scale may be used to reduce the computational cost, decreasing
the number of macroscopic elements in certain zones, while maintaining an adequate refinement
where it is needed. In order to equilibrate the workload distribution in this mixed parallel strat-
egy, the number of slave CPUs working on each subdomain is adaptively defined according to the
computational demand. This parallel strategy, which is implemented through the Message Passing
Interface (MPI) standard, allows to run hierarchical multi-scale simulations in computers with ei-
ther shared or distributed-memory architectures, from a multi-processor workstation to a Beowulf
cluster, within a reasonable time, and minimising hardware limitations.
The efficiency of the solution of micro-scale problems cannot be disregarded. A comparison
between the performance of the condensation method Reis (2014), Reis and Andrade Pires (2013,
2014) and the Lagrange multipliers method to enforce micro-constraints is undertaken.
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1.5 Computational framework
The numerical implementations and simulations described throughout this document are carried
out within the in-house finite element program Links (Figure 1.5), that has been developed in the
CM2S research group over the last years. This program is written in Fortran, and allows the me-
chanical analysis of solids using implicit algorithms, at both small and large strains, the micro-scale
analysis based on RVEs and FE2 simulations at large strains. It is the result of merging three inde-
pendent finite element programs: (i) Hyplas (de Souza Neto et al., 2008), (ii) MSP and (iii) CMSP
(Reis, 2014).
Figure 1.5: Links logo.
1.6 Thesis layout
This thesis is divided in different chapters according to the subjects addressed. In addition to the
list of symbols provided in the beginning of the document, the meaning of each variable employed
is defined appropriately in the text.
The fundamental concepts related to the classical first-order description of solids kinematics of
deformation and mechanical equilibrium are presented in Chapter 2, along with the main ingredi-
ents for the discretisation and solution in the context of the finite element method.
Multi-scale models based on first-order computational homogenisation are introduced in Chap-
ter 3. The Method of Multi-Scale Virtual Power is employed to formulate the homogenisation scheme.
The micro-scale constraints are enforced in the numerical problem with the condensation method
and the Lagrange multiplier method, being observed that the latter performs better in micro-scale
and FE2 simulations.
A full gradient formulation for second-order continuum at large strains is presented in Chap-
ter 4, along with a description of the numerical solution of the resulting equilibrium problem with
mixed finite elements. While well established 2D finite elements are adopted for bi-dimensional
problems, a hexahedral mixed finite element is proposed to deal with 3D simulations. Numerical
examples are used to test the finite element implementation by comparison with analytical solu-
tions.
In Chapter 5, second-order homogenisation-based models, where a first-order continuum is
employed at the micro-scale, are presented. In the first place, the formulation proposed by Blanco
et al. (2016b) is particularised for the quasi-static case, in the absence of external body forces. There-
after, an alternative model is formulated, also based on the Method of Multi-Scale Virtual Power,
based on a modified definition of the homogenised second gradient. The numerical solution of
the micro-scale equilibrium problems, with finite elements and the Lagrange multiplier method, is
described and a strategy that enables the straightforward computation of the consistent tangents
is devised. In addition, in order to clarify the impact of the assumptions made with distinct for-
mulations available in the literature, Kouznetsova and Luscher’s models are also introduced, and a
critical comparison of the resulting micro-scale constraints is performed.
The impact of employing different formulations in the results of micro-scale simulations is as-
sessed in Chapter 6, along with the effect of geometrical non-linearities and the influence of the
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macroscopic second gradient. The influence of the RVE length and the micro-constituents size
is analysed separately. Micro-scale simulations accounting for the macroscopic first and second
gradient of displacements are conducted over polycrystalline RVEs. In addition, fully coupled FE2
simulations are also performed. Based on the results obtained, an adaptive framework for second-
order homogenisation is proposed.
A fully second-order homogenisation scheme for solids undergoing finite strains is formulated
in Chapter 7, aiming to introduce the effect of micro-constituents size in the multi-scale response.
In this case, a second gradient continuum theory is considered at the micro-scale. Several numeri-
cal examples are introduced to verify the implementation and understand the main features of this
approach.
A mixed parallel strategy that combines a master-slave algorithm with a mortar-based macro-
domain decomposition method is presented in Chapter 8. Several numerical applications show
that this strategy is able to reduce the computational burden associated with FE2 simulations, with
regard to computation time and memory requirements, even when problems with a high degree of
non-linearity are analysed.
Additional topics are provided in Appendices A to D, in order to provide more detail of main
subjects and maintain this document self-contained.
1.7 Contributions
The main contributions of the present thesis are summarised in what follows:
• a second-order homogenisation-based model is formulated at finite strains, based on an al-
ternative definition of the homogenised second gradient. This model provides consistent
results, and its Lagrange multiplier version allows a deeper insight in the meaning of the re-
sulting micro-scale constraints;
• a fully second-order homogenisation-based model, where the micro-scale is modelled with
a second-order continuum theory, is formulated at finite strains and a numerical solution
based on mixed finite elements is proposed;
• an adaptive framework is presented for the second-order homogenisation, where the concept
of generalised RVE size is introduced and the magnitude of the first-order strain is also taken
into account in the definition of the scale separation limit;
• a hexahedral mixed finite element is proposed to deal with 3D second-order continuum equi-
librium problems;
• a critical comparison of the different formulations for second-order homogenisation avail-
able in the literature is performed;
• a mixed parallel strategy is proposed to minimise the computational burden of FE2 simula-
tions (Rodrigues Lopes et al., 2018);
• the computational performance of the condensation method and the Lagrange multiplier
method, used to enforce micro-scale constraints, are compared, being concluded that the
latter is more efficient.
Chapter 2
Mechanics of first-order continuum
Fundamental concepts related to the analysis and mechanical equilibrium of solids described by a
1st-order continuum, undergoing large deformation, are introduced in this chapter. In addition, the
Finite Element Method, which is the most popular numerical tool for structural analysis, is briefly
introduced along with the main ingredients for its implementation.
2.1 Kinematics of deformation
2.1.1 Motion
Consider a tri-dimensional body, whose undeformed domain is defined byΩ and its boundary ∂Ω,
which is subjected to a deformation defined by a smooth functionϕ, as represented in Figure 2.1.
Figure 2.1: Deformation of a body.
A material particle that in the reference (undeformed) configuration has coordinate X , after the
deformation map defined byϕ, at time t , occupies the position x :
x(t )=ϕ(X , t ). (2.1)
The displacement of this material particle is then:
u(X , t )=ϕ(X , t )−X . (2.2)
Thus, the current position can be given by:
x(t )= X +u(X , t ). (2.3)
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Considering the inverse of the mapping function ϕ−1, the reference position is recovered from
the current position by:
X =ϕ−1(x)= x −u(ϕ−1(x , t ), t ). (2.4)
2.1.2 Material and spatial descriptions
The material description (or Lagrangian description) of motion is related to the description of the
deformation with reference to the undeformed configuration, i.e., focusing on a material particle
defined by X . On the other hand, if the kinematic variables are expressed in the deformed config-
uration, looking to a point in space defined by x , a spatial description (or Eulerian description) is
considered.
For the sake of completeness, consider the velocity field. In the material description, it is given
by:
vX , t )= u˙(X , t )= ∂ϕ(X , t )
∂t
, (2.5)
and represents the velocity of the material particle X . Considering now a spatial description, the
spatial velocity is expressed as:
v (x , t )= u˙(ϕ−1(x , t ), t ), (2.6)
which represents the velocity of the material particle that occupies the point x at time t .
The same thought is applied when distinguishing material and spatial gradients. Consider a
generic field α, that can be represented in both material or spatial reference:
αm(X , t )=α(ϕ(X , t ), t ), (2.7)
αs(x , t )=α(ϕ−1(x , t ), t ). (2.8)
The material gradient is obtained as the derivative of the material field with respect to X , as ex-
pressed by
∇Xα= ∂
∂X
αm(X , t ), (2.9)
and the spatial gradient is the derivative of the spatial field with respect to x :
∇xα= ∂
∂x
αs(x , t ). (2.10)
The divergence can also be computed in the material or spatial version. In the case of the diver-
gence of a tensor field A:
divX (A)i =
∂Ai j
∂X j
, (2.11)
divx (A)i =
∂Ai j
∂x j
. (2.12)
2.1.3 Deformation gradient
The deformation gradient is a second-order tensor that relates the distance between two neighbour
particles X and X+dX with the distance between the positions they occupy after body deformation
x and x +dx . It is expressed by:
F (X , t )=∇Xϕ(X , t )= dx
dX
. (2.13)
Taking into account Expression (2.3), it can be rewritten as
F = I +∇Xu. (2.14)
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Figure 2.2: Representation of left and right polar decomposition of the deformation gradient.
It may also be represented according to a spatial description:
F (x , t )= [∇xϕ−1(x , t )]−1 = [I −∇xu]−1 . (2.15)
Considering an infinitesimal volume dV in the undeformed body, the change in volume is given
through the determinant of the deformation gradient, such that the deformed volume is:
d v = JdV , (2.16)
where J = detF . In the case of an isochoric (volume preserving) deformation, J = 1.
The deformation can be split into isochoric and volumetric components, and so can be the
deformation gradient:
F = FvFi so , (2.17)
where the volumetric component of F is:
Fv = J
1
3 I , (2.18)
and the isochoric component is expressed by:
Fi so = J−
1
3F . (2.19)
Polar decomposition
The deformation gradient may be decomposed into one tensor that is related to a rotation and
another that defines the stretches. This is called polar decomposition, and is expressed as:
F =RU =V R , (2.20)
where there are unique tensors R ,U and V that satisfy these equalities.
The rotation tensor R is proper orthogonal:
RRT = I , detR = 1, (2.21)
and the right stretch tensorU and the left stretch tensor V are symmetric positive definite tensors.
Note that in the right polar decomposition F = RU , in first place the stretches are mapped by
U and then the rotation, whereas considering the left polar decomposition F =V R , the rotation is
mapped before the stretches, as shown in Figure 2.2.
Considering the spectral decomposition of the stretch tensors:
U =
3∑
i=1
λiei ⊗ei , V =
3∑
i=1
λie
∗
i ⊗e∗i , (2.22)
the eigenvalues λi shared by both tensors are the principal stretches, and the eigenvectors define
the Lagrangian (ei ) and Eulerian (e∗i ) principal directions, that are related through:
e∗i =Rei . (2.23)
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2.1.4 Strain measures
Several tensors have been proposed to describe the strain in a solid. Nevertheless, all of them derive
from the concept of deformation gradient.
The right and left Cauchy-Green strain tensors are defined taking into account the respective
stretch tensors:
C =U 2 = F TF , (2.24)
B =V 2 = FF T . (2.25)
From the right stretch tensor, the family of Lagrangian strain tensors is defined:
E (m) =

1
m
(
Um − I ) m 6= 0
ln(U ) m = 0
, (2.26)
where the Green-Lagrange tensor belongs:
E (2) = 1
2
(C − I ) . (2.27)
Similarly, with the left stretch tensor, the family of Eulerian strain tensors is expressed by:
ε(m) =

1
m
(
V m − I ) m 6= 0
ln(V ) m = 0
. (2.28)
In the case of infinitesimal deformations, reference and deformed configuration coincide, and
the tensors of both families can be approximated by the infinitesimal strain tensor:
ε=∇su = 1
2
[∇u+ (∇u)T ] . (2.29)
Within a large strain spatial formulation, the Eulerian logarithmic strain tensor is usually employed
as a strain measure, which allows to re-use constitutive models developed for small strains.
2.2 Forces and stress measures
The deformation of a body is a consequence of the application of forces that may be surface forces
or body forces. Body forces or volume forces are measured in force per unit volume, and typical
examples are gravitational or magnetic forces. Surface forces are applied on the boundary of the
body and transmitted across its interior, where the material interacts with its adjacent parts. This
leads to the concept of stress, which units are force per unit area. Several stress tensors measures
are presented next.
2.2.1 Cauchy stress tensor
The Cauchy stress tensor σ is a spatial description of the stresses since it refers to the deformed
domain. It is defined by:
t (n, t )=σ ·n, (2.30)
where n is the unit outward vector normal to the considered surface of the deformed body, and t is
the resulting surface traction.
This symmetric stress tensor can be split into an hydrostatic and deviatoric component as fol-
lows:
σ= s+pI , (2.31)
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where the hydrostatic pressure is:
p = 1
3
trσ, (2.32)
and s denotes the deviatoric stress tensor.
2.2.2 First Piola-Kirchhoff stress tensor
The material counterpart of the Cauchy stress tensor is the First Piola-Kirchhoff stress tensor P ,
which is related to the former by:
P = JσF−T . (2.33)
Unlike the Cauchy tensor, P is not necessarily symmetric.
2.2.3 Second Piola-Kirchhoff stress tensor
An alternative stress measure is provided by the Second Piola-Kirchhoff stress tensor, that is the
conjugate of the Green-Lagrange strain tensor (Equation (2.27)). This stress tensor is related to the
First Piola-Kirchhoff stress through:
S = F−1 ·P . (2.34)
2.2.4 Kirchhoff stress tensor
Another stress tensor that is often used, especially in the context of finite deformations, is the Kirch-
hoff stress tensor, simply obtained as:
τ= Jσ. (2.35)
2.3 Fundamental conservation principles
The mechanical behaviour of continuum media complies with several fundamental laws. Besides
the thermodynamic principles (de Souza Neto et al., 2008), that are not stated here, the conservation
of mass and the momentum balance principle govern the deformation of a body.
2.3.1 Conservation of mass
The conservation of mass principle postulates that:
ρ˙+ρdivx u˙ = 0, (2.36)
where ρ denotes the density of the solid.
2.3.2 Momentum balance
The momentum balance principle may be expressed either in the spatial or material description of
motion. In the spatial description, the following equations are stated:{
divxσ+b = ρu¨ in ϕ (Ω)
t =σ ·n on ϕ (∂Ω) , (2.37)
where b represents the volume forces in the deformed solid and t the traction vector field on its
boundary, with normal outward unit vector n.
Under a material formulation, this principle is defined by:{
divX P +b0 = ρ0u¨ inΩ
t0 =P ·N on ∂Ω
, (2.38)
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with b0 denoting the volume force in the reference configuration,
b0 = Jb, (2.39)
ρ0 reference density,
ρ0 = Jρ, (2.40)
and t0 represents the traction vector field on the undeformed boundary, with normal outward unit
vector N .
In both cases, these equations define the Strong Equilibrium Equations, where local values of
the fields and their derivatives are related.
2.4 Weak equilibrium equations
From the numerical point of view it is not desirable to solve the problem in a point-wise fashion,
with the strong equilibrium equations. It is preferable to solve the problem in an average sense,
which gives rise to the Integral or Weak Equilibrium Equations. This formulation is the basis of the
finite element methods in mechanical analysis, and may be obtained by applying the Virtual Work
Principle.
Considering a quasi-static deformation, the spatial version of the weak equilibrium is stated by:∫
ϕ(Ω)
[σ :∇xδu−b ·δu]dV −
∫
ϕ(∂Ω)
t ·δud A = 0, ∀δu ∈ V (2.41)
where δu denotes the virtual displacements belonging to the space of admissible virtual displace-
ments V .
The quasi-static material version is expressed as:∫
Ω
[P :∇Xδu−b0 ·δu]dV −
∫
∂Ω
t0 ·δud A = 0, ∀δu ∈ V . (2.42)
The strong form of the equilibrium problem can be recovered from the weak equations through
variational calculus.
2.5 Finite element method
The Finite Element Method is probably the most widespread numerical method to predict the me-
chanical behaviour of a solid, in both scientific and industrial environments. The weak equilibrium
equation and a discretisation of the spatial domain are the bases of this method.
2.5.1 Domain spatial discretisation
The spatial domain refers to the solid under analysis. It is divided into a finite number of subdo-
mains ne called elements, such that the set of all element domains defines the discretised solid
domainΩd :
Ω≈Ωd =
ne⋃
e=1
Ωe . (2.43)
Each element is defined by a number of nodes nn , that are specific points where the interest
variables, usually displacements, are evaluated. All fields (displacement, stress, ...) are interpolated
inside the element, from their nodal values, through shape functions, as exemplified in Equation
(2.44) for a generic vectorial field a(x). In this case, ai denotes the nodal value and N ei (x) the shape
function value related to each node, evaluated at a point x inside the element.
a(x)=
nn∑
i=1
N ei (x)ai , x ∈Ωe . (2.44)
Chapter 2. Mechanics of first-order continuum 17
Considering the whole discretised domain Ωd , the global shape function related to each node
of several elements can be defined, considering that outside the element it is zero-valued. Thus, the
approximation is given by:
a(x)=
np∑
i=1
Ni (x)ai , x ∈Ωd , (2.45)
where np is the total number of nodes in the discretised domain, that is lower than nn ×ne since
adjacent elements share nodes.
Storing all nodal values in a vector a:
a=

a1
a2
...
anp
 , (2.46)
and the shape functions in a matrix N(x):
N(x)=
[
N1(x) 0 N2(x) 0 Nnp (x) 0
0 N1(x) 0 N2(x) · · · 0 Nnp (x)
]
, (2.47)
then the vectorial field in a point x can be expressed as:
a(x)=N(x)a. (2.48)
In Expression (2.47), a 2-dimensional field was assumed. In the case of a 3D field, the shape function
matrix would assume dimension 3×3np .
Discrete gradient operators are defined from the shape function derivatives, namely the discrete
symmetric gradient operator Gg and its symmetric counterpart Bg , which for 2D are expressed by:
Bg =

∂N1
∂x
0
∂N2
∂x
0
∂Nnp
∂x
0
0
∂N1
∂y
0
∂N2
∂y
· · · 0
∂Nnp
∂y
∂N1
∂y
∂N1
∂x
∂N2
∂y
∂N2
∂x
∂Nnp
∂y
∂Nnp
∂x
 , (2.49)
Gg =

∂N1
∂x
0
∂N2
∂x
0
∂Nnp
∂x
0
0
∂N1
∂x
0
∂N2
∂x
· · · 0
∂Nnp
∂x
∂N1
∂y
0
∂N2
∂y
0
∂Nnp
∂y
0
0
∂N1
∂y
0
∂N2
∂y
0
∂Nnp
∂y

. (2.50)
2.5.2 Discretisation of the equilibrium equation
With the domain discretisation presented above, the discretised version of the spatial weak equilib-
rium equation (Expression (2.41)) is given by:{∫
ϕ(Ωd )
[
(Bg )Tσ−NT b]dV −∫
ϕ(∂Ωd )
NT td A
}T
·δu= 0, ∀δu ∈ V d , (2.51)
where V d represents the discretised virtual displacement space, and σ is the vector representation
ofσ. A finite strain framework is considered in the present equations. According to the virtual work
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principle, the above equation must be satisfied for all admissible virtual displacements, thus it can
be rewritten as:
fi nt − fext = 0, (2.52)
with the internal and external forces given by:
fi nt =
∫
ϕ(Ωd )
(Bg )TσdV , (2.53)
fext =
∫
ϕ(Ωd )
NT bdV +
∫
ϕ(∂Ωd )
NT td A. (2.54)
One of the biggest advantages of this approach is that it can be naturally implemented in a
numerical framework, analysing element by element. Elemental force vectors are obtained by inte-
gration over the element domain:
fi nte =
∫
ϕ(Ωe )
(Be )TσdV , (2.55)
fexte =
∫
ϕ(Ωe )
(Ne )T bdV +
∫
ϕ(∂Ωe )
(Ne )T td A, (2.56)
and then are assembled into the global force vectors:
fi nt =
nel
A
e=1
fi nte , (2.57)
fext =
nel
A
e=1
fexte . (2.58)
2.5.3 Time discretisation
The constitutive response of materials is usually dependent on its history, i.e., on the path of the
loading they were subjected to. This can be introduced in the description of the material behaviour
through internal variables θ in the constitutive relations, that store information about the intrinsic
material state. In what refers to the finite element method application, in order to obtain a solution
that accounts for this path-dependence, the load must be applied in a finite number of increments,
corresponding to distinct instants of a pseudo-time interval. The constitutive stress response at in-
crement n+1 is then obtained considering the current deformation state and the internal variables
of the previous increment:
σn+1 = σˆ(Fn+1,θn), (2.59)
where σˆ(Fn+1,θn) is the incremental constitutive functional.
Note that in the case of infinitesimal deformations, the current deformation state is defined by
the infinitesimal strain tensor (2.29), thus:
σn+1 = σˆ(εn+1,θn). (2.60)
With this at hand, the incremental boundary value problem is stated as follows:
Problem 2.1. Given the set of internal variables θn and the displacement field obtained in the pre-
vious increment, knowing the current applied forces bn+1 and tn+1, find un+1 that satisfies (2.61) for
all δu ∈ V .
∫
ϕ(Ω)
[σˆ(Fn+1,θn) :∇xδu−bn+1 ·δu]dV −
∫
ϕ(∂Ω)
tn+1 ·δud A = 0,∀ δu ∈ V . (2.61)
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2.5.4 Incremental finite element solution
Applying a finite element discretisation to the incremental problem, Expression (2.61), the equilib-
rium equation can be expressed as:
r(un+1)= fi nt (un+1)− fextn+1 = 0, (2.62)
where the unknown is the nodal vector displacement un+1 such that the residual r vanishes. The
internal and external force vectors are assembled from their elemental counterparts:
fi nte,n+1 =
∫
ϕ(Ωe )
(Be )T σˆ(Fn+1,θn)dV , (2.63)
fexte,n+1 =
∫
ϕ(Ωe )
(Ne )T bn+1dV +
∫
ϕ(∂Ωe )
(Ne )T tn+1d A. (2.64)
Equation (2.62) is non-linear due to the possibly non-linear material behaviour or to geomet-
rical non-linearities. The iterative Newton-Raphson scheme is used to solve this equation, since
its quadratic convergence rate allows to obtain a relatively efficient and robust method. In each
iteration, the linearised version of Expression (2.62) is solved. To obtain the linearised version of
the discretised incremental equilibrium equation, the linearised virtual work, Expression (A.19), is
discretised, which results in:
{∫
ϕ(Ωd )
(Gg )T aGg dV
}
∆u ·δu=
−
{∫
ϕ(Ωd )
[
(Bg )Tσ− (Ng )T b]dV −∫
ϕ(∂Ωd )
(Ng )T td A
}
·δu, ∀δu ∈ V d . (2.65)
Since this equality must be satisfied for any admissible virtual displacement vector δu, then it can
be rewritten as:{∫
ϕ(Ωd )
(Gg )T aGg dV
}
∆u=−
{∫
ϕ(Ωd )
[
(Bg )Tσ− (Ng )T b]dV −∫
ϕ(∂Ωd )
(Ng )T td A
}
, (2.66)
where the matrix representation of the spatial tangent modulus (see Expression (A.18)) and the
stress tensor are given by a and σ.
For the increment n + 1, the initial guess for the displacement field is assumed to be the last
converged value, u(0)n+1 =un , and within an iteration ( j ) it is updated as follows:
u( j )n+1 =u
( j−1)
n+1 +∆u( j ), (2.67)
where ∆u( j ) is obtained solving the linear system of equations:
K( j−1)T ∆u
( j ) =−r(u( j−1)n+1 ). (2.68)
K( j−1)T represents the global tangent stiffness matrix, which is computed as:
K( j−1)T =
∫
ϕ(Ωd )
(Gg )T aGg dV = ∂r
∂un+1
∣∣∣∣
u( j−1)n+1
. (2.69)
Following the same approach for the nodal force vectors, the global stiffness matrix is assembled
from its elemental counterparts:
KT =
nel
A
e=1
Ke . (2.70)
The iterative procedure is stopped for the iteration (m) if the following convergence criteria is
verified: ∣∣∣∣∣ r(m)fextn+1
∣∣∣∣∣≤ ²tol , (2.71)
with the convergence tolerance being a sufficiently small value ²tol . The solution for Problem 2.1 is
then un+1 =u(m)n+1.
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2.5.5 Gaussian quadrature
It is noteworthy to mention that all integrations are computed using Gaussian quadrature. For the
sake of completeness, this method is described here. The integral of a generic quantity a may be
computed as the sum over a finite number of np integration points:∫
Ω
a(x)dV =
np∑
p=1
a(ξp )wp Jp . (2.72)
The integration points ξp are define apriori in the natural space, as well as the corresponding weight
wp . These values are well known for the usual finite element types. The scalar value Jp is the deter-
minant of the Jacobian for the mapping from physical to natural space. The number of integration
points to use depends on the degree of non-linearity of the field a.
Chapter 3
Multi-scale models based on first-order
computational homogenisation
A multi-scale formulation for quasi-static problems, where the constitutive behaviour at each macro-
point is determined through 1st-order computational homogenisation of the underlying RVE re-
sponse, is presented in this chapter. It is based on the variational multi-scale theory introduced by
de Souza Neto and co-workers (Blanco et al., 2016a, de Souza Neto and Feijóo, 2006, 2010, de Souza
Neto et al., 2015).
3.1 Homogenised constitutive response
Within the context of multi-scale modelling based on computational homogenization, the influ-
ence of the underlying material microstructure is explicitly accounted for in the macroscopic con-
stitutive response through the analysis of Representative Volume Elements (RVEs). For Coupled
Multi-scale Finite Element Analysis (FE2), the solution of two nested boundary value problems, cor-
responding to the coupled macro and micro-scale, is required. The macro-scale problem is solved
with the standard finite element framework, where the only difference lies on the constitutive de-
scription. A RVE is attached to each macro-integration point and the constitutive response is deter-
mined through the solution of the RVE equilibrium problem, which is driven by the macroscopic
deformation gradient. When the RVE equilibrium state is found, the macroscopic stress tensor is
obtained by homogenization of the microscopic counterparts, along with the homogenised con-
sistent tangent modulus. This process, schematically represented in Figure 3.1, can be seen as the
constitutive functional σˆ of Equation (2.59), where the internal variables θ are defined by the RVE
state.
Here, finite element discretization and analysis is employed at both scales. However, it is possi-
ble to use distinct numerical methods for the solution of either the macro and micro-problems.
3.2 Scale transition theory
Let us consider a solid defined by the macro-domain Ω, with a characteristic length L, and an in-
finitesimal spatial point x ∈Ω at the macro-scale. The underlying microstructure is modelled by a
RVE of size sRV E , where the characteristic length of the micro-constituents is denoted by l . A generic
infinitesimal spatial point at the RVE domainΩµ is denoted by y and a generic material point by Y .
Several definitions have been proposed for a Representative Volume Element in the literature
over the years. A review can be found in the work of Gitman et al. (2007). The main idea is that a RVE
must be large enough such that it is representative of all microstructural heterogeneities, i.e. l <<
sRV E , but should be much smaller than the macroscopic structure, such that the Scale Separation
Principle applies (sRV E << L). In this case, a RVE may be identified with a generic infinitesimal point
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Figure 3.1: Schematic representation of a coupled multi-scale finite element analysis.
Figure 3.2: RVE definition and scale separation principle.
x at the macro-scale, as represented in Figure 3.2. Terada et al. (2000) and Kanit et al. (2003) among
others have made several studies on the representativeness and size determination of a RVE.
The formulation of the multi-scale problem is presented in the next section. The Method of
multi-scale virtual power (Blanco et al., 2016a) is employed to derive the formulation, guaranteeing
it is variationally consistent across the scales.
3.2.1 Multi-scale kinematics
The kinematic insertion and kinematic homogenisation definitions are the basic ingredients needed
to develop the multi-scale formulation within the Method of multi-scale virtual power context.
These procedures relate the kinematic descriptors from both scales.
Kinematic insertion
This procedure defines how macro-scale kinematical quantities contribute to the micro-scale kine-
matics. The macroscopic deformation gradient is enforced to the RVE, which generates a micro-
scopic displacement field. It can be expressed as the sum of its linear part, that depends directly on
the prescribed deformation gradient, and the displacement fluctuation u˜:
u(Y , t )= [F (X , t )− I ] ·Y + u˜(Y , t ). (3.1)
Note that the unknown of the micro-scale equilibrium problem is in fact the fluctuation field, since
the linear displacement is prescribed.
Kinematic homogenisation
The kinematic homogenisation procedure establishes how micro-scale kinematical quantities are
averaged in some sense to be related to the corresponding macro-scale counterparts. The macro-
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scopic deformation gradient, that drives the micro-scale deformation, is obtained as an average of
the microscopic deformation gradient field over the undeformed RVE domainΩµ:
F (X , t )= 1
Vµ
∫
Ωµ
F (Y , t )dV
= I + 1
Vµ
∫
Ωµ
∇Y u(Y , t )dV. (3.2)
The scalar Vµ denotes the RVE undeformed volume, I is the second-order identity tensor and ∇Y is
the material gradient with respect to the micro-scale.
Kinematic admissibility
The constraints defining the kinematic admissibility are a result of the compatibilisation between
the kinematic insertion and kinematic homogenisation definitions. Introducing the definition of
Expression (3.1) into Expression (3.2), the following equation is obtained after some manipulation:
F (X , t )= F (X , t )+ 1
Vµ
∫
Ωµ
∇Y u˜(Y , t )dV. (3.3)
Thus, the minimal kinematic admissible constraint is given by∫
Ωµ
∇Y u˜(Y , t )dV = 0, (3.4)
which can be written as the boundary constraint of Equation (3.5), where N denotes the outward
unit reference vector: ∫
∂Ωµ
u˜(Y , t )⊗Nd A = 0. (3.5)
The space of admissible displacement fluctuations is therefore defined by:
K˜ ≡
{
u˜, sufficiently regular|
∫
∂Ωµ
u˜⊗Nd A = 0
}
. (3.6)
The application of this constraint yields the so-called uniform traction boundary condition.
Additional constraints may be introduced, as detailed in Section 3.2.4.
3.2.2 Hill-Mandel Principle
The classical Hill-Mandel Principle establishes the energetic equivalence between the two coupled
scales, stating that the macroscopic stress power must be equal to the average of its microscopic
counterpart over the RVE. In the framework of the Method of multi-scale virtual power, for the stan-
dard 1st-order homogenisation formulation, the Hill-Mandel Principle is equivalent to the Princi-
ple of multi-scale virtual power, which establishes the equivalence of the virtual power across the
scales:
P (X , t ) : δF (X , t )= 1
Vµ
∫
Ωµ
P (Y , t ) : δF (Y , t )dV. (3.7)
This must be satisfied for any virtual deformation gradient at the macro-scale δF (X , t ) and for any
virtual deformation gradient at the micro-scale δF (Y , t ).
For the sake of compactness, the arguments (Y , t ) and (X , t ) are dropped in what follows, and
the subscript (•)µ is employed to identify the micro-scale variables.
Taking into account the deformation gradient definition (Equation (2.14)) and the micro-scale
displacement field (Equation (3.1)), the microscopic deformation gradient is expressed by:
Fµ = I +∇Y uµ = F +∇Y u˜. (3.8)
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Therefore the Principle of multi-scale virtual power may be rewritten as
P : δF = 1
Vµ
∫
Ωµ
Pµ : [δF +∇Y δu˜]dV , (3.9)
for any admissible virtual deformation gradient at the macro-scale δF and any admissible virtual
displacement fluctuation at the micro-scale δu˜.
3.2.3 Micro-scale equilibrium problem
The micro-scale equilibrium equation can be determined as a consequence of the Principle of
multi-scale virtual power, assuming that δF = 0, which results in∫
Ωµ
Pµ :∇Y δu˜dV = 0, ∀ δu˜ ∈ V˜ , (3.10)
or, in a spatial description: ∫
ϕ(Ωµ)
σµ :∇yδu˜dV = 0, ∀ δu˜ ∈ V˜ , (3.11)
where the virtual displacement fluctuation δu˜ belongs to the space of admissible displacement
fluctuations V˜ ≡ K˜ . The goal is to find the displacement fluctuation field u˜ that satisfies the equi-
librium equation.
Looking at a general virtual work equation (material version):∫
Ωµ
[
Pµ :∇Y δu˜−bµ0 ·δu˜
]
dV −
∫
∂Ωµ
tµ0 ·δu˜d A = 0,∀ δu˜ ∈ V˜ , (3.12)
it is possible to conclude that a consequence of the Hill-Mandel principle is that external traction
forces and body forces do not produce work:∫
Ωµ
bµ0 ·δu˜dV = 0, ∀δu˜ ∈ V˜ , (3.13)∫
∂Ωµ
tµ0 ·δu˜d A = 0, ∀δu˜ ∈ V˜ . (3.14)
In a quasi-static framework and in the absence of body forces (bµ0 = 0), which is the case considered
here, this means that external forces tµ0 are reactions arising from the enforcement of the boundary
conditions. Therefore, the strong form of the micro-equilibrium equation can be stated by
divY Pµ = 0, inΩµ (3.15)
tµ0 =Pµ ·N , on ∂Ωµ. (3.16)
The micro-scale equilibrium problem defined by Equation (3.11) is solved independently for
each RVE, with the finite element method, using the iterative Newton-Raphson scheme. Even
though the macro and micro systems of equations are not solved monolithically, the incremental
strategy must be consistent between both scales. This subject is discussed in Section 3.3.1.
The constitutive behaviour of micro-constituents is modelled by conventional internal variable-
based dissipative constitutive equations. A finite strain approach is assumed at micro-level, where
materials may be path dependent. Thus, the micro-constitutive functional is driven by the micro-
scopic deformation gradient and microscopic internal variables β:
σµ,n+1
(
y
)= σˆ(Fµ,n+1(y),βn(y)). (3.17)
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3.2.4 Micro-scale boundary conditions
Uniform traction boundary condition
The minimal kinematic constraint given by Equation (3.5) is the minimal boundary condition that
satisfies the compatibility between the macroscopic deformation gradient and the micro-scale dis-
placement field. It yields a uniform traction on the RVE boundary which is driven by the ho-
mogenised Piola-Kirchhoff:
tµ0 =Pµ ·N =P ·N . (3.18)
This constraint results in the most compliant homogenised response.
Periodic boundary condition
The periodic boundary condition enforces similar fluctuations on opposite sides of the RVE, such
that the microstructure may be seen as a pattern of repeated RVEs. Splitting the RVE boundary sides
in a positive part ∂Ω+µ , with outward unit vector denoted by N+, and their opposite counterparts as
negative ∂Ω−µ , with unit outward N− =−N+ such that:
∂Ωµ = ∂Ω+µ ∪∂Ω−µ , (3.19)
this boundary condition is stated by:
u˜(Y +, t )= u˜(Y −, t ), (3.20)
where Y + ∈ ∂Ω+µ and Y − ∈ ∂Ω−µ are corresponding points on the opposite sides.
The periodic boundary condition is the most popular micro-constraint due to the fact that
the resulting homogenised properties converge faster to their real values as the RVE size increases
(Kanit et al., 2003, Terada et al., 2000). In fact, the uniform traction condition provides a lower
bound for the homogenised response, the linear boundary condition returns an upper bound, and
the macro-response obtained with the periodic constraint lies between both.
Linear boundary condition
This condition defines that on the boundary of the RVE, the displacement field is coincident with
the imposed linear displacement, i.e, the displacement fluctuation field is null on the boundary:
u˜(Y )= 0, ∀Y ∈ ∂Ωµ. (3.21)
The conditions introduced by Expressions (3.5) and (3.14) are automatically satisfied, and Expres-
sion (3.13) is verified in the absence of body forces and accelerations.
Taylor condition
The trivial solution u˜ = 0 over the entire domain is the simplest condition respecting the minimal
kinematic admissible fluctuations. In this case, the microscopic displacement field is the linear dis-
placement enforced by the macroscopic deformation gradient. This constraint is known as Taylor
condition, which is equivalent to the rule of mixtures commonly used to obtain the homogenised
properties of composites. This constraint overestimates the stiffness of heterogeneous materials,
providing a response even stiffer than the linear boundary condition.
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3.2.5 Homogenised stress tensor
When the micro-equilibrium is found, the macroscopic stress can be determined by homogeniza-
tion. This procedure is also a consequence of the Principle of Multi-Scale Virtual Power, when
δu˜ = 0 is assumed. The macroscopic First Piola-Kirchhoff tensor is obtained as a volume averaging
of its microscopic counterpart:
P = 1
Vµ
∫
Ωµ
PµdV. (3.22)
Developing the above right hand side through integration by parts:∫
Ωµ
PµdV =
∫
Ωµ
Pµ ·∇Y Y dV =
∫
∂Ωµ
Pµ ·N ⊗Y d A−
∫
Ωµ
divY Pµ⊗Y dV. (3.23)
Introducing the strong form of the equilibrium problem allows to re-write Equation (3.22) in terms
of a boundary integral as
P = 1
Vµ
∫
∂Ωµ
tµ0⊗Y dV = 1
Vµ
∫
ϕ(∂Ωµ)
tµ⊗Y dV. (3.24)
The Cauchy stress tensor, which is the stress measure used at the macro-scale, is obtained
through the relation:
σ= 1
detF
PF T . (3.25)
3.3 Numerical solution of the multi-scale equilibrium problem
The finite element method is employed to solve the equilibrium problems arising at both scales.
While the macro-scale problem is treated as a standard finite element problem (see Section 2.5),
additional numerical treatment is applied at the micro-scale, to deal with the nature of the micro-
constraints. In fact, the only difference between a standard finite element simulation and the
macro-scale problem lies on the determination of the constitutive behaviour at the macroscopic
integration points, which is obtained by stress homogenisation from the underlying RVE, and the
computation of the homogenised consistent tangent operator.
3.3.1 Large-strain and path dependent framework
In the present contribution, a large strain formulation is assumed at both scales, with possibly path
dependent constitutive models describing the micro-constituents behaviour. Consequently, the
macroscopic constitutive response is also path dependent. The macro-level constitutive functional
in Expression (2.59) represents the micro-scale analysis and stress homogenization procedure. The
macro-internal variables θ can be interpreted as the underlying RVE state. This state is character-
ized by the microscopic internal variablesβ, the microscopic geometry defined by the RVE updated
coordinates y , and the micro-stress field σµ(y).
The RVE state must be stored during the iterative solution of the macroscopic problem, so that
the state update can be performed within each incremental step, taking into account the load his-
tory. Moreover, incrementation at both scales must be consistent. Sub-incrementation strategies
have been proposed in order to improve the robustness of the RVE iterative solution and reduce the
computational time for multi-scale analysis, while keeping the consistency between incremental
schemes at both scales (Reis and Andrade Pires, 2013, Somer et al., 2009). A schematic representa-
tion of the multi-scale analysis involving large strains at both scales is shown in Figure 3.3, where
the incremental consistency between scales and the importance of the RVE state are highlighted.
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Figure 3.3: Schematic representation of a coupled multi-scale finite element analysis at large strains
with path dependent descriptions.
3.3.2 Finite element discretisation
The finite element discretisation of the weak equilibrium Equation (3.11) results in:
δu˜T · fi nt (u˜)= 0, ∀δu˜ ∈ V˜ d , (3.26)
where the internal force vector is given by:
fi nt (u˜)=
∫
ϕ(Ωµ)
(Bg )T σˆ(Fn+1(y),βn(y))dV. (3.27)
Since Equation (3.26) must be satisfied for any admissible virtual displacement vector δu˜, the equi-
librium equation can be simply stated as:
fi nt (u˜)= 0. (3.28)
Therefore, the residual vector coincides with the internal force vector, and no external forces are in-
cluded in this formulation, since the boundary conditions are already taken into account in the ad-
missible virtual displacements set V˜ d . This non-linear problem is solved with the Newton-Raphson’s
method. A schematic representation of the solution of the micro-scale equilibrium problem is pre-
sented in Figure 3.4.
Condensation method
The condensation method is used in order to embed the micro-constraints into the process of find-
ing the displacement fluctuation field (Reis, 2014, Reis and Andrade Pires, 2013, 2014). Without loss
of generality, the degrees of freedom (dof ) are split into distinct groups, according to the position of
the corresponding node on the RVE finite element model:
(i) interior dof, related to nodes in the interior of the RVE;
(f) free dof on RVE boundary;
(d) dependent dof, defined on RVE boundary, whose displacement fluctuation depends on free
counterparts;
(p) prescribed dof, on the boundary of the RVE, where null displacement fluctuation is defined,
in order to avoid rigid body motion.
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Figure 3.4: Schematic representation of the insertion, micro-scale equilibrium solution and stress
homogenisation procedures.
The displacement fluctuation, virtual displacement and internal force vectors are re-arranged ac-
cording to these groups:
u˜=

u˜i
u˜ f
u˜d
u˜p
 , δu˜=

δu˜i
δu˜ f
δu˜d
δu˜p
 , f
i nt =

fi
f f
fd
fp
 , (3.29)
and so is the linearised version of Expression (3.26), needed for the Newton-Raphson’s scheme:
δu˜i
δu˜ f
δu˜d
δu˜p

T 

ki i ki f ki d ki p
k f i k f f k f d k f p
kdi kd f kdd kd p
kpi kp f kpd kpp


∆u˜i
∆u˜ f
∆u˜d
∆u˜p
+

fi
f f
fd
fp

= 0. (3.30)
Here, the concept of stiffness matrix and iterative solution, which is introduced in Section 2.5, is
recalled.
Boundary conditions are introduced on the present problem by choosing suitable dependent
and prescribed boundary dof, and a relation between dependent and free displacement fluctuation,
which in general is defined by a dependency matrix α through:
u˜d =αu˜ f . (3.31)
With this relation at hand, together with the fact that u˜p = 0, Expression (3.30) is condensed.
In the first place, all contributions from prescribed dof are eliminated, since u˜p is not an unknown
anymore. In the second place, considering the above relation, that is also valid to relate δu˜d and
δu˜ f , the linearised virtual work is rewritten as:
δu˜i
δu˜ f
αδu˜ f

T 
ki i ki f ki dk f i k f f k f d
kdi kd f kdd


∆u˜i
∆u˜ f
α∆u˜ f
+

fi
f f
fd

 . (3.32)
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Applying condensation to the ∆u˜ vector, the unknown part u˜d is removed from the equation:
δu˜i
δu˜ f
αδu˜ f

T 

ki i ki f +ki dα
k f i k f f +k f dα
kdi kd f +kddα

∆u˜
i
∆u˜ f
+

fi
f f
fd

= 0. (3.33)
Finally, the same procedure is applied to the virtual displacement vector, which results in:
δu˜i
δu˜ f

T 
 k
i i ki f +ki dα
k f i +αT kdi k f f +k f dα+αT kd f +αT kddα


∆u˜i
∆u˜ f
+

fi
f f +αT fd

= 0.
(3.34)
Since the above equality must hold for any set of virtual displacements, the equilibrium problem
falls into the iterative solution of the condensed system of equations: k
i i ki f +ki dα
k f i +αT kdi k f f +k f dα+αT kd f +αT kddα


∆u˜i
∆u˜ f
=−

fi
f f +αT fd
 . (3.35)
The dependent component ∆u˜d is recovered through Expression (3.31), and the solution is up-
dated in each iteration by:
u˜( j+1)n+1 = u˜
( j )
n+1+∆u˜. (3.36)
3.3.3 Micro-scale boundary conditions
The linear system of equations for the micro-scale Newton-Raphson’s scheme presented in Equa-
tion (3.35) is particularised for each boundary condition presented in Section 3.2.4 (linear, periodic
and uniform traction) in what follows.
Linear boundary condition
Within the linear boundary condition, a null fluctuation is imposed on the entire RVE boundary.
Therefore all boundary dof are prescribed and only the interior fluctuations u˜i are unknown. This
results in:
ki i∆u˜i =−fi . (3.37)
This constraint naturally avoids rigid body motion.
Periodic boundary condition
A standard implementation of the periodic boundary condition requires the mesh to be conform on
opposite faces of the RVE, i.e., for each node on the negative boundary (free), there is a node with
corresponding coordinates on the opposite face (dependent). With a suitable sorting of vectors
u˜ f = u˜− and u˜d = u˜+, this direct relation leads to a dependency matrix that simply corresponds to
the identity matrix α≡ I and the system of equation is simplified to: ki i ki++ki−
k+i +k−i k+++k+−+k−++k−−
∆u˜
i
∆u˜−
=−
 f
i
f ++ f −
 . (3.38)
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In order to use non-conform finite element meshes, the mortar periodic boundary condition
(Reis, 2014, Reis and Andrade Pires, 2014) is employed. In this case, the general Expression (3.35)
is used, where the dependency matrix α is computed from the so-called mortar matrices (see Ap-
pendix B).
In both implementations, RVE corners are prescribed in order to avoid rigid body motion.
Uniform traction boundary condition
Similarly to the mortar periodic constraint, the general linear system of equations of Expression
(3.35) is employed for the uniform traction boundary condition. The dependency matrix is ob-
tained from the discretised version of Equation (3.5), which, taking into account the decomposition
presented in Expression (3.29), is defined as:
[
C f Cd
]u˜
f
u˜d
= 0. (3.39)
The constraint matrices C∗ are assembled from their element counterparts, given by
CL =

(∫
H1N1d A
)
I
(∫
H2N1d A
)
I · · ·(∫
H1N2d A
)
I
(∫
H2N2d A
)
I · · ·(∫
H1N3d A
)
I
(∫
H2N3d A
)
I · · ·
 (3.40)
for 3D problems and, for 2D RVEs:
CL =
 (∫ H1N1d A)I (∫ H2N1d A)I · · ·(∫
H1N2d A
)
I
(∫
H2N2d A
)
I · · ·
 . (3.41)
In the above definition, integrals are computed over element surfaces which intersect RVE bound-
aries, Ni denotes the i -th component of the outward unit vector N related to the corresponding
surface in the reference configuration and Hi represents the value of the i -th shape function.
With straightforward manipulation of (3.39), the following relation between dependent and free
boundary nodes arises:
u˜d =−
[
Cd
]−1
C f u˜ f . (3.42)
Therefore, the dependency matrix is defined by:
α=−
[
Cd
]−1
C f . (3.43)
This matrix is determined during the initialisation of the problem, remaining unchanged during
the simulation.
Only one node has to be prescribed, in order to avoid rigid body translation, since rigid body
rotation is naturally constrained by Equation (3.5), as shown next. If a displacement fluctuation
field results in a rigid rotation about a point Q , defined by the rotation tensor R , then it may be
defined as
u˜ =Q+R · (Y −Q)−Y , (3.44)
Introducing this definition into Equation (3.5) yields:∫
∂Ωµ
(Q⊗N +R ·Y ⊗N −R ·Q⊗N −Y ⊗N )d A = 0. (3.45)
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Since Q and R are constant and
∫
∂Ωµ
Nd A = 0, the first and third terms of the above left-hand-side
vanish, resulting in ∫
∂Ωµ
(R ·Y ⊗N −Y ⊗N )d A = 0⇔R = I . (3.46)
Therefore, the only possible rigid rotation tensor under the minimal kinematic constraint is the
identity tensor, which is the absence of rotation indeed.
The choice of dependent dof must be carefully performed so that Cd can be inverted. Due to
the matrix size, four dependent dof must be defined for 2D models, and nine dependent dof are
chosen for the 3D case. Therefore, two dependent nodes suffice in 2D, and three in 3D. In the 3D
RVE models, where 6-noded triangular (tri 6) elements may arise at the boundary, the dependent
nodes cannot coincide with the triangle vertices, since the integration of the corresponding shape
function on the boundary is null (see Appendix C), and the matrix Cd becomes singular.
3.3.4 Homogenised stress tensor
When the solution of the RVE equilibrium problem is found, the macroscopic stress is obtained by
homogenisation, through Equation (3.22). In a discretised domain, this integration is performed
over the volume with Gaussian quadrature rules. A more efficient stress homogenisation can be
performed through discretisation of Expression (3.24), where a boundary integral is performed in-
stead. Therefore, the homogenised stress tensor may be computed in vector form as:
P= 1
Vµ
Dbf
i nt
b , (3.47)
where fi ntb contains internal nodal forces at boundary nodes, and Db is a suitable matrix with bound-
ary reference nodal coordinates:
Db =
[
D1 D2 ... Dnb
]
, (3.48)
where nb denotes the number of nodes on the RVE boundary, and the nodal contributions are given
by
Di =
Y1 · IY2 · I
Y3 · I

i
. (3.49)
3.3.5 Homogenised consistent tangent modulus
In the context of the Newton-Raphson iterative scheme at the macro-scale problem, the tangent
modulus consistent with the state update must be determined. Since in the presented multi-scale
framework the homogenised stress in each Gauss point is obtained through the solution of the cor-
responding RVE equilibrium problem, followed by homogenisation of the first Piola-Kirchhoff ten-
sor, the material tangent modulus:
A= ∂P
∂F
(3.50)
has to be computed. In the work of Miehe et al. (1999b) and Feyel and Chaboche (2000) a finite dif-
ference approximation is employed to obtain this derivative. However, this is not a robust strategy,
since it implies the solution of extra RVE problems, which inevitably increases the computing time
of this kind of problems.
Looking at the homogenised stress tensor definition introduced by Expression (3.47), the con-
densation method can be used to determine the homogenised tangent modulus (Kouznetsova,
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2002, Miehe and Koch, 2002, Reis, 2014). Taking into account the vector format employed to store
either the homogenised Piola-Kirchhoff stress tensor and the macroscopic deformation gradient:
P=

P11
P21
P31
P12
P22
P32
P13
P23
P33

, F=

F11
F21
F31
F12
F22
F32
F13
F23
F33

, (3.51)
the material tangent modulus matrix is obtained as:
A= 1
Vµ
Db
∂fb
∂F
, (3.52)
which is developed by the application of the chain rule, as follows
A= 1
Vµ
Db
∂fb
∂u
∂u
∂F
. (3.53)
The discretised displacement field may be split in groups according to the respective nodes
position in the RVE, as shown in Section 3.3.2. Introducing this division in the above expression
results in:
A= 1
Vµ
Db
[
∂fb
∂ui
∂ui
∂F
+ ∂f
b
∂u f
∂u f
∂F
+ ∂f
b
∂ud
∂ud
∂F
+ ∂f
b
∂up
∂up
∂F
]
. (3.54)
The derivatives of internal forces in relation to displacements correspond to the respective stiff-
ness components:
∂fb
∂ui
= kbi (3.55)
∂fb
∂u f
= kb f (3.56)
∂fb
∂ud
= kbd (3.57)
∂fb
∂up
= kbp . (3.58)
Recalling Expression (3.1), where the displacement field is decomposed in the linear component
and fluctuation, it is possible to write its discretised version as
u=DT (F− I)+ u˜. (3.59)
Consequently, derivatives of displacements with respect to the macroscopic deformation gradient
are given by:
∂u(•)
∂F
=D(•),T + ∂u˜
(•)
∂F
. (3.60)
It is noteworthy that for prescribed nodes u˜p = 0, hence the derivative ∂u˜p /∂F is null.
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With the above definitions, Expression (3.54) is rewritten as:
A= 1
Vµ
Db

[
kbi kb f kbd
]

∂u˜i
∂F
∂u˜ f
∂F
∂u˜d
∂F
+
[
KB
][
Dtot al
]T
 , (3.61)
where
[
KB
]
is the stiffness matrix referring to all boundary degrees of freedom, with a suitable sort-
ing:
[
KB
]= [kbi kb f kbd kbp]=
k f i k f f k f d k f pkdi kd f kdd kd p
kpi kp f kpd kpp
 , (3.62)
and
[
Dtot al
]
is the assemblage of the coordinate matrices, introduced by Expression (3.49), for all
nodes in the micro-scale mesh: [
Dtot al
]
= [Di D f Dd Dp] . (3.63)
Finally, considering the condensation procedure presented in Section 3.3.2, the above expres-
sion is simplified to
A= 1
Vµ
Db
[ kbi kb f +kbdα ]

∂u˜i
∂F
∂u˜ f
∂F
+ [KB ][Dtot al]T
 . (3.64)
The derivatives of the displacement fluctuations with respect to the deformation gradient have
to be determined to complete the definition of the material tangent modulus. Starting from the fact
that when RVE equilibrium is attained: 
∂fi
∂F
∂f f
∂F
+αT ∂f
d
∂F
= 0, (3.65)
with an expansion and mathematical treatment of this expression, following a strategy similar to
the applied above, it results the following equation: k
i i ki f +ki dα
k f i +αT kdi k f f +k f dα+αT kd f +αT kddα


∂u˜i
∂F
∂u˜ f
∂F
+
 K
I
KF +αT KD
 [Dtot al ]T = 0, (3.66)
where [
K•
]= [k•i k• f k•d k•p] . (3.67)
Then, these derivatives can be obtained from the matrix Equation (3.66). Note that in practice, the
matrix that results from
[
KI
][
Dtot al
]T
has 4 columns in 2D problems, or 9 in the 3D case.
Finally, as the current finite element implementation is based on a spatial description, the spa-
tial tangent modulus has to be computed, which is easily calculated from its material counterpart
through the relation introduced in Expression (A.16).
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3.4 Lagrange multipliers formulation for the uniform traction condi-
tion
A multi-scale formulation where the minimal constraint is enforced by Lagrange multipliers is in-
troduced in this section. This kind of formulation allows to identify the reactive nature of the
boundary conditions through the analysis of the role of the Lagrange multipliers. The numerical
solution of the resulting constrained problem, where the Lagrange multipliers are included as an
unknown, leads to an alternative to the condensation method to impose the boundary condition in
the linear system of equations.
3.4.1 Principle of multi-scale virtual power
The method of multi-scale virtual power is employed to develop the multi-scale formulation. Within
the present formulation, the minimal kinematic constraint (Equation (3.5)) is enforced by including
the Lagrange multiplier L, which is a second-order tensor, in the principle of multi-scale virtual
power statement:
P : δF = 1
Vµ
[∫
Ωµ
Pµ : (δF +∇Y δu˜)dV
− δL :
(∫
∂Ωµ
u˜⊗Nd A
)
−L :
(∫
∂Ωµ
δu˜⊗Nd A
)]
, ∀ (δF ,δu˜,δL) . (3.68)
3.4.2 Micro-scale equilibrium problem
The micro-scale weak equilibrium equation is obtained by setting δF = 0 in Equation (3.68). There-
fore, the micro-problem consists in finding the fluctuation field u˜ and the Lagrange multiplier L
such that:
∫
Ωµ
Pµ :∇Y δu˜dV −δL :
(∫
∂Ωµ
u˜⊗Nd A
)
−L :
(∫
∂Ωµ
δu˜⊗Nd A
)
= 0. (3.69)
The strong form of the equilibrium problem is determined by setting δL = 0 in Equation (3.69),
which including the equivalence between Expressions (3.4) and (3.5) results in the following∫
Ωµ
(
Pµ−L
)
:∇Y δu˜dV = 0. (3.70)
Integrating by parts, and taking into account that L is constant on the RVE domain, the above ex-
pression is elaborated to∫
∂Ωµ
([
Pµ−L
] ·N ) ·δu˜d A−∫
Ωµ
div
[
Pµ−L
] ·δu˜dV =∫
∂Ωµ
([
Pµ−L
] ·N ) ·δu˜d A−∫
Ωµ
divPµ ·δu˜dV = 0 (3.71)
Since this holds for any δu˜, then the equations stating the strong equilibrium are expressed by
Pµ ·N = L ·N , on ∂Ωµ, (3.72)
divPµ = 0, inΩµ. (3.73)
Looking at Equation (3.72), it becomes clear that the Lagrange multiplier is directly related to
the external traction on the RVE boundary,
tµ0 = L ·N . (3.74)
In addition, since the Lagrange multiplier L is constant on the RVE boundary, it is shown that the
minimal constraint expressed by Equation (3.5) results in a uniform traction on the boundary.
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3.4.3 Homogenised stress tensor
The expression for the homogenised Piola-Kirchhoff is obtained from the principle of multi-scale
virtual power by defining δL = 0 and δu˜ = 0 in Equation (3.68), which yields:
P : δF = 1
Vµ
∫
Ωµ
Pµ : δFdV ⇒P = 1
Vµ
∫
Ωµ
PµdV. (3.75)
The above expression may be developed through integration by parts of the right-hand side:∫
Ωµ
PµdV =
∫
Ωµ
Pµ ·∇Y Y dV
⇒
∫
Ωµ
Pi j
∂Yk
∂Y j
dV =
∫
Ωµ
(
∂Pi j Yk
)
∂Y j
dV −
∫
Ωµ
∂Pi j
∂Y j
Yk dV
⇔
∫
Ωµ
Pi j
∂Yk
∂Y j
dV =
∫
∂Ωµ
Pi j N j Yk d A−
∫
Ωµ
∂Pi j
∂Y j
Yk dV
⇒
∫
Ωµ
PµdV =
∫
∂Ωµ
Pµ ·N ⊗Y d A−
∫
Ωµ
divY Pµ⊗Y dV. (3.76)
Therefore the homogenised Piola-Kirchhoff stress tensor is rewritten as
P = 1
Vµ
[∫
∂Ωµ
Pµ ·N ⊗Y d A−
∫
Ωµ
divY Pµ⊗Y dV
]
. (3.77)
In view of the strong form of the micro-problem, the second term of the above is null and the
homogenised stress P can be expressed as:
P = 1
Vµ
∫
∂Ωµ
L ·N ⊗Y d A. (3.78)
Developing this expression as follows:
Pi k =
1
Vµ
∫
∂Ωµ
Li j N j Yk d A =
1
Vµ
Li j
∫
∂Ωµ
N j Yk d A (3.79)
= 1
Vµ
Li j
∫
Ωµ
∂Yk
∂Y j
dV = 1
Vµ
Li j
∫
Ωµ
δk j dV = Li k , (3.80)
it is proved that the Lagrange multiplier L equals the homogenised Piola-Kirchhoff stress tensor P :
L =P . (3.81)
3.4.4 Numerical solution of the micro-equilibrium problem
Similarly to the approach for the condensation method (see Section 3.3.2), the RVE degrees of free-
dom are split into interior, free and prescribed dof, where the last two groups belong to the RVE
boundary. The displacement fluctuation, virtual displacement and internal force vectors are writ-
ten as:
u˜=

u˜i
u˜ f
u˜p
 , δu˜=

δu˜i
δu˜ f
δu˜p
 , fi nt =

fi
f f
fp
 , (3.82)
where u˜p = δu˜p = 0. The Lagrange multiplier vector is denoted by λL . The discretised version of the
minimal kinematic constraint is defined by a suitable constraint matrix CL (see Section 3.3.3), such
that
CL · u˜= 0⇔
[
0 C f
] ·{u˜i
u˜ f
}
= 0. (3.83)
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Therefore, the finite element discretised version of Equation (3.69) is written as
δu˜T · fi nt −δλTL · (CL · u˜)−δu˜T ·
(
CTL ·λL
)= 0. (3.84)
Since this must hold for any δu˜ and δλL , then the residual vector defining the discretised problem
is expressed by
r=
{
fi nt −CTL ·λL
CL · u˜
}
= 0. (3.85)
After linearisation, the resulting linear system of equations is defined aski i ki f 0k f i k f f −C f
0 C f 0


∆u˜i
∆u˜ f
∆λ
=−

fi
f f −C f ,T ·λL
C f · u˜ f
 . (3.86)
3.4.5 Homogenised consistent tangent modulus
At the micro-scale equilibrium solution, the derivative of the residual vector with regard to the
macro-deformation gradient is null:
∂
∂F

fi
f f −C f ,T ·λL
C f · u˜ f
=

∂fi
∂F
∂f f
∂F
−C f ,T · ∂λL
∂F
C f · ∂u˜
f
∂F
= 0. (3.87)
The derivatives ∂f•/∂F are developed as (see Section 3.3.5)
∂f•
∂F
= ∂f
•
∂ui
∂ui
∂F
+ ∂f
•
∂u f
∂u f
∂F
+ ∂f
•
∂up
∂up
∂F
= k•i ·
(
Di ,T + ∂u˜
i
∂F
)
+k• f ·
(
D f ,T + ∂u˜
f
∂F
)
+k•p ·Dp,T , (3.88)
while the derivatives ∂u˜/∂F and ∂λL/∂F are unknown. Therefore, Expression (3.87) can be re-
arranged in the following linear system of equations with multiple right-hand-sides:
ki i ki f 0k f i k f f −C f ,T
0 C f 0
 ·

∂u˜i
∂F
∂u˜ f
∂F
∂λL
∂F
=−
ki i ki f ki pk f i k f f k f p
0 0 0
 · [Di D f Dp]T . (3.89)
Since the Lagrange multiplier vectorλL is coincident with the homogenised Piola-Kirchoff stress
vector P, then the material tangent modulus is obtained from the solution of this system of equa-
tions:
A= ∂P
∂F
= ∂λL
∂F
. (3.90)
3.5 A comparison between the condensation method and the Lagrange
multiplier method
The numerical solution of the micro-scale equilibrium with the condensation method is described
in Section 3.3. In spite of being able to reduce the number of unknowns in the linear system of
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equations, a pre-processing of the tangent matrix, involving several matrix multiplications, is re-
quired in the case of the mortar periodic and uniform traction boundary conditions, due to the
concept of dependency matrix (c.f. Equation (3.35)). Alternatively, the Lagrange multiplier method
can be directly applied to the solution of the constrained micro-equilibrium problem, as presented
in Section 3.4 for the uniform traction condition. The Lagrange multiplier formulation for the mor-
tar periodic condition is introduced in Appendix B.4. This strategy is often avoided in the literature
due to the increase of the number of unknowns on the linear system of equations and the resulting
saddle point structure of the tangent matrix (Kouznetsova, 2002, Nguyen et al., 2016, Reis and An-
drade Pires, 2014). It must be remarked that two direct linear solvers (MA41 (HSL, 2013) and Intel
Pardiso (Intel, 2018)) have been tested for the solution of the system of equations resulting from
the Lagrange multiplier method, and both are able to deal correctly with the tangent matrix saddle
point structure.
The performance of both strategies is assessed in this section, for micro-scale analyses with RVE
models requiring distinct computational efforts and for a coupled FE2 simulation. All the simula-
tions are performed on the same computer, which has a processor Intel i7-3770k (4 physical cores,
3.50 GHz) and 16 GB RAM. The Intel Pardiso direct solver (Intel, 2018) is employed in all simulations.
3.5.1 Micro-scale simulations
Aiming to compare the performance of the condensation method with the Lagrange multiplier
method, in terms of computational time and memory requirements, under different conditions,
four microstructures involving distinct mesh sizes and constitutive models are analysed.
RVE with elastic constituents
In the first place, the RVE model for a composite shown in Figure 3.5 is analysed. Both the ma-
trix and rigid inclusions are described by linear elastic laws with the properties presented in Table
3.1. The mesh is composed by 896 8-noded quadrilateral elements with reduced integration, result-
ing in 2793 nodes, which requires a relatively low computational cost. A vertical traction macro-
deformation gradient is prescribed in 10 increments:
F =
[
1.0 0.0
0.0 1.2
]
. (3.91)
Figure 3.5: RVE model for a composite with elastic constituents. Mesh with 896 elements and 2793
nodes.
RVE with elasto-plastic matrix
A more complex microstructure is considered in this example, where voids are included, in addition
to a larger number of inclusions. Two different meshes are employed, where the model is discretised
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Table 3.1: Material properties for the constituents of the RVE shown in Figure 3.5.
Matrix Inclusions
Young modulus (E) [GPa] 72.4 400.0
Poisson ratio (ν) 0.3 0.3
by 8-noded quadrilateral elements, as shown in Figure 3.6. The von Mises elasto-plastic constitutive
law is used to model the matrix, while the inclusions are elastic, with the material properties defined
in Table 3.2. The following macro-deformation gradient is enforced in 50 increments:
F =
[
1.0 0.01
0.01 1.0
]
. (3.92)
(a) Mesh 1 - 3763 elements,
11756 nodes
(b) Mesh 2 - 7765 elements,
23968 nodes
Figure 3.6: Meshes used for the RVE with elasto-plastic matrix, elastic inclusions and voids.
Table 3.2: Material properties for the constituents of the RVE shown in Figure 3.6.
Matrix Inclusions
Young modulus (E) [GPa] 30.0 74.0
Poisson ratio (ν) 0.3 0.2
Yielding stress (σy0) [MPa] 93.0
Hardening modulus (H) [MPa] 100.0
3D RVE with a spherical void
The three dimensional RVE model presented in Figure 3.7 describes a material with a microstruc-
ture that consists of spherical voids in a von Mises elasto-plastic matrix, with 2% void volume frac-
tion. The mesh contains 1864 20-noded hexahedral elements, with reduced integration, resulting
in 8726 nodes. The material properties are summarised in Table 3.3. The macroscopic deformation
gradient enforced is defined by:
F =
1.0052 0.000 0.0060.000 1.0052 0.000
0.000 0.000 1.0052
 , (3.93)
and prescribed in 10 increments.
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Figure 3.7: Clipping of the finite element model for the RVE with a spherical void occupying 2% of
the volume (1864 elements, 8726 nodes).
Table 3.3: Material properties for the RVE shown in Figure 3.7.
Young modulus (E) [GPa] 210.0
Poisson ratio (ν) 0.3
Yielding stress (σy0) [MPa] 240.0
Hardening modulus (H) [MPa] 100.0
Void volume fraction ( f ) 2%
Results
The contour plots of the equivalent strain and equivalent Cauchy stress on the deformed meshes are
shown in Figures 3.8 to 3.10. It is important to remark that the results obtained with both strategies
coincide.
(a) Uniform traction (b) Mortar periodic
Figure 3.8: Contour plots of the equivalent strain (left) and equivalent stress [MPa] (right) in the RVE
with elastic constituents.
In what refers to the computational performance of each method, the time elapsed in the linear
solver for a typical iteration, the time for that iteration and the total simulation time are summarised
in Tables 3.4 to 3.6, along with the speedup S obtained with the Lagrange multiplier implementa-
tion:
S = tcondensati on
tLag r ang emul t .
. (3.94)
Additionaly, the memory usage peak observed in each case is listed in the Table 3.7.
In the simulations presented here, significant speedups are achieved by employing the Lagrange
multiplier implementation, despite increasing the number of unknowns in the system of equations.
Regarding the uniform traction boundary condition, most of the speedup is achieved due to a sig-
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(a) Uniform traction, Mesh 1 (b) Uniform traction, Mesh 2
(c) Mortar periodic, Mesh 1 (d) Mortar periodic, Mesh 2
Figure 3.9: Contour plots of the equivalent strain (left) and equivalent stress [MPa] (right) on the
RVE with voids and inclusions. Mesh is omitted for the sake of clarity.
nificant reduction in the direct solver time. As shown in Table 3.8, the number of non-zeros on the
tangent matrix is strongly affected by the implementation. The condensation method leads to a
much larger number of non-zeros due to the manipulation of the stiffness sub-matrices, which are
multiplied by the dependency matrix (Equation (3.35)), resulting in blocks with dense sub-matrices.
Obviously, this requires additional effort in the solution of the linear system of equations.
For the mortar periodic condition, the sparsity of the tangent matrix is not affected significantly.
The solver time also remains similar, despite the important increase in the number of unknowns.
In this case, most of the time spent in the condensation implementation is in the manipulation of
the tangent matrix, requiring several matrix multiplications, which is obviated with the Lagrange
multiplier implementation. This process is also observed with the uniform traction condition, but
is not so critical due to the smaller dimensions of the dependency matrix and condensation related
sub-matrices.
This last observation also explains the reduction in the memory requirements (see Table 3.7),
since the allocation of the condensation related sub-matrices is not needed within the Lagrange
multiplier implementation.
In summary, in spite of increasing the number of unknowns and changing the structure of the
tangent matrix, the use of the Lagrange multiplier method to enforce micro-scale constraint shows
a much superior computational performance, regarding either computing time and memory re-
quirements.
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Figure 3.10: Contour plots of the equivalent strain (left) and equivalent stress [MPa] (right) on the
3D RVE with spherical void (uniform traction).
Table 3.4: Computational time comparison for the RVE with elastic inclusions.
Time (s) Speedup
Cond. L.M.
Uniform traction
solver 0.071 0.043 1.65
iteration 0.101 0.061 1.66
total 3.53 2.35 1.50
Mortar periodic
solver 0.058 0.069 0.84
iteration 0.129 0.095 1.36
total 3.85 2.85 1.35
Table 3.5: Computational time comparison for the RVE with voids and inclusions.
Mesh 1 Mesh 2
Time (s) Speedup Time (s) Speedup
Cond. L.M. Cond. L.M.
Uniform traction
solver 0.521 0.200 2.61 solver 1.89 0.606 3.12
iteration 0.763 0.278 2.74 iteration 1.25 0.442 2.83
total 253.6 88.6 2.66 total 677.6 226.6 2.99
Mortar periodic
solver 0.250 0.222 1.13 solver 0.563 0.523 1.08
iteration 1.11 0.304 3.65 iteration 3.99 0.685 5.82
total 312.3 89.6 3.49 total 1391 247.5 5.62
Table 3.6: Computational time comparison for the 3D RVE with spherical void.
Time (s) Speedup
Cond. L.M.
Uniform traction
solver 24.2 4.3 5.63
iteration 25.7 4.6 5.59
total 1952 369.8 5.28
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Table 3.7: Memory peak observed for each case with both implementations (in MB), along with the
fraction of memory needed by the Lagrange multiplier method comparing with the condensation
method.
Cond. L.M. %
Elastic composite
(Figure 3.5)
U. Traction 57.1 36 63.0
Mortar P. 82.5 39.5 47.9
Voids and inclusions
(Figure 3.6)
Mesh 1
U. Traction 307 120.4 39.2
Mortar P. 400.6 133.2 33.3
Mesh 2
U. Traction 770.7 247.1 32.1
Mortar P. 1013.7 286.4 28.3
Spherical void
(Figure 3.7)
U. Traction 3973.1 904.6 22.8
Table 3.8: Comparison of the sparsity of the resulting tangent matrix. The values represent the
percentage of non-zero values in the tangent matrix.
Cond. L.M.
Elastic composite
(Figure 3.5)
U. Traction 1.1% 0.55%
Mortar P. 0.63% 0.52%
Voids and inclusions
(Figure 3.6)
Mesh 1
U. Traction 0.29% 0.13%
Mortar P. 0.14% 0.13%
Mesh 2
U. Traction 0.15% 0.06%
Mortar P. 0.07% 0.06%
Spherical void
(Figure 3.7)
U. Traction 4.9% 0.60%
Chapter 3. First-order computational homogenisation 43
3.5.2 FE2 simulation
The impact of the speedup obtained by employing Lagrange multipliers to the micro-scale solution
in a coupled scale FE2 simulation is assessed in this section.
The 2D beam model represented in Figure 3.11 is subjected to a bending rotation of 120◦, em-
ploying the RVE presented in Figure 3.5, with the material properties from Table 3.1, to model its
underlying microstructure. The macro-scale finite element model contains 200 8-noded quadri-
lateral elements, with reduced integration, resulting in 709 nodes and a total of 800 RVEs to be
analysed. The rotation is applied in 30 increments. This simulation is performed in parallel, with
the master-slave scheme proposed on Section 8.1, using 4 slave processors.
A•
B•
Figure 3.11: Geometry and finite element model for the beam subjected to a bending rotation.
Points A and B identify the positions of RVEs analysed in the results.
Results
The contour plots of the equivalent strain and effective Cauchy stress are shown in Figures 3.12 and
3.13 for the macro-scale model and two RVEs in the positions A and B defined in Figure 3.11.
The performance of both implementations in terms of elapsed time per macro-scale iteration
and total simulation time is compared on Table 3.9.
As expected, the Lagrange multiplier implementation allows to solve the problem faster than
with the condensation method. The speedup obtained in the coupled simulation is even superior
to the corresponding micro-scale simulation (see Table 3.4). This is explained by the additional
time gained in the computation of the homogenised consistent tangent operator.
Table 3.9: Comparison of the time elapsed for a macro-iteration and total simulation time for the
FE2 simulation of the bending beam.
Time (s) Speedup
Cond. L.M.
Uniform traction
iteration 153.7 57.5 2.67
total 20650 7407 2.79
Mortar periodic
iteration 129.3 67.6 1.91
total 17670 8425 2.10
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(a) Macro-scale
(b) RVE A (c) RVE B
Figure 3.12: Contour plots of the equivalent strain (top) and equivalent stress [MPa] (bottom) for
the FE2 simulation of the bending beam, with uniform traction condition at the micro-scale.
3.6 Conclusions
The method of multi-scale virtual power is employed to introduce a multi-scale formulation based
on first-order computational homogenisation in this chapter. Two different approaches are pre-
sented to enforce the micro-scale boundary conditions (uniform traction and mortar periodic) in
the resulting finite element equilibrium problem: (i) the condensation method and (ii) the Lagrange
multiplier method. The Lagrange multiplier-based formulation for the uniform traction condition
allows to clearly identify the reactive nature related to minimal constraint. In spite of leading to a
linear system of equations with a greater number of unknowns, the Lagrange multiplier implemen-
tation requires less computational effort, regarding either computing time and memory require-
ments, to solve the micro-scale problem. In a FE2 framework, the Lagrange multiplier method also
enables a more efficient computation of the consistent tangents. These time and memory savings
are of utmost importance in FE2 simulations, since most of computational time is spent in the so-
lution of the RVE problems.
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(a) Macro-scale
(b) RVE A (c) RVE B
Figure 3.13: Contour plots of the equivalent strain (top) and equivalent stress [MPa] (bottom) for
the FE2 simulation of the bending beam, with mortar periodic condition at the micro-scale.
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Chapter 4
Mechanics of second-order continuum
The mechanical behaviour of solids is usually described by classical 1st-order continuum theories
(also known as Cauchy continuum), as presented in Section 2, which are the so-called local ap-
proaches in the sense that the constitutive response at a given point is a function of the strain (based
on the displacement gradient) and state variables at that point. This lies on the assumption that
the underlying micro-structural mechanisms driving the material response occur at a spatial scale
much smaller than the structural scale, and a uniform strain field undergoes on the micro-structural
region dictating the response for a given point at the macro-scale. Classical 1st-order theories are
not appropriate to model situations where this assumption is violated, i.e., when the deformation
field wavelength at the structural level approaches the material characteristic length, related to the
material micro-structural length scale.
For instance, 1st-order theories are unable to model strain localisation properly, due to the loss
of ellipticity of the governing equilibrium equations. Consequently, the boundary value problem
becomes ill-posed and the associated finite element solution becomes dependent of the spatial
discretisation (Bažant and Lin, 1988, Bažant and Pijaudier-Cabot, 1988, Bazant and Jirásek, 2002,
Jirásek, 1998, Jirásek and Rolshoven, 2003). Non-local approaches have been developed within the
framework of 1st-order continuum aiming to minimize the mesh dependence pathology (Andrade
et al., 2009, 2011, 2014, Jirásek and Patzák, 2002, Pijaudier-Cabot and Bazant, 1987, Reis et al., 2018).
The basic idea is to include a characteristic length and make the behaviour at a given point de-
pend on the neighbouring points which are closer than the defined length. Some authors employ
gradient-based formulations for damage and plasticity (De Borst and Mühlhaus, 1992, Peerlings
et al., 1996, 2001), where gradients of the state variables are incorporated in the constitutive equa-
tions.
Second-order continuum theories, which include the second gradient of the displacement field
in the kinematical description, are intrinsically non-local, naturally incorporating the material char-
acteristic length, in spite of maintaining the local character of the constitutive laws. Size effects can
also be captured within the framework of second-order continuum models for solids behaviour.
Higher-order theories have arisen from the pioneering works of Cosserat and Cosserat (1909), Mindlin
(1964), Mindlin and Eshel (1968), Toupin (1964). In fact, most of the applications focus on guaran-
teeing mesh independence (Matsushima et al., 2002) and capture size effects (Fleck et al., 1994). A
comprehensive review on general higher-order theories is provided by Bertram (2017).
In the context of the present thesis, a second-order continuum description is of utmost im-
portance in order to achieve an enhanced description of micro-structural phenomena through a
second-order homogenisation framework. In this sense, in order for the micro-scale kinematics to
be enriched taking into account the second gradient of the macro displacements in a consistent
fashion, the macro-scale must be properly modelled by a second-order continuum model.
Therefore, a full gradient formulation for 2nd-order continuum at large strains is presented in
this chapter, along with the numerical solution through the finite element method. A well estab-
47
48 4.1. Second gradient of displacements
lished 2D finite element is adopted and a 3D hexahedral element is proposed. Numerical examples
are used to assess the finite element implementation, where a relatively simple second-order con-
stitutive law is considered.
4.1 Second gradient of displacements
Consider a 2nd-order continuum body occupying the domain Ω in the reference configuration,
which is subjected to external body forces b0, external boundary tractions t0 and double tractions
r0 on part of its boundary ∂ΩN , and line forces s0 on ΓN (Figure 4.1). In addition to the deformation
gradient F , the material constitutive behaviour of this body is also driven by the second gradient of
the displacement fieldG, which can be seen as the gradient of the displacement gradient:
G=∇XF =∇X (∇Xu)⇒Gi j k =
∂ui
∂X j∂Xk
. (4.1)
Figure 4.1: Schematic representation of a 2nd-order continuum body subjected to external actions.
While the 1st Piola-Kirchhoff is dual to the deformation gradient, the higher-order stress de-
noted byQ is the conjugate quantity of the second displacements gradient.
A physical interpretation of the 2nd-gradientG and its dual stressQ is found in the contribution
of Polizzoto (2016). Basically, when the second-gradient is considered in the solid deformation kine-
matics, the infinitesimal volume element associated with a given point undergoes second-order de-
formation modes, which are accounted for in the strain energy density function. This is illustrated
in Figure 4.2.
4.2 Weak equilibrium equation
Based on the work of Kouznetsova (2002), a variational approach is employed to determine the weak
equilibrium equation. All the formulation is developed in the material configuration.
The Virtual Work Principle states that the internal virtual work, that accounts for in the contri-
bution of the higher-order stress and the second gradient, must equal the variation of the external
work, where the contribution of the double tractions r0, which are dual to the normal displacements
gradient D0δu =∇Xδu ·N , is also included. Therefore the weak equilibrium equation yields:∫
Ω
(
P : δF +Q...δG
)
dV =
∫
Ω
b0 ·δudV +
∫
∂ΩN
t0 ·δud A+
∫
∂ΩN
r0 ·D0δud A+
∫
ΓN
s0 ·δud A, (4.2)
where b0 denotes the external body forces, t0 the external boundary tractions, r0 the external dou-
ble tractions on the boundary and s0 represents the external line forces.
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(a) undeformed
(b) 1st-order modes (c) 2nd-order modes
Figure 4.2: Representation of typical 1st-order and 2nd-order deformation modes, associated with
conventional strains and the second gradient of displacements.
4.3 Strong equilibrium
The strong form of the equilibrium problem is determined from its weak version in this section.
The left-hand-side of Equation (4.2) is developed by performing integration by parts. The first term
results in ∫
Ω
P : δFdV =
∫
Ω
P :∇XδudV =
∫
∂Ω
(P ·N ) ·δud A−
∫
Ω
divP ·δudV. (4.3)
The term related to the second gradient yields:∫
Ω
Q
...δGdV =
∫
Ω
Q
...∇X∇XδudV
=
∫
∂Ω
(Q ·N ) :∇Xδud A−
∫
∂Ω
divQ ·N ·δud A+
∫
Ω
div(divQ) ·δudV. (4.4)
This result can be better understood by analysing the following step-by-step deduction:
∫
Ω
Q
...∇X∇XδudV ⇒
∫
Ω
Qi j k
∂2δui
∂X j∂Xk
=
∫
Ω
[
∂
∂Xk
(
Qi j k
∂δui
∂X j
)
− ∂Qi j k
∂Xk
∂δui
∂X j
]
dV
=
∫
∂Ω
Qi j k
∂δui
∂X j
Nk d A−
∫
Ω
∂Qi j k
∂Xk
∂δui
∂X j
dV (4.5)
=
∫
∂Ω
Qi j k
∂δui
∂X j
Nk d A−
∫
Ω
[
∂
∂X j
(
∂Qi j k
∂Xk
δui
)
− ∂
∂X j
(
∂Qi j k
∂Xk
)
δui
]
dV
=
∫
∂Ω
Qi j k
∂δui
∂X j
Nk d A−
∫
∂Ω
∂Qi j k
∂Xk
δui N j d A+
∫
Ω
∂
∂X j
(
∂Qi j k
∂Xk
)
δui dV
⇒
∫
∂Ω
(Q ·N ) :∇Xδud A−
∫
∂Ω
divQ ·N ·δud A+
∫
Ω
div(divQ) ·δudV.
The gradient ∇Xδu is not independent from δu, and must be decomposed into its normal
and surface components before proceeding (Blanco et al., 2016b, Brand, 1947, Kouznetsova, 2002,
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Lesicˇar, 2015, Luscher, 2010):
∇Xδu =∇tXδu+D0δu⊗N
=∇Xδu · (I −N ⊗N )+∇Xδu ·N ⊗N . (4.6)
As a consequence, the same decomposition can be applied to the divergence operator:
divδu = divt δu+divn δu, (4.7)
where divδu =∇Xδu : I , divt δu =∇tXδu : I and divn δu = (D0δu⊗N ) : I .
Therefore, the term (Q ·N ) :∇Xδu is developed according to this decomposition. Assuming that
A =Q ·N , for the sake of simplification, then
A :∇Xδu = A :∇tXδu+ A : (D0δu⊗N ) . (4.8)
The second term of the right-hand-side may be simply rewritten by
A : (D0δu⊗N )=D0δu · A ·N . (4.9)
Regarding the first term, it is developed as follows:
A :∇tXδu = A : [∇Xδu · (I −N ⊗N )]= Ai j
∂ui
∂Xk
(
δk j −Nk N j
)
ei ⊗e j
= Ai j ∂ui
∂Xk
(
δk j −Nk N j
)
ei ⊗e j
= ∂
(
ui Ai j
)
∂Xk
(
δk j −Nk N j
)−ui ∂Ai j
∂Xk
(
δk j −Nk N j
)
ei ⊗e j
⇔ A :∇tXδu = divt (δu · A)−δu ·divt A. (4.10)
According to Brand (1947)∫
∂Ω
divt (δu · A)d A =
∫
∂Ω
divt (N )N · (δu · A)d A+
∮
∂Γ
m · (δu · A)dL, (4.11)
wherem denotes the external unit vector normal to the closed boundary curve Γ and tangent to the
surface, obtained as m = τ×N , with τ denoting the unit vector tangent to the curve. The last term
vanishes in the presence of a surface ∂Ωwithout the presence of edges or corners. If the surface has
ne edges, then the line integral can be expressed as (Kouznetsova, 2002)∮
Γ
m · (δu · A)dL =
ne∑
i=1
∮
Γi
‖m · (δu · A)‖dL. (4.12)
Therefore, the integral∫
∂Ω
(Q ·N ) :∇Xδud A =
∫
∂Ω
divt (N ) ((Q ·N ) ·N ) ·δud A−∫
∂Ω
divt (Q ·N ) ·δud A+
ne∑
i=1
∮
Γi
‖(Q ·N ) ·m‖ ·δudL+∫
∂Ω
(Q ·N ) ·N ·D0δud A. (4.13)
Finally, including the above developments, Equation (4.2) is rewritten as∫
Ω
[div(divQ)−divP ] ·δudV+∫
∂ΩN
[
P ·N −divQ ·N +divt N (Q ·N ) ·N −divt (Q ·N )] ·δud A+∫
∂Ω
(Q ·N ) ·N ·D0δud A+
ne∑
i=1
∮
Γi
‖(Q ·N ) ·m‖ ·δudL
=
∫
Ω
b0 ·δudV +
∫
∂ΩN
t0 ·δud A+
∫
∂ΩN
r0 ·D0δud A+
∫
ΓN
s0 ·δud A. (4.14)
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By standard variational arguments, since Equation (4.14) must be satisfied for any admissible dis-
placement variation δu, the strong form of the equilibrium problem is expressed by the following
set of equations:
b0 = div(divQ)−divP , inΩ (4.15)
t0 =P ·N −divQ ·N +divt N (Q ·N ) ·N −divt (Q ·N ) , on ∂Ω (4.16)
r0 = (Q ·N ) ·N , on ∂Ω (4.17)
s0 = ‖(Q ·N ) ·m‖ , on Γ (4.18)
4.4 Finite element solution for the second-order equilibrium problem
One difficulty associated with the application of the finite element method is related to the fact
that conventional elements are not suitable to solve the discretised version of Equation (4.2), since
in this case C 1 continuity of the displacements field must be guaranteed, i.e., the first derivative
of the displacements must be continuous throughout the discretised domain, and standard finite
elements are only C 0 continuous.
Research has been made regarding the development of C 1 continuous elements. Petera and
Pittman (1994) proposed a family of bi-dimensional C 1 continuous elements where the shape func-
tions are not explicitly defined, and the degrees of freedom are the displacements, the first and
the mixed second derivatives. Zervos et al. (2009) compares the elements proposed by Petera and
Pittman (1994) with penalty based elements in the framework of gradient elasticity, concluding that
C 1 continuous elements show a robust performance and the results obtained have a better quality.
Papanicolopulos et al. (2009) presented a hexahedral C 1 continuous element, based on the work of
Petera and Pittman (1994). Lesicˇar et al. (2016) employs a triangular C 1 finite element in multi-scale
analysis with 2nd-order gradient, where the nodal degrees of freedom are the displacements and
their first and second Cartesian derivatives. The main disadvantage of this kind of elements is the
number of integration points required. Triangular elements require 13 integration points (Lesicˇar
et al., 2016, Zervos et al., 2009), the hexahedral from Papanicolopulos et al. (2009) requires 27, and
the quadrilateral element requires 9 Gauss points (Zervos et al., 2009). In view of a multi-scale ho-
mogenisation based framework, where a RVE problem must be solved at each macro-integration
point, the computational effort arising from C 1 continuous elements at the macro-scale becomes
prohibitive.
In the context of a 2nd-order multi-scale scheme, Nguyen and Noels (2014), Nguyen et al. (2013)
employed the discontinuous-Galerkin method to allow the use of standard C 0 elements. Continu-
ity of the fields across finite elements is weakly enforced by the introduction of a numerical flux at
the elements interface. However, this leads to the need of integrating terms with the homogenised
stresses on both sides of each element interface, which represents a significant amount of addi-
tional integration points.
Alternatively, mixed formulations, where the continuity of the displacements first derivative is
accomplished through Lagrange multipliers, are available (Kwon and Lee, 2017, Matsushima et al.,
2002, Shu et al., 1999, Zybell et al., 2012). Kouznetsova et al. (Kouznetsova, 2002, Kouznetsova et al.,
2004b) analysed several 2D mixed elements, concluding that the quadrilateral element presented
by Matsushima et al. (2002) is stable and provides accurate results employing a reduced integration
scheme. This element has also been successfully used by Luscher (2010). The major drawback of
this kind of finite elements is related to the increased number of degrees of freedom. However, in a
multi-scale context most of the solution time is spent in the micro-scale analysis, which is mainly
driven by the number of macro-scale Gauss points, and the computational cost of the macro-scale
problem is negligible. Therefore, this approach is employed here to solve the second-order equilib-
rium problem with the finite element method. The mixed formulation is presented in what follows
and more details on the employed mixed elements are given in Section 4.4.2.
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4.4.1 Mixed formulation
The continuity of the first derivative of the displacements field is guaranteed in the solution of Equa-
tion (4.2) through a mixed formulation where Lagrange multipliers enforce the continuity of the
deformation gradient. In addition to the displacements u, a deformation gradient field Fˆ is intro-
duced as a problem unknown, which is interpolated with C 0 functions after discretisation. Thus the
deformation gradient field Fˆ is continuous over the discretised body. The compatibility between Fˆ
and the deformation gradient computed from the displacement field F = I +∇Xu is enforced by
the Lagrange multipliersλ. Including the compatibility term in the equilibrium Equation (4.2), and
neglecting external line forces s0, results in∫
Ω
(
P : δF +Q...∇XδFˆ −δ
[
λ :
(
F − Fˆ )])dV = ∫
Ω
b0 ·δudV +
∫
∂Ω
t0 ·δud A+
∫
∂Ω
R0 : δFˆd A, (4.19)
where R0 denotes the double traction tensor R0 = r0⊗N .
Remark 1. According to Kouznetsova (2002), assuming that the deformation gradient compatibility
is satisfied in a weak sense in the domain, the contribution of the external surfaces integral can be
neglected. This assumption has already been included in Equation (4.19).
4.4.2 Mixed finite elements
The finite element method is used to discretise the problem, and the displacements u, the defor-
mation gradient Fˆ and the Lagrange multipliers λ are interpolated from the corresponding nodal
values through independently defined interpolation functions:
u =
nnu∑
k=1
N uk uk =Nuu, (4.20)
Fˆ =
nnF∑
k=1
N Fk Fˆk =NF Fˆ, (4.21)
λ=
nλ∑
k=1
Nλk λ=Nλλ. (4.22)
In the above interpolation relations, Nu is the shape function matrix for displacements and coordi-
nates, NF is the matrix for deformation gradient and Nλ for the Lagrange multipliers, while u, Fˆ and
λ denote the respective nodal vectors.
2D mixed element
Kouznetsova (2002) has analysed the performance of several 2D mixed finite elements for the so-
lution of a 2nd-order equilibrium problem. The element referred as Q8F4L1, presented by Mat-
sushima et al. (2002) and represented in Figure 4.3, shows the best balance between computa-
tional cost and accuracy. It employs 8 nodes for displacements and geometry interpolation, with
quadratic shape functions, a bi-linear interpolation for the deformation gradient, with 4 nodes, and
constant Lagrange multiplier field in the element domain, resulting in a total of 36 degrees of free-
dom. A 2×2 Gauss integration scheme is enough for this element. This element has also been used
by Luscher (2010) and performed very well when compared with a triangular C 1 element (Lesicˇar,
2015).
This element has been implemented in the in-house finite element program LINKS as a su-
perimposition of a quad 8 element for displacements and geometry interpolation with a quad 4
element for relaxed deformation gradients, with a constant Lagrange multiplier field to enforce the
compatibility.
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Moreover, for the sake of comparison and aiming to assess the mixed elements implementa-
tion strategy, the Q9F9L4 element (70 degrees of freedom per element) has also been implemented.
This element requires a 3×3 integration scheme for the stress terms and 2×2 Gauss points for the
Lagrange multiplier related terms, since the Lagrange multipliers are defined on the 4 Gauss points
(Shu et al., 1999).
u
Fˆ
λ
Figure 4.3: Mixed finite element Q8F4L1 used for 2D 2nd-order analysis.
3D mixed element
In this section, a mixed 3D element is devised to deal with 2nd-order equilibrium problems. Zervos
(2008) proposed several 2D and 3D elements to be used in a gradient elasticity context, where a
penalty parameter is employed, instead of a Lagrange multiplier. Zybell et al. (2012) proposed a
mixed 3D element, based on the 27-noded hexahedron, and Kwon and Lee (2017) studied elements
of the same type in the framework of a modified couple stress theory. However, this type of element
carries a large number of degrees of freedom.
A mixed element based on the 20-noded hexahedron is proposed here, as an extension of the
2D Q8F4L1 mixed element. The H20F8L1 element uses quadratic shape functions (20 nodes) to
interpolate the displacements and geometry, 8 corner nodes are used for a linear interpolation of
the deformation gradient, and a constant Lagrange multiplier field is considered. It is represented
in Figure 4.4.
u
Fˆ
λ
Figure 4.4: Mixed finite element H20F8L1 used for 3D 2nd-order analysis.
To the author knowledge, this type of element has not been used before to solve this type of
equilibrium problems.
4.4.3 Discretisation of the equilibrium equation
The discretised version of weak equilibrium equation (4.19) is obtained by incorporating the defini-
tions of Equations (4.20-4.22), and taking into account that δF =∇Xδu. This process is performed
step by step in what follows, for the sake of clarity.
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Discretisation of the terms related to the displacement variation
Discretisation of the 1st Piola-Kirchhoff stress term is similar to the classical continuum case, yield-
ing: ∫
Ω
P :∇XδudV ⇒
∫
Ωd
PT
(
Guδu
)
dV = δuT
∫
Ωd
(Gu)T PdV , (4.23)
where P is the first Piolla-Kirchhoff stress tensor in vector format, and the matrix Gu is the discrete
gradient operator, containing derivatives of the displacement related shape functions.
The term including the Lagrange multiplier results in:∫
Ω
λ :∇XδudV ⇒ δuT
∫
Ωd
(Gu)T NλdV λ. (4.24)
Discretised standard external forces terms are expressed as:∫
Ω
b0 ·δudV +
∫
∂Ω
t0 ·δud A⇒ δuT
[∫
Ωd
(Nu)T b0dV +
∫
∂Ωd
(Nu)T t0d A
]
. (4.25)
Discretisation of the terms related to the relaxed deformation gradient variation
The term including the higher-order stress is discretised as∫
Ω
Q
...∇XδFˆ ⇒ δFˆT
∫
Ωd
(GF )T QdV , (4.26)
where Q is the higher order stress tensorQ stored in vector format and GF is the appropriate discrete
gradient operator, containing derivatives of the deformation gradient related shape functions.
The Lagrange multiplier term results in∫
Ω
λ : δFˆdV ⇒ δFˆT
∫
Ωd
(
NF
)T
NλdV λ, (4.27)
and the external double traction term in∫
∂Ω
R0 : δFˆd A⇒ δFˆT
∫
∂Ωd
(
NF
)T
R0d A, (4.28)
where R0 denotes the double traction tensor R0 in vector format.
Discretisation of the terms related to the Lagrange multipliers variation
The discretised version of the term containing the relaxed deformation gradient is given by:∫
Ω
δλ : FˆdV ⇒ δλT
∫
Ωd
(
Nλ
)T
NF dV Fˆ. (4.29)
In what concerns the term with the deformation gradient computed from the displacements
field, looking at Equation (2.13), it results in∫
Ω
δλ : FdV =
∫
Ω
δλ :∇X xdV ⇒ δλT
∫
Ωd
(
Nλ
)T
GudV x, (4.30)
where x denotes the vector of current nodal coordinates.
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4.4.4 Numerical solution
Introducing the discretised terms of Equations (4.23-4.30) into the weak equilibrium Equation (4.19)
results in
δuT
{∫
Ωd
(Gu)T PdV −
∫
Ωd
(Gu)T NλdV λ−
∫
Ωd
(Nu)T b0dV −
∫
∂Ωd
(Nu)T t0d A
}
+δFˆT
{∫
Ωd
(GF )T QdV +
∫
Ωd
(
NF
)T
NλdV λ−
∫
∂Ωd
(
NF
)T
R0d A
}
+δλT
{∫
Ωd
−
(
Nλ
)T
GudV x+
∫
Ωd
(
Nλ
)T
NF dV Fˆ
}
= 0 (4.31)
Since this discretised equilibrium equation must hold for any variation δu, δFˆ and δλ, the problem
consists in finding the nodal vectors u, Fˆ and λ such that:
ru
rF
rλ
= 0, (4.32)
where the residual vectors are defined by:
ru =
∫
Ωd
(Gu)T PdV −
∫
Ωd
(Gu)T NλdV λ−
∫
Ωd
(Nu)T b0dV −
∫
∂Ωd
(Nu)T t0d A, (4.33)
rF =
∫
Ωd
(GF )T QdV +
∫
Ωd
(
NF
)T
NλdV λ−
∫
∂Ωd
(
NF
)T
R0d A, (4.34)
rλ =
∫
Ωd
(
Nλ
)T
NF dV Fˆ−
∫
Ωd
(
Nλ
)T
GudV x. (4.35)
It is important to highlight that the gradient operators definition must be consistent with the
vector form employed. For example, since second-order tensors are stored in a major-column sort-
ing:
Pi =

P11
P21
P12
P22

i
, Fi =

F11
F21
F12
F22

i
, (4.36)
and the displacements gradient operator must be consistent with F = Gux = I+Guu, then it is de-
fined as
Gu =

...
∂N ui
∂X1
0 ...
... 0
∂N ui
∂X1
...
...
∂N ui
∂X2
0 ...
... 0
∂N ui
∂X1
...

. (4.37)
Third-order tensors are stored in vector format as:
Qi =

Q111
Q211
Q121
Q221
Q112
Q212
Q122
Q222

i
, Gˆi =

Gˆ111
Gˆ211
Gˆ121
Gˆ221
Gˆ112
Gˆ212
Gˆ122
Gˆ222

i
. (4.38)
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The second-order gradient Gˆ is symmetric in the last two indices, Gˆi j k = Gˆi k j , due to its definition
(see Equation (4.1)). In order to guarantee this symmetry in the current finite element formulation,
it is obtained by
Gˆi j k =
1
2
(
∂Fˆi j
∂Xk
+ ∂Fˆi k
∂X j
)
. (4.39)
The gradient operator GF must be suitably defined, since Gˆ=GF Fˆ, thus
GF =

...
∂N Fi
∂X1
0 0 0 ...
... 0
∂N Fi
∂X1
0 0 ...
...
1
2
∂N Fi
∂X2
0
1
2
∂N Fi
∂X1
0 ...
... 0
1
2
∂N Fi
∂X2
0
1
2
∂N Fi
∂X1
...
...
1
2
∂N Fi
∂X2
0
1
2
∂N Fi
∂X1
0 ...
... 0
1
2
∂N Fi
∂X2
0
1
2
∂N Fi
∂X1
...
... 0 0
∂N Fi
∂X2
0 ...
... 0 0 0
∂N Fi
∂X2
...

. (4.40)
These operators have been defined for 2D in the above, but can be derived for 3D analogously.
4.4.5 Linearisation
In order to solve the non-linear equation (4.32), the Newton-Raphson method is employed, result-
ing in an iterative procedure, where at an iteration (k+1) the linear system of equations
[K](k)∆u¯(k+1) =−r¯(k), (4.41)
which can be expressed in its expanded version asKuu KuF KuλKFu KF F KFλ
Kλu KλF Kλλ

(k)
∆u
∆Fˆ
∆λ

(k+1)
=−

ru
rF
rλ

(k)
. (4.42)
Once the solution is found, the unknown variables are updated through
u
Fˆ
λ

(k+1)
=

u
Fˆ
λ

(k)
+

∆u
∆Fˆ
∆λ

(k+1)
. (4.43)
The stiffness matrices are obtained through linearisation of the residual vectors with respect to
the unknown vector, as shown in what follows.
First residual vector
Linearisation of the first residual vector yields:
∆ru = ∂r
u
∂u
∆u+ ∂r
u
∂Fˆ
∆Fˆ + ∂r
u
∂λ
∆λ. (4.44)
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The related stiffness matrices are determined in the following:
Kuu = ∂r
u
∂u
=
∫
Ωd
[
Gu
]T ∂P
∂F
∂F
∂u
dV =
∫
Ωd
[
Gu
]T
[A]
[
Gu
]
dV , (4.45)
KuF = ∂r
u
∂Fˆ
=
∫
Ωd
[
Gu
]T ∂P
∂Gˆ
∂Gˆ
∂Fˆ
dV =
∫
Ωd
[
Gu
]T
[AG ]
[
GF
]
dV , (4.46)
Kuλ = ∂r
u
∂λ
=−
∫
Ωd
[
Gu
]T [Nλ]dV , (4.47)
where A and AG denote the first Piola-Kirchhoff tangent matrices, defined by
A= ∂P
∂F
, (4.48)
AG = ∂P
∂Gˆ
. (4.49)
Second residual vector
Similarly, linearisation of the second residual vector results in
∆rF = ∂r
F
∂u
∆u+ ∂r
F
∂Fˆ
∆Fˆ + ∂r
F
∂λ
∆λ. (4.50)
The stiffness matrices are obtained through
KFu = ∂r
F
∂u
=
∫
Ωd
[
GF
]T ∂Q
∂F
∂F
∂u
dV =
∫
Ωd
[
GF
]T
[HF ]
[
Gu
]
dV , (4.51)
KF F = ∂r
F
∂Fˆ
=
∫
Ωd
[
GF
]T ∂Q
∂Gˆ
∂Gˆ
∂Fˆ
dV =
∫
Ωd
[
GF
]T
[H]
[
GF
]
dV , (4.52)
KFλ = ∂r
F
∂λ
=
∫
Ωd
[
NF
]T [
Nλ
]
dV , (4.53)
where H and HF denote the higher-order stress tangent matrices, defined by
HF = ∂Q
∂F
, (4.54)
H= ∂Q
∂Gˆ
. (4.55)
Third residual vector
Finally, the third residual vector is linearised as follows
∆rλ = ∂r
λ
∂u
∆u+ ∂r
λ
∂Fˆ
∆Fˆ + ∂r
λ
∂λ
∆λ, (4.56)
resulting in the definition of the tangent matrices:
Kλu = ∂r
λ
∂u
= ∂r
λ
∂x
∂x
∂u
=−
∫
Ω
[
Nλ
]T [
Gu
]
dV , (4.57)
KλF = ∂r
λ
∂Fˆ
=
∫
Ω
[
Nλ
]T [
NF
]
dV , (4.58)
Kλλ = ∂r
λ
∂λ
= [0] . (4.59)
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4.5 Mindlin elastic constitutive model
One of the main drawbacks in the use of 2nd-order models consists of the need to develop new con-
stitutive equations, since conventional constitutive models cannot be directly applied with higher-
order continuum theories. Second-order constitutive laws must establish a relation between the
first Piola-Kirchhoff stress P and the higher-order stressQwith the 1st and 2nd displacement gradi-
ents (F andG).
Aiming to assess the mixed finite element implementation at a relatively low computational
cost, a simple constitutive model is introduced in this section. This model has been used by other
authors. In particular, Kouznetsova (2002) and Luscher (2010) employed simplified energy func-
tions based on the proposal of Mindlin (1964) to derive a 2nd-order constitutive model, the so-called
Mindlin elastic constitutive model.
4.5.1 Energy function
The linear elastic 2nd-order constitutive model is obtained from the following elastic strain energy
function per unit reference volume (Luscher, 2010):
W0 = 1
2
λEi i E j j +µEi j Ei j
+a1G j i j Gki k +a2Gki i G j k j +a3Gki i Gk j j +a4Gki j Gki j +a5Gki j Gi j k . (4.60)
The 1st-order deformation contribution is driven by the Green-Lagrange strain tensor E , de-
fined in Expression (2.27), and the the Lamé parameters denoted by λ and µ. The 2nd-order con-
tribution is included through the 2nd displacements gradient G, where all the variables ai assume
the value ai = 0.5µl 2, i = 1,5, with l denoting the material characteristic length, which is a model
parameter.
4.5.2 First Piola-Kirchhoff stress
The first Piola-Kirchhoff stress tensor is obtained through:
P = ∂W0
∂F
= ∂W0
∂E
· ∂E
∂F
⇒ Pi j = ∂W0
∂Eab
· ∂Eab
∂Fi j
. (4.61)
The derivative of the energy function with regard to the Green-Lagrange strain tensor results in:
∂W0
∂Eab
= 2µEab +λEkkδab = Sab ⇒
∂W0
∂E
= S = 2µE +λ tr(E ) · I , (4.62)
which is the definition of the second Piola-Kirchhoff stress tensor S.
The derivative of E with regard to the deformation gradient F yields:
∂Eab
∂Fi j
= 1
2
(
Fi bδ j a +Fi aδ j b
)
. (4.63)
Due to the symmetry of S, the first Piola-Kirchhoff stress tensor is finally obtained as
P = F ·S. (4.64)
4.5.3 Higher-order stress tensor
The higher-order stress tensor is obtained by differentiation of the strain energy function with re-
gard to the 2nd-order gradient, which results in:
Q= ∂W0
∂G
⇒Qi j k =2a1δi kGl j l +a2
(
δ j kGl i l +δi kG j l l
)+2a3δ j kGi l l
+2a4Gi j k +a5
(
G j ki +Gki j
)
. (4.65)
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4.5.4 Tangent modulus
The derivatives of the stresses with regard to F and G must be defined, in order to determine the
tangent modulus needed for the numerical solution through the Newton-Raphson method, where
the global tangent matrices are required (see Sections 4.4.4 and 4.4.5).
The derivative of the first Piola-Kirchhoff stress with regard to the deformation gradient results
in
A= ∂P
∂F
⇒Ai j kl =
∂Pi j
∂Fkl
= δi k Sl j +Fi n
∂Sn j
∂Fkl
. (4.66)
The derivative of the second Piola-Kirchhoff with regard to the deformation gradient is obtained by
applying the chain rule:
∂S
∂F
= ∂S
∂E
:
∂E
∂F
=C :H, (4.67)
where
Ci j kl =
∂Si j
∂Ekl
=λδi jδkl +2µδi kδkl , (4.68)
and
Hi j kl =
∂Ei j
∂Fkl
= 1
2
(
δi l Fk j +δ j l Fki
)
. (4.69)
The first Piola-Kirchhoff stress does not depend on the second gradient of the displacements,
thus:
AG = ∂P
∂G
= 0. (4.70)
Similarly, the higher-order stress tensor is independent from the deformation gradient, there-
fore
HF = ∂Q
∂F
= 0. (4.71)
Finally, the derivative of the higher-order stress with regard to G is expressed in index notation
by
Hi j kl mn =
∂Qi j k
∂Glmn
=2a1δi kδlnδ j m +a2
(
δ j kδlnδi m +δi kδmnδl j
)+2a3δ j kδl iδmn+
2a4δi lδ j mδkn +a5
(
δ j lδkmδi n +δklδi mδ j n
)
. (4.72)
All these tangents are represented in their matrix form A, AG , HF and H in Equations (4.45),
(4.46), (4.51) and (4.52).
4.6 Numerical results
The implementation of the mixed finite element solution is assessed in this section through the so-
lution of several numerical examples. In the first place, the mixed elements Q8F4L1 and H20F8L1
are tested with a linear and quadratic patch tests. Thereafter, distinct classical problems are mod-
elled with 2D and 3D meshes, and the numerical solution is obtained with different values of the
material characteristic length. When available, the results are compared with analytical solutions.
The 2D results obtained with the Q8F4L1 element are also compared with the Q9F9L4 element, and
an equivalence between the 3D and the 2D results is devised, in order to validate the H20F8L1 ele-
ment. The material elastic properties are E = 5294 MPa and ν= 0.32 for all examples, corresponding
to the shear modulus of G = 2000 MPa and bulk modulus of K = 5000 MPa.
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4.6.1 Linear Patch test
2D
The patch test used by Kouznetsova (2002) and Luscher (2010) is also employed here to assess the
implementation of the mixed quadrilateral element. This patch test consists in prescribing the
boundary nodal degrees of freedom of the patch represented in Figure 4.5 according to a displace-
ment field corresponding to a linear polynomial, and checking if the linear displacement field and
constant deformation gradient and strain is recovered in the interior of the mesh.
Figure 4.5: Patch test discretisation for Q8F4L1 elements.
A displacement field corresponding to the following deformation gradient
F =
[
1.0 0.5
0.5 1.0
]
(4.73)
is prescribed on the mesh boundary nodes, along with the relaxed deformation gradient. The cor-
rect reproduction of constant strain due to constant deformation gradient and linear displacement
field in the interior nodes is verified, as shown in Figure 4.6. The results are independent of the
material characteristic length, which was tested with the following values l = 0.01,0.1,1.0,10 mm.
Constant first Piola-Kirchhoff stress and null second-gradient and higher-order stresses are also
observed, which is consistent with the expected results.
3D
The finite element mesh for the 3D patch test consists of a cubic block of material of side L = 1 mm,
discretised with eight H20F4L1 elements, as shown in Figure 4.7. The central node is deviated from
Figure 4.6: Contour plots of F12 and the equivalent strain in the interior of the linear patch test for
the Q8F4L1 element.
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Figure 4.7: Patch test discretisation for H20F8L1 elements.
Figure 4.8: Contour plots of F12 and the equivalent strain in the interior of the patch test.
the geometric center in order to induce some distortion in the elements. Similar patch tests have
been used by Papanicolopulos et al. (2009) and Zybell et al. (2012).
The boundary nodes are prescribed according to the following deformation gradient:
F =
1.12 0.14 0.160.11 1.13 0.15
0.21 0.22 1.23
 . (4.74)
As expected, a constant deformation state with linear displacement field is recovered in the interior
of the patch domain (see Figure 4.8).
4.6.2 Quadratic patch test
2D
In addition to the standard linear patch test, the current element must also satisfy a quadratic patch
test where it should be able to capture the linear variation of the deformation gradient field and a
constant 2nd gradient (Kouznetsova, 2002, Lesicˇar, 2015).
The following quadratic displacement field, also employed by (Lesicˇar, 2015) to validate a C 1
element, is considered in this case:
u1 = 0.12X1+0.14X2+0.16X 21 +0.18X1X2+0.20X 22 ,
u2 = 0.11X1+0.13X2+0.15X 21 +0.10X1X2+0.21X 22 . (4.75)
As referred by Kouznetsova (2002), an appropriate body force field must be included in order to
satisfy Equation (4.15). Here, the displacement field is enforced in the whole patch test domain and
the deformation gradient values are enforced only at the boundary, being expected that a linear
relaxed deformation gradient field is recovered in the interior nodes.
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Figure 4.9: Contour plots of F11 and G111 on the quadratic patch test deformed mesh.
Figure 4.9 shows the distribution of F11 and G111, confirming that the expected results are ob-
tained.
The quadratic patch test is repeated with a simpler displacement field:
u1 = 0.50X 22 ,
u2 = 0, (4.76)
which yields F12 = X2 andG122 = 1 mm-1. Again, the displacement field is enforced over the domain
and the deformation gradient on the boundary. The expected fields of deformation gradient and
2nd gradient are recovered in the interior nodes, as shown in Figure 4.10.
Figure 4.10: Contour plots of F12 and G122 on the quadratic patch test deformed mesh.
These patch tests have been checked for different values of the material characteristic length.
3D
The 3D patch mesh represented in Figure 4.7 is subjected separately to two quadratic displacement
fields. In the first case, the displacement field is defined by u1 = 0.5X 22 , leading to F12 = X2 and
G122 = 1.0 mm-1. In the second situation, it is defined as u1 = X2X3, resulting in F12 = X3, F13 = X2
andG123 = 1.0 mm-1. In both cases, due to the difficulties in guaranteeing the compatibility without
including body forces, the displacement field is enforced on all nodes and the deformation gradient
is imposed on the boundaries. It is expected that the solution recovers a linear variation of the
deformation on the interior of the patch, resulting in a constant second gradient coincident with
the imposed displacement field.
The quadratic patch test is verified in both cases, as shown in Figures 4.11 and 4.12, for distinct
values of the material characteristic length.
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Figure 4.11: Contour plots of F12 andG122 on the interior of the deformed mesh of the first quadratic
patch test.
Figure 4.12: Contour plots of F12, F13 and G123 on the interior of the deformed mesh of the second
quadratic patch test.
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4.6.3 Boundary shear layer
2D
The boundary shear layer problem is a classical example where second-order effects play an impor-
tant role, and the influence of the material characteristic length is evident. It considers a material
layer with infinite length in the directions x1 and x3 and height h, which is fixed on the bottom and
subjected to a horizontal displacement on the top surface. Null deformation is enforced at both
surfaces. This problem is represented in Figure 4.13. Due to the infinite length in x1 and x3, the
2D finite element model assumes plain strain, and only a vertical strip of elements is used in the
discretisation, with periodicity imposed on the degrees of freedom of both left and right sides. The
results only vary on x2.
u1 = u¯, u2 = 0, F = I
u1 = 0, u2 = 0, F = I
h
x1
u¯
x2
Figure 4.13: Schematic representation of the boundary shear layer problem.
As reported by Luscher (2010) and Kouznetsova (2002), the analytical expression for the value
of the deformation gradient component F12 along x2 is given by
F12 = u¯ ·
sinh
(
x2
lˆ
)
− sinh
(
h
lˆ
)
+ sinh
(
h−x2
lˆ
)
2lˆ
(
cosh
(
h
lˆ
)
−1
)
−h sinh
(
h
lˆ
) , (4.77)
where lˆ =p2l , and l denotes the material length scale parameter.
This problem has been solved with both Q8F4L1 and Q9F9L4 mixed finite elements, employing
three different discretisations. The height of the layer is h = 1 mm, and a displacement u¯ = 0.03 was
applied. Both the numerical and analytical results are plotted in Figure 4.14.
In general, the results obtained with both elements follow the expected solution. The distribu-
tion of F12 is better captured with the Q9F9L4 element, which is explained by the greater number of
nodes for its discretisation.
The numerical results diverge from the analytical solution when the material characteristic
length assumes the smallest value (l = 0.01 mm). This is more significant in the region close to
the surfaces with the Q8F4L1 element, where an oscillation is obtained in the response. It is also
observed with the Q9F9L4 for the coarser discretisations. For very small values of l , the solution
would approach the standard 1st order solution, where F12 is constant throughout the layer. How-
ever, since the constraint F12 = 0 is enforced at the surfaces, a sharp evolution is obtained, which is
hard to capture without a very fine mesh. Indeed, in order to obtain good approximations, the size
of the element should be smaller than the material characteristic length (Kouznetsova, 2002). As
the value of l increases, the variation of F12 becomes smoother and the numerical results capture
the analytical response accurately with both elements.
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3D
A 3D finite element model is employed to solve the boundary shear layer problem using H20F8L1
elements. Since the layer is infinite in x1 and x3, only one strip of elements is used to discretise along
the height, with periodicity constraints in these two directions. The distribution of the deformation
gradient component F12 in x2 is plotted in Figure 4.15, for different material characteristic lengths
and discretisations.
The results obtained with the 3D model of the boundary shear layer are coincident with the 2D
counterparts obtained with the Q8F4L1 element. This is consistent with the fact that the H20F8L1
element is an extension of the Q8F4L1 element.
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Figure 4.14: Numerical and analytical results for the deformation gradient component F12, in the
2D boundary shear layer problem.
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Figure 4.15: Numerical and analytical results for the deformation gradient component F12, in the
3D boundary shear layer problem.
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4.6.4 Stress concentration factor in a solid with a cylindrical hole
The influence of the material characteristic length on the stress concentration factor is analysed
in this example. An infinite solid with a cylindrical hole is subjected to remote uniform traction.
This example has been analysed by Shu et al. (1999) in a couple-stress framework. In that case
it is observed that the stress concentration factor increases and approaches the value of 3 as the
material characteristic length decreases.
A 2D model of this problem is employed here, where a block of material with size L = 20 mm
containing a centred hole with radius r = 1 mm is subjected to remote tension σ22 = 1 MPa (Figure
4.16). Due to the symmetries, only a quarter of the domain is discretised with Q8F4L1 elements,
with the appropriate boundary conditions: u1 = 0 on the vertical symmetry axis, u2 = 0 on the
horizontal counterpart, and F12 = F21 = 0 on both.
The contour plot of the resulting stress field is shown in Figure 4.17 for different values of the
material characteristic length. The evolution of the stress concentration factor with l is plotted in
Figure 4.18.
As expected, an increasing value of the material characteristic length leads to a decrease of the
stress concentration factor. The stress concentration value tends to 3 in the limiting case of l ≈ 0,
which is consistent with linear theories.
Figure 4.16: Geometry and dimensions for the model of a solid with a cylindrical hole.
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(a) l = 0.1 mm (b) l = 0.5 mm (c) l = 1 mm
Figure 4.17: Contour plot of the Cauchy stress σ22 on the solid with cylindrical hole.
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Figure 4.18: Evolution of the stress concentration factor with the material characteristic length.
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4.6.5 Cantilever beam
2D
The classical problem of bending of a cantilever beam is analysed. A 2D beam with dimensions
50×10 mm, in plane strain state, is clamped on the left border (u = 0, F = I ) and a vertical load t = 1
MPa is applied on the right face (Figure 4.19). It is discretised with 80 Q8F4L1 elements, as shown
in Figure 4.20. The vertical displacement throughout the beam mid plane is plotted in Figure 4.21a,
for different values of the material characteristic length.
It is clearly observed that an increasing characteristic length provides additional stiffness to the
beam, resulting in a smaller deflection. This is in agreement with the results presented by Kwon and
Lee (2017) for a similar study employing a 3D model. Q9F9L4 elements are also employed, and the
solution coincides with the obtained with Q8F4L1 elements.
3D
A 3D beam with dimensions 50×10×10 mm is clamped on the left border (u = 0, F = I ) and a vertical
load t = 1 MPa is applied on the right face. It is discretised with 320 H20F8L1 elements. The vertical
deflection obtained over the mid of the side face is plotted in Figure 4.21b, for different values of
the material characteristic length. The deformed meshes are shown in Figure 4.22. Similarly to
the 2D case, the results are coherent with the work of Kwon and Lee (2017), being observed that
an increasing characteristic length provides additional stiffness to the beam, resulting in a smaller
deflection.
Moreover, comparing the distributions of the 1st-order stress with the higher-order stress in
Figure 4.22, it is possible to conclude that the higher-order stresses become dominant as the value
of l increases, and the conventional 1st-order stress loses its importance.
Figure 4.19: Geometry and dimensions of the cantilever beam.
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Figure 4.20: Mesh used to discretise the 2D cantilever beam.
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Figure 4.21: Vertical displacement on the beam mid plane for different values of the material char-
acteristic length.
1st-order
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Figure 4.22: Contour plot of the equivalent stress (top) and norm of the higher-order stress tensor
Q (bottom) on the deformed mesh, for different values of the characteristic length.
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4.6.6 Thick hollow cylinder
2D
A thick hollow cylinder subjected to external radial pressure is analysed in this section. The inter-
nal and external radius are ri = 0.05 mm and re = 0.5 mm, respectively. Plane strain condition is
assumed. External pressure σr = 1 MPa is applied. Only a quarter of the domain is discretised with
Q8F4L1 elements, as shown in Figure 4.23, due to symmetries. Appropriate boundary conditions
are applied: u1 = 0 and F21 = 0 on the vertical symmetry axis, and u2 = 0 and F12 = 0 on the horizon-
tal counterpart. Zervos et al. (2009) analyses this example in a small strain framework and provides
analytical solutions for the radial displacement and deformation.
Both the horizontal displacement and deformation obtained numerically on the bottom face
are plotted in Figure 4.24a, for different values of the material characteristic length, against their
analytical solution.
It is observed that for the case of l = 0.01 mm, the same analysed by Zervos et al. (2009), both
numerical and analytical solutions agree very well. In the remaining cases, the solutions diverge
in the region near the internal surface of the hollow cylinder. This is particularly significant when
looking at the strain measures. Nonetheless, a good solution is obtained in general.
This problem is also solved numerically with Q9F9L4 elements. The results are shown in Figure
4.24b, being similar to the results obtained with Q8F4L1 elements.
3D
The problem of the thick hollow cylinder under external radial pressure is now analysed with a 3D
model. The thickness of the 3D model is t = 0.05 mm, and periodicity constraints are enforced along
this direction in order to recover the plane strain state. Only a quarter of the domain is discretised
with H20F8L1 elements (see Figure 4.25), employing the appropriate boundary conditions: u1 = 0
and F21 = 0 on the plane x = 0, u2 = 0 and F12 = 0 on y = 0 and F33 = 1 and F13 = F31 = F23 = F32 = 0
on both symmetry planes.
The numerical results are plotted along with the analytical solutions in Figure 4.24c. The results
are very similar to the ones obtained with the 2D model with Q8F4L1 elements.
Figure 4.23: Geometry and finite element model used for the thick hollow cylinder.
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Figure 4.24: Comparison of numerical and analytical solutions for the radial displacement (left) and
deformation (right) on the thick hollow cylinder, with different values of the material characteristic
length and distinct elements.
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Figure 4.25: Mesh used for the thick hollow cylinder 3D model.
4.7 Conclusions
A 2nd-order continuum theory is presented in this chapter along with the corresponding finite
element solution through a mixed formulation. The finite element implementation is assessed
through several numerical examples, where the Q8F4L1 element, adopted here for 2D analysis, is
employed, and the results compared with the Q9F9L4 element. Additionally, the H20F8L1 3D mixed
element is proposed as an extension of the Q8F4L1 element. Results from the examples where 2D
and 3D models can be directly compared show the equivalence between these elements. Moreover,
comparisons with analytical solutions indicate that the mixed elements adopted here provide good
approximations.
Chapter 5
Multi-Scale Models based on
second-order computational
homogenisation
Multi-scale models based on 2nd-order computational homogenisation are an extension of the con-
ventional 1st-order homogenisation-based models, where the scale transition of kinematic vari-
ables is enriched with more information from the macro-scale. The macro-scale is described by a
2nd-order continuum theory where the second gradient of the displacements is accounted for in
the strain energy density function in addition to the deformation gradient (see Chapter 4). There-
fore both tensors are inserted into the micro-scale, that is still modelled by a 1st-order continuum
model. As a consequence, the macroscopic higher-order stress is determined by homogenisation
along with the 1st Piola-Kirchhoff stress tensor. In a FE2 framework, the corresponding consistent
tangents must also be computed. This scheme is illustrated in Figure 5.1.
Figure 5.1: Schematic representation of a coupled multi-scale finite element analysis based on 2nd-
order homogenisation.
This approach has been proposed by Kouznetsova et al. (2002), Kouznetsova (2002), Kouznetsova
et al. (2004b). The advantages of 2nd-order continuum models described in Chapter 4 are recov-
ered at the macro-scale with multi-scale models based on 2nd-order homogenisation. Namely, the
natural introduction of a material characteristic length, which is related to the chosen RVE length
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(Kouznetsova et al., 2004a), provides mesh regularisation when softening occurs at the macro-scale
and incorporates the influence of the absolute size of the microstructure. Being pointed as a diffi-
culty, the development of 2nd-order constitutive laws is obviated by this strategy, since the higher-
order behaviour is naturally obtained by homogenisation of a micro-scale behaviour described by
conventional constitutive equations. In addition, the Scale Separation Principle is relaxed when a
2nd-order homogenisation framework is employed. While in a 1st-order setting the RVE must be
much smaller than the structural length, so that the assumption of constant deformation remains
valid, a linear variation of the micro-deformation gradient is deemed in 2nd-order homogenisation,
allowing to use RVEs that are not that small, or cases where the macro-scale loadings or deforma-
tions wavelength is close to the RVE length. Ameen et al. (2018) analyses the scale separation limits
with higher-order asymptotic homogenisation schemes, showing that a 2nd-order scheme has a
wider validity range than a 1st-order scheme. Furthermore, second-order deformation modes in-
cluding bending and twisting can be analysed at the micro-scale, permitting to unveil and analyse
microstructural phenomena that cannot be captured with conventional multi-scale models.
In the sequence of the pioneering work of Kouznetsova, Kaczmarczyk et al. (2008, 2010) ex-
tended the formulation to other classical micro-scale boundary conditions. Lesicˇar (2015), Lesicˇar
et al. (2016), Nguyen and Noels (2014), Nguyen et al. (2013) have followed this formulation. Luscher
(2010) presented a formulation based on orthogonality conditions that results in different micro-
scale constraints, thus yielding a distinct 2nd-order homogenisation-based model. This author ar-
gues that a micro-scale volumetric constraint, resulting in a reactive constant body force, must be
considered to correctly define the scale transitions between a 2nd-order and a 1st-order continuum.
More recently, Blanco et al. (2016b) developed a formulation for a 2nd-order multi-scale model also
accounting for inertia and body forces at both scales, based on the Principle of Multi-scale Virtual
Power (Blanco et al., 2016a). The resulting model differs from Kouznetsova and Luscher models.
Nevertheless, neither implementation details nor numerical results have been reported. Marty et al.
(2016) designed an experimental framework to analyse the performance of different higher-order
homogenisation schemes describing the micro-scale behaviour.
Despite the advantages of 2nd-order homogenisation models, only a few contributions address
this kind of multi-scale models, the majority of which considering a small strain framework. More-
over, a critical comparison of the three main formulations found in the literature (Blanco et al.,
2016b, Kouznetsova, 2002, Luscher, 2010) is lacking.
The formulation proposed by Blanco et al. (2016b) is particularised for the quasi-static case,
in the absence of external body forces, and its finite element solution is described in detail in this
chapter. An alternative formulation, also based on the Method of Multi-Scale Virtual Power, is de-
veloped and implemented. In addition, in order to clarify the impact of the assumptions made in
distinct formulations available in the literature, Kouznetsova and Luscher’s models are also intro-
duced.
5.1 A quasi-static formulation based on the method of multi-scale vir-
tual power
The 2nd-order homogenisation multi-scale model proposed by Blanco et al. (2016b) is particu-
larised here for the case where inertia and external body forces are not considered. It is based on
the Method of the Multi-Scale Virtual Power, that allows to develop a variationally consistent multi-
scale model, deriving naturally the micro-scale equilibrium problem, along with its kinematic con-
straints, and the homogenised stresses from the postulation of kinematic insertion and kinematic
homogenisation. The formulation presented here is defined as symmetric due to the definition of
the homogenised second gradient (more details in Section 5.1.1).
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5.1.1 Multi-scale kinematics
Kinematic insertion
Kinematic insertion consists of the expression that defines the micro-scale displacement as a func-
tion of the macro-scale quantities. Blanco et al. (2016b) proposes the following formulae:
uµ =uM + (F − I )Y + 1
2
G : (Y ⊗Y − J )+ u˜, (5.1)
where Y denotes the vector of RVE reference coordinates, u˜ the micro displacement fluctuation
field and J the second-order moment of volume tensor:
J = 1
Vµ
∫
Ωµ
Y ⊗Y dΩµ. (5.2)
Comparing Equation (5.1) with the insertion operator employed by Kouznetsova (2002) and Luscher
(2010), the term −1
2
G : J is added, which results in a rigid body movement. Although this term is
required for a correct characterisation of the external power per volume unit in the formulation of
Blanco et al. (2016b), it may be disregarded when inertia and body forces are not included. In fact,
it is easily observed that it results in a rigid body movement at the micro-scale. Therefore, since
the absence of inertia and external body forces is assumed here, the kinematic insertion operator
employed here is defined by:
uµ =uM + (F − I )Y + 1
2
G : (Y ⊗Y )+ u˜. (5.3)
Without loss of generality, it is conveniently assumed that the origin of the micro coordinate
system is located at the geometric center of the RVE, such that∫
Ωµ
Y dΩµ = 0. (5.4)
Kinematic homogenisation
This procedure defines how micro-scale kinematical quantities are averaged in some sense to pro-
duce the macroscopic counterparts.
Like in a 1st-order homogenisation scheme, the macro-deformation gradient is obtained through
volume averaging of its micro counterpart:
F = 1
Vµ
∫
Ωµ
FµdΩµ⇔∇uM = 1
Vµ
∫
Ωµ
∇Y uµdΩµ. (5.5)
Since the problem at the micro-scale is still a 1st-order problem, the homogenised second-order
gradient cannot be defined as the volume averaging its micro-scale counterpart. Following the pro-
posal of Blanco et al. (2016b), it is defined as:
G= 1
Vµ
∫
Ωµ
[(∇Y uµ⊗Y ) · J−1]S dΩµ. (5.6)
The symmetry operator guarantees that the second gradientG is symmetric in the last two indices,
as required by its definition (see Equation (4.1)).
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Kinematic admissibility
The compatibility between kinematic insertion and kinematic homogenisation is ensured through
constraints imposed at the RVE level. At this stage, it is convenient to derive the micro-scale dis-
placement gradient, which is obtained from Equation (5.3) as
∇Y uµ =
∂uµ
∂Y
= (F − I )+G ·Y +∇Y u˜. (5.7)
Inserting this definition into Equation (5.5), considering also Equation (5.4), results in:
F = F + 1
Vµ
G ·
∫
Ωµ
Y dV + 1
Vµ
∫
Ωµ
∇Y u˜dV ⇔
∫
Ωµ
∇Y u˜dV = 0, (5.8)
which can be expressed as a boundary integral∫
∂Ωµ
u˜⊗Nd A = 0, (5.9)
whereN denotes the outward reference unit vector. This is the minimal kinematic constraint arising
also from 1st-order homogenisation schemes, usually known as uniform traction boundary condi-
tion.
Likewise, inserting Equation (5.7) into (5.6) leads to
G= 1
Vµ
∫
Ωµ
[
((F − I )⊗Y ) · J−1]S dV + 1
Vµ
∫
Ωµ
[
(G ·Y ⊗Y ) · J−1]S dV+
1
Vµ
∫
Ωµ
[
(∇Y u˜⊗Y ) · J−1
]S
dV. (5.10)
Including the definition of the second-order moment of volume (Equation (5.2)) and Equation (5.4),
the above equation is simplified to∫
Ωµ
[
(∇Y u˜⊗Y ) · J−1
]S
dV = 0. (5.11)
This volumetric constraint may be split into a volumetric and a boundary integral component. The
left hand side is written in index notation as:∫
Ωµ
[∇Y u˜⊗ (Y · J−1)]S dV ⇒ sym j k [∫
Ωµ
∂u˜i
∂Y j
J−1kl Yl dV
]
. (5.12)
Assuming vk = J−1kl Yl , and employing the rule of the product derivative:
∂u˜i
∂Y j
vk =
∂u˜i vk
∂Y j
− ∂vk
∂Y j
u˜i , (5.13)
Equation (5.12) is further developed as follows
sym j k
[∫
Ωµ
∂u˜i
∂Y j
J−1kl Yl dV
]
= sym j k
[∫
Ωµ
∂u˜i vk
∂Y j
− ∂vk
∂Y j
u˜i dV
]
. (5.14)
As a consequence of the divergence theorem, the first term of the above right hand side is trans-
formed into a boundary integral: ∫
Ωµ
∂u˜i vk
∂Y j
dV =
∫
∂Ωµ
u˜i vk N j d A. (5.15)
Therefore, taking into account that J−1 is symmetric and constant on the RVE domain, Equation
(5.11) is finally expressed by:
sym j k
[∫
∂Ωµ
u˜i N j J
−1
kl Yl d A−
∫
Ωµ
u˜i J
−1
k j dV
]
= 0⇔∫
∂Ωµ
[
(u˜⊗N ⊗Y ) · J−1]S d A−∫
Ωµ
u˜dV ⊗ J−1 = 0. (5.16)
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5.1.2 Principle of multi-scale virtual power
The Lagrange multiplier method has proven to be an efficient strategy to enforce micro-scale con-
straints (see Section 3.5). In addition, Lagrange multipliers are useful to understand the reactive
nature of kinematic constraints (Blanco et al., 2016b). Therefore a formulation based on the La-
grange multiplier method is employed here.
The Principle of Multi-scale Virtual Power is employed to ensure the conservation of the virtual
power in the scale transition, as a generalisation of the Hill-Mandel Principle. In this case, it states
that
P : δF +Q...δG= 1
Vµ
[∫
Ωµ
Pµ : (δF +δG ·Y +∇Y δu˜)dV
−δL :
(∫
∂Ωµ
u˜⊗Nd A
)
−L :
(∫
∂Ωµ
δu˜⊗Nd A
)
−δM...
(∫
Ωµ
[
(∇Y u˜⊗Y ) · J−1
]S
dV
)
−M...
(∫
Ωµ
[
(∇Y δu˜⊗Y ) · J−1
]S
dV
)]
, ∀ (δF ,δG,δu˜,δL,δM) . (5.17)
The Lagrange multiplier L is a second-order tensor which enforces the constraint (5.9) and M is
a third-order tensor employed to impose Equation (5.12). Since only the symmetric part of the
Lagrange multiplierM contributes to the virtual work, then we can assume thatM is symmetric in
the last two indices, i.e., Mi j k =Mi k j .
5.1.3 Micro-scale equilibrium problem
Setting δF = 0 and δG = 0 in Equation (5.17) results in the expression defining the micro-scale
weak equilibrium problem. Therefore, the micro-scale equilibrium problem consists in finding the
fluctuation field u˜ and the Lagrange multipliers L andM, such that:
1
Vµ
[∫
Ωµ
Pµ :∇Y δu˜dV −δL :
(∫
∂Ωµ
u˜⊗Nd A
)
−L :
(∫
∂Ωµ
δu˜⊗Nd A
)
−δM...
(∫
Ωµ
[
(∇Y u˜⊗Y ) · J−1
]S
dV
)
−M...
(∫
Ωµ
[
(∇Y δu˜⊗Y ) · J−1
]S
dV
)]
= 0. (5.18)
The strong form of this problem is determined in what follows. Due to the symmetries of J−1
andM, the term
M
...
(∇δu˜⊗Y · J−1)S = [M · (J−1 ·Y )] :∇δu˜. (5.19)
Including this expression in Equation (5.18), recovering Equation (5.8) as equivalent to Equation
(5.9) and setting δL = 0 and δM= 0 yields∫
Ωµ
[
Pµ−L−M ·
(
J−1 ·Y )] :∇Y δu˜dV = 0 (5.20)
Integrating by parts, the above expression is elaborated to∫
∂Ωµ
([
Pµ−L−M ·
(
J−1 ·Y )] ·N ) ·δu˜d A−∫
Ωµ
div
[
Pµ−L−M ·
(
J−1 ·Y )] ·δu˜dV =∫
∂Ωµ
([
Pµ−L−M ·
(
J−1 ·Y )] ·N ) ·δu˜d A−∫
Ωµ
(
divPµ−M : J−1
) ·δu˜dV = 0 (5.21)
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Since the above must hold for any δu˜, the strong form of the micro-equilibrium is stated by
Pµ ·N =
[
L+M · (J−1 ·Y )] ·N , on ∂Ωµ, (5.22)
divPµ =M : J−1, inΩµ. (5.23)
This shows that the Lagrange multiplierM contributes either to a constant body forceM : J−1 and a
traction force
[
M · (J−1 ·Y )]·N field. This is in accordance with the decomposition of the constraint
(5.11) into (5.16), where a volume and a boundary integral are found. Moreover, this is coherent
with the argument introduced by Luscher (2010), stating that a constant body force field at the
micro-scale is required to generate a constant 2nd-order gradient on the RVE.
5.1.4 First Piola-Kirchhoff stress homogenisation
The expression for the homogenised Piola-Kirchhoff stress tensor is obtained from the Principle of
Multi-Scale Virtual Power by defining δL = 0, δM= 0, δG= 0 and δu˜ = 0 in Equation (5.17), which
yields:
P : δF = 1
Vµ
∫
Ωµ
Pµ : δFdV ⇒P = 1
Vµ
∫
Ωµ
PµdV. (5.24)
The above expression is similar to the 1st-order homogenisation counterpart, and may be rewritten
as
P = 1
Vµ
[∫
∂Ωµ
Pµ ·N ⊗Y d A−
∫
Ωµ
divY Pµ⊗Y dV
]
. (5.25)
In view of the strong form of the micro-problem, Equation (5.23), and the assumption of Equation
(5.4), the second term is null, as shown next:∫
Ωµ
divY Pµ⊗Y dV =
∫
Ωµ
M : J−1⊗Y dV =M : J−1⊗
∫
Ωµ
Y dV = 0. (5.26)
As a consequence, the homogenised stress P can be expressed as a boundary integral only:
P = 1
Vµ
∫
∂Ωµ
tµ0⊗Y d A (5.27)
where tµ0 =Pµ ·N denotes the tractions on the RVE undeformed boundary ∂Ωµ. In view of Equation
(5.22), the stress homogenisation expression may be further developed as:
P = 1
Vµ
∫
∂Ωµ
Pµ ·N ⊗Y d A = 1
Vµ
∫
∂Ωµ
[
L+M · (J−1 ·Y )] ·N ⊗Y d A
= 1
Vµ
[∫
∂Ωµ
L ·N ⊗Y d A+
∫
∂Ωµ
M · (J−1 ·Y ) ·N ⊗Y d A] . (5.28)
It is possible to show that the second term is null, taking into account that M and J−1 are constant
in the RVE along with Equation (5.4):∫
∂Ωµ
Mi j k J
−1
kl Yl N j Ymd A =Mi j k J−1kl
∫
∂Ωµ
Yl N j Ymd A =
Mi j k J
−1
kl
∫
Ωµ
∂ (Yl Ym)
∂Y j
dV =Mi j k J−1kl
∫
Ωµ
∂ (Yl Ym)
∂Y j
dV =
Mi j k J
−1
kl
∫
Ωµ
(
δl j Ym +δm j Yl
)
dV = 0. (5.29)
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Finally, developing the first term as follows:
Pi k =
1
Vµ
∫
∂Ωµ
Li j N j Yk d A =
1
Vµ
Li j
∫
∂Ωµ
N j Yk d A (5.30)
= 1
Vµ
Li j
∫
Ωµ
∂Yk
∂Y j
dV = 1
Vµ
Li j
∫
Ωµ
δk j dV = Li k , (5.31)
it is shown that the Lagrange multiplier L is equal to the homogenised Piola-Kirchhoff stress tensor
P :
L =P . (5.32)
5.1.5 Higher-order stress homogenisation
The homogenised higher-order stress tensorQ is determined by setting δL = 0, δM= 0, δF = 0 and
δu˜ = 0 in Equation (5.17):
Q
...δG= 1
Vµ
∫
Ωµ
Pµ : (δG ·Y )dV
= 1
Vµ
∫
Ωµ
(
Pµ⊗Y
) ...δGdV. (5.33)
Due to the right symmetry of G, only the symmetric part of the right-hand side of the above ex-
pression contributes to the higher-order stress tensor Blanco et al. (2016b), Luscher (2010), which
is expressed as:
Q= 1
Vµ
∫
Ωµ
(
Pµ⊗Y
)S dV. (5.34)
The above integrand may be developed as shown below:
(P ⊗Y )Si j k =
1
2
(
Pi j Yk +Pi k Y j
)= 1
2
(
Pi l
∂Y j
∂Yl
Yk +Pi l
∂Yk
∂Yl
Y j
)
=
1
2
(
∂
(
Pi l Y j Yk
)
∂Yl
− ∂Pi l
∂Yl
Y j Yk −Pi l
∂Yk
∂Yl
Y j
)
+
1
2
(
∂
(
Pi l Y j Yk
)
∂Yl
− ∂Pi l
∂Yl
Y j Yk −Pi l
∂Y j
∂Yl
Yk
)
=
∂
(
Pi l Y j Yk
)
∂Yl
− ∂Pi l
∂Yl
Y j Yk −
1
2
(
Pi j Yk +Pi k Y j
)⇔
(P ⊗Y )Si j k =
1
2
(
∂
(
Pi l Y j Yk
)
∂Yl
− ∂Pi l
∂Yl
Y j Yk
)
. (5.35)
Applying the volume integral, and as a consequence of the divergence theorem:
∫
Ωµ
(P ⊗Y )Si j k dV =
∫
Ωµ
1
2
(
∂
(
Pi l Y j Yk
)
∂Yl
− ∂Pi l
∂Yl
Y j Yk
)
dV =
=1
2
[∫
∂Ωµ
Pi l Nl Y j Yk d A−
∫
Ωµ
∂Pi l
∂Yl
Y j Yk dV
]
. (5.36)
Therefore, Expression (5.34) is rewritten as:
Q= 1
2Vµ
[∫
∂Ωµ
P ·N ⊗Y ⊗Y d A−
∫
Ωµ
divP ⊗Y ⊗Y dV
]
(5.37)
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In view of Equations (5.22) and (5.23), including the definition of the 2nd-order moment of volume
tensor (Equation (5.2)), this is further elaborated:
Q= 1
2Vµ
[∫
∂Ωµ
[
L+M · (J−1 ·Y )] ·N ⊗Y ⊗Y d A−∫
Ωµ
M : J−1⊗Y ⊗Y dV
]
⇔
Q+ 1
2
M : J−1⊗ J = 1
2Vµ
∫
∂Ωµ
[
L+M · (J−1 ·Y )] ·N ⊗Y ⊗Y d A (5.38)
Taking into accountM symmetry, the above right-hand-side is simplified as shown in what follows,
in index notation:
1
2Vµ
[∫
∂Ωµ
(
Li l +Mi lm J−1mnYn
)
Nl Y j Yk d A
]
=
= 1
2Vµ
[∫
∂Ωµ
Li l Nl Y j Yk d A+
∫
∂Ωµ
Mi lm J
−1
mnYn Nl Y j Yk d A
]
=
= 1
2Vµ
[
Li l
∫
∂Ωµ
Nl Y j Yk d A+Mi lm J−1mn
∫
∂Ωµ
Yn Nl Y j Yk d A
]
=
= 1
2Vµ
[
Li l
∫
Ωµ
∂
(
Y j Yk
)
∂Yl
dV +Mi lm J−1mn
∫
Ωµ
∂
(
Y j Yk Yn
)
∂Yl
dV
]
=
= 1
2Vµ
[
Li l
∫
Ωµ
(
δ j l Yk +δkl Y j
)
dV +Mi lm J−1mn
∫
Ωµ
(
δ j l Yk Yn +δkl Y j Yn +δnl Y j Yk
)
dV
]
=
=1
2
(
Mi j m J
−1
mn Jnk +Mi km J−1mn Jn j +Mi nm J−1mn J j k
)=
=1
2
(
Mi j k +Mi k j +Mi nm J−1nm J j k
)⇒ [M+ 1
2
M : J−1⊗ J
]
i j k
. (5.39)
Introducing this simplification into Equation (5.38) leads to:
Q+ 1
2
M : J−1⊗ J =M+ 1
2
M : J−1⊗ J⇔Q=M. (5.40)
Therefore, the Lagrange multiplierM is equal to the higher-order stress tensorQ.
5.1.6 Finite element solution of the micro-scale problem
Aiming to solve the equilibrium problem stated by Equation (5.18), it is discretised with the finite
element method, leading to
δu˜T
∫
Ωµ
GT PµdV −δLT CLu˜−LT CLδu˜
−δMT CM u˜−MT CMδu˜= 0, ∀ (δu˜,δL,δM) , (5.41)
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where L and M denote the Lagrange multipliers L and M in vector format, taking into account the
right symmetry ofM:
L2D =

L11
L21
L12
L22
 , L3D =

L11
L21
L31
L12
L22
L32
L13
L23
L33

, M2D =

M111
M211
M122
M222
M112
M212

, M3D =

M111
M211
M311
M122
M222
M322
M133
M233
M333
M112
M212
M312
M123
M223
M323
M113
M213
M313

, (5.42)
and CL and CM are the constraint matrices related to Equations (5.9) and (5.11), respectively.
Since Equation (5.41) must hold for any displacement fluctuation or Lagrange multiplier, then
it can be rewritten in separate equations:∫
Ωµ
GT PµdV −CTL L−CTM M= 0 (5.43)
CLu˜= 0 (5.44)
CM u˜= 0. (5.45)
Therefore, the residual vector is defined by
r=

f−CTL L−CTM M
CLu˜
CM u˜
 . (5.46)
Linearisation of the problem r= 0, yields the following linear system of equations K −CT
C 0
∆u˜λ
=−
f−C
Tλ
Cu˜
 , (5.47)
where the Lagrange multiplier vector is
λ=
LM
 , (5.48)
and the constraint matrix
C=
CL
CM
 . (5.49)
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Constraint matrices
The minimal constraint from Equation (5.9) is related to the constraint matrix CL , which is similar
to its definition from Equations (3.40) and (3.41). The structure of the constraint matrix CM is easily
devised from its underlying constraint, given by Equation (5.12), written in index notation:
sym j k
[∫
Ωµ
∂Hn
∂Y j
J−1kl Yl dV u˜i n
]
= 1
2
[∫
Ωµ
∂Hn
∂Y j
Yl dV J
−1
lk u˜i n +
∫
Ωµ
∂Hn
∂Yk
Yl dV J
−1
l j u˜i n
]
. (5.50)
Taking into account how Lagrange multiplier vectors are arranged, in Expressions (5.42), the con-
straint matrix for a 2D RVE must be built as
CM =

(∫ ∂H1
∂Y1
Y1dV J−111 +
∫ ∂H1
∂Y1
Y2dV J−121
)
I · · ·(∫ ∂H1
∂Y2
Y1dV J−112 +
∫ ∂H1
∂Y2
Y2dV J−122
)
I · · ·
1
2
(∫ ∂H1
∂Y2
Y1dV J−111 +
∫ ∂H1
∂Y2
Y2dV J−121
∫ ∂H1
∂Y1
Y1dV J−112 +
∫ ∂H1
∂Y1
Y2dV J−122
)
I · · ·
 . (5.51)
For the case of a rectangular RVE, the second-order moment of volume is a diagonal tensor, J−112 =
J−121 = 0, therefore the matrix is simplified to
CM =

(∫ ∂H1
∂Y1
Y1dV J−111
)
I · · ·(∫ ∂H1
∂Y2
Y2dV J−122
)
I · · ·
1
2
(∫ ∂H1
∂Y2
Y1dV J−111 +
∫ ∂H1
∂Y1
Y2dV J−122
)
I · · ·
 . (5.52)
For the case of 3D cubic RVEs it yields
CM =

(∫ ∂H1
∂Y1
Y1dV J−111
)
I · · ·(∫ ∂H1
∂Y2
Y2dV J−122
)
I · · ·(∫ ∂H1
∂Y3
Y3dV J−133
)
I · · ·
1
2
(∫ ∂H1
∂Y2
Y1dV J−111 +
∫ ∂H1
∂Y1
Y2dV J−122
)
I · · ·
1
2
(∫ ∂H1
∂Y3
Y2dV J−122 +
∫ ∂H1
∂Y2
Y3dV J−133
)
I · · ·
1
2
(∫ ∂H1
∂Y3
Y1dV J−111 +
∫ ∂H1
∂Y1
Y3dV J−133
)
I · · ·

. (5.53)
5.1.7 Macroscopic tangent operators
In a coupled-scale FE2 second-order homogenisation framework, the macroscopic consistent tan-
gents must be determined in order to solve the macroscopic equilibrium with the Newton-Raphson
method (see Section 4.4.5 and Figure 5.1). For a particular RVE under a given F and G, the micro-
scale residual r is minimised when the RVE equilibrium is found. Therefore, at the RVE equilibrium:
∂r
∂F
= 0, (5.54)
and
∂r
∂G
= 0, (5.55)
where F and G denote the vector format of the macro-deformation gradient F and the 2nd-order
gradientG.
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Starting from the derivative with regard to the deformation gradient, it can be written as ∂f∂F −CT ∂λ∂F
C
∂u˜
∂F
= 0. (5.56)
The derivative
∂f
∂F
= ∂f
∂u
∂u
∂F
=K
(
DT + ∂u˜
∂F
)
, (5.57)
since the discretised version of Equation (5.3) is given by
u=uM +DT (F− {I})+VT G+ u˜, (5.58)
where the matrices with nodal coordinates are given by:
D=
 Y1I... Y2I ...
Y3I
 , (5.59)
V= 1
2

Y1Y1I
Y2Y2I
Y3Y3I
... Y1Y2I ...
Y1Y3I
Y2Y3I
 . (5.60)
Therefore, Equation (5.56) can be rewritten as a linear system of equations with multiple right hand
sides: K −CT
C 0

∂u˜∂F∂λ
∂F
=−
KDT
0
 . (5.61)
Since the Lagrange multipliers are equal to the homogenised stresses, then the tangents ∂P∂F and
∂Q
∂F
are retrieved from ∂λ∂F .
Similarly, the derivative with regard to the 2nd-order gradient, from Equation (5.55), yields ∂f∂G −CT ∂λ∂G
C
∂u˜
∂G
= 0, (5.62)
with
∂f
∂G
= ∂f
∂u
∂u
∂G
=K
(
VT + ∂u˜
∂G
)
. (5.63)
Expression (5.62) is rearranged in the following system of equations.K −CT
C 0

 ∂u˜∂G∂λ
∂G
=−
KVT
0
 . (5.64)
The tangents ∂P∂G and
∂Q
∂G are obtained from
∂λ
∂G .
The resulting systems of equations (5.61) and (5.64) are combined in single one, for the sake of
compactness and improved computational efficiency, resulting inK −CT
C 0

∂u˜∂F ∂u˜∂G∂λ
∂F
∂λ
∂G
=−
KDT KVT
0 0
 . (5.65)
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5.2 An alternative formulation based on the method of multi-scale vir-
tual power
The formulation presented in Section 5.1 is defined as symmetric due to the symmetry operator
in the definition of the homogenised second gradient, Equation (5.6). In fact, the second gradient
of the displacements is symmetric by definition (see Equation (4.1)). Nevertheless, in the present
multi-scale framework, represented in Figure 5.1, the micro-scale deformations are driven by the
macroscopic G, in addition to F , which is already symmetric. Therefore, there is no need to define
the homogenised second gradient as symmetric, since it is an input in the homogenisation proce-
dure, and not an arbitrary output. In this section, an alternative definition of G is adopted and the
resulting formulation based on the method of multi-scale virtual power is deduced, whose differ-
ence relatively to the symmetric formulation lies on the kinematic homogenisation procedure.
5.2.1 Multi-scale kinematics
Kinematic insertion
The kinematic insertion operator is the same defined in Section 5.1, given by Equation (5.3). The
assumption that the RVE centroid coincides with the micro-coordinates system is also adopted (see
Equation (5.4)).
Kinematic homogenisation
While the macro-deformation gradient definition remains defined by Equation (5.5), the macro-
scopic second gradient is now expressed as:
G= 1
Vµ
∫
Ωµ
(∇Y uµ⊗Y ) · J−1dΩµ, (5.66)
where the symmetry operator is dropped.
Kinematic admissibility
The constraint arising from the compatibility between the micro-displacement field and the ho-
mogenised deformation gradient is given by Equation (5.9). Enforcing the compatibility with the
macroscopic second gradient defined by Equation (5.66) results in the following constraint:
∫
Ωµ
(∇Y u˜⊗Y ) · J−1dV = 0. (5.67)
It is similar to Equation (5.11), except for the symmetry operator. Moreover, it may also be decom-
posed into a boundary and a volumetric term, being rewritten as
∫
∂Ωµ
(u˜⊗N ⊗Y ) · J−1d A−
∫
Ωµ
u˜dV ⊗ J−1 = 0. (5.68)
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5.2.2 Principle of multi-scale virtual power
In the present formulation, the Principle of Multi-scale Virtual Power is expressed by:
P : δF +Q...δG= 1
Vµ
[∫
Ωµ
Pµ : (δF +δG ·Y +∇Y δu˜)dV
−δL :
(∫
∂Ωµ
u˜⊗Nd A
)
−L :
(∫
∂Ωµ
δu˜⊗Nd A
)
−δM...
(∫
Ωµ
(∇Y u˜⊗Y ) · J−1dV
)
−M...
(∫
Ωµ
(∇Y δu˜⊗Y ) · J−1dV
)]
, ∀ (δF ,δG,δu˜,δL,δM) , (5.69)
where the Lagrange multipliers L and M are included to enforce the constraints (5.9) and (5.67),
respectively. It must be remarked that, unlike the formulation from Section 5.1,M is not symmetric
in this case.
5.2.3 Micro-scale equilibrium problem
The weak micro-equilibrium equation is found by setting δF = 0 and δG = 0 in Equation (5.69)),
which leads to:
1
Vµ
[∫
Ωµ
Pµ :∇Y δu˜dV −δL :
(∫
∂Ωµ
u˜⊗Nd A
)
−L :
(∫
∂Ωµ
δu˜⊗Nd A
)
−δM...
(∫
Ωµ
(∇Y u˜⊗Y ) · J−1dV
)
−M...
(∫
Ωµ
(∇Y δu˜⊗Y ) · J−1dV
)]
= 0. (5.70)
The strong form of this problem is obtained as presented in Section 5.1, and results in the same
Expressions (5.22) and (5.23).
5.2.4 Stresses homogenisation
The homogenised first Piola-Kirchhoff stress tensor is obtained with the same procedure of Section
5.1.4, hence Expressions (5.24) and (5.32) remain valid.
Regarding the homogenised higher-order stress tensor, Expressions from (5.6) to (5.38) are also
compatible with the present formulation. However, since M is not symmetric here, the simplifica-
tion introduced in Expression (5.39) leads to
Q=MS . (5.71)
As a conclusion, the modification of the kinematic homogenisation procedure introduced here,
does not change the relations between the homogenised stresses and the Lagrange multipliers.
5.2.5 Finite element solution of the micro-scale problem
Following the steps described in Section 5.1.6, the finite element discretisation of the equilibrium
Equation (5.70) leads to the residual vector expressed by:
r=

f−CTL L−CTM M
CLu˜
CM u˜
 . (5.72)
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In this case, since the Lagrange multiplier M is not symmetric, its vector representation is defined
by:
M2D =

M111
M211
M121
M221
M112
M212
M122
M222

,M3D =

M111
M211
M311
M121
M221
M321
M131
M231
M331
M112
M212
M312
M122
M222
M322
M132
M232
M332
M113
M213
M313
M123
M223
M323
M133
M233
M333

. (5.73)
The constraint matrix CM , enforcing the constraint defined by Equation (5.67), is expressed by
CM =

(∫ ∂H1
∂Y1
Y1dV J−111
)
I · · ·(∫ ∂H1
∂Y2
Y1dV J−111
)
I · · ·(∫ ∂H1
∂Y1
Y2dV J−122
)
I · · ·(∫ ∂H1
∂Y2
Y2dV J−122
)
I · · ·
 (5.74)
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for 2D rectangular RVEs, and for the case of 3D cubic RVEs it yields
CM =

(∫ ∂H1
∂Y1
Y1dV J−111
)
I · · ·(∫ ∂H1
∂Y2
Y1dV J−111
)
I · · ·(∫ ∂H1
∂Y3
Y1dV J−111
)
I · · ·(∫ ∂H1
∂Y1
Y2dV J−122
)
I · · ·(∫ ∂H1
∂Y2
Y2dV J−122
)
I · · ·(∫ ∂H1
∂Y3
Y2dV J−122
)
I · · ·(∫ ∂H1
∂Y2
Y3dV J−133
)
I · · ·(∫ ∂H1
∂Y1
Y3dV J−133
)
I · · ·(∫ ∂H1
∂Y3
Y3dV J−133
)
I · · ·

. (5.75)
The vector representation for the Lagrange multiplier L, and the corresponding constraint ma-
trix CL , remain as introduced in Section 5.1.6.
5.2.6 Macrocopic tangent operators
Since the homogenised stresses are still directly related to the Lagrange multipliers, the strategy
proposed in Section 5.1.7 is followed in order to obtain the derivatives ∂λ∂F and
∂λ
∂G . Since the ho-
mogenised stresses in this case are defined by
P = L (5.76)
Q=MS = 1
2
(
M+MT ) , (5.77)
then the tangent operators are readily obtained through
∂P
∂• =
∂L
∂• (5.78)
∂Q
∂• =
1
2
(
∂M
∂• +
∂MT
∂•
)
, (5.79)
where • represents either F orG.
5.2.7 Solution of the micro-scale problem with other constraints
Similarly to the 1st-order homogenisation approach, more restrictive conditions may be prescribed
in addition to the minimal kinematic constraint. Although Kouznetsova (2002) has limited her for-
mulation to the periodic case, Kaczmarczyk et al. (2008, 2010) and Luscher (2010) presented results
for the three classical constraints: (i) minimal constraint, (ii) periodic fluctuations on the bound-
ary and (iii) the direct constraint (linear condition in 1st-order homogenisation). Since the case of
the minimal constraint has already been addressed, the particularisation for the periodic and direct
constraints is described below.
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Periodic constraint
At this stage, looking at the decomposed version of the minimal constraint in Equation (5.68), it is
convenient to assume that the volumetric and boundary terms are satisfied independently, i.e.:∫
∂Ωµ
(u˜⊗N ⊗Y ) · J−1d A = 0⇒
∫
∂Ωµ
(u˜⊗N ⊗Y )d A = 0 (5.80)∫
Ωµ
u˜dV ⊗ J−1 = 0⇒
∫
Ωµ
u˜dV = 0. (5.81)
Enforcing the volumetric constraint separately removes rigid body motion, and avoids the issues
related to the prescription of fluctuations on RVE corners, where excessive unphysical deformation
arises, as suggested by Luscher (2010).
Fluctuation periodicity is stated by equality of displacement fluctuations on RVE opposite bound-
aries, i.e., u˜+ = u˜− with N+ = N−. Rectangular and cubic RVEs, which are characterised by a con-
stant normal vector on each surface, are considered here. In this particular case, the boundary
constraint is rewritten as∫
∂Ωµ
u˜⊗N ⊗Y d A = 0⇒
∫
∂Ωµ
u˜i N j Yk d A =
∫
∂Ω
−, j
µ
u˜i
(
Y +k −Y −k
)
d A = 0. (5.82)
Moreover, the coordinates of a pair of points Y +k and Y
−
k on a face with normal N j are equal as long
as j 6= k, or (
Y +k −Y −k
)
j = Lkδ j k , (5.83)
where Lk is the undeformed RVE length in the direction k. Thus, Equation (5.82) can be simplified
to ∫
∂Ω
−, j
µ
u˜i d A = 0. (5.84)
As a conclusion, the periodic constraint for this 2nd-order homogenisation formulation is de-
fined by ∫
Ωµ
u˜dV = 0 (5.85)
u˜+ = u˜− (5.86)∫
∂Ω−,iµ
u˜−d A = 0, for each RVE negative face i . (5.87)
This constraint is similar to the periodic constraint deduced by Luscher (2010).
In the finite element implementation of this constraint, periodicity is enforced by condensation
and the integral constraints are imposed with Lagrange multipliers, resulting in the following linear
system of equations
ki i ki++ki− −Ci ,TV 0
k+i +k−i k+++k+−+k−++k−− −C+,TV −C−,TV −C+,TB
CiV C
+
V +C−V 0 0
0 C−B 0 0


∆u˜i
∆u˜−
∆λV
∆λB

=−

fi −Ci ,TV λV
f++ f−−CTλ
CV u˜
CB u˜−

.
(5.88)
The volumetric constraint is enforced by the the Lagrange multiplier λV and the constraint matrix
CV , defined by
CV =
[
...
∫
Ωµ
Hk dV · I ...
]
, (5.89)
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while the boundary integral constraint is imposed through λB and CB . In the case of a rectangular
RVE, where the right and top are considered negative, the constraint matrix is built as:
CB =
CRi g ht 0
0 CTop
 , (5.90)
where the specific constraint matrix for each face s is computed by
Cs =
[
...
∫
∂Ωsµ
Hk dL · I ...
]
, (5.91)
with Hk denoting the shape function related to the k-th node of the face s.
In the case of a non-conform mesh, additional Lagrange multipliers are included to enforce
fluctuation periodicity, according to the mortar method (see Appendix B).
Direct constraint
The direct constraint is similar to the linear boundary condition in 1st-order models, defining null
fluctuation on the RVE boundary. Thus, looking at Equation (5.68), the boundary integral is auto-
matically set to zero, and only the additional volumetric constraint is required. The direct constraint
is expressed by
u˜ = 0, on ∂Ωµ (5.92)∫
Ωµ
u˜dV = 0. (5.93)
The resulting finite element problem is defined by the following linear system of equations ki i CTV
CV 0
∆u˜
i
λ
=−
f
i +CTV λ
CV u˜i
 , (5.94)
where the constraint matrix CV is built according to Expression (5.89).
5.3 Kouznetsova’s formulation
5.3.1 Micro-scale constraints
Kouznetsova et al. (2002), Kouznetsova (2002) developed the first multi-scale model based on a full
gradient 2nd-order homogenisation scheme. The micro-scale minimal kinematic constraints are
obtained enforcing the compatibility between macro and micro kinematic quantities. The compat-
ibility between the deformation gradient at both scales leads to the standard uniform traction con-
dition from Equations (3.5) and (5.9), and an additional constraint arises due to the macro-second
gradient. The constraint in Expression (5.4) is assumed. Since a 1st-order continuum is deemed at
the micro-scale, the macro-second gradient cannot be related to its microscopic counterpart, and
this constraint is deduced from an expression defined apriori leading to the following constraint:∫
∂Ωµ
(N ⊗ u˜⊗Y +Y ⊗ u˜⊗N )d A = 0. (5.95)
Kouznetsova particularises the micro-constraints for the case where fluctuation periodicity is en-
forced on the boundary of a square RVE, showing that Equation (5.95) reduces to∫
∂Ωiµ
u˜d A = 0, for each RVE surface i . (5.96)
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5.3.2 Finite element solution
The solution of the resulting micro-scale problem is performed with the finite element method,
where the periodic constraint
u˜+ = u˜− (5.97)
is enforced with the condensation method, if the mesh is conform on opposite faces.
Regarding the constraint (5.96), it is imposed with the Lagrange multiplier method, resulting in
the following linear system of equations:
ki i ki++ki− 0
k+i k+++k+−+k−++k−− CT
0 C 0


∆u˜i
∆u˜−
λ
=−

fi
f++ f−+CTλ
Cu˜−
 , (5.98)
where the constraint matrix C and the Lagrange multipliers λ are used to enforce the constraint
(5.96) on negative faces. Due to the periodicity constraint, it will be automatically satisfied on the
positive faces. The constraint matrix is similar to the matrix CB defined in Equations (5.90) and
(5.91). The fluctuation on the RVE corners is prescribed to zero in order to avoid rigid body motion.
If the discretisation does not produce a conform mesh on opposite RVE faces, the mortar method
is employed (Reis and Andrade Pires, 2014) using Lagrange multipliers (see Appendix B).
5.3.3 Homogenised stresses
The homogenised 1st Piola-KirchhoffP and higher-order stressQ are obtained through Expressions
(5.24) and (5.34). While the homogenised P can still be defined as the boundary integral
P = 1
Vµ
∫
∂Ωµ
tµ0⊗Y d A, ((5.27))
in this formulation, the higher order stress tensor is expressed by:
Q= 1
2Vµ
∫
∂Ωµ
tµ0⊗Y ⊗Y d A. (5.99)
5.3.4 Macroscopic tangent operators
In the discretised problem, due to the homogenised stresses definitions introduced in Section 5.3.3,
the homogenised stresses can be computed through the boundary nodal forces as
P= 1
Vµ
Db · fb , (5.100)
Q= 1
Vµ
Vb · fb , (5.101)
where the matrices Db and Vb are appropriate boundary nodal coordinate matrices (Expressions
(5.59) and (5.60)). Therefore the tangent operators are obtained through
∂P
∂G
= 1
Vµ
Db · ∂f
b
∂G
, (5.102)
∂Q
∂G
= 1
Vµ
Vb · ∂f
b
∂G
, (5.103)
∂P
∂F
= 1
Vµ
Db · ∂f
b
∂F
, (5.104)
∂Q
∂F
= 1
Vµ
Vb · ∂f
b
∂F
. (5.105)
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The derivative of the boundary nodal forces with respect to the macroscopic kinematic variables
must be determined.
Splitting the boundary nodes (b) in positive (+), negative (-) and prescribed (p) nodes, and em-
ploying the chain rule:
∂fb
∂F
= ∂f
b
∂u
∂u
∂F
=

k+i k++ k+− k+p
k−i k−+ k−− k−p
kpi kp+ kp− kpp
 ·

Di ,T + ∂u˜
i
∂F
D+,T + ∂u˜
+
∂F
D−,T + ∂u˜
−
∂F
Dp,T + ∂u˜
p
∂F

=
=

kI
k−
kP
 ·

Di ,T
D+,T
D−,T
Dp,T
+

k+i k+++k+−
k−i k−++k−−
kpi kp++kp−
 ·

∂u˜i
∂F
∂u˜+
∂F
 . (5.106)
Similarly
∂fb
∂G
= ∂f
b
∂u
∂u
∂G
=

kI
k−
kP
 ·

Vi ,T
V+,T
V−,T
Vp,T
+

k+i k+++k+−
k−i k−++k−−
kpi kp++kp−
 ·

∂u˜i
∂G
∂u˜+
∂G
 . (5.107)
In order to compute the derivatives of the fluctuation with regard to the macro-deformation
gradient, the following expression is developed
∂r
∂F
= 0⇔

∂fi
∂F
∂f+
∂F
+ ∂f
−
∂F
+CT · ∂λ
∂F
C · ∂u˜
+
∂F
= 0⇔

ki i ki++ki− 0
k+i +k−i k+++k+−+k−++k−− CT
0 C 0


∂u˜i
∂F
∂u˜+
∂F
∂λ
∂F
=−

kI
k++k−
kP
 ·

Di ,T
D+,T
D−,T
Dp,T
 . (5.108)
The same strategy is followed to obtain the derivatives with regard to the second gradient, leading
to the following system of equations

ki i ki++ki− 0
k+i +k−i k+++k+−+k−++k−− CT
0 C 0


∂u˜i
∂G
∂u˜+
∂F
∂λ
∂G
=−

kI
k++k−
kP
 ·

Vi ,T
V+,T
V−,T
Vp,T
 (5.109)
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Both systems may be grouped in the following:

ki i ki++ki− 0
k+i +k−i k+++k+−+k−++k−− CT
0 C 0


∂u˜i
∂F
∂u˜i
∂G
∂u˜+
∂F
∂u˜+
∂G
∂λ
∂F
∂λ
∂G
=−

kI
k++k−
kP
 ·

Di ,T Vi ,T
D+,T V+,T
D−,T V−,T
Dp,T Vp,T
 , (5.110)
where the derivatives of the fluctuations with respect to the macro-kinematic variables are readily
obtained.
5.4 Luscher’s formulation
5.4.1 Micro-scale constraints
Luscher (2010) proposed a model where the micro-scale constraints are obtained by imposing or-
thogonality between the micro-fields of displacements gradients. The micro-displacement gradient
field is expressed by
∇uµ = F − I +G ·Y +∇u˜. (5.111)
The orthogonality conditions and resulting micro-constraints are shown next:
(F − I )⊥G ·Y ⇒
∫
Ωµ
(F − I ) :G ·Y dV = 0⇒
∫
Ωµ
Y dV = 0 (5.112)
(F − I )⊥∇u˜⇒
∫
Ωµ
(F − I ) :∇u˜dV = 0⇒
∫
Ωµ
∇u˜dV = 0 (5.113)
G ·Y ⊥∇u˜⇒
∫
Ωµ
(G ·Y ) :∇u˜dV =
∫
Ωµ
G
... (∇u˜⊗Y )dV = 0⇒
∫
Ωµ
∇u˜⊗Y dV = 0. (5.114)
While condition (5.112) is also assumed by Kouznetsova (2002) and Equation (5.113) is the well
known 1st-order minimal kinematic constraint, the restriction arising from the 2nd-order homogeni-
sation is given by Equation (5.114). This constraint may be developed into a boundary and a volu-
metric term: ∫
∂Ωµ
u˜⊗N ⊗Y d A−
∫
Ωµ
u˜dV ⊗ I = 0. (5.115)
This expression is similar to the constraints from Equations and (5.16) (5.68). In fact, Luscher (2010)
is the first author to remark the need for a volume constraint, resulting in a constant body force field
in the RVE, so that a uniform 2nd-order gradient can be applied.
5.4.2 Finite element solution
Luscher (2010) presents the classical subsets of constraints that still satisfy the 2nd-order related
constraint given by Equation (5.115): the minimal constraint itself, periodic boundary fluctuations
and null boundary fluctuations. Their implementation is detailed bellow. As proposed by the au-
thor, the volumetric term of the constraint ∫
Ωµ
u˜dV = 0, (5.116)
is enforced independently in all cases, in order to remove rigid body motion from the problem so-
lution. The discretised version of Equation (5.116) is given by
CV · u˜= 0, (5.117)
where the constraint matrix is obtained as shown in Expression (5.89).
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Luscher minimal constraint
Taking into account Equation (5.116), the constraint (5.115) simplifies to∫
∂Ωµ
u˜⊗N ⊗Y d A = 0. (5.118)
The Lagrange multiplier method is employed to impose the constraints from Equations (5.113),
(5.116) and (5.118), leading to the following system of equations:
ki i ki b Ci ,TV 0 0
kbi kbb Cb,TV C
T
L C
T
M
CiV C
b
V 0 0 0
0 CL 0 0 0
0 CM 0 0 0


∆u˜i
∆u˜b
λV
λL
λM

=−

fi +Ci ,TV λV
fb +Cb,TV λV +CTL λL +CTMλM
CV u˜
CLu˜b
CM u˜b

, (5.119)
where the matrix CV is given by Equation (5.89), CL is related to boundary form of the 1st-order
minimal constraint (Equation (5.9)) and CM is the constraint matrix enforcing Equation (5.118),
defined as
CB =

∫
∂Ωµ
Hk N1Y1d AI∫
∂Ωµ
Hk N2Y1d AI∫
∂Ωµ
Hk N3Y1d AI∫
∂Ωµ
Hk N1Y2d AI
...
∫
∂Ωµ
Hk N2Y2d AI ...∫
∂Ωµ
Hk N3Y2d AI∫
∂Ωµ
Hk N1Y3d AI∫
∂Ωµ
Hk N2Y3d AI∫
∂Ωµ
Hk N3Y3d AI

(5.120)
for 3D, and simplified for 2D as:
CB =

∫
∂Ωµ
Hk N1Y1d AI
...
∫
∂Ωµ
Hk N2Y1d AI ...∫
∂Ωµ
Hk N1Y2d AI∫
∂Ωµ
Hk N2Y2d AI
 . (5.121)
Luscher periodic constraint
Imposing a periodic fluctuation field on the RVE boundaries, within the present formulation, the
periodic constraint presented in Section 5.2.7 is recovered. Unlike Kouznetsova’s periodic imple-
mentation, there is no need to prescribe RVE corners since rigid body motion is obviated with the
volumetric constraint (5.116). The equilibrium problem is solved through Equation (5.88), when a
conform mesh is employed. In the presence of a non-conform mesh, additional Lagrange multipli-
ers are included according to the mortar method (Appendix B).
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Luscher direct constraint
The direct constraint is similar to the linear boundary condition in 1st-order problems, defining
that:
u˜ = 0, ∀Y ∈ ∂Ωµ0. (5.122)
This suffices to satisfy Equation (5.118), and is easily enforced through the condensation method.
Therefore, only Equation (5.116) must be enforced separately, which is done with Lagrange multi-
pliers. This coincides with the direct constraint presented in Section 5.2.7.
5.5 A comparison between different formulations
A comparative analysis of the constraints obtained in the formulations presented in this chapter is
performed here. A summary of the main equations related to each formulation is provided in Table
5.1.
Starting by the minimal kinematic constraints, all the second-order homogenisation formu-
lations presented above lead to the well known uniform traction condition, also needed in a first-
order framework (Equation (3.5)). The differences arise in the constraint related to the macroscopic
second gradient. Kouznetsova’s constraint (5.95) is similar to the boundary term of Equation (5.16)
(symmetric formulation based on Blanco’s proposal), apart from the presence of the second-order
moment of volume. What distinguishes Kouznetova’s formulation is the absence of a volumetric
term on the constraint. The difference between the symmetric formulation and the alternative
proposed here (Section 5.2) lies on the symmetry operator only, that is dropped on the later (see
Equation (5.68)). Despite being a slight difference, it results in a different model, being expected
that different responses are obtained. Apart from the second-order moment of volume, the for-
mulation proposed here is similar to Equation (5.115), even though Luscher (2010) employed a
completely different approach to obtain the micro-scale constraints. The presence of the inverse
of the second-order moment of volume tensor does not play an important role in terms of fluctu-
ations constraints, recovering the cases where it is not taken into account if square or cubic RVEs
are deemed, since J−1 becomes diagonal and may be written as J−1 = cI , where c is a constant.
Nonetheless, it is extremely important when seeking the meaning of the Lagrange multipliers used
to enforce this constraints.
Regarding the particularisation for periodic fluctuations, the Blanco-based symmetric formu-
lation, Luscher’s formulation and the formulation proposed in Section 5.2, all result in the same
periodic model, introduced in Section 5.2.7. Only Kouznetsova’s generalised periodicity is different,
due to the absence of the volumetric constraint.
Finally, in what refers to the direct constraint, Luscher’s formulation and the formulations based
on the method of multi-scale virtual power result in the same model, where the volumetric con-
straint is enforced along with null fluctuations on the boundary. Kaczmarczyk et al. (2008, 2010)
particularised Kouznetsova’s formulation to this case, resulting in a model where the volumetric
constraint is not considered.
As a conclusion, formulations based on the work of Kouznetsova (2002) result in models where
only boundary constraints are enforced on the RVE. However, Luscher (2010) argues that a body
force is needed at the micro-scale to impose a constant macroscopic second gradient, as a result of
the volumetric constraint. The formulations based on the method of the multi-scale virtual power,
that result in variationally consistent multi-scale models, confirm this statement showing that a
constant body force field arises (Equation (5.23)), being directly linked to the Lagrange multiplier
enforcing the compatibility between the macroscopic second gradient and the micro-scale kine-
matics.
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Chapter 6
Numerical applications of second-order
homogenisation
Aiming to illustrate the features and predictive capability of second-order computational homogeni-
sation based multi-scale models, several numerical examples are analysed in this chapter. The in-
fluence of geometrical non-linearities at the micro-scale is evaluated for second-order and first-
order homogenisation schemes. Thereafter, the impact of the insertion of the macroscopic second
gradient in the response at both scales is examined. The effect of distinct micro-scale constraints,
arising from different multi-scale formulations, is evaluated for the case of homogeneous RVEs,
by comparison with an analytical solution, for microstructures with voids and for RVEs with fibres,
where a measure of the homogenised second gradient is assessed. Size effects due to the RVE length
and to the micro-constituents size are analysed separately. Micro-scale simulations accounting
for the macroscopic first and second gradient of displacements are conducted over polycrystalline
RVEs. In addition, fully coupled FE2 simulations are also performed. Finally, an adaptive framework
for second-order homogenisation is proposed.
6.1 Second-order deformation modes
Before proceeding with the numerical examples, it is important to clarify the importance of the
macroscopic second gradient insertion towards an enriched micro-scale analysis, where second-
order deformation modes can be taken into account. Therefore, an illustration of the second-order
deformation modes is provided in Figure 6.1, where the displacements resulting from insertion of
certain G components are shown, along with the standard first-order modes. In the picture, all the
components ofG are zero and F is equal to the identity tensor, except the labelled non-zero compo-
nent. Basically, besides traction/compression and deformation modes (b) and (c), four additional
modes are possible: (d) extensional mode, where the longitudinal transition from a compression to
a traction zone is captured, (e) curvature mode, (f) trapezoidal mode and (g) twist mode. A general
macroscopic deformation combines all of the six deformation modes.
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(a) Undeformed RVE
(b) F11 = 1.5 (c) F12 = 0.5
(d) G111 = 0.5 (e) G122 = 0.5
(f) G112 = 0.5 (g) G123 = 0.5
Figure 6.1: Comparison between 1st-order modes (F ) and 2nd-order deformation modes (G).
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6.2 Influence of geometrical non-linearities
In this section, a square RVE with a circular rigid inclusion is analysed with both 1st and 2nd-order
homogenisation models. The constituents are modelled by a linear elastic law, with the properties
presented in Table 6.1. Two realisations of this RVE are considered: (i) in the first, the inclusion is
placed at the RVE center and (ii) in the second, a skew inclusion is considered. The inclusion oc-
cupies 10% of the RVE volume in both cases. The RVEs are discretised with 8-noded quadrilateral
elements, with full integration, as shown in Figure 6.2. Although only elastic constituents are con-
sidered, quadratic elements are preferably employed in a 2nd-order homogenisation since, due to
the possible insertion of a macro-second gradient, RVEs are subjected to a quadratic displacement
field, which is better captured by this kind of elements. A macroscopic shear deformation gradient,
defined by F12 = 0.5, is applied to the RVEs, while the macroscopic second gradient is null, G = 0
mm-1.
Table 6.1: Material properties for the constituents of the RVE with a rigid inclusion.
Matrix Inclusion
Young modulus (E) [GPa] 70.0 700.0
Poisson ratio (ν) 0.3 0.3
Figure 6.2: Two RVEs with an inclusion ( f = 10%).
6.2.1 Results
The microscopic distribution of the equivalent Cauchy stress is plotted over the deformed meshes
in Figure 6.3, for several micro-scale constraints, considering the RVE length lRV E = 1 mm. In addi-
tion, considering the same RVE length, the homogenised first Piola-Kirchhoff stress is presented in
Table 6.2 for both RVE configurations, and the homogenised higher-order stress in Table 6.3 for the
RVE with a skew inclusion. The homogenised Q is also shown for a smaller RVE length lRV E = 0.1
mm in Table 6.4. The higher-order stress values are presented in vector format, according to the
following arrangement:
Q= {Q111 Q211 Q122 Q222 Q112 Q212}T . (6.1)
6.2.2 Discussion of the results
Figure 6.3 reveals that, for the case of the RVE with a centred inclusion, the micro-scale results ob-
tained with 1st and 2nd-order homogenisation schemes are similar between the three main groups
of constraints: (i) between linear and direct constraints, (ii) the three periodic conditions and (iii)
between uniform traction condition and the remaining minimal constraints. This fact is confirmed
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(a) Linear (b) Direct
(c) Periodic (d) MMVP Periodic
(e) Kouznetsova Periodic (f) Uniform Traction
(g) MMVP minimal (h) MMVP Blanco
(i) Luscher Minimal
Figure 6.3: Contour plot of the equivalent Cauchy stress [MPa] on the deformed RVEs (lRV E = 1 mm,
with rigid inclusion) subjected to F12 = 0.5.
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Table 6.2: Homogenised first Piola-Kirchhoff stress tensor [MPa] obtained from RVE with rigid in-
clusion ( f = 10%, lRV E = 1 mm) under F12 = 0.5.
centred inclusion skew inclusion
Linear P =
[
−4351.54 14928.04
17080.87 −4305.65
]
P =
[
−4747.78 15386.92
17798.03 −4822.23
]
Direct P =
[
−4351.54 14928.04
17080.87 −4305.65
]
P =
[
−4727.51 15395.17
17760.78 −4731.21
]
Periodic P =
[
−4083.50 14678.34
16723.26 −4089.83
]
P =
[
−4083.53 14678.40
16723.32 −4089.83
]
MMVP Periodic P =
[
−4083.50 14678.34
16723.26 −4089.83
]
P =
[
−4276.76 14935.17
17120.82 −4371.30
]
Kouznetsova P =
[
−4083.50 14678.34
16723.26 −4089.83
]
P =
[
−4383.67 14911.23
17152.42 −4482.38
]
U. Traction P =
[
−3752.33 14431.51
16340.52 −3818.03
]
P =
[
−3703.26 14347.76
16208.84 −3722.14
]
MMVP Min. P =
[
−3752.33 14431.51
16340.52 −3818.03
]
P =
[
−3854.94 14608.04
16561.01 −3905.91
]
MMVP Min. (Blanco) P =
[
−3752.33 14431.51
16340.52 −3818.03
]
P =
[
−3768.80 14565.29
16522.16 −3913.73
]
Luscher Min. P =
[
−3752.33 14431.51
16340.52 −3818.03
]
P =
[
−3854.94 14608.04
16561.01 −3905.91
]
Table 6.3: Homogenised higher-order stress Q [MPa mm] obtained from the RVE with skew rigid
inclusion ( f = 10%, lRV E = 1 mm) under F12 = 0.5.
Direct Q= { 347.31 -679.19 -560.11 367.95 -106.14 -219.19 }
MMVP Periodic Q= { 203.48 -524.52 -453.57 223.87 -100.64 -172.83 }
Kouznetsova Q= { 395.35 -522.72 -414.56 526.11 -7.06 -197.31 }
MMVP Min. Q= { 94.24 -417.24 -392.05 136.11 -93.78 -162.13 }
MMVP Blanco Q= { 108.22 -429.50 -411.79 147.77 -122.48 -107.76 }
Luscher Min. Q= { 94.24 -417.24 -392.05 136.11 -93.78 -162.13 }
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Table 6.4: Homogenised higher-order stress Q [MPa mm] obtained from the RVE with skew rigid
inclusion ( f = 10%, lRV E = 0.1 mm) under F12 = 0.5.
Direct Q= { 34.73 -67.92 -56.01 36.80 -10.61 -21.92 }
MMVP Periodic Q= { 20.34 -52.45 -45.36 22.39 -10.06 -17.28 }
Kouznetsova Q= { 39.54 -52.27 -41.46 52.61 -0.71 -19.73 }
MMVP Min. Q= { 9.42 -41.72 -39.21 13.61 -9.38 -16.21 }
MMVP Blanco Q= { 10.82 -42.95 -41.18 14.78 -12.25 -10.77 }
Luscher Min. Q= { 9.42 -41.72 -39.21 13.61 -9.38 -16.21 }
when looking at Table 6.2, where the homogenised P values are exactly the same. In what refers to
the homogenised higher-order stress, its values are negligible for this case ( 1×10−2 MPa mm) and
therefore not shown here.
However, differences in the homogenised stresses are observed while analysing the RVE with a
skew inclusion, as a consequence of differences on the distribution of the micro-scale stresses. The
equivalence between the results obtained with 1st-order and 2nd-order constraints is lost in this
case, except for the relation between standard and Kouznetsova’s periodicity. Unlike the centred
inclusion case, the higher-order stresses assume non-negligible values for the skew inclusion, as
shown in Table 6.3. These results indicate that 2nd-order homogenisation schemes capture second-
order effects due to geometric non-linearities at the micro-scale, even if a purely 1st-order deforma-
tion mode is inserted. In view of the resulting macro-scale constitutive law, this yields a coupling
between 1st-order deformations and 2nd-order stresses that is not considered within the Mindlin’s
elastic model presented in Section 4.5.
Looking at the definition of the homogenised higher-order stress from Equation (5.34) as a
measure of the moment of the micro-scale stress field, explains the difference between the val-
ues in both RVE configurations. In the case of the centred inclusion, the RVE model is symmetric
with regard to the origin, making the moment of the stresses negligible due to its spatial distribu-
tion around the centre of the RVE. On the contrary, in the skew inclusion the distribution of the
micro-stress field has no symmetries relatively to the origin, leading to non-zero values of the ho-
mogenised higher-order stresses.
The results are also strongly dependent on the microscopic constraint. While Kouznetsova’s pe-
riodic response recovers the standard periodicity, with similar results for both RVE models due to
their periodic nature and absence of volumetric constraints, the MMVP periodic constraint yields
different results for the skew inclusion. Regarding the minimal constraints, the results obtained
with Blanco-based constraint (see Section 5.1) and the MMVP minimal constraint (Section 5.2) are
visibly different despite the small change in the formulation. The Luscher-based minimal con-
straint results similar to the MMVP minimal case. It is interesting to observe that the magnitude
of the homogenised stresses tends to be higher for the direct constraint and lower for the minimal
constraints.
In the case of a smaller RVE length lRV E = 0.1 mm, the micro-scale fields and homogenised first
Piola-Kirchhoff stresses obtained are equal to the case where lRV E = 1.0 mm. However, the values of
the homogenised higher-order stress, shown in Table 6.4, scale with the RVE length. In fact, taking
into account Equation (5.34), the position vector Y refers to a lever arm for the stress moment,
thus a scaled RVE results in a scaled lever arm, leading to a direct influence on the homogenised
higher-order stress.
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Finally, from the results obtained in this section, it is concluded that 2nd-order homogenisation-
based models capture second-order effects due to geometric non-linearities, resulting in a macro-
scale response where the coupling between 1st-order deformation modes and higher-order stresses
are naturally coupled. The homogenised response is dependent on the chosen micro-scale con-
straint.
6.3 Analysis of a heterogeneous RVE under second-order deformation
modes
The behaviour of RVEs subjected to different macroscopic second gradient values is analysed in this
section, for different RVE lengths and micro-constraints. The macroscopic deformation gradient is
kept as F = I so that pure second-order deformation modes are considered. The four second-order
deformation modes introduced in Section 6.1 are considered here. The RVE with a centred fibre
represented in Figure 6.2 is employed to study the extensional, trapezoidal and curvature modes,
while a 3D RVE is required for the twisting mode. The influence of the RVE length is also assessed,
using three different values: (i) lRV E = 0.1 mm, (ii) lRV E = 0.5 mm and (iii) lRV E = 1.0 mm.
6.3.1 Extensional mode
Aiming to analyse the RVE behaviour under extensional mode, where transition between a com-
pression to traction zone is captured, the macro-second gradient component G111 = 0.2 mm-1 is
prescribed. The contour plots of the micro-equivalent stress are shown in Figure 6.4. The ho-
mogenised stresses are presented in Tables 6.5 and 6.6, in vector format according to Equations
(6.1) and (3.51).
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Table 6.5: Homogenised first Piola-Kirchhoff stress tensor P [MPa] resulting from the RVE with cen-
tred fibre and ( f = 10%) under G111 = 0.2 mm-1.
lRV E = 0.1 mm P= { -5.47 1.4×10−4 1.4×10−4 -0.86 }
Direct lRV E = 0.5 mm P= { -136.78 6.6×10−4 6.6×10−4 -21.46}
lRV E = 1.0 mm P= { -547.77 1.3×10−3 1.3×10−3 -85.95}
lRV E = 0.1 mm P= { -5.45 1.1×10−4 1.1×10−4 -0.92 }
MMVP Periodic lRV E = 0.5 mm P= { -136.18 5.7×10−4 5.7×10−4 -23.12}
lRV E = 1.0 mm P= { -544.80 1.1×10−3 1.1×10−3 -92.63}
lRV E = 0.1 mm P= { -0.74 7.1×10−5 6.7×10−5 -0.36 }
Kouznetsova lRV E = 0.5 mm P= { -18.46 5.5×10−4 4.3×10−4 -8.98 }
lRV E = 1.0 mm P= { -73.75 1.7×10−3 1.0×10−3 -35.90}
lRV E = 0.1 mm P= { -5.46 1.1×10−4 1.1×10−4 -0.87 }
MMVP Minimal lRV E = 0.5 mm P= { -136.50 5.2×10−4 5.2×10−4 -21.86}
lRV E = 1.0 mm P= { -545.99 1.0×10−3 1.0×10−3 -87.46}
lRV E = 0.1 mm P= { -5.44 2.0×10−4 2.0×10−4 -0.70 }
MMVP Blanco lRV E = 0.5 mm P= { -135.67 9.9×10−4 9.9×10−4 -17.17}
lRV E = 1.0 mm P= { -538.32 2.0×10−3 2.0×10−3 -64.83}
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lRV E = 0.1 mm lRV E = 0.5 mm lRV E = 1.0 mm
(a) Direct
(b) MMVP Periodic
(c) Kouznetsova Periodic
(d) MMVP Minimal
(e) MMVP Blanco
Figure 6.4: Contour plots of the equivalent stress on the deformed RVE with centred fibre subjected
to G111 = 0.2 mm-1, for different RVE lengths and micro-constraints.
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6.3.2 Trapezoidal mode
The RVE with a centred fibre is subjected to the second gradient component G112 = 0.2 mm-1. The
contour plots of the equivalent stress are shown in Figure 6.5. The resulting homogenised stress
tensors are presented in Tables 6.7 and 6.8.
Table 6.7: Homogenised first Piola-Kirchhoff stress tensor P [MPa] resulting from the RVE with cen-
tred fibre and ( f = 10%) under G112 = 0.2 mm-1.
lRV E = 0.1 mm P= { -5.50 -3.9×10−6 4.5×10−6 -1.53 }
Direct lRV E = 0.5 mm P= { -137.76 -3.0×10−4 -9.2×10−5 -38.25 }
lRV E = 1.0 mm P= { -553.69 -1.3×10−3 -4.7×10−4 -153.40 }
lRV E = 0.1 mm P= { -5.40 -2.9×10−6 5.5×10−6 -1.53 }
MMVP Periodic lRV E = 0.5 mm P= { -135.05 -3.0×10−4 -8.5×10−5 -38.25 }
lRV E = 1.0 mm P= { -540.52 -1.3×10−3 -4.4×10−4 -152.53 }
lRV E = 0.1 mm P= { -3.08 2.1×10−5 1.4×10−5 -0.53 }
Kouznetsova lRV E = 0.5 mm P= { -77.11 4.9×10−4 2.9×10−4 -13.45 }
lRV E = 1.0 mm P= { -309.18 2.2×10−3 1.3×10−3 -53.93 }
lRV E = 0.1 mm P= { -5.43 -4.0×10−6 4.4×10−6 -1.67 }
MMVP Minimal lRV E = 0.5 mm P= { -135.37 -2.7×10−4 -5.6×10−5 -41.55 }
lRV E = 1.0 mm P= { -535.71 -1.1×10−3 -2.9×10−4 -164.37 }
lRV E = 0.1 mm P= { -4.00 -1.4×10−5 -5.4×10−6 -1.52 }
MMVP Blanco lRV E = 0.5 mm P= { -98.86 -2.9×10−4 -8.6×10−5 -37.44 }
lRV E = 1.0 mm P= { -378.65 -1.2×10−3 -4.0×10−4 -142.35 }
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lRV E = 0.1 mm lRV E = 0.5 mm lRV E = 1.0 mm
(a) Direct
(b) MMVP Periodic
(c) Kouznetsova Periodic
(d) MMVP Minimal
(e) MMVP Blanco
Figure 6.5: Contour plots of the equivalent stress on the deformed RVE with centred fibre subjected
to G112 = 0.2 mm-1, for different RVE lengths and micro-constraints.
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6.3.3 Curvature mode
The curvature mode is enforced to the RVE through the second gradient component G122 = 0.2
mm-1. The contour plots of the equivalent stress are shown in Figure 6.6. The homogenised stresses
are presented in Tables 6.9 and 6.10.
Table 6.9: Homogenised first Piola-Kirchhoff stress tensor P [MPa] resulting from the RVE with cen-
tred fibre and ( f = 10%) under G122 = 0.2 mm-1.
lRV E = 0.1 mm P= { -0.47 -9.5×10−5 -9.5×10−5 -0.53 }
Direct lRV E = 0.5 mm P= { -11.89 -5.0×10−4 -5.0×10−4 -13.15 }
lRV E = 1.0 mm P= { -47.51 -1.1×10−3 -1.1×10−3 -52.54 }
lRV E = 0.1 mm P= { -0.48 -7.6×10−5 -7.6×10−5 -0.52 }
MMVP Periodic lRV E = 0.5 mm P= { -12.03 -4.0×10−4 -4.0×10−4 -13.11 }
lRV E = 1.0 mm P= { -48.05 -8.8×10−4 -8.7×10−4 -52.40 }
lRV E = 0.1 mm P= { -0.56 -8.7×10−5 -9.1×10−5 -0.34 }
Kouznetsova lRV E = 0.5 mm P= { -13.98 -3.6×10−4 -4.6×10−4 -8.42 }
lRV E = 1.0 mm P= { -55.85 -5.4×10−4 -9.2×10−4 -33.64 }
lRV E = 0.1 mm P= { -0.50 -6.9×10−5 -6.9×10−5 -0.51 }
MMVP Minimal lRV E = 0.5 mm P= { -12.57 -3.7×10−4 -3.7×10−4 -12.68 }
lRV E = 1.0 mm P= { -50.21 -7.9×10−4 -7.9×10−4 -50.68 }
lRV E = 0.1 mm P= { -0.27 -1.3×10−4 -1.3×10−4 -0.39 }
MMVP Blanco lRV E = 0.5 mm P= { -6.70 -6.8×10−4 -6.8×10−4 -9.76 }
lRV E = 1.0 mm P= { -26.73 -1.4×10−3 -1.4×10−3 -38.95 }
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lRV E = 0.1 mm lRV E = 0.5 mm lRV E = 1.0 mm
(a) Direct
(b) MMVP Periodic
(c) Kouznetsova Periodic
(d) MMVP Minimal
(e) MMVP Blanco
Figure 6.6: Contour plots of the equivalent stress on the deformed RVE with centred fibre subjected
to G122 = 0.2 mm-1, for different RVE lengths and micro-constraints.
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6.3.4 Twisting mode
The twisting deformation mode can only be imposed to 3D RVE models. Therefore, a cubic RVE with
a cylindrical fibre is employed here, as an extension of the 2D RVE used before, where 2410 20-noded
hexahedral elements compose the mesh. The macroscopic second gradient component G123 = 0.5
mm-1 is inserted at the micro-scale. The deformed meshes are shown in Figure 6.7 along with the
distribution of the equivalent stress. For the sake of brevity, only the significant components of the
homogenised stress tensors are presented in Table 6.11.
Table 6.11: Homogenised first Piola-Kirchhoff stresses P [MPa] and higher-order stresses Q [MPa
mm] resulting from the RVE with centred fibre and ( f = 10%) under G123 = 0.5 mm-1.
P11 P22 P33 Q123 Q231 Q312
lRV E = 0.1 mm -6.60 -3.89 -3.10 13.73 7.64 5.89
Direct lRV E = 0.5 mm -164.65 -97.11 -77.40 342.24 191.58 147.97
lRV E = 1.0 mm -653.51 -385.43 -307.51 1358.04 774.52 599.48
lRV E = 0.1 mm -6.36 -3.57 -2.50 13.37 7.29 5.70
MMVP Periodic lRV E = 0.5 mm -158.40 -88.93 -62.20 333.29 182.66 142.94
lRV E = 1.0 mm -626.01 -351.60 -246.00 1320.05 736.75 577.73
lRV E = 0.1 mm -6.36 -3.57 -2.50 13.37 7.29 5.70
Kouznetsova lRV E = 0.5 mm -158.40 -88.93 -62.20 333.29 182.66 142.94
lRV E = 1.0 mm -626.01 -351.60 -246.00 1320.05 736.75 577.73
lRV E = 0.1 mm -6.61 -3.52 -3.43 12.28 6.34 5.65
MMVP Minimal lRV E = 0.5 mm -164.16 -87.54 -85.39 305.16 158.20 141.05
lRV E = 1.0 mm -644.35 -345.73 -336.14 1199.1 0 630.34 562.60
lRV E = 0.1 mm -2.99 -1.64 -1.12 11.42 7.01 5.94
MMVP Blanco lRV E = 0.5 mm -74.03 -40.58 -27.68 283.84 174.37 147.93
lRV E = 1.0 mm -287.24 -158.10 -107.90 1114.98 687.95 583.92
6.3.5 Discussion of the results
The results presented in Figures 6.4 to 6.7 show that the insertion of a macroscopic second gra-
dient promotes deformation modes at the micro-scale, that cannot be captured by standard first-
order homogenisation schemes. The insertion term 12G : (Y ⊗Y ) from Equation (5.3) generates a
quadratic displacement field in the RVE, that results in non-typical deformation and stress distri-
butions. The assumption of linear variation of the macro-scale deformation becomes evident in
these results, especially for the largest RVE length.
In fact, a larger RVE length promotes a greater magnitude of the quadratic displacement field,
that results in larger RVE deformations. As a result, the homogenised stress values increase with
the RVE length. Regarding the homogenised higher-order stress, this is accumulated with the effect
discussed in Section 6.2.2, where the lever arm also contributes to scale the resulting values. In
addition to the coupling between Q and F found in the same section, here the coupling between
P and G is also found, since the homogenised Piola-Kirchhoff stress is not null even though the
first-order macro deformation is not considered (F = I ). However, while the coupling discussed in
Section 6.2.2 is the result of geometric non-linearities in the RVE, the latter coupling is observed
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even for the RVE model where the former was not found.
In a general comparison between the results obtained with different micro-scale constraints,
the direct constraint tends to provide the stiffer homogenised response while the minimal con-
straint based on the formulation proposed in Section 5.2 yields the lowest values of the homogenised
stresses, with its periodic version in between. Both Kouznetsova’s periodicity and Blanco-based
minimal constraint result in quite different results, when comparing with the remaining constraints.
The exception is found in the case of the twisting deformation, where Kouznetsova’s periodic re-
sponse is equal to the periodic constraint based on the method of multi-scale virtual power. In the
remaining examples Kouznetsova’s results show a localization on the RVE corners, which is an issue
already reported by Luscher (2010). In what refers to Blanco’s minimal constraint, an unphysical
warping tends to appear near the RVE corners, especially visible for the largest RVE length. It must
be remarked that the Luscher’s minimal constraint results, not shown here, are similar to the MMVP
minimal counterparts, similarly to what has been found in Section 6.2.
In summary, it is found in this section that the RVE length has a strong influence on the defor-
mation undergone by the RVE, due to the quadratic displacement term. Therefore, the deformation
modes and the resulting homogenised stresses are more significant for larger RVEs. A coupling be-
tween the macroscopic second gradient and the homogenisedP is naturally obtained in the present
2nd-order homogenisation schemes. Both Kouznetsova’s and Blanco’s constraints yields unphysical
deformations at the RVE, while the remaining constraints provide quite consistent homogenised
stresses.
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lRV E = 0.1 mm lRV E = 0.5 mm lRV E = 1.0 mm
(a) Direct
(b) MMVP Periodic
(c) Kouznetsova Periodic
(d) MMVP Minimal
(e) MMVP Blanco
Figure 6.7: Contour plots of the equivalent stress on the deformed RVE with centred fibre subjected
to G123 = 0.5 mm-1, for different RVE lengths and micro-constraints.
118 6.4. Modelling RVEs with voids
6.4 Modelling RVEs with voids
In the second-order homogenisation multi-scale formulations based on the method of the multi-
scale virtual power and on Luscher’s proposal, a volumetric constraint on the fluctuation field arises,
as shown in Equations (5.16), (5.68) and (5.115). This constraint must be enforced over the entire
RVE domainΩµ, that includes voids domain if they exist. However, voids are usually not meshed in
a finite element discretisation, which raises the question about the suitability of these models for
the enforcement of the volumetric constraints. The impact of voids discretisation on the results is
investigated in the present section.
Two square RVEs with length lRV E = 1.0 mm and a circular void occupying 3% of the total RVE
area are subjected to a curvature deformation mode, defined by G122 = 0.1 mm-1. The matrix ma-
terial is modelled by an elastic law with E = 210 MPa and ν = 0.3. Two finite element models with
8-noded quadrilateral elements (full integration) are employed for each RVE, as shown in Figure
6.8, where the voids are not discretised in the first case, but are meshed in the second case, being
modelled by an elastic law with very low stiffness (E = 0.001 MPa, ν=0.3).
Figure 6.8: Finite element models for the RVEs with a circular void ( f = 3%).
6.4.1 Results
The resulting deformed meshes with the representation of the micro-scale distribution of the equiv-
alent stress are presented in Figures 6.9 and 6.10 for different micro-constraints. Some components
of the homogenised stress tensors are shown in Table 6.12, for the case of the centred void, and in
Table 6.13 for the RVE with the skew void, where the results with and without void discretisation
can be compared.
6.4.2 Discussion of the results
In the standard 1st-order micro-scale modelling, it is expected that the voids discretisation has not
significant influence on the results obtained. However, in the present framework, it is observed
that the resulting micro-scale fields and homogenised stresses are remarkably different between
both RVE models. This is true for all micro-constraints, except for the Kouznetsova’s generalised
periodicity, where no volumetric constraint is enforced. For the remaining constraints, in the case of
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(a) Direct (b) MMVP Periodic
(c) Kouznetsova (d) MMVP Minimal
(e) MMVP Blanco
Figure 6.9: Contour plot of the equivalent stress on the deformed RVEs with void, under G122 = 0.1
mm-1.
the discretised voids, the void elements become extremely deformed. This is caused by the constant
body force field that arises at the RVE as a consequence of the volumetric constraint, as referred in
Sections 5.1.3 and 5.4.1, acting over a very compliant region.
In the case of the minimal constraints based on the method of multi-scale virtual power, where
the Lagrange multipliers are directly related to the homogenised stresses (cf. Equations (5.32), (5.40)
and (5.71)), these relations have been verified in both finite element models for the RVE with the
centred void. However, when looking at RVE with the skew void, while these equalities are satis-
fied for the model with the discretised void, the values of the Lagrange multipliers are completely
different from the homogenised stress tensors computed from volumetric averaging when the void
is not meshed. As a matter of fact, since voids are part of the RVE domain, and the volumetric
constraint is enforced over the entire RVE, the contribution of voids must be taken into account so
that the multi-scale formulation is correctly employed, even though the concept of displacement
fluctuations in voids is questionable.
This fact poses strong limitations in the modelling of RVEs with voids, since the mesh is required
and is strongly deformed, causing premature simulation failure due to mesh distortion. In order
to overcome this issue, alternative discretisation techniques have to be devised for the void, like
adaptive re-meshing or meshless methods. A different approach may be to modify the constraint
such that it may be enforced on the voids boundary instead.
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Table 6.12: Homogenised stresses (P [MPa] and Q [MPa mm]) obtained from the RVEs with a cen-
tred void ( f = 3%) under G122 = 0.1 mm-1.
P11 P22 Q111 Q122 Q212
Luscher Direct
void -32.24 -30.72 -1.79 671.22 335.05
meshed void -35.51 -23.19 -461.18 539.78 170.88
MMVP Periodic
void -32.00 -30.68 -1.75 671.20 335.06
meshed void -35.71 -22.14 -522.32 522.32 149.26
Kouznetsova
void -34.96 -22.79 -484.36 533.07 162.73
meshed void -34.96 -22.79 -484.36 533.07 162.73
MMVP Minimal
void -31.14 -31.13 0.26 672.29 336.37
meshed void -32.27 -25.92 -521.92 521.92 149.47
MMVP Blanco
void -20.64 -16.87 55.03 635.33 382.21
meshed void -20.88 -13.17 -475.76 475.77 194.94
Table 6.13: Homogenised stresses (P [MPa] and Q [MPa mm]) obtained from the RVEs with a skew
void ( f = 3%) under G122 = 0.1 mm-1.
P11 P22 P12 Q111 Q122 Q212
Luscher Direct
void -29.63 -28.82 138.74 -2.18 636.76 317.59
meshed void -112.18 -57.92 117.06 -441.48 512.91 162.16
MMVP Periodic
void -27.31 -27.83 152.95 3.88 632.72 315.05
meshed void -122.54 -63.27 118.60 -496.11 496.12 142.26
Kouznetsova
void -118.41 -59.62 120.80 -466.01 504.34 152.55
meshed void -118.41 -59.62 120.80 -466.01 504.34 152.55
MMVP Minimal
void -30.60 -30.59 60.40 0.004 657.06 328.66
meshed void -123.97 -66.28 133.58 -492.56 492.57 141.57
MMVP Blanco
void -28.14 -11.17 105.58 61.50 615.57 380.20
meshed void -112.38 16.67 149.93 -438.14 438.15 185.02
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(a) Direct (b) MMVP Periodic
(c) Kouznetsova (d) MMVP Minimal
(e) MMVP Blanco
Figure 6.10: Contour plot of the equivalent stress on the deformed RVEs with a skew void, under
G122 = 0.1 mm-1.
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6.5 Analysis of the influence of RVE constituents size and RVE length
The influence of the RVE size on the representativeness of the homogenised response is well ex-
plored for 1st-order homogenisation schemes. The RVE model must be large enough to be statis-
tically representative, i.e., the model should contain a number of constituents such that the mi-
crostructural behaviour is actually represented. Therefore, the larger the better philosophy is usu-
ally recommended, being the only drawback related to the computational cost of the finite element
model. An exception appears when damage localisation is observed at the micro-scale. In that case,
a representative model cannot be found and alternative homogenisation schemes must be devised
(Gitman et al., 2007).
Obviously, for a physically consistent representation of the micro-structure, the RVE size and
RVE length concepts are merged. Unlike 1st-order homogenisation based models, where the physi-
cal size of the RVE does not influence the results and only the proportion between the constituents
size is important, the RVE length plays a major role in 2nd-order homogenisation models, as shown
in the examples from previous sections. Thus, the choice of the RVE model is much more sophis-
ticated, since it must contain an enough number of micro-constituents but with a meaningful RVE
length value. Kouznetsova et al. (2004a) recommends the choice of a RVE with the minimum length
that allows for the development of the governing micro-scale phenomena, suggesting the use of
several realisations to obtain a representative response.
In this section, the isolated influence of the RVE constituents size and the RVE length is analysed
numerically. A composite material with randomly distributed fibres is considered. Two distinct RVE
lengths (lRV E = 0.207 mm and lRV E = 0.828 mm) are employed, along with two different values of
the fibres diameter for each RVE length. The fibres volume fraction is fixed, being equal to 30%.
In order to keep this value constant, the number of fibres in each RVE and their diameter must be
chosen carefully. Therefore, the fibres diameter is adjusted so that the number of fibres (defining
what may be called generalised RVE size) is equal to sRV E = 16 and sRV E = 64 fibres for both RVE
lengths (see Figure 6.11). Five realisations are generated for each configuration (Melro et al., 2008),
and discretised with 8-noded quadrilateral elements, where the mesh refinement is scaled to the
fibres diameter.
Before proceeding, it is important to clarify the concept of generalised RVE size introduced here.
The generalised RVE size, sRV E , is a measure of the number of micro-constituent in the RVE model,
that is conceptually independent from the RVE length lRV E .
The micro-scale constituents are modelled either with elastic and elasto-plastic laws, as de-
scribed in the next sections, and different microscopic constraints are employed for both first-order
and second-order homogenisation. It must be remarked that, since the meshes employed may not
be conform, the mortar method (Appendix B) is used to enforce periodicity constraints (first-order
periodic condition, Kouznetsova periodicity and the periodic model based on the method of multi-
scale virtual power). The RVEs are subjected to a macro-scale deformation history extracted from
a bending beam FE2 simulation. The macro-scale model is the same introduced in Figure 3.11.
In this case, a rotation of 144o is prescribed in 8 increments. At the micro-scale, the RVE shown
in Figure 6.12 is employed, with the elastic properties defined in Table 6.14. The uniform traction
boundary condition is enforced. Both the deformation gradient and the second gradient histories
are extracted from two macro-scale points, identified in Figure 6.13. Point A is located in the vicin-
ity of the beam centre, where a low deformation level is expected, while point B is located near the
bottom surface, where the maximum stretching is achieved. Since a 1st-order continuum is con-
sidered at the macro-scale, in this coupled simulation, the second gradient is obtained through the
strategy proposed in Appendix D. The resulting macro-scale equivalent strain and second gradient
norm are presented in Figure 6.14.
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(a) lRV E = 0.207 mm
sRV E = 16 fibres
r f = 0.016 mm
(b) lRV E = 0.207 mm
sRV E = 64 fibres
r f = 0.008 mm
(c) lRV E = 0.828 mm
sRV E = 16 fibres
r f = 0.064 mm
(d) lRV E = 0.828 mm
sRV E = 64 fibres
r f = 0.032 mm
Figure 6.11: Representation of one realisation of each RVE configuration used in the present size
study. All the RVEs have the same fibre volume fraction of 30%.
Figure 6.12: RVE employed at the FE2 simulation for the bending beam.
Table 6.14: Material properties for the constituents of the RVE shown in Figure 6.12.
Matrix Inclusions
Young modulus (E) [GPa] 30.0 72.4
Poisson ratio (ν) 0.3 0.2
B•
A•
C•
Figure 6.13: Finite element mesh for the beam model. A and B identify the positions of points where
both F andG are extracted from.
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Figure 6.14: Contour plots of the equivalent strain and second gradient norm obtained at the
macro-scale, in the FE2 simulation of the bending beam.
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6.5.1 Results with elastic matrix
Here, the results obtained for the RVE size study considering elastic constituents only are presented.
The material properties used to model both the matrix and the fibres are presented in Table 6.15.
Table 6.15: Elastic properties for the composite RVEs used in the RVE size study.
Matrix Fibres
Young’s modulus (E) [GPa] 30 300
Poisson’s ratio (ν) 0.3 0.2
The evolution of the equivalent stress, computed with the Cauchy stress obtained from the ho-
mogenised first Piola-Kirchhoff (see Equation (2.33)), and the norm of the homogenised higher-
order stress is presented in Figures 6.15 and 6.16, for the history at point A, near the beam centre,
and Figures 6.17 and 6.18 for point B, located at the bottom of the beam.
6.5.2 Results with elasto-plastic matrix
The simulations are repeated for the same RVE morphologies with different material properties.
Non-linear material behaviour is now introduced at the matrix, that is modelled with an elasto-
plastic von Mises law. The constitutive properties for both constituents are summarised in Table
6.16.
Table 6.16: Constitutive properties for the composite RVEs with elasto-plastic matrix.
Matrix Fibres
Young’s modulus (E) [GPa] 72.4 400
Poisson’s ratio (ν) 0.3 0.3
Yielding stress (σy0) [MPa] 352
Hardening law see Figure 6.19
The evolution of the homogenised equivalent stress and the norm of the homogenised higher-
order stress tensor, obtained with the history from both macro-scale points, is represented in Fig-
ures 6.20 to 6.23.
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Figure 6.15: Evolution of the homogenised equivalent stress obtained from elastic RVEs under the
deformation history from point A.
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Figure 6.16: Evolution of the norm of the homogenised higher-order stress obtained from elastic
RVEs under the deformation history from point A.
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Figure 6.17: Evolution of the homogenised equivalent stress obtained from elastic RVEs under the
deformation history from point B.
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Figure 6.18: Evolution of the norm of the homogenised higher-order stress obtained from elastic
RVEs under the deformation history from point B.
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Figure 6.19: Evolution of the yielding stress [MPa] with the accumulated plastic strain, for the elasto-
plastic matrix of the composite material.
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Figure 6.20: Evolution of the homogenised equivalent stress obtained from elasto-plastic RVEs un-
der the deformation history from point A.
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Figure 6.21: Evolution of the norm of the homogenised higher-order stress obtained from elasto-
plastic RVEs under the deformation history from point A.
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Figure 6.22: Evolution of the homogenised equivalent stress obtained from elasto-plastic RVEs un-
der the deformation history from point B.
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Figure 6.23: Evolution of the norm of the homogenised higher-order stress obtained from elasto-
plastic RVEs under the deformation history from point B.
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6.5.3 Discussion of the results
The results obtained for the case of the elastic RVEs, presented in Section 6.5.1, reveal that the ho-
mogenised response in terms of the equivalent stress (Figures 6.15 and 6.17) is not dependent on
the RVE length and the fibres diameter. The dispersion of the results is quite small, being slightly
increased when the fibres diameter increases (the generalised RVE size is reduced). It is also re-
markable the fact that the homogenised response obtained with 1st-order and 2nd-order multi-scale
formulations is coincident.
The effect of the RVE length is observed in the evolution of the homogenised higher-order
stresses, Figures 6.16 and 6.18, where the mean value of its norm increases for the largest RVE
length. The influence of the generalised RVE size becomes evident when looking at these Figures,
where a significant increase of the dispersion is observed when the number of fibres is reduced.
In Figures 6.16 to 6.18, it is possible to identify a trend where the direct constraint provides an
upper bound, and the minimal constraints a lower bound, especially in the case of the largest RVE
length and largest generalised RVE size. The evolution of the higher-order stress is more compliant
with the Blanco-based minimal constraint than with the alternative non-symmetric counterpart.
When comparing the results arising from point A and point B, it is observed that the equivalent
stress increases significantly, from 800 MPa to 4000 MPa at the end of the simulation, while the
increase of the higher-order stresses norm is almost negligible. In fact, the values of the second
gradient are similar at both points and the values of equivalent strain are much higher at point B,
since point A is closer to the beam centre (see Figure 6.14).
Regarding the case of the elasto-plastic RVEs, for the deformation history from point A, the evo-
lution of the homogenised equivalent stress obtained from 2nd-order micro-constraints shows a
strong dependency on the RVE length, as can be observed in Figure 6.20. While the response coin-
cides with the corresponding standard 1st-order constraints in the case of the smaller RVE length,
when lRV E = 0.828 mm, the equivalent stress curves diverge showing an earlier onset of the macro-
scopic yielding. This fact indicates that the Scale Separation Principle is not respected by 1st-order
homogenisation models at point A with the largest RVE length, despite being verified for a RVE
length that is only four times smaller.
In the case of the deformation history from point B, where 1st-order deformation dominates,
the RVE length does not influence the homogenised equivalent stress obtained with 2nd-order con-
straints (see Figure 6.22). Moreover, these curves coincide with the 1st-order counterparts, even for
the RVEs with lRV E = 0.828 mm. It is noticeable that the simulations involving minimal constraints
did not finish.
Looking at the evolution of the norm of the higher-order stress tensor, in Figures 6.21 and 6.23, it
is quite consistent for the constraints based on the method of the multi-scale virtual power, depend-
ing especially on the realisation. Kouznetsova’s periodic response clearly provides a lower bound,
with a noticeable yielding-like behaviour in the simulation for point A. Blanco’s minimal constraint
differs significantly from the remaining MMVP-based constraints.
Like in the elastic case, the generalised RVE size (number of fibres and fibres diameter) only
affects the dispersion of the results, not changing remarkably the trend of the homogenised re-
sponses.
After the analysis of these results, the main conclusions are summarised in what follows.
• A decoupled analysis of the RVE length lRV E and the micro-constituents size (associated with
the generalised RVE size sRV E ) effects shows that while the RVE length has an important in-
fluence on the 2nd-order homogenisation schemes, the generalised RVE size is related to the
dispersion of the results, i.e., to the representativeness of the chosen RVE. Thus, size effects
captured by these homogenisation formulations are related to the RVE length only, that drives
the non-local character of the macroscopic response, and influence of the size of the micro-
constituents is not taken into account. Therefore, an appropriate generalised RVE size must
be large enough so that the number of micro-scale constituents included allow to achieve a
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Figure 6.24: Illustration of the framework where the RVE size, sRV E , and RVE length, lRV E , are de-
coupled.
representative response. Here, it is proposed that the RVE length can be defined regardless
its relation to the physical size of the micro-constituents, in order to avoid limitations in the
number of constituents included. The RVE length should be calibrated in order to obtain
a suitable non-local macroscopic response, where lRV E is intrinsically related to the macro-
scopic characteristic length. The RVE model is obtained by definition of the generalised RVE
size in the first place, and then a scale parameter is employed so that the final RVE model
has the appropriate length. This decoupling between RVE length and generalised RVE size is
illustrated in Figure 6.24 and is conceptually sound for numerical purposes, since the RVE is
a model of the real material.
• Regarding the definition of the scale separation limit, where the response of 1st-order ho-
mogenisation models loses its validity, it is concluded that the RVE length and the macro-
scale deformation wavelength, quantified here by the second gradient of the displacements
G, are not the only parameters to be considered when evaluating the Scale Separation Prin-
ciple. The micro-scale constituents local behaviour also plays an important role. It is shown
here that for the same RVE configurations, 1st-order constraints yield results coincident with
the 2nd-order counterparts if only elasticity is considered, regardless the RVE length, but this
is not true if the matrix assumes an elasto-plastic behaviour. In addition to the magnitude of
G, the relative magnitude of the strain (based on the first gradient of displacements) must be
taken into account. This becomes evident comparing the results between point A and point
B, with the elasto-plastic RVE, since the second gradient norm is similar for both points, but
only for point A, where the strain level is low, the results differ between 1st and 2nd-order
approaches.
6.6 Comparison with small strain analytical solution
The results presented in the previous sections reveal that the choice of the micro-scale constraint
leads to very distinct behaviour at both scales. Aiming to understand which constraint leads to
the results in closer agreement with physical evidence, a comparison with an analytical solution is
performed here.
Kouznetsova et al. (2004a) devised an analytical solution for the homogenised response of 2D
homogeneous RVEs under the small strain assumption that recovers the Mindlin elastic model.
This solution is compared with numerical results obtained from different micro-constraints, with
distinct discretisations. This comparative study is also performed for 3D RVEs.
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6.6.1 Two-dimensional RVE
Kouznetsova et al. (2004a) derived an analytical solution for a homogeneous microstructure under
small strain, based on the second-order homogenisation scheme proposed by the same authors
(Kouznetsova et al., 2004b), by discretising the 2D RVE with a single 8-noded quadrilateral (quad
8) element. A Mindlin-like linear elastic model for 2nd-order material is obtained, where the 1st
Piola-Kirchhoff stress tensor is defined by
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Q111 Q211 Q121 Q221 Q112 Q212 Q122 Q222
]T =
h2
6
(
λ
2 +µ
)
0 0 h
2
24λ 0
h2
24λ 0 0
0 h
2
12µ
h2
24µ 0
h2
24µ 0 0 0
0 h
2
24µ
h2
16
(
λ
3 +µ
)
0 h
2
16
(
λ
3 +µ
)
0 0 h
2
24λ
h2
24λ 0 0
h2
16
(
λ
3 +µ
)
0 h
2
16
(
λ
3 +µ
)
h2
24µ 0
0 h
2
24µ
h2
16
(
λ
3 +µ
)
0 h
2
16
(
λ
3 +µ
)
0 0 h
2
24λ
h2
24λ 0 0
h2
16
(
λ
3 +µ
)
0 h
2
16
(
λ
3 +µ
)
h2
24µ 0
0 0 0 h
2
24µ 0
h2
24µ
h2
12µ 0
0 0 h
2
24λ 0
h2
24λ 0 0
h2
6
(
λ
2 +µ
)


G111
G211
G121
G221
G112
G212
G122
G222

,
(6.3)
where λ and µ denote the Lamé parameters and h = lRV E the RVE length.
A homogeneous RVE with elastic properties E = 210 GPa and ν= 0.3, and length lRV E = 1 mm,
is subjected to a small strain 2nd-order deformation by imposing the macroscopic second gradient
G122 = 0.001 mm-1 (curvature mode), and the results are analysed for distinct discretisations and
micro-scale constraints.
In the case where a single quad 8 element is employed, the results obtained with all the micro-
scale constraints (not shown here) are in accordance with the analytical solution, with Q122 = 6.731
MPa mm and Q221 =Q212 = 3.365 MPa mm. The displacement fluctuation field is null.
The RVE model is also discretised with 4 and 100 elements. The resulting distribution of dis-
placement fluctuation field is presented in Figure 6.25, along with the non-zero components of
homogenisedQ.
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Q111 =−4.383
Q122 = 5.478
Q221 = 1.800
Q111 = 0.440
Q122 = 6.437
Q221 = 3.732
Q111 = 0.000
Q122 = 6.731
Q221 = 3.365
Q111 = 0.000
Q122 = 6.731
Q221 = 3.365
Q111 = 0.000
Q122 = 6.731
Q221 = 3.365
Q111 =−4.885
Q122 = 5.335
Q221 = 1.621
(a) Kouznetsova
Q111 = 0.554
Q122 = 6.361
Q221 = 3.827
(b) MMVP Blanco
Q111 = 0.000
Q122 = 6.731
Q221 = 3.365
(c) Direct
Q111 = 0.000
Q122 = 6.731
Q221 = 3.365
(d) MMVP periodic
Q111 = 0.000
Q122 = 6.731
Q221 = 3.365
(e) MMVP minimal
Figure 6.25: Distribution of fluctuation field and components of homogenised Q [MPa mm] ob-
tained from a homogeneous RVE subjected to G122 = 0.001 mm-1 (curvature mode).
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6.6.2 Three-dimensional RVE
The strategy proposed by Kouznetsova et al. (2004a) is extended for 3D RVEs, where a cubic homo-
geneous RVE with length lRV E = 1 mm and the same elastic properties is considered at the micro-
scale. In addition to the second gradient component G122 = 0.001 mm-1 (curvature mode), the case
where a twisting deformation mode is enforced is also analysed through G123 = 0.001 mm-1. The
RVE is discretised with 20-noded hexahedral elements.
Taking into account the results obtained with Kouznetsova’s periodicity from a single element
RVE model, the expected 3D homogenised response is given by:
• Q122 =
l 2RV E
12
µG122 and Q221 =
l 2RV E
24
µG122 when G122 is imposed, which yields Q122 = 6.731
MPa mm and Q221 = 3.365 MPa mm when G122 = 0.001 mm-1 (curvature mode);
• Q123 =
l 2RV E
12
µG123 and Q321 =Q231 =
l 2RV E
24
µG123 when G123 is enforced, yielding Q123 = 6.731
MPa mm and Q321 =Q231 = 3.365 MPa mm when G123 = 0.001 mm-1 (twisting mode).
In addition to the single element discretisation, the RVE is also meshed with 27 and 125 ele-
ments. The case with a single element yields the expected results, with null fluctuation field, for all
the micro-constraints. The resulting non-zero components of the homogenised higher-order stress
Q and the distribution of fluctuation field obtained with the remaining discretisations are shown in
Figures 6.26 and 6.27.
6.6.3 Discussion of the results
It is clearly observed that the results obtained with Kouznetsova’s periodicity and the minimal sym-
metric constraint based on Blanco’s formulation depend on the discretisation, and the homogenised
Q deviates from the expected values, especially in the former constraint under a curvature defor-
mation mode (Figures 6.25 and 6.26). On the other hand, the remaining constraints based on the
method of multi-scale virtual power, that recover the constraints presented by Luscher, lead to the
expected homogenised solution. In addition, null fluctuation fields (∼ 10−9 mm) result from the
constraints that respect the analytical solution, while relatively significant fluctuations develop in
the remaining cases (∼ 10−5 mm).
In the case of the twisting deformation (Figure 6.27), the results obtained with the Kouznetsova’s
periodic constraint are consistent with the analytical solution and do not depend on the discretisa-
tion. For the Blanco-based constraint, the homogenised stress components are different but rela-
tively close to the expected.
For such a simple micro-structure, the homogenisation results should not depend on the dis-
cretisation so markedly. In the case of the Kouznetsova constraint, this may be explained by the fact
that a volumetric constraint is not enforced, which is not a problem when finite element nodes do
not exist in the interior of the RVE domain. Nevertheless, when finer discretisations are employed,
the differences between the numerical and the analytical solution are remarkable. In what refers to
the Blanco-based minimal constraint, since its main particularity is the presence of the symmetry
operator (see Equations (5.16) and (5.115)), this is probably the origin of the deviations. In fact,
this symmetry operator comes from the definition of the homogenised 2nd gradient, Equation (5.6),
which is defined apriori, and may be subject of discussion.
Therefore, a comparison between the inserted second gradient and a measure of its homogenised
version is performed in the next section.
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(a) Kouznetsova
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(b) MMVP Blanco
Q111 = 0.000
Q221 = 3.365
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Q122 = 6.731
Q133 = 0.000
(c) Direct
Q111 = 0.000
Q221 = 3.365
Q331 = 0.000
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Q133 = 0.000
(d) MMVP periodic
Q111 = 0.000
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Q331 = 0.000
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(e) MMVP minimal
Figure 6.26: Distribution of fluctuation field and components of homogenised Q [MPa mm] ob-
tained from a homogeneous 3D RVE subjected to G122 = 0.001 mm-1 (curvature mode).
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Q321 = 3.365
Q231 = 3.365
Q123 = 6.731
Q321 = 3.647
Q231 = 3.647
Q123 = 6.167
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Q231 = 3.365
Q123 = 6.731
Q321 = 3.365
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(a) Kouznetsova
Q321 = 3.650
Q231 = 3.650
Q123 = 6.162
(b) MMVP Blanco
Q321 = 3.365
Q231 = 3.365
Q123 = 6.731
(c) Direct
Q321 = 3.365
Q231 = 3.365
Q123 = 6.731
(d) MMVP periodic
Q321 = 3.365
Q231 = 3.365
Q123 = 6.731
(e) MMVP minimal
Figure 6.27: Distribution of fluctuation field and components of homogenised Q [MPa mm] ob-
tained from a homogeneous 3D RVE subjected to G123 = 0.001 mm-1 (twisting mode).
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6.7 Assessment of the homogenised second gradient
The suitability of the micro-scale constraints employed in a 2nd-order computational homogenisa-
tion scheme is assessed in this section, regarding a correct description of the homogenised second
gradient. Since a 1st-order continuum is employed at the micro-scale, the constraints cannot be
obtained as a result of the homogenisation concept applied to the 2nd-order gradient directly:
G= 1
Vµ
∫
Ωµ
GµdV. (6.4)
The homogenisedGmust be defined from 1st-order quantities, as shown in Section 5.1 (Equations
(5.6) and (5.66)). While Blanco et al. (2016b) proposed a definition where a symmetry operator is in-
cluded due to the symmetry of the second gradient, a formulation where is is not imposed apriori is
developed in Section 5.2. Moreover, Kouznetsova (2002) did not define explicitly the homogenised
second gradient. This raises the question of whether or not these models approach a correct char-
acterisation of the second gradient.
Even though the micro-scale 2nd-order gradient Gµ is not a kinematic variable in these multi-
scale models, it can be evaluated by the 2nd-derivative of the micro-displacement field (see Ap-
pendix D), and its homogenised version based on volume averaging, denoted by G¯:
G¯= 1
Vµ
∫
Ωµ
GµdV. (6.5)
This homogenised quantity is computed and compared against the inserted counterpartG for four
different RVEs, represented in Figure 6.28. The micro-constituents are modelled by linear elastic
laws.
Figure 6.28: RVEs employed in the assessment of the homogenisedG. i) homogeneous RVE, lRV E =
1 mm, ii) RVE with centred inclusion, lRV E = 1 mm, iii) RVE with skew inclusion, lRV E = 1 mm, iv)
RVE with 16 random inclusions, lRV E = 0.828 mm.
In order to quantify the difference between the imposedG and the computed G¯, the difference
variable is defined as
ε=
∥∥G¯−G∥∥
‖G‖ . (6.6)
This difference is computed for six different loading cases. In the first three cases, components
of the macroscopic second gradient are inserted separately: i) G112 =G121 = 0.2 mm-1, ii) G122 = 0.2
mm-1 and iii) G222 = 0.2 mm-1. Thereafter the homogeneous RVE, the RVE with centred inclusion
and the RVE with randomly distributed inclusions are subjected to more complex macro-loadings,
obtained from the deformation history of a bending beam at three different positions: iv) point A,
v) point B and vi) point C, as represented in the FE2 simulation reported in Section 6.5.1 (see Figure
6.13).
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6.7.1 Results
The results are shown in Table 6.17, for the cases where only purely 2nd-order deformations are
enforced, and in Table 6.18 for the cases where a bending deformation history has been considered.
All the results can be compared graphically in the plots of Figure 6.29.
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Figure 6.29: Scatter plots of the relative difference between the imposed 2nd gradient and the aver-
aged counterpart, (a) all results, (b) only relative differences bellow 0.2.
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6.7.2 Discussion of the results
It is observed in both Tables 6.17 and 6.18 that the difference obtained with the Blanco-based (sym-
metric) minimal constraint results, in general, in differences above 0.1. In the case of the MMVP
minimal constraint (without the symmetric operator) the difference is in general lower than 0.1,
which indicates this approach is more appropriate. The models involving boundary periodic and
direct constraints, based on the method of multi-scale virtual power, are also appropriate since the
differences obtained are lower than 0.1. The exceptions are found for the RVE with a skew inclusion
under a G112 loading, where the difference for these constraints is around 0.15, and for the com-
posite RVE under the deformation history from points B and C, where the 1st-order deformations
dominate, for which the direct constraint yields differences about 0.3.
Regarding the Kouznetsova’s periodic constraint, it results in large differences, between 0.3 and
1.1, for pure 2nd-order deformation modes (Table 6.17), even though the corresponding differences
are lower than 0.1 when more complex loadings are enforced (Table 6.18).
As a conclusion, it must be stated that the second gradient homogenisation definition with the
symmetric operator, as proposed by Blanco et al. (2016a), seems to be less appropriate than the
non-symmetric counterpart, proposed in Section 5.2. A deeper analysis and discussion is required
in order to fully understand the differences between the models arising from these formulations.
Nevertheless, a possible explanation is related to an overconstraint that may arise due to the sym-
metric insertion operator, since the second gradient coming from the macro-scale is already sym-
metric by definition. This overconstraint may cause the unphysical warping observed near RVE
corners, when Blanco’s formulation is employed. The Kouznetsova’s periodic constraint does not
model pure 2nd-order deformation modes appropriately due to the lack of a volumetric constraint,
needed to correctly enforce the macroscopic second gradient at the RVE. The results obtained in this
section are coherent with the findings from Section 6.6, confirming that the 2nd-order homogeni-
sation formulation introduced in Section 5.2 yields results that are more admissible.
6.8 Multi-scale analysis of the boundary shear layer problem
Results obtained from FE2 simulations based on 2nd-order homogenisation, with a 2nd-gradient
formulation at the macro-scale and a 1st-order continuum at the micro-scale, are presented in this
section. The macro-scale finite element solution is carried out with mixed elements, as presented in
Section 4.4. Regarding the micro-scale, the minimal constraints based on the method of multi-scale
virtual power are employed.
The boundary shear layer example presented in Section 4.6.3 (see also Figure 4.14) is recalled
here to be analysed within a multi-scale 2nd-order homogenisation framework. The same dimen-
sions are considered for the boundary shear layer model, where only a strip of width 0.1 mm is
discretised along the layer height defined by h = 1.0 mm. A horizontal displacement u = 0.2 mm is
applied on the top surface of the model.
6.8.1 Finite element models
The FE2 simulation of the boundary shear layer problem is performed with 2D and 3D finite ele-
ment models.
Three different RVE lengths are analysed, maintaining the RVE models and applying a scale
factor: i) lRV E = 0.1 mm, which coincides with the width of macro finite element model, being
significantly smaller than the layer height, ii) lRV E = 0.5 mm, corresponding to a half of the strip
height and iii) lRV E = 1.0 mm, where the RVE length is equal to the layer height.
The simulations are conducted enforcing the two minimal constraints arising from the method
of multi-scale virtual power, both the Blanco-based condition and the non-symmetric constraint,
at the micro-scale, separately.
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(a) 2D model (b) 3D model
Figure 6.30: RVEs employed to model the microstructure for the boundary shear layer FE2 simula-
tions.
2D model
Regarding the 2D model, a mesh with 15 Q8F4L1 elements is employed to discretise the macro-scale
domain, with appropriate periodicity conditions. At the micro-scale, a RVE with four randomly
positioned fibres is used to model the microstructure, as shown in Figure 6.30a. It was generated
with the algorithm proposed by Melro et al. (2008). Both the matrix and the fibres are described by
elastic laws, with the properties presented in Table 6.19.
3D model
With regard to the 3D model, the hexahedral element H20F8L1 proposed in Section 4.4.2 is used
to discretise the macro-scale, where a mesh with 15 elements is employed, with appropriate peri-
odicity conditions. A cubic RVE with a cylindrical rigid fibre, represented in Figure 6.30b, with the
material properties also shown in Table 6.19, describes the microstructural behaviour.
Table 6.19: Material properties for the constituents of the RVEs shown in Figure 6.30.
2D model 3D model
Matrix Fibres Matrix Fibres
Young modulus (E) [GPa] 30.0 74.0 30.0 300.0
Poisson ratio (ν) 0.3 0.2 0.3 0.3
6.8.2 Results
The distribution of the shear deformation gradient component F12 along the layer height is plot-
ted in Figure 6.31 for the 2D model. In addition, the analytical solutions given by Equation (4.77),
obtained taking into account the relation between the material characteristic length and the RVE
length found by Kouznetsova et al. (2004a) for homogeneous RVEs at small strain:
l 2 = l
2
RV E
12
, (6.7)
are included. These results are recovered exactly by the 3D models (not shown in Figure 6.31).
The contour plots of the norm of the higher-order stress tensor at the macro-scale and the
equivalent Cauchy stress at the micro-scale, for three RVEs in distinct positions of the layer, are
shown in Figure 6.32 for the 2D model, and in Figure 6.33 for the 3D model.
The convergence rates observed in the 2D macro and micro-scale Newton-Raphson iterative
schemes is shown in Table 6.20, and similar convergence rates are found for the 3D models.
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Figure 6.31: Numerical and analytical results for the deformation gradient component F12, in the
2D FE2 boundary shear layer problem.
Table 6.20: Convergence rates observed at the macro and micro-scale (RVE near the bottom of
the layer), in the last incremental step, for the Blanco-based and the non-symmetric minimal con-
straints.
Iteration Relative residual (%)
Macro Micro
Blanco Minimal
1 0.549×10−2 759.795
2 0.704×10−6 1.185
3 0.171×10−11 0.772×10−2
4 0.206×10−6
MMVP Minimal
1 0.166×10−1 807.544
2 0.178×10−5 0.715
3 0.296×10−11 0.258×10−2
4 0.387×10−7
6.8.3 Discussion of the results
In the first place, it must be remarked that a quadratic convergence rate is achieved in the Newton-
Raphson solution at both scales (Table 6.20), revealing that the tangents deduced in Sections 5.1.7
and 5.2.6 are consistent, and its implementation is correct.
Looking at Figure 6.31, it becomes clear that the RVE length is intrinsically connected to the
characteristic length that drives the 2nd-order response at the macro-scale. Moreover, the results
from the minimal constraints derived through the method of multi-scale virtual power are very
close to the corresponding analytical solutions, indicating that the relation between the RVE length
and the characteristic length is well defined by Equation (6.7), even though this relation has been
obtained by Kouznetsova et al. (2004a) for small strains. The influence of the micro-scale constraint
is negligible. Therefore, this relation is not driven by the multi-scale formulation or the micro-
constraints, but is probably related to the insertion operator, which is the common factor between
the different formulations analysed. It must be highlighted that the expected distribution of the de-
formation gradient depends on the characteristic length only (Equation (4.77)), and is independent
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lRV E = 0.1 mm lRV E = 0.5 mm lRV E = 1.0 mm
(a) MMVP Blanco
(b) MMVP minimal
Figure 6.32: Contour plot of the equivalent stress on the deformed meshes at the micro-scale, and
the norm of the higher-order stress at the macro-scale, for the 2D boundary shear layer FE2 simu-
lation, with different RVE lengths and micro-constraints.
from the remaining material properties.
In fact, it is observed in Figures 6.32 and 6.33 that the 2nd-order effects increase with the RVE
length lRV E , and the deformation of the shear layer approaches the 1st-order case, with constant
deformation, as the RVE length decreases. These effects are also noticed at the micro-scale, where
the micro-displacements due to the second gradient become increasingly more evident as the RVE
length increases. This has an impact on the micro-deformation field, leading to higher values of the
stresses at the RVE and, consequently, to greater values of the homogenised higher-order stresses.
The second-order effects are especially pronounced in the the regions near the layer boundaries,
where the macro-second gradient is dominant, and tend to propagate to inner RVEs as their length
increases, revealing the non-local character of this formulation.
A non-physical warping of the RVE near the corners (edges in the 3D model) is observed with the
minimal Blanco-based constraint in the regions where second-order deformations are dominant,
especially for larger RVE lengths.
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lRV E = 0.1 mm lRV E = 0.5 mm lRV E = 1.0 mm
(a) MMVP Blanco
(b) MMVP minimal
Figure 6.33: Contour plot of the equivalent stress on the deformed meshes at the micro-scale, and
the norm of the higher-order stress at the macro-scale, for the 3D boundary shear layer FE2 simu-
lation, with different RVE lengths and micro-constraints.
6.9 Multi-scale analysis of polycrystalline materials
In this section, the multi-scale behaviour of a polycrystalline material is analysed, comparing the
response obtained with a 1st-order homogenisation scheme and the responses resulting from 2nd-
order approaches obtained with different RVE lengths. The RVE model has been generated with
the polycrystal generation and meshing library Neper (Quey et al., 2011), and contains 250 grains
discretised with 4913 20-noded hexahedral elements with reduced integration, resulting in a mesh
with 22356 nodes, represented in Figure 6.34.
Each crystal is modelled by a single crystal plasticity constitutive model formulated in large
strains, where the elastic domain is modelled by an anisotropic hyperelastic law and slip plasticity
is considered, with viscoplastic regularisation and sub-stepping techniques used to overcome nu-
merical difficulties (de Carvalho et al.). The material properties are the same for all crystals, being
the only difference found in the slip directions. The model parameters are presented in Table 6.21,
corresponding to an initial yield stress σy0 = 100 MPa.
In the first place, FE2 multi-scale simulations involving different macro-scale specimens are
performed, employing the Taylor’s condition (see Section 3.2.4), in order to obtain the deforma-
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Figure 6.34: RVE employed to model a polycrystalline microstructure, and the corresponding dis-
cretisation.
Table 6.21: Material properties for the polycrystalline material.
Elastic properties [GPa]
C11 282.69
C12 121.15
C44 80.769
Visco-plastic parameters
²pa 0.01
²
pa
0 10
Algorithmic parameters
nvi sco 8
mdepth 4
Nadai-Ludwik power law
σy (γ)= σ˜y +K (γ0+γ)m
σ˜y [GPa] 0.088
K [GPa] 0.195
γ0 0.01
m 0.6
tion gradient and second gradient history at points of interest. Since a 1st-order homogenisation
scheme is employed at this stage, the macro-scale second gradient is computed through the tech-
nique presented in Appendix D. In order to speedup these computations and reduce memory re-
quirements, since the deformation state is constant in the RVE, the state update procedure only
needs to be performed once for each crystal. Thereafter, the collected deformation state histories
are enforced to the same RVE, considering either the standard 1st-order homogenisation periodic
condition, presented in Section 3.3.3, or the multi-scale virtual power-based periodic constraint for
2nd-order homogenisation, from Section 5.2.7, with three different RVE lengths: i) lRV E = 0.01 mm,
ii) lRV E = 0.5 mm and lRV E = 1.0 mm.
6.9.1 Bending beam
The problem of the bending beam presented in Section 3.5.2 is recalled here. The same model
dimensions and boundary conditions are assumed. The finite element mesh represented in Figure
6.35, with 250 8-noded elements with reduced integration and 861 nodes, is employed.
Both the deformation gradient and the second gradient history are retrieved from point D rep-
resented in Figure 6.35, and enforced in the RVE introduced in Figure 6.34, considering either the
standard 1st-order periodic condition and the MMVP periodic constraint for three different RVE
lengths: i) lRV E = 0.01 mm, ii) lRV E = 0.5 mm and lRV E = 1.0 mm.
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D•
Figure 6.35: Mesh used for the bending beam simulation, with a polycrystalline model.
Results
The macro-scale distribution of the equivalent strain and the norm of the second gradient, at the
end of the simulation, are represented in Figure 6.36.
Figure 6.36: Contour plots of the equivalent strain and second gradient norm [mm-1] obtained at
the macro-scale, in the bending beam simulation with a polycrystalline material.
The contour plots of the equivalent stress on the RVE deformed meshes are shown in Figure
6.37, for different values of the RVE length. The corresponding evolutions of the homogenised
equivalent stress and the norm of the homogenised higher-order stress tensor are presented in Fig-
ure 6.38.
6.9.2 Butterfly specimen subjected to shear
A butterfly specimen is subjected to simple shear, by enforcing a horizontal displacement on the
top face, while keeping the bottom face fixed. The finite element mesh represented in Figure 6.39,
where 5920 20-noded hexahedral elements with reduced integration are employed, resulting in
30061 nodes. The locations at which RVEs are analysed are also identified in this Figure.
A displacement u1 = 1.0 mm is applied to the butterfly top face. The deformation gradient
and second gradient histories at both points E and F are stored and thereafter applied to the RVE
introduced in Figure 6.34, considering either the standard 1st-order periodic condition and the
MMVP periodic constraint for three different RVE lengths: i) lRV E = 1.0 mm, ii) lRV E = 0.5 mm
and lRV E = 0.1 mm.
Results
Due to convergence issues in some of the micro-scale simulations, the results are presented for a
macro-displacement u1 = 0.32 mm, so that all cases can be compared at the same deformation
state. The distribution of the equivalent strain and the norm of the second gradient at the macro-
scale is shown in Figure 6.40.
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lRV E = 0.01 mm lRV E = 0.50 mm lRV E = 1.00 mm
(a) α= 40o
(b) α= 120o
Figure 6.37: Distribution of the equivalent stress [GPa] at the micro-scale deformed meshes, for
RVEs with different lengths subjected to the deformation history from point D, when the macro-
scale rotation angle is (a) 40o and (b) 120o.
The micro-scale distribution of the equivalent stress is presented in Figures 6.41 and 6.42, for
the deformation history of points E and F, respectively. The evolution of the homogenised stresses
is provided in Figures 6.43 and 6.44, for the same points
6.9.3 Butterfly specimen subjected to traction
A vertical displacement u2 mm is applied to the top face of the same butterfly specimen model.
Results
All the results presented in what follows are relative to a macro-displacement u2 = 0.077 mm. The
distribution of the equivalent strain and the norm of the second gradient in the butterfly specimen
is shown in Figure 6.45.
The contour plots of the equivalent stress are presented on the deformed meshes in Figures
6.46 and 6.47, for the deformation history of points E and F, respectively. The evolution of the cor-
responding homogenised stresses is shown in Figures 6.48 and 6.49.
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Figure 6.38: Evolution of the equivalent homogenised stress [GPa] and norm of the homogenised
higher-order stress [GPa mm], obtained for the RVEs under the deformation history from point D.
E• F•
Figure 6.39: Finite element discretisation used for the butterfly specimen, with detail on the necking
zone, where points for micro-analyses are identified (E and F).
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Figure 6.40: Contour plots of the equivalent strain and second gradient norm [mm-1] obtained at
the macro-scale, in the butterfly shear simulation with a polycrystalline material.
lRV E = 0.01 mm lRV E = 0.50 mm lRV E = 0.10 mm
Figure 6.41: Distribution of the equivalent stress [GPa] at the micro-scale deformed meshes, for
RVEs with different lengths subjected to the deformation history from point E, when the macro-
scale prescribed displacement is 0.32 mm for the butterfly shear simulation.
lRV E = 0.01 mm lRV E = 0.50 mm lRV E = 1.00 mm
Figure 6.42: Distribution of the equivalent stress [GPa] at the micro-scale deformed meshes, for
RVEs with different lengths subjected to the deformation history from point F, when the macro-
scale prescribed displacement is 0.32 mm for the butterfly shear simulation.
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Figure 6.43: Evolution of the equivalent homogenised stress [GPa] and norm of the homogenised
higher-order stress [GPa mm], obtained for RVEs under the deformation history at point E, in the
butterfly shear simulation.
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Figure 6.44: Evolution of the equivalent homogenised stress [GPa] and norm of the homogenised
higher-order stress [GPa mm], obtained for RVEs under the deformation history at point F, in the
butterfly shear simulation.
Figure 6.45: Contour plots of the equivalent strain and second gradient norm [mm-1] obtained at
the macro-scale, in the butterfly traction simulation with a polycrystalline material.
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lRV E = 0.01 mm lRV E = 0.50 mm lRV E = 1.00 mm
Figure 6.46: Distribution of the equivalent stress [GPa] at the micro-scale deformed meshes, for
RVEs with different lengths subjected to the deformation history from point E, when the macro-
scale prescribed displacement is 0.077 mm for the butterfly traction simulation.
lRV E = 0.01 mm lRV E = 0.50 mm lRV E = 1.00 mm
Figure 6.47: Distribution of the equivalent stress [GPa] at the micro-scale deformed meshes, for
RVEs with different lengths subjected to the deformation history from point F, when the macro-
scale prescribed displacement is 0.077 mm for the butterfly traction simulation.
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Figure 6.48: Evolution of the equivalent homogenised stress [GPa] and norm of the homogenised
higher-order stress [GPa mm], obtained for RVEs under the deformation history at point E, in the
butterfly traction simulation.
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Figure 6.49: Evolution of the equivalent homogenised stress [GPa] and norm of the homogenised
higher-order stress [GPa mm], obtained for RVEs under the deformation history at point F, in the
butterfly traction simulation.
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6.9.4 Discussion of the results
In the bending beam problem, Figures 6.35 and 6.36, point D is located near the initial neutral axis,
where the strain values are quite low. On the other hand, the second gradient magnitude is nearly
constant on the beam as it deforms. Therefore, the response of RVEs under the deformation his-
tory from point D are dominated by the macroscopic second gradient G. As a matter of fact, the
homogenised response is strongly dependent on the RVE length, as can be observed in the plots in
Figure 6.38. While the RVE with lRV E = 0.01 mm captures the response of the 1st-order homogenisa-
tion, with negligible values of the higher-order stress tensor, its norm increases with the RVE length
and, on the opposite direction, the equivalent homogenised stress decreases when lRV E increases.
The evolution of the equivalent homogenised stress is better understood when looking at its de-
pendence with the equivalent homogenised strain, also plotted in Figure 6.38. In the first stage,
the typical evolution is observed, with a linear part and the yielding zone, but an unloading-like
behaviour is obtained when the equivalent homogenised strain reaches the value 0.002. This tran-
sition is sharp for the 1st-order homogenisation response, and the smallest RVE length, being more
gradual for both lRV E = 0.5 and 1.0 mm. This effect is explained by the position of the neutral axis,
which moves upwards, and is captured here due to the finite strain formulation. It is clearly ob-
served when comparing the micro-scale state for a macro-scale rotation of 40o and 120o, in Figure
6.37. The smallest RVE length is influenced by the macro-scale deformation gradient only, thus
the movement of the neutral axis is captured when the onset of strain unloading reaches point D,
resulting in the sharpest transition. For the larger RVE lengths, where the bending deformation
mode is captured, the position of the neutral axis is well captured in the RVE, and influences the
homogenised response resulting in a moderate transition to the unloading state.
Regarding the butterfly shear example, a very low strain is obtained at point E, on the boundary
of the necking, along with a moderate norm of the second gradient (Figure 6.40). When looking at
point F, at the specimen center, very strain high strain values ( 0.21) are observed, with a relatively
high norm of the second gradient. In fact, the RVEs linear deformation, i.e., due to the macro-
scopic deformation gradient, is much more evident for point F than for point E (cf. Figures 6.41
and 6.42). Consequently, the differences between RVEs with different lengths, that result from the
macroscopic second gradient, are more visible for the deformation history from point E. Despite
the fact that the norm of the second gradient is larger at the location F, the deformation at this point
is dominated by the deformation gradient, hence the relative impact of G is reduced. Nonetheless,
a slight curvature is observed for lRV E = 1.0 mm, when comparing with the deformed mesh for the
smallest RVE length. On the contrary, the effect of the second gradient becomes prominent for the
RVEs under the deformation history from point E, since the linear deformation is quite reduced.
These observations are also retrieved from the evolution of the homogenised stresses, shown in
Figures 6.43 and 6.44. In spite of achieving lower values for the equivalent homogenised stress, the
corresponding curves for point E are strongly influenced by the RVE length, in contrast to what is
obtained from the RVEs at point F. When comparing the respective evolutions for the norm of the
higher-order stress tensor, the values reached for point E (1.1 GPa mm) are greater than the values
obtained from point F (0.33 GPa mm), although the larger second gradient is found at the latter. It is
noteworthy the fact that the increase of the higher-order stresses is triggered when the macroscopic
displacement reaches 0.12 mm, which is probably related to the onset of some strain localisation in
the butterfly specimen necking region.
With regard to the butterfly traction simulation, in Figure 6.45, a low level of strain and second
gradient is obtained at location E, in contrast with high strain at point F, where the second gradient
norm has also high values. An interesting observation is found in the RVEs subjected to the loading
history from location E, Figure 6.46, where a neutral zone is obtained for the RVE lengths lRV E = 0.5
and 1.0 mm. The initial curvature of the necking boundary in this region causes a bending-like de-
formation when the specimen is stretched vertically, whose effect at the micro-scale is captured by
the largest RVEs, but not by the 1st-order homogenisation formulation (coincident with the results
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for the smallest RVE length. Despite the lower macro-scale second gradient norm at this point, its
influence on the micro-scale equivalent stress field is more evident than for the RVEs at point F,
in Figure 6.47, similarly to what is observed for shear loading. Analysing the curves representing
the evolution of the homogenised stresses, in Figures 6.48 and 6.49, a strong influence of the RVE
length on the equivalent homogenised stress is observed for the deformation history at point E, be-
ing almost negligible for location F, where the curve corresponding to the largest RVE diverges from
the remaining only at the final part of the simulation. This divergence is related to a significant
increase of the second-order effects, that gain importance relatively to the linear deformation, also
explaining the sudden increase of the homogenised higher-order stress norm.
In summary, the results analysed here reinforce the idea that 2nd-order homogenisation-based
multi-scale models are able to account for different deformation modes at the micro-scale, which
may be important for a detailed characterisation of the microstructural behaviour, and the result-
ing macro-scale response, when complex phenomena are considered (e.g. phase transformation).
For the case of the smallest RVE, lRV E = 0.01 mm, the 2nd-order homogenisation results recover
the 1st-order counterparts, but in general the results depend on the RVE length, with second-order
effects becoming more evident as the RVE length increases. Nonetheless, the influence of the sec-
ond gradient does not depend on its magnitude and the RVE length only, but the strain magnitude
(dependent on the deformation gradient) must also be taken into account, since the importance
of the second-order deformation modes may be neglected when the micro-scale deformation is
dominated by the macroscopic deformation gradient. This is in agreement with the conclusions
presented in Section 6.5.3.
6.10 An adaptive framework for second-order homogenisation
A first-order homogenisation scheme is adequate for the multi-scale characterisation of the me-
chanical behaviour of deforming solids under the conditions that the underlying RVE length is co-
herent with the Scale Separation Principle, being much smaller than the macro-scale deformation
wavelength so that the deformation gradient may be considered constant over the RVE. The quali-
tative requirements for the introduction of a second-order homogenisation scheme are thoroughly
discussed by Kouznetsova (2002). Nonetheless, a quantitative assessment of the conditions where
a second-order homogenisation scheme should be adopted to replace the standard first-order ap-
proach is lacking, to the author’s knowledge.
An interesting strategy is proposed by Temizer and Wriggers (2011) for the determination of
critical zones where DNS (Direct Numerical Simulation) should be employed instead of the stan-
dard homogenisation approach. The macro-scale second gradient and RVE length are employed
as a measure of the relative macroscopic wavelength with regard to the microstructural model. In-
spired in this strategy, a framework for an adaptive employment of second-order homogenisation
models is introduced in what follows, where the definition of appropriate generalised RVE size and
RVE length is addressed along with proposals for the quantitative assessment of the cases where
first-order homogenisation is not applicable.
1. In the first place, so that the response obtained is representative, the generalised RVE size sRV E
must be determined in such a way that the microstructure model contains a sufficient number
of constituents.
2. The RVE model should be scaled to an appropriate RVE length lRV E . This value is intrinsically
related to the material characteristic length that drives the non-local effects at the macro-scale.
Is is also important to characterise the second-order insertion at the micro-scale in a correct
manner. It should be calibrated with experimental results, obtained from specimens carefully
designed to capture these size-effects. For instance, Liebold and Müller (2016) use data from ex-
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periments on microbeams to calibrate the material length scale for strain gradient macroscopic
models.
3. As the RVE model becomes established, the criterion that defines under which conditions a
second-order approach must replace the first-order scheme has to be defined. Temizer and
Wriggers (2011) employed the non-dimensional quantity ‖G‖ · lRV E to define the limit where
DNS simulations are required. Taking into account the results obtained throughout this chapter,
particularly in Sections 6.5 and 6.9, the amount of strain (based on displacements first gradient)
also plays an important role on the resulting second-order effects, that lose importance as the
strain level increases. Therefore, a criterion of the type
‖G‖ · lRV E
‖F − I‖ > tol (6.8)
is suggested here. Since the inversely proportional relation may not describe the relative weight
between ‖G‖ · lRV E and ‖F − I‖, a more general criterion may be employed, where fG and fF
denote generic scalar functions:
fG (‖G‖ · lRV E )
fF (‖F − I‖)
> tol . (6.9)
The value of the tolerance tol , defining when a second-order homogenisation scheme is re-
quired, has to be determined. This procedure may be performed with a parametric study where
the RVE is subjected to several combinations of F andG. It must be emphasised that the overall
behaviour depends not only on the RVE morphology, but also on the description of the con-
stituents. Thus, if a value of tol is determined for the case where a particular constituent is
deemed to be elastic, for example, may not be valid any more if it is modelled by an elasto-plastic
law. This becomes clear when comparing the results in Sections 6.5.1 and 6.5.2.
4. The problem of interest is analysed under a first-order homogenisation-based FE2 scheme, where
the macro-scale second gradient of the displacements is computed using the strategy described
in Appendix D and its norm (‖G‖) is recorded along with the norm of the displacements first
gradient (‖F − I‖).
5. The results obtained from the first-order FE2 simulation are analysed in order to determine the
critical points where the criterion from Equation (6.9) is satisfied. The results obtained in the
analysis 4. will reveal if the simulation conducted is valid at these critical points. Therefore, three
alternatives are proposed for the introduction of the second-order homogenisation framework
model, depending on the main features of interest to be analysed.
a) If the micro-scale behaviour and interactions between constituents are the main subject to be
assessed, and the coupling with the resulting macro-scale behaviour can be disregarded, then
the RVEs located at critical points are re-analysed through micro-scale simulations, where the
macroscopic deformation gradient and second gradient history obtained from the first-order
simulation are prescribed.
b) Alternatively, if the macro-scale problem is clearly dominated by second-order effects, or the
influence of the micro-scale on the macro-scale results must be rigorously considered, the
FE2 simulation should be repeated considering a second-order homogenisation multi-scale
model.
c) A more complex strategy consists in performing a FE2 simulation considering a second-order
formulation in the elements in which the criterion defined in 3. is verified, while a first-order
scheme is maintained in the remaining. This procedure may be adopted as a generalisation
of the strategy 5.b), in a post-processing task where the simulation is repeated with this new
condition. However, a more interesting idea is to introduce an adaptive switching of the for-
mulation in critical elements during the initial first-order FE2 simulation. In other words, the
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FE2 simulation 4. starts with a first-order scheme for all elements, the criterion introduced
in Equation 6.9 is tested on the fly and when it is verified at any point, the corresponding
element switches to a second-order multi-scale formulation.
The framework proposed here is illustrated in Figure 6.50.
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Figure 6.50: Schematic representation of the framework proposed for a critical usage of second-
order homogenisation.
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6.11 Conclusions
Several numerical examples are analysed in this chapter, aiming to show the characteristics of
second-order homogenisation-based multi-scale models, and demonstrate the effectiveness of the
finite element implementations described in the previous chapter. A comparison of the results ob-
tained with different micro-scale constraints is performed, at both macro and micro levels. More-
over, a deeper knowledge on some particularities that have not been explored before is pursued,
aiming to provide some guidelines for the useful employment of this class of multi-scale models.
The main conclusions are summarised here.
It has been observed in Section 6.2 that second-order homogenisation models are sensitive
to geometric non-linearities, introduced by the position of constituents in the RVE, resulting in a
coupling between between the macroscopic deformation gradient and the homogenised higher-
order stress, that is not considered in simple second-gradient constitutive models, where F drives
P andG affectsQ independently. A coupling between the first Piola-Kirchhoff stress tensor and the
macroscopic second gradient is also obtained (see Section 6.3), since the insertion of a quadratic
displacement field naturally induces stresses at the micro-scale.
The modelling of RVEs with voids has been addressed, and it was possible to conclude that voids
must be discretised in order to obtain correct results, when volumetric constraints are enforced
at the micro-scale. This limits the analysis of this kind of microstructures since a very compliant
mesh subjected to a reactive body force suffers extreme deformation of the elements. Alternative
discretisation techniques must be devised to overcome this issue.
The RVE length has a strong impact on the results obtained through second-order homogeni-
sation. The source of this influence is twofold: (i) since the homogenised higher-order stress is a
measure of the moment of the micro-scale stresses, the lever arm increases with the RVE length,
and so the resulting values of Q; (ii) in addition, the magnitude of the quadratic displacements
field due to the insertion of G depends on the RVE length. In fact, as the homogenised response
resulting from these models can be seen as a generalised macroscopic second gradient constitu-
tive law, the RVE length is intrinsically related to the material characteristic length, regardless the
selected micro-constraints. This becomes evident when comparing the results with the analytical
model from Kouznetsova et al. (2004a), in Section 6.6, and in the boundary shear layer example
from Section 6.8. Employing RVEs with different RVE lengths in distinct directions probably results
in models where orthotropic material characteristic lengths are obtained at the macro-scale. This
subject should be explored in future work.
An appropriate choice of the RVE length, towards a correct characterisation of the resulting ma-
terial characteristic length, restrains the choice of the microstructural model, in what regards the
number of constituents to include, under the assumption that the micro-constituents are mod-
elled with the real physical size. A modelling framework where this assumption is broken, so that
the RVE length lRV E and the generalised RVE size sRV E are defined independently, is proposed and
assessed in Section 6.5. It is observed that while the RVE length actually influences the material re-
sponse, the generalised RVE size, related to the micro-constituents number and size in the model,
affects only the dispersion of the results when several realisations are analysed. Therefore, effects
related to the size of the micro-constituents in the RVE model are not captured by second-order
homogenisation models that employ 1st-order at the RVE level. This kind of size effects may be
captured if surfaces are accounted for in the homogenisation scheme (Javili et al., 2013), non-local
constitutive models are employed at the micro-scale (Nguyen et al., 2019) or second-order continua
is employed to model the micro-constituents (a formulation of this type is introduced in Chapter
7). In addition, the results obtained in Section 6.5 highlight the importance of using a RVE model
with a sufficient number of constituents, so that a representative response is achieved. In other
words, regardless the RVE length, a generalised RVE size large enough must be considered. This
conclusion leads to the proposal of a framework where the generalised RVE size is defined so that
representativeness is guaranteed, and the RVE length is determined to model the second-order ef-
Chapter 6. Numerical applications of second-order homogenisation 163
fects properly. Furthermore, it is observed that the scale separation limit depends not only on the
RVE length and the macroscopic deformation wavelength, measured by the second gradient, but
the micro-constituents behaviour and the magnitude of the strain, obtained from the deformation
gradient, must also be taken into account. This is also confirmed when analysing the results from
Section 6.9, where the importance of second-order effects is alleviated with the increase of the first-
order strain.
With regard to the distinct micro-constraints, it has been confirmed that the results obtained
with the Luscher’s minimal constraint recover the minimal constraint developed in Section 5.2.
Nevertheless, the Lagrange multipliers employed to enforce the latter assume the values of the
homogenised stresses, which is not obtained with the former. The particularisations of this con-
straint to the direct and periodic constraints provide quite consistent results, being relatively close
to the homogenised results obtained with the minimal constraint, with the direct constraint pro-
viding the stiffest response and the minimal constraint yielding the most compliant behaviour of
this set of constraints. The results obtained with Kouznetsova’s and Blanco’s constraints lead to
homogenised responses that are, in some cases, significantly different from the remaining ones.
The already reported (Luscher, 2010) excessive localisation of stresses in the RVE corners has also
been observed. In the case of Blanco’s minimal constraint, an unphysical warping near the RVE
corners is detected when second-order deformation modes are dominant. As a matter of fact, both
Kouznetsova’s and Blanco’s constraints do not provide consistent results for the case of a simple RVE
under small strains with different discretisations, contrary to the remaining constraints. Moreover,
when assessing a measure of the homogenised second gradient for the several micro-constraints,
the difference associated with these two is, in general, larger than for the other constraints. This is
related to the lack of volumetric constraint in the Kouznetsova’s formulation, and to the overcon-
straint arising from the symmetry of the macroscopic second gradient.
Nevertheless, the Lagrange multipliers method proves to be an efficient method to enforce all
the micro-scale constraints implemented. It allows to obtain the macroscopic tangents easily in the
case of the minimal constraints based on the method of multi-scale virtual power, where the rela-
tion between Lagrange multipliers and homogenised stresses is confirmed. Quadratic convergence
is attained in the Newton-Raphson scheme for the macroscopic problem of the FE2 simulation in
Section 6.8, proving the suitability of the computational framework presented in Sections 5.1.7 and
5.2.6.
Finally, taking into account the observations made throughout the present chapter, a framework
for the analysis of multi-scale problems using second-order homogenisation is proposed in Section
6.10.
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Chapter 7
A fully second-order multi-scale model at
finite strains
A fully second-order homogenisation-based multi-scale model for solids undergoing large strains is
developed in this chapter, employing the Method of Multi-Scale Virtual Power, where a second gra-
dient continuum is considered at the micro-scale. When comparing to the standard second-order
homogenisation scheme, presented in Chapter 5, the main differences are related to an enriched
constitutive description at the RVE level. Since the second gradient continuum introduces a non-
local characterisation, it may be used to reduce the mesh dependence pathology associated with
strain localisation as an alternative to the usage of non-local damage models at the micro-scale
(Reis et al., 2018). In addition, due to the incorporation of a material characteristic length at the
micro-scale, size effects due to micro-constituents size are captured with this formulation, whilst
they are not with the standard second-order formulation.
Recently, Lesicˇar (2015), Lesicˇar et al. (2017) formulated a model of this type with a small strain
description, with the argument that consistency is lost in the scale transition when different de-
scriptions are employed at macro and micro-scales. Despite the fact that standard second-order
homogenisation models can provide a consistent approximation regarding the transition of second
gradient effects (see the results in Section 6.7), the main goal of the developments introduced in this
chapter is to provide a general second-order formulation for the multi-scale description of solids,
where more advanced constitutive laws can be employed to describe the micro-scale behaviour. To
the author’s knowledge, this is the first multi-scale model of this kind formulated at large strains,
within a variational consistent framework.
7.1 A general formulation
In the present section, the general formulation of a fully second-order homogenisation-based multi-
scale model is developed through the method of multi-scale virtual power.
7.1.1 Multi-scale kinematics
Kinematic insertion
Since the macro-scale description is still described by a second gradient continuum, like in the
case of the standard second-order homogenisation, the kinematic insertion operator, defining how
macro-scale kinematic variables are introduced in the RVE, is similar to the definition proposed in
Chapter 5:
uµ =uM + (F − I )Y + 1
2
G : (Y ⊗Y )+ u˜, (5.3)
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where Y denotes the vector of RVE reference coordinates and u˜ the micro displacement fluctuation
field. It is also conveniently assumed that the origin of the micro coordinate system is located at the
geometric center of the RVE, such that Equation (5.4) remains valid.
Kinematic homogenisation
In the kinematic homogenisation procedure, the relation between macro and micro-scale kine-
matic quantities is postulated. As usual, the macro-deformation gradient is obtained through vol-
ume averaging of its micro counterpart:
F = 1
Vµ
∫
Ωµ
FµdΩµ. (7.1)
In contrast to the formulations presented in Chapter 5, the macroscopic second gradient may be
also defined through volumetric homogenisation of its microscopic field, due to the adoption of a
second-order continuum at the RVE level:
G= 1
Vµ
∫
Ωµ
GµdΩµ. (7.2)
Kinematic admissibility
The determination of kinematic admissibility consists in finding the constraints that establish the
consistency between kinematic insertion and kinematic homogenisation.
The compatibility between the definition of the homogenised deformation gradient and the
deformation gradient microscopic field is found by replacing Equation (5.7) in Equation (7.1), which
results in the well known fluctuation constraint∫
Ωµ
∇Y u˜dV = 0⇔
∫
∂Ωµ
u˜⊗Nd A = 0, (7.3)
also found in first and second-order homogenisation schemes.
The micro-scale second gradient of the displacementsGµ is defined through double differenti-
ation of Equation (5.3):
Gµ =
∂2uµ
∂Y ∂Y
=G+∇Y (∇Y u˜) . (7.4)
Including this definition in Equation (7.2) leads to the constraint∫
Ωµ
∇Y (∇Y u˜)dV = 0, (7.5)
which can be expressed as a boundary integral through∫
∂Ωµ
∇Y u˜⊗Nd A = 0. (7.6)
Thus, the additional constraint obtained here due to the transition of the second gradient can be
expressed as a boundary condition, which is not possible to achieve within the formulations pre-
sented in Sections 5.1 and 5.2, where a volumetric constraint is needed.
7.1.2 Principle of multi-scale virtual power
The conservation of the virtual power is ensured in the scale transition by employing the principle
of multi-scale virtual power, where the minimal constraints defined by Equations (7.3) and (7.6) are
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enforced through Lagrange multipliers L and M, respectively. The resulting variational equation is
expressed by:
P : δF +Q...δG= 1
Vµ
[∫
Ωµ
Pµ : (δF +δG ·Y +∇Y δu˜)dV +
∫
Ωµ
Qµ
... (δG+∇Y ∇Y δu˜)dV
−δL :
(∫
∂Ωµ
u˜⊗Nd A
)
−L :
(∫
∂Ωµ
δu˜⊗Nd A
)
−δM...
(∫
∂Ωµ
∇Y u˜⊗Nd A
)
−M...
(∫
∂Ωµ
∇Y δu˜⊗Nd A
)]
, ∀ (δF ,δG,δu˜,δL,δM) . (7.7)
7.1.3 Micro-scale equilibrium problem
The micro-scale equilibrium expression is found by setting δF = 0 and δG = 0 in Equation (7.7).
Hence, the micro-equilibrium problem consists in finding the fluctuation field u˜ and the Lagrange
multipliers L andM, such that:∫
Ωµ
(
Pµ :∇Y δu˜+Qµ
...∇Y ∇Y δu˜
)
dV −δL :
(∫
∂Ωµ
u˜⊗Nd A
)
−L :
(∫
∂Ωµ
δu˜⊗Nd A
)
−δM...
(∫
∂Ωµ
∇Y u˜⊗Nd A
)
−M...
(∫
∂Ωµ
∇Y δu˜⊗Nd A
)
= 0. (7.8)
The strong form of the equilibrium problem is determined by setting δL = 0 and δM = 0 in
Equation (7.8), which leads to∫
Ωµ
(
Pµ−L
)
:∇Y δu˜dV +
∫
Ωµ
(
Qµ−M
) ...∇Y ∇Y δu˜dV = 0. (7.9)
Integrating by parts, the first term is developed to:∫
Ωµ
(
Pµ−L
)
:∇Y δu˜dV =
∫
∂Ωµ
(
Pµ ·N −L ·N
) ·δu˜d A−∫
Ωµ
divPµ ·δu˜dV. (7.10)
Similarly, the second term may be expressed as:∫
Ωµ
(
Qµ−M
) ...∇Y ∇Y δu˜dV =∫
∂Ωµ
[(
Qµ−M
) ·N] :∇Y δu˜d A−∫
∂Ωµ
div
(
Qµ−M
) ·N ·δu˜d A+∫
Ωµ
div
[
div
(
Qµ−M
)] ·δu˜dV. (7.11)
Following the steps described in Section 4.3, the first term of the above right-hand-side is further
developed through integration by parts and decomposition of the the gradient into its normal and
surface components (see Section 4.3):∫
∂Ωµ
[(
Qµ−M
) ·N] :∇Y δu˜d A =∫
∂Ωµ
divt N
{[(
Qµ−M
) ·N] ·N} ·δu˜d A−∫
∂Ωµ
divt
[(
Qµ−M
) ·N] ·δu˜d A+∫
∂Ωµ
{[(
Qµ−M
) ·N] ·N} ·D0δu˜d A+
ne∑
i
∮
Γi
∥∥[(Qµ−M) ·N] ·m∥∥ ·δu˜dL. (7.12)
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Including Equations (7.10)-(7.12) into (7.9), taking into account that M is constant over the RVE,
thus divM= 0, results in∫
Ωµ
(
divdivQµ−divPµ
) ·δu˜dV+∫
∂Ωµ
{
Pµ ·N −L ·N −divQµ ·N +divt N
{[(
Qµ−M
) ·N] ·N}−divt [(Qµ−M) ·N]} ·δu˜d A+∫
∂Ωµ
{[(
Qµ−M
) ·N] ·N} ·D0δu˜d A+
ne∑
i
∮
Γi
∥∥[(Qµ−M) ·N] ·m∥∥ ·δu˜dL = 0. (7.13)
Therefore, the strong form of the micro-scale problem may be expressed as
divdivQµ−divPµ = 0, inΩµ (7.14)
Pµ ·N −L ·N −divQµ ·N +divt N
{[(
Qµ−M
) ·N] ·N}−divt [(Qµ−M) ·N]= 0, on ∂Ωµ (7.15)[(
Qµ−M
) ·N] ·N = 0, on ∂Ωµ (7.16)∥∥[(Qµ−M) ·N] ·m∥∥= 0, on Γµ. (7.17)
7.1.4 Role of the Lagrange multipliers
The physical meaning of the Lagrange multipliers, and its influence on the equilibrium equations
is exploited here.
In the first place, introducing Equation (7.16) in (7.15), it is simplified and rewritten as
L ·N =Pµ ·N −divQµ ·N −divt
[(
Qµ−M
) ·N] , on ∂Ωµ. (7.18)
The third term of the above right-hand-side may be further simplified, taking into account that M
is constant:
divt
[(
Qµ−M
) ·N]= divt (Qµ ·N )−divt (M ·N )= divt (Qµ ·N ) , (7.19)
thus:
L ·N =Pµ ·N −divQµ ·N −divt
(
Qµ ·N
)
, on ∂Ωµ. (7.20)
Recalling Expression (4.16), the boundary traction may be expressed here by
tµ =Pµ ·N −divQµ ·N +divt N
(
Qµ ·N
) ·N −divt (Qµ ·N ) , on ∂Ωµ. (7.21)
Considering a RVE whose faces are plane, the normal vector is constant in each face and divt N = 0.
Then, comparing Equations (7.20) and (7.21), the RVE boundary traction is defined by the Lagrange
multiplier L through:
tµ = L ·N . (7.22)
Since the L is constant in the RVE, then constraint (7.3) results in a uniform traction on the RVE
boundary, similarly to the minimal constraints for both first and second-order formulations pre-
sented in Chapters 3 and 5.
In the second place, regarding the reactive nature of the constraint (7.6), Equation (7.16) is re-
arranged as
(M ·N ) ·N = (Qµ ·N ) ·N , on ∂Ωµ. (7.23)
Looking at Equation (4.17), it becomes clear that the Lagrange multiplierM is related to the double
traction on the RVE boundary:
rµ = (M ·N ) ·N . (7.24)
Moreover, sinceM is constant in the RVE, it implies a uniform double traction on the RVE boundary.
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7.1.5 First Piola-Kirchhoff stress homogenisation
The homogenised first Piola-Kirchhoff stress tensor is extracted from the principle of multi-scale
virtual power by defining δL = 0, δM= 0, δG= 0 and δu˜ = 0 in Equation (7.7), which leads to:
P : δF = 1
Vµ
∫
Ωµ
Pµ : δFdV ⇒P = 1
Vµ
∫
Ωµ
PµdV. (7.25)
In spite of resulting on the standard expression for the stress homogenisation, it may be devel-
oped differently by integrating the above right hand side by parts, and employing the divergence
theorem: ∫
Ωµ
PµdV =
∫
∂Ωµ
Pµ ·N ⊗Y d A−
∫
Ωµ
divPµ⊗Y dV. (7.26)
Introducing the strong form equalities to replace Pµ ·N and divPµ⊗Y in the above yields:∫
Ωµ
PµdV =
∫
∂Ωµ
[
L ·N +divQµ ·N +divt
(
Qµ ·N
)]⊗Y d A−∫
Ωµ
divdivQµ⊗Y dV. (7.27)
The second term of the above right-hand-side is further developed as follows:
∫
∂Ωµ
divQµ ·N ⊗Y d A⇒
∫
∂Ωµ
∂Qi j k
∂Yk
N j Yl d A =
∫
Ωµ
∂
∂Y j
(
∂Qi j k
∂Yk
Yl
)
dV
=
∫
Ωµ
∂Qi j k
∂Yk∂Y j
Yl dV +
∫
Ωµ
∂Qi j k
∂Yk
∂Yl
∂Y j
dV
⇒
∫
Ωµ
divdivQµ⊗Y dV +
∫
Ωµ
divQµdV (7.28)
Thus, introducing this expression in Equation (7.27) results in:∫
Ωµ
PµdV =
∫
∂Ωµ
L ·N ⊗Y d A+
∫
∂Ωµ
divt
(
Qµ ·N
)⊗Y d A+∫
Ωµ
divQµdV
=L ·Vµ+
∫
∂Ωµ
divt
(
Qµ ·N
)⊗Y d A+∫
∂Ωµ
Qµ ·NdV , (7.29)
where it is demonstrated that the homogenised first Piola-Kirchhoff stress tensor may be computed
from boundary integrals only.
7.1.6 Higher-order stress homogenisation
The homogenised higher-order stress tensorQ is determined by introducing δL = 0, M= 0, δF = 0
and δu˜ = 0 in Equation (7.7), leading to:
Q
...δG= 1
Vµ
∫
Ωµ
[
Pµ : (δG ·Y )+Qµ
...δG
]
dV (7.30)
= 1
Vµ
∫
Ωµ
(
Pµ⊗Y +Qµ
) ...δGdV. (7.31)
Due to the symmetry ofG andQµ, the homogenisedQ is defined by:
Q= 1
Vµ
∫
Ωµ
[(
Pµ⊗Y
)S +Qµ]dV. (7.32)
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Aiming to find alternative expressions for Equation (7.32), the following expression and its de-
velopment is taken as a starting point:
∂2
(
Qi lmY j Yk
)
∂Yl∂Ym
= ∂
∂Yl
[
∂Qi lm
∂Ym
Y j Yk +Qi lm
(
δm j Yk +δmk Y j
)]
= ∂
∂Yl
[
∂Qi lm
∂Ym
Y j Yk +Qi l j Yk +Qi lk Y j
]
= ∂
2Qi lm
∂Yl∂Ym
Y j Yk +
∂Qi lm
∂Ym
(
δl j Yk +δl k Y j
)+ ∂Qi l j
∂Yl
Yk +Qi l jδl k +
∂Qi lk
∂Yl
Y j +Qi lkδl j
= ∂
2Qi lm
∂Yl∂Ym
Y j Yk +
∂Qi j m
∂Ym
Yk +
∂Qi km
∂Ym
Y j +
∂Qi j l
∂Yl
Yk +
∂Qi kl
∂Yl
Y j +2Qi j k
= ∂
2Qi lm
∂Yl∂Ym
Y j Yk +2
∂Qi j m
∂Ym
Yk +2
∂Qi km
∂Ym
Y j +2Qi j k . (7.33)
Integrating the initial expression over the RVE volume yields:
∫
Ωµ
∂2
(
Qi lmY j Yk
)
∂Yl∂Ym
dV =
∫
∂Ωµ
∂
(
Qi lmY j Yk
)
∂Ym
Nl d A
=
∫
∂Ωµ
[
∂Qi lm
∂Ym
Y j Yk Nl +Qi lm
(
δm j Yk +δmk Y j
)
Nl
]
d A
=
∫
∂Ωµ
[
∂Qi lm
∂Ym
Y j Yk Nl +Qi j l Nl Yk +Qi kl Nl Y j
]
d A. (7.34)
Similarly, integration of the first term of the right-hand-side of Equation (7.33), taking into account
that the strong form Expression (7.14) states divdivQµ = divPµ, leads to:
∫
Ωµ
∂2Qi lm
∂Yl∂Ym
Y j Yk dV =
∫
Ωµ
∂Pi l
∂Yl
Y j Yk dV =
=
∫
Ωµ
∂
(
Pi l Y j Yk
)
∂Yl
dV −
∫
Ωµ
Pi l
(
δl j Yk +δl k Y j
)
dV =
=
∫
∂Ωµ
Pi l Nl Y j Yk d A−
∫
Ωµ
(
Pi j Yk +Pi k Y j
)
dV. (7.35)
For the second right-hand-side term:
∫
Ωµ
∂Qi j m
∂Ym
Yk dV =
∫
Ωµ
∂
(
Qi j mYk
)
∂Ym
dV −
∫
Ωµ
Qi j mδmk dV
=
∫
∂Ωµ
Qi j m NmYk d A−
∫
Ωµ
Qi j k dV , (7.36)
and for the third:
∫
Ωµ
∂Qi km
∂Ym
Y j dV =
∫
Ωµ
∂
(
Qi kmY j
)
∂Ym
dV −
∫
Ωµ
Qi kmδm j dV
=
∫
∂Ωµ
Qi km NmY j d A−
∫
Ωµ
Qi j k dV. (7.37)
Therefore, in view of the equality introduced by Expression (7.33), Expression (7.34) is equal to the
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sum of Expressions (7.35), (7.36) and (7.37), leading to∫
∂Ωµ
[
∂Qi lm
∂Ym
Y j Yk Nl +Qi j l Nl Yk +Qi kl Nl Y j
]
d A =
∫
∂Ωµ
Pi l Nl Y j Yk d A−∫
Ωµ
(
Pi j Yk +Pi k Y j
)
dV+
2
(∫
∂Ωµ
Qi j m NmYk d A−
∫
Ωµ
Qi j k dV
)
+
2
(∫
∂Ωµ
Qi km NmY j d A−
∫
Ωµ
Qi j k dV
)
+
2
∫
Ωµ
Qi j k dV , (7.38)
which may be simplified to∫
∂Ωµ
[
∂Qi lm
∂Ym
Y j Yk Nl
]
d A =
∫
∂Ωµ
Pi l Nl Y j Yk d A−
∫
Ωµ
(
Pi j Yk +Pi k Y j
)
dV+∫
∂Ωµ
Qi j m NmYk d A+
∫
∂Ωµ
Qi km NmY j d A−2
∫
Ωµ
Qi j k dV. (7.39)
Looking at Equation (7.32), it is possible to rewrite the above such that
1
Vµ
∫
Ωµ
[
Qi j k +
1
2
(
Pi j Yk +Pi k Y j
)]
dV = 1
2Vµ
∫
∂Ωµ
Pi l Nl Y j Yk d A+
+ 1
2Vµ
∫
∂Ωµ
(
Qi j m NmYk +Qi km NmY j
)
d A−
− 1
2Vµ
∫
∂Ωµ
[
∂Qi lm
∂Ym
Y j Yk Nl
]
d A. (7.40)
Thus, the homogenised higher-order stress tensor may be obtained through boundary integrals
only as
Q= 1
Vµ
∫
Ωµ
[
Qµ+ (P ⊗Y )S
]
dV = 1
2Vµ
∫
∂Ωµ
Pµ ·N ⊗Y ⊗Y d A+
+ 1
Vµ
∫
∂Ωµ
(
Qµ ·N ⊗Y
)S d A−
− 1
2Vµ
∫
∂Ωµ
divQµ ·N ⊗Y ⊗Y d A. (7.41)
Furthermore, including the equalityPµ·N = L·N+divQµ·N+divt
(
Qµ ·N
)
, from Equation (7.20),
the above may be rewritten by
Q= 1
2Vµ
∫
∂Ωµ
L ·N ⊗Y ⊗Y d A+
+ 1
2Vµ
∫
∂Ωµ
divt
(
Qµ ·N
)⊗Y ⊗Y d A+
+ 1
Vµ
∫
∂Ωµ
(
Qµ ·N ⊗Y
)S d A. (7.42)
After proving that the first term of the above right-hand-side is null:∫
∂Ωµ
L ·N ⊗Y ⊗Y d A = L ·
∫
∂Ωµ
N ⊗Y ⊗Y d A = L ·
∫
Ωµ
∇ (Y ⊗Y )dV = 0, (7.43)
the homogenised higher-order stress tensorQ is simply expressed through:
Q= 1
2Vµ
∫
∂Ωµ
divt
(
Qµ ·N
)⊗Y ⊗Y d A+ 1
Vµ
∫
∂Ωµ
(
Qµ ·N ⊗Y
)S d A. (7.44)
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7.2 A formulation for the solution with mixed finite elements
In view of the finite element solution of the resulting multi-scale problem, a formulation for a
fully second-order multi-scale model where the micro-scale equilibrium problem is solved with
the mixed finite elements presented in Section 4.4.2 is developed in this section.
The Lagrange multiplier method is employed to enforce the kinematic constraints in Equations
(7.3) and (7.6) at the micro-scale. In addition, since the micro-scale is modelled as a second-order
continuum, the mixed finite elements presented in Section 4.4.2, that use Lagrange multipliers to
guarantee the compatibility between displacements and relaxed deformation gradients, are em-
ployed.
7.2.1 Multi-scale kinematics
Kinematic insertion
The insertion operator that dictates the micro-scale displacements field is defined the same way of
the general formulation (Section 7.1):
uµ =uM + (F − I )Y + 1
2
G : (Y ⊗Y )+ u˜. (5.3)
If a mixed formulation is employed at the micro-scale, a relaxed microscopic deformation gradi-
ent field, that is conceptually independent from the displacement field (see Section 4.4.2), is intro-
duced. The corresponding insertion operator is expressed by
Fˆµ = F +G ·Y + ˆ˜F , (7.45)
where ˆ˜F is the relaxed fluctuations gradient.
Kinematic homogenisation
The homogenised deformation gradient is obtained as in the general formulation, by volume aver-
aging of the micro-deformation gradient computed from the displacements gradient:
F = 1
Vµ
∫
Ωµ
FµdΩµ. (7.46)
The macroscopic second gradient is defined through volumetric homogenisation of its microscopic
field:
G= 1
Vµ
∫
Ωµ
GµdΩµ, (7.47)
that is, in this particular case, computed as the symmetric gradient of the relaxed micro-deformation
gradient, i.e.:
Gµ =∇s Fˆµ. (7.48)
Kinematic admissibility
The compatibility between the insertion of the displacements field (Equation (5.3)) and the ho-
mogenised deformation gradient (Equation (7.46)) leads to the usual minimal constraint:∫
Ωµ
∇Y u˜dV = 0⇔
∫
∂Ωµ
u˜⊗Nd A = 0. (7.49)
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The main difference of the present formulation lies on the minimal constraint arising from the com-
patibility between the microscopic relaxed deformation gradient field (Equation (7.45)) and the ho-
mogenised second gradient (Equation (7.47)), that operates on the relaxed fluctuations gradient:
G= 1
Vµ
∫
Ωµ
∇s FˆµdV
= 1
Vµ
∫
Ωµ
G+∇s ˆ˜FµdV ⇒
∫
Ωµ
∇s ˆ˜FµdV = 0. (7.50)
This equation can be expressed as the following boundary integral:∫
∂Ωµ
(
ˆ˜F ⊗N
)S
d A = 0, (7.51)
thus, the minimal constraints obtained for this particular formulation can be enforced through
boundary conditions only.
7.2.2 Principle of multi-scale virtual power
The expression that states the principle of multi-scale virtual power in this case is given by:
P : δF +Q...δG= 1
Vµ
[∫
Ωµ
Pµ : (δF +δG ·Y +∇Y δu˜)dV +
∫
Ωµ
Qµ
...
(
δG+∇sY δ ˆ˜F
)
dV
−
∫
Ωµ
δλ :
(
∇Y u˜− ˆ˜F
)
dV −
∫
Ωµ
λ :
(
∇Y δu˜−δ ˆ˜F
)
dV
−δL :
(∫
∂Ωµ
u˜⊗Nd A
)
−L :
(∫
∂Ωµ
δu˜⊗Nd A
)
−δM...
∫
∂Ωµ
(
ˆ˜F ⊗N
)S
d A
−M...
∫
∂Ωµ
(
δ ˆ˜F ⊗N
)S
d A
]
, ∀
(
δF ,δG,δu˜,δ ˆ˜F ,δλ,δL,δM
)
, (7.52)
where the Lagrange multiplierλ is related to the mixed finite elements concept, enforcing the com-
patibility between the relaxed deformation gradient and the displacements gradient, and the min-
imal constraints defined by Equations (7.49) and (7.51) are enforced by the Lagrange multipliers
L and M, respectively. The Lagrange multiplier M is symmetric in the last two indices due to the
symmetry of the corresponding constraint.
7.2.3 Micro-scale equilibrium problem
The weak form of the resulting equilibrium equation is obtained by setting δF = 0 and δG = 0 in
Equation (7.52):∫
Ωµ
[
Pµ :∇Y δu˜+Qµ
...∇sY δFˆµ−δλ :
(
∇Y u˜− ˆ˜F
)
−λ :
(
∇Y δu˜−δ ˆ˜F
)]
dV
−δL :
(∫
∂Ωµ
u˜⊗Nd A
)
−L :
(∫
∂Ωµ
δu˜⊗Nd A
)
−δM...
∫
∂Ωµ
(
ˆ˜F ⊗N
)S
d A−M...
∫
∂Ωµ
(
δ ˆ˜F ⊗N
)S
d A = 0. (7.53)
The strong form of the equilibrium problem is obtained by defining δλ= 0, δL = 0 and δM= 0
in Equation (7.53), and developing the remaining terms as shown next. The standard decomposi-
tion of the first term is repeated here:∫
Ωµ
Pµ :∇Y δu˜dV =
∫
∂Ωµ
(P ·N ) ·δu˜d A−
∫
Ωµ
divP ·δu˜dV. (7.54)
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Similarly, the second term is rewritten as:∫
Ωµ
Qµ
...∇sY δ ˆ˜FdV =
∫
∂Ωµ
(Q ·N ) : δ ˆ˜Fd A−
∫
Ωµ
divQ : δ ˆ˜FdV. (7.55)
Thereafter:
−
∫
Ωµ
λ :∇Y δu˜dV =−
∫
∂Ωµ
(λ ·N ) ·δu˜d A+
∫
Ωµ
divλ ·δu˜dV. (7.56)
The terms related to the micro-scale constraints are expressed as
−L :
∫
∂Ωµ
δu˜⊗Nd A =−
∫
∂Ωµ
(L ·N ) ·δu˜d A, (7.57)
and
−M...
∫
∂Ωµ
δ ˆ˜F ⊗Nd A =−
∫
∂Ωµ
(M ·N ) : δ ˆ˜Fd A. (7.58)
Finally, including these decompositions, the following expression arises:∫
∂Ωµ
(P ·N −λ ·N −L ·N ) ·δu˜d A+
∫
Ωµ
(−divP +divλ) ·δu˜dV+∫
∂Ωµ
(Q ·N −M ·N ) : δ ˆ˜Fd A+
∫
Ωµ
(−divQ+λ) : δ ˆ˜FdV = 0. (7.59)
Consequently, the strong equilibrium equations are given by
−divPµ+divλ= 0, inΩµ (7.60)
Pµ ·N −L ·N −λ ·N = 0, on ∂Ωµ (7.61)
−divQµ+λ= 0, inΩµ (7.62)
Qµ ·N −M ·N = 0, on ∂Ωµ. (7.63)
7.2.4 Finite element solution
Discretisation of Equation (7.53) with mixed finite elements, as introduced in Section 4.4.2, leads to
a problem that consists in finding u˜, ˆ˜F, λ, L andM such that the residual r vanishes:
r=

ru
rF
rλ
rL
rM

=

fu +kuλλ−CTL L
fF +kFλλ−CTM M
kλuu˜+kλF ˆ˜F
CLu˜
CM ˆ˜F

= 0. (7.64)
The constraint matrix CL refers to the constraint of Equation (7.49), and is built as shown in Equa-
tions (3.40) and (3.41). Equation (7.51) is enforced through the constraint matrix CM , that in this
case is defined by
CM =

(∫
H F1 N1d A
)
I 0 0 · · ·
0
(∫
H F1 N2d A
)
I 0 · · ·
0 0
(∫
H F1 N3d A
)
I · · ·
1
2
(∫
H F1 N2d A
)
I 12
(∫
H F1 N1d A
)
I 0 · · ·
0 12
(∫
H F1 N3d A
)
I 12
(∫
H F1 N2d A
)
I · · ·
1
2
(∫
H F1 N3d A
)
I 0 12
(∫
H F1 N1d A
)
I · · ·

(7.65)
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for 3D RVEs and, for 2D problems:
CM =

(∫
H F1 N1d A
)
I 0 · · ·
0
(∫
H F1 N2d A
)
I · · ·
1
2
(∫
H F1 N2d A
)
I 12
(∫
H F1 N1d A
)
I · · ·
 , (7.66)
where H Fi denotes the interpolation functions for the relaxed deformation gradient and Ni repre-
sents the components of the outward unit vector in the reference configuration. In the Newton-
Raphson framework, the following linear system of equations, obtained through linearisation of
the residual vector, must be solved for every iteration:

kuu kuF kuλ −CTL 0
kFu kF F kFλ 0 −CTM
kλu kλF 0 0 0
CL 0 0 0 0
0 CM 0 0 0

(k)
∆u˜
∆ ˆ˜F
∆λ
∆L
∆M

(k+1)
=−

ru
rF
rλ
rL
rM

(k)
. (7.67)
The algorithm for the solution of the micro-scale problem with mixed finite elements is given
in Box 7.1.
7.2.5 First Piola-Kirchhoff stress homogenisation
Expression (7.25) may be particularised for the case where the micro-scale problem is solved with
mixed finite elements, taking into account that the strong form is defined by Equations (7.60)-(7.63).
Starting from Expression (7.26), it may be rewritten as∫
Ωµ
PµdV =
∫
∂Ωµ
(L ·N +λ ·N )⊗Y d A−
∫
Ωµ
divPµ⊗Y dV. (7.68)
The term related to λ is developed as follows:∫
∂Ωµ
(λ ·N )⊗Y d A =
∫
Ωµ
(divλ⊗Y +λ)dV =
∫
Ωµ
(divP ⊗Y +divQ)dV =
=
∫
Ωµ
divP ⊗Y dV +
∫
∂Ωµ
Q ·Nd A =
∫
Ωµ
divP ⊗Y dV +
∫
∂Ωµ
M ·Nd A. (7.69)
Considering that ∫
∂Ωµ
M ·Nd A =M ·
∫
∂Ωµ
Nd A = 0, (7.70)
and introducing this into Equation (7.68) results in∫
Ωµ
PµdV = L ·
∫
∂Ωµ
N ⊗Y d A = L ·Vµ, (7.71)
thus, the Lagrange multiplier L recovers the homogenised first Piola-Kirchhoff stress tensor:
P = L. (7.72)
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Box 7.1 Algorithm to solve the micro-scale second-order problem with mixed finite elements.
1. Given the macro-scale deformation gradient F and second gradientG, set the initial variables
k := 1
u(k)µ := (F − I ) ·Y +
1
2
G : (Y ⊗Y )
Fˆ (k)µ := F +G ·Y
u˜(k) := 0
ˆ˜F (k) := 0
λ(k) := 0
L(k) := 0
M(k) := 0.
2. Compute the residual r(k) and check convergence. If converged go to 5), else continue to 3).
3. Solve the linear system of equations (7.67).
4. Update the unknown variables
u(k+1)µ :=u(k)µ +∆u˜(k+1)
Fˆ (k+1)µ := Fˆ (k)µ +∆ ˆ˜F (k+1)
λ(k+1) :=λ(k)+∆λ(k+1)
L(k+1) := L(k)+∆L(k+1)
M(k+1) :=M(k)+∆M(k+1)
k := k+1
and go to 2).
5. Compute the homogenised stresses P andQ.
7.2.6 Higher-order stress homogenisation
Regarding the homogenised higher-order stress tensor Q, defined in terms of boundary integral in
Equation (7.41), it is developed according to the strong equations for the mixed micro-equilibrium
problem as follows:
Q= 1
2Vµ
∫
∂Ωµ
(L ·N +λ ·N )⊗Y ⊗Y d A+
+ 1
Vµ
∫
∂Ωµ
(M ·N ⊗Y )S d A−
− 1
2Vµ
∫
∂Ωµ
divQµ ·N ⊗Y ⊗Y d A. (7.73)
While the first term is null, as shown in Equation (7.43), the second term is rewritten as:
1
2Vµ
∫
∂Ωµ
λi l Nl Y j Yk d A =
1
2Vµ
∫
Ωµ
∂
∂Yl
(
λi l Y j Yk
)
d A = 1
2Vµ
∫
Ωµ
∂
∂Yl
(
∂Qi lm
Ym
Y j Yk
)
d A, (7.74)
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that nullifies the last term, as proven next:
− 1
2Vµ
∫
∂Ωµ
∂Qi lm
∂Ym
Nl Y j Yk d A =−
1
2Vµ
∫
Ωµ
∂
∂Yl
(
∂Qi lm
∂Ym
Y j Yk
)
d A. (7.75)
Therefore
Q= 1
Vµ
(
M ·
∫
∂Ωµ
N ⊗Y d A
)S
=M, (7.76)
i.e., the homogenised higher-order stress Q may be obtained directly from the Lagrange multiplier
M.
7.2.7 Macroscopic tangent operators
The homogenised tangent operators, needed in a FE2 framework, are obtained following the strat-
egy presented in Section 5.1.7, since the Lagrange multipliers recover the homogenised stresses.
Starting by the derivative of the microscopic residual with regard to the macroscopic deforma-
tion gradient:
∂r
∂F
=

∂fu
∂F
+kuλ ∂λ
∂F
−CTL
∂L
∂F
∂fF
∂F
+kFλ ∂λ
∂F
−CTM
∂M
∂F
kλu
∂u˜
∂F
+kλF ∂
ˆ˜F
∂F
CL
∂u˜
∂F
CM
∂ ˆ˜F
∂F

= 0. (7.77)
The derivatives of the internal forces may be manipulated as follows:
∂fu
∂F
= ∂f
u
∂u
∂u
∂F
+ ∂f
u
∂Fˆµ
∂Fˆµ
∂F
= kuu ·
(
DT + ∂u˜
∂F
)
+kuF ·
(
I¯T + ∂
ˆ˜F
∂F
)
, (7.78)
and
∂fF
∂F
= ∂f
F
∂u
∂u
∂F
+ ∂f
F
∂Fˆµ
∂Fˆµ
∂F
= kFu ·
(
DT + ∂u˜
∂F
)
+kF F ·
(
I¯T + ∂
ˆ˜F
∂F
)
. (7.79)
due to the discretised versions of the insertion operators:
u=uM +DT (F− {I})+VT G+ u˜, (7.80)
Fˆµ = I¯T ·F+WT ·G+ ˆ˜F, (7.81)
where the matrices D and V are defined in Equations (5.59) and (5.60), and I¯ and W are expressed
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by:
I¯=

1 0 0 0
0 1 0 0 · · ·
0 0 1 0
0 0 0 1
 , (7.82)
W=

Y1 0 0 0
0 Y1 0 0
0 0 Y2 0 · · ·
0 0 0 Y2
Y2 0 Y1 0
0 Y2 0 Y1
 , (7.83)
for 2D models, and adapted conveniently for 3D analysis. Consequently, Equation (7.77) may be
rewritten as a linear system of equations:
kuu kuF kuλ −CTL 0
kFu kF F kFλ 0 −CTM
kλu kλF kλλ 0 0
CTL 0 0 0 0
0 CTM 0 0 0

·

∂u˜
∂F
∂ ˆ˜F
∂F
∂λ
∂F
∂L
∂F
∂M
∂F

=−

kuu kuF
kFu kF F
0 0
0 0
0 0

·
D
T
I¯T
 . (7.84)
Following the same steps for the development of the derivative with regard to the second gradi-
ent:
∂r
∂G
=

∂fu
∂G
+kuλ ∂λ
∂G
−CTL
∂L
∂G
∂fF
∂G
+kFλ ∂λ
∂G
−CTM
∂M
∂G
kλu
∂u˜
∂G
+kλF ∂
ˆ˜F
∂G
CL
∂u˜
∂G
CM
∂ ˆ˜F
∂G

= 0, (7.85)
it may be written in the form of a similar system of equations:
kuu kuF kuλ −CTL 0
kFu kF F kFλ 0 −CTM
kλu kλF kλλ 0 0
CTL 0 0 0 0
0 CTM 0 0 0

·

∂u˜
∂G
∂ ˆ˜F
∂G
∂λ
∂G
∂L
∂G
∂M
∂G

=−

kuu kuF
kFu kF F
0 0
0 0
0 0

·
V
T
WT
 . (7.86)
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Both systems of equations may be combined, giving rise to the following:
kuu kuF kuλ −CTL 0
kFu kF F kFλ 0 −CTM
kλu kλF kλλ 0 0
CTL 0 0 0 0
0 CTM 0 0 0

·

∂u˜
∂F
∂u˜
∂G
∂ ˆ˜F
∂F
∂ ˆ˜F
∂G
∂λ
∂F
∂λ
∂G
∂L
∂F
∂L
∂G
∂M
∂F
∂M
∂G

=−

kuu kuF
kFu kF F
0 0
0 0
0 0

·
D
T VT
I¯T WT
 , (7.87)
where the four tangents needed for the solution of macroscopic problem are found from the solu-
tion:
A= ∂P
∂F
= ∂L
∂F
, (7.88)
HF = ∂Q
∂F
= ∂M
∂F
, (7.89)
AF = ∂P
∂G
= ∂L
∂G
, (7.90)
H= ∂Q
∂G
= ∂M
∂G
. (7.91)
7.3 Preliminary numerical results
The fully 2nd-order multi-scale framework proposed in this chapter has been implemented in the
finite element program LINKS. Several RVEs, whose constituents are described by the Mindlin’s
elastic model (see Section 4.5), are analysed in what follows. The macroscopic deformation history
in terms of F andG that is obtained from position A (Figure 6.13) in the macro-scale bending beam
problem presented in Section 6.5 is enforced to the RVEs.
7.3.1 Homogeneous RVEs
Two homogeneous RVEs with lRV E = 1.0 mm and lRV E = 0.5 mm are analysed in this section. Three
different discretisations are employed, using 25, 100 and 400 quadrilateral Q8F4L1 mixed elements
(see Figure 4.3). The elastic properties are defined by E = 210 GPa and ν= 0.3. Two different values
for the material characteristic length are considered: l = 0.5 mm and l = 0.1 mm. The micro-scale
distributions of the equivalent stress and the norm of the higher-order stress are presented in Fig-
ures 7.1 and 7.2. The homogenised first Piola-Kirchhoff stresses and the most significant compo-
nents of the homogenised higher-order stress tensor are presented in Tables 7.1 and 7.2.
7.3.2 RVEs with a void
A RVE model with a centred void ( f = 3%) is analysed in this section. The same RVE lengths and
constitutive parameters employed in the homogeneous RVE example (previous section) are con-
sidered here. The resulting micro-scale distributions of the equivalent stress and the norm of the
higher-order stress are shown in Figures 7.3 and 7.4. The homogenised first Piola-Kirchhoff stresses
and the most significant components of the homogenised higher-order stress tensor are provided
in Tables 7.3 and 7.4.
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l = 0.1 mm l = 0.5 mm
(a) lRV E = 0.5 mm
l = 0.1 mm l = 0.5 mm
(b) lRV E = 1.0 mm
Figure 7.1: Distribution of the equivalent stress on the deformed RVE meshes for the homogeneous
RVE, with different discretisations, RVE lengths and material characteristic lengths.
7.3.3 RVEs with a rigid fibre
A RVE with a rigid fibre is analysed in this section. The elastic properties considered for the matrix
and the fibre are presented in Table 6.1. Similarly to the previous examples, two different values
are considered for the RVE length (lRV E ) and the micro-constituents characteristic length (l ). The
micro-scale distributions of the equivalent stress and the norm of the higher-order stress obtained
in this case are represented in Figures 7.5 and 7.6. Both the homogenised first Piola-Kirchhoff
stresses and the most significant components of the homogenised higher-order stress tensor are
listed in Tables 7.5 and 7.6.
7.3.4 Discussion of the results
In general, looking at the micro-scale distribution of the equivalent stress (Figures 7.1, 7.3 and 7.5),
it is observed that the equivalent stress tends to localise for the smallest value of l , spreading over
a larger area when the largest value (l = 0.5 mm) is employed to model the microstructure. This re-
veals that the non-local nature of second-order continuum models is introduced at the micro-scale
in this kind of models. The magnitude of the equivalent stress is not strongly affected by the char-
acteristic material length in the case of the homogeneous RVE and the RVE with a void. However,
in the RVE with an inclusion (Figure 7.5), the maximum equivalent stress increases due to the value
of l . This is explained by the fact that the increased non-local effect generated by an higher value of
l promotes larger deformations in the rigid inclusion, resulting in much larger stresses. When the
smallest value of l = 0.1 mm is employed, most of the deformation is found in the matrix. The effect
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l = 0.1 mm l = 0.5 mm
(a) lRV E = 0.5 mm
l = 0.1 mm l = 0.5 mm
(b) lRV E = 1.0 mm
Figure 7.2: Distribution of ‖Q‖ on the deformed RVE meshes for the homogeneous RVE, with dif-
ferent discretisations, RVE lengths and material characteristic lengths.
of the RVE length in the distribution of the equivalent stress is evident for the homogeneous RVE
and the RVE with a void. The increase of the stresses with the RVE length lRV E is due to insertion of
the quadratic displacements, that are larger for a larger RVE, as discussed in Section 6.3.
In what refers to the distribution of the magnitude of the higher-order stresses in the RVE (Fig-
ures 7.2, 7.4 and 7.6), it tends to localise in the RVE corners when l = 0.1 mm is considered, showing
a smoother distribution when the largest characteristic length l = 0.5 mm is employed. In the case
where l coincides with the RVE length lRV E for the homogeneous RVE, the norm of the higher-order
stress tensor is constant in the RVE. The maximum value found in the RVE depends mainly on the
value of the micro-constituents characteristic length l , as a consequence of the constitutive law
employed.
Looking at the homogenised higher-order stress values, in Tables 7.2, 7.4 and 7.6, they increase
with the RVE length as observed in the results of Chapter 6, but the most remarkable difference is the
strong dependence on the characteristic length l . In fact, since the micro-scale values Qµ depend
on the constituents characteristic length through the constitutive law, andQµ is considered for the
higher-order stress homogenisation (see Equation (7.32)), the value of l has an important weight in
the resulting macro-scale second-order response.
It must be emphasized that the values of the symmetric Lagrange multiplier M are quite close
to the corresponding values of the homogenised Q, confirming the relation deduced in Equation
(7.76). The values of the Lagrange multiplier L, not shown here, match almost exactly the ho-
mogenised P , verifying Equation (7.72).
Finally, it is found that the discretisation has an impact in the results (homogenised and micro-
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Table 7.1: Homogenised first Piola-Kirchhoff stressesP [MPa] resulting from the homogeneous RVE
subjected to the deformation history from a beam under bending, with different discretisations,
RVE lengths and material characteristic lengths.
lRV E l Mesh P11 P21 P12 P22
0.5 mm
0.1 mm
25 3807.13 40.40 9.31 -859.13
100 3810.03 40.43 9.31 -858.19
400 3810.96 40.43 9.31 -857.97
0.5 mm
25 3815.65 40.45 9.33 -856.57
100 3816.11 40.45 9.34 -857.03
400 3816.48 40.45 9.34 -857.10
1.0 mm
0.1 mm
25 3835.72 40.51 9.23 -839.19
100 3864.87 40.82 9.12 -823.55
400 3867.79 40.85 9.11 -822.57
0.5 mm
25 3896.85 40.88 9.31 -815.75
100 3900.81 40.90 9.34 -816.55
400 3903.49 40.92 9.35 -816.45
l = 0.1 mm l = 0.5 mm
(a) lRV E = 0.5 mm
l = 0.1 mm l = 0.5 mm
(b) lRV E = 1.0 mm
Figure 7.3: Distribution of the equivalent stress on the deformed RVE meshes for the RVEs with a
void, with different RVE lengths and material characteristic lengths.
scale) obtained with a homogeneous RVE, being more critical in the case where the characteristic
length is smaller relatively to the RVE length. In fact, for this type of mixed elements, the mesh
refinement must take into account the characteristic length, as discussed by Kouznetsova (2002).
Moreover, in the present formulation the compatibility between the displacements gradient and
the relaxed deformation gradient is not enforced on the boundary, which is an acceptable simplifi-
cation as long as a sufficiently fine mesh is employed (Kouznetsova, 2002).
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Table 7.2: Homogenised higher-order stresses Q [MPa mm] resulting from the homogeneous RVE
subjected to the deformation history from a beam under bending, with different discretisations,
RVE lengths and material characteristic lengths.
lRV E l Mesh Q211 Q112 Q222 M211 M112 M222
0.5 mm
0.1 mm
25 50.53 -128.36 67.27 50.39 -130.72 67.84
100 49.54 -138.60 60.71 49.40 -140.95 61.17
400 48.74 -142.88 58.12 48.62 -145.26 58.54
0.5 mm
25 1077.09 -1095.51 1745.28 1077.02 -1098.11 1745.67
100 1079.15 -1098.71 1741.18 1079.05 -1101.40 1741.53
400 1079.48 -1100.49 1739.49 1079.37 -1103.21 1739.83
1.0 mm
0.1 mm
25 86.52 -264.92 99.42 85.83 -274.49 102.64
100 69.75 -353.34 62.26 69.19 -361.84 64.19
400 66.20 -368.38 55.57 65.67 -376.89 57.37
0.5 mm
25 1090.20 -1427.02 1702.55 1089.75 -1437.28 1704.10
100 1095.14 -1446.89 1683.29 1094.59 -1457.47 1684.64
400 1094.80 -1458.80 1673.96 1094.25 -1469.55 1675.22
l = 0.1 mm l = 0.5 mm
(a) lRV E = 0.5 mm
l = 0.1 mm l = 0.5 mm
(b) lRV E = 1.0 mm
Figure 7.4: Distribution of ‖Q‖ on the deformed RVE meshes for the RVEs with a void, with different
RVE lengths and material characteristic lengths.
Table 7.3: Homogenised first Piola-Kirchhoff stresses P [MPa] resulting from the RVE with a void
subjected to the deformation history from a beam under bending, with different RVE lengths and
material characteristic lengths.
lRV E l P11 P21 P12 P22
0.5 mm
0.1 mm 3652.09 38.75 9.05 -832.33
0.5 mm 3684.56 39.04 9.10 -832.09
1.0 mm
0.1 mm 3658.23 38.64 8.86 -798.62
0.5 mm 3763.86 39.40 9.13 -790.01
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Table 7.4: Homogenised higher-order stressesQ [MPa mm] resulting from the RVE with a void sub-
jected to the deformation history from a beam under bending, with different RVE lengths and ma-
terial characteristic lengths.
lRV E l Q211 Q112 Q222 M211 M112 M222
0.5 mm
0.1 mm 47.32 -134.98 59.02 47.20 -137.83 59.55
0.5 mm 990.91 -1065.08 1567.57 991.89 -1070.24 1567.70
1.0 mm
0.1 mm 73.32 -324.94 73.72 72.66 -335.39 76.16
0.5 mm 1005.18 -1420.93 1527.16 1005.59 -1434.66 1528.41
l = 0.1 mm l = 0.5 mm
(a) lRV E = 0.5 mm
l = 0.1 mm l = 0.5 mm
(b) lRV E = 1.0 mm
Figure 7.5: Distribution of the equivalent stress on the deformed RVE meshes for the RVEs with a
rigid fibre, with different RVE lengths and material characteristic lengths.
l = 0.1 mm l = 0.5 mm
(a) lRV E = 0.5 mm
l = 0.1 mm l = 0.5 mm
(b) lRV E = 1.0 mm
Figure 7.6: Distribution of ‖Q‖ on the deformed RVE meshes for the RVEs with a rigid fibre, with
different RVE lengths and material characteristic lengths.
Table 7.5: Homogenised first Piola-Kirchhoff stresses P [MPa] resulting from the RVE with a rigid
fibre subjected to the deformation history from a beam under bending, with different RVE lengths
and material characteristic lengths.
lRV E l P11 P21 P12 P22
0.5 mm
0.1 mm 1948.97 20.58 4.85 -463.21
0.5 mm 2403.37 25.04 5.47 -549.72
1.0 mm
0.1 mm 1715.62 18.00 3.92 -373.40
0.5 mm 2323.49 23.64 4.86 -522.41
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Table 7.6: Homogenised higher-order stressesQ [MPa mm] resulting from the RVE with a rigid fibre
subjected to the deformation history from a beam under bending, with different RVE lengths and
material characteristic lengths.
lRV E l Q211 Q112 Q222 M211 M112 M222
0.5 mm
0.1 mm 19.16 -53.43 20.33 19.14 -53.53 20.17
0.5 mm 429.46 -474.79 632.42 429.44 -475.74 632.55
1.0 mm
0.1 mm 24.49 -128.53 18.66 24.46 -129.72 18.76
0.5 mm 437.43 -613.00 599.27 437.34 -616.39 599.63
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7.4 Influence of the constituents size
Aiming to assess the capabilities of the present model to capture the influence of the constituents
size on the homogenised response, the RVEs introduced in Section 6.5 are recalled here. The macro-
scopic deformation history observed at point A in Figure 6.13 is applied to the RVEs. In this case,
only the RVEs with length lRV E = 0.828 mm are analysed, with two different values of the fibres
radius, as shown in Figure 7.7. The results are obtained with five realizations of each RVE config-
uration. The matrix and fibres are described by the Mindlin’s elastic constitutive model, with the
properties presented in Table 7.7. The characteristic length is defined to correspond to the fibres
radius.
(a) sRV E = 16 fibres
r f = 0.064 mm
(b) sRV E = 64 fibres
r f = 0.032 mm
Figure 7.7: Representation of one realisation of each RVE configuration employed for the analysis
of the fibres size influence.
Table 7.7: Material properties of the microscopic constituents.
Matrix Inclusions
Young modulus (E) [GPa] 30.0 72.4
Poisson ratio (ν) 0.3 0.2
Characteristic length (l ) r f r f
The evolution of the homogenised stresses is presented in Figure 7.8.
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Figure 7.8: Evolution of the homogenised stresses.
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7.4.1 Discussion of the results
Even though the equivalent homogenised stress (computed from the homogenised Piola-Kirchhoff)
is not influenced by the constituents size, it is clearly demonstrated that the homogenised higher-
order stress tensor depends on the fibres radius. The magnitude of the higher-order stress is higher
for larger fibres, which is consistent with the fact that for larger constituents the scale separation
is weaker, and therefore the second-order effects become more significant. Obviously these results
are obtained mainly due to the chosen microscopic characteristic length, that is directly related to
the fibres radius. Nevertheless, this is an admissible assumption.
The observations made here are in contrast with the results from Section 6.5. Therefore, whereas
standard second-order homogenisation is not able to capture the influence of the constituents size,
the fully second-order homogenisation scheme presented in this chapter is able to model this kind
of size effects.
7.5 Multi-scale analysis of the boundary shear layer problem
The classical problem of the boundary shear layer, introduced in Section 4.6.3, is analysed here in a
multi-scale FE2 context, with the fully second-order homogenisation formulation. The 15 Q8F4L1
elements mesh is employed to discretise the macro-scale. At the micro-scale, the RVE shown in
Figure 6.30a is employed, with the elastic properties presented in Table 6.19. The mixed elements
Q8F4L1 are also employed to discretise the microstructure. Two different values of the RVE length
are analysed by employing a scale factor to the RVE model (lRV E = 0.5 mm and 1.0 mm), and three
different values of the microscopic characteristic length are considered for each case: i) l = 0.05
mm, ii) l = 0.10 mm and iii) l = 0.5 mm.
The distribution of the deformation gradient component F12 along the macroscopic layer height
is plotted in Figure 7.9, for each RVE length, and for the distinct micro-scale characteristic lengths.
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Figure 7.9: Distribution of the deformation gradient component F12, along the layer height, in the
fully second-order homogenisation FE2 boundary shear layer problem.
7.5.1 Discussion of the results
As indicated by the preliminary results analysed in Section 7.3, the microscopic characteristic length
plays a significant role on the resulting macroscopic second-order response. This is clearly observed
when looking at the distribution of the deformation gradient shear component (Figure 7.9), as well
as when the values of the higher-order stress magnitude are analysed (Figure 7.10). The influence of
the micro-characteristic length is more evident for the smallest RVE length. At the micro-scale, for
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l = 0.05 mm l = 0.10 mm l = 0.50 mm
(a) lRV E = 0.5 mm
(b) lRV E = 1.0 mm
Figure 7.10: Contour plots of the equivalent stress on the deformed meshes at the micro-scale, and
the norm of the higher-order stress at the macro-scale, for the fully second-order homogenisa-
tion FE2 simulation of the boundary shear layer problem, with different RVE lengths and micro-
characteristic lengths.
the RVEs located near the bottom of the layer, the deformation tends to localise in narrower regions
when the characteristic length decreases, due to the non-local nature of the formulation employed
at the RVE level.
7.6 Conclusions
A fully second-order homogenisation formulation for finite strains has been developed in the present
chapter, employing the method of multi-scale virtual power, where both the macro and the micro-
scale material behaviour is modelled through a second gradient continuum theory. The micro-scale
equilibrium problem is solved numerically with mixed finite elements, employing additional La-
grange multipliers to enforce the constraints defining the kinematic admissibility. It is possible to
demonstrate that these Lagrange multipliers are directly related to the homogenised stresses P and
Q. Since, the resulting micro-scale constraints may be expressed exclusively as boundary condi-
tions, volumetric constraints do not arise, and the issues related to RVEs with voids found for the
standard second-order homogenisation (Section 6.4) are not encountered in the present formula-
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tion.
The examples analysed in Section 7.3 show the non-local character introduced through the
micro-constituents characteristic length, that also plays a major role in the homogenised response.
These observations are also made in the FE2 simulation presented in Section 7.5. The capability of
the present model to capture size effects due to micro-constituents size is demonstrated in Section
7.4. Aiming to reduce the error associated with the micro-scale discretisation, mixed finite elements
where the boundary compatibility is also enforced should be tested in a future implementation.
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Chapter 8
A mixed parallel strategy for the solution
of coupled multi-scale problems at finite
strains
The computational cost associated with FE2 multi-scale analysis is directly related to the high num-
ber of micro-analyses (Matsui et al., 2004, Smit et al., 1998). In fact, for each Newton-Raphson it-
eration at the macroscopic problem, the RVE problem attached to each macroscopic integration
point must be solved. Parallel computing allows to take advantage of modern computer archi-
tectures, and alleviate the burden of the computational cost in multi-scale simulations. A mixed
parallel strategy for the solution of FE2 multi-scale analyses at finite strains, with possibly path de-
pendent constitutive behaviour at the micro-scale, is presented in this chapter. It combines a non-
conforming macro-domain decomposition method in the first parallelisation level, with a master-
slave approach employed within each subdomain, for the second level.
In the first place, a master-slave scheme is introduced, where the basic task which is performed
in parallel is the analysis of a macroscopic element, instead of distributing parallel work by macro-
Gauss points. This includes the solution of the micro-scale equilibrium problem together with the
homogenisation of the stress and tangent modulus for all Gauss points of the element. In addition,
the element contributions for the internal force vector and tangent stiffness matrix are also com-
puted. Therefore, the amount of work done in parallel is increased, and the number of communi-
cations is reduced. Dynamic scheduling is adopted for the distribution of macro-elements among
available central processing units (CPUs), in order to minimise idling time. The performance of a
stand-alone implementation of the proposed master-salve scheme is analysed. Its main drawback
is related to memory requirements of the computer running the master process, that may become
prohibitive as the multi-scale problem size increases, due to the underlying microscopic data.
The combination of the master-slave scheme with a macroscopic domain decomposition al-
leviates memory requirements through distribution of data among different machines. The re-
sulting equilibrium problem is solved with an algorithm based on the FETI method (Farhat and
Roux, 1991), that does not require iterative solvers as long as there are non-floating subdomains.
The mortar method (Wohlmuth, 2001) is employed to deal with non-conforming meshes. Besides
allowing an easier mesh generation for complex geometries, the possibility of employing a non-
conforming mesh at the macro-scale may be used to reduce the computational cost, decreasing
the number of macroscopic elements in certain zones, while maintaining an adequate refinement
where it is needed. In order to equilibrate the workload distribution in this mixed parallel strat-
egy, the number of slave CPUs working on each subdomain is adaptively defined according to the
computational demand. This parallel strategy, which is implemented through the Message Passing
Interface (MPI) standard, allows to run hierarchical multi-scale simulations in computers with ei-
ther shared or distributed-memory architectures, from a multi-processor workstation to a Beowulf
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cluster, within a reasonable time, and minimising hardware limitations.
8.1 A master-slave scheme
Since the micro-scale equilibrium problems are independent within each macro-iteration, a master-
slave parallel algorithm naturally suits the nested algorithmic structure of coupled multi-scale anal-
ysis programs (Kouznetsova, 2002). Within this kind of approach, there is a master processor that
deals with the global problem and distributes sub-problems among several slave processors, that
can work in parallel. In the context of coupled multi-scale simulations, the master is responsible
for the solution of the macro-equilibrium problem and distributes the macro-Gauss points among
the slaves, that solve RVE equilibrium problems and perform homogenisation in parallel.
In the implementation of Matsui et al. (2004), the RVEs and the corresponding micro-data are
assigned to distributed memory CPUs, with separate input/output devices. With this strategy, only
the macroscopic deformation and homogenised stresses have to be transmitted between the mas-
ter and the slaves. However, it strongly limits the architecture of the machines where the simulation
program can be executed, and hampers the process of obtaining good workload balances, espe-
cially when elasto-plasticity is considered. In order to overcome this and achieve better speedups,
the authors proposed a semi-dynamic assignment, where the RVEs are re-distributed over CPUs
according to information from the first macro-increment. However, since non-linearities are more
pronounced for large strain formulations and the computational effort related to each RVE evolves,
a simple load balancing algorithm might not be able to achieve good workload balances.
Nguyen et al. (2012b) implemented a master-slave parallel algorithm where the RVEs state is
stored in the master process. In spite of introducing extra communication, this allows a much more
flexible implementation. The parallel distribution is made by cycles, where within each cycle one
RVE is sent to each slave, that solves the micro-problem, and returns the results to the master. The
master starts a new distribution cycle after all slaves have finished its analysis. The main drawback
of this implementation is that a poor workload balance is obtained, due to differences on the RVE
solution times on each cycle. When the number of slaves increases, the amount of idling time be-
comes significant, and poor performances are obtained. This implementation scales up to only 4
parallel processors. Rahul and De (2010) proposed a coarse-grained algorithm, within a matrix-free
approach, aiming to minimise communication overheads in a master-slave framework. Scalability
results are shown for linear elastic and hyperelastic micro-constituents.
In this section, a MPI (Message Passing Interface) based parallel master-slave implementation
is proposed, suitable for either shared memory or distributed memory architectures, where the ba-
sic task of the parallel approach is the analysis of a macro-element instead of a macro-Gauss point.
With this strategy, the amount of work done in parallel increases, and the number of communica-
tions between the master and the slaves is reduced. Aiming at a good workload balance, dynamic
scheduling is adopted for the macro-elements parallel distribution among the processors, reducing
the slaves idling time, even when machines with different specifications (CPU clock) are employed.
For each macroscopic iteration, the master starts by distributing one element to each of the
available slaves, along with the needed data concerning the element displacements and underlying
RVEs data (nodal coordinates, internal variables and stress state), as represented in the first block of
Figure 8.1. When any of the slaves finishes its work, the master receives its output (element internal
force vector and stiffness matrix), processes this data by assembling it to the global counterparts,
and sends a new element to be analysed by this slave. Then it is ready to receive the output from
the next slave, and repeats this process until all elements are analysed (second block of Figure 8.1).
Since the master can receive the output of any slave, the slaves do not have to wait for each other to
proceed with the analysis of a new element, resulting in higher parallel efficiencies.
The elements sorting is defined in each iteration by the corresponding analysis time. Then the
elements requiring more computational effort are sent in the first place to the slaves. Since these
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elements are more prone to cause an increment cutting, it is better to analyse them sooner rather
than later in order to minimise unnecessary analysis time.
It is important to remark that with a parallel distribution by macro-elements (instead of macro-
Gauss points), the granularity of the problem increases. The element-level routines to compute
the deformation gradient at the macro-Gauss points, the element internal force vector and stiffness
matrix are also done in parallel at the slaves, in addition to the solution of the microscopic RVE
analysis. This notably reduces the work that has to be performed by the master sequentially, hence
increasing the expected speedup.
The main disadvantage of this implementation is related to the storage of all RVE data, that is
centralised in the master process. In spite of allowing a dynamic scheduling, memory requirements
for the master process may be prohibitive when large FEM models are employed.
8.2 Numerical examples with the master-slave scheme
In the present section, scalability studies are presented to assess the parallel efficiency of the pro-
posed master-slave algorithm. In the first example, the microstructure is modelled considering
a linear elastic behaviour of the constituents at the local level. The second example illustrates a
problem, which has a small number of elements at the macro-scale, but inelastic behaviour is con-
sidered at the micro-scale. The objective is to change the amount of computational work that needs
to be done at each scale. The multi-scale simulations are performed with both linear and periodic
boundary conditions, in a first-order homogenisation framework. All the results presented here,
involving computing time measures, were analysed on our computing machine Atlanticus, which
has two Intel Xeon E5-2650 v4 (2.20 GHz) processors, with a total of 24 physical cores, 128 GB of
RAM DDR4, and operates the Ubuntu 16.04 64-bit operating system. The program was compiled
with the GNU Fortran compiler, linked with MPICH MPI library.
In order to keep this contribution self-contained, some concepts related to scalability analysis
are described here. The speedup obtained with n parallel processors, Sn , is obtained as the ratio
between the sequential, t1, and parallel, tn , computing times:
Sn = t1
tn
. (8.1)
The ideal situation is achieved when the speedup value is equal to the number of processors, i.e.,
Sn = n ⇒ tn = t1
n
. (8.2)
Then, the parallel efficiency is computed as
En = Sn
n
. (8.3)
It is noteworthy to mention that Amdahl’s law states that the speedup that can be achieved is limited
by the share of computing time that can be done in parallel, p:
t1 = p× t1+ (1−p)t1. (8.4)
In this case, the expected wallclock time with n parallel processors is
tn = p× t1
n
+ (1−p)t1, (8.5)
therefore the speedup is limited to
Sn = 1
p/n+1−p . (8.6)
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Figure 8.1: Schematic representation of master-slave algorithm with dynamic scheduling. Firstly,
the elements are sent to available slaves. Then, when a slave finishes, i) the master receives the
results and updates data, ii) assembles to the global macro-problem variables and iii) sends a new
element to that slave.
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Table 8.1: Elastic material properties for the matrix of the butterfly specimen microstructure.
material von Mises
E (GPa) 210
ν 0.3
8.2.1 Butterfly specimen
In this example, the three-dimensional (3D) butterfly specimen represented in Figure 8.2a is anal-
ysed with the parallel strategy presented in Section 8.1. Due to the symmetry relatively to the x y
plane, the finite element model considers only one half of the specimen. The discretisation is
shown in Figure 8.2b, where 576 20-noded hexahedral elements with reduced integration have been
used, yielding a mesh with 3,589 nodes. A vertical displacement u = 0.54 mm is imposed to the
nodes on the top surface of the specimen, in 20 equally spaced increments. For this problem, there
are 576× 8 = 4,608 micro-scale boundary value problems to solve at each macroscopic Newton-
Raphson iteration. The microstructure is modelled through a cubic RVE of size d = 10 µm, with a
spherical void occupying 0.1% of the volume. It is discretised with 1,504 elements of the same type
employed at the macro-scale, resulting in a mesh with 7,020 nodes (see Figure 8.3). Therefore, this
multi-scale model generates more than 97×106 degrees of freedom. The matrix material behaviour
is modelled with a linear elastic law extended to finite strains through the well-known hyperelastic-
based multiplicative framework (de Souza Neto et al., 2008, Peric´ et al., 1992, Simo and Hughes,
1998, Simo et al., 1985, Weber and Anand, 1990), with the properties presented in Table 8.1.
It is important to emphasize that even though the physical size of the RVE is assumed to be
much smaller than the size of the structure, as stated in Section 3.2, within a 1st-order homogenisa-
tion scheme the homogenised results are independent of the absolut size of the RVE finite element
model, but depend on the relative proportions of the micro-constituents.
The evolution of the reaction force in y-direction is plotted in Figure 8.4. In Figure 8.5, the
distribution of the macroscopic equivalent von Mises stress is shown. The microscopic equivalent
von Mises stress distribution in a RVE on element G, defined in Figure 8.2b, is presented in Figure
8.6.
The wallclock time obtained in the solution of the 1st incremental step with different number
of slaves is plotted in Figure 8.7, along with the speedup and parallel efficiency. The evolution of
the time with the number of CPUs is similar in both linear and periodic boundary conditions. Sig-
nificant time reductions are observed when parallel computing is employed, in comparison with
the sequential case, which is recovered when only 1 slave is employed. The speedup evolves al-
most linearly up to 16 slaves, with a slope slightly lower than the ideal case. The speedup values
are marginally higher for the linear boundary condition, but the scalability trend is similar. With
16 slaves a speedup of 13.7 and 14.6 times is obtained for each boundary condition, which corre-
sponds to efficiencies of ∼ 85% and ∼ 91%. A small drop is observed in the parallel efficiency when
the number of slaves increases. A tracing tool was employed to investigate this fact. It was observed
that the source of parallel inefficiency lies mainly on the synchronisation that inevitably occurs at
the end of each macroscopic iteration. Since some slaves finish their last analysed element faster
than others, the master (and finished slaves) have to wait for the slowest slave to finish before the
master can solve the macroscopic boundary problem. However, the fact that macro-element anal-
yses are sorted according to decreasing computation time, results in reduced waiting times at the
end of the macroscopic iteration.
This drop in the parallel efficiency is more evident when using 24 slaves, which is when the
computer is at full charge. This additional loss of performance is caused by the operating system
background processes that consume resources. In spite of this, interesting speedup values are ob-
tained, between 18 and 19.7 times, with a parallel efficiency around ∼ 75% to ∼ 82%.
The potential of the current implementation is highlighted by the significant time savings that
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Fig. 9. Geometry of the plate hole specimen (dimensions in mm). The specimen was taken from Bao (2003).
critical zone
Fig. 10. Finite element mesh for the plate hole specimen and critical zone to fracture.
Fig. 11. Geometry of the butterﬂy specimen (dimensions in mm). The specimen was reproduced from Bai (2008).
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Figure 8.2: (a) Geometry and dimensions (Bai, 2008, Malcher, 2012) and (b) discretisation of the
butterfly specimen, with detail of the necking region.
are achieved within the present multi-scale simulation. In the following example, dissipative con-
stitutive behaviour is introduced at the micro-scale.
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Figure 8.3: Section of the mesh used in the cubic RVE with a spherical void ( f = 0.1%).
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Figure 8.4: Vertical reactions in the 3D Butterfly specimen, subjected to a traction load, obtained
from the multi-scale simulation.
Figure 8.5: Contour plot of the von Mises equivalent stress in the deformed mesh of the 3D Butterfly
specimen, when u = 0.54 mm.
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Figure 8.6: Contour plot of the von Mises equivalent stress in a RVE on the element G, defined in
Figure 8.2b, when u = 0.54 mm.
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Figure 8.7: Time to solve one increment of the multi-scale 3D butterfly specimen problem, using a
different number of slave CPUs with the master-slave parallel scheme (left), along with the corre-
sponding speedup (middle) and parallel efficiency (right).
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8.2.2 3D Uniaxial specimen
In this example, the multi-scale simulation of the traction of a 3D cylindrical uniaxial specimen with
a notch of radius R = 4 mm is performed. The geometry of the macro-domain is shown in Figure
8.8a. Due to symmetry, only one eighth of the domain has to be modelled, as presented in Figure
8.8b. A total of 352 20-noded hexahedral elements (with reduced integration - 8 Gauss points) are
employed, resulting in a mesh with 1,877 nodes. Therefore, 352×8 = 2,816 micro-scale boundary
value problems have to be solved at each macroscopic Newton-Raphson iteration. A displacement
of 1.1 mm is applied to the top surface of the specimen in 20 equally spaced incremental loads.
The micro-scale geometric model is the same used in the previous example. Hence, almost 60×106
multi-scale degrees of freedom exist in this problem. However, non-linear material behaviour is
considered at the micro-scale in this example. The matrix constitutive response is described by the
elasto-plastic von Mises model, with the properties of the Aluminium 2024-T351 presented in Table
8.2 and the hardening curve plotted in Figure 8.9 (Bao and Wierzbicki, 2004, Malcher, 2012).
the internal variable, which is used on the numerical simulation, when the numerical displacement is equal to the experi-
mental displacement to fracture. The critical damage values obtained are listed in Table 2.
The results of the calibration procedure for the stress–strain curves of all models can be observed in Fig. 14. The undam-
aged stress–strain curve obtained for Lemaitre’s model has a more pronounced hardening than the GTN’s model and both are
notably different. It is worth mentioning that the stress–strain curve used in Bai and Wierzbicki’s model (Bai and Wierzbicki,
2008), which is depicted in Fig. 14 and labeled as ‘‘uncoupled damage model’’, is the curve that includes the effect of damage
in the hardening.
It is important to mention that the material properties, the stress–strain curve and the damage parameters employed by
Lemaitre’s and GTN’s constitutive models can be obtained from one single experimental test, which is the stretching of a
smooth round specimen. On the other hand, the parameters needed by the uncoupled model proposed by Bai and Wierzb-
icki, which are listed in Table 1, require four types of experimental tests (Bai and Wierzbicki, 2008): a smooth round bar ten-
sile test, a notched round bar tensile test, a tensile test of ﬂat grooved plate and an upsetting test.
Remark 1. The determination of the material hardening curves and critical damage parameters was based on the stretching
of a smooth bar specimen. Nevertheless, different results would be obtained from the inverse method if the calibration was
carried out based on a different specimen. The authors have used this calibration point because it is the most widely used
(a)
(b)
(c)
Fig. 7. Geometry of the cylindrical notched bars and the smooth bar specimen (dimensions in mm). The specimens were reproduced from Teng (2008).
(a) (b) (c)
Fig. 8. Finite element meshes for the cylindrical notched bar specimens (a) R = 4 mm, (b) R = 12 mm and for the (c) smooth bar specimen.
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Figure 8.8: (a) Geometry and dimensions (in mm) and (b) discretisation of the notched cylindrical
uniaxial specimen.
The reaction force in the load direction is plotted against the applied displacement in Figure
8.10. The macroscopic distribution of equivalent von Mises stress is shown in Figure 8.11, when
u = 0.66 mm. The deformed RVE corresponding to a RVE in element H represented in Figure 8.8b,
at the same instant, is shown in Figure 8.12, where the microscopic fields of the equivalent stress
and accumulated plastic strain are plotted.
For this example, the timing is also analysed with different number of slave processes. Since the
trend observed with either linear or periodic boundary condition is similar to the previous exam-
ple, only the latter is presented in the analyses that follow. In order to assess the influence of the
extra degree of non-linearity introduced by the microstructure dissipative behaviour, the wallclock
Table 8.2: Material properties of the aluminium 2024-T351 (Bao and Wierzbicki, 2004, Malcher,
2012).
material von Mises
E (GPa) 72.4
ν 0.3
σy0 (MPa) 352
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Figure 8.9: Hardening curve of the aluminium 2024-T351 - stress in MPa (Bao and Wierzbicki, 2004,
Malcher, 2012).
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Figure 8.10: Vertical reactions in the 3D cylindrical notched specimen obtained from the multi-scale
simulation.
Figure 8.11: Contour plot of the von Mises equivalent stress, in the deformed mesh of the 3D uniax-
ial specimen, for u = 0.66 mm.
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(a) (b)
Figure 8.12: Contour plot of (a) the von Mises equivalent stress and (b) accumulated plastic strain
in the deformed mesh of a RVE on element H, defined in Figure 8.8b, for u = 0.66 mm.
time is plotted, along with the corresponding speedup and parallel efficiency, for the 1st and the 5th
increment in Figure 8.13.
The timing evolution with an increasing number of slaves follows a trend similar to the observed
in the butterfly specimen example. However, the speedup is much closer to the ideal case, which
is reflected by parallel efficiencies close to 100%, especially in the 1st increment. Even for the 5th
increment, where non-linearities are more pronounced, efficiencies above 92% are obtained up to
16 slaves. A drop is observed when using 24 slaves, by the same reasons presented in Section 8.2.1.
The higher speedups obtained in this simulation are explained by the higher ratio between mi-
cro and macro-analysis computational cost. Here, since the number of macro elements is lower, less
communications are required between master and slaves, minimising communication and syn-
chronisation overheads. Moreover, since the computational effort for RVE simulations is heavier,
the amount of parallel computing time increases, and higher speedups are possible according to
Amdahl’s law. By employing a tracing tool, it was possible to observe that dynamic scheduling for
the distribution of work among slaves returns a very good workload balance. It was also observed
that the main source of parallel inefficiency is related to synchronisation overheads at the end of
macroscopic iterations which, in this simulation, have a more reduced impact in the overall perfor-
mance.
8.3 A non-conforming domain decomposition method
In order to overcome the main disadvantage of a single master-slave scheme for FE2 simulations,
a non-conforming macro-domain decomposition method is introduced in this section, to split the
computational effort and memory requirements of multi-scale analysis among different proces-
sors/computers.
Feyel and Chaboche (2000) employed the FETI domain decomposition method to perform par-
allel computing on multi-scale simulations. The standard FETI method deals with conforming dis-
cretisations on the interface (Farhat and Roux, 1991, Rheinbach, 2009). Nevertheless, it may be
interesting to allow for discretisations with non-matching meshes at the interface. For example,
when dealing with macro-structures with complex geometries, an independent meshing of differ-
ent structural parts, that is likely to result in non-conforming interfaces, facilitates the discretisation
process. In addition, the modelling of multi-physics problems, like fluid-solid interaction, usually
generates non-conforming discretisations at the interfaces.
Furthermore, even for relatively simple macro-models, whenever mesh refinement is needed on
a specific part of the domain, a standard conforming discretisation leads to an increasing number
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Figure 8.13: Time to solve (a) the 1st (u = 0.055 mm) and (b) the 5th increment (u = 0.275 mm) of the
multi-scale 3D uniaxial traction problem, using a different number of slave CPUs with the master-
slave parallel scheme (left), along with the corresponding speedup (middle) and parallel efficiency
(right).
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of elements over the entire domain to cope with this refinement, especially in structured meshes.
Non-conforming discretisations allow to generate meshes where the number of elements is min-
imised outside critical zones, while keeping an adequate refinement level inside. Since the number
of macro-elements has a direct impact on the total number of macro-integration points, and con-
sequently on the amount of micro-analyses needed in a multi-scale framework, non-conforming
meshes can help to reduce the computational cost of FE2 simulations.
The mortar method allows to deal with non-conforming discretisations within a variationally
consistent formulation (Popp et al., 2012, Wohlmuth, 2001). Lacour and Maday (1997) compared
the suitability of the mortar element method and the polynomial FETI method for matching non-
conforming discretisations on a domain decomposition problem. The mortar method showed to
be more appropriate, leading to well conditioned algebraic systems of equations and satisfying con-
ditions that demonstrate the optimality of the approximation.
In what refers to the application of the mortar method in the context of multi-scale modelling,
Lloberas-Valls et al. (2012a,b) proposed an adaptive concurrent multi-scale framework to model
strain localisation of brittle materials, where the macro-structure is divided into subdomains whose
mesh may be selectively refined to accomplish a discretisation of the meso-scale material model.
The FETI method is employed to deal with the domain decomposition problem, and the mortar
method is used to cope with non-conforming meshes. Reis and Andrade Pires (2013) developed a
mortar formulation to enforce periodic displacement fluctuations on the boundary of RVE models
with non-conforming meshes on opposite sides.
In this section, a solution based on the FETI method (Farhat and Roux, 1991), which is very
general and well established in the literature, is employed for the domain decomposition problem
in conjunction with the mortar method, so that non-conforming discretisations between subdo-
mains may be considered. Here, for the sake of simplicity, it will be adopted for the decomposition
of the macroscopic domain into two subdomains, which are non-floating, i.e., they have enough
Dirichlet boundary conditions so that their stiffness matrices are non-singular. However, this may
be extended for general case, requiring the use iterative solvers or a dual-primal FETI formulation
(Farhat and Roux, 1991, Farhat et al., 2001). Stefanica (2001) performed a comparison of precon-
ditioners for the FETI solution with the mortar method. The formulation of the mortar domain
decomposition problem and the strategies employed to deal with it are presented in Appendix B.
8.3.1 A FETI-based solution for domain decomposition with non-floating subdomains
Let us consider a body that is divided into nΩ subdomains, that may have either non-mortar and
mortar interface dofs. After linearisation of the discretised version of Equations (B.4) and (B.5), with
a reorganisation of the dofs according to their nodal positions, the equilibrium problem is solved
through the iterative system of equations:
K(1) 0 W(1),T
. . .
...
0 K(nΩ) W(nΩ),T
W(1) · · · W(nΩ) 0


∆u(1)
...
∆u(nΩ)
λ

=−

r(1)
...
r(nΩ)
0

, (8.7)
where the interface relation matrices W(k) are suitably defined as
W(k) = [0 Dnm −Am](k) . (8.8)
In the case of conforming meshes, these matrices are boolean matrices.
The Lagrange multiplier vector λ can be eliminated from the unknown vector, so that the equi-
librium problem may be set independently in each subdomain k as:
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Figure 8.14: Scheme for the parallel implementation of a macroscale domain decomposition
method.
[
K(k)
]{
∆u(k)
}
=−
{
r(k)+W(k),Tλ
}
. (8.9)
Since only non-floating subdomains are considered here, all subdomain stiffness matrices are
non-singular, and the expression for the corresponding displacement field may be given by:
∆u(k) =−
[
K(k)
]−1 (
r(k)+W(k),Tλ
)
. (8.10)
The continuity constraint, which is stated by the last row of Equation (8.7), can be expressed as:
nΩ∑
k=1
W(k)∆u(k) = 0. (8.11)
Introducing the definition of the local displacement (Equation (8.10)) into Equation (8.11), it
may be rewritten in terms of the Lagrange multiplier vector:
nΩ∑
k=1
W(k)
[
K(k)
]−1
W(k),T ·λ=−
nΩ∑
k=1
W(k)
[
K(k)
]−1
r(k) (8.12)
The Lagrange multiplier vector is determined through this equation and, thereafter, the solution
of the subdomain displacements is easily obtained from Equation (8.10).
8.3.2 Parallel implementation
In the present contribution, this domain decomposition method is implemented at the macroscale.
The macroscopic domain is divided into smaller subdomains, that can be analysed in parallel by dif-
ferent computers, in order to alleviate memory requirements. This idea is depicted in Figure 8.14.
Since only non-floating subdomains are considered here, there is no need to solve the linear system
of equations with an iterative solver. Moreover, as memory requirements and computational cost
are mainly related to the underlying micro-scale analyses and not to the size of the macroscopic
linear system of equations, direct solvers can be employed. Nevertheless, this approach can be ex-
tended to the general case (see Farhat and Roux (1991) for more details). A study on preconditioners
for the FETI algorithm in non-matching meshes tied with the mortar method is provided by Stefan-
ica (2001). The same author has proposed a preconditioner well suited for parallel implementations
(Stefanica, 2005).
The core of the present parallel implementation takes place at the Newton-Raphson scheme
for the solution of the macroscopic equilibrium problem. Therefore, at each macro-iteration, the
domain decomposition strategy is defined according to the steps defined in Box 8.1.
It is important to remark that the subdomain tying matrices W(k) only need to be determined
once, at the problem initialisation, even in the case of non-conforming meshes. Furthermore, the
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Box 8.1 Framework for the parallel domain decomposition strategy.
1. Compute the subdomains flexibility matrix
F(k) =W(k)
[
K(k)
]−1
W(k),T (8.13)
and gap vector
g(k) =−W(k)
[
K(k)
]−1
r(k). (8.14)
This task may be performed independently on each subdomain, thus in parallel. This stage
involves the multi-scale analysis to obtain the constitutive response, allowing to compute the
residual r(k) and the tangent stiffness K(k);
2. Assemble the flexibility and gap measures in one processor:
F=
nΩ∑
k=1
F(k) (8.15)
g=
nΩ∑
k=1
g(k). (8.16)
This is essentially a communication task;
3. Solve the system of equations (8.12), rewritten here as
Fλ= g, (8.17)
to determine the Lagrange multiplier vector. This is done in the processor where the infor-
mation was assembled, and the result λ is broadcast to all the subdomains;
4. Solve the constrained problem in Equation (8.10) to determine the iterative displacement,
which is done in parallel for each subdomain.
inverse of the subdomain stiffness matrix does not need to be explicitly computed to solve Expres-
sions (8.10), (8.13) and (8.14). The right multiplications are obtained more efficiently as the solution
of linear systems of equations.
8.4 A mixed parallel strategy
The domain decomposition method presented in Section 8.3 allows the reduction of memory re-
quirements for the solution of hierarchical multi-scale simulations, distributing the macro-domain
analysis among different computers so that the underlying microscopic data may be stored sepa-
rately. In fact, this is the main drawback of the master-slave approach introduced in Section 8.1,
where all RVEs data must be stored in the machine running the master processor, which may limit
the size of multi-scale problems to be solved with this strategy.
In the context of the domain decomposition method, an increasing number of processors work-
ing in parallel can be achieved by either increasing the number of subdomains or by using multiple
processors working on each subdomain. The former solution may be used at the expense of an in-
creasing size of the interface problem. Moreover, in the present context, the choice of the number of
subdomains should be made taking into account hardware resources (RAM in different machines)
or the morphology of the macro-scale model. Since most of the computational cost is related to
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Figure 8.15: Schematic illustration of the mixed parallel strategy.
the underlying micro-scale analyses, which obtain the residual and the stiffness in each subdomain
(step 1 in Box 8.1), the latter approach becomes more interesting in the context of multi-scale sim-
ulations.
In this section, a mixed parallel strategy that combines the domain decomposition method pre-
sented in Section 8.3 with the master-slave approach introduced in Section 8.1 is proposed. The
non-conforming domain decomposition method is used in the first parallelisation level, and the
master-slave strategy, which has proven to achieve interesting speedups, is employed within each
subdomain, in the second level of parallel computing. An overall scheme of this strategy is illus-
trated in Figure 8.15.
In practice, the parallel processors working on the domain decomposition problem become
masters in the corresponding subdomains, and a set of slave CPUs is attached to each master in
order to add parallelism to the local multi-scale analysis. Memory requirements in each master are
related to the size of the underlying subdomain. Hence, the microscopic information of each RVE is
stored only in the master of the corresponding subdomain. One of the masters, the so-called main
master, is responsible for the data input and results output, and for the solution of the interface
problem.
The parallel work is distributed by the masters to their slaves with a dynamic scheduling, ac-
cording to the technique presented in Section 8.1, so that the workload balance is guaranteed within
each subdomain analysis.
It is important to highlight that, in addition to the distribution of memory requirements, the
computational cost can be reduced with this mixed strategy due to the possibility of using non-
conforming meshes. The macroscopic mesh may be coarsened in regions where low levels of de-
formation occur, while maintaining an adequate refinement level in critical regions, which results
in a reduced total number of macroscopic elements, and therefore in less micro-scale analysis to
perform.
Obviously, the computational load associated with each subdomain depends on the number
of macro-elements and on the evolution of deformation. Zones undergoing higher deformations
require additional computational effort at both scales.
In order to balance the global computational load, a strategy to obtain a similar computing time
on different subdomains has been developed. The main idea is to distribute the available slaves
among the subdomains dynamically, according to the expected computational effort, such that the
global workload is balanced among all slaves.
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In the first macro-scale iteration, the slaves are distributed to the subdomains according to the
corresponding number of macro elements. Then, in the subsequent macro-iterations, the master-
slave groups are updated according to the estimated sequential time for the multi-scale analysis in
each subdomain. Taking subdomain 1 as reference, the ratio of slave CPUs can be defined for all
subdomains:
nsl avesi
nsl aves1
. (8.18)
In order to achieve an equilibrated wallclock time among subdomains, the slaves ratio should be
similar to the estimated sequential time ratio, i.e.:
nsl avesi
nsl aves1
≈ ri = t¯i
t¯1
. (8.19)
The estimated sequential time in a subdomain i , t¯i , is determined from the wallclock time for the
multi-scale analysis ti measured on the previous macro-iteration, according to the number of slaves
that were used:
t¯i = npr evi oussl avesi × ti . (8.20)
With the timing ratios ri and the total number of available slaves nsl aves at hand, and assuming
that the number of slaves on subdomain i may be expressed as
nsl avesi = ri nsl aves1 , (8.21)
the number of slaves attached to subdomain 1 is obtained through the solution of the following
equation:
nΩ∑
i=1
ri nsl aves1 = nsl aves . (8.22)
The number of slaves on the remaining subdomains is recovered through Expression (8.21), under
the condition nsl avesi ≥ 1.
For the first macro-iteration, the ratio ri is obtained from the number of macroscopic elements
in the subdomain i :
ri = nel ems i
nel ems 1
. (8.23)
This strategy is summarised in Algorithm 1.
Algorithm 1: Algorithm for adaptive distribution of slaves between subdomains
if 1st macro-iteration then
get the number of elements nel ems i on each subdomain
ri =
nel emsi
nel ems1
else
get multi-scale analysis time ti on each subdomain
t¯i = ti ×nsl avesi
ri = t¯i
t¯1
end
Solve Equation (8.22) to obtain nsl aves1
nsl avesi = ri ×nsl aves1
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Table 8.3: Comparison of RAM allocated to the master processors in the master-slave and mixed
implementations, for the 3D butterfly specimen.
Memory (MB)
master-slave Master 14196
mixed
Master 1 7124
Master 2 7119
8.5 Numerical examples with the mixed parallel strategy
The examples presented in Section 8.2 are analysed again here, with the mixed parallel strategy,
using an increasing number of slave processors. The standard domain decomposition algorithm is
recovered when 2 slaves are used.
8.5.1 Butterfly specimen
The butterfly specimen traction problem, presented in Section 8.2.1, is solved here with the mixed
parallel strategy. The macroscopic domain is split into two similar subdomains, as illustrated in
Figure 8.16. The light gray and dark gray subdomains have each 288 elements.
Figure 8.16: Domain decomposition of the butterfly specimen and corresponding discretisation.
With regard to the amount of RAM that is allocated to each master in both the master-slave and
the mixed implementations, which is presented in Table 8.3, a significant reduction was observed
with the mixed strategy, as expected. For the mixed approach, the amount of RAM is almost equally
distributed between the two masters, being slightly higher in master 1 (the main master) due to the
memory allocated for output variables and the solution of the interface problem.
The computation time to solve one macro-increment with different number of slaves is plotted
in Figure 8.17, along with the corresponding speedup and parallel efficiency. The sequential time,
which is obtained with only one processor, is included in the left figure for comparison.
The speedup evolution obtained with the mixed implementation is similar to the values ob-
served for the master-slave approach, presented in Figure 8.7. This is explained by the fact that the
computational work is equally distributed between the two masters, since both subdomains are
similar (see Figure 8.16).
Therefore, when employing the mixed strategy to multi-scale problems where the macroscopic
domain is split into two similar subdomains, it is possible to observe that the memory requirements
for each master are reduced in roughly 50%, and the time gains are close to the ones obtained with
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Figure 8.17: Time to solve the multi-scale butterfly traction problem, using a different number of
slave CPUs with the mixed parallel strategy (left), along with the corresponding speedup (middle)
and parallel efficiency (right).
the master-slave implementation. Neverthless, the master-slave approach is always slightly faster.
This can be justified since there is not need to solve the interface problem.
8.5.2 3D uniaxial specimen
Here, the multi-scale simulation of the 3D cylindrical notched specimen is carried out with the
mixed implementation, considering two distinct meshes: i) a conforming discretisation and ii) a
non-conforming discretisation, where the ability of the mortar method embedded in this imple-
mentation is shown.
Conforming discretisation
The multi-scale problem presented in Section 8.2.2 is solved here with the proposed mixed paral-
lel framework. The discretisation is slightly modified in order to accomplish the chosen domain
decomposition, as presented in Figure 8.18. Nonetheless, the total number of macro-elements re-
mains the same, as well as the discretisation in the critical region. The light gray domain has 128
elements and the dark gray domain 224 elements. It must be mentioned that in addition to having
an higher number of elements, the elements in the dark gray subdomain are expected to undergo
larger deformations. Therefore, the computational load on this subdomain is expected to be signif-
icantly higher.
The reaction force evolution obtained is coincident to what is observed in Figure 8.10, as ex-
pected. A comparison between the memory requirements of the master processes with the stan-
dard master-slave approach and the mixed strategy is presented in Table 8.4. They are not equally
distributed between the 2 masters with the mixed parallel strategy, since the number of elements
on each subdomain is not the same. Therefore, the amount of RVEs data is greater in the dark gray
subdomain (master 1). Nonetheless, it is possible to observe a significant reduction in the memory
necessary for each master (master 1 and master 2) even when the subdomains are not similar.
Table 8.4: Comparison of RAM allocated to the master processors in the master-slave and mixed
implementations, for the 3D uniaxial simulation.
Memory (MB)
master-slave Master 8842
mixed
Master 1 5625
Master 2 3227
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Figure 8.18: Domain decomposition of the notched cylindrical uniaxial specimen and correspond-
ing discretisation.
The evolution of the computing time to solve the 1st and the 5th increment of this multi-scale
problem with an increasing number of slaves is plotted in Figure 8.19. Unlike the butterfly specimen
example, here the evolution of the computational time with the number of CPUs is quite different
when compared with the master-slave implementation results (see Figure 8.13). In fact, when using
only 2 slaves, one per subdomain, the parallel efficiency is about 70% and 60%, for the 1st and 5th
increment respectively, which is much lower than what is achieved with the master-slave approach,
where this value is very close to 100%. However, the efficiency recovers when more slaves are em-
ployed, and gets closer to the values observed with the master-slave implementation, except for
some timing fluctuations. This is especially true for the 1st increment, while for the 5th increment
the parallel efficiency recovers to stabilize around the value of 70%.
This behaviour is due to the imbalance of the computational effort between the subdomains,
which results from an higher number of elements in the dark gray subdomain, along with the ad-
ditional effort coming from larger deformations in this subdomain. With only two slaves there is
no possibility to perform their adaptive distribution over the subdomains, since at least one slave
per subdomain is required. However, when the number increases it becomes possible to do so and
a good workload balance is achieved. For this case, the parallel efficiency gets closer to the values
observed with the master-slave approach.
This situation is illustrated in Figure 8.20, where the evolution of the number of slaves work-
ing on each subdomain is plotted (left plot). In the first iteration, 15 slaves work on the notch
subdomain (dark gray) and 9 on the top one (light gray) due to the difference on the number of
macro-elements. As the solution of the problem evolves, the elements on the notch subdomain
require higher computational effort, as shown in the middle plot, with a large difference between
the estimated sequential time in the two subdomains, that would cause a strong workload imbal-
ance. Moreover, the estimated sequential time in the dark gray subdomain varies significantly (red
curve). However, due to the adaptive re-distribution of slaves described in Algorithm 1, the number
of slaves assigned to this subdomain is dynamically changed to values between 17 and 20, and the
wallclock time becomes more equilibrated, as shown in the right plot.
As the finite strain problem evolves, the computational effort gets even more unbalanced be-
tween subdomains, and the workload balancing task becomes more difficult. This is the reason
why the efficiency is significantly lower for the 5th increment. Nonetheless, a parallel efficiency of
70% is achieved, which reflects a speedup close to 17 times, with important memory requirements
savings.
It is possible to conclude that the mixed parallel strategy is applicable to problems where the
macro-domain decomposition creates very different subdomains. Obviously, the reduction in mem-
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Figure 8.19: Time to solve (a) the 1st and (b) the 5th increment of the multi-scale 3D uniaxial traction
problem, using a different number of slave CPUs with the mixed parallel strategy (left), along with
the corresponding speedup (middle) and parallel efficiency (right).
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Figure 8.20: Evolution of the number of slaves working on each subdomain of the 3D cylindrical
notched specimen (left), estimated sequential time (middle) and observed wallclock time (right).
Blue curves refer to the top subdomain (light gray) and the red ones to the notch subdomain (dark
gray).
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Table 8.5: Comparison of RAM allocated to the master processors in the mixed implementation, for
the non-conforming 3D uniaxial simulation.
Memory (MB)
mixed
Master 1 5625
Master 2 2121
ory requirements depends on the number of macro-elements in each subdomain. Nevertheless,
even when the subdomain requires a distinct computational effort, the proposed adaptive strat-
egy for the distribution of slaves is able to balance the workload, as long as the number of available
slaves is high enough. For this case, the speedups are similar to the values obtained with the master-
slave approach. As a future improvement, this algorithm can be enhanced with a work-stealing ap-
proach, where the slaves working on a subdomain migrate to work on another subdomain when
the first one finishes. This would provide a further reduction in the workload imbalance, especially
when large deformations occur.
Non-conforming discretisation
In order to show the suitability of the current implementation to deal with 3D non-conforming dis-
cretisations, the cylindrical notched specimen is meshed according to the representation in Figure
8.21. The number of elements in the light gray domain is reduced to 84, while the dark gray domain
remains with 224 elements.
Figure 8.21: Non-conforming discretisation and domain decomposition of the notched cylindrical
uniaxial specimen.
Contour plots of the displacements magnitude and the macroscopic von Mises equivalent stress,
when u = 0.22 mm, are presented in Figure 8.22. The continuity of both fields is verified across the
non-conforming interface.
The amount of RAM allocated in each of the master processes is shown in Table 8.5. When
comparing with the values of Table 8.4, it is verified that the memory requirements in master 1,
where the dark gray subdomain is solved, remains equal, while in master 2 it has decreased, since a
coarser mesh is now being employed in the light gray subdomain.
Therefore, the mortar method employed within the domain decomposition method in the mixed
parallel strategy, allows the use of meshes with distinct refinements on each of the subdomains.
In addition, the quadratic rate convergence of the Newton-Raphson scheme for the solution of
the macro-scale problem is preserved. The evolution of the relative error in a typical incremental
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(a) (b)
Figure 8.22: Contour plot of (a) the displacements magnitude and (b) the macroscopic von Mises
equivalent stress in the deformed mesh of the non-conforming domain decomposition of the cylin-
drical notched specimen, when u = 0.22 mm.
Table 8.6: Convergence rate for an incremental step of the non-conforming cylindrical notched
specimen multi-scale problem (macro-problem).
iteration relative error (%)
1 7.90612
2 0.432200
3 0.103933×10−2
4 0.310922×10−7
step is shown in Table 8.6.
8.6 Conclusions
In the present chapter a mixed parallel strategy for the solution of homogenisation-based multi-
scale constitutive problems undergoing finite strains is proposed. It combines a non-conforming
macro-domain decomposition method in the first parallelisation level, with a master-slave ap-
proach employed within each subdomain, for the second level. Firstly, a master-slave parallel algo-
rithm is presented, where the distribution of parallel work is done by macro-elements with dynamic
scheduling, in order to reduce the number of communications and increase the amount of work
done in parallel by the slaves, while maintaining a good workload balance. Application examples
show that good speedups are achieved even when strong non-linearities are present at both scales.
The main disadvantage of this approach is related to memory requirements of the master process,
where all RVEs data is centralised. For large size problems, the amount of memory required may
become prohibitive.
The combination of this master-slave scheme with a macroscopic domain decomposition al-
leviates this issue. In the proposed mixed implementation, the domain decomposition is imple-
mented with the mortar method, so that subdomains with non-conforming meshes can be used.
This allows a greater flexibility on the generation of the finite element discretisation and a possible
reduction of the number of macroscopic elements and, consequently, of the overall computational
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effort. The resulting macroscopic problem is undertaken with a FETI-based solution. An adaptive
distribution of slave processes working in the subdomains is proposed, in order to minimise the
computational workload imbalance. The presented results have demonstrated that this approach
is able to reduce the memory requirements of the master process, by splitting the problem into
smaller subdomains. Moreover, if the number of available slaves is large enough, a good workload
distribution can be obtained, even when subdomains requiring quite distinct computational effort
are employed. The macroscopic fields continuity is ensured across the non-conforming interface,
and quadratic convergence rate is achieved in the Newton-Raphson scheme.
In spite of being applied to FE2 simulations in a 1st-order homogenisation scheme only, it is im-
portant to mention that the master-slave scheme may be employed in simulations where a second-
order continuum is used at the macro-scale without additional considerations. In fact, it has been
applied in the simulations presented in Section 6.8. In what refers to the mixed parallel strategy,
since the mortar formulation has been developed for a first-order continuum, it cannot be used
in second-order homogenisation problems. Nevertheless, in a mixed finite element formulation
where relaxed deformation gradients are included, in addition to displacements, as nodal unknown
variables, a mortar formulation that enforces displacements and deformation gradient continuity
across the subdomains interface can be developed.
Chapter 9
Conclusions
Multi-scale models based on computational homogenisation constitute a valuable tool to model
materials with possibly complex microstructures, providing a link between the macroscopic be-
haviour and the underlying microstructural phenomena, accounting for finite strains and dissipa-
tive mechanisms. Nevertheless, the solution of FE2 simulations is computationally expensive due
to the large number micro-scale problems to analyse. In addition, standard first-order homogeni-
sation schemes assume the uniformity of the macroscopic deformation gradient in the RVE and
therefore only linear macroscopic deformation modes are passed to the micro-scale, disregarding
more complex deformations that may appear in regions with high strain gradients and for loadings
like bending or torsion.
Second-order homogenisation-based multi-scale models, where quadratic deformation modes
are enforced on the micro-scale, are explored in this thesis, along with computational strategies
that enable a more efficient solution of multi-scale simulations. Three different types of multi-scale
formulations are addressed: (i) the standard first-order homogenisation scheme, (ii) second-order
homogenisation-based models where the macro-scale is modelled as a second-order continuum,
while the micro-scale is described by the classical first-order continuum mechanics and (iii) a fully
second-order homogenisation multi-scale formulation, where the material behaviour is modelled
with a second-order continuum at both scales. The method of multi-scale virtual power is employed
to derive the formulations introduced, guaranteeing a variationally consistent scale transition.
The first-order homogenisation framework is introduced in Chapter 3, where two distinct strate-
gies to enforce the micro-scale boundary conditions (uniform traction and mortar periodic) in the
resulting finite element equilibrium problem are analysed: (i) the condensation method and (ii) the
Lagrange multiplier method. The Lagrange multiplier method, in spite of increasing the size of the
resulting linear system of equations, performs better with regard to computing time and memory
requirements. The computation of the homogenised consistent tangents, needed in a FE2 frame-
work, is also more efficient with the Lagrange multiplier implementation. In addition, aiming to
enable a faster solution of this kind of formulations taking advantage of modern computer archi-
tectures, parallel strategies are proposed in Chapter 8. In the first place, a master-slave parallel algo-
rithm is presented, where the distribution of parallel work is done by macro-elements with dynamic
scheduling, in order to reduce the number of communications and increase the amount of work
done in parallel by the slaves, while maintaining a good workload balance. Application examples
show that good speedups are achieved even when strong non-linearities are present at both scales.
The main disadvantage of this approach is related to memory requirements of the master process,
where all RVEs data is centralised. For large size problems, the amount of memory required may
become prohibitive. Therefore, a mixed parallel strategy where a non-conforming macro-domain
decomposition method is combined with the master-slave approach employed within each sub-
domain is proposed. The domain decomposition is implemented with the mortar method, so that
subdomains with non-conforming meshes can be used. This allows a greater flexibility on the gen-
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eration of the macro-scale finite element discretisation. The resulting macroscopic problem is un-
dertaken with a FETI-based solution. An adaptive distribution of slave processes working in the
subdomains allows to achieve good workload distributions between subdomains. In spite of being
introduced for a 1st-order homogenisation scheme, it is important to mention that the master-slave
scheme has been employed in simulations where a second-order continuum is used at the macro-
scale without additional considerations.
In the quest to capture second-order deformation modes at the micro-scale through second-
order homogenisation schemes, the macro-scale must be properly modelled by a second-order
continuum model. A full gradient formulation for 2nd-order continuum at large strains, presented
in Chapter 4, is considered throughout this thesis. A three-dimensional hexahedral finite element is
proposed to deal with the solution of the resulting equilibrium equation, that requires C 1 continu-
ity of the displacement field. Numerical examples show that the results obtained with this element
are in agreement with analytical solutions and the corresponding 2D results obtained with well es-
tablished quadrilateral elements.
Several formulations for second-order homogenisation-based models, where the micro-scale
behaviour is described by the classical first-order continuum theory, are presented in Chapter 5,
along with the corresponding implementation details. Due to the good performance obtained with
first-order homogenisation models, the Lagrange multiplier method is also employed to enforce
the micro-constraints in these second-order homogenisation schemes. Firstly, the formulation
proposed by Blanco et al. (2016b) is particularised for the quasi-static case, in the absence of ex-
ternal body forces. Thereafter, an alternative formulation is developed, also using the method of
multi-scale virtual power, but modifying the definition of the homogenised second gradient. For
the minimally constrained models arising from these formulations, it is possible to relate the La-
grange multipliers directly with the homogenised stresses, facilitating the computation of the ho-
mogenised consistent tangents. Finally, in order to clarify the impact of the assumptions made
by other formulations available in the literature, Kouznetsova and Luscher’s models are also intro-
duced. Whereas formulations based on the work of Kouznetsova (2002) result in models where only
boundary constraints are enforced on the RVE, the remaining formulations analysed here require
volumetric constraints to be imposed at the micro-scale.
In fact, Kouznetsova’s periodic constraint does not provide consistent results for the case of a
simple RVE under small strains with different discretisations, due to the lack of the volumetric con-
straint. The minimal constraint of Blanco’s-based formulation suffers from the same pathology but,
in this case, it is related to an overconstraint caused by the symmetric definition of the macroscopic
second gradient. In contrast, the constraints based on the alternative formulation presented in Sec-
tion 5.2 result in consistent responses. In the assessment of a measure of the homogenised second
gradient for different micro-constraints, in Section 6.7, the difference associated with these two for-
mulations is, in general, larger than for the remaining constraints.
It is observed that the response obtained with Luscher’s minimal constraint recovers the re-
sponse of the RVE under the minimal constraint of the alternative formulation developed in Sec-
tion 5.2. Moreover, it is confirmed that the relation between the Lagrange multipliers and the ho-
mogenised stresses is valid, along with the computational framework presented in Sections 5.1.7
and 5.2.6 to obtain the consistent tangents in a FE2 simulation (Section 6.8).
Second-order homogenisation models are sensitive to geometric non-linearities, introduced
by the position of constituents in the RVE, resulting in a coupling between between the macro-
scopic deformation gradient and the homogenised higher-order stress, that is not considered in the
Mindlin’s elastic model. A coupling between the first Piola-Kirchhoff stress tensor and the macro-
scopic second gradient is also obtained.
For RVEs with voids in the microstructure, voids domain must be discretised to obtain the cor-
rect results for the formulations where volumetric constraints are enforced at the micro-scale. This
poses limitations in the analysis of this kind of microstructures, since a very compliant mesh sub-
jected to a reactive body force suffers extreme deformation causing numerical problems.
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In a first-order homogenisation scheme, the RVE length (the physical length of the model)
does not influence the response obtained, that depends mainly on the proportion of the micro-
constituents and their interactions. Moreover, the larger RVE size (number of constituents) is con-
sidered to model the microstructure, the larger is the representativeness of the RVE, yielding a re-
sponse that is closer to the real behaviour. In contrast, the length of the RVE model plays a ma-
jor role in the multi-scale behaviour obtained with models based on second-order homogenisa-
tion. As a matter of fact, since the homogenised response establishes the constitutive law at the
macro-scale, the RVE length defines the characteristic length that drives the non-local and second-
order effects. The relation between the RVE length and the resulting characteristic length found
by Kouznetsova et al. (2004a) remains valid for the minimal constraints of the formulations based
on the method of multi-scale virtual power, when a non-dissipative behaviour is considered at
the micro-scale. Therefore, the choice of an appropriate RVE for second-order homogenisation
schemes is hampered by the need to select a representative model with the length that properly de-
fines the macroscopic non-local behaviour. In the limit, it may happen that the RVE with an appro-
priate length does not contain a representative number of constituents and the RVE length needed
to provide a representative response overestimates the physical material characteristic length, lead-
ing to results that do not describe the real behaviour.
In order to gain a better understanding of the isolated effect of the RVE length and the RVE con-
stituents size in the macroscopic response obtained with second-order homogenisation models,
several realisations of four different kinds of RVE models are considered to model a composite ma-
terial with a fixed fibre volume fraction in Section 6.5. Two different values of the RVE length (the
physical size of the model) are analysed. For a fixed value of the RVE length, two different values are
employed for the fibres size, adjusting the number of fibres to maintain the fibre volume fraction in
the RVE. Hence, since the number of constituents may vary for the same RVE length, it can be seen
as the definition of a generalised RVE size.
When comparing the results obtained with second-order and first-order homogenisation mod-
els, it is observed that the scale separation limit, that is defined here by the divergence of the
homogenised responses between the two approaches, does not depend exclusively on the RVE
length and the magnitude of the macroscopic second gradient, but is also affected by the micro-
constituents constitutive behaviour and by the magnitude of the first-order strain. This is also per-
ceived for the case of RVEs with a polycrystalline microstructure (Section 6.9)
Moreover, whereas the RVE length actually influences the homogenised response, the gener-
alised RVE size, defined by the number of micro-constituents in the RVE model, also related to
the fibres size, affects only the dispersion of the results obtained with different realisations of the
same RVE kind. The conclusions extracted from this observation are twofold. In the first place, it
is shown numerically that size effects related to the size of the micro-constituents are not captured
by second-order homogenisation models that employ a first-order description at the RVE level. In
the second place, the convergence of the macroscopic response obtained with the increasing of the
number of constituents in the RVE model observed in first-order homogenisation schemes can be
replicated for second-order homogenisation models, as long as the generalised RVE size increases
maintaining the length of the RVE model.
In fact, within the framework of computational homogenisation, the RVE can be seen as a nu-
merical model of the real microstructure, whose dimensions may be decoupled from the real con-
stituents dimensions. Therefore, for a given RVE length, the representativeness of the RVE model
may be enhanced by adjusting the size of the constituents in the model by a scale factor in order to
include a larger number of micro-constituents.
These observations motivated the proposal of an adaptive framework for the multi-scale anal-
ysis through second-order homogenisation, presented in Section 6.10, where guidelines are pro-
posed for the choice of the RVE length and the generalised RVE size, and the RVE length, the magni-
tude of the macroscopic second gradient and the first-order strain are employed to define a criterion
for the determination of critical macroscopic regions where second-order homogenisation should
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be used.
A fully second-order homogenisation formulation for solids undergoing large strains is devel-
oped in Chapter 7. Unlike the second-order homogenisation schemes discussed before, in this case
a second gradient continuum theory is considered at the micro-scale. With this, a characteristic
length is incorporated at the micro-scale. To the author’s knowledge, this is the first multi-scale
model of this kind formulated at large strains. The numerical implementation is described in de-
tail, employing Lagrange multipliers to enforce the micro-scale constraints. The relation between
the Lagrange multipliers and the homogenised stresses is demonstrated. Several numerical ex-
amples have been introduced to verify the implementation and understand the main features of
this approach, either in a micro-scale and a FE2 context. In addition to the RVE length, the non-
local character introduced through the micro-constituents characteristic length plays a major role
in the multi-scale response. With this formulation, size effects due to micro-constituents size are
captured. The issue reported for RVEs with voids, modelled with second-order homogenisation
models with a first-order description at the micro-scale, does not arise in this fully second-order
homogenisation scheme, since all the micro-constraints can be expressed on the RVE boundary.
9.1 Future work
The domain decomposition method included in the mixed parallel strategy is valid for a first-order
description only. Therefore, only the master-scale scheme can be employed in a second-order ho-
mogenisation framework. Nonetheless, it is possible to develop a mortar formulation for mixed
finite elements where both C0 and C1 continuity is enforced across subdomain’s interfaces.
With regard to the second-order homogenisation models, alternative discretisation techniques
must be devised to enable the modelling of RVEs with voids without discretising voids domain.
In addition, methodologies for the determination of an appropriate RVE length must be explored.
The calibration of the RVE length value through the analysis of experimental results is a subject
that must be further investigated. It must be remarked that it is possible to employ RVEs with dif-
ferent RVE lengths in distinct directions, which is expected to yield macroscopic responses where
orthotropic material characteristic lengths are obtained. This subject should be explored in future
work.
Finally, since only relatively simple numerical examples have been analysed with a fully second-
order homogenisation model, additional studies involving more complex macro and microstruc-
tures should be performed in order to achieve a deeper insight in the multi-scale response obtained
with this kind of model. The effect of disregarding the boundary compatibility term for mixed finite
elements in the error associated with the micro-scale discretisation must be critically analysed.
Appendix A
Linearisation of the virtual work equation
The weak formulation of the equilibrium equation is linearised in this Appendix. In the first place,
the general procedure for the linearisation of non-linear problems is summarized. Thereafter, the
virtual work equations for finite strain problems, defined in either material and spatial configura-
tions, are linearised.
A.1 Linearisation of non-linear problems
Consider a non-linear problem defined by the function Y : D ⊂X → Y , where the goal is to find
X ∈D such that:
Y (X )= 0. (A.1)
The linearisation of this problem about a pointX 0 consists in findingU ∈X that satisfies:
L(U )=Y (X 0)+DY (X 0)[U ]= 0, (A.2)
where
DY (X 0)[U ]= d
d²
Y (X 0+²U )
∣∣∣∣
²=0
. (A.3)
A.2 Finite Strain Virtual Work Linearisation
A.2.1 Material Description
The material version of the virtual work functional is given by:
G(u,δu)=
∫
Ω
[P (u) :∇Xδu−b0 ·δu]dV −
∫
∂Ω
t0 ·δud A = 0, ∀δu ∈ V . (A.4)
The Piola-Kirchhoff stress tensor can be represented as a function of the deformation gradient:
P (u)=P (F (u)) , (A.5)
whose material definition is given by Expression (2.14).
The linearisation of the weak equilibrium equation about u∗ with respect to the iterative dis-
placement ∆u is given by:
L(∆u,δu)=G(u∗,δu)+DG(u∗,δu)[∆u]= 0. (A.6)
In this case, the directional derivative yields:
DG(u∗,δu)[∆u]= d
d²
G(u∗+²∆u,δu)
∣∣∣∣
²=0
= d
d²
∣∣∣∣
²=0
∫
Ω
P (F (u∗+²∆u)) :∇XδudV. (A.7)
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Since the deformation gradient depends on the perturbation ² through
F (u∗+²∆u)= I +∇X (u∗+²∆u)= F∗+²∇X∆u, (A.8)
the final expression of the directional derivative is given by:
DG(u∗,δu)[∆u]=
∫
Ω
A :∇X∆u :∇XδudV , (A.9)
where the material tangent modulus is defined as:
A= ∂P
∂F
∣∣∣∣
F=F ∗
. (A.10)
Finally, recovering the linearisation concept introduced by Expression (A.6), the linearised vir-
tual work equation for large deformation in the material description is expressed by:∫
Ω
A :∇X∆u :∇XδudV =−
∫
Ω
[P :∇Xδu−b0 ·δu]dV +
∫
∂Ω
t0 ·δud A, ∀δu ∈ V . (A.11)
A.2.2 Spatial Description
The virtual work functional considering a spatial description of motion is expressed as:
G(u,δu)=
∫
ϕ(Ω)
[σ(u) :∇xδu−b ·δu]dV −
∫
ϕ(∂Ω)
t ·δud A = 0, ∀δu ∈ V , (A.12)
where the Cauchy stress tensor is a function of the deformation gradient:
σ=σ(F (u))=σ(I +∇Xu). (A.13)
The spatial and the material virtual work functional are equivalent, but expressed according to
distinct descriptions. The following expressions relate the spatial and material gradient of a generic
tensor field a, and the integral of a scalar a computed in the reference and in the deformed config-
uration:
∇X a =∇xa ·F , (A.14a)∫
ϕ(Ω)
a(x)dV =
∫
Ω
J (X )a(ϕ(X ))dV , J = detF . (A.14b)
Therefore, the directional derivative obtained in the material description (Expression (A.9)) can be
rewritten in the spatial form as:
DG(u∗,δu)[∆u]=
∫
ϕ(Ω)
1
J
A : (∇x∆u ·F ) : (∇xδu ·F )dV
=
∫
Ω
a : (∇x∆u) : (∇xδu)dV , (A.15)
where the spatial tangent modulus components is defined by:
ai j kl =
1
J
Ai mknF j mFln . (A.16)
With the relation between the first Piola-Kirchhoff tensor and the Kirchhoff tensor, the material
tangent modulus may be expressed by:
Ai mkn =
∂Pi m
∂Fkn
=
∂(τi p F−1mp )
∂Fkn
= ∂τi p
∂Fkn
F−1mp +τi p
∂F−1mp
∂Fkn
= ∂τi p
∂Fkn
F−1mp −τi p F−1mk F−1np , (A.17)
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which allows to express the spatial tangent modulus as:
ai j kl =
1
J
∂τi j
∂Fkn
Fln −σi lδ j k . (A.18)
Finally, the linearised version of the spatial virtual work equation is given by:∫
ϕ(Ω)
a :∇x∆u :∇xδudV =−
∫
ϕ(Ω)
[σ :∇xδu−b ·δu]dV +
∫
ϕ(∂Ω)
t ·δud A, ∀δu ∈ V . (A.19)
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Appendix B
The mortar method in solid mechanics
The mortar method has been originally developed in the context of the domain decomposition
techniques (see e.g. Bernardi et al. (1993)), aiming to overcome restrictions in the decomposition
of sub-domains. Nevertheless, it has been successfully applied in coupling domains with distinct
discretisations, such as spectral methods with finite elements, and also coupling finite element sub-
domains with non-conform discretisation. The latter is the focus of the present work. Furthermore,
it has been also applied in the context of computational contact mechanics, in order to impose
contact conditions between different solids (Popp, 2012, Puso, 2004, Puso and Laursen, 2003). The
mathematical background as well as the proofs regarding the method optimality are detailed by
Wohlmuth (2001).
The basic idea is to impose tying or contact between two discretised solids in a weak form, intro-
ducing Lagrange multipliers that act as interface tractions to guarantee suitable contact conditions
between solids. The formulation in the context of continuum mechanics is presented here. More-
over, the application of the method to enforce periodic boundary conditions on RVEs discretised
with meshes that are not conform on opposite faces is addressed.
B.1 Problem Definition
B.1.1 Strong Formulation
Before proceeding, it is important to recall the strong formulation of the general equilibrium prob-
lem in a solid: {
divxσ+b = ρu¨ in ϕ(Ω)
t =σ ·n on ϕ(∂Ω) . (2.37)
Consider now that the solid domainΩ is divided into two disjoint subdomains, i.e. Ω=Ω(1)⋃Ω(2),
as shown in Figure B.1. An interface surface arises in each of the subdomains. Let us consider Γ(1)
the non-mortar interface, and Γ(2) the mortar counterpart. Displacement continuity is required
over the interface. Therefore, in addition to the momentum balance within each subdomain, a
continuity condition must be stated:
divxσ+b = ρ(i )u¨(i ) in ϕ(Ω(k))
t =σ ·n on ϕ(∂Ω(k))
g =u(1)−u(2) = 0 on ϕ(Γ(1))
, k = 1,2, (B.1)
where the gap function g , defined on the non-mortar interface Γ(1), measures the displacement
jump between subdomains.
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Figure B.1: A body decomposed into two subdomainsΩ1 andΩ2, and the corresponding interfaces
Γ1 and Γ2.
B.1.2 Weak formulation
The weak formulation for this problem, considering a quasi-static deformation (u¨ = 0), is defined
from an augmented functional, where the continuity constraint is enforced by a Lagrange multiplier
representing the traction forces that enforce g = 0, i.e., λ=−t (1) = t (2)∫
ϕ(Ω)
(σ :∇xu−b ·u)dV −
∫
ϕ(∂Ω)
t ·ud A+
∫
ϕ(Γ(1)c )
λ ·gd A. (B.2)
The weak equilibrium equation is obtained with the application of the Virtual Work Principle:∫
ϕ(Ω)
(σ :∇xδu−b ·δu)dV −
∫
ϕ(∂Ω)
t ·δud A+
∫
ϕ(Γ(1))
(
δλ ·g +λ ·δg )d A = 0. (B.3)
Since this equality must hold for any variation δu or δλ, it can be rewritten as:∫
ϕ(Ω)
(σ :∇xδu−b ·δu)dV −
∫
ϕ(∂Ω)
t ·δud A+
∫
ϕ(Γ(1))
λ ·δgd A = 0, ∀δu ∈ V , (B.4)∫
ϕ(Γ(1))
δλ ·gd A = 0, ∀δλ ∈M . (B.5)
B.1.3 Discretisation
The finite element method, presented in Section 2.5, is employed to discretise and solve the current
equilibrium problem. In the context of a finite element discretisation, the mortar method allows to
deal with meshes generated independently for each subdomain resulting in non-coincident inter-
face elements.
Interface elements are inherited from the corresponding subdomain meshes, as represented in
Figure B.2. The discretised non-mortar interface is denoted by Γ(s) while Γ(m) defines the mortar
counterpart. The nodes on the non-mortar side Γ(s) are considered slaves, whereas the nodes on
the mortar interface Γ(m) are master nodes. The nodal displacements vector is split as follows:
u=

u(n)
u(s)
u(m)
 , (B.6)
where the superscript s refers to the slave nodes, m to the master nodes and n to the nodes that do
not belong to any of the interfaces.
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Figure B.2: Example of discretised interfaces on 2D and 3D problems.
A standard finite element discretisation is employed to interpolate the displacements inside
each subdomain. The displacements on the interface are interpolated by the shape functions cor-
responding to the interface mesh, which is inherited from the corresponding subdomain discreti-
sation, i.e., the shape functions N (s)k are the trace of the corresponding bulk discretisation:
u(s) (ξ)=
n(s)n∑
k=1
N (s)k (ξ)u
(s)
k , (B.7)
u(m) (ζ)=
n(m)n∑
k=1
N (m)k (ζ)u
(m)
k . (B.8)
where ξ and ζ are the coordinates in the natural space of non-mortar and mortar elements, respec-
tively, Nk corresponds to the shape function value related to k-th node, uk is the nodal displacement
vector, and n(s)n and n
(m)
n the number of nodes on the non-mortar and the mortar side, respectively.
Lagrange multipliers are interpolated on the slave interface Γ(s) using functions Mk that must
be suitably chosen to guarantee the optimality properties of the mortar method:
λ (ξ)=
n(s)n∑
k=1
Mk (ξ)λk . (B.9)
The choice of interpolation functions for the Lagrange multipliers is discussed in Section B.3.
Discretisation of the first two terms of Equation (B.4) is standard (see Section 2.5.2). The discre-
tised coupling interface terms may be conveniently written in matrix format:∫
Γ(1)
λ ·δgd A⇒λT Anmδu(s)−λT Amδu(m) = δuT WTλ , (B.10)
∫
Γ(1)
δλ ·gd A⇒δλT Anmu(s)−δλT Amu(m) = δλT Wu , (B.11)
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Figure B.3: Mapping procedure from non-mortar to mortar side.
where the so-called non-mortar matrix Anm and mortar matrix Am are defined by:
Anm =

Anm11 · · · Anm1n(s)n
... Anmkl
...
Anm
n(s)n 1
· · · Anm
n(s)n n
(s)
n
 , (B.12)
Am =

Am11 · · · Am1n(m)n
... Amkl
...
Am
n(s)n 1
· · · Am
n(s)n n
(m)
n
 , (B.13)
with the sub-matrices
Anmkl =
∫
Γ(s),d
Mk N
(s)
l d A · I, (B.14)
Amkl =
∫
Γ(s),d
Mk N
(m)
l d A · I, (B.15)
where I denotes the identity matrix with the spatial dimension of the underlying problem (2 or 3),
and
W= [0 Anm −Am] . (B.16)
Numerical integration is employed to determine the integrals in Equations (B.15) and (B.14),
which are carried out over the non-mortar side Γ(s). While for the non-mortar matrix all functions
are defined on the non-mortar side, the mortar shape functions N (m)l must be determined on the
mortar side Γ(m). Therefore, the integration points defined on the natural coordinates of the non-
mortar side ξmust be projected on the mortar discretised interface to determine the corresponding
coordinate ζ. This procedure is schematically shown in Figure B.3. More details regarding the de-
termination of mortar integrals are presented in Section B.2.
Finally, the discretised version of Expressions (B.4) and (B.5) yieldsδu
T
{
fi nt − fext +WTλ
}
= 0 ∀δu ∈ V d
δλT {Wu}= 0 ∀δλ ∈M d
, (B.17)
where the force vectors f∗ are compatible with the definition introduced in Expression (B.6). Since
this must hold for any set δu and δλ, the resulting equilibrium problem is defined by the following
equation: {
fi nt − fext +WTλ= 0
Wu= 0
. (B.18)
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B.1.4 Linearisation
The above system of equations is linear on λ, but the term r = fi nt − fext is non-linear on the dis-
placement field u¯. Hence, the iterative Newton-Raphson scheme is applied to solve Equation (B.18),
which requires proper linearisation regarding the displacement field u¯. This is quite similar to the
linearisation of a standard finite element problem, where the stiffness matrix concept is presented
(see Section 2.5). The only difference is that the discretised degrees of freedom are re-sorted accord-
ing to the corresponding group, and extra terms related to tying constraints appear. The resulting
linearised system of equations is given by:
K WT
W 0
∆uλ
=−
r0
 , (B.19)
which, for the sake of clarity, can be expressed in its extended form:

knn kns knm 0
ksn kss 0 Anm,T
kmn 0 kmm −Am,T
0 Anm −Am 0


∆u(n)
∆u(s)
∆u(m)
λ

=−

r(n)
r(s)
r(m)
0

. (B.20)
The matrices k•• represent the stiffness submatrices relating degrees of freedom of distinct groups.
Note that no stiffness matrix relating master and slave degrees of freedom exist, since they belong
to distinct subdomains, and are related by mortar constraints.
This system of equations explicitly shows the main disadvantage of this approach: the number
of unknowns increases with the size of the nodal Lagrange multiplier vector λ. Nevertheless, this
can be easily overcome, since it can be eliminated from the unknown vector. Looking at the second
equation of Expression (B.20), the Lagrange multiplier vector can be expressed by:
λ= [Anm,T ]−1 (−r(s)−ksn∆u(n)−kss∆u(s)) . (B.21)
Replacing the above expression in the remaining equations of the system of equations (B.20), and
defining the matrix α= [Anm]−1 Am , results in the following:
knn kns knm
kmn +αT ksn αT kss kmm
0 Anm −Am


∆u(n)
∆u(s)
∆u(m)
=−

r(n)
r(m)+αT r(s)
0
 . (B.22)
In addition, from the last equation it is possible to retrieve the following linear relation between
slave and master iterative displacements:
∆u(s) =α∆u(m). (B.23)
This enables a reduction of the size of the system of equations, which is finally stated as:
 knn knm +knsα
kmn +αT ksn kmm +αT kssα
∆u
(n)
∆u(m)
=−
 r
(n)
r(m)+αT r(s)
 . (B.24)
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B.2 Determination of Mortar Integrals
In order to solve the linear system of equations of Expression (B.20), besides stiffness submatrices,
mortar matrices Anm and Am must be determined, which involves the computation of mortar inte-
grals over the slave interface. In the present numerical framework, Gaussian quadrature is applied
to compute the integrals. However, since mortar and non-mortar shape functions are defined on
non-conform meshes, integrands may not be C 1-continuous in slave elements. Hence, special at-
tention is required so that this numerical technique does not lose its accuracy. It is important to
remark that in the context of mesh tying problems, these integrals only need to be evaluated once,
during the problem initialisation, since the relative positions between mortar and non-mortar in-
terfaces will not change.
B.2.1 Two-dimensional problems
Regarding the computation of non-mortar integrals, straightforward application of Gaussian quadra-
ture (see Section 2.5.5) on slave interface elements is possible:
Anme,i j =
ng p∑
p=1
wp Mi
(
ξp
)
N (s)j
(
ξp
)
Jp . (B.25)
The global non-mortar matrix (Expression (B.12)) is obtained by assemblage of elemental counter-
parts:
Anm =
ne
A
e=1
Anme . (B.26)
More complicated procedures arise for determining the mortar matrix Am (Expression (B.13)),
since it involves the integration of quantities that are not defined on the slave elements. A mapping
between master and slave interfaces is needed to overcome this difficulty. Furthermore, integration
cannot be performed directly on slave elements, since it does not guarantee that the integrand is
C 1-continuous (continuous first derivative) in the integration domain, and Gaussian quadrature
may lose its accuracy. This motivates the definition of mortar segments, in which both Mi and N
(m)
j
derivatives are continuous.
In practice, these segments are defined by exterior nodes of both master and slave elements.
Therefore, it is necessary to introduce discrete projection methods to obtain the definition of mor-
tar segments on the slave interface. The special case of parallel straight interfaces is treated in a
straightforward fashion, whereas in the general case a normal vector field must be defined on the
slave side, in order to obtain projections of either non-mortar and mortar nodes on the opposite
side. The procedure to determine mortar segments in a general framework is well described by
Popp (2012).
In the context of the present work, only straight parallel interfaces are analysed, as represented
in Figure B.4. Since only one coordinate suffices to define positions on both interfaces (let one
consider x), projections of nodes on the opposite side are direct. Hence, the definition of mortar
segments, as well as the mapping of integration points between master and slave sides, becomes
quite simple when comparing with the general case.
A parametrized space ω ∈ [−1,1], where integration points ωp are defined, is associated to a
given mortar segment, limited by xa and xb . The corresponding xp coordinates are easily retrieved
by:
xp = 1
2
[
ωp (xb −xa)+xa +xb
]
. (B.27)
With the global coordinate at hand, the coordinates in the elements natural space, on both non-
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Figure B.4: Definition of mortar segments (in blue), limited by end nodes of either non-mortar and
mortar elements.
mortar and mortar sides, are obtained with the solution of the following equations, for ξp and ζp :
xp =
n(s)n∑
k=1
N (s)i (ξp )xi
xp =
n(m)n∑
l=1
N (m)i (ζp )xi
. (B.28)
In the case of 2-noded elements, the solution is explicit. However, for higher order elements, non-
linear equations must be solved, thus, a local Newton-Raphson scheme is introduced.
The contribution of each mortar segment d integral to the mortar matrix is computed by:
Amd ,i j =
ng p∑
p=1
wp Mi
(
ξ(ωp )
)
N (m)j
(
ζ(ωp )
)
Jp , (B.29)
where
Jp =
∂xp
∂ωp
= ∂xp
∂ξ
∂ξ
∂ωp
. (B.30)
Finally, the global mortar matrix is obtained by assemblage of all nd mortar segments contributions:
Am =
nd
A
d=1
Amd . (B.31)
B.2.2 Three-dimensional problems
Although the concepts introduced in the previous section, related to the 2D case, are extensible
to 3D problems, the actual implementation is much more difficult due to geometric issues. In the
present document, only the case of plane parallel surfaces is considered. The generic situation is
treated by Puso and Laursen (2003) and Puso (2004).
The most cumbersome task is the definition of mortar segments for 3D problems, which con-
sists in finding the intersections between mortar and non-mortar elements, as shown in Figure
B.5. In the present work, a clipping algorithm from the Polypack package (Kennison, 2000), which
returns the intersection of two polygons defined in a bi-dimensional space, is used to obtain the
intersection polygon between a mortar and a non-mortar element. This is possible since, in this
particular case, both master and slave discretisations can be defined in the same plane, i.e., using a
system of two coordinates. In the general case, an auxiliary plane associated to each slave element
is created, where all nodes are projected, and then the clipping algorithm is employed. Obviously, it
is not known a priori which elements from both sides will generate a non-empty intersection, thus
all possibilities must be tested.
Similarly to the 2D situation, mortar integrals are computed over mortar segments, in order
to guarantee functions continuity. A numerical integration scheme must be defined to determine
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(a) Clipping
(b) Subdivide polygon in triangles
Figure B.5: Definition of mortar segments for 3D problems.
∫
Γd Mk (ξ)Nl (ζ)d A, which is not so direct, since the resulting polygon has an arbitrary shape. There-
fore, the intersection polygon is subdivided into np triangles, where np is the number of polygon
sides. This is performed defining the polygon geometric center as a common vertex, which is linked
to each of the polygon vertices, as shown in Figure B.5b. Integration is performed over these trian-
gles according to the Gauss-Radau rule (Cowper, 1973). The contributions from the triangles are
assembled into the global mortar matrix:
Am =
nd
A
d=1
np∑
t=1
Amd ,t . (B.32)
The strategy employed in the present case is summarized in Box B.1.
B.3 Lagrange Multipliers Interpolation
While standard finite element shape functions are used to interpolate the displacement field on the
subdomains and their interfaces, different interpolation functions Mi can be used for the Lagrange
multipliers. These interpolation functions must satisfy a set of approximation properties, as dis-
cussed by Wohlmuth (2001), that introduces the mathematical theory behind the mortar method.
Two different sets of interpolation functions for the Lagrange multipliers are presented in this sec-
tion.
B.3.1 Standard basis
The most obvious choice for the interpolation of Lagrange multipliers is to use the standard element
shape functions on the interface, which are also used to interpolate geometry and displacement
field. Thus, since Mk ≡N (s)k , the discrete Lagrange multiplier field yields:
λ (ξ)=
n(s)n∑
k=1
N (s)k (ξ)λk . (B.33)
With this approach, slave and master displacements are globally related, which is perceptible by
the existence of a dense dependency matrix α. Besides this fact, inverting the mortar matrix Anm
involves more complicated algorithms (LU-decomposition based algorithms, e.g.), increasing the
computation time. An alternative, which is able to overcome these inconvenient situations, is in-
troduced with a dual basis for the Lagrange multipliers interpolation functions.
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Box B.1 Algorithm for computing mortar integrals in 3D problems, with plane parallel interfaces.
I. Loop over non-mortar elements: i = 1,n(s)el
1. Compute the element non-mortar matrix
Anmi ,kl =
∫
Γi
Mk (ξ)N
(s)
l (ξ)d A;
2. Assemble into the global non-mortar matrix Anm ;
3. Loop over mortar elements: j = 1,n(m)el
i) Determine the polygon intersection: Γd ≡ Γi ∩Γ j ;
ii) If the polygon intersection exists (np ≥ 3):
a) Obtain the polygon geometric center, and subdivide in np triangles;
b) For each triangle, apply Gauss-Radau integration rule to compute
Amt ,kl =
∫
Γd
Mk (ξ)N
(m)
l (ζ)d A;
c) Compute the mortar segment contribution
Amd =
np∑
t=1
Amt ;
d) Assemble into the global mortar matrix Am .
B.3.2 Dual basis
Dual basis interpolation functions for Lagrange multipliers are based on the assumption that they
satisfy the bi-orthogonality condition with the displacement shape functions, i.e.:∫
Γ(s)
Mk N
(s)
l d A = δkl
∫
Γ(s)
N (s)l d A. (B.34)
For practical reasons, this condition is applied in an element-wise framework:∫
Γ(s)e
Mk N
(s)
l d Ae = δkl
∫
Γ(s)e
N (s)l d Ae . (B.35)
Under this condition, the non-mortar matrix Anm becomes diagonal:
Anm →Dnm : Dnmi i =
∫
Γ(s)
Ni d A, (B.36)
which reflects the fact that, unlike standard basis, with a dual basis the coupling between mortar
and slave is localized, therefore, the dependency matrix α becomes a sparse matrix instead of a
dense matrix. Furthermore, the inversion of Anm ≡Dnm becomes trivial.
Considering all these benefits, this approach is especially suitable to employ within the solution
of the discretised problem, through the reduced system on Expression (B.24). As pointed by Popp
(2012), condensation of the linear system of equations could also be performed in the framework
of standard basis. However, it is not desirable since it involves the inversion of a mass matrix, and
the global coupling between slave and master nodes leads to a more complex system of equations
to solve.
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1 2 3 4 5 6 7 8 9
(a) linear, standard basis
1 2 3 4 5 6 7 8 9
(b) quadratic, standard basis
1 2 3 4 5 6 7 8 9
(c) linear, dual basis
1 2 3 4 5 6 7 8 9
(d) quadratic, dual basis
Figure B.6: Representation of Lagrange multiplier interpolation functions for 1D interface elements,
in both standard and dual basis.
For some types of elements, the definition of dual basis shape functions by means of explicit
expressions is possible, namely, when interface elements are characterised by constant Jacobian.
Expressions for these cases are presented next.
In the case of linear 2D elements, non-mortar discretized interface results in linear 1D elements
(line 2). Dual basis interpolation functions are defined by:
M1(ξ)= 1
2
(1−3ξ), M2(ξ)= 1
2
(1+3ξ). (B.37)
A different situation arises when quadratic elements are used, which results in 1D quadratic
elements (line 3). If these elements are undistorted, it is possible to define the following dual basis
expressions:
M1(ξ)= 1
4
(
5ξ2−2ξ−1) , M2(ξ)= 1
2
(
3−5ξ2) , M3(ξ)= 1
4
(
5ξ2+2ξ−1) . (B.38)
For the general case, a method which is presented below must be applied. However, note that for
applications like mesh tying, as mortar relations are defined only once at problem initialisation, the
above expressions may be used.
Functions in standard and dual basis are plotted for both linear and quadratic 1D elements in
Figure B.6.
When linear 3D elements are considered, two distinct interface types of element may appear:
linear triangular (3 nodes) or linear quadrilateral (4 nodes). While for the latter it is not possible to
define general expressions, for linear triangular elements (tri 3) the determinant of the Jacobian is
constant, thus, the explicit expressions for this case yield:
M1(ξ,η)= 3−4ξ−4η, M2(ξ,η)= 4ξ−1, M3(ξ,η)= 4η−1. (B.39)
Whenever the definition of apriori expressions is not possible, the method described in the fol-
lowing paragraphs may be applied (Hartmann et al., 2007).
Consider that the interpolation function functions Mk may be obtained as a linear combination
of N (s)j :
Mk (ξ)=
n(s)n∑
j=1
ak j N
(s)
j (ξ). (B.40)
Introducing this definition in the bi-orthogonality condition (B.35), and representing the result in
matrix form, the following relation is obtained:
Ae M=De , (B.41)
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where the matrix Ae stores the linear mapping coefficients (Aek j = ak j ), M is a mass matrix-like:
M=
∫
Γ(s)e
N (s)j N
(s)
l d A, (B.42)
and De is a local diagonal matrix:
Del l =
∫
Γ(s)e
N (s)l d A. (B.43)
Finally, the linear coefficients are obtained with
Ae =De M−1. (B.44)
Although the above procedure for obtaining dual basis functions can be extended for quadratic
2D interface elements, some computational problems and inconsistencies may arise. In the spe-
cific case of mesh tying problems, when considering tri 6 interface elements, some diagonal com-
ponents will assume zero value, thus Dnm becomes singular, and the condensation method intro-
duced in Expression (B.24) is no longer feasible, since it is not possible to obtain the relation map-
ping matrix α. This is due to the fact that integration of shape functions related to corner nodes on
this kind of elements results in a null value.
This question is even more restrictive for contact problems, where the mortar method is used
to impose contact conditions, since an integral positivity condition∫
Γ(s)
Mk d A > 0 (B.45)
must be satisfied, in order to avoid unphysical gaps and penetrations (Popp et al., 2012), which is
not in the case of Tri 6 and Quad 8 interface elements.
Motivated by this shortcoming, Popp (Popp et al., 2012, Popp, 2012) proposed two alternative
strategies to define dual Lagrange multiplier interpolation functions. One is based on quadratic and
the second on linear dual Lagrange multipliers. Only the former is presented and implemented in
the context of the present work, since the latter assumes that only nodes at element corners carry
Lagrange multipliers.
A modification of shape functions on non-mortar side is proposed, which, for Tri 6 elements, is
defined by 
N˜1
N˜2
N˜3
N˜4
N˜5
N˜6

=

1 0 0 0 0 0
α 1−2α α 0 0 0
0 0 1 0 0 0
0 0 α 1−2α α 0
0 0 0 0 1 0
α 0 0 0 α 1−2α

T 
N1
N2
N3
N4
N5
N6

. (B.46)
The authors state that for α = 1/5 integral positivity is guaranteed for the modified shape func-
tions, and feasible dual Lagrange interpolation functions can be obtained by the enforcement of
the biorthogonality condition between Mk and N˜
(s)
j , following the procedure defined by Expres-
sions (B.40) to (B.44).
With regard to the mortar matrices, Am is computed as in the usual case,
Am,kl =
∫
Γ(s)
Mk N
(m)
l d A, (B.47)
where the only difference is the definition of functions Mk , whereas the non-mortar matrix yields
Anm = D˜T−1, (B.48)
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where D˜ denotes the diagonal matrix that results from the biorthogonality condition, which is given
by
D˜kk =
∫
Γ(s)
N˜ (s)k d A. (B.49)
Once this matrix is computed with basis on the transformed shape functions, it is mapped by Ex-
pression (B.48) to Anm through the global transformation matrix T. Although it is not diagonal any-
more, its inverse is obtained in a simple fashion:[
Anm
]−1 =TD˜−1. (B.50)
Since D˜ is diagonal, its inversion becomes trivial, and the global transformation matrix is obtained
by assemblage of the element transformation matrices, defined by:
Tel =

1 0 0 0 0 0
α 1−2α α 0 0 0
0 0 1 0 0 0
0 0 α 1−2α α 0
0 0 0 0 1 0
α 0 0 0 α 1−2α
 . (B.51)
Therefore, besides overcoming the referred problems, the computational convenience introduced
by the usage of dual basis Lagrange interpolation functions is maintained with this procedure.
B.3.3 Modifications to avoid over-constraint
In the context of the mortar method, special situations exist where over-constraint issues may arise,
and suitable approaches must be introduced.
If a node to which an essential (Dirichlet) boundary condition is applied lies in a non-mortar
interface, it does not make sense that this node carries a Lagrange multiplier component, since its
solution is already defined.
In these cases, the Lagrange multiplier association is conceptually removed from the node, and
a modification of the interpolation functions Mk is established on its vicinity, for the sake of con-
sistency and stability and so that important interpolation characteristics, such as the partition of
unity property (
∑
k Mk = 1), are maintained. Detailed information about the procedures to modify
interpolation functions is presented by Wohlmuth (2001).
This approach is also applied whenever more than two subdomains meet at a crosspoint (1D
interfaces) or an edge (wirebaskets on 2D interfaces), as represented in Figure B.7. In this situation,
more than one mortar constraint is applied to a node that is in the intersection between two dis-
cretized slave interfaces, leading to over-constraint problems. Note that in a crosspoint ns nodes
exist, that arise from the discretisation of ns intersecting subdomains.
In the available literature, it is stated that this issue is solved with the introduction of modifica-
tions on Lagrange multiplier interpolation functions in the vicinity of crosspoints, similarly to the
case of nodes constrained by essential boundary conditions (c.f. Popp (2012), Puso and Laursen
(2003)). Although this procedure is widely presented for crosspoints, a detailed explanation for its
implementation has not been found, namely concerning the choice of the mortar side that actually
constrains the possibly over-constrained nodes. In what refers to 3D problems, the wirebaskets def-
inition is presented by Wohlmuth (2001), but no computational strategy is introduced to deal with
them. Moreover, Puso and Laursen (2003), besides proposing a method to deal with mesh tying for
general 3D problems, only present the case of crosspoints in a 2D framework.
The modifications on the interpolation functions in the vicinity of over-constrained nodes are
presented below, with special focus on dual basis functions. In the case of 1D linear interface ele-
ments, the element adjacent to the constrained node carries only one interpolation function, which
is constant through the entire element: Mk = 1. This is valid for both standard and dual basis.
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Figure B.7: Body divided in more than two subdomains, that meet at a crosspoint(in red).
1 2 3 4 5 6 7 8 9
(a) linear, standard basis
1 2 3 4 5 6 7 8 9
(b) linear, dual basis
1 2 3 4 5 6 7 8 9
(c) quadratic, dual basis
Figure B.8: Representation of Lagrange multiplier interpolation functions for 1D interface elements,
with suitable modifications on extreme nodes, in order to take into account imposed boundary
conditions.
In what refers to 1D quadratic elements, if the left node is prescribed, then modified shape
functions on the adjacent element yield:
M1(ξ)= 0, M2(ξ)= 1−ξ, M3(ξ)= ξ. (B.52)
On the other hand, if an essential boundary condition is applied to the right side node, then:
M1(ξ)=−ξ, M2(ξ)= 1+ξ, M3(ξ)= 0. (B.53)
Representations of interpolation functions Mk with suitable modifications on the limit nodes,
considering that they are subjected to essential boundary conditions, are shown in Figure B.8.
These plots may be directly compared with the corresponding on Figure B.6.
With regard to the 3D case, Wohlmuth (2001) proposes a technique to modify dual basis inter-
polation functions in the vicinity of a prescribed boundary, that is suitable for linear quadrilateral
and triangular interface meshes. Despite the fact that these modifications have the same theoret-
ical explanation presented above, its application to 3D examples becomes cumbersome due to a
larger number of geometric possibilities. In the cited reference, the modifications for 3D case are
stated as follows, where some comments have been introduced for the sake of clarity:
• Divide interface nodes on:
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Figure B.9: Possible non-mortar interfaces on 3D problems, with representation of node subgroups
to modify interpolation functions (Wohlmuth, 2001).
(i) interior nodes Xi , which are not connected to any boundary node through element con-
nectivities, i.e. ∂(suppMi )
⋂
∂Γ(s) =;, and
(ii) boundary nodes, which share element connections with nodes on the boundary of the
interface;
• Interior nodes (filled circles on Figure B.9) assume interpolation functions as defined, without
any modifications;
• Nodes in group (ii) are split into three subgroups:
(a) nodes Xl ∉ ∂Γ(s) that do not belong to the interface boundary (represented by empty
circles),
(b) nodes on the boundary, which are connected to nodes of subgroup (a), i.e.,
Xl =
{
X j : X j ∈ ∂Γ(s)⋂∂(suppMl )}, and
(c) nodes in the subgroup defined byM = {X j : X j ∈ ∂Γ(s)}\⋃Xl∈Γ(s)Xl , which are the nodes
that belong to the boundary of the interface but are not connected to any node of sub-
group (a) (filled squares);
• Modify interpolation functions of nodes on subgroup (a) according to:
M¯l =Ml +
∑
X j∈Xl
1
n j
M j +
∑
X j∈X
αl j M j , (B.54)
where n j is the number of setsXk such that X j ∈Xk , which reflects the number of nodes of
subgroup (a) to which a node j of subgroup (b) is connected; and
αl j = 1 if ∂(suppMl )
⋂
∂(suppM j ) contains an edge, (B.55)
αl j = 0 elsewhere. (B.56)
This means that the interpolation function associated with each node j in subgroup (c) is
transferred to the node of subgroup (a) that belongs to an element sharing an edge with the
element to which node j belongs.
It must be remarked that, with these modifications, not only function values are modified, but
also the support of Lagrange multiplier interpolation functions, since contributions from distinct
nodes are added to node l , extending the spatial domain where Ml is originally defined.
This strategy has been implemented in the context of the present work. The developed algo-
rithm is presented in Box B.2. In first place, nodes which are subjected to modifications on its
interpolation function are identified, as well as the corresponding boundary nodes that are respon-
sible for that modification, and the corresponding parameter n j . This step is followed by a stan-
dard procedure for the determination of mortar matrices, and, in a final step, suitable assemblage
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is preformed, adding modification terms to the corresponding mortar matrix Am positions. An ex-
planation of the validity of this procedure is given next. Looking at the modified Expression (B.54),
mortar integrals yield:∫
Γ(s)
M¯l N
(m)
k d A =
∫
Γ(s)
Ml N
(m)
k d A+
∑
X j∈Xl
1
n j
∫
Γ(s)
M j N
(m)
k d A+
∑
X j∈X
αk j
∫
Γ(s)
M j N
(m)
k d A. (B.57)
Therefore, it is possible to compute these integrals in a first stage, without introducing any modi-
fications, adding contributions of nodes j , that modify nodes l , to the corresponding rows, during
the assemblage procedure.
Box B.2 Pseudo-algorithm for the modification of Lagrange multiplier interpolation functions on
3D mortar problems.
I. Determine nodes l belonging to subgroup (a), and corresponding nodes j in subgroups (b)
and (c) that will modify each node l , as well as the associated parameter n j ;
II. Loop over non-mortar elements: i = 1,n(s)el
1. Compute elemental non-mortar diagonal matrix
Dnmi ,kk =
∫
Γi
N (s)k (ξ)d A;
2. Assemble into the global non-mortar matrix Dnm ;
3. Loop over mortar elements: j = 1,n(m)el
i) Determine the polygon intersection: Γd ≡ Γi ∩Γ j ;
ii) If polygon intersection exists (np ≥ 3):
a) Obtain the polygon geometric center, and subdivide in np triangles;
b) Determine interpolation functions Mk on dual basis;
c) For each triangle, apply Gauss-Radau integration rule to compute
Amt ,kl =
∫
Γd
Mk (ξ)N
(m)
l (ζ)d A;
d) Compute a=∑npt=1 amt ;
e) Standard assemblage to global mortar matrix Am (except boundary nodes);
f) Add modification contributions to Am . If j modifies k:∫
Γd
M j (ξ)N
(m)
l (ζ)d An j → Amkl ,
or ∫
Γd
M j (ξ)N
(m)
l (ζ)d A→ Amkl .
B.4 Mortar Periodic Boundary Condition
The periodic boundary condition is the most widely used in RVE analysis. This is due to the fact that
the homogenised properties obtained with periodic boundary condition lie between the counter-
parts obtained with linear displacement and uniform traction on the boundary, and, furthermore,
that results converge faster to a stable response as the RVE size increases (Terada et al., 2000).
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However, implementation of standard perdiodic boundary condition (see Section 3.3.3) intro-
duces strong limitations on the RVE finite element model, since it requires the mesh to be periodic,
i.e., nodes on the positive side must have direct correspondence with nodes on the negative side.
Although for simple models this requirement is easily satisfied, it may become cumbersome when
complex microstructures are modelled.
A very interesting proposal to deal with RVEs whose discretisation is not conform on oppo-
site sides is presented by Reis and Andrade Pires (2014). The basic idea is to introduce the mortar
method at the RVE level, in order to impose that the displacement fluctuation field is equal on oppo-
site faces (Expression (3.20)). Actually, this strategy may be seen as a mesh tying problem between
opposite faces, since the periodic boundary condition assumes that the microstructure is periodic
itself, thus, it may be seen as a spatial repetition of the RVE, as shown in Figure B.10.
Figure B.10: Representation of a periodic microstructure as a spatial repetition of similar RVEs.
B.4.1 Problem Formulation
Taking into account the RVE equilibrium strong equations, an additional constraint is added by the
following equation:
g = u˜+− u˜− = 0. (B.58)
It is remarked that, unlike traditional mesh tying problems, here the gap g is defined by the differ-
ence between displacement fluctuations and not between total displacements.
Similarly to what is presented in Section B.1.2, Lagrange multipliers are introduced in the func-
tional in order to impose the above condition, and, applying the Virtual Work Principle, the con-
strained counterpart of Expression (3.11) yields:∫
ϕ(Ωµ)
σ(y , t ) :∇xδu˜dV +
∫
ϕ(Γ+)
λ ·δgd A = 0, ∀ δu˜ ∈ V˜ (B.59)∫
ϕ(Γ+)
δλ ·gd A = 0, ∀δλ ∈M . (B.60)
In this case, the positive side is defined as the non-mortar side, and the Lagrange multiplier vector
coincides with the traction vector field on this side that is responsible for satisfying the boundary
condition.
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B.4.2 Numerical solution
Considering a finite element discretisation, and following the steps presented in Section B.1.3, the
constrained equilibrium equation is defined by
fi
f−−Am,Tλ
f++Anm,Tλ
Anmu˜+−Amu˜−
= 0. (B.61)
Linearisation with regard to the displacement fluctuations results in the following system of equa-
tions: 
ki i ki− ki+ 0
k−i k−− k−+ −Am,T
k+i k+− k++ Anm,T
0 −Am Anm 0


∆u˜i
∆u˜−
∆u˜+
λ
=−

fi
f−
f+
0
 . (B.62)
This represents the linear system of equation for the Lagrange multiplier solution of the equilibrium
problem.
Reis and Andrade Pires (2014) implemented this micro-constraint with the condensation method,
aiming to reduce the number of unknowns on the linear system of equations. A suitable condensa-
tion procedure (see Section B.1.4) is performed. The resulting system of equations (B.63) recovers
the general condensed system of equations for a RVE problem, expressed by (3.35), where non-
mortar degrees of freedom (+) are dependent, and mortar (−) are free: ki i ki−+ki+α
k−i +αT k+i k−−+k−+α+αT k+−+αT k++α
∆u˜
i
∆u˜−
=−
 f
i
f−+αT f+
 . (B.63)
The dependency relation is given by
u˜+ = [Anm]−1 Amu˜− =αu˜−, (B.64)
where α= [Anm]−1 Am denotes the dependency matrix.
B.4.3 Homogenised consistent tangent modulus
The homogenised material tangent modulus for the condensed problem is computed with the pro-
cedure presented in Section 3.3.5. However, if the problem is solved through the mixed approach
presented in Equation (B.62), a slightly different procedure is required.
The same starting point is employed. The homogenised stress vector can still be obtained
through Equation (3.47), hence the material tangent modulus matrix is determined by Expression
(3.53). Developing this expression for this particular case yields:
A= 1
Vµ
Db
[
∂fb
∂ui
∂ui
∂F
+ ∂f
b
∂u−
∂u−
∂F
+ ∂f
b
∂u+
∂u+
∂F
+ ∂f
b
∂up
∂up
∂F
]
= 1
Vµ
Db
[
kbi
∂ui
∂F
+kb− ∂u
−
∂F
+kb+ ∂u
+
∂F
+kbp ∂u
p
∂F
]
= 1
Vµ
Db

[
kbi kb− kb+
]

∂u˜i
∂F
∂u˜−
∂F
∂u˜+
∂F
+
[
KB
][
Dtot al
]T
 . (B.65)
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In order to compute the derivatives of the fluctuations with regard to the macro-deformation gra-
dient, the derivative of the residual in Equation (B.61) is set to zero, which is true when RVE equi-
librium is achieved:
∂
∂F

fi
f−−Am,Tλ
f++Anm,Tλ
Anmu˜+−Amu˜−
= 0. (B.66)
Developing this expression leads to the following linear system of equations with multiple right-
hand-sides:

ki i ki− ki+ 0
k−i k−− k−+ −Am,T
k+i k+− k++ Anm,T
0 −Am Anm 0
 ·

∂u˜i
∂F
∂u˜−
∂F
∂u˜+
∂F
∂λ
∂F

=

ki i ki− ki+ ki p
k−i k−− k−+ k−p
k+i k+− k++ k+p
0 0 0 0
 [Dtot al ]T , (B.67)
which allows to obtain the unknown derivatives required to compute the material tangent modu-
lus.
Appendix C
Integration of quadratic triangular
element shape functions
In the implementation of both uniform traction and mortar periodic boundary conditions, it is
necessary to compute the integrals of the shape functions over RVE boundaries, which means that
the shape functions of three-dimensional elements must be integrated over some of their interfaces.
In practice, each 3D element interface yields a corresponding 2D element, and this procedure may
be reduced to the integration of shape functions of the interface element, over its domain.
Due to numerical reasons, it is not desirable that the resulting value yields zero. However, when
considering quadratic triangular interface elements (tri 6), the integration of shape functions re-
lated to element corners leads to this undesirable result. This fact is shown in the present Appendix.
The tri 6 element shape functions are expressed in the parametric space (ξ,η) as:

N1 = (1−ξ−η)(2(1−ξ−η)−1)
N2 = 2ξ2−ξ
N3 = 2η2−η
N4 = 4ξ(1−ξ−η)
N5 = 4ξη
N6 = 4η(1−ξ−η)
, (C.1)
where 1, 2 and 3 refer to corner nodes, and 4, 5 and 6 correspond to edge nodes, as illustrated in
Figure C.1.
Figure C.1: Representation of the quadratic triangular element (tri 6).
Integration of corners related shape functions, over the element domain, is performed in what
follows, aiming to show that zero is obtained for all three corners:
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∫
Ω(e)
N1d Ae =
∫ 1
0
∫ 1−ξ
0
[
1−ξ−η][2(1−ξ−η)−1]dηdξ
=
∫ 1
0
∫ 1−ξ
0
(
2ξ2+2η2−3ξ−3η+4ξη+1)dηdξ
=
∫ 1
0
[
(2ξ2−3ξ+1)(1−ξ)+ 2
3
(1−ξ)3+ 1
2
(4ξ−3)(1−ξ)2
]
dξ
=
∫ 1
0
[(−2ξ3+5ξ2−4ξ+1)+ 2
3
(−ξ3+3ξ2−3ξ+1)+ 1
2
(
(4ξ3−11ξ2+10ξ−3)]dξ
=
(
−2
4
+ 5
3
−2+1
)
+ 2
3
(
−1
4
+1− 3
2
+1
)
+ 1
2
(
1− 11
3
+5−3
)
= 1
6
+ 1
6
− 1
3
= 0, (C.2)
∫
Ω(e)
N2d Ae =
∫ 1
0
∫ 1−ξ
0
(
2ξ2−ξ)dηdξ
=
∫ 1
0
(
2ξ2−ξ) (1−ξ)dξ
=
∫ 1
0
(−2ξ3+3ξ2−ξ)dξ
=−2
4
+1− 1
2
= 0, (C.3)
∫
Ω(e)
N3d Ae =
∫ 1
0
(∫ 1−ξ
0
2η2−η
)
dηdξ
=
∫ 1
0
[
2
3
(1−ξ)3− 1
2
(1−ξ)2
]
dξ
=
∫ 1
0
[
2
3
(−ξ3+3ξ2−3ξ+1)− 1
2
(
ξ2−2ξ+1)]dξ
= 1
6
− 1
6
= 0. (C.4)
Appendix D
Computing second-order displacement
derivatives from quadratic elements
The second gradient of the displacements may be expressed in index notation by:
G= ∂
2u
∂X 2
⇒Gi j k =
∂2ui
∂X j∂Xk
. (D.1)
In the framework of the finite element method, the displacement at a given point in an element
is obtained from nodal displacements through the shape functions:
ui = u¯i j N j , (D.2)
where N j denotes the shape function value related to the j -th node of the element, and u¯i j is the
nodal displacement in direction i and related to the j -th node.
The second gradient can be computed as
∂2ui
∂X j∂Xk
= u¯i l
∂2Nl
∂X j∂Xk
. (D.3)
Therefore, in addition to the nodal displacements u¯, it is necessary to determine a third-order array
Hx with the second derivatives of the shape functions:
Hxi j k =
∂2Ni
∂X j∂Xk
, (D.4)
such that the second gradient
G= u¯ ·Hx . (D.5)
Obviously, this is only possible for elements with quadratic shape functions. A similar approach is
followed by Nguyen et al. (2013) and Otero Gruer (2015).
The shape functions are defined in the natural coordinates space ξ, thus it is straightforward to
obtain the second derivatives in this space:
Hi j k =
∂2Ni
∂ξ j∂ξk
. (D.6)
The matrix with the first derivatives of the shape functions with regard to the Cartesian coordi-
nates, B , and the parametric coordinates, Bξ, along with the Jacobian matrix J and its inverse J−1
243
244
are denoted respectively as
Bi j =
∂N j
∂xi
,
Bξi j =
∂N j
∂ξi
,
Ji j =
∂x j
∂ξi
,
J−1i j =
∂ξ j
∂xi
. (D.7)
The second derivatives of the shape functions with regard to the Cartesian coordinates are given
by:
Hi j k =
∂
∂xk
(
∂Ni
∂x j
)
= J−1km ·
∂
∂ξm
(
∂Ni
∂x j
)
= J−1km ·
∂
∂ξm
(
J−1j l ·Bξl i
)
= J−1km ·
∂J−1j l
∂ξm
·Bξl i + J−1km · J−1j l ·
∂Bξl i
∂ξm
. (D.8)
In the second term of Expression (D.8),
∂Bξl i
∂ξm
=Hξi lm . (D.9)
In the first term, it is necessary to determine the derivative of the inverse of the Jacobian:
A j lm =
∂J−1j l
∂ξm
. (D.10)
Departing from the definition of the inverse:
J−1 · J = I ⇒ J−1j l · Jl p = δ j p , (D.11)
and differentiating with regard to ξm , we obtain
∂J−1j l
∂ξm
· Jl p + J−1j l ·
∂Jl p
∂ξm
= 0. (D.12)
From this equation, it results that
∂J−1j l
∂ξm
=A j l m =−J−1j q ·
∂Jqp
∂ξm
· J−1pl . (D.13)
The derivative of the Jacobian matrix is expressed by
Bqpm =
∂Jqp
∂ξm
= ∂
∂ξm
(
∂xp
∂ξq
)
. (D.14)
The coordinate xp may be obtained from element nodal coordinates X¯pn and shape function values
Nn :
xp = X¯pn ·Nn , (D.15)
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therefore, the derivative yields:
Bqpm = X¯pn · ∂
2Nn
∂ξm∂ξq
= X¯pn ·Hξnqm (D.16)
Finally, the second derivatives of the shape functions with regard to the Cartesian coordinates
are expressed as:
Hi j k = J−1km ·
(
J−1j l ·Hξi lm − J−1j q ·Bqpm · J−1pl ·B
ξ
l i
)
= J−1km ·
(
J−1j l ·Hξi lm − J−1j q ·Bqpm ·Bpi
)
. (D.17)
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