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SURZMARY 
We investigate the location of the eigenvalues of the Hermite matrix of a given 
complex polynomial, the question under what conditions a given polynomial and 
the characteristic polynomial of its Hermite matrix are identical, and the question 
under what conditions the Hermite matrix has only one distinct eigenvalue. 
1. THE HERMITE MATRIX 
Let 
f(z) = zn + +P--l + * . . + U,_lZ + a, (1) 
be a polynomial with coefficients in the field of the complex numbers %T. 
With f(z) we associate the n x n symmetric matrix 
whose elements are defined in terms of the coefficients of f(z) by 
& = (p - 1, 4 + (p - 2, v + 1) + * * * + (1, p + v - 2) + (0, p + v - l), 
,LL<V; (cc,b)=O if B>n, (2) 
with 
(& B) = i =+fi+l[(- l)k,d, + (- l)~+lz,a,], (3) 
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‘X=0,1 )...) n- 1; a</?<%. 
S. H. LEHNIGK 
(The overbar denotes the conjugate complex.) 
The terms (a, /j’) defined by (3) are real, (v., 8) = (a, fi). Therefore V 
is a real symmetric matrix. For example, if n = 3 and if we set a, = M, + 
iB”J we have 
41 = 2x1, 4, = - 2/h, bra = - 2M3, 
h33 = ww3 + P‘LP3)’ 
The matrix B plays a fundamental role in the theory of stability of 
linear motions. It was introduced by Hermite [2] and is called the 
Hermite matrix of f(z) (see also [4, Chapt. 41). The main principal minors 
V,, = det(hrV)~,y,l, p = I,. . ., n, of V are called the Hermite determinants 
of f(z). The polynomial f(z) is Hurwitzian, i.e., all zeros of f(z) have a 
negative real part, if and only if all eigenvalues of V are positive [2; 
4, Th. 2.1, p. 801. In other words, f( ) z is Hurwitzian if and only if all 
Hermite determinants of f(z) are positive. In general, by means of the 
Hermite determinants we can determine the number of zeros with 
positive, negative, and vanishing real parts of a given complex polynomial 
[2; 4, Th. 6.2, p. 118, Th. 6.8, p. 1471. 
Hermite’s original theorem [2] has been expressed for the imaginary 
parts of the zeros instead of the real parts. The transformation a, = in-“b,, 
Y = 0, 1,. . .) n, permits us to go from one case to the other. 
Theorem 6.2 in [4, p. 1181 will be needed later. We formulate it here 
without proof as 
THEOREM A. Let the Hermite determinants VP, p = 1,. . , n, of the 
complex polynomial 
f(z) = i u,zn--v, a0 #O 
Y=O 
be different from 0 and let -Y(l, VI,. . . , VJ be the number of variations in 
sign in the sequence (1, VI,. . . , V,}. Then f(z) has Y = V(1, VI,. . , 8,) 
zeros with positive real parts and 1 = n - r zeros with negative real parts. 
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Another theorem which we shall need later is Theorem 6.6 in [4, p. 1271. 
We formulate it as follows, also without proof. 
THEOREM B. The complex polynomial 
is of the form 
f(z) = f&z) fi (2 - ;J”“(z + 5&J”& ,fil (2 - +J~~ = fo(4 d(z) 
@"=l 
with 
(4 5, # - L 
(ii) 0, # 0, real, 
(iii) 0 < 2 $ n, + {*imU = $J = deg d < N, 
/A=1 
(iv) fo(- 5) # 0 if fo(<) = 0 (which implies that fo(z) has no zeros 
zwith vanishing real parts), 
if and only if the last p + 1 Hermite determinants 
Vn = V,_l = . . . = 8,_(,_1, = 0, 
O<P,(% with V. = 1 if 
2. THE EIGENVALUES OF THE HERMITE MATRIX 
of f(z) satisfy the relations 
V,-, # 0, 
p = n. 
Since the Hermite matrix of a complex polynomial is, by definition, 
real symmetric, we know that its Jordan normal form is a diagonal matrix 
and that its eigenvalues are real. 
In this section we want to investigate the location on the real axis of 
the eigenvalues of the Hermite matrix of a given complex polynomial. 
More specifically, we want to prove the following theorems. 
THEOREM 2.1. Let the complex polynomial f (2) = P + a$--l + . * * + 
a,_,2 + a, be such that a, # 0 and VIL # 0. Then 
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(i) there exist 1 G (0, 1,. . . , rt}, y E (0, 1,. . . , n}, 1 + y = 92, such that 
f(z) has 1 zeros with negative real parts and Y = n - 1 zwos with positive real 
parts, 
(ii) the Hermite matrix V of f(z) has Y negative and 1 = n - Y positive 
eigenvalues. 
THEOREM 2.2. Let the complex polynomial f(z) = P + alzn-l + * * . + 
a,_,z + a, be such that a, # 0 and V, = 0. Then 
(i) there exist p E (1,. . , n}, 1, E (0, 1,. . , ?a”}, y0 E (0, 1,. , no}, 
no = n - ~5, 1, + r0 = n,, and there exist polynomials f,,(z) and d(z) such 
that f(z) = fo(z) d(z) is of the form occurring in Theorem B, deg f. = n,, 
deg d = p, fo(z) has 1, zeros with negative real parts, and y0 = n, - 1, zeros 
with positive real parts, 
(ii) the Hermite matrix V of f(z) has the eigenvalue 0 of multi$Acity 
p and it has y0 negative and 1, = n, - y0 positive eigenvalues. 
Before we prove these theorems, let us comment on the condition 
a, # 0. Suppose the coefficient a, of f(z) (Eq. 1) is zero. Then there 
exists 4 E {I,. . , n} such that 
f(z) = zqzn-‘l + alz+-‘l+l + - - * + a,_,) 
and a,_, # 0. The definition (2) of the elements of V together with (3) 
shows us that 
h,, = 0 for p = 1,. . , v and 1% - q + 1 < v < 1%. 
In other words, the columns and, since V is symmetric, also the rows of 
V with numbers n - q + 1, n - q + 2,. . . , n - 1, n are zero. Therefore, 
in the case we are dealing with now, the rank of V is at most n - q. 
Consequently, P has the eigenvalue 0 of multiplicity at least q. Further- 
more, the particular form of V shows us that, under our assumption about 
f(z), the matrix (hpy’)T& with h,,’ = huY~n~n=,,,=On_n+l=O is the Hermite 
matrix of the polynomial f&z) = zn-q + alzn-*--l + . . * + a71_-n, a,_, # 
0. Therefore, to study the eigenvalues of P it suffices to study the eigen- 
values of the Hermite matrix of f&z), i.e., of a polynomial whose constant 
term is different from 0. 
Proof of Theorem 2.1. Let f(z) be a complex polynomial of the form 
(1) with a, # 0 and 8, # 0. Then, according to Theorem B, f(z) has no 
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zeros with vanishing real parts. (According to this reference, f(z) has also 
no “conjugate opposite” zeros, i.e., if f(c) = 0 then f(- [) # 0.) Con- 
sequently, l(z) has a certain number 1 of zeros with negative real parts 
and it has Y = IZ - 1 zeros with positive real parts. 
Suppose that all Hermite determinants of f(z) are different from 0. 
Then the number V of variations in sign in the sequence (1, Vr,. . . , F,} 
is equal to the number Y of zeros with positive real parts of f(z). For, if 
V0 # 0, p = I,. ., PZ, and if -tr(l, PI,. ., V,) = s were different from 
Y, l(z) would have s zeros with positive real parts instead of Y. This 
follows from Theorem A. Applying Jacobi’s theorem [l, Th. 2, p. 3031, 
we see that the matrix V has Y negative eigenvalues. Since the assumption 
V, f 0 implies that V is nonsingular, it follows that V has 1 = 92 - Y 
positive eigenvalues. 
We maintain the assumptions that a, # 0 and V, # 0. However, 
now we consider the case that there is at least one vanishing Hermite 
determinant of f(z). (Concerning the stability problem, we are dealing 
here with the “second singular case” of the Hermite criterion 14, pp. 134, 
1351.) To determine the location of the eigenvalues of V, we use a con- 
tinuity argument based on the fact that the elements of V and, con- 
sequently, the eigenvalues of V are continuous functions of the zeros of 
f(z). Let i*(z) be that polynomial obtained from f(z) if we change the 
zeros z,, Y = 1,. , n, of f(z) to Z, + E, with lpVi arbitrarily small and 
so that 
(i) i*(z) has I* = 1 zeros with negative and r* = Y = PZ - 1 zeros 
with positive real parts, 1 and Y being the numbers of zeros with negative 
and positive real parts, respectively, of f(s), 1 + Y = n, 
(ii) sgn V,,* = sgn V, for those p E (1,. . , s} for which VI, f 0, V,” 
being the Hermite determinants of f*(z), i.e., the main principal minors 
of the Hermite matrix P* of f*(z), and 
(iii) V,* # 0 for those p for which V, = 0. 
According to our previous result, V* has Y negative and 1 positive 
eigenvalues. Since the eigenvalues of 0 differ arbitrarily little from those 
of V*, it follows that V has Y negative and 1 = n - Y positive eigenvalues. 
Proof of Theorem 2.2. We study next the case in which a, # 0 and 
V, = 0. Then, according to Theorem 15, l(z) is of the form 
f(Z) = i&) fi (Z - [Jfi(Z + Q”” fi (z - i<0,)i7Q = /o(z) d(z) 
p'=l IL' 1 
Linear Algcbva and Its Afij5lications 4(1971), 407-419 
412 S. H. LEHNIGK 
with 
0) 5, # - 5,, 
(ii) w, # 0, real, 
(iii) 1 < 2 2 n, + i PPZ,, = p = deg d < PZ, 
fi=l p=l 
(iv) f0(- 5) # 0 if fd5) = 0. 
Since V, = 0, we certainly have ~3 3 1 as indicated in (iii). Further- 
more, according to (iv), /a(z) has no zeros with vanishing real parts, i.e., 
/e(z) has a certain number I, of zeros with negative real parts and Y,, = 
n - p - I,, = n, - I, zeros with positive real parts. 
We set now 
Then 
P = 2P, + Pi!. 
From the structure of the factor d(z) of f(z) it is clear that d(z) has pi 
zeros with negative, pi zeros with positive, and p, zeros with vanishing 
real parts. (The 2pi zeros [, and - 4, of d( z are sometimes called conjugate ) 
o$$osite.) Therefore f(z) has 1 = I,, + pi zeros with negative, r = r,, + pi 
zeros with positive, and pa zero with vanishing real parts. 
We turn now to the Hermite matrix V of f(z). From Theorem B it 
follows that Vn = Vn_l = . . * = Vn_n+l = 0, V,_, # 0, 1 < p < YZ, 
V. = 1 if ~5 = n, which shows us that V in this case has rank n - p, 
i.e., that V has the eigenvalue 0 of multiplicity exactly ~5. 
As before, we use a continuity argument (and the same notations) and 
consider a polynomial f*(z) such that 
(i) f*(z) has 1” = 1, + pi zeros with negative and r* = r0 + pi + $J, 
zeros with positive real parts, 
(ii) sgn V,* = sgn V. for those p E (1,. . . , a} for which V, f 0, 
(iii) V,* # 0 for those p for which VI, = 0. 
It follows that the Hermite matrix V* of f*(z) has Y,, + pi + 9, 
negative and I,, + ~5, positive eigenvalues. Since the eigenvalues of V 
differ arbitrarily little from those of V* and since we know that V has 
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the eigenvalue 0 of multiplicity ~5 = 2pp, + p,, we see that P has Y,, 
negative and 1, positive eigenvalues. 
3. FIXED POINTS OF THE HERMITE OPERATOR 
We denote by /z(z) = det(z1 - Ir) the characteristic polynomial of 
the Hermite matrix Ir of the polynomial f(z) = P + aiz+l + . . . + 
an-12 + 4v U”E%, Y = 1,. . .) n. I is the n x n identity matrix. We are 
interested in conditions under which h(z) = f(z). Let us consider the transi- 
tion from f(z) to h(z) as being carried out by an operator 8,: %P -en; 
V, shall be called the Hermite operator. We use the subscript n to indicate 
the degree of the corresponding polynomial f(z). 
If we write 
h(z) = 2 b$-“, b,= 1, 
v=o 
and introduce the column vectors a = (ai,. . . , u,)~ and b = (b,, . . , bJT 
(T = transpose), we may also write b = V,a. We may ask now for 
fixed points of the operator V,, i.e., for points a for which V,a = a. 
Since the coefficients of the characteristic polynomial /z(z) of V are all 
real (V is real), we see that, if fixed points exist, they are points in Wn. 
In other words, a necessary condition for the existence of fixed points of 
V, is that the polynomial f(z) be real (have real coefficients). Now, if 
f(z) is real, B = (hpv)~y,l reduces to a symmetric checker board matrix 
in which h,, = 0 if p + v is 0aa and (K, 8) = (- I)Y~u~u~, tc + p odd, 
fi = u + 2y + 1. This follows from (2) and (3) (see also [4, pp. 93, 941). 
To get a feeling for our problem, let us look at it for n = 1, 2, and 3. If 
n = 1, f(z) = z + a, and h(z) = z - 2a, so that V, has the fixed point 
a(l) = a, = 0. For n = 2 we have f(z) = z2 + uiz + us and /z(z) = $2 - 
2a,(l + ue)z + 4ui2a,. For a = (ai, u2)T to be a fixed point of V2, the 
system of two nonlinear algebraic equations in two unknowns, 
a, = - 2u,(l + a,), ar = 4a12ug, (4) 
has to be satisfied. Evidently this system has exactly three solutions, 
namely, 
a(l) = (0, O)T, a(2.3) = (& 8, _ #) 2’. 
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Turning to n = 3, we see that we have to study the system of three 
equations in three unknowns, 
a, = 4(a,a, - Q)(Ul t u.,as t- a::), 
u3 = - 8a3(u,a2 -- a.J2. (5) 
It is clear that a(l) = (0, 0, O)T and a cm = (& f, - $, O)T are solutions 
of (5), i.e., fixed points of V,; for, if we set us = 0, system (5) reduces 
to (4). We generalize this observation by noticing that, if a is a fixed point 
of the Hermite operator V,_,, PZ > 2, 1 < $I < $2 - 1, then the augmented 
vector (a’, 0,. . , 0) T is a fixed point of the operator V, corresponding 
-- 
to the polynomial f(z) = ,P + a,z+l + . *. f a,_,2 + a,. For, if we 
set the coefficients a,, a,_,, . , a,_,+l of j(z) equal to 0, On_,, is the 
Hermite operator of the polynomial f&z) = zn--P + a&--P-r + . . * + 
a,,_, (at the beginning of Section 2 see the discussion of the case that 
f(z) has the zero 0 of positive multiplicity). 
Let us observe next that the operator V, has no fixed points other than 
those given right after (5). For, if a = (al, a,, as)’ were a fixed point 
of V3 with a3 # 0, the last equation in (5) would imply that uluz - a3 = 
+ i/Zv2, which in turn would imply that at least one of the coefficients 
of f(z) was nonreal. However, as pointed out earlier, f(z) must be real for 
the fixed point problem. We may also generalize this observation. The 
characteristic polynomial h(z) of V has the constant term b, = (- l)“V,, 
with V, the last Hermite determinant of j(z), VTL = det V. For real 
j(z) the last Hermite determinant V, of I(Z) is 
V,L = PH,_,H,, 
where H,,_r and H,, are the last two Hurwitz determinants of j(z). This 
particular relationship between V, and H,_, and H, is a consequence 
of the checker board structure of P for real j(z) (see also [4,‘Eqs. (4.7) and 
pp. 95-981). 
The Hurwitz determinants H, = det(H,,)yL,,, _,, p = 1,. . , $2, of the 
real polynomial j(z) = zn + arz”-l + . . . + a,_,z + a, are the main 
principal minors of the n x 7% matrix H = (H,,):“,,,, m1 defined in terms 
of the coefficients of f(z) by 
H,, = a2V-u, /6,v=1,...,12; a, = 0 if ci < 0 or a > 9%. 
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The matrix H was introduced by Hurwitz [3] to solve the stability 
problem for real linear autonomous motions. The special form of the 
matrix H implies that 
so that 
H, = aJf,_, 
0, = 2”a,Hi_, 
Therefore the constant term b, of the characteristic polynomial h(z) of 
V is (- l)n2nanHE_1. The system of algebraic equations for fixed points 
of the operator V, contains the equation 
or, if a, # 0, 
a, = (- l)+l~a,H~pl, 
1 = (- 1)“2”H;_,. 
This equation shows us that for odd values of n the determinant H,_, 
must be nonreal, i.e., that there must be at least one nonreal coefficient 
of f(z). Consequently, if 14 is odd, the Hermite operator V, has the fixed 
points a = (aE_i), O)T with ali_i) a fixed point of the operator V,_,. 
Another remark concerns the number of nontrivial fixed points of the 
operator V, for ez’en values of n. If we divide Eqs. (4) corresponding to 
n = 2 by a, and a2, respectively, we obtain the equations 
2a, + 3 = 0, 4alZ - 1 = 0. (6) 
The first of these equations is of degree nz, = 1, the second is of degree 
mi! = 2. The theorem of Bezout 15, Th. 140, p. 3001 states that, if the 
polynomials involved in /2 equations with f~ unknowns are coq!Aete and of 
degree mi, . , nz,, respectively, then the system has mi * . * mk solutions. 
For ~a = 2 our system has two solutions and mirnmZ = 2, i.e., the number 
of solutions agrees with that given by Bezout’s theorem. In other words, 
in going from the general system 
of two complete equations of degrees mi = 1, m, = 2 to the special case 
(6) by specifying the parameter coefficients cc,, the conditions under which 
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Bezout’s theorem holds are not violated. Nothing can be said at present 
about the number of solutions for n > 4 even. Even if B&out’s theorem 
holds for the systems of equations discussed in this section corresponding 
to even values of n > 2, the number of solutions is greater than the number 
of fixed points. This becomes immediately clear when we remember that, 
for the fixed point problem, the coefficients a, have to be real andwhen 
we observe that there exist nonreal solutions of the equations. For 
example, the vectors 
are solutions for n = 4. 
4. THE CASE THAT det(zl - 8) = (Z - +Jn 
Let us investigate now conditions under which the Hermite matrix 
B = (Iz~~)~,~=~ (see (2) and (3) of a given polynomial f(z) = z” + a,z+l + 
* * . + a,_,~ + a,, a, E %?, Y = 1,. . . , N) has the eigenvalue z0 of multiplic- 
ity 1%. Since a symmetric n x n matrix has n linearly independent eigen- 
vectors, it is clear that the condition that B have the eigenvalue za of 
multiplicity n implies that z,l - V must be the null matrix, i.e., that B 
must be diagonal. 
We consider first the case in which the constant term a, of f(z) is 0. 
More generally, we consider the case that a, = a,_, = 1. . = an-q+1 = 0, 
an_-a # 0, 1 f p < n, i.e., that 
f(z) = z”(z~-~ + a12+q-1 + a,_,) = zqin_,(z). 
We already know that, under these circumstances, certainly V, = det V = 
0, so that V has the eigenvalue 0. For V to have no other eigenvalue, 
V must be the null matrix which implies that all Hermite determinants 
must be 0. But then all Hermite determinants of the polynomial f&z) 
with constant term a,_, # 0 must be 0. Therefore we consider now the 
case in which the polynomial f(z) has a nonzero constant term a,. 
Let n = 2. We set a, = CC, $- i/I,, Y = 1, 2, and observe that 
Jzr, = (0, 1) = 2x1, h,s = (0,2) = - ap,, lzse = (1,2) = 2(a,cQ + fir&). 
For V to be equal to z,I, the equations 
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2ar = za, - 28, = 0, 2(wk? + PI&) = 20 (7) 
must be satisfied. For z. # 0 the solution is 
20 
u, =-f 
2 
fir arbitrary, cc2 = 1, 
so that f(z) must be of the form 
For z. = 0 the solution of (7) is 
CA1 = 0, ,fIr arbitrary, tcs arbitrary, 
so that 
f(z) = z2 + i&z + us. 
Since for z. = 0 the Hermite determinants 17r and V, of f(z) are 0, Theorem 
B implies that either 
or 
f(z) = (z - ior)(z - iw,), 0, # 0 real, /J = 1,2, 
f(z) = (2 - 5‘)(z + Q> C#-k. 
Let a, # 0 and n > 2. The fact that, for V to have the eigenvalue 
z. of multiplicity n, V must be diagonal implies that 
h,, = (0, Y) = 0, v = 2,3, . . . , n, (3) 
h,, = (1, n) = 0 (9) 
(see again the definition of P’ according to (2) and (3)). These equations 
represent n conditions on the coefficients a,, . . ., a, of f(z). (We recall 
that a, = 1.) We set a, = cc, + i/l,, Y = 1,. . ., n. Then 
J2iYP” if v > 2 is even, 
‘Iv = (‘I ‘) = \2iY-la, if y > 2 is odd. 
Observing equations (S), we see that /J, = 0 if v > 2 is even and that 
CI, = 0 if v > 2 is odd, i.e., 
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I”v if Y 3 2 is even, 
av = \ia, if E > 2 is oaa. 
Prom (10) it follows that a, = c(, f 0 if n is even and that a, = i/I, # 0 
if n is odd. But then (9) shows us that, disregarding factors 2 and powers 
of i, CIrcI, = 0 if 1% is even and CXJ?~ = 0 if n is oaa. Consequently 
cc1 = 0. (11) 
This equation implies that h,, = (0, 1) = 0. Therefore our assumption 
that V has the eigenvalue z0 of multiplicity n. requires that z0 = 0. But 
then V must be the null matrix, from which it follows that all Hermite 
determinants of f(z) are 0 and that f( ) z is characterized by Theorem B. 
That I.7 is indeed the null matrix follows from (10) and (11). We remember 
that the elements h,, of V are sums of the form (TX, /I) with tc = 0, 1,. . . , 
n - 1, 3: < p < n (see (3)). Disregarding the factor P+8L1, we have 
r _ - 
ama4 - a,au if t( and /3 are even, 
(~, p) = - aa! + il,ag if CC and P are odd, 
- aaaB - aaaiR if cc is even, b is odd, 
\ 4% + %a4 if cc is odd, /7 is even. 
Observing (10) and (ll), we see that each (a, /I) is equal to 0. 
We have thus proved the following Theorem. 
THEOREM 4.1. If the Hermite matrix V of the polynomial f(z) = P + 
alzn--l + ..I + a,-lz + a,, a,fO,a,E%?,v=l,..., n,withn>2has 
the eigenvalue z0 of multiplicity n, then z0 = 0 and 
with 
0) L # - L 
(ii) c0, + 0, real, 
3 f< 
(iii) 2 cnU+ zm,=n=deg/. 
,, -1 /AL=1 
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(Concerning the Hermite matrix of /(z) we are dealing here with its “first 
singular case” [4, p. 1341.) 
Let us observe that the condition n > 2 is essential. For n = 2, as 
we saw earlier, there is only the condition (0, 2) = 0 which does not 
affect the coefficient a,. 
If we drop the assumption that a, # 0, i.e., if we assume a, = a,_, = 
. . . =a npu+l = 0, a,_, # 0, 1 < 4 < FZ, we have to replace (12) by 
i(z) = 9 d(z), where d(z) is a polynomial of the form (12). 
On the other hand, it is clear that, if f(z) = ~‘1 d(z), 0 ,( 2 < n, PZ > 1, 
with d(z) of the form (12), deg d = n - 4, the Hermite matrix V of l(z) 
has the eigenvalue 0 of multiplicity 92. 
As a direct consequence of our result, we can say that, if f(z) is Hurwitz- 
ian and if deg f > 2, the Hermite matrix of f(z) has necessarily at least two 
distinct eigenaalues. The question then arises as to the maximal multiplicity 
of the eigenvalues of the Hermite matrix of a Hurwitzian polynomial. 
As yet there is no answer to this question. 
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