On the structure of optimal sets for tensor product channel.
M.E.Shirokov * 1 Introduction.
One of the most interesting open problems in quantum information theory is the additivity conjecture for the Holevo capacity of a quantum channel. The role of this conjecture was stressed by Shor's recent proof of its equivalence to several other (sub)additivity problems, in particular, to the additivity conjecture for the minimal output entropy. In this work we propose an observation concerning these additivity problems and based on a result for subsets of state space of tensor product channel (theorem in section 3). For a given quantum channel we consider two optimal sets of states, related to the Holevo capacity and to the minimal output entropy of this channel correspondingly. Some properties of these sets and its convex duality representation are obtained (proposition 4, 5) .
The additivity of the Holevo capacity for two channels Φ and Ψ means an existence of an optimal ensemble for the channel Φ ⊗ Ψ, consisting of product states. The assumption of existence of an optimal ensemble with product state average does not imply additivity of the Holevo capacity, but can be considered as the first step in its proving [3] . In this paper we start from the above assumption for two channels Φ and Ψ with arbitrary linear constraints and show that optimal sets for the channel Φ ⊗ Ψ have special hereditary property in this case (proposition 7). This hereditary property of an arbitrary set with pure extreme points imposes strong constraints on the structure of this set (theorem in section 3). By applying these constraints to the optimal sets for tensor product channel it is possible to obtain interesting conclusions about states with the minimal output entropy (optimal states) and the optimal ensembles for this channel. In particular, it is shown (under the above assumption) that among states with the minimal output entropy for tensor product channel there exist states of special form, called uniformly entangled, whose partial traces are multiple of projectors (proposition 9).
As an auxiliary result, the characterization of the average state of optimal ensemble in terms of convex duality is obtained (proposition 2). 
The case of single channel
where H(Φ(ρ)) = −TrΦ(ρ) log Φ(ρ) is the von Neumann entropy. We denote
The Holevo capacity of the channel Φ can be defined as
The ensemble {p i , ρ i } with the averageρ = i p i ρ i is called optimal for the channel Φ if
It is known that while the optimal ensemble may be not unique, its averagē ρ has the unique image Φ(ρ) (this follows, for example, from proposition 3 below). The minimal output entropy of the channel Φ is defined by
The state ρ is called optimal for the channel Φ if
Consider the convex closureĤ Φ (ρ) of the function H(Φ(ρ)), defined bŷ
where the minimum is over all ensembles {p i , ρ i } of pure state with the average ρ. By definition we have
By dualityĤ
and 
whereρ is the average state of the optimal ensemble for the channel Φ and Φ * is the dual map for the channel Φ. Proof. The expression for H min is obvious. From the definition (1) we have
where H(·||·) is the relative entropy [13] . Each state in S(H) can be represented as a convex combination of some states in ExtrS(H). So, the convexity of the quantum relative entropy implies
1 it is assumed that the operator log Φ(ρ) has the same null space as Φ(ρ).
The statement of the proposition follows from the two last equalities and expression (19) in [12] for the Holevo capacity.△ By proposition 1 in [1] if some operator A ∈ B h (H) is optimal for a given state ρ ∈ S(H) in (2) then this ρ is optimal for the operator A in (3) and vice versa. In addition, each pure state ρ i in the optimal decomposition of ρ is optimal for the operator A in (1). In terms of convex analysis this means that A is contained in the subdifferential ∂Ĥ Φ (ρ) of the functionĤ at the point ρ and all ρ i as well as ρ are contained in the subdifferential ∂H * Φ (A) of the function H * Φ at the point A. 
Proof. If the state ρ is the average state of the optimal ensemble then, by the maximal distance property [12] , we have
In accordance with (3) this means that the state ρ is optimal for the operator Φ * (− log Φ(ρ)) and hence Φ * (− log Φ(ρ)) ∈ ∂Ĥ Φ (ρ). If Φ * (− log Φ(ρ)) ∈ ∂Ĥ Φ (ρ) we have for any state ω in S(H)
By the maximal distance property this means that the state ρ is the average state of the optimal ensemble.△ Proposition 3. For any ρ ∈ S(H) the following inequality holds
Proof. This proposition is a partial case of proposition 2 in [11] (see also corollary 1 in [6] ).△ Definition 1. The subset A C of S(H), consisting of all states ρ such that
is called the optimal set for the channel Φ in the sense of the Holevo capacity.
The set A C can be defined as a maximal convex subset of S(H), containingρ and having affine restriction of the functionĤ Φ , simular to the analogous definition of the set Ω ω in [15] . This observation can be deduced from the remark before proposition 2 and the following proposition, which justifies the term "optimal set" for A C . Proof. By proposition 1 for any ρ ∈ A C we have
By the remark before proposition 2 this means that ρ lies in the subdifferential ∂H * Φ (Φ * (− log Φ(ρ))) of the function H * Φ at the point Φ * (− log Φ(ρ)). By the properties of subdifferential the set A C = ∂H * Φ (Φ * (− log Φ(ρ))) is convex and closed. This also can be directly deduced from definition 1 and proposition 3.
The purity of any extreme point of A C is proved as follows. If χ Φ (ρ) > 0 for a state ρ in A C then H(Φ(ρ)) >Ĥ Φ (ρ) and, so, there exists a nontrivial decomposition of ρ optimal in the sense of the definition ofĤ Φ (ρ). By the remark before proposition 2 all elements of this decomposition lie in A C = ∂H * Φ (Φ * (− log Φ(ρ))). Hence the above state ρ is not an extreme point of A C and, so, the function χ Φ equals to zero on the set of all extreme point of A C . By the strong concavity of the quantum entropy the equality χ Φ (ρ) = 0 for some mixed state ρ ∈ A C implies that the channel Φ has the same output for any pure state decomposition of ρ. Hence all elements of this decomposition are also in A C and, so, the above state ρ is not an extreme point of A C . In other words, all extreme points of A C are pure states.
The assertion concerning optimal ensemble follows from the maximal distance property. △
The minimal output entropy provides another optimal set. Definition 2. The convex closure A E of all optimal states for the channel Φ in S(H) is called the optimal set for the channel Φ in the sense of the minimal output entropy.
By proposition 1 the set A E coincides with the subdifferential ∂H * Φ (λI H ) of the function H * Φ at the point λI H for any λ. It is interesting to consider relations between the above optimal sets A E and A C for particular channels. The following proposition provides a necessary and sufficient condition for coincidence of these sets.
whereρ is the average state of some (and, hence, arbitrary) optimal ensemble for the channel Φ.
4
The above condition is also necessary for the coincidence A E = A C if the channel Φ has at least one optimal ensemble with the average of full rank. In the case of bistochastic channel Φ (which means Φ(d
In [12] it was established that for any optimal ensemble the image of its average has a full rank. This does not guarantee a full rank of this average itself. The following example shows that the above restriction in the proposition is essential. Let dim H = 3, dim H ′ = 2 and Φ be the bistochastic channel defined by
where {|e i } and {|f j } are some orthonormal bases of H and H ′ correspondingly. Note thatC(Φ) = log 2, so, the only (up to a permutation) optimal ensemble consists of pure optimal states |e 1 e 1 | and |e 2 e 2 |, which the average multiple of two-dimensional projector, not a chaotic state in S(H), while A E = A C in this case.
Proof. Let equality (4) take place with some λ. By proposition 4 a pure state ρ lies in ExtrA C if and only if
which means that ρ is an optimal state for the channel Φ, and, so, ρ lies in ExtrA E . Hence ExtrA C = ExtrA E and, so, A E = A C . Note that the above expression also implies λ =C(Φ) + H min (Φ). Conversely, if A E = A C , then by proposition 4 there exists an optimal ensemble with averageρ of full rank for the channel Φ consisting of optimal states. In [7] it was shown that this implies
The right multiplication of both sides of this equality byρ −1 (existing due to the full rank ofρ) leads to the equality (4) with λ =C(Φ) + H min (Φ).
Let Φ be a bistochastic channel. It is clear thatρ = d −1 I H implies equality (4) with λ = log d ′ . Conversely, let equality (4) be true with some λ. Multiplying both sides of this equality byρ and taking the trace we obtain H(Φ(ρ)) = λ, and, hence λ ≤ log d ′ . Due to Φ(d
The equality (4) implies
Adding two last equalities we have
By the basic properties of the relative entropy [13] this inequality implies
△ The important class of channels for which the condition (4) in proposition 5 is valid consists of channels covariant under the action of irreducible representation of a symmetry group [5] .
The case of tensor product
Suppose we have two channels Φ : S(H) → S(H ′ ) and Ψ : S(K) → S(K ′ ). Consider the channel Φ ⊗ Ψ. Let ω Φ = Tr K ω and ω Ψ = Tr H ω for any ω ∈ S(H ⊗ K). To describe properties of the corresponding sets A C and A E it is convenient to introduce the following notion.
A nontrivial example of hereditary set is provided by the output set for arbitrary tensor product channel.
Denote by Θ Φ and Θ Ψ the mappings ω → ω Φ and ω → ω Ψ from S(H⊗K) onto S(H) and S(K) correspondingly. For arbitrary convex subset A in Proof. The main ingredient of the proof is the following lemma, which is of independent interest.
Lemma. A state ρ ⊗ σ can be represented as i p i |ϕ i ϕ i | , where Tr K |ϕ i ϕ i | = ρ and Tr H |ϕ i ϕ i | = σ if and only if ρ = r −1 P and σ = r −1 Q, where P and Q are projectors with dim P(H) = dim Q(K) = r.
Proof. Suppose the above decomposition takes place. It is sufficient to prove that the state ρ has no different positive eigenvalues. Suppose λ 1 and λ 2 are such eigenvalues. Let P 1 and Q 2 be the corresponding spectral projectors of the operators ρ and σ.
By using the Schmidt decomposition for any vector |ϕ i we have
where {|e i j } and {|f i j } are some orthonormal bases (for given i) of eigenvectors for ρ and σ with the corresponding eigenvalues {λ j }. Hence
which is a contradiction.
It is sufficient to prove the converse statement of the lemma in the case P = I H and Q = I K . The role of the set {|ϕ i } in this case is played by orthonormal basis of maximally entangled vectors in H ⊗ K.△ For arbitrary extreme point ρ of the set
Let σ be an arbitrary extreme point of this subset. By the above construction, there exists a state ω ∈ A such that ω Φ = ρ and ω Ψ = σ. By the hereditary property of the set A this means that ρ ⊗ σ ∈ A and hence
where {ω i } is a set of A -extreme points (which are pure states by condition). We obtain ρ = i p i ω The above theorem implies that inside any hereditary set A ⊆ S(H ⊗ K) with ExtrA ⊆ ExtrS(H ⊗ K) there exist "sufficiently many" pure states whose partial traces are multiple of projectors. By the Schmidt decomposition such pure states are generated by vectors of the following form
where {|e i } and {|f i } are some orthonormal systems of vectors in H and K correspondingly. In the case r = dim H = dim K the vector of the form (6) is referred to as maximally entangled. Generalizing this terminology we introduce the following definition. Definition 4. The vector of the form (6) is called uniformly entangled vector of rank r.
It turns out that hereditary property of the sets A C and A E for the channel Φ⊗Ψ can be established assuming validity of the following inequality
In the initial version of this paper it was suggested that this inequality follows from the proof of the main theorem in [10] . Author is grateful to K.Audenaert for pointing the gap in that argumentation. Note that inequality (7) does not mean additivity of the Holevo capacity for the channel Φ ⊗ Ψ, it only implies existence of optimal ensemble for the channel Φ ⊗ Ψ with average product stateρ ⊗σ, whereρ ∈ S(H) andσ ∈ S(K), that is
By using results of [6] it is possible to show that inequality (7) is equivalent to the assertion of existence of an ensemble with product state average, optimal for the channel Φ ⊗ Ψ with arbitrary linear constraints on the channels Φ and Ψ.
Proposition 6. The inequality (7) implies two following inequalities:
Proof. The second inequality directly follows from corollary 1 in [6] with the set A consisting of all states with partial traces ω Φ and ω Ψ . The first inequality is a corollary of the second.△ Proposition 7. If inequality (7) holds for the channel Φ ⊗ Ψ then the sets A C , A E are hereditary subsets in S(H ⊗ K) and for arbitrary state ω of the sets A C , A E the following property holdŝ
Proof. Letρ ⊗σ be the average state of some optimal ensemble for the channel Φ ⊗ Ψ (see the remark after inequality (7)). Let ω be an arbitrary state in A C . This means that
By the second inequality in proposition 6 and proposition 3 we have
Comparing (8) and (9) we obtain that all inequalities in (9) are in fact equalities. By definition the second equality in (9) means that ω Φ ⊗ω Ψ ∈ A C while the first equality in (9) can be rewritten as
which implies the second statement of the proposition in the case of A C . Let ω ∈ A E . By the definition of the set A E the first inequality in proposition 6 implies equalityĤ Φ⊗Ψ (ω Φ ⊗ ω Ψ ) =Ĥ Φ⊗Ψ (ω) = H min and decomposition of the state ω Φ ⊗ ω Ψ as a convex combination of extreme points of A E . By definition this means that ω Φ ⊗ ω Ψ ∈ A E .△ Proposition 7 and the theorem imply that all the extreme points of the sets A Φ C and A Φ E are multiple of projectors. In the following sections we consider some corollaries of this observation.
On additivity of the minimal entropy.
Additivity of the minimal output entropy for two channels Φ and Ψ means
The following proposition provides necessary and sufficient condition for the additivity of the minimal output entropy in terms of the sets A E , A 
Proof. This directly follows from the definition of the sets
If inequality (7) holds for the channel Φ ⊗ Ψ then there exists an uniformly entangled state ω optimal for this channel and such that any other optimal state ω ′ with
is also uniformly entangled with the same rank and
Proof. Note that in the case of the channels Φ and Ψ, for which the additivity of the minimal entropy holds, the statement of the proposition is obvious, because any nonentangled optimal pure state for Φ ⊗ Ψ is uniformly entangled state of rank 1.
In section 3 it was established that all extreme points of the sets A Φ E and A Ψ E are multiple of projectors. By proposition 8 nonadditivity of the minimal output entropy implies that all these projectors can not be one-dimensional. Let r −1 P be an extreme point of A Φ E of the minimal rank r ≥ 2. This means that there exists a state ω ∈ ExtrA E such that ω
. By the choice of P for all ω in ExtrA E with suppω Φ ⊆ H 0 it holds ω Φ = r −1 P. Indeed, converse implies existence of the projector type extreme point in A Φ E with rank < r. △ Corollary 1. If for qubit channels Φ and Ψ inequality (7) holds while additivity of the minimal output entropy does not hold then any optimal state for the channel Φ ⊗ Ψ is maximally entangled and the chaotic state 1 4 I H⊗K can be represented as a convex combinations of maximally entangled optimal states.
Proof. In the case of two qubit channels Φ and Ψ every uniformly entangled state is either product state or maximally entangled. Hereditary property of the set A E implies that 1 4 I H⊗K lies in A E and, hence, can be represented as convex combination of optimal maximally entangled states.△ 5 On additivity of the Holevo capacity.
Additivity of the Holevo capacity for two channels Φ and Ψ means that
The following propositions provide two sufficient conditions for the additivity of the Holevo capacity in terms of the sets A C , A Proof Let ρ ⊗ σ ∈ ExtrA C then by proposition 4, we havē
where the last inequality follows from the maximal distance property. The converse statement is obvious. △ The first condition in the above proposition holds for some special classes of channels, in particular, for irreducibly covariant channels, but it is difficult to check in general. It is possible to eliminate this condition using the sets A To prove additivity of the Holevo capacity it is sufficient to show that ρ i ⊗ σ j ∈ ExtrA C for all i and j. Indeed, if this holds, then, by proposition 4, the ensemble {p i q j , ρ i ⊗ σ j } will be optimal for the channel Φ ⊗ Ψ.
Let us fix some ρ i and σ j . By the construction, there exist pure states σ i ∈ S(K) and ρ j ∈ S(H) such that ρ i ⊗ σ i ∈ ExtrA C and ρ j ⊗ σ j ∈ ExtrA C . By proposition 4
Adding the above two equalities we obtain
By noting that each summing term in the left side does not exceedC(Φ ⊗ Ψ) (the maximal distance property) we conclude that
which implies, by proposition 4, ρ i ⊗ σ j ∈ ExtrA C and ρ j ⊗ σ i ∈ ExtrA C .△ Proposition 11. Let inequality (7) holds for the channels Φ and Ψ. Then nonadditivity of the Holevo capacity for these channels implies existence of projectors P ∈ B(H) and Q ∈ B(K) of the same rank r ≥ 2 with the following properties:
• the state r −2 P ⊗ Q can be represented as convex combination of uniformly entangled states of rank r, 5 having the same output entropy;
• this decomposition of the state r −2 P ⊗ Q is optimal in the sense of the definition of the function H Φ⊗Ψ .
Proof. By proposition 7 and proposition 10b nonadditivity of the Holevo capacity implies existence in ExtrA Φ C or in ExtrA Ψ C of a state proportional to r-dimensional projector with r ≥ 2. Let r −1 P ∈ ExtrA Φ C be such a state. Hence there exists a state ω ∈ ExtrA C such that ω
By hereditary property of A C (proposition 7) the state r −2 P ⊗ Q lies in A C and hence can be represented as convex combination of extreme points of A C . The partial traces of any element of this decomposition must be equal to r −1 P and r −1 Q. Indeed, denote by prime all elements for which it is not true. Then we have
Taking partial trace over space K we obtain
and hence
The last equality is a representation of r −1 P ∈ ExtrA Proof. In the case of two qubit channels Φ and Ψ every state of the form d −2 P ⊗ Q is either pure or chaotic.△ Let channels Φ and Ψ be covariant under the irreducible actions of unitary groups {U t } and {V s } correspondingly. Then the channel Φ ⊗ Ψ is covariant under irreducible action of the group {U t ⊗ V s }. In this case A E = A C and additivity of the minimal output entropy is equivalent to additivity of the Holevo capacity. Note that we can rederive this results applying proposition 10a. In [5] it was shown that any optimal ensemble for the channel Φ⊗Ψ has chaotic average and can be constructed from one orbit of the group {U t ⊗V s }, containing a state with minimal output entropy. This and proposition 9 imply the following result.
Corollary 3. If inequality (7) holds for irreducibly covariant channels Φ and Ψ then there exists an optimal ensemble for the channel Φ⊗Ψ, consisting of uniformly entangled states of the same rank.
Proof. It is sufficient to note that the rank of uniformly entangled states does not change under the action of the group {U t ⊗ V s }. △
