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Del análisis de datos a la inferencia: Reflexiones sobre laformación del razonamiento estadístico1
Carmen Batanero BernabeuFacultad de Educacion, Universidad de GranadaEspañabatanero@ugr.es
Resumen2La inferencia estadística es uno de los temas más enseñados y, a la vez, peor com-prendido y aplicado a nivel universitario. Recientemente se incluyen contenidosde inferencia en el Bachillerato, e incluso en la enseñanza secundaria en algunospaíses, surgiendo la necesidad de encontrar una transposición didáctica de estostemas asequible a los alumnos no universitarios. En esta conferencia se resumenalgunas de las dificultades frecuentes de comprensión de la inferencia clásica,sugiriendo la importancia de educar el razonamiento estadístico en forma progre-siva, antes de abordar el estudio formal de la inferencia. Se describen, asimismo,algunas aproximaciones alternativas a la enseñanza de la inferencia que puedencontribuir a la educación de este razonamiento, preparando al estudiante para unamejor comprensión y aplicación de la inferencia en la universidad y trabajo futuro.Palabras claveInferencia estadística, dificultades, enfoques alternativos, enseñanza no universita-ria.AbstractInferential statistics is one of the most taught, and at the same time, least under-stood and misapplied, subjects at the university level. Recently inferential statisticshas been included in high school, and in some countries in middle school, so adidactic transposition is needed to make the content accessible to pre-universitystudents. Some of the frequent difficulties in understanding classic inference will beexamined, from which surfaces the importance of presenting statistical reasoningprogressively, before undertaking a formal study of inference. At the same time,some alternative approaches to the teaching of inference that can contribute to theeducation of this reasoning, preparing the student for better understanding andapplication of inference in the university and future work place, are described.Key wordsInferential statitstics, difficulties, alternative approaches, non-university teaching.
Según Hacking (1990), uno de los descubrimientos decisivos del siglo XX fue la cons-tatación de que el mundo no es determinista. No sorprende, por tanto, que la inferencia
1 Este trabajo corresponde a una conferencia plenaria dictada en la XIII CIAEM, celebrada en Recife,Brasil el año 2011.2 El resumen y las palabras clave en inglés fueron agregados por los editores.
Cuadernos de Investigación y Formación en Educación Matemática. 2013. Año 8. Número 11. pp 277-291. Costa Rica
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278 Batanero Bernabeu
estadística sea uno de los temas más enseñados en la universidad, al ser una herra-mienta fundamental en la política y administración y en la investigación en todas lasáreas de conocimiento, pues permite interpretar la información, obtener predicciones yconclusiones y tomar decisiones adecuadas.Por otro lado, en los últimos años observamos una tendencia creciente a incluir conte-nidos de inferencia estadística en el currículo de matemáticas de los últimos años dela escuela secundaria y Bachillerato. Por ejemplo, los estándares americanos NCTM(2000) sugieren que los estudiantes en los grados 6-8 deben usar las observacionessobre las diferencias entre dos o más muestras para hacer conjeturas sobre las pobla-ciones correspondientes. En los grados 9-12 la simulación se debe usar para explorarla variabilidad de los estadísticos muestrales (como la media) y comenzar a compren-der lo que es la distribución muestral. En España la especialidad en Ciencias Socialesdel Bachillerato (MEC, 2007) incluye en el segundo año (alumnos de 17-18 años), lossiguientes contenidos:Implicaciones prácticas de los teoremas: Central del límite, de aproximación de labinomial a la normal y Ley de los grandes números.Problemas relacionados con la elección de las muestras. Condiciones de repre-sentatividad. Parámetros de una población. Distribuciones de probabilidad de lasmedias y proporciones muestrales.Intervalo de confianza para el parámetro p de una distribución binomial y para lamedia de una distribución normal de desviación típica conocida.Contraste de hipótesis para la proporción de una distribución binomial y para lamedia o diferencias de medias de distribuciones normales con desviación típicaconocida.Estas directrices plantean un desafío didáctico, pues la investigación nos alerta quemuchos estudiantes, incluso a nivel universitario, tienen concepciones que les impidenhacer una adecuada interpretación de los resultados proporcionados por la inferenciaestadística (Vallecillos, 1999; Batanero, 2000; Castro, Vanhoof, Noortgate & Onghena,2007; Harradine, Batanero & Rossman, 2011). Igualmente se ha denunciado el uso einterpretación incorrecta de la inferencia por parte de investigadores a lo largo demuchos años (Morrison & Henkel, 1970; Abelson, 1997; Harlow, Mulaik & Steiger, 1997;Borges, San Luis, Sánchez & Cañadas, 2001). Una de las posibles razones de estasituación es que la enseñanza es con frecuencia rutinaria, enfatiza las fórmulas y defi-niciones sin prestar toda la atención que requieren a las actividades de interpretacióny al contexto de donde se tomaron los datos. Aunque los estudiantes lleguen a dar lasdefiniciones y usar los algoritmos con competencia aparente, pueden tener dificultadesde comprensión o de conexión de los conceptos estadísticos fundamentales y no sabránelegir el procedimiento que deben aplicar cuando se enfrenten a un problema real deanálisis de datos.En este trabajo comenzamos describiendo algunos de los errores más denunciados enel uso de la inferencia en su acepción frecuencial. Analizamos seguidamente algunasideas que podrían servir para introducción el tema de forma progresiva y con una menorformalización. Finalizamos con algunas reflexiones sobre la enseñanza del tema.
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1 Diferentes aproximaciones a la inferencia
La enseñanza actual de la inferencia soslaya la problemática filosófica asociada y lasdiversas aportaciones que la estadística ha proporcionado para resolver dicha pro-blemática. De este modo, se presenta la inferencia frecuencial como una metodologíaunificada, ocultando las diferentes aproximaciones y las controversias que dentro de lamisma estadística ha tenido esta metodología (Batanero, 2000).Los problemas filosóficos a que hemos aludido se relacionan con la posibilidad deobtener conocimiento general (teorías científicas) a partir de casos particulares (induc-ción empírica), esto es, con la posibilidad de justificar el razonamiento inductivo y susconclusiones, problema de gran importancia en las ciencias empiricas. Este problemaha ocupado a los filósofos y estadísticos por largo tiempo, sin que se haya obtenidouna solución aceptada por consenso (Rivadulla, 1991, Cabria, 1994).Popper (1967) propuso que una cierta teoría puede racionalmente considerarse comocierta frente a otras con las que se halla en competencia, si, a pesar de numerososintentos, no se consigue refutarla. Este autor sugirió poner a prueba las hipótesiscientíficas, mediante experimentos u observaciones y comparar los patrones deducidosde la teoría con los datos obtenidos. La teoría seria provisionalmente confirmada si, losdatos recogido siguiesen estos patrones, aunque los datos futuros podrían contradecirla.En cambio si los datos del experimento se apartasen del patrón esperado, la teoría seríarefutada, por lo que el rechazo de la hipótesis tiene mayor fuerza que su confirmación.Estas ideas de Popper tuvieron una gran influencia en el desarrollo de la inferenciaestadística, que fue desarrollada para tratar de apoyar el razonamiento inductivo, re-curriendo a la probabilidad. Ya que mediante un razonamiento inductivo no es posiblellegar a la certidumbre de una proposición (verdad cierta), diversos autores intentaronenunciar proposiciones probables (verdad probable), tratando de calcular la probabili-dad de que una hipótesis fuese cierta (Ridadulla, 1991 & Batanero, 2000).Es importante resaltar que la probabilidad de una hipótesis no tiene sentido en in-ferencia clásica frecuencial, donde la probabilidad se interpreta como el límite de lafrecuencia relativa. Ello es debido a que una hipótesis será cierta o falsa siempre, noun porcentaje de veces en una serie de pruebas. Sin embargo, es posible asignar unaprobabilidad a las hipótesis dentro del marco de la inferencia bayesiana, donde la pro-babilidad se concibe como un grado de creencia personal (Gingerenzer, 1993; Lecoutre& Lectoutre, 2001). En este último caso podremos diferenciar dos usos del concepto deprobabilidad de una hipótesis:Probabilidad inicial, creencia inicial en la hipótesis antes de recoger datos deexperimentos donde se trate de poner la hipótesis a prueba.Probabilidad final, es decir, creencia en la hipótesis una vez se han recogido losdatos.Por otro lado, dentro de la inferencia frecuencial hay dos concepciones sobre loscontrastes estadísticos: (a) las pruebas de significación, que fueron introducidas porFisher y (b) los contrastes como reglas de decisión entre dos hipótesis, que fue laconcepción de Neyman y Pearson. Estas aproximaciones no se diferencian en lo queconcierne a los cálculos, pero si en la filosofía y objetivos. La enseñanza ignora estas
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diferencias y presenta los contrastes de hipótesis como si se tratase de una únicametodología.
1.1 El test de significación de FisherUn test de significación es para Fisher un procedimiento que permite rechazar unahipótesis, con un cierto nivel de significación. En su libro The design of experiments,publicado en 1935, Fisher introduce su teoría de las pruebas de significación, queresumimos en lo que sigue.Supongamos que se quiere comprobar si una cierta hipótesis H0 (hipótesis nula) escierta. Generalmente la hipótesis se refiere a una propiedad de la población (porejemplo, el valor supuesto de un parámetro) pero no se tiene acceso a toda la población,sino sólo a una muestra de la misma. Para poner la hipótesis a prueba se organizaun experimento aleatorio asociado a H0 y se considera un cierto suceso S que puededarse o no en este experimento, y del cual se sabe que tiene muy poca probabilidad,si H0 es cierta. Realizado el experimento ocurre precisamente S. Hay dos posiblesconclusiones:Bien la hipótesis H0 era cierta y ha ocurrido S, a pesar de su baja probabilidad.Bien la hipótesis H0 era falsa.Generalmente el experimento consiste en tomar una muestra de la población sobrela que se realiza el estudio y calcular un estadístico, que establece una medida dediscrepancia entre los datos y la hipótesis. En caso de que se cumpla la hipótesis, elestadístico define una distribución, al variar los datos aleatoriamente (Cabriá, 1994;Batanero, 2000). Un test de significación efectúa una división entre los posibles valoresde este estadístico en dos clases: resultados estadísticamente significativos (para loscuales se rechaza la hipótesis) y no estadísticamente significativos (Ridavulla, 1991),para los cuáles no se puede rechazar la hipótesis.El razonamiento que apoya un test de significación parte de la suposición de que lahipótesis nula es cierta. Bajo este supuesto, se calcula la distribución del estadístico entodas las posibles muestras de la población. A partir de esta distribución se calcula laprobabilidad del valor particular del estadístico obtenido en la muestra y se determina acual de las dos clases (resultado estadísticamente significativos y no estadísticamentesignificativos) pertenece. Si el valor obtenido pertenece a la región de rechazo serechaza la hipñotesis y en caso contrario no se rechaza. Observamos que en esteenfoque no se identifica una hipótesis alternativa concreta (Batanero & Díaz, 2006).Tampoco hay un criterio estándar sobre qué es un “suceso improbable”. El valor de laprobabilidad por debajo de la cuál rechazamos la hipótesis lo fija el investigador segúnsu juicio subjetivo y su experiencia.
1.2 Los contrastes de hipótesis de Neyman y PearsonNeyman y Pearson conceptualizaron el contraste de hipótesis como un proceso dedecisión que permite elegir entre una hipótesis dada H0 y otra hipótesis alternativa H1(Rivadulla, 1991). Por ello contemplan dos posibles decisiones respecto a H0: rechazaresta hipótesis, asumiendo que es falsa y aceptando la alternativa, o abstenerse de esa
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acción. Al tomar una de estas decisiones sobre las hipótesis a partir de los resultadosdel contraste se consideran dos tipos de error:Error tipo I: Rechazar una hipótesis nula cuando es cierta. Se suele establecer uncriterio de prueba que asegura que la probabilidad de cometer este tipo de errorsea menor que un número α preestablecido o nivel de significación.Error tipo II: aceptar la hipótesis nula que de hecho es falsa. Beta ( β) es laprobabilidad de cometer este tipo de error y el complemento de beta (1− β) sería lapotencia del contraste. Mientras que α es un número preestablecido, β es variable,porque su valor depende del valor del parámetro (generalmente desconocido).Una vez definidas las hipótesis nula y alternativa y fijada la probabilidad de cometererror tipo I, se elige el contraste de mayor potencia. Calculado el estadístico, se toma ladecisión de rechazar o no rechazar la hipótesis nula, comparando el p-valor con el nivelde significación o, equivalentemente, comparando el valor del estadístico calculado conel valor crítico. En este enfoque, el contraste proporciona un criterio para decidir entreuna de las dos hipótesis, se reconocen los errores tipo II, y las probabilidades de errortienen una interpretación frecuencial.
2 Errores usuales en la interpretación de la inferencia frecuencial
2.1 El contraste de hipótesisEl mayor numero de errores e interpretaciones incorrectas en la inferencia estadís-tica están relacionados con el contraste de hipótesis, lo que lleva a una situaciónparadójica, pues, por un lado, se requiere un resultado significativo para obtener unartículo publicado en muchas revistas y, por otro lado, los resultados significativos sonmalinterpretados en estas publicaciones (Falk & Greenbaum, 1995).Un concepto que se suele comprender erróneamente es el nivel de significación, α ,que, como se ha indicado, es la probabilidad de rechazar la hipótesis nula, supuestacierta. La interpretación más común de este concepto consiste en cambiar los dostérminos de la probabilidad condicionada, es decir, interpretar el nivel de significacióncomo la probabilidad de que la hipótesis nula sea cierta, una vez que la decisión derechazarla se ha tomado. A este respecto Birnbaum (1982) informó de que sus alumnosencontraron razonable la siguiente definición: Un nivel de significación del 5 % significaque, en promedio, 5 de cada 100 veces que rechacemos la hipótesis nula estaremosequivocados. Falk (1986) informo que la mayoría de sus estudiantes creían que α erala probabilidad de equivocarse al rechazar la hipótesis nula. Vallecillos (1994) confirmaestos errores en una investigación utilizando una amplia muestra de estudiantes dediferentes especialidades universitarias. Resultados similares fueron encontrados porKrauss y Wassner (2002) en profesores de universidad implicados en la enseñanza demétodos de investigación.En los contrastes de hipótesis también se confunden las funciones de las hipótesis nulay alternativa, así como las hipótesis estadística alternativa con la hipótesis de inves-tigación (Chow, 1996). Falk y Greenbaum (1995) sugieren la existencia de mecanismos
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psicológicos que llevan a la creencia de que la obtención de un resultado significati-vo supone minimizar la incertidumbre. Vallecillos (1999) describió cuatro concepcionesdistintas sobre el tipo de prueba de que proporciona el contraste de hipótesis: (a)contraste como una regla en la toma de decisiones, (b) contraste como procedimientopara la obtención de apoyo empírico a la hipótesis de investigación; (c) contraste co-mo prueba probabilística de la hipótesis y (d) contraste como prueba matemática dela verdad de la hipótesis. Mientras que las dos primeras concepciones son correctas,muchos estudiantes en su investigación, entre ellos algunos profesores en formación,se inclinan por las dos últimas.La creencia de que rechazar la hipótesis nula supone demostrar que es errónea, tambiénse encontró en la investigación por Liu y Thompson (2009) al entrevistar a ocho profe-sores de secundaria, que parecían no comprender la lógica de la inferencia estadística.Liu y Thompson observan que las ideas de probabilidad y atipicidad son fundamentalespara comprender la lógica de la prueba de hipótesis, donde se rechaza una hipótesisnula cuando una muestra de esta población se considera lo suficientemente inusuala la luz de la hipótesis nula: El muestreo es un sistema de ideas interrelacionadasque implica repetir la selección al azar, la variabilidad y la distribución. Mientras queuna muestra aleatoria simple es una parte fundamental de la inferencia estadística,probablemente más importante es la apreciación de las que podrían haberse elegido.(Saldahna & Thompson, 2002).
2.2 Intervalos de confianzaPara paliar los errores anteriores se propone complementar o sustituir los contrastesestadísticos por intervalos de confianza. Sin embargo, los intervalos de confianza tienenla misma interpretación frecuencial que los contrastes, ya que el coeficiente de confianzasólo nos indica la proporción de intervalos calculados de la misma población con tamañode muestra dado que cubrirían el valor del parámetro, pero no si el intervalo calculadolo cubre o no (Cumming, Williams & Fidler, 2004).Fidler y Cumming (2005) preguntaron a estudiantes de licenciatura y postgrado enciencias su interpretación de resultados estadísticamente no significativos en un estudiode baja potencia, dando los datos en dos formas diferentes (la primera vez usandovalores p, y la segunda mediante intervalos de confianza). Los autores indican quelos estudiantes interpretaron incorrectamente los valores p más a menudo que losintervalos de confianza. Concluyen que es preferible la enseñanza de la inferencia através de intervalos de confianza (IC), en lugar de a través del contraste de hipótesis.
3 Pasos en la construcción del razonamiento inferencial
Dado los errores descritos, así como el gran número de conceptos cuya comprensiónse requiere para un adecuado uso de la inferencia, es claro que el desarrollo de unrazonamiento estadístico adecuado requiere un periodo de varios años. El desarrollodel razonamiento inferencial debe construirse en forma progresiva desde la educaciónsecundaria y Bachillerato, para poder abordar en la universidad el estudio de los con-trastes de hipótesis e intervalos de confianza de una forma más adecuada. En este
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sentido, las nuevas propuestas curriculares proporcionan una oportunidad de introducirgradualmente ideas sobre inferencia, aumentando el nivel de formalización progresiva-mente. En lo que sigue, describimos algunas etapas y alternativas didácticas para laconstrucción de este razonamiento.
3.1 MuestreoEl alumno debe comprender en primer lugar el proceso de muestreo. El conceptode muestra nos introduce a la inferencia y establece un puente entre la estadísticay probabilidad. Es una idea importante, porque todo nuestro conocimiento y juiciossobre el mundo o las personas están basados en el muestreo, ya que, usualmente, sólopodemos estudiar u observar una parcela de la realidad en la que estamos interesados.Aunque parezca una idea sencilla, muchas personas no alcanzan un razonamiento co-rrecto sobre el muestreo y no siguen las reglas matemáticas normativas que guían lainferencia científica formal, cuando toman una decisión bajo incertidumbre (Kahneman,Slovic & Tversky, 1982). En su lugar, se utilizan heurísticas que reducen la compleji-dad de los problemas de probabilidad, pero que causan errores y son resistentes alcambio. Por ejemplo, en la heurística de la representatividad las personas estiman laverosimilitud de un suceso teniendo sólo en cuenta su representatividad respecto ala población a la cual pertenece. Un error asociado es la creencia en la ley de lospequeños números por la que se espera una convergencia de las frecuencias relativasen pequeñas muestras (Sedlemeier, 1999; Jones & Thornton, 2005).Muchos currículos actuales de secundaria ofrecen la posibilidad de remediar esta situa-ción al incluir algunos contenidos sobre los diferentes métodos de muestreo aleatorio.Será importante que el profesor tenga cuidado con no transmitir la idea de que unamuestra aleatoria es una copia de la población y proporcione a los estudiantes laposibilidad de observar la variabilidad del muestreo. Para entender el propósito deextraer una muestra aleatoria simple en inferencia es necesario asimilar dos ideasaparentemente antagónicas: la representatividad y la variabilidad (Batanero, Godino,Vallecillos, Green & Holmes 1994). El fin de tomar una sola muestra sería cuantificarel grado de atipicidad en relación con todas las otras muestras que podrían haber sidoextraídas (Saldahna & Thompson, 2002).
3.2 Introducción intuitiva de ideas de inferenciaAlgunos autores sugieren una alternativa informal a la enseñanza de la inferencia es-tadística (Rubin, Hammerman & Konold, 2006; Rossman, 2008) que consistiría en laintroducción menos formalizada de un conjunto de ideas fundamentales que sustentanla comprensión de la inferencia estadística formal. Rossman (2008) sugiere una intro-ducción informal siguiendo los pasos siguientes: (a) Partir de una hipótesis dada acercade los datos (b) Uso de la simulación o de cálculos de probabilidad elemental paraconcluir que los datos observados son muy poco probables si el modelo fuera cierto(cálculo intuitivo de un p-valor), y (c) Rechazar la hipótesis inicial (modelo) basado enel p-valor muy pequeño, en lugar de creer que un suceso muy raro ha ocurrido porcasualidad. Este proceso de razonamiento, es muy natural para los estudiantes, y dehecho sigue la concepción de Fisher de pruebas de significación. Podemos analizarlo apartir del siguiente ítem, usado en las investigaciones de Green (1991) con chicos de 11
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a 16 años, que es similar a los utilizados con adultos en las pruebas sobre percepciónde la aleatoriedad:Ítem 1. Se pidió a dos niñas lanzar una moneda equilibrada 150 veces y anotaran losresultados. Estos son los datos que presentaron al profesor¿Hicieron trampas Clara o Luisa? ¿Por qué?Clara: c+c++cc++cc+c+c++c++c+ccc+++ ccc++c++c+c+c++cc+ccc+c+c+cc+++c c++c+c++cc+c++cc+c++cc+cc+c+++c ++cc++c++c+c+cc+c++cc+c+c++cc c+cc++c+c++cc+++c+++c+c++ccc++Luisa: +cc+++c++++c+cc+++cc+cc+++cc+ccc+++c++++++c+c+c+c++++cccccc+ccc+c+cc+ccccc+ccc++ccc+c+cccc ccccc++c+ccccccc+++++cccc++c+c+cc+cc+cc++++++c+cc++ccc++cccUna de las estrategias que pueden seguir los estudiantes para resolver el problemaanterior, es contar el número de caras de cada una de las secuencias y comparar con elnúmero esperado (75 caras si consideramos que la moneda está bien equilibrada). Estesería el modelo o hipótesis nula y habría que comprobar si los datos observados (lassecuencias de Clara y Luisa) se acercan a los patrones esperados bajo esta hipótesis.Nosotros hemos realizado este recuento, presentando los resultados en la Tabla 1.Observamos que ningunas de las dos secuencias tiene una frecuencia de caras y crucesexactamente igual a la esperada (teórica), pero, de todos modos, si se hubiese obtenidoexactamente la frecuencia teórica, nos hubiese resultado sospechoso. Esperamos quela frecuencia observada (de Clara y Luisa) se asemeje a la teórica, pero no demasiado.Intuitivamente parece que Luisa se aparta demasiado y, por tanto, hizo trampas.
Tabla 1Resultados teóricos y observados en el ítem 1Cara CruzClara 72 78Luisa 67 83Teórica 75 75
Continuando el análisis, analizamos la frecuencia de resultados posibles cuando con-tamos los resultados de dos en dos o tres en tres (Tablas 2 y 3). Ahora se observamás claramente la mayor diferencia de Clara respecto a la distribución teórica (porejemplo, nunca obtiene tres caras seguidas, cuando teóricamente se esperarían 6 ra-chas de este tipo). También podemos ver que Clara se aparta más que Luisa de loesperado al representar gráficamente el número de caras obtenidas en cada dos o treslanzamientos en las tres secuencias (Figura 1). Por tanto, ya que los datos de Clarason muy improbables, en caso de ser cierta nuestra hipótesis nula, los rechazamos ydecidimos que es ella la que ha hecho trampas.
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Tabla 2Frecuencias de posibles sucesos al contar los resultados 2 a 2CC C+ +C ++Clara 12 30 18 15Luisa 25 21 12 17Teórica 19 19 19 19
Tabla 3Frecuencias de posibles sucesos al contar los resultados 3 a 3CCC CC+ C+C C+C +CC +C+ ++C +++Clara 0 2 13 9 6 7 10 1Luisa 8 11 6 3 6 4 5 6Teórica 6 6 6 6 6 6 6 6
Este estudio, que hemos hecho en forma elemental, estaría al alcance de los alumnosde secundaria y también podría hacerse a nivel más formal, en la universidad utilizandoel contraste chi-cuadrado. En cualquiera de los dos casos serviría para introducir lasideas básicas que subyacen en el modelo de test de significación de Fisher.
Figura 1: Número de caras en dos y en tres lanzamientos en las secuencias
3.3 La distribución muestral y el Teorema Central del LimiteOtro punto en el aprendizaje inferencia estadística es comprender la variación de unestadístico dado (por ejemplo, la media) en diferentes muestras de la misma población(distribución de muestreo). Al pensar en la inferencia estadística se debe ser capaz dediferenciar claramente entre tres distribuciones:La distribución de probabilidad que describe los valores de una variable aleatoriade la población (por ejemplo, el peso al nacer de un recién nacido). Esta distribuciónpor lo general depende de algunos parámetros. Por ejemplo, la distribución normalse especifica mediante µ y σ , la media y la desviación estándar poblacional.La distribución de los datos de los valores de una variable estadística de unasola muestra tomada al azar de la población (el peso en una muestra de 100recién nacidos). De esta muestra se pueden utilizar las estadísticas x y s, la mediamuestral y la desviación estándar para estimar los valores de los parámetros de lapoblación.
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La distribución de probabilidad que describe los valores de un estadístico en todaslas muestras tomadas al azar de la población (el peso medio en todas las posiblesmuestras de 100 recién nacidos tomadas al azar de la población). El teorema centraldel límite asegura que los parámetros de esta distribución se relacionan con la dela muestra. Por ejemplo, el valor esperado de la distribución muestral de los medioses E (x) = µ, y la desviación estándar σx = σx√n . Este hecho se utiliza para la pruebade hipótesis o construir intervalos de confianza sobre el valor del parámetro.La comprensión de las distribuciones muestrales requiere que los estudiantes integrenlos diferentes niveles descritos, pues cada una de estas distribuciones requiere cono-cimientos y técnicas específicas. Cuando se piensa en la distribución de la población yla distribución de la muestra aleatoria simple, la unidad de análisis (caso) es un objetoindividual; sin embargo, al estudiar la distribución de muestreo el caso es una muestraaleatoria simple (Batanero, 1994). Sin embargo la mayoría de los estudiantes tienendificultades, confundiendo los diversos niveles (Saldahna & Thompson, 2002).Por otro lado, es importante que los estudiantes comprendan intuitivamente el teoremadel central límite (TCL), que es fundamental en la construcción de distribuciones demuestreo aproximadas para la media y otros parámetros. La simulación con ordena-dor proporciona una herramienta interesante para observar esta convergencia. Chance,Delmas y Garfield (2004) informaron sobre una serie de estudios que investigan elimpacto de la interacción de los estudiantes con el software, específicamente diseñadopara enseñar a las distribuciones de muestreo, en su comprensión del tema. En losprimeros estudios, y a pesar de las capacidades del software, los estudiantes tendierona buscar las reglas, pero no comprendieron las relaciones subyacentes (el teoremadel límite central), que causaron los patrones visibles en el muestreo. En estudiosposteriores, los autores pidieron a los estudiantes a hacer predicciones acerca de lasdistribuciones muestrales de las medias y luego enfrentarse a sus conjeturas, obser-vando los resultados empíricos de la simulación. Esta estrategia demostró ser útil paramejorar el razonamiento de los alumnos acerca de las distribuciones muestrales.
3.4 Inferencia Bayesiana elementalComo alternativa a la inferencia clásica se podría realizar una introducción intuitiva alos métodos bayesianos que, según algunos autores (por ejemplo, Lecoutre & Lecoutre,2001) son más intuitivos que la inferencia frecuencial para los estudiantes. El teoremade Bayes, permite transformar las probabilidades a priori (antes de realizar un expe-rimento), una vez se observan sus consecuencias, en probabilidades a posteriori, queincorporan la información de los datos observados. Consideremos el siguiente ejemplode diagnóstico médico:Item 2. La probabilidad de que una mujer americana de entre 40 y 50 años sin síntomas,tenga cáncer de pecho es 0,8 %. Si una mujer americana tiene cáncer de pecho tendráuna mamografía positiva con probabilidad 90 %. También el 7 % de mujeres sanas danpositivo en la mamografía. Supongamos que una mamografía da positiva, ¿Cuál es laprobabilidad de que la mujer en realidad tenga cáncer de pecho? (Eddy, 1982).Si en el ejemplo llamamos “C” al suceso “tener cáncer” y “+” al suceso “obtener undiagnóstico positivo”, hemos de diferenciar la probabilidad a priori de tener cáncer
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antes de hacerse la prueba P(C ) = 0, 008 y la probabilidad a posteriori P(C/+) oprobabilidad condicional de tener cáncer una vez que la prueba fue positiva. P(+/C ) =0, 8 es la verosimilitud de tener una prueba positiva si se tiene cáncer. Calculemos laprobabilidad pedida, ayudándonos de un diagrama en árbol y pensando en términosde frecuencias absolutas, para lo cual consideraremos un grupo de 100000 mujeresde las características dada (Figura 2). Con la proporción supuesta de cáncer en lapoblación, aproximadamente 800 de estas mujeres estarían enfermas y de ellas 720serían detectadas en la mamografía (90 %). El 7 % de ellas recibirían un resultadopositivo, aunque estén sanas (falso positivo), lo que supone un total de 6944 mujeres.En total tenemos 7664 mamografías positivas en las 100000 mujeres, aproximadamente,la mayor parte de las cuales son, en realidad de personas sanas. Aplicando la reglade Laplace, obtenemos que la probabilidad de que la mujer que reciba el resultadopositivo realmente tenga un cáncer es el cociente 720/7664 que da un valor de 0,0939;es decir, solo el 9 % de las mujeres que obtienen una mamografía positiva en este grupode edad realmente están enfermas.Para el caso general donde Ai representa un conjunto de posibles sucesos que puedendar lugar a unos datos D, y queremos calcular las probabilidades finales de los sucesosP(Ai/D), conocidas sus probabilidades iniciales P(Ai) y verosimilitudes de obtener estosdatos según vengan causados por los diferentes sucesos P(D/Ai), el teorema se puedeexpresar con la formula (1):
P(Ai/D) = P(Ai)× P(D/Ai)P(A1)× P(D/A1) + P(A2)× P(D/A2) + · · ·+ P(An)× P(D/An) (1)
Figura 2: Partición de la población supuesta de 100000 mujeres
Como se muestra en el ejemplo, las probabilidades de los sucesos de interés (estaro no enfermo) pueden revisarse (pasar de probabilidades a priori a probabilidades aposteriori) y pierden de este modo el carácter objetivo que tenían en las concepcionesclásica y frecuencial.En inferencia clásica un parámetro θ (por ejemplo el peso medio de un recién nacidoen una cierta población) se considera constante, pero desconocido y el objetivo de
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la inferencia es encontrar una estimación o aproximación de su verdadero valor, apartir de los datos. En inferencia bayesiana, por el contrario un parámetro θ es unavariable aleatoria con una distribución a priori de probabilidades p(θ), que indica elconocimiento sobre θ antes de tomar los datos. En el ejemplo, se supondría que elpeso medio del recién nacido varía (en el tiempo, o geográficamente, etc.), pero setiene una distribución inicial de probabilidades para dicho valor medio. El objetivode la inferencia bayesiana sería usar los datos de una muestra para actualizar estadistribución a priori y mejorar nuestro conocimiento del peso medio del recién nacido.Esta actualización se realiza mediante el teorema de Bayes. Si representamos pory = (y1, ..., yn) el conjunto de datos, cuya función de verosimilitud p(y/θ) dependedel parámetro, entonces la distribución a posteriori de θ dados los datos observadosy viene dada por (2) (Lee, 2004)
P(θ/y) = p(y/θ)p(θ)∫ p(y/θ)p(θ) (2)La aplicación sistemática del teorema de Bayes constituye el método principal de lainferencia bayesiana, cuyo objetivo básico es obtener la distribución a posteriori de losparámetros (O’Hagan y Forster, 2004). La mejor estimación del parámetro será su valoresperado (promedio) en la distribución a posteriori, que minimiza el error cuadráticoesperado. Dicha distribución también permitirá calcular probabilidades de que los pa-rámetros se encuentren en intervalos de valores dados (intervalos de credibilidad), asícomo calcular probabilidades de que ciertas hipótesis sean verdaderas o falsas. El teo-rema de Bayes podría aplicarse sucesivamente en nuevos experimentos, tomando comoprobabilidades iniciales del segundo experimento las probabilidades finales obtenidasen el primero y así sucesivamente.Hay, hoy día, un creciente número de publicaciones acerca de cómo introducir losconceptos bayesiano a los estudiantes que provienen de contextos no científicos (porejemplo, Albert y Rossman, 2001; Díaz, 2005). Sin embargo, los resultados reportadosde los experimentos o investigaciones que se centran en la enseñanza de la esta-dística bayesiana son aún muy limitados. Por otra parte, algunas de las experienciascomunicadas indican que los alumnos pueden cometer errores en la interpretación desus resultados (Albert, 2000; Díaz, De la Fuente y Batanero; 2008) por lo que seríanecesario realizar una mayor investigación sobre este tema.
4 Implicaciones para la enseñanza y la investigación
El análisis realizado indica que no es suficiente enseñar a los estudiantes sobre lasreglas y conceptos con el fin de llegar a la comprensión integral de la inferencia.A pesar de nuestros esfuerzos, las concepciones erróneas permanecen después dela instrucción formal en estadística. Debiéramos preguntarnos por qué la enseñanzaactual de la estadística no mejora las intuiciones y qué tendríamos que cambiar pararemediar la situación. Quizás “la estadística debiera enseñarse a la vez que se muestranmateriales sobre estrategias intuitivas y errores de inferencia”...” esto tendría la ventajade aclarar los principios subyacentes de la estadística y probabilidad y facilitar quese aprecie su aplicación a situaciones concretas” (Nisbett & Ross, 1980).
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Numerosos applets interactivos proporcionan hoy un entorno dinámico y visual en elque los estudiantes pueden participar en el muestreo al azar y la construcción delas distribuciones muestrales. La disponibilidad actual de software y tecnología haceque sea posible dedicar el tiempo que previamente se invertía en cálculos laboriosospara propiciar una aproximación menos formal y más intuitiva a la estadística. “Lacapacidad estadística que se requiere no es la tradicional”, “Debemos preguntarnos sila enseñanza tradicional de los estudiantes es demasiado restringida” Moore (1997).Dada la dificultad de integrar los conceptos involucrados en la inferencia estadísti-ca, tiene sentido sugerir que estas ideas deben ser desarrollados progresivamente enla mente de los alumnos, siguiendo los pasos sugeridos en este trabajo. Las nuevasdirectrices curriculares donde la educación estadística se introduce desde la escuelaprimaria proporcionan una oportunidad y un desafío para ayudar a los estudiantes adesarrollar su conocimiento y razonamiento estadístico. Debemos también reflexionarsobre la dosis exacta de formalización que se requieren para enseñar los conceptos es-tadísticos. En este sentido, la estadística puede ser paradigmática respecto a encontrarnuevas maneras de enseñar conceptos matemáticos avanzados a gran número de es-tudiantes e incluso para repensar el significado del pensamiento matemático avanzado(Artigue, Batanero & Kent, 2007).Agradecimientos: Se agradece el apoyo económico al proyecto EDU2010-14947 (MCIN)y grupo FQM126 (Junta de Andalucía).
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