An extensive set of diagnostics for linear regression models has been developed to handle nonsurvey data. The models and the sampling plans used for finite populations often entail stratification, clustering, and survey weights, which renders many of the standard diagnostics inappropriate. In this article we adapt some influence diagnostics that have been formulated for ordinary or weighted least squares for use with stratified, clustered survey data. The statistics considered here include DFBETAS, DFFITS, and Cook's D. The differences in the performance of ordinary least squares and survey-weighted diagnostics are compared using complex survey data where the values of weights, response variables, and covariates vary substantially.
Introduction
Linear regression models and estimators are often applied to analyze complex survey data using the pseudo maximum likelihood (PML) method (e.g., Binder 1983; Skinner et al. 1989) .
A sample is considered to be informative when an unweighted model fitted to the sample data is different from the model fitted to the full population (Chambers and Skinner 2003) . In such a case, using survey weights in PML estimation accounts for the informativeness. Using the sample weights in the regression estimator not only allows the analysts to account for the design features which govern the data collection process, but also provides a limited type of robustness to model misspecification (Pfeffermann and Holmes 1985; DuMouchel and Duncan 1983; Kott 1991) . The sandwich estimator, the Taylor Series linearization estimator (Binder 1983; Fuller 2002) , or some type of replication estimator (Wolter 2007 ) is often employed to obtain both design-and modelconsistent variance estimators for the regression parameters. The analyses in this article cover the case in which survey weights are used in regression analysis. If the design is actually noninformative, the diagnostics developed here still apply even though the weights could, in principle, be omitted from model estimation.
Limited attention has been given to diagnosing the adequacy of working models and, more specifically, to detecting outlying and influential observations for regressions using complex survey data. Different threads of research cover locating and trimming extreme sample weights (Potter 1988 (Potter , 1990 , controlling the effect of outliers on the estimation of descriptive population statistics, and constructing outlier-robust estimation techniques (Chambers et al. 1993; Chambers 1996; Zaslavsky et al. 2001 ). Henry and Valliant (2012) review much of this literature. Diagnostics for regression models fitted from survey data are a more recent development. Korn and Graubard (1999) and Elliott (2007) introduced techniques for the evaluation of the quality of regressions on complex survey data. Li and Valliant (2009 , 2011a , 2011b ) examined leverages and methods of identifying influential single observations and groups of observations in single-stage samples. Valliant (2012a, 2012b) looked at condition indexes and variance inflation factors for linear regressions. In this article we will extend the work of Li and Valliant (2011a) for singlestage samples to samples that use stratification and clustering. We adapt the standard diagnostics -DFBETAS, DFFFITS, and Cook's D -to linear regression models fitted to clustered survey data.
Section 2 specifies the sample design we study, the model that will be used, and a variance estimator that is useful when developing diagnostics. Section 3 presents some diagnostics for identifying single observations that may be influential in fitting a model. Residuals, DFBETAS, DFFITS, and Cook's D are adapted for models fit using stratified, clustered data. In the fourth section, the new diagnostics are illustrated using a data set taken from a large U.S. household survey. Section 5 forms the conclusion.
Model Specification and Variance Estimation
To formulate regression diagnostics for clustered survey data, models will be used. Suppose the population contains h ¼ 1; : : : ; H strata, i ¼ 1; : : : ; N h clusters in stratum h, and k ¼ 1; : : : ; M i units in cluster hi. A two-stage stratified sample of units is selected with n h clusters or primary sampling units (PSUs) sampled at the first stage in stratum h with replacement (although without-replacement is more common in practice, a withreplacement formulation has the advantage of producing simpler design-based variance formulas that are more informative for the analyses in this article). The total number of sample clusters is n ¼ P H h¼1 n h . Let m hi be the number of sampled units in the (hi )th
m hi , with s h being the sample of clusters in stratum h, and w hik be the sample weight of the kth unit in the (hi )th cluster. The average number of sample units per sample cluster is m ¼ m=n. Suppose that x hik is a p-vector of explanatory variables for unit k in cluster hi and that a variable Y hik collected in the survey follows the linear model:
This model posits that all units have a common variance and the intracluster correlation, r, is the same for all clusters. Units in different clusters are uncorrelated. In practice, r is usually positive and can be estimated using analysis of variance (ANOVA) or related methods. The survey-weighted (SW) estimator of b can be written aŝ where I m hi is the m hi £ m hi identity matrix and 1 m hi is a vector of m hi 1s. To test the significance ofb SW or its components, the sandwich estimator in Binder (1983) or the linearization estimator in Fuller (2002) is typically used. Both of these have design-based and model-based justifications. In fact, the sandwich estimator is approximately model unbiased under a model more general than (1), in which the errors are correlated within each cluster but the particular form of the correlation is unspecified (e.g., see Valliant et al. 2000, chap. 9) . However, to motivate cutoff values for identifying extremes based on the diagnostics in Section 3, the form of the variance in (2) is useful. Estimates of the components of (2) are needed, and a workable approach is to use purely model-based estimators.
To that end, defineb
hi X hi to be the ordinary least squares (OLS) estimator of b, and e hik ¼ Y hik 2 x T hikb OLS to be the residual calculated from the OLS estimator. Using these residuals, definê 
This variance estimator is highly dependent on the working model and is not robust to departures from that model. Because of its nonrobustness, a sandwich or replication estimator is preferred for actually estimating the variance ofb SW . However, (4) does have some advantages in determining cutoffs for diagnostics, as described subsequently.
There are alternatives to the estimators of rs 2 and 1 2 r À Á s 2 in (3). Pfeffermann et al. (1998) proposed the probability-weighted iterative generalized least squares (PWIGLS) estimator to obtain consistent estimates of the population variance parameters s 2 U and r U , i.e., the parameters that would be estimated from a census. The PWIGLS estimator, which assumes that the sampling probabilities for both stages p hi and p kjhi , or equivalently their inverses, w hi and w kjhi , are known, is adapted from the standard iterative generalized least squares procedure by analogy with PML. Alternative inflation-type estimators using the two-level sample weights have also been considered (Longford 1995; Graubard and Korn 1996) . However, Korn and Graubard (2003) later showed that these estimators can be severely biased when the sampling is informative. They proposed a new set of estimators for variance components that would be approximately unbiased regardless of the sampling design. The limitation of these estimators is that they require knowledge of the secondorder inclusion probabilities of the observations. In many surveys, analysts will not know the value of w hi , w kjhi , or the joint inclusion probabilities. Consequently, we use the estimators in (3) which are always feasible.
Identifying Single Influential Observations
The diagnostic tools presented here are designed to measure the discrepancy in estimated regression coefficients and fitted values, between fitting linear models with and without potentially influential points.
Residuals
Residuals, which can be used to filter points with outlying Y values, usually are standardized to have unit model variance. For clustered sampling and its corresponding model (1), we can divide e hik byŝ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi f P þQ 2P À ÁD 21 q ; see (3). Generally, the standardized residuals are referred to the standard normal distribution to identify extreme points. If the e hik are not normal, the Gauss inequality (Pukelsheim 1994 ) is useful for setting a cutoff value.
Gauss Inequality: If the distribution of a random variable X has a single mode at m 0 ,
Suppose that under Model (1), in addition to having a mean of 0, the residuals have a mode of zero. Based on the Gauss Inequality with r ¼ 2s, the absolute value of a residual has a probability of about 90% of being less than twice its standard deviation, and with r ¼ 3s, it has a probability of about 95% of being less than three times its standard deviation. If we rescale the residuals by a consistent estimateŝ of s, either r=ŝ ¼ 2 or 3 can be used to identify outlying residuals, depending on an analyst's preference.
DFBETAS
The standard DFBETAS statistic (Belsley et al. 1980 ) measures the change in the estimate of b when a single unit is removed from the sample. The statistic is also standardized so that it can be referred to a standard normal distribution to determine which values are extreme enough to deserve scrutiny. First, note that (2) can be written as
where To measure the difference in each estimated coefficient after the (hik)th unit is deleted, we defineb SW hik ð Þ as the parameter estimate after deleting unit k in cluster hi. Note that for actual calculations, a more robust sandwich or replication estimator of var MbSWj À Á would be used in the denominator of (6). Using the diagonal element of (5) in the denominator of DFBETAS hik;j allows us to motivate a heuristic cutoff for identifying extremes.
In order to define a cutoff, some simplifications are needed. If the population and sample sizes from each cluster are bounded by M and m, then
Á elementwise and the first term of (6) has order n 21=2 . Under the same conditions,h hik;hik ¼ O n 21 À Á , and a rough cutoff after applying the Gauss inequality to e hik would be 2= ffiffi ffi n p or 3= ffiffi ffi n p . A slightly more fine-tuned cutoff is obtained as follows. Following the developments in Scott and Holt (1982) as extended by Liao and Valliant (2012b) , the model variance of b SW can be written as
The matrix G is a generalized design effect that measures the factor by which the model variance differs from that of weighted least squares when all units are uncorrelated. Under Model (1), we have
where
X hi with 1 m hi being a vector of m hi 1s. If the sample is selfweighting so that w hik ; w, then under Model (1) G can be written as 
Using these results, M reduces to mI p . In these special circumstances, the model variance of the survey-weighted least squares estimator is
The model variance of the jth coefficient ofb SW , which is needed for DFBETAS hik;j , is then 
As a result, a somewhat more refined cutoff value for DFBETAS ik; j is 2= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
DFFITS
Multiplying the DFBETA statistic by the x T hik vector, we obtain the measure of change in the (hik)th fitted values due to the deletion of the (hik)th observation, DFFIT hik ¼Ŷ hik 2Ŷ hik ðhikÞ ¼h hik;hik e hik 1 2h hik;hik :
The variance of the predicted value is
The DFFITS statistic is formulated as DFFITS hik ¼h hik;hik e hik = 1 2h hik;hik À Á ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi var MŶhik 
À Á q
We can make approximations analogous to the ones used for DFBETAS in order to justify a cutoff for DFFITS. Based on (7) for the special case of m hi ¼ m and 
assuming that the number of sample units, m, is much larger than the number of regressors, p. Thus a heuristic cutoff for the DFFITS statistic is k ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi p=n m 1 þr m 2 1 ð Þ Â Ã q with k being 2 or 3.
Modified Cook's Distance
Under the working Model (1), a quadratic statistic that measures the effect on the entirê b SW vector of dropping the kth element in cluster hi can be constructed as 
and compare MD hik to 2 or 3. 
Case Study: NHANES
In this section, we examine a regression of systolic blood pressure on the logarithm of blood lead level, age, and body mass index using a subset from the National Health and Nutrition Examination Survey (NHANES) 1999-2002. The subset used in this study has a sample size of 810, consisting of Mexican-American females aged 20 to 29. This sample does not have very skewed Y and X values, but involves clustering and stratification in the sampling design with a set of large and greatly varying sample weights. There are n ¼ 57 PSUs nested in H ¼ 28 strata, all but one of the strata having 2 PSUs. The average cluster size m is 14.21 persons. When applied to a clustered data set, the variance estimators in the survey-weighted diagnostic statistics need to take the design into account and the cutoffs for some of the statistics contain an estimate of r, which in Model (1) describes the correlation between the observations within the same cluster. The illustrative calculations in this study do not account for the fact that Mexican-American females are a domain within the full population whose sample size is random. This will tend to make SW variance estimates smaller than they would be if the domain feature was accounted for. Table 1 gives the quantile values of the variables and sample weights used in the regression. Besides demonstrating the skewness and large range of sample weights, the table also shows that the distributions of BMI and the logarithm of the blood lead are skewed to the right. Since the minimum of the originally measured blood lead level is as small as 1, we added 1 to blood lead level before taking the logarithm to generate positive transformed values. (Adding 1 is often done to avoid taking the log of zero; this step was not strictly necessary here.) Note that using the untransformed value of blood lead would have resulted in more extreme X values. However, this type of modeling has previously been done using the log transformation (see Korn and Graubard 1999) , and we follow that precedent here. Figures 1 and 2 respectively display plots of systolic blood pressure and residuals versus the three auxiliary variables. Table 2 reports the parameter estimates of the regressions with and without weights. The SW estimators produced slightly larger intercept and slightly smaller slope of BMI than the OLS ones. Both methods agree that age and blood lead do not have significant effects in determining the systolic blood pressure. Therefore, in the following diagnostic analysis, we will only focus on the changes in the estimated coefficient of BMI.
For comparison, we applied both the OLS and the new SW diagnostic statistics, including leverages, residuals, DFBETAS, DFFITS, and modified Cook's distance, to the regression estimation. Since the sample weights were not separately provided at cluster level and at unit level, the parameters r and s 2 in Model (1) were estimated using purely model-based estimators. Utilizing the VARCOMP procedure in SAS, we obtainedr Figure 5 ) clearly show that the "identified by SW only" areas contain many big bubbles, but the "identified by OLS only" areas are filled with small dots. The residual plot is an exception in which the OLS and the SW residuals are very similar. This is mainly because none of the Y and X values in the data set are extremely outlying. Table 3 numerically reports the weight discrepancies between the observations uniquely identified by either OLS or SW diagnostics. The leverage and modified Cook's distance are more sensitive to extreme sample weights compared to other diagnostic statistics. They tend to detect more influential points for survey data than the OLS approaches. Analysts may want to consider raising the cutoff values for these statistics in order not to overidentify influential points. The parameter estimates after outliers were removed are listed in Table 4 . The difference between the OLS and SW estimates and the two diagnostic schemes is trivial. The removal of observations with large DFBETAS of BMI causes the largest change in the estimated slope of BMI. The SW estimates seem to be less affected by the removal of influential points than the OLS ones. Unlike the SMHO data analyzed in Li and Valliant (2011a) , the NHANES data set does not contain many obviously extreme points, and outlying Y values can be large or small relative to other points. Hence the deletion of the identified outliers does not move the regression line dramatically.
Conclusion
By incorporating survey weights and design features, we constructed survey-weighted diagnostic statistics for clustered samples that are extensions of the conventional OLS diagnostics. Survey-weighted diagnostics may identify different points than OLS diagnostics as influential. An observation with moderate Y and x values may not be identified as influential by OLS approaches, but may be recognized as influential by SW methods if it is assigned an extreme sample weight. The diagnostics can serve as a guide to which points may be unusual. However, a diligent analyst should examine these points in detail to decide whether they are data entry errors, legitimate values that do not follow a core model, or can be explained in some other way, such as having extreme weights.
The techniques based on single-case deletion presented here may not function effectively when some outliers mask the effects of others. The modified forward search method Riani 2000, 2004; Li and Valliant 2011b ) is a partial solution to this problem since it can successfully identify an influential group of points whose members are not influential when examined singly.
A final caveat to the use of the diagnostics studied here is that some points may appear to be influential because the regression model itself is misspecified. Deleting them would be a mistake if the ability is lost to recognize that the model should be respecified, for example, as quadratic. Thus good practice will require using a combination of residuals and the other diagnostics studied here.
