Abstract: The U.S. Census Bureau provides an estimate of the true population as a supplement to the basic census numbers. This estimate is constructed from data in a post-censal survey. The overall procedure is referred to as dual system estimation. Dual system estimation is designed to produce revised estimates at all levels of geography, via a synthetic estimation procedure.
Introduction
The U.S. census is required by the Constitution to be conducted every ten years. In an attempt to provide better estimates of the true population than contained in the basic census counts, the Census Bureau [13] uses both statistical and demographic methods. In 2000 the statistical process was called Accuracy and Coverage Evaluation (A.C.E.).
The 2000 A.C.E. data consists of two parts: the Population sample (P-sample) and the Enumeration sample (E-sample). The P-sample includes persons who are validly included in the A.C.E. survey, and the E-sample includes census enumerations from households in the A.C.E. block clusters. For a detailed overview of the 2000 A.C.E., please see Hogan [9] and Norwood and Citro [11] .
The 2000 A.C.E. was designed to get an estimate of the population at every geographic level, based on the census count and the information from the E-sample and the P-sample. To be more precise, the procedure adopted by the Census Bureau is termed a synthetic dual system estimate. Its validity rests on several assumptions, including a major synthetic (homogeneity) assumption.
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Various technical assumptions can be made for synthetic assumption. These affect the details of the formulas needed to produce the final population estimates. For ideal and homogeneous populations any of the resulting formulas will produce unbiased estimates. However, the U.S. population does not appear to have this type of ideal structure. Hence different synthetic assumptions yield different estimates, and it does not appear that all of these estimates are actually unbiased.
This paper investigates the nature of these assumptions and the extent of the differences produced when using three alternative dual system formulas within the 2000 U.S. Census. It should be emphasized that the data available to us do not allow us to make any confident claim as to which of the estimates is more accurate; indeed such a claim is not our objective. Instead, we present our analyses as a means of providing better understanding of the dual system estimation process in the presence of actual populations, such as that encountered in the 2000 Census, and of judging the extent of differences that may be expected to result from differing assumptions about the census enumeration process.
Our analysis revolves around the extent and homogeneity of imputations of household and whole person records into the census enumeration. The available data allows us to produce alternative estimates based on different treatment of these imputations. As we later remark, there are other aspects of the dual system process that might involve analogous biases in the presence of inhomogeneity, however the data available to us do not allow for as complete an analysis relative to those factors.
In Section 2 we briefly discuss the nature and extent of imputation in the 2000 census. It is clear that the desired stochastic homogeneity does not hold there. Section 3 introduces background for dual system estimation and the synthetic assumption. The alternative formulas are presented in Section 4. Section 5 displays the results of using these formulas to estimate the true population shares of the states in 2000. Section 6 presents similar results for estimation of population shares of groups of counties. Mathematical comparison of different formulas is made in Section 7. Section 8 contains a summary conclusion and remarks.
The data for A.C.E. was collected during the 2000 census and first prepared and analyzed before April 2001. The Census Bureau decided not to issue the results then produced as official census estimates. Following this, the data was re-analyzed several times, leading up to revised A.C.E. estimates, referred to as A.C.E. Revision II. These were released on March 2003. The revised data identified, and deleted from the estimation process, a significant number of records that were judged to be duplicates. There were also a number of other more technical, but not insignificant, innovations in A.C.E. Revision II. See Kostanich [10] for a more complete description of A.C.E. Revision II.
The analyses of our paper are based on the original April 2001 A.C.E. data. There are several reasons for our using this original data, rather than the revised A.C.E. II data. The primary reason is that this is the data that was supplied to us by the Bureau, beginning in 2001. (We gratefully acknowledge the Bureau's assistance in supplying us with suitable versions of this data.) Furthermore, our purpose has been to understand the nature of traditional dual system estimation, and the consequences of alternate synthetic assumptions. For the most part the nature of the April 2001 A.C.E. data in relation to the census is analogous to that between earlier censuses and their dual system surveys. (In particular, both the 2000 census counts and the 2001 A.C.E. data contain correspondingly significant numbers of duplicates, such as presumably existed in earlier census data even though there was no way to explicitly identify them. See Section 2 on imputation for discussion of one difference between 2000 and earlier censuses.) Furthermore the analysis of A.C.E.II involves a number of special complications and assumptions beyond those of the standard dual system analyses.
Imputation
We use II, the Census Bureau's notation, to denote the number of imputations. Technically II is referred to as "insufficient information". It is not unusual for some census records to contain incomplete information to a modest extent. If all or nearly all relevant information is missing so that the matching of the P-sample records to the E-sample enumerations is not feasible, then the record is described as having insufficient information. Here we use the word "imputation" generally to describe records that for some reason do not include enough information to be included in the A.C.E. process. Broadly speaking, census imputation also includes imputation for item non-response for records in the A.C.E., and imputation for matching status in the A.C.E. process. Yet in our context, imputation is referred to as the whole records not included in the A.C.E. process due to insufficient information. In the 2000 census, imputations included two parts: inherent imputation and late adds.
One can identify two basic kinds of inherent imputation. Sometimes we do know with reasonable certainty how many people there are in the household, but lack personal information about them as is needed for the matching of the E-sample and the P-sample in the dual system process. In this case, we just need to impute demographic information for each person. On the other hand, sometimes the actual number of people in the household is also unknown. In this circumstance both the true counts and personal information need to be imputed. It is even possible to give a finer subdivision of types of inherent imputations. See Norwood and Citro [11] .
Imputation related to a large number of late-adds was a special feature of the 2000 census. Because of its concern about address duplication, the Census Bureau created a special research program just after the basic census data was collected. The Bureau was able to identify, and pulled out, approximately 6 million person records in 2.4 million housing units as potential duplicates. Later on, approximately 2.4 million persons in 1 million housing units were reinstated into the census. However, this was too late for the 2.4 million people to be included in the A.C.E. process. Hence they were referred to as "Late Adds" and were treated similarly to imputation data. For details of research on duplicates, see ESCAP [4] . Table 1 is a comparison of the distributions of imputation in 1990 and 2000.
Besides the fact that there was no special treatment for Late Adds in the 1990 census, there is a significant difference in terms of the ratio of imputations from households with known person count and imputations from households with unknown person count between the 1990 and the 2000 Census. In 2000, that ratio was about 4. Yet in 1990, the ratio was 44 which is 10 times larger than that in 2000. The percentages of II from the 1980 census were more similar to those of 2000 than were the 1990 percentages. In this paper, the item C −II denotes the number of people with full information. They are frequently referred to as "data-defined" persons, and we use DD to denote the number of them in the following sections.
Dual system estimation
As we introduced before, the 2000 A.C.E. data consists of the E-sample and the Psample. Based on the information of the E-sample and the P-sample, a dual system estimate of the population is produced for special subgroups, called post-strata. These post-strata estimates are then apportioned and recombined so as to form estimates for any geographic area, such as state, county, census block etc. We now discuss some aspects of this procedure.
Post-stratification
For the purpose of analysis, the population is divided into certain groups called poststrata. Sixty-four post-stratum groups were created based on information about geographic location, race, Hispanic origin, housing tenure etc. In addition there were 7 age/sex categories. Thus originally there were 448 post-strata. Later on, some small post-strata were collapsed together to form 416 final post-strata. [See Table 5 in the Appendix for details of the construction of post-strata.]
Dual system estimation
The dual system estimate for post-stratum i can be written as
Here DD i is the number of data-defined persons in post-stratum i. CR i and M R i are the estimates of the E-sample correct enumeration rate and the P-sample matching rate respectively.
In the E-sample, enumerations are divided into two categories: correct enumerations and erroneous enumerations. The correct enumeration rate measures the accuracy of the census. It is estimated as
where CE i denotes the number of correct enumerations and EE i denotes the number of erroneous enumerations in post-stratum i. The P-sample persons are taken into a matching procedure to see whether they can be matched with persons in the E-sample. The P-sample matching rate then measures the coverage of the census. The formula for M R i is more complicated than that for the other elements of (1), and it is not particularly pertinent to the current considerations. The reader should consult Hogan [8] for details.
Since it was adopted by the Census Bureau to estimate the population, the dual system estimation method has been considered in principle a large-scale capturerecapture procedure. It can be motivated from an over-simplified, primitive model for capture-recapture estimation. In this model, the interrelation of the P-sample and the E-sample can be schematically summarized in a two by two table, and elements in the two by two table are estimated based on the assumption of the independence of the E-sample and the P-sample. For a detailed overview of dual system estimation, see Hogan [7] .
Synthetic assumption
The census provides population figures for geographic subdivisions much smaller than those defined by post-stratum boundaries. These "smaller areas" include states, congressional districts, metropolitan areas, and even divisions as small as census tracts and census blocks within tracts.
In order to get smaller area estimates, the estimates DSE i for each post-stratum must be divided up and apportioned to geographic areas lying within that poststratum. This procedure is called synthetic estimation and the assumption(s) that support its validity is (are) referred to as the synthetic assumption.
It seems to us that there are various reasonable forms of synthetic assumptions that could be proposed, and these lead in practice to different smaller area population estimates. For now we first present the formula implemented by the Bureau. Then we later contrast it with alternative formulas that also seem to us to be plausible.
For the purpose of synthetic estimation, the Census Bureau assumes that the estimate, DSE i , should be divided in proportion to the total census counts within its post-stratum. Let the index k, k = 1, 2, . . . , K i refer to geographic subregions within post-stratum i. Let C ik denote the total census counts for post-stratum i and region k, and let C i denote the totals for the post-stratum. The Bureau population estimate for post-stratum i region k is then called DSE ik or S ik and is given by the formula
This reflects the Bureau's synthetic assumption that the population distribution for smaller areas within a post-stratum is homogeneous with respect to the census counts for those areas within that post-stratum.
Formula (3) is often rephrased in a different but equivalent format. Define the Coverage Correction Factor for post-stratum i (CCF i ) by
There is a different but equivalent way to interpret (3) or (5). The Census Bureau's estimate can also be written as
We will later build upon this interpretation.
In summary, for geographic region k this gives the following population estimate:
Here in (7), S k is called the synthetic dual system estimate, abbreviated as SynDSE. It is clear from its definition that it applies the same adjustment factor for people in each post-stratum, and aggregates the adjusted post-stratum level population numbers for an estimate of the population of the entire geographic area.
Rationale for post-stratification
The preceding discussion highlights one main rationale and target for post-stratification. Accuracy of the synthetic estimation formula (3) rests on the assumption that the population for the geographic areas within post-strata is distributed in proportion to the census count.
There are at least two other reasons for post-stratification in connection with dual system estimation. The logic supporting the dual system estimate requires that the matching rate be constant for individuals within post-strata. Violation of this will, in general, lead to bias in the dual system estimate (1) of the post-stratum population. Such a situation is referred to as "correlation bias". There are many discussions of correlation bias in the literature. For example, Seker and Deming [12] had an early discussion on correlation bias. Bell [1] introduced a third system to estimate the correlation bias. Freedman and Wachter [5] also had a discussion on correlation bias and heterogeneity. Zhao [14] investigated the data of the 2000 census to test the plausibility of the assumption of absence of correlation bias.
A third, though perhaps less important, rationale for post-stratification is that, in principle, suitably chosen post-strata can reduce the variance of estimates given through formulas such as (1) and (3). Conversely, a choice of too many post-strata with consequently small sample sizes within each post-stratum can lead to estimators with inflated variances. See Hogan [7] for a discussion of this in relation to the 1990 census. See Freedman and Wachter [6] for a perspective on post-stratification and its effects in the 2000 census.
Alternative formulas
In this section, we present three alternative formulas for synthetic estimation. The Census Bureau's formula is based on the synthetic assumption that the population distribution for small areas within a post-stratum is homogeneous with respect to the census counts (including imputations) for those areas within that post-stratum. Our alternative formulas are sensitive to the the homogeneity of imputations in the census, and its role in the synthetic estimation of subpopulation counts.
First alternative formula
Note that the estimates DSE i are computed only from enumerations of data-defined people. That is because C i does not appear in (1) . Thus the estimates of DSE i of post-stratum totals involve DD directly, but do not involve the number of counts labelled as II. It can thus be plausibly argued that the counts II should also not play a role in distributing DSE i geographically within post-strata.
As noted in Section 3.4, homogeneity assumptions relative to the components of (1) are already part of the general justification for dual system estimation. From this perspective, it also seems reasonable to assume that the population for the geographic area within post-strata should be proportional to the enumeration of data defined people. This form of synthetic assumption leads to the alternate estimate S 1 ik described as the formula
where DD ik is the number of data-defined persons in geographic region k within post-stratum i, i = 1, 2, . . . , I, k = 1, 2, . . . , K i . There is another way to view the formula for S 1 ik . For each post-stratum i, consider DCF i (Data-defined Coverage Factor) as a replacement of CCF i . Their relationship is described in the following formula
Then applying the same Data-defined Coverage Factor for post-stratum i to the number of data-defined persons in geographic region k within post-stratum i, the corresponding S 1 ik for geographic level k is thus written as
Note that (9) implies that
, it is easy to show that (8) and (10) are equivalent.
Second alternative formula
It can be plausibly argued that the distribution of imputations II ik = C ik − DD ik , k = 1, 2, . . . , K i is a valid reflection of distribution of the true undercount relative to C ik within the post-stratum. Presumably imputations are concentrated in areas where it is intrinsically hard to count people, and hence areas with high undercount rate would be expected to have high imputation rate. Since the "true" undercount is not observed, it is hard, or impossible to devise a way to check this assertion. If it were valid, then the desirable estimate for the true population would be derived by distributing the post-stratum undercount estimates within the post-stratum in proportion to II ik . This leads to the formula (11)
As we noted before, the estimate of the total undercount for post-stratum i is DSE i − C i , and this undercount is distributed to each geographic level proportionally to its imputation rate within the post-stratum. The estimate for the population is then the census counts plus the estimated undercount. In summary, this formula is the same as (6) 
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Third alternative formula
Note that the Census Bureau's formula (6) is
Compare this with (11) , and another reasonable formula comes out naturally as (12)
In words, this formula begins from a base of the census counts C ik (including II ik ). It then considers the distribution of DD ik as a reflection of the true undercount rate at geographic level within post-strata.
Clearly all of the formulas presented here have the same normalization property
Also, if we take the summation over post-stratum index i, then we will have the estimate of the population at geographic area k as
Results from alternative formulas at state level
Comparison of shares at state level
Allocating seats in the House of Representatives is the original constitutional mandate for which the decennial census was established. Much attention was put on which states had gained or lost seats. It is of primary interest to compare different formulas at the state level. Figure 1 shows comparison of alternative formulas and the Census Bureau's formula for the 16 largest states. [See Figure 5 in the Appendix for the full comparison of all 51 states.] The comparison is made in the sense of population shares. A state's population share is normally defined as its percentage of the national total. Thus they do not affect estimates for national totals. The horizontal line for each state shows the confidence interval of share difference: SynDSE (S k ) share minus census share. The standard error of share difference is computed from Davis [3] published by the Census Bureau. The square represents the share difference between S k and census, the dot represents the share difference between S 1 k and census, and the triangle represents the share difference between S 2 k and census. The share difference between S 3 k and census is omitted from the figure since it is very close to the one between S k and census.
The most prominent feature is for the state of New York where the difference calculated from S 1 k falls very far outside of (below) the confidence interval calculated from census formula. For several other states the result for S 1 k is also outside the confidence interval (above, as for North Carolina, Virginia, and Ohio, or below, as for Indiana and Illinois). S 2 k agrees better with the census formula. For several large states, such as Texas, California, Florida and Pennsylvania, the square and the triangle are very close to each other. The result for New York is driven towards 0, although it still falls outside (above) the confidence interval. Interestingly, most of the time, the share difference of S k and census falls between the difference of S 1 k and census, and the difference of S 2 k and census. This tells us that, in a sense the census formula is a compromise of the two alternatives we introduced.
Role of imputation
Imputations create the primary difference in practice between the Bureau's synthetic formula (3) and alternative formulas such as our (8), (11) and (12) . Note that the assumption justifying (8) is that the undercount is homogeneous with respect to DD ik for regions within post-strata. In contrast, the assumption justifying (3) is that of homogeneity with respect to C ik = DD ik + II ik . If the imputation rates were stochastically homogeneous with respect to C ik , then both formulas would have the same expectation, and would generally yield very similar results in practice.
Imputation rates for the 16 large states of Figure 1 , together with the population shares from the census, are given in Table 2 . In this table, the total imputation rates, the imputation rates from late adds (LA) and non late adds (Non-LA), as well as the census shares are listed. [See Table 6 in the Appendix for the full table for all  51 states.] The overall imputation rate for New York is considerably larger than the national rate of 3%.
Furthermore, what really matters is the imputation rates within post-strata within the state relative to those post-strata results elsewhere. Because of this it seems informative to supplement the overall imputation rates given in the table with per post-strata averages. As a result, Table 2 also gives the mean imputation rate per post-strata within state as computed from the following formula:
where n * k is the number of post-strata within the state with non-zero census counts, which is also listed in the table. Even a cursory examination of these imputation rates in the census reveals that an assumption for the imputations of stochastic homogeneity within post-strata is not reasonable. (A valid, formal test of this statistical hypothesis can be derived using the methods of Zhao [14] . This test decisively rejects the null hypothesis of stochastic homogeneity, with a p-value < 0.0001.)
In Table 2 , the comparison of New York and New Jersey points to an interesting phenomenon. Overall New Jersey has an imputation rate of 2.869%. This is fairly close to the national average. But it shares a lot of post-strata with New York. The mean value of the imputation rates per post-strata in New Jersey is 4.849%. This is the second highest among the 16 states. Yet as shown in Figure 1 , in contrast to New York, the differences for New Jersey using S 1 k and S 2 k are quite close to that using the Census Bureau's S k . The result is that although New Jersey has relatively high mean imputation rate per post-strata, its population estimate is not increased as much by the dual system as this might seem to warrant. One explanation for this is that an important neighboring state (New York) has even higher imputation rates.
From another point of view, we can consider our alternative formula one as a basic rate for estimate of population, while the Census Bureau's formula can be viewed as an attempt to use imputations with the hope of improving these basic estimates.
Results from alternative formulas at county-group level
To better investigate the differences among all the formulas, we conduct a further analysis down to a finer level: county-group level. Ideally our analysis might have been performed on the level of congressional districts. However we had only county level data to work with. Hence we created county groups to roughly approximate the size and geographic contiguity of congressional districts. (In some cases our county groups were much more populous than congressional districts since we could not split counties into smaller districts.) In general, small adjacent counties are lumped to form a group with population roughly like a congressional district, while relatively large counties (for example, a county contains several congressional districts) would make a county-group by themselves. Totally we created 369 county-groups, on average each having 730,000 people.
For each county-group, an adjusted estimate (SynDSE) is constructed by the Census Bureau's formula and our alternative formula 1, 2 and 3. It seems most suitable to compare the adjustments to the relative shares. This is consistent with the discussion in Brown et al. [2] and Freedman and Wachter [5] . However we found direct statements of share differences to be less suitable in part because of unfamiliarity with the county-groups and variability in their sizes. Hence it seems more informative to express the adjustments in percentage terms from a base of the original census numbers. It can be easily shown that this measure is a linear transformation of the share difference, and as noted in the above references, the results from the percent adjustment would be consistently comparable to the share difference.
There are two possible choices of the base of the original census numbers. Naturally people would consider the census counts, and the relative percent difference can be expressed as
However, one of the implications of the alternative formula one is that the number of data-defined person DD is a more basic quantity. Therefore we use DD as the base, and the relative percent difference is then defined as
To account for the implication of imputation, (17) can be modified to be a measure called state adjusted difference (SAD), which is defined by
In (18), j is the county-group index, s is the state index. The following Table 3 illustrates the descriptive statistics for SAD using different formulas.
As we already found from the last section, the alternative formula three gives very similar results as the Census Bureau's. It is also noticeable from the table that overall there is no substantial difference in terms of the mean value of differences.
[The results from reldif c can be found in Table 7 in the Appendix, and they will give similar relative conclusions among county groups within a state.] It is impossible to visually show the results of SAD from all county-groups in one figure; instead we illustrate the results in the following three states:
1. New York: because of the large discrepancy in share comparison (Figure 1 ) and the relatively large size (3rd biggest state) 2. New Jersey: because of the interesting phenomenon discussed in Section 5.2 3. California: because of the relatively large size (biggest state) Figure 2 is the plot of SAD in each county-group in New York. [The table generating this figure can be found in the Appendix.] Each one of the 21 points on the X-axis represents a county group, and the state adjusted differences represented on the Y-axis are connected by a line. Different types of lines represent different formulas. Again, the results from alternative formula 3 are not shown in the figure because they are very close to those from the Census Bureau's formula. It is obvious that for the three counties in New York city (Bronx, Kings and Queens) which have a very large percent of imputation, the differences are much higher than those from other county-groups. Figure 3 is the plot of SAD in each county-group in New Jersey. Despite the fact that New Jersey shares a lot of post-strata with New York, the scale of the differences is much smaller than that from New York. Figure 4 is the plot of SAD in each county-group in California. From all three figures, it can be seen that most of the time, the lines using Census Bureau's formula lie between the lines using our alternative formula 1 and alternative formula 2. This confirms that the Census Bureau's formula is kind of a compromise of the two alternatives.
It can also be seen that in general, at the lower end of the figure (smaller difference between SynDSE and DD), the difference using Census Bureau's formula tends to be lower (higher) than that using alternative formula 1 (using alternative formula 2), while at the upper end of the figure (larger difference between SynDSE and DD), the difference using Census Bureau's formula tends to be higher (lower) than that using alternative formula 1 (using alternative formula 2). (The detailed results at each county group in these three states could be found in Table 8 through  Table 10 in the Appendix.)
Comparison of different formulas
Comparison of four formulas
As stated earlier, if the imputation rates were stochastically homogeneous with respect to the census count, then all the formulas would have the same expectation.
It is easy to prove that if 
When is DCF better
Our alternative formula (10) uses DCF instead of CCF . One may wonder under which conditions does DCF behave better than CCF . Consider the following simpler case: there are two states for a single poststratum, and there are no people who moved between the census day and the A.C.E. interview. The corresponding counts in state 1 and 2 within post-stratum are: CE 1 , CE 2 , EE 1 , EE 2 , M N 1 , M N 2 , N N 1 , N N 2 , II 1 , II 2 , and they are all observable. Here CE j , EE j , M N j , N N j , and II j (j = 1, 2) denotes the number of correct enumerations, erroneous enumerations, matched non-movers, unmatched non-movers, and imputations respectively. For a formal definition of these types of counts, see Norwood and Citro [11] . As also shown in Norwood and Citro [11] , CCF and DCF can be written as functions of these five types of counts
To further simplify the case, we assume that the two states are equal in size, i.e.
The following analysis makes a comparison of the squared errors resulting from use of (3) and (10) . In order to make this comparison it is necessary to make some assumptions about the true population. The analysis is somewhat simple under the plausible assumption that the unbiased DSE from the two by two tables within each state describes the true population parameters. A similar analysis is possible under other assumptions.
The unbiased DSE from the actual two by two tables within each state can be written as
The synthetic DSEs for state 1 and 2 within post-stratum calculated from CCF and DCF (use alternative formula one) are
and
Define the variance, i.e. the squared error of synthetic DSE from the true population, as
The difference of ∆ d and ∆ c is (23)
If CE >> (EE, II), as is usually the case, then From (24) we have
More generally, we assume CE 2 = λCE 1 , M N 2 = λM N 1 , N N 2 = λN N 1 , since homogeneity assumption appears to hold for the two largest groups: CE and MN. For the setup and results from the test of homogeneity assumption, see Zhao [14] . Similarly we have
• If λEE 1 = EE 2 and λII 1 = II 2 .
-If λEE 1 > EE 2 and
The above discussion gives certain conditions when the Census Bureau's correction factor (4) or the alternative correction factor (9) performs better than the other one. To show the empirical results from the data, let's consider a simple case. Suppose we regard New York state as state 1, and all the other states together as state 2, then we calculate the DCF and CCF for the 244 post-strata that are in both states. We found that DCF is better in 70% of post-strata which exist in both state 1 and state 2. Furthermore, if we categorize the post-strata into two groups: large post-strata (having more than 50,000 correct enumerations) and small post-strata, DCF performs much better in the large post-strata.
From Table 4 , it could be seen that DCF (corresponding to formula (10)) performs better about 65% of the time in small post-strata and 80% of time in large post-strata.
Conclusion
The major purpose of this paper is to better understand the 2000 A.C.E. process by providing alternative formulas. To construct these three formulas, alternate forms of the synthetic assumption are used, and the structure of imputation is analyzed. We find that the alternative estimation formulas seem also justifiable.
It is perhaps hard to tell which formula gives generally more accurate results. It appears to us that each one has its own merit and no one dominates another. In addition, there seems no way with existing data to compare the biases of the formulas. Nonetheless, it appears that the first of the alternatives would achieve smaller variance than that of the Census Bureau's formula if the number of erroneous enumerations and the number of imputations are positively correlated, which holds true in most of the cases.
What we do observe is that the Census Bureau's formula tends to be a compromise among the three alternatives. For this reason it seems to us reasonable to stick to the original one, especially in view of a lack of further evidence.
All the Census Bureau's formula and our alternative formulas use the total number of imputations to create population estimates. As noted in Section 2, there are different classes of imputation. It may be preferable to use only some subsets of imputations, and create formulas in different ways.
Finally we want to point out that the correct enumeration rate CE/(CE + EE) is estimated in producing synthetic estimation. This estimate is another potential source of heterogeneity, and the related synthetic assumption on it should be studied. A valid, formal test of the hypothesis that the correct enumeration rate is geographically homogeneous within post-strata for states or counties can be derived using the methods of Zhao [14] . This test shows there is significant non-homogeneity. (The details of this test will be reported elsewhere.) It would be desirable to also see how this inhomogeneity affects synthetic estimates results. However, unlike II, the components CE and EE are not measured for the entire census, but rather only for the A.C.E. sample blocks. Thus it is unclear how to use existing data to create estimates related to this factor. 
