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Abstract
Some 2-Categorical Aspects in Physics
by
Arthur J. Parzygnat
Advisors: V. Parameswaran Nair & Scott O. Wilson
2-categories provide a useful transition point between ordinary category
theory and 8-category theory where one can perform concrete computations
for applications in physics and at the same time provide rigorous formal-
ism for mathematical structures appearing in physics. We survey three such
broad instances. First, we describe two-dimensional algebra as a means of
constructing non-abelian parallel transport along surfaces which can be used
to describe strings charged under non-abelian gauge groups in string theory.
Second, we formalize the notion of convex and cone categories, provide a
preliminary categorical definition of entropy, and exhibit several examples.
Thirdly, we provide a universal description of the Gelfand-Naimark-Segal
construction as a canonical procedure from states on C˚-algebras to repre-
sentations of C˚-algebras equipped with pure state.
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Chapter 1
Introduction
1.1 Motivation
Category theory plays an important role by abstracting common structures
among different mathematical disciplines, and hence physics. This allows one
to (1) organize data more precisely, (2) relate seemingly different structures,
and (3) prove statements applicable to many areas simultaneously and more
easily. These three ramifications equally apply to nature, whose description
is inherently mathematical. Indeed, the goal of physics is to (1) understand
the basic structure (data) of nature organized into a (potentially unified)
theory, (2) extrapolate this structure into one that is perceived by observers,
and (3) and develop precise predictions that can be tested.1
Practically every mathematical structure together with its symmetries
1A more philosophical description of these concepts and why category theory is a
preferred mathematical framework for physics is deferred to Section 1.3.
1
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fits into the framework of category theory, though categories also allow non-
invertible symmetries, i.e. non-invertible processes or relations. Categories
consist of a collection of objects together with such relations and a way to
compose relations. Consider, for example, the gauge theory of particles.
The main category of study here is one of principal bundles with connection
over a manifold M, the underlying manifold of spacetime, together with its
gauge transformations. More precisely, an object consists of a principal group
bundle over M together with a connection. A morphism between two such
objects is a smooth and equivariant connection-preserving map of principal
bundles. One of the reasons to consider the full category as opposed to the
set of connections over a fixed bundle is because the latter fixes a particular
topological sector, sometimes called an instanton sector, whereas the former
includes all such sectors [Sc16a].
A closely related example occurs in prequantum string theory [Sc16a].
Abelian gauge theory for strings was initiated by Kalb and Ramond in 1974
[KaRa74] and its geometrical description in terms of gerbes was provided
by Gawedzki in 1987 [Ga88]. Gerbes are geometric structures on the target
manifold analogous to bundles but used for higher-dimensional objects such
as strings. Between 2009 and 2013, Waldorf showed that these geometric
objects correspond to the usual notions of bundles with connection on the
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loop space [Wa12a], [Wa16], [Wa12b]. However, coupling gauge fields to
matter on the loop space, for instance with a Dirac operator [Wit86], is still
not fully understood even though a lot of recent progress has been made
[StTe05], [St08a], [St08b], [KoMe13].
Because gerbes are formulated directly on the manifold, a different ap-
proach is to construct the analogues of the expected mathematical structures
without referring to loop spaces. Non-abelian generalizations of bundles,
known either as non-abelian gerbes or principal 2-bundles with 2-connection,
were made possible with the use of 2-category theory and appeared later
[BrMe05] eventually with a description of parallel transport for strings [BaSc04],
[ScWa13]. Besides strings, higher-dimensional branes can also be charged un-
der gauge groups that need not be abelian. It has been suggested that the
proper mathematical framework for such higher-dimensional branes involves
higher categorical analogues of bundles with connection known as principal
n-bundles or pn ´ 1q-gerbes with connection [Sc16b]. Although this has not
been verified across all models currently studied in string theory, recent work
indicates this may be the case [PaSa12], [FSS14], [JSW16]. This leads one
to the notion of n-categories [ChLa04], which are known to play a role in
physics ranging from loop quantum gravity to quantum mechanics [BaLa11],
particularly in topological quantum field theory [Lu09]. n-categories consist
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of objects, relations, relations between relations, and so on up until level n.
Thus, n-categories get a bit more complicated as n increases.
2-categories provide some intuition about n-categories yet are simple
enough to work with. In particular, they can be conveniently used to de-
fine two-dimensional algebra, a notion of algebra that allows one to multiply
in various directions along a surface instead of just along a single direction
and hence might be used to describe gauge theory for strings. It is there-
fore important to explore the implications of this structure, which is done in
Chapters 2 and 3 of this thesis. In Chapter 2, we construct, from elementary
building blocks, a surface-ordered integral providing a construction of paral-
lel transport for surfaces that includes non-abelian gauge fields. Although we
do not explore this here, this may provide a step towards non-perturbative
string theory. In Chapter 3, we provide several example computations and we
show that magnetic flux for magnetic monopoles can be described in terms
of such parallel transport.
Another context where category theory might play a vital role is in the
concept of entropy. Although entropy has had an enormous impact on all
of science ranging from physics to computer science to biology and more,
it is still not a completely understood concept. Because entropy shows up
in a variety of contexts such as classical mechanics [Bo77], information the-
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ory [Sh48], quantum mechanics [EPR35], black hole thermodynamics [Be73],
dynamical systems [Bo71], quantum field theory [CaCa04], etc., one might
suspect that categorical language can be used to isolate key features of en-
tropy common to all such scenarios. For instance, one of the main properties
of entropy is that it is a convex function [Li75]. Recently, Baez, Fritz, and
Leinster showed that entropy can be better thought of as a convex func-
tor [BFL11], [BF14]. In the special cases considered, one can emphasize
their result with the following rough slogan: “Although not every continuous
convex function on probability spaces is proportional to the Shannon entropy
function, every continuous convex functor is!” Actually, convex functors have
not been adequately defined. In Chapter 4, we therefore develop the appro-
priate mathematical structure needed to make sense of these theorems and
to provide a foundation to study many (if not all) forms of entropy from a
categorical perspective.
Whether the above slogan is true in greater generality is one of the main
questions of this project though we do not answer this in the present work.
An answer in either direction would be useful. If all entropy functors are
proportional to each other, we have a new characterization of entropy and
hence a concrete approach to precisely defining entropy in contexts where it is
less understood such as quantum field theory or black hole thermodynamics.
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If not, then much like Re´nyi entropy generalizes Shannon entropy [Re61],
this form of entropy will also provide another perspective that should be
explored in more detail. This is especially important now due to the recent
interest in entropy and entanglement and its connection between field theory
and geometry [RyTa06].
Yet another instance where 2-categories play a crucial role is in the de-
scription of the Gelfand-Naimark-Segal (GNS) construction [Se47], which
roughly says the following. Given an algebra of observables together with
a state, which need not be pure, there exists a canonical representation of
this algebra together with a (cyclic) vector on the associated Hilbert space
whose restriction, when viewed as a state, to the algebra agrees with the
original state. This statement alone can be described in terms of ordinary
categories. However, if one wants to include the possibility of changing the
algebra of observables, ordinary categories are not enough. For example, ob-
servers typically do not have access to the entire algebra of observables and
hence can only observe the state with respect to a subalgebra. The GNS
construction can be applied to the two resulting states and their associated
representations are in general inequivalent. Nevertheless, they are related
and one embeds into the other. These descriptions can be formulated using
2-categorical adjunctions.
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In summary, this thesis explores three applications of category theory in
gauge theory, entropy, and the observables and states of quantum theory.
Two-dimensional algebra is explored from a computational perspective and
is used to describe certain surface observables in gauge theory. The notion of
convex category is introduced and lays the foundation for future work aimed
at understanding entropy. Finally, a higher-categorical phrasing of the GNS
construction brings in an entirely new set of tools which could be used to
study observables, states, and their relations in more detail.
1.2 Contents
In Chapter 2, specifically Sections 2.2.1 and 2.2.2, we begin with a visual
and computationally accessible introduction to categories and 2-categories
in terms of string diagrams. In the latter case, these string diagrams provide
a realization of what we call two-dimensional algebra. We then focus on the
special case where the two-dimensional operations are invertible in Section
2.2.3 providing the main class of examples given by 2-groups.
Before moving to parallel transport for strings, we review parallel trans-
port for particles, particularly the path-ordered integral in Section 2.3.1.
We then apply these techniques to non-abelian parallel transport in gauge
theory for strings in Section 2.3.2. As an explicit calculation and illustra-
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tion of two-dimensional algebra, we break up an arbitrary worldsheet for
an open string (defined as a smooth map of a square, equipped with ap-
propriate orientation data, into a manifold) using a lattice approximation.
We then organize the terms explicitly exhibiting the non-abelian nature of
the natural surface-ordered product that emerges in terms of infinitesimal
group elements associated to links and plaquettes. This seems to be the first
such fully worked out calculation in the literature and provides a connection
between the heuristic argument of Baez and Schreiber in [BaSc04] and the
formula provided by Schreiber and Waldorf who proved that their formula
satisfies the necessary functorial properties but did not construct the expres-
sion from scratch [ScWa11]. In particular, we prove not only convergence
but also a simplification of the formula in such a way so that the surface-
ordered integral can be described by first performing an ordinary integral in
one direction followed by a path-ordered integral in the leftover direction.
We also derive formulas for the 3-form curvature of a connection for sur-
face transport in Section 2.3.5 by calculating an infinitesimal Wilson cube.
The result is an illustration of the idea behind two-dimensional algebra, which
is depicted in Figure 1.1. We also obtain all types of gauge transformations
in theories with 1-form and 2-form gauge fields, which are described in detail
in Section 2.3.3. This is merely a review and most details can be found in
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Figure 1.1: An infinitesimal cube is depicted as sweeping out its six faces.
Each face and link has group elements associated to them. Putting all these
group elements together produces the image in the middle with the outlines
of the cubes drawn and group elements depicted as Poincare´ duals.
Girelli and Pfeiffer’s work [GiPf04] though we use this opportunity to exhibit
more examples of how to use two-dimensional algebra. A global geometric
description of such forms is given by principal 2-bundles with 2-connections,
though in this chapter, we only focus on topologically trivial 2-bundles and
therefore do not require this concept.
Much, though not all, of Chapter 2 contains results that date back to work
of Attal, Baez, Breen, Girelli, Messing, Pfeiffer, and Schreiber on non-abelian
gerbes with connection [At04], [BaSc04], [BrMe05], [GiPf04]. However, these
results are scattered, categorical language is used throughout, notations differ
from author to author, and many include technicalities which we feel are not
necessary for a working knowledge of the main results. Furthermore, string
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diagram notation seems to not have been implemented at all even though its
usefulness is known in many areas of physics (string diagrams are similar to
tensor networks and have their origin in work of Penrose [Pe71]).
In Chapter 3, we describe global non-abelian parallel transport (as op-
posed to the local description of the preceding chapter) and follow the work
of Schreiber and Waldorf closely summarizing many of their results in their
four papers [ScWa09], [ScWa11], [ScWa], and [ScWa13]. We review global
transport functors for ordinary gauge theory of particles relying on Cˇech
covers in Section 3.2 and generalize this to gauge theory for strings in Sec-
tion 3.3. In particular, we recall the definition of global transport 2-functors,
which provide a geometric analogue for globally non-trivial bundles with con-
nections used to describe parallel transport along paths and surfaces. Using
these definitions, in Section 3.3.8 we explore the meaning of gauge invariance
and prove that parallel transport along spheres can be used to define gauge
invariant quantities after taking a quotient analogous to conjugacy classes
used in the parallel transport along closed loops in gauge theory. This is
an improvement of results by Schreiber and Waldorf who quotient out to a
group analogous to the abelianization in order to have a well-defined surface
transport [ScWa13]. We provide examples that illustrate how one loses in-
formation this way in general. Furthermore, we give a functorial description
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for what it means to locally trivialize a transport 2-functor. By “abstract
nonsense,”2 any two such choices of local trivializations are gauge equivalent.
There are several subtle issues that are addressed. Our infinite-dimensional
manifolds are modeled on diffeological spaces, which are motivated by foun-
dational work of Chen [Ch86].3 One of the subtle issues regarding parallel
transport is the choice of a basepoint for paths and the choice of a based
path/loop for surfaces. This is made precise by the introduction of mark-
ings. Furthermore, besides being invariant under reparametrization, parallel
transport along surfaces is invariant under thin homotopy (homotopies that
do not sweep out any volume). We construct a diffeological space modeling
the thin homotopy classes of unmarked spheres and show that surface holon-
omy is still well-defined as a map to the quotient mentioned above in the
previous paragraph.
In Section 3.5, we give new examples of non-abelian transport 2-functors
that show up in gauge theories with magnetic monopoles. Parallel transport
along paths provides elements in the gauge group while parallel transport
along surfaces provides elements in a cover of the gauge group. Thus, for non-
trivial covers, the parallel transport along surfaces contains more information
2“Abstract nonsense” refers to arguments made in category theory.
3Actually, Chen’s first definition was written down 13 years before this article. The
present one cited is one that focuses on just the notion of smooth space.
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than just the holonomy. We show it also contains information about magnetic
monopoles, namely the magnetic charge obtained as a magnetic flux. We
finally calculate this in several explicit examples starting with the Dirac
monopole, moving to SOp3q, SUpNq{ZpNq, and Upnq monopoles. Results of
the previous section prove that magnetic flux is described as a gauge invariant
surface holonomy.
Chapter 4 of this thesis pertains to analyzing the mathematical structure
relevant to defining entropy in categorical terms. In this chapter, we define
convex categories and convex functors. We jump straight into the abstract
definition of a convex category, motivated by S´wirszcz’s algebraic definition
of a convex set,4 which we also internalize in any cartesian monoidal cate-
gory (cartesian monoidal categories are reviewed in an Appendix). To my
knowledge, this is the first appearance of such a definition in the literature
though Leinster has some informal notes and blogs on an operadic defini-
tion [Le11] that we avoid since S´wirszcz’s definition can be categorified with-
out too much work. In fact, our approach clarifies several difficulties with
respect to “multiplication by 0” which was mentioned in [Le11] and [BF14].
Afterwards, we provide some examples of convex categories and show how
4Unfortunately, we do not have access to S´wirszcz’s work [S´w74] and will rely on Flood’s
(well-written) exposition in [Fl80].
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some are related to each other. We focus on finite probability spaces with
measure-preserving maps, finite probability spaces with measure-preserving
stochastic maps, probability density functions on measure spaces, and a few
more.
Before a robust and accurate definition of entropy can be made, we in-
troduce cone categories, which are categories with an action of positive real
numbers on them together with additional structure. Every cone category
has a canonical convex structure. Convex functors between convex cate-
gories (and hence cone categories) are also introduced including appropriate
notions of structure preserving natural transformations. Cone categories are
important because they are the target categories of entropy when viewed
as a functor. In the process, we provide definitions and results towards a
theory of convex analysis in categories. Following this, we provide a pre-
liminary definition of entropy as a convex functor from a convex category
into a cone category. We define the notion of proportionality between such
functors and prove several statements about these structures. In this thesis,
we have only been able to provide the motivating example of Baez, Fritz,
and Leinster [BFL11]. In the near future, we expect to provide several more
in the context of quantum probability theory.
Chapter 5 contains the final part of this thesis and begins with a self-
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contained introduction to the concepts of C˚-algebras, representations, and
the Gelfand-Naimark-Segal (GNS) construction. We provide physical insight
and relate the abstract concepts to simple examples from quantum mechan-
ics, field theory, and quantum field theory in curved spacetime. We describe
states and representations as presheaves (technically prestacks), and show
that the GNS construction can be viewed as a left-adjoint to the operation
that takes a representation and a vector and produces a state via restriction:
C*-Algop Cat%
States
((
Rep‚
66rest
KS
GNS‚

.
For the reader unfamiliar with adjunctions, one can think of them as the
next best thing to equivalences (see Section 1.3 for a philosophical description)—
they are defined precisely in an Appendix contained in Chapter 5. In the
present context, this adjunction says the following. Given a C˚-algebra, a
representation on a Hilbert space, and a vector state in that Hilbert space,
one can pull back that state to the algebra (the resulting state need not be
pure anymore). Now, forget the representation and only remember the state
on the algebra. Can one reconstruct the representation and original vector
state back? The answer is no in general, but what one can do is construct
the “optimal” representation back which sits inside the original one as a sub-
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space on which the vector state is cyclic. This characterization extends to the
category of C˚-algebras and hence includes the notion of restricting to a sub-
algebra of observables (or perhaps an operation that identifies observables).
As an example, such an operation occurs for observers outside a stationary
black hole: the initial algebra is restricted to the algebra of observables acces-
sible by an outside observer and the pure vacuum state becomes the thermal
state with temperature given by the Hawking temperature [Wa94]. Because
it is important to allow for such changes of C˚-algebras, depending, for in-
stance, on the observer, the adjunction necessarily becomes 2-categorical.
Finally, an overall Appendix contains background material on 2-categories,
particularly compositions of functors, natural transformations, and modifi-
cations. These concepts are used in Chapters 3, 4, and 5. Chapter 2 can
be read without this Appendix. All references are listed at the end of the
thesis.
1.3 Discussion on category theory
The following is not necessary to understand the body of work but is meant to
place the reader in a state of mind that justifies the presentation of material
and particularly for choosing category theory as the underlying framework.
Over the years, I have discovered a language that not only helps organize
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facts, but provides unifying perspectives on concepts from various fields. This
language is category theory. I will sketch below three reasons why I think
it is an essential tool for the next generation of physics. The first is an
organizational tool to distinguish data and structures from conditions and
properties. The second is a common language that would allow for easier
interdisciplinary interactions. The third is to unify concepts from various
fields and explore consequences from essential structure to the key problem at
hand, i.e. localizing at relevant information. These three reasons were briefly
mentioned at the beginning of Section 1.1. The reader might agree that these
three reasons are important, but perhaps might not see how category theory
addresses them. I will attempt to explain this now.
1. The first thing we must understand is the difference between structure
and property. When we say whether or not something satisfies a par-
ticular property, we are asking a “yes” or “no” question. When we say
something has structure, we specify data from a potentially large collec-
tion of choices. The two have different information-theoretic measure.
Namely, a property is boolean whereas a structure may be infinite.
A simple example will help to clarify. A semigroup is defined in terms of
its structure as a set M together with a binary operation M ˆM µÝÑM.
DISCUSSION ON CATEGORY THEORY 17
In general, the choice of such an operation is far from unique.5 The
associativity of µ, however, is a property: is or is not µ associative?
Sometimes there are instances where some confusion may arise. For
instance, if an element e P M exists that acts as an identity for µ,
then it is unique. Hence, the choice of such an e (structure) and the
mere existence (property) are closely related: namely, if pM,µq has
the property that such an e exists, then it is unique and there is no
additional data in choosing it and hence no additional structure.6
Category theory helps to organize structures and properties by de-
scribing its objects and morphisms in terms of data satisfying certain
conditions.
More importantly, it is likely that information-theoretic concepts un-
derlie the structure of nature. For example, to name a few:
• Special relativity is based on the assumption that there exists a
maximum speed at which information can travel.
5Consider for instance the semigroups Z4 :“ t0, 1, 2, 3u with addition modulo 4 and
Z2 ˆ Z2 :“ t0, 1u ˆ t0, 1u with addition component wise modulo 2. These two sets are
(essentially) the same (one could have represented them as the same 4-element set—we
have chosen not to in order to make them appear more familiar) yet their binary operations
are different and there is no isomorphism between them preserving this structure.
6There have been modifications to this principle in recent years due to the advent of
abstract homotopy theory and 8-categories. Namely, if the space of choices for structure
is contractible, then there is no additional data in choosing one (even if the number of
options is infinite). The case I am talking about is when this space is a point.
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• Unitarity in quantum mechanics is a realization of conservation of
information.
• The Bekenstein bound indicates that there is a maximum storage
capacity for information in space.
Standard mathematics has helped an enormous amount towards our
understanding of nature, but to go beyond our current state of knowl-
edge, it may be fruitful to use a language more suitable for information-
theoretic purposes. This language might be category theory.
2. The number of specific subjects in physics is overwhelming. As a result,
a specialist in one field may find it difficult to study a completely dif-
ferent field. However, we know that many big advancements in physics,
mathematics, and all of science have been made thanks to connections
between different fields. Such connections can be made more accessible
by providing data as described in the previous point and using said
information to create a new mathematical object in another category.
Such constructions are described by functors between categories when
relations are transferred in a reasonable manner. Invariants are com-
mon examples of functors since they are described in terms of data as-
sociated to objects that do not change (or change in a well-understood
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and invertible way) under symmetries, special kinds of relations.
There are only a few general kinds of functors that can be constructed,
and in general, functors can only forget things—you can never gain
more information than you began with from a single functor alone.
However, often in practice, functors remember some information. This
happens for instance if they are full, faithful, essentially surjective, or
some combination of these. A functor which is all of these is one that
is an equivalence and remembers all the essential information. Adjunc-
tions are the next best thing after equivalences in terms of remembering
data.
This is part of my motivation for including Chapter 5 in this thesis. I
knew nothing about C˚-algebras, their representation theory, nor the
Gelfand-Naimark-Segal (GNS) construction up until a few months ago.
However, as suggested above, constructions are almost always functors
or some variant, and if you are lucky and your construction satisfies
some universal property, then it is also likely this functor is part of
an adjunction. This was indeed the case and it helped me understand
what the GNS construction does. Now, for somebody who understands
category theory, they can understand what the statement of the GNS
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construction is after just learning the corresponding categories, which
merely involves learning the definition of C˚-algebra, states, and rep-
resentations. Due to the universality of adjunctions, there is no need
to actually know the GNS construction to see what it is saying!
3. Finally, category theory provides a framework to relate different con-
cepts between categories that one might not have been able to easily ex-
press otherwise. For instance, the Gelfand-Naimark theorem expresses
an equivalence of categories between locally compact Hausdorf topolog-
ical spaces and commutative C˚-algebras. Thus, the two descriptions
of information—algebra on the one hand and topology on the other—
are equivalent. As a result, techniques that have been developed in
one field might be used to provide previously unknown results in the
other. It also brings new perspectives to different regimes allowing fur-
ther development. A great example of this, related to the equivalence
mentioned above, is non-commutative geometry.
Chapter 2
Two-dimensional algebra and
gauge theory
2.1 Introduction
In this chapter, we use string diagrams to express many concepts in gauge the-
ory in the broader context of two-dimensional algebra. By two-dimensional
algebra, we mean the manipulation of algebraic quantities along surfaces.
Such manipulations are dictated by 2-category theory and we include a thor-
ough and visual introduction to 2-categories based on string diagrams. We
postulate simple rules for associating algebraic data to surfaces with bound-
ary and use the rules of two-dimensional algebra to derive non-abelian surface
transport from infinitesimal pieces arising from a triangulation/cubulation of
the surface. One of the novelties in this work is an analytic proof for the con-
vergence of surface transport together with a more direct derivation of the
21
2-D ALGEBRA AND GAUGE THEORY 22
iterated surface integral. To provide a more or less self-contained reference,
we also include discussions on gauge transformations, orientation data on
surfaces, and a two-dimensional calculation of a Wilson cube deriving the
curvature 3-form. We also review ordinary transport for particles to make
the transition from one-dimensional algebra to two-dimensional algebra less
mysterious.
Ordinary algebra, matrix multiplication, group theory, etc. are special
cases of one-dimensional algebra in the sense that they can all be described
by ordinary category theory. For example, a group is a type of category that
consists of only a single object. Thanks to the advent of higher category
theory, beginning with the work of Be´nabou on 2-categories [Be´67], it has
been possible to conceive of a general framework for manipulating algebraic
quantities in higher dimensions. In particular, monoidal categories and the
string diagrams associated with them [JSV96] can be viewed as 2-categories
with a single object. The special case of this where all algebraic quantities
have inverses are known as 2-groups, with a simple review given in [BaHu11]
and a more thorough investigation in [BaLa04]. We do not expect the reader
to be knowledgeable of these definitions and we only assume the reader knows
about Lie groups (even a heuristic knowledge will suffice since our formulas
will be expressed for matrix groups).
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While there already exist several articles [BaHu11], [Pf03], [GiPf04], [ScWa13],
introducing the conceptual basic ideas of higher gauge theory and paral-
lel transport for strings in terms of category theory and even a book by
Schreiber describing the mathematical framework of higher-form gauge the-
ories [Sc16b], few provide explicit and computationally effective methods for
calculating such parallel transport. Although Girelli and Pfeiffer explain
many ideas, most results useful for computations are infinitesimal and it is
not clear how to build local quantities from the infinitesimal ones [GiPf04].
Baez and Schreiber focus on similar aspects as we do in this article, but
our presentation is significantly simplified since we do not work on path
spaces [BaSc04]. Our goal is to provide tools and visualizations to perform
calculations.
2.1.1 Background
In 1973, Kalb and Ramond first introduced the idea of coupling classical
abelian gauge fields to strings in [KaRa74]. Actions for interacting charged
strings were written down together with equations of motions for both the
fields and the strings themselves. Furthermore, a little bit of the quantization
of the theory was discussed. The next big step took place in 1985 with
the work of Teitelboim (aka Bunster) and Henneaux, who introduced higher
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form abelian gauge fields which could couple to higher-dimensional manifolds
[Te86], [HeTe86]. In [Te86], Teitelboim studied the generalization of parallel
transport for higher dimensional surfaces and concluded that non-abelian p-
form gauge fields for p ě 2 cannot be coupled to p-dimensional manifolds
in order to construct parallel transport. The only possibilities are abelian
gauge fields.
As a result, it seemed that only a few tried to get around this in the early
1980’s. For example, the non-abelian Stoke’s theorem came from analyzing
these issues in the context of Yang-Mills theories and confinement [Ar80] (see
also for instance Section 5.3 of [Ma02]). Although such calculations led people
to believe non-abelian surface parallel transport is possible, reparametriza-
tions and gauge transformations caused some issues. Without a different
perspective, interest in it seemed to fade.
The issue in the argument of Teitelboim is related to the fact that higher
homotopy groups are abelian and is sometimes also known as the Eckmann-
Hilton argument [BaHu11]. However, J. H. C. Whitehead in 1949 real-
ized that higher relative homotopy groups can be described by non-abelian
groups [Wh49]. In fact, it was Whitehead who introduced the concept of
a crossed module to describe homotopy 2-types. This work was in the
area of algebraic topology and the connection between crossed modules and
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higher groups were not made until much later. A review of this is given
in [BaHu11]. Eventually, non-abelian generalizations of parallel transport
for surfaces were made using category theory and ideas from homotopy
theory stressing that one should also associate differential form data to
lower-dimensional submanifolds beginning with the work of Girelli and Pfeif-
fer [GiPf04]. Before this, most of the work on non-abelian forms associated to
higher-dimensional objects did not discuss parallel transport but developed
the combinatorial and cocycle data [At04], [Pf03] building on the founda-
tional work of Breen and Messing [BrMe05]. The idea of decorating lower-
dimensional manifolds is consistent with the explicit locality exhibited in
the extended functorial field theory approach to axiomatizing quantum field
theories [Se88], [At88], [BaDo95], [Lu09]. Most recently, in a series of four
papers, Schreiber and Waldorf axiomatized parallel transport along curves
and surfaces [ScWa09], [ScWa11], [ScWa], [ScWa13], building on earlier work
of Caetano and Picken [CaPi94].
2.1.2 Motivation
We have already indicated one of the motivations of pursuing an understand-
ing of parallel transport along surfaces, namely in the context of string theory.
Strings can be charged under non-abelian groups and interact via non-abelian
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differential forms. Just as parallel transport can be used to described non-
perturbative effects in ordinary gauge theories for particles, parallel transport
along higher-dimensional surfaces might be used to describe non-perturbative
effects in string theory and M-theory.
Furthermore, higher form symmetries have been of recent interest in high
energy physics and condensed matter in the exploration of surface opera-
tors and charges for higher-dimensional excitations [GKSW15]. However,
the forms in the latter are strictly abelian and the proper mathematical
framework for describing them is provided by abelian gerbes (aka higher bun-
dles) [MaPi02], [TWZ12]. Higher non-abelian forms appear in many other
contexts in physics, such as in a stack of D-branes in string theory [My99],
in the ABJM model [PaSa12], and in the quantum field theory on the M5-
brane [FSS14]. In fact, [PaSa12] show how higher gauge theories provide
a unified framework for describing certain M-brane models and how the 3-
algebras of [BaLa07] can be described in this framework.
Although a description of the non-abelian forms themselves is described
by higher differential cohomology [Sc16b], parallel transport seems to require
additional flatness conditions on these forms. For example, in the special case
of surfaces, this condition is known as the vanishing of the fake curvature.
Some argue that this condition should be dropped and issues of parallel
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transport are not as important [Ch11]. However, our perspective is to take
this condition seriously and work out some of its consequences. Indeed, since
higher-dimensional objects can be charged in many physical models, parallel
transport might be used to study non-perturbative aspects of theories, an
important tool to understand quantization (see the illuminating discussion
at the end of [Sc15]). Because it is not yet known how to avoid these flatness
conditions, further investigation is necessary.
Therefore, because of the subject’s infancy, it is a good idea to devote
some time into understanding how to calculate surface transport explicitly to
better understand how branes of different dimensions can be charged under
various gauge groups. Here, we focus on the case of two-dimensional surfaces
such as strings, or D1-branes.
2.1.3 Outline
In Section 2.2, we describe how categorical ideas can be used to express
algebraic concepts. Namely, in Section 2.2.1, we review in detail “string dia-
grams” for ordinary categories and how group theory arises as a special case
of ordinary category theory. In Section 2.2.2, we define 2-categories and other
relevant structures providing a two-dimensional visualization of the algebraic
quantities in terms of string diagrams. In Section 2.2.3, we specialize to the
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case where the algebraic data are invertible. We restrict our attention to
strict 2-groups, which is sufficient for many interesting applications.
In Section 2.3, we describe how certain aspects of gauge theory for 0-
dimensional objects (particles) and 1-dimensional objects (strings) can be
expressed conveniently in the language of two-dimensional algebra. In de-
tail, in Section 2.3.1, we review how classical gauge theory for particles is
described categorically. We include a review of the formula for parallel trans-
port describing it in terms of one-dimensional algebra as an iterated integral
obtained from a discretization and a limiting procedure. In Section 2.3.2,
we include several crucial calculations for gauge theory for 1-dimensional ob-
jects (strings) expressing everything in terms of two-dimensional algebra. In
particular, we derive the local infinitesimal data of a gauge theory. To our
knowledge, these ideas seem to have first been analyzed in [At04], [GiPf04],
and [BaSc04], though our inspiration for this viewpoint came from [ChTs93].
Furthermore, we use the rules of two-dimensional algebra to construct an
explicit formula for the discretized and continuous limit versions of the local
parallel transport of non-abelian gauge fields along a surface. Although the
resulting formula appears in the literature [BaSc04], [ScWa11], we provide a
more direct and tractable expression useful for computations along with an
analytic justification for the formula. In the process, we illustrate the correct
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surface ordering needed to describe parallel transport along surfaces with
non-abelian gauge fields. In Section 2.3.3, we study the gauge covariance of
the earlier expressions and derive the infinitesimal counterparts in terms of
differential forms. In Section 2.3.4, we discuss the subtle issue of orientations
of surfaces and how our formalism incorporates them. In Section 2.3.5, we
again use two-dimensional algebra to calculate a Wilson cube on a lattice and
from it obtain the 3-form curvature. We then study how it changes under
gauge transformations.
Finally, in Section 2.4 we discuss some indication as to how these ideas
might be used in physical situations and indicate lines of future work and
open questions.
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2.2 Categorical algebra
2.2.1 Categories as one-dimensional algebra
We do not assume the reader is familiar with categories in this paper. We
will present categories in terms of what are known as “string diagrams” since
we find that they are simpler to manipulate and compute with when working
with 2-categories. Therefore, we will define categories, functors, and natural
transformations in terms of string diagrams. Afterwards, we will make a
simplification and discuss special examples of categories known as groups.
Definition 2.2.1. A category, denoted by C, consists of
i) a collection of 1-d domains (aka objects)
R V A
(labelled for now by some color),
ii) between any two 1-d domains, a collection (which could be empty) of
0-d defects (aka morphisms)1
1Technically, 0-d defects have a direction/orientation. See Remark 2.2.2 for further
details. In this paper, the convention is that we read the expressions from right to left (this
will be more consistent with what we’re used to). Hence, g is thought of as “beginning”
at A and “ending” at R or transitioning from A to R. In many cases, as in the theory of
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R
g
A
(often labelled by lower-case Roman letters),
iii) an “in series” composition rule
g2 g1
Ó
g2g1
whenever 1-d domains match,
iv) and between every 1-d domain and itself, a specified 0-d defect
e
called the identity.
groups, we will always be able to go back by an inverse operation. However, in general,
g will merely be a transformation from A to R. If at any point confusion may arise as to
the direction, we will signify with an arrow close to the 0-d defect.
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These data must satisfy the following conditions
(a) The composition rule is associative.
(b) The identity 0-d defect is an identity for the composition rule.
Remark 2.2.2. For the reader familiar with categories, we are defining them
in terms of their Poincare´ duals. The relationship can be visualized by the
following diagram.
AR g
oo
In this article, we may occasionally use the notation
AR
goo (2.2.3)
instead and denote the 1-d domains as “objects” and the 0-d defects as
“morphisms.” The motivation for using the terminology of domains and
defects comes from physics.
Example 2.2.4. Let G be a group. From G, one can construct a category,
denoted by BG, consisting of only a single domain (say, red) and the 0-
d defects from that domain to itself consist of all the elements of G. The
composition is group multiplication. The identity at the single domain is the
identity of the group.
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The previous example of a category is one in which all 0-d defects are
invertible.
Definition 2.2.5. Let C and D be two categories. A functor F : C //D is
an assignment sending 1-d domains in C to 1-d domains in D and 0-d defects
in C to 0-d defects in D satisfying
(a) the source-target matching condition
R
g
A FÞÝÝÝÝÑ F pRq F pgq F pAq
(b) preservation of the identity
V
idV
V FÞÝÝÝÝÑ F pV q idF pV q F pV q
(c) and preservation of the composition in series
F pg2q F pg1q “ F pRq F pg1g2q F pAq
This last condition can be expressed by saying that the following triangle
of defects commutes
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F pRq
F pg1g2q
F pAq
F pg2q F pg1q
meaning that going left along the top two parts of the triangle and composing
in series is the same as going left along the bottom. There are several ways
to think about what functors do. On the one hand, they can be viewed
as a construction in the sense that one begins with data and from them
constructs new data in a consistent way. Another perspective is that functors
are invariants and give a way of associating information that only depends
on the equivalence class of 1-d defects. Another perspective that we will find
useful in this article is to think of a functor as attaching algebraic data to
geometric data. We will explore this last idea in Section 2.3.1. Yet another
perspective is to view categories more algebraically and think of a functor
as a generalization of a group homomorphism since the third condition in
Definition 2.2.5 is precisely a generalization of this concept. We will explore
this last perspective in in the following example.
Example 2.2.6. Let G and H be two groups and let BG and BH be their
associated one-object categories as discussed in Example 2.2.4. Functors
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F : BG //BH are in one-to-one correspondence with group homomorphisms
f : G //H.
Definition 2.2.7. Let C and D be two categories and F,G : C //D be two
functors. A natural transformation σ : F ñ G is an assignment sending 1-d
domains of C to 0-d defects of D in such a way so that
R σÞÝÝÝÝÑ GpRq σpRq F pRq
and to every 0-d defect
R
g
A
the condition
GpRq
σpRq F pRq F pgq F pAq
“
GpRq
Gpgq GpAq σpAq F pAq
must hold.
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The last condition in the definition of a natural transformation can be
thought of as saying both ways of composing in the following “square”
GpRq
Gpgq
GpAq
σpAq F pAq
σpRq
F pRq
Fpgq
oo OOOO
oo
are equal (the arrows have been drawn to be clear about the order in which
one should multiply), i.e. as an algebraic equation without pictures
σpRqF pgq “ GpgqσpAq. (2.2.8)
Natural transformations can be composed though we don’t need this now
and will instead discuss this in greater generality for 2-categories later.
Example 2.2.9. Let G be a group and BG its associated category. Let VectK
be the category of vector spaces over a field K. Namely, the 1-d domains
are vector spaces and the 0-d defects are K-linear operators between vector
spaces. Let us analyze what a functor ρ : BG // VectK is. To the single
1-d domain of BG, ρ assigns to it some vector space, denoted by V. To every
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group element g P G, i.e. to every 0-d defect, ρ assigns an invertible operator
ρpgq : V // V. This assignment satisfies ρpeq “ idV and ρpghq “ ρpgqρphq.
Thus, the functor ρ encodes the data of a representation of G. Now, let ρ and
ρ1 be two representations, where the vector space associated to ρ1 is denoted
by V 1. A natural transformation σ : ρñ ρ1 consists of a single linear operator
σ : V // V 1 satisfying the condition that
σρpgq “ ρ1pgqσ (2.2.10)
for all g P G. In other words, a natural transformation encodes the data of a
intertwiner of representations of G.2
2.2.2 2-categories as two-dimensional algebra
2-categories provide one realization of 2-d algebra.
Definition 2.2.11. A 2-category, also denoted by C, consists of
i) a collection of 2-d domains (aka objects)
R V A
2For the reader not familiar with intertwiners, these are used to relate two different
representations. For instance, the Fourier transform is a unitary intertwiner between the
position and momentum representations of the Heisenberg algebra in quantum mechanics.
As another example, all tensor operators are intertwiners.
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(labelled for now by some color),
ii) between any two 2-d domains, a collection (which could be empty) of
1-d defects (aka 1-morphisms)
gR A
(often labelled by lower-case Roman letters),
iii) between any two 1-d defects that are themselves between the same two
2-d domains, a collection (which could be empty) of 0-d defects (aka
2-morphisms)3
g
λ
f
R V
(often labelled by lower case Greek letters),
3Technically, both 1-d defects and 0-d defects have direction as depicted in Remark
2.2.12. Our convention here is that 1-d defects go from right to left and 0-d defects go
from top to bottom on the page. Occasionally, it will be convenient to move diagrams
around and draw them sideways or in other directions for visual purposes. In these cases,
we will label the directionality when it might be unclear.
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iv) an “in parallel” composition rule for 1-d defects
f g // fg
v) an “in series” composition rule for 0-d defects
h
µ
g
f
λ
//
h
µ
λ
f
vi) an “in parallel” composition rule for 0-d defects
g
f
λ
k
h
σ //
gk
λσ
fh
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vii) Every 2-d domain R has both an identity 1-d defect and an identity 0-d
defect
R idR R R
idR
ididR
idR
R
respectively, and every 1-d defect has an identity 2-d defect
R
g
idg
g
V
.
These data must satisfy the following conditions.
(a) All composition rules are associative.4
(b) The identities obey rules exhibiting them as identities for the two com-
positions.
4This will be implicit in drawing the diagrams as we have.
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(c) The composition in series and in parallel must satisfy the “interchange
law”
g
f
λ
h
µ
k
i
j
σ
τ
Ó
h
f
µ
λ
k
i
τ
σ
//
//
hk
µτ
gj
λσ
fi
Ó
hk
µτ
λσ
fi
Remark 2.2.12. The above depiction of 2-categories is related to the usual
presentation of 2-categories via
R V
g
  
f
^^ λ

and are called “string diagrams.”
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Using this definition, we can actually make sense of combinations of de-
fects such as
h k
σ
g
interpreting it as the composition in parallel of the top two 1-d defects along
the common 2-d domain (drawn in green)
hk
σ
g
In fact, a 0-d defect can have any valence with respect to 1-d defects
h i
σ
g k
but it is important to keep in mind which 1-d defects are incoming and
outgoing. Our convention is that all incoming 1-d defects come from above
2-D ALGEBRA AND GAUGE THEORY 43
and all outgoing 1-d defects go towards the bottom of the page. Occasionally,
we will go against this convention, and we will rely on the context to be clear,
or to be cautious, we may even include arrows to indicate the direction. For
example, this last 4-valence diagram might be drawn as
h i
σ
g k
mm

qq
QQ

Furthermore, we can define composition in parallel between a 1-d defect and
a 0-d defect as in
g
k
h
σ
by viewing the 1-d defect as an identity 0-d defect for g and then use the
already defined composition of 0-d defects in parallel
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g
g
idg
k
h
σ
A similar idea can be used if the right side was just a 1-d defect. Using these
rules, we can make sense of diagrams such as
h
σ
g
k
j
i
τ
by extending the left “dangling” 1-d defect to the bottom and the right
“dangling” 1-d defect to the top as follows
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h
σ
g k
j
i
τ
Then we can compose in parallel to obtain
hi
σidi
gki
idgτ
gj
and finally compose in series
hi
σidi
idgτ
gj
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One must be cautious in such an expression. It does not make sense to
compose σ with idg alone in series because k is an outgoing 1-d defect from
σ. Therefore, the expression
σidi
idgτ
must be calculated by first composing in
parallel and then one can compose the results in series as we have done.
Examples of 2-categories related to groups will be given in Section 2.2.3.
Example 2.2.13. Let Hilb be the category of Hilbert spaces, i.e. 1-d do-
mains are Hilbert spaces and 0-d defects are linear operators. Let HilbIsom
be the subcategory whose 1-d domains are Hilbert spaces and 0-d defects
are isometries. Finally, let HilbprojIsom be the two-category whose 2-d domains
are Hilbert spaces, 1-d defects are isometries, and 0-d defects are elements of
Up1q. More precisely, given two Hilbert spaces H and H1 and two isometries
L,K : H1 //H a 0-d defect from L to K is an element λ P Up1q such that
K “ λL. The composition in series is given by the product of elements in
Up1q
L
λ
KH H1
J
µ
//
L
µλH H1
J
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and the in parallel composition is also defined by the product of elements in
Up1q
L
K
H λ H1
L1
K 1
λ1 H2 //
LL1
H λλ1 H2
KK 1
The products LL1 and KK 1 are given by the composition of linear opera-
tors. The reader should check that this is indeed a 2-category. Similarly,
let Hilbproj be the 2-category whose 2-d defects are Hilbert spaces, 1-d de-
fects are linear maps, and 0-d defects are non-zero complex numbers. All
compositions are analogous to those of HilbprojIsom.
Definition 2.2.14. Let C and D be two 2-categories. A (normalized) weak
functor F : C //D is an assignment sending d-dimensional domains/defects
of C to d-dimensional domains/defects of D together with an assignment cF
that associates to every pair of “in parallel” composable 1-d defects f and g
in C an invertible 0-d defect in D interpolating from F pfqF pgq to F pfgq as
in
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f g //
F pfq F pgq
cFf,g
F pfgq
These assignments must satisfy the following conditions.
(a) The assignment F is such that
g
λ
f
R V FÞÝÝÝÝÑ
F pgq
F pλq
F pfq
F pRq F pV q
(b) All identities are preserved (this is the “normalized” condition).
(c) For any 1-d defect f
fR V
the equalities
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F pfq idF pV q
cFf,idV
F pfq
=
F pfq
idF pfq
F pfq
=
idF pRq F pfq
cFidR,f
F pfq
i.e.
cFf,idV “ idF pfq “ cFidR,f (2.2.15)
must hold.
(d) To every triple of parallel composable 1-d defects
f g hR L V A
the equality
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cFf,g
F pfq F pgq
F phqF pfgq
cFfg,h
F pfghq
cFf,gh
F pfghq
F pfq
F pgq F phq
F pghq
cFg,h
“
i.e.
cFf,gidF phq
cFfg,h
“ idF pfqc
F
g,h
cFf,gh
(2.2.16)
must hold.
If cFf,g is the identity for all f and g in C, then F is said to be a strict functor.
Remark 2.2.17. For each pair of composable 1-d defects f and g, the 0-d
defect cFf,g can be thought of as filling in the triangle from the comments
after Definition 2.2.5. Condition (d) resembles associativity. In fact, it is an
example of a cocycle condition and will be discussed more in the following
example (in particular, this definition allows one to define higher cocycles for
non-abelian groups). Condition (d) can also be re-written as
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cFf,gF pfq
F pgq
F phq
F pfgq
cFfg,h
F pfghq
OOoo
 oo
#
v~
cFf,gh
F pfghq
F pfq
F pgq
F phq
F pghq
cFg,h
OOoo
 oo
__
{
 (
“
which illustrates more of a connection to Pachner moves for triangulations
of surfaces. However, this latter presentation requires arrows to keep track
of incoming versus outgoing directions.
Examples of weak functors abound. In fact, projective representations are
examples of weak functors that are not strict functors as will be explained
in the following example. Furthermore, strict functors will be used as a
means of defining parallel transport along surfaces in gauge theory in Section
2.3.2. Natural transformations will be used to define gauge transformations
of such functors and their infinitesimal counterparts will be derived from
these definitions.
Example 2.2.18. Let G be a group and BG its associated category. Every
category can be thought of as a 2-category by only allowing identity 0-d de-
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fects. Namely, there is only a single 2-d domain, the 1-d defects are elements
of G, and the 0-d defects are all identities. This 2-category will also be de-
noted by BG. Let HilbprojIsom be the 2-category introduced in Example 2.2.13.
A weak normalized functor ρ : BG //HilbprojIsom encodes the data of a Hilbert
space H, an assignment ρ : G // UpHq, and a function cρ : GˆG // Up1q
in such a way so that to every pair of elements g, h P G
ρpgq
H H
H
ρphq
cρg,h
ρpghq
i.e.
ρpghq “ cρg,hρpgqρphq (2.2.19)
and also
ρpeq “ idH. (2.2.20)
Furthermore, c satisfies the condition that to every triple g, h, k P G,
cρgh,kc
ρ
g,h “ cρg,hkcρh,k. (2.2.21)
This is precisely the definition of a (normalized) projective unitary repre-
sentation of G on a Hilbert space H. If we had not used HilbprojIsom but in-
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stead Hilbproj, then ρ : BG //Hilbproj provides a Hilbert space H, a map
ρ : G //GLpHq, and a cocycle cρ : GˆG // Cˆ. Here Cˆ “ Czt0u.
Definition 2.2.22. Let F,G : C // D be two weak functors between two
2-categories. A natural transformation σ : F ñ G is an assignment sending
k-d domains/defects of C to pk´ 1q-d defects of D for k “ 1, 2 satisfying the
following conditions.
(a) The assignment is such that
R σÝÝÝÝÑ F pRqGpRq σpRq
and5
AR g σÝÝÝÝÑ σpgq
σpRq F pgq
Gpgq σpAq
(b) To every pair of parallel composable 1-d defects
5The diagram on the right can be thought of as filling in the square from the comments
after Definition 2.2.7 (rotate the square by 45˝ counterclockwise).
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R f V g A
the equality
σpfq F pgq
σpRq F pfq
σpgq
σpV q
Gpgq
Gpfq
cGf,g σpAq
Gpfgq
σpfgq
Gpfgq σpAq
σpRq
F pfq F pgq
F pfgq
cFf,g
“
i.e.
σpfqidF pgq
idGpfqσpgq
cGf,gσpAq
“ σpRqc
F
f,g
σpfgq (2.2.23)
must hold.
(c) To every identity 1-d defect idR the equality
σpidRq “ idσpRq (2.2.24)
must hold.
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(d) To every 0-d defect
f
λ
g
the equality
σpfq
σpRq F pfq
σpAqGpfq
Gpλq
Gpgq
σpgq
Gpgq σpAq
σpRq
F pfq
F pgq
F pλq
“
i.e.
σpfq
GpλqidσpAq “
idσpRqF pλq
σpgq (2.2.25)
must hold.
Such string diagram pictures facilitate certain kinds of computations
[PoSh13] (for instance, compare the definition of natural transformation in
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Figure 10 of said paper). Natural transformations between functors can be
thought of as symmetries. For example, just as natural transformations of
functors between ordinary categories describe intertwiners for ordinary repre-
sentations, natural transformations of functors between 2-categories describe
intertwiners of projective representations.
Example 2.2.26. Using the notation of Example 2.2.18, let ρ, pi : BG //HilbprojIsom
be two projective unitary representations on H and K with cocycles cρ and
cpi, respectively. A natural transformation σ : ρ ñ pi provides an isometry
σHK : H //K and a function σ : G // Up1q, whose value on g is denoted by
σg and fits into
σg
σHK ρpgq
pipgq σHK
H
K
K H
,
which in particular says
pipgqσHK “ σgσHKρpgq, (2.2.27)
satisfying the condition
σghc
ρ
g,h “ cpig,hσgσh (2.2.28)
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for all g, h P G. This provides the data of an intertwiner of projective unitary
representations. If ρ, pi : BG //Hilbproj and σ : ρ ñ pi, then this gives a
linear map σHK : H //K and σ : G // Cˆ satisfying the above conditions.
It will be important to compose natural transformations. This will cor-
respond to iterating gauge transformations successively.
Definition 2.2.29. Let E,F,G : C //D be two weak functors between two 2-
categories and let σ : F ñ G and λ : E ñ F be two natural transformations.
The vertical composition of σ with λ, written as (read from top to bottom)
λ
σ, (2.2.30)
is a natural transformation E ñ G defined by the assignment
R ÝÝÝÑ EpRqλpRqF pRqσpRqGpRq
on 2-d domains and
AR g ÝÝÝÑ F pgq
λpRq
λpgq
λpAq
Epgq
σpRq
σpAq
σpgq
Gpgq
2-D ALGEBRA AND GAUGE THEORY 58
on 1-d domains.
Technically, one should check this indeed defines a natural transformation.
This is a simple exercise in two-dimensional algebra. There are actually
similar symmetries between natural transformations, called modifications,
which we define for completeness.
Definition 2.2.31. Let F,G : C // D be two weak functors between two
2-categories and σ, ρ : F ñ G two natural transformations. A modification
m : σ V ρ assigns to every 2-d domain of C a 0-d defect in D such that the
following conditions hold.
(a) The assignment is such that
R σÝÝÝÝÑ F pRqGpRq
σpRq
mpRq
ρpRq
(b) To every 1-d defect
AR g
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the equality
mpRq
σpRq
F pgqρpRq
ρpgq
Gpgq ρpAq
σpgq
σpRq
ρpAq
Gpgq
F pgq
σpAq
mpAq
“
i.e.
mpRqidF pgq
ρpgq “
σpgq
idGpgqmpAq (2.2.32)
must hold.
2.2.3 Two-dimensional group theory
A convenient class of 2-categories are those for which there is only a single
2-d domain and all defects are invertible under all compositions. Such a 2-
category is called a 2-group. 2-groups therefore only have labels on 1-d and
0-d defects. They can be described more concretely in terms of more familiar
objects, namely ordinary groups.
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Definition 2.2.33. A crossed module is a quadruple G :“ pH,G, τ, αq of two
groups, G and H, group homomorphisms τ : H //G and α : G //AutpHq,
satisfying the two conditions
ατphqph1q “ hh1h´1 (2.2.34)
and
τpαgphqq “ gτphqg´1. (2.2.35)
Here AutpHq is the automorphism group of H, i.e. invertible group homo-
morphisms from H to itself. If the groups G and H are Lie groups and the
maps τ and α are smooth, then pH,G, τ, αq is called a Lie crossed module.
Examples of crossed modules abound.
Example 2.2.36. Let G be any group, H :“ G, τ :“ idG, and let α be
conjugation.
Example 2.2.37. Let H be any group, G :“ AutpHq, let τphq be the auto-
morphism defined by τphqph1q :“ hh1h´1, and α :“ idAutpHq.
Example 2.2.38. Let N be a normal subgroup of G. Set H :“ N, τ the
inclusion, and α conjugation.
Example 2.2.39. Let G be a Lie group, τ : H //G a covering space, and
α conjugation by a lift. For instance, expt2pii ¨ u : R //S1 and the quotient
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map SUpnq // SUpnq{Zpnq give examples. Here SUpnq is the set of n ˆ n
special unitary matrices and Zpnq is its center, i.e. elements of the form
e2piik{nidn with k P Z.
Example 2.2.40. Let G :“ t˚u, the trivial group, H any abelian group, τ
the trivial map, and α the trivial map.
Remark 2.2.41. It is not possible for H to be a non-abelian group if G is
trivial! In fact, for an arbitrary crossed module pH,G, τ, αq, kerpτq is always
a central subgroup of H.
We now use crossed modules to construct examples of 2-categories, specif-
ically 2-groups.
Example 2.2.42. Let G :“ pH,G, τ, αq be a crossed module. From G, one
can construct a 2-category, denoted by BG, consisting only of a single 2-d
domain, the 1-d defects are labelled by elements of G and the 0-d defects are
labelled by elements of H. However, such labels must be of the form
g
h
τphqg
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Composition of 1-d defects in parallel is the group multiplication in G just
as in BG. Composition of 0-d defects in series is defined by
g1
h
τphqg1
τph1qτphqg1
h1
//
g1
h1h
τph1hqg1
Composition of 0-d defects in parallel is defined by
g2
τph2qg2
h2
g1
τph1qg1
h1 //
g2g1
h2αg2ph1q
τph2qg2τph1qg1
Notice that the outgoing edge is consistent with our definitions
τ
´
h2αg2ph1q
¯
g2g1 “ τph2qg2τph1qg´12 g2g1 “ τph2qg2τph1qg1 (2.2.43)
due to (2.2.35).
The identities are given as follows. The 1-d defect identity associated to
the single 2-d domain is the 1-d defect labelled by e, the identity of G. The
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identity 0-d defect associated to a 1-d defect labelled by g is labelled by slight
abuse of notation e, the identity of H. It follows from these two definitions
that the identity 0-d defect associated to the single 2-d domain is labelled
by the identity on both the 1-d and 0-d defects. These three identities are
depicted visually as
e
g
e
g
e
e
e
respectively.
The inverse of the 1-d defect labelled by g for the parallel composition of
1-d defects is just the 1-d defect labelled by g´1. Inverses for 0-d defects are
depicted for “in series” composition by
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g
h
τphqg
τph´1hqg
h´1
“
g
e
g
=
g
h´1
τph´1qg
τphh´1qg
h
and “in parallel” composition by
g
τphqg
h
g´1
g´1τph´1q
αg´1ph´1q “
e
e
e
and similarly on the left. Notice that 0-d defects have two inverses for the
two compositions.
This last class of examples of 2-groups from crossed modules will be used
throughout this paper. In fact, all 2-groups arise in this way.
Theorem 2.2.44. For every 2-group, let G be the set of 1-d defects and let
H be the set of 0-d defects of the form
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e
h
g
(i.e. 0-d defects whose source 1-d defect is e). Define τ : H //G by τphq :“ g
from 0-d defects of the above form. Set αgphq to be the resulting 0-d defect
obtained from the composition
e
h
τphq
g g´1
.
The product in G is obtained from the composition of 1-d defects in parallel
and the product in H is obtained from the composition of 0-d defects in series.
With this structure, pG,H, τ, αq is a crossed module. Furthermore, this cor-
respondence between crossed modules and 2-groups extends to an equivalence
of 2-categories [BaHu11].
We now provide some examples of 2-groups along with weak functors
between them to illustrate their meaning.
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Example 2.2.45. Let G be a group andH a Hilbert space. Let UpHq denote
the unitary operators of H. Let G be the crossed module pt1u, G, !, !q, where
the ! stand for the trivial map and trivial action, respectively. Let UpHq be
the crossed module pUp1q, UpHq, τ, αq with τpeiθq :“ eiθ1H and α the trivial
action. By definition, a weak functor ρ : G // UpHq consists of a function
ρ : G //UpHq and a function cρ : GˆG //Up1q of the form sending pg, hq
to
ρpgq ρphq
cρg,h
ρpghq
which in particular says
cρg,hρpgqρphq “ ρpghq, (2.2.46)
satisfying
cρg,e “ 1 “ cρe,g (2.2.47)
for all g P G and
cρgh,kc
ρ
g,h “ cρg,hkcρh,k (2.2.48)
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for all g, h, k P G. This is precisely the definition of a (normalized) projective
representation of G on H and is really a special case of Example 2.2.18,
where the Hilbert space is fixed from the start. The crossed module UpHq
introduced here is actually the automorphism crossed module (in analogy to
the automorphism group) of the Hilbert space H viewed as a 2-d domain in
the 2-category HilbprojIsom.
The following fact will be used in distinguishing two types of gauge trans-
formations. It allows one to decompose an arbitrary gauge transformation
into a composition of these two types.
Proposition 2.2.49. Let C be a category, G :“ pH,G, τ, αq a crossed module
with associated 2-group BG, and F, F 1 : C //BG two strict functors (so that
cF and cF
1
are identities). A natural transformation σ : F ñ F 1 consists of
a function from 2-d defects of C to G, denoted by g
z σÝÝÝÝÑ gpzq ,
and a function from 1-d defects of C to H, denoted by h
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γz y σÝÝÝÝÑ
F 1pγq
gpzq
hpγq
gpyq
F pγq
,
which says that
τ
`
hpγq˘gpzqF pγq “ F 1pγqgpyq, (2.2.50)
satisfying the axioms in the definition of a natural transformation. Thus, σ
can be written as the pair pg, hq. Furthermore, there exists a strict functor F 2 :
C // BG such that the natural transformation σ is the vertical composition
(recall Definition 2.2.29)
σ “ pg, eqpe, hq (2.2.51)
namely, for any 1-d defect z
γÐÝ y,
F 1pγq
gpzq
hpγq
gpyq
F pγq
“ F 2pγq
gpzq
e
gpyq
F pγq
e
e
hpγq
F 1pγq
Proof. Define F 2 : C // BG by sending a 1-d defect z γÐÝ y of C to
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F 2pγq :“ gpzq F pgq gpyq´1
and sending a 0-d defect
γ
Σ
δ
z y
of C to
F 2pγq
F 2pΣq
F 2pδq
:“
F pγq
F pΣq
F pδq
gpzq gpyq´1
Using these definitions, one should check F 2 is indeed a strict functor, both
pg, eq : F ñ F 2 and pe, hq : F 2 ñ F 1 are natural transformations, and σ is
the composition of pg, eq with pe, hq. 
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2.3 Local prequantum gauge theory
Before proceeding, we comment on the terminology of “prequantum” and
why we use it as opposed to “classical.” In classical electromagnetism, or
gauge theory in general, only the equations of motion are relevant. In par-
ticular, the field strength, and not the gauge potential, appear in the equa-
tions of motion. The vector potential becomes relevant when formulating
the equations of motion as a variational principle which is itself a reference
point towards quantization [Sc16a], [Sc16b]. The exponentiated Action and
parallel transports of gauge theory are realized precisely in this intermedi-
ate stage of local prequantum field theory which lies between classical field
theory and quantum field theory. We will focus on special 1-d and 2-d field
theories, i.e. particle mechanics and string theory. More justifications for
our presentation can be found in Sections 3.2.6 and 3.3.6 of this thesis.
2.3.1 One-dimensional algebra and parallel transport
The solution to the initial value problem
dψptq
dt
“ ´Aptqψptq, ψp0q ” ψ0 P Rn (2.3.1)
with Aptq a time-dependent nˆ n matrix is
ψptq “ ψ0 `
8ÿ
k“1
p´1qk
k!
ż t
0
dtk ¨ ¨ ¨
ż t
0
dt1 T rAptkq ¨ ¨ ¨Apt1qsψ0 (2.3.2)
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where T stands for time-ordering with earlier times appearing to the right.
The choice of sign convention (2.3.1) is to be consistent with references [Pa15],
[BaMu94], and [ScWa09].6 This shows up in several contexts such as (a) solv-
ing Schro¨dinger’s equation with Aptq “ iHptq for a time-dependent Hamil-
tonian and ψ a vector in the space on which H acts and (b) calculating the
parallel transport along a curve in gauge theory, where A is the local vec-
tor potential. This integral goes under many names: Dyson series, Picard
iteration, path/time-ordered exponential, Berry phase, etc.
As an approximation, the solution to this differential equation can be
obtained by breaking up a curve into infinitesimal paths
xptq
xpt1q
xptn`1q
xptiq
dx
dt
ˇˇˇˇ
ti
and associating the group elements
exp
"
´Aµi
`
xptiq
˘dxµi
dt
ˇˇˇ
ti
∆ti
*
(2.3.3)
to these infinitesimal paths and multiplying those group elements in the order
6Be warned, however, as this sign will lead to different conventions for other related
forms such as the curvature 2-form, the connection 2-form, and gauge transformation
relations. Certain authors use this other convention [Hu94], [MiSt74].
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dictated by the path. Here ∆ti should be thought of as the length of the
infinitesimal interval from ti to ti`1 hence ∆ti “ ti`1 ´ ti and will be used
later as an approximation for calculating integrals. For simplicity, we may
take it to be ∆ti “ 1n if our parametrization is defined on r0, 1s and if there
are n subintervals. Furthermore, by locality, the group elements should be
of this form to lowest order in approximation. Preserving the order dictated
by the path, the result of multiplying all these elements is
exp
"
´Aµn
`
xptnq
˘dxµn
dt
ˇˇˇ
tn
∆tn
*
¨ ¨ ¨ exp
"
´Aµ1
`
xpt1q
˘dxµ1
dt
ˇˇˇ
t1
∆t1
*
. (2.3.4)
Expanding out to lowest order (since the paths are infinitesimal) givesˆ
1´ Aµn
`
xptnq
˘dxµn
dt
ˇˇˇ
tn
∆tn
˙
¨ ¨ ¨
ˆ
1´ Aµ1
`
xpt1q
˘dxµ1
dt
ˇˇˇ
t1
∆t1
˙
(2.3.5)
and reorganizing terms results in
1´
nÿ
i“1
Aµi
`
xptiq
˘dxµi
dt
ˇˇˇ
ti
∆ti
`
nÿ
iąjě1
Aµi
`
xptiq
˘
Aµj
`
xptjq
˘dxµi
dt
ˇˇˇ
ti
dxµj
dt
ˇˇˇ
tj
∆ti∆tj ˘ ¨ ¨ ¨ ,
(2.3.6)
which is exactly the path-ordered integral in (2.3.1) after taking the n //8
limit in which ∆ti are replaced by dti. Actually, to see this, one should note
that the above sum becomes an integral over simplices and there is an equalityż 1
0
dtk
ż tk
0
dtk´1 ¨ ¨ ¨
ż t2
0
dt1 T rAptkq ¨ ¨ ¨Apt1qs
“ 1
k!
ż t
0
dtk ¨ ¨ ¨
ż t
0
dt1 T rAptkq ¨ ¨ ¨Apt1qs
(2.3.7)
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giving an additional 1
k!
from the volume of the k-simplex. We picture the
group element (2.3.6) as all the number of ways in which A interacts with
the particle preserving the order of the path
1
´
ż
‚
Aµ1pt1qdxµ1dt
ˇˇˇ
t1
dt1
`
ż ż
‚
Aµ2pt2qdxµ2dt
ˇˇˇ
t2 ‚
Aµ1pt1qdxµ1dt
ˇˇˇ
t1
dt1dt2
` ¨ ¨ ¨
(2.3.8)
Thus, given a path γ : r0, 1s //M, we denote the parallel transport group
element in (2.3.6) by trivpγq.7 Three key properties of the parallel transport
are that (a) it is reparametrization invariant and (b) if one had two paths
connected at their endpoints as in
γ δ
then8
trivpγδq “ trivpγqtrivpδq (2.3.9)
7The reason for the notation trivpγq is because we will always work in a local trivial-
ization of a bundle with connection. This choice is also made to be consistent with earlier
work [Pa15], Chapter 3 of this thesis, as well as the reference [ScWa09].
8One proof of this uses the useful identity
8ÿ
k“0
8ÿ
k“0
ak,n “
8ÿ
n“0
nÿ
k“0
ak,n´k
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and finally (c) it is a smooth function from paths in M to the group G. This
resembles the definition of a functor. To state the relationship between par-
allel transport and functors more precisely, we note that trivpγq is invariant
under more than just reparametrizations of γ. It is also invariant under thin
homotopy. The appropriate domain on which triv is therefore defined is a
(smooth) category P1pMq known as the thin path groupoid of M.
Definition 2.3.10. A groupoid is a category all of whose 0-d defects are
invertible.
Definition 2.3.11. The thin path groupoid of M, denoted by P1pMq, has
objects consisting of points of M has morphisms certain equivalence classes
of paths of M.
More details on the thin path groupoid can be found in [Pa15], Chapter
3 in this thesis, and [ScWa09]. In terms of 1-d domains and 0-d defects,
we use the Poincare´ dual so that points in M correspond to 1-d domains
(which are now better thought of as objects) and paths in M correspond to
0-d defects (which are now better thought of as morphisms). Fortunately,
we will not need the technical details of thin homotopy equivalence classes
with
ak,n :“ p´1q
n`k
n!k!
T
«ˆż 2
1
Apsqds
˙nˆż 1
0
Apsqds
˙kff
.
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for our calculations. All we should keep in mind is that triv : P1pMq //BG
associates group elements to paths
γ // trivpγq
smoothly and the path ordered integral arises from smoothness, breaking up
the path into infinitesimal pieces, and using the generalized group homomor-
phism property. Namely, associated to such a path γ and a decomposition
γ “ γn ¨ ¨ ¨ γ1 (2.3.12)
let
ai :“ trivpγiq – exp
"
´Aµi
`
xptiq
˘dxµi
dt
ˇˇˇ
ti
∆ti
*
. (2.3.13)
Then the parallel transport is the product
an an´1
¨ ¨ ¨
a2
a1
given in (2.3.4). This is essentially what we mean by one-dimensional algebra:
one-dimensional algebra is the theory of categories and functors.
The symmetries associated with the parallel transport are given by func-
tions M //G.
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Definition 2.3.14. Let triv, triv1 : P1M // BG be two parallel transport
functors defined by vector potentials A and A1, respectively. A finite gauge
transformation from A to A1 is a function g : M //G satisfying9
A1 “ gAg´1 ´ dgg´1. (2.3.15)
This definition of gauge transformation is equivalent [ScWa09] to the
condition that for any path γ from y to z,
triv1pγqgpyq “ gpzqtrivpγq (2.3.16)
which in turn is equivalent to the statement that g : M // G defines a
natural transformation from triv to triv1 (see Definition 2.2.7). A sketch of
this equivalence can be seen by discretizing a path t ÞÑ xptq into n pieces and
using the expression (2.3.5) for the approximation of the parallel transport.
Applying a gauge transformation to each piece gives
triv1pγq u
nź
i“1
g
`
xpti`1q
˘ˆ
1´ Aµi
`
xptiq
˘dxµi
dt
ˇˇˇ
ti
∆ti
˙
g
`
xptiq
˘´1
(2.3.17)
where the product is in the specified order as in (2.3.5). Taylor expanding
out the latter group element gives
g
`
xpti`1q
˘
u g
`
xptiq
˘` BgBxµi dxµidt ˇˇˇti∆ti (2.3.18)
9As usual, we are thinking of G as a matrix group, though we do not need to be for
any statements made. It is only meant to facilitate computations.
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to first order. Using this gives
triv1pγq u
nź
i“1
ˆ
g
`
xptiq
˘` BgBxµi dxµidt ˇˇˇti∆ti
˙
ˆ
ˆ
1´ Aµi
`
xptiq
˘dxµi
dt
ˇˇˇ
ti
∆ti
˙
g
`
xptiq
˘´1
u
nź
i“1
ˆ
1´ g`xptiq˘Aµi`xptiq˘dxµidt ˇˇˇtig`xptiq˘´1∆ti
` BgBxµi
dxµi
dt
ˇˇˇ
ti
g
`
xptiq
˘´1
∆ti
˙
,
(2.3.19)
where we have dropped the term
ˆ Bg
Bxµi
dxµi
dt
ˇˇˇ
ti
∆ti
˙ˆ
´Aµi
`
xptiq
˘dxµi
dt
ˇˇˇ
ti
∆ti
˙
(2.3.20)
since it is second order in ∆ti. Finally, since
triv1pγq u
nź
i“1
ˆ
1´ A1µi
`
xptiq
˘dxµi
dt
ˇˇˇ
ti
∆ti
˙
(2.3.21)
it is reasonable to identify corresponding terms
A1µ “ gAµg´1 ´ BgBxµ g
´1, (2.3.22)
which reproduces (2.3.15). This latter perspective of functors and natural
transformations will be used in the sequel to define parallel transport along
two-dimensional surfaces (with some data on orientations). This was first
made precise in [ScWa09] though the formulation in terms of functors had
been expressed earlier [BaSc04].
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Remark 2.3.23. Most of the calculations in this chapter will follow this
sort of logic rather than dry style. Although similar techniques were used in
[GiPf04] and [BaSc04], we were largely motivated by the kinds of calculations
in [ChTs93] and hope that our treatment will be more accessible to a wider
audience.
2.3.2 Two-dimensional algebra and surface transport
Understanding higher form non-abelian gauge fields has been a long-standing
problem in physics, particularly in string theory and M-theory (see for in-
stance the end of [Wit02]). Although we do not aim to solve all of these
problems, we hope to indicate the important role played by category the-
ory in understanding certain non-local aspects in these theories. What we
will do, however, is show how 2-categories and the laws set up in the previ-
ous sections naturally lead to the notion of parallel transport along surfaces.
Parallel transport will obey an important gluing condition analogous to the
gluing condition for paths. Gauge transformations will be studied in the next
section. Furthermore, we will produce an explicit formula analogous to the
Dyson series expansion for paths. Although an integral formula is known in
the literature [ScWa11], a complete derivation of this integral from infinites-
imal components seems to be lacking. A sketch is included in [BaSc04] in
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Section 2.3.2 but further analysis was done in path space, which we feel is
more difficult—indeed, the goal of that work was to relate gerbes with con-
nection on path spaces to connections on path spaces. Furthermore, although
experts are aware of how bigons are related to more general surfaces, we ex-
plicitly perform our calculations on “reasonable” surfaces, namely squares,
for clearer visualization.
We feel it is important to express surface transport in a more compu-
tationally explicit manner using a lattice and prove from the ground up a
visualization of the surface-ordered integral sketched in Figure 3.15 in Chap-
ter 3. Just as the group G-valued parallel transport along paths in a manifold
M is described by a functor triv : P1pMq // BG, crossed-module G-valued
parallel transport along surfaces should be described by a functor from some
2-category associated with paths and surfaces in M to the 2-group BG. Ide-
ally, such a 2-category should be a version of the (extended) 2-dimensional
cobordism 2-category over the manifold M to mimic the ideas of functo-
rial field theories. However, this has not yet been achieved in this form for
non-abelian 2-groups. In fact, it has only recently been achieved for the 1-
dimensional case by Berwick-Evans and Pavlov [BEPa15]. Earlier work on
abelian gerbes indicates this should be the case in general [Pi04] though this
has not been fully worked out. Part of the reason is due to the fact that the
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representation theory for higher groups is a rather young subject [BBFW12].
Fortunately, a related solution exists if one works with a 2-category of
paths and homotopies. This 2-category is denoted by P2pMq. It is more
natural to describe this category in terms of the Poincare´ dual of string
diagrams. Namely, objects of P2pMq are points of M, 1-morphisms of P2pMq
are thin homotopy classes of paths in M, and 2-morphisms are thin-homotopy
classes of bigons in M. A bigon is essentially a homotopy Σ between two paths
whose endpoints agree.
Definition 2.3.24. Let γ and δ be two paths from x to y parametrized
by t P r0, 1s such that there exists an  ą 0 with γptq “ δptq for all t P
r0, s Y r1´ , 1s. A bigon from γ to δ is a map Σ : r0, 1s ˆ r0, 1s //M such
that there exists an  ą 0 with
Σpt, sq “
$’’’&’’’%
x for all pt, sq P r0, s ˆ r0, 1s
y for all pt, sq P r1´ , 1s ˆ r0, 1s
γptq for all pt, sq P r0, 1s ˆ r0, s
δptq for all pt, sq P r0, 1s ˆ r1´ , 1s
(2.3.25)
It is helpful to visualize a bigon as
y
γ
δ
Σ x // y
γă
ă
δ
Σ

x
2-D ALGEBRA AND GAUGE THEORY 81
Definition 2.3.26. Two bigons Σ and Γ from paths γ to δ are thinly homotopic
if there exists a smooth map of a 3-dimensional cube into M whose top face
is Σ, whose bottom face is Γ, and similarly for the other face for the paths
γ and δ along with their endpoints (all of these assume some constancy in a
small neighborhood of each face). Furthermore, and most importantly, this
map cannot sweep out any volume in M, i.e. its rank is strictly less than 3.
More details can be found in [Pa15] and [ScWa11] though again such
technicalities will be avoided here. Thus, a strict functor triv : P2pMq //BG
is an assignment sending
y
γă
ă
δ
Σ

x //
trivpγq
trivpΣq
trivpδq
which in particular says
τ
`
trivpΣq˘trivpγq “ trivpδq, (2.3.27)
and satisfying a homomorphism property in the following sense. Bigons can
be glued together in series and in parallel by a choice of parametrization. By
the thin homotopy assumption, the value of the bigons is independent of such
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parametrizations. It might seem undesirable to restrict ourselves to surfaces
of this form. However, this is no serious matter because every compact surface
can be expressed in this manner under suitable identifications living on sets
of measure zero. For example, a surface of genus two with three boundary
components with orientations shown (the orientation of the surface itself is
clockwise)
δ
γ
is depicted on the right as a bigon beginning at the path γ (in blue) and
ending at the path δ (in yellow) both of which are loops beginning at the
same basepoint which is the top left corner of the octogon on the left. The
identifications on the outer boundary of the octagon are standard ways of
representing a genus two surface. Furthermore, one can always triangulate
or cubulate such a surface. If one chooses triangulations, then one merely
needs to know the parallel transport on triangles
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z
β γ
y
δ
Σ
x
//
trivpβq trivpγq
trivpΣq
trivpδq
and if one cubulates a surface, then one needs to know it for squares
z
β γ
y
δ
w

Σ x //
trivpβq trivpγq
trivpΣq
trivpδq trivpq
Thus, in order to find an explicit formula for the parallel transport along
surfaces with non-trivial topology, it suffices to calculate the parallel trans-
port along a square, say. Squares are also more convenient to use for con-
tinuum limiting procedures as opposed to triangles [Su10]. Functoriality for
gluing squares together implies
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Σ
γ
δ
ξζΩ
β
ω
ρ
//
trivpΣq
trivpγq
trivpδq
trivpξqtrivpζq
trivpΩq
trivpβq
trivpωq trivpρq
and using the rules of two-dimensional algebra, this composition is
trivpΩqαtrivpβq
`
trivpΣq˘. (2.3.28)
Similarly, for gluing along a different edge
Σ
γ
δ
ξζ
χ
Π
pi
 //
trivpΣq
trivpγq
trivpδq
trivpξq
trivpζq
trivpχq
trivpΠq
trivppiq
trivpq
the composition of the 0-d defects is
αtrivpζq
`
trivpΠq˘trivpΣq. (2.3.29)
If one also wishes to attach a square in a somewhat arbitrary way such as
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then this attachment must be oriented in such a way that (a) the boundary
orientation agrees with the orientation of the first surface and (b) the two
surface orientations combine to form a consistent orientation when glued
together. So, for example,
ñ
ñ
is an allowed glueing orientation (more on orientations are discussed in Sec-
tion 2.3.4). In this case, if we label all the vertices, edges, and squares, then
the parallel transport along the glued surface is
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γ
δ
Σ
ζ
ξ2
Π
ξ1
ξ3
pi
χψ
//
trivpγq
trivpδq
trivpΣq
trivpζq
trivpξ2q
trivpΠq
trivpξ1q
trivpξ3q
trivppiq
trivpχqtrivpψq
which reads
αtrivpζξ3q
`
trivpΠq˘trivpΣq (2.3.30)
on the resulting 0-d defect.
Using all of these results and in complete analogy with Section 2.3.1, we
can take an arbitrary worldsheet (with orientations giving it the structure of
a bigon), break it up into infinitesimal squares
xps, tq
xpsi, tjq
Bx
Bt
ˇˇˇ
psi,tjq
Bx
Bs
ˇˇˇ
psi,tjq
and approximate the parallel transport along an infinitesimal square
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psi`1, tj`1q
psi`1, tjq
psi, tj`1q
psi, tjq //
ati`1,j asij
bij
asi,j`1 atij
where
asij :“ exp
"
´Aµi
`
xpsi, tjq
˘Bxµi
Bs
ˇˇˇ
psi,tjq
∆si
*
(2.3.31)
and
atij :“ exp
"
´Aνj
`
xpsi, tjq
˘Bxνj
Bt
ˇˇˇ
psi,tjq
∆tj
*
(2.3.32)
denote the parallel transport along infinitesimal paths and10
bij :“ exp
"
Bµiνj
`
xpsi, tjq
˘Bxµi
Bs
Bxνj
Bt
ˇˇˇ
psi,tjq
∆si∆tj
*
(2.3.33)
denotes the parallel transport along infinitesimal squares. Here
∆si “ si`1 ´ si & ∆tj “ tj`1 ´ tj (2.3.34)
and for an n ˆ n square grid these are both ∆si “ 1n “ ∆tj. Note that in
order for this association to be consistent with our description of 2-groups,
10Our convention is to ignore combinatorial factors from our Einstein summation conven-
tion since these are cumbersome to carry. Normally, such an expression in the exponential
(2.3.33) would have a 12 .
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it must be true that
asi,j`1a
t
ij “ τpbijqati`1,jasij, (2.3.35)
or equivalently
τpbijq “ asi,j`1atij
`
asij
˘´1 `
ati`1,j
˘´1
, (2.3.36)
at least to lowest non-trivial order. The term on the right-hand-side is pre-
cisely the parallel transport along an infinitesimal square11
asi,j`1a
t
ij
`
asij
˘´1 `
ati`1,j
˘´1
u
ˆ
1´ Aµ1i
`
xpsi, tj`1q
˘Bxµ1i
Bs
ˇˇˇ
psi,tj`1q
˙ˆ
1´ Aνj
`
xpsi, tjq
˘Bxνi
Bt
ˇˇˇ
psi,tjq
˙
ˆ
ˆ
1` Aµi
`
xpsi, tjq
˘Bxµi
Bs
ˇˇˇ
psi,tjq
˙˜
1` Aν1j
`
xpsi`1, tjq
˘Bxν1j
Bt
ˇˇˇ
psi`1,tjq
¸
u
ˆ
1´ Aµ1i
Bxµ1i
Bs ´
BAµ1i
Bxνj`1
Bxνj`1
Bt
Bxµ1i
Bs ´ Aµ1i
B2xµ1i
BsBt
˙ˆ
1´ Aνj Bx
νj
Bt
˙
ˆ
ˆ
1` Aµi Bx
µi
Bs
˙˜
1` Aν1j
Bxν1j
Bt `
BAν1j
Bxµi`1
Bxµi`1
Bs
Bxν1j
Bt ` Aν1j
B2xν1j
BtBs
¸ ˇˇˇ
psi,tjq
u
˜
1´ BAµ1iBxνj`1
Bxνj`1
Bt
Bxµ1i
Bs `
BAν1j
Bxµi`1
Bxµi`1
Bs
Bxν1j
Bt ` Aµ1i
Bxµ1i
Bs Aνj
Bxνj
Bt
´ Aνj Bx
νj
Bt Aµi
Bxµi
Bs ´ Aµ1i
Bxµ1i
Bs Aν1j
Bxν1j
Bt ` Aµi
Bxµi
Bs Aν1j
Bxν1j
Bt
¸ˇˇˇ
psi,tjq
“ 1`
ˆBAνj
Bxµi ´
BAµi
Bxνj ` AµiAνj ´ AνjAµi
˙ Bxµi
Bs
Bxνj
Bt
ˇˇˇ
psi,tjq
“ 1` Fµiνj Bx
µi
Bs
Bxνj
Bt
ˇˇˇ
psi,tjq
,
(2.3.37)
11For the purpose of this calculation, we have dropped the ∆si and ∆tj from the notation
to avoid clutter. This should cause no confusion because these quantities are always
coupled with their corresponding derivatives BBs and
B
Bt , respectively.
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to lowest order, which is a standard result. Here
F :“ dA` A^ A (2.3.38)
is the curvature of A. Meanwhile, the left-hand-side is
τpbijq u 1` τ
ˆ
Bµiνj
`
xpsi, tjq
˘Bxµi
Bs
Bxνj
Bt
ˇˇˇ
psi,tjq
˙
(2.3.39)
to lowest order. Here τ : h // g is the derivative of the map τ : H // G
at the identity, i.e. on the Lie algebras (at this point, it might be a good
idea for the reader to review the Appendix on the infinitesimal version of
pH,G, τ, αq). This therefore forces the condition
τpBq ´ F “ 0 (2.3.40)
and is known in the literature as the vanishing of the fake curvature. Fi-
nally, we can expand out these exponentials of differential forms and multiply
all terms together analogously to what was done for a path. An arbitrary
worldsheet, which is a map (via some reparametrization if necessary) from
r0, 1s ˆ r0, 1s to some target manifold, is naturally a bigon with the orien-
tation induced by having ps, tq a right-handed coordinate system. Breaking
up such a bigon into infinitesimal squares allows one to associate the above
exponentials on the Poincare´ dual of the cubulation of the worldsheet.
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t
~~
s ee
t

s __
where a cubulation of the domain r0, 1sˆr0, 1s is shown on the right together
with its Poincare´ dual. This rotated ps, tq coordinate system was chosen
to agree with our earlier convention on two-dimensional algebra. We will
consider a 5ˆ 5 grid for concreteness. Using the rules set up earlier on how
to read such diagrams, we extend the 1-d defects of the Poincare´ dual to the
top and bottom of the page using identity 0-d defects drawn on the ps, tq
domain of the worldsheet (the identities are drawn in yellow to illustrate
where they are and not because the 2-d domain is different—there is only a
single 2-d domain in a 2-group—see Section 2.2.3).12
12One could have also added identities in many other consistent ways and performed
similar calculations. The end results would all be the same (to lowest order) due to the
interchange law.
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t

s __
‚ ps1, t1q
‚ps2, t3q
‚ps1, t6q
‚ps6, t1q
‚ps6, t6q
e
e
e
e
e
e
e
e
e
e
e
e e
e ee
eeee
e
e e
e ee
eeee
e
e
e
e
e
e
e
e
e
e
To more easily relate this picture to earlier ones, it helps to draw hori-
zontal lines to distinguish the order of multiplication
and then to tilt the angles of the identities (only the top half is drawn)
2-D ALGEBRA AND GAUGE THEORY 92
which now makes it easy to see we can first compose each row in parallel and
then compose the results in the remaining column in series. We explicitly
label (some of) the 1-d and 0-d defects
e
e
e
e
e
e
e
e
e
e
b11
b21
b22
b51
b52 b41
b55
b43
as43
at43
at53
as54
e
e
e
e
e
e
e
e
ee
as11
as11
as11
as11
as11
as21
as21
as21
as21
as41
as51a
t
61
at62
at65
at65
at65
at65
at65
at21
at31
at51a
s
52
as55
at11a
s
12
as22
at22a
s
23
at32
as56 a
t
55
and then multiply each row in parallel. The first row looks like
at65
at65 a
t
64
at64
at63
at63
e e e e
at62
at62
as52
b51
at61
at51
as51 a
s
41
as41 a
s
31
as31
as21
as21
as11
as11
e e e e
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The result on the 1-d defects is just the usual group multiplication product
while the result on the 0-d defects is
αat65at64at63at62
`
b51
˘
. (2.3.41)
The 0-d defects of the next several rows are all given by the following
at65
at65 a
t
64
at64
at63
at63
e e e b52
at62
as53 a
t
52
as52
as42
at51 a
s
41
as41 a
s
31
as31
as21
as21
as11
as11
b41 e e e
“ αat65at64at63
`
b52
˘
αat65at64at63at62as52
`
b41
˘
(2.3.42)
at65
at65 a
t
64
at64
as54
at63
e e b53
at53
as53
as43
b42
at52
at42
as42 a
t
41
as32 a
t
31
as31
as21
as21
as11
as11
b31 e e
“ αat65at64
`
b53
˘
αat65at64at63as53
`
b42
˘
αat65at64at63as53at52as42
`
b31
˘
(2.3.43)
at65
at65 a
s
55
at64
at54
as54
e b54 b43
at53
as44 a
t
43
as43
as33
at42 a
s
32
at32 a
s
22
at31
at21
as21
as11
as11
b32 b21 e
“ αat65
`
b54
˘
αat65at64as54
`
b43
˘
αat65at64as54at53as43
`
b32
˘
αat65at64as54at53as43at42as32
`
b21
˘
(2.3.44)
at65
as56 a
t
55
as55
as45
at54
b55 b44
at44
as44
as34
b33
at43
at33
as33 a
t
32
as23 a
t
22
as22
as12
at21
at11
as11
b22 b11
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“ b55αat65as55
`
b44
˘
αat65as55at54as44
`
b33
˘
αat65as55at54as44at43as33
`
b22
˘
ˆ αat65as55at54as44at43as33at32as22
`
b11
˘ (2.3.45)
as56
as56 a
s
46
at55
at45
as45
e b45 b34
at44
as35 a
t
34
as34
as24
at33 a
s
23
at23 a
s
13
at22
at12
as12
at11
at11
b23 b12 e
“ αas56
`
b45
˘
αas56at55as45
`
b34
˘
αas56at55as45at44as34
`
b23
˘
αas56at55as45at44as34at33as23
`
b12
˘
(2.3.46)
as56
as56 a
s
46
as46
as36
at45
e e b35
at35
as35
as25
b24
at34
at24
as24 a
t
23
as14 a
t
13
as13
at12
at12
at11
at11
b13 e e
“ αas56as46
`
b35
˘
αas56as46at45as35
`
b24
˘
αas56as46at45as35at34as24
`
b13
˘
(2.3.47)
as56
as56 a
s
46
as46
as36
as36
e e e b25
at35
as26 a
t
25
as25
as15
at24 a
s
14
at14 a
t
13
at13
at12
at12
at11
at11
b14 e e e
“ αas56as46as36
`
b25
˘
αas56as46as36at35as25
`
b14
˘
(2.3.48)
and finally
as56
as56 a
s
46
as46
as36
as36
e e e e
as26
as26
as16
b15
at25
at15
as15 a
t
14
at14 a
t
13
at13
at12
at12
at11
at11
e e e e
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“ αas56as46as36as26
`
b15
˘
. (2.3.49)
The result of composing all of these in parallel gives the following sequence
of in series composable 0-d defects
αat65at64at63at62
`
b51
˘
αat65at64at63
`
b52
˘
αat65at64at63at62as52
`
b41
˘
αat65at64
`
b53
˘
αat65at64at63as53
`
b42
˘
αat65at64at63as53at52as42
`
b31
˘
αat65
`
b54
˘
αat65at64as54
`
b43
˘
αat65at64as54at53as43
`
b32
˘
αat65at64as54at53as43at42as32
`
b21
˘
b55αat65as55
`
b44
˘
αat65as55at54as44
`
b33
˘
αat65as55at54as44at43as33
`
b22
˘
αat65as55at54as44at43as33at32as22
`
b11
˘
αas56
`
b45
˘
αas56at55as45
`
b34
˘
αas56at55as45at44as34
`
b23
˘
αas56at55as45at44as34at33as23
`
b12
˘
αas56as46
`
b35
˘
αas56as46at45as35
`
b24
˘
αas56as46at45as35at34as24
`
b13
˘
αas56as46as36
`
b25
˘
αas56as46as36at35as25
`
b14
˘
αas56as46as36as26
`
b15
˘
(2.3.50)
which, after performing the in series composition in H gives
αas56as46as36as26
`
b15
˘
αas56as46as36
`
b25
˘
αas56as46as36at35as25
`
b14
˘ ¨ ¨ ¨
¨ ¨ ¨ ˆ αat65at64at63at62as52
`
b41
˘
αat65at64at63at62
`
b51
˘
.
(2.3.51)
We can visualize this mess more easily by expanding out each bij to lowest
order (since we already know that the a’s give the one-dimensional parallel
transport, we do not have to expand them out) and examining the terms
with zero bij’s, terms with one bij, terms which include a product of some bij
with another bkl, and so on. The zeroth order term is just the identity. There
are 25 terms with a single B (some of these terms are written underneath
the pictures to more clearly illustrate our convention)
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αas56a
s
46a
s
36a
s
26
pB15q
` `
α
as56a
s
46a
s
36a
t
35a
s
25
pB14q
` `
α
as56a
s
46a
t
45a
s
35
pB24q
`
α
as56a
s
46a
t
45a
s
35a
t
34a
s
24
pB13q
` ¨ ¨ ¨ ` ` `
These pictures express the fact that we calculate the ordinary parallel
transport along a specified path between the point ps, tq “ ps6, t6q and an-
other point psi`1, tj`1q (represented by a blue line) and conjugate each B
field at psi, tjq (represented by a blue square) by that parallel transport us-
ing α. Then we sum over all points at which B has been specified. There areř24
k“1 k “ 24p25q2 “ 600, i.e.
`
25
2
˘
, terms with two B’s:
¨ ` ¨ ` ¨
` ¨ ` ¨ ` ¨ ¨ ¨
` ¨ ` ¨ ` ¨
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` ¨ ` ¨ ` ¨
` ¨ ` ¨ ¨ ¨ ` ¨ ` ¨
` ¨ ¨ ¨ ` ¨ ` ¨ ` ¨
In this long expression, there are 24 terms in the first 3 rows of pictures,
23 in the two rows after that, up until we get 2 ` 1 shown in the last row.
This is consistent with the counting
`
25
2
˘
. Now, we should do this sum for all
products of B’s ranging from terms with 0 B’s to terms with 25 B’s. Just
to be clear, for example, a term with 4 B’s might look like
¨ ¨ ¨
but a term such as
¨ ¨ ¨
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does not appear due to the automatic ordering. The total number of all
terms in such an expansion is enormous and is given by
25ÿ
k“0
ˆ
25
k
˙
“ 225, (2.3.52)
which is ridiculously huge (near the order of Avogadro’s number) or more
generally
n2ÿ
k“0
ˆ
n2
k
˙
“ 2n2 (2.3.53)
if we have an nˆ n grid.
Definition 2.3.54. Let trivfull5 be the expansion of (2.3.51) consisting of the
225 terms described above. Let trivfulln be the generalization of this expression
for an nˆ n grid (this consists of 2n2 terms).
Firstly, we should be sure that the sum of all such terms coming from
(2.3.51) sum converges as the spacing goes to zero, i.e. as n //8. The terms
with k B’s have an additional factor of 1
n2k
associated with the area element
on which they are approximated. The ratio of the number of all such terms
for k ď
Y
n2
2
]
to this factor is`
n2
k
˘
n2k
“ n
2!
k!pn2 ´ kq!n2k “
1
k!
kź
i“1
ˆ
1´ i´ 1
n2
˙
, (2.3.55)
where t ¨ u denotes the floor function. Note that the product term satisfies
0 ď
kź
i“1
ˆ
1´ i´ 1
n2
˙
ď 1 (2.3.56)
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because it is a product of numbers strictly less than or equal to 1 for all i.
Hence, `
n2
k
˘
n2k
ď 1
k!
. (2.3.57)
For k ě
Y
n2
2
]
, this decays even more strongly because
`
n2
k
˘
is symmetric atY
n2
2
]
and hence
`
n2
k
˘
begins to decrease for larger values of k while the 1
n2k
factor remains and increases as k gets larger.
Proposition 2.3.58. The sequence
 
trivfulln
(
n
converges as n //8.
Proof. Let M be the absolute value of the maximum value of the expressions
of the form αas56as46as36at35as25pB14q. By smoothness of the forms A and B and
compactness of r0, 1s ˆ r0, 1s, such a maximum M always exists. The k-th
order term in the expression for trivfulln has norm bounded byˆ
M
n2
˙k ˆ
n2
k
˙
“Mk
`
n2
k
˘
n2k
ď M
k
k!
(2.3.59)
for all k P t0, 1, . . . , n2u. This statement is true for all n P Z. This shows
that the sequence is bounded by the sequence for exptMu and so converges
absolutely. Hence, ttrivfulln un converges. 
Fortunately, we can simplify the expression trivfulln by rearranging and
reorganizing all of these terms. For example, consider terms with two B’s.
There are terms with two B’s at different “heights” such as
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¨
and terms with B’s at the same height such as
¨
As explained above, note that there do not exist terms with the order
flipped in the above two images. This is due to the automatic ordering.
Therefore, the number of terms with two B’s at the same height is (n “ 5 in
our picture)
n´1ÿ
m“2
ˆ
m
2
˙
`
ˆ
n
2
˙
`
n´1ÿ
m“2
ˆ
m
2
˙
“ 2
n´1ÿ
m“2
ˆ
m
2
˙
`
ˆ
n
2
˙
“ 2
ˆ
n
3
˙
`
ˆ
n
2
˙
“ 2n!
3!pn´ 3q! `
n!
2!pn´ 2q!
“ npn´ 1qp2n´ 1q
3!
,
(2.3.60)
where the second second equality comes from a cute fact about Pascal’s
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triangle
1
1 1
1 2 1
1 3 3 1
1 4 6 4 1
1 5 10 10 5 1
1 6 15 20 15 6 1
`
`
`
(2.3.61)
The ratio of terms with two B’s at the same height to the total number of
terms with two B’s is
npn´ 1qp2n´ 1q{3!ˆ
n2
2
˙ “ 2n´ 1
3pn` 1qn. (2.3.62)
Note that the limit of this quantity as n //8 is
lim
nÑ8
2n´ 1
3pn` 1qn “ 0. (2.3.63)
Hence, terms that involve a product of two B’s that appear at the same
height become negligible in the n //8 limit. One might wonder if this is
true for any product of B’s. Clearly, this is false when we have a product of
k B’s and k ą 2n´ 1 since every configuration has at least one row in which
B occurs at least twice. However, it is true for k sufficiently smaller than n.
This leads us to an interesting combinatorial problem in its own right.
The number of configurations of k blocks in an nˆ n grid tilted 45˝ such
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that no two blocks appear at the same height is13
Sn,k :“
ÿ
2n´1ěikąik´1ą¨¨¨ąi1ě1
lnpi1q ¨ ¨ ¨ lnpikq, (2.3.64)
where
lnpiq :“
#
i if 1 ď i ď n
2n´ i if n ă i ď 2n´ 1 (2.3.65)
denotes the number of blocks of a given height i. The ratio of this number
to the total number of configurations of k blocks is
Rn,k :“ Sn,k`n2
k
˘ “ pn2 ´ kq!k!Sn,k
n2!
. (2.3.66)
Lemma 2.3.67. For any  ą 0 and K P N, there exists an integer N " K
such that
1´Rn,k ď  (2.3.68)
for all n ě N and k ď K, i.e.
lim
nÑ8Rn,k “ 1 (2.3.69)
for all k P N.
The graph in Figure 2.1 should be convincing14 though of course it is not
a substitute for a proof.
13We’d like to thank Zhibai Zhang and Scott O. Wilson who both independently sug-
gested the currently used approach for this problem and for discussions leading to this
formula.
14Special thanks goes to Steven Vayl for teaching me some basics of C++ that gave me
the necessary tools to make this plot.
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n
Rn,k
k “ 2
k “ 3
k “
4
k “
5
Figure 2.1: A plot of Rn,k for various values of n and k indicating
limnÑ8Rn,k “ 1.
The proof of Lemma 2.3.67 is quite involved and is given in the second
Appendix. Instead, we offer a rough estimate analysis via averaging. The
average value of ln is
avgplnq :“
ř2n´1
i“1 lnpiq
2n´ 1 “
n2
2n´ 1 . (2.3.70)
Hence, to a good approximation for large n and small k,
Sn,k u
ÿ
2n´1ěikąik´1ą¨¨¨ąi1ě1
ravgplnqsk
“
ˆ
n2
2n´ 1
˙k ˆ
2n´ 1
k
˙
“ n
2kp2n´ 1qp2n´ 2q ¨ ¨ ¨ p2n´ kq
k!p2n´ 1qk ,
(2.3.71)
where the second line comes from the fact that there are
`
2n´1
k
˘
terms in the
2-D ALGEBRA AND GAUGE THEORY 104
summation. Hence, to a good approximation
Rn,k u
n2kp2n´ 1qp2n´ 2q ¨ ¨ ¨ p2n´ kq
p2n´ 1qkn2pn2 ´ 1q ¨ ¨ ¨ pn2 ´ pk ´ 1qq
“
`
1´ 1
2n
˘ ¨ ¨ ¨ `1´ k
2n
˘`
1´ 1
2n
˘k `
1´ 1
n2
˘ ¨ ¨ ¨ `1´ k´1
n2
˘ (2.3.72)
Since k is fixed, the right-hand-side tends to one as n // 8. Again, the
precise proof is given in the second Appendix of this Chapter.
Definition 2.3.73. Let trivredn be the same expression as triv
full
n but with all
terms in which B occurs at least twice at the same height for some height
removed.
Theorem 2.3.74. For any  ą 0, there exists an N such that
∥∥trivfulln ´ trivredn ∥∥ ď  (2.3.75)
for all n ě N.
Proof. Let M be the maximum value of the norms of all quantities of the
form αas56as46as36at35as25pB14q. The difference trivfulln ´ trivredn only consists of con-
tributions from terms in which there exist at least two B’s that occur at the
same height. Fix  ą 0. To begin, let K be large enough so that
8ÿ
k“K`1
Mk
k!
ď 
2
, (2.3.76)
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which is possible since the series for the exponential converges. Furthermore,
by Lemma 2.3.67, for any  ą 0, there exists an N large enough so that
1´Rn,k ď 
2eM
@ k ď K,n ě N. (2.3.77)
Using these two results, the value of the norm of the difference trivfulln ´trivredn
is bounded by
∥∥trivfulln ´ trivredn ∥∥ ď n2ÿ
k“1
ˆ
M
n2
˙k „ˆ
n2
k
˙
´ Sn,k

“
n2ÿ
k“1
ˆ
M
n2
˙k ˆ
n2
k
˙
r1´Rn,ks
ď
n2ÿ
k“1
Mk
k!
r1´Rn,ks
“
Kÿ
k“1
Mk
k!
r1´Rn,ks `
n2ÿ
k“K`1
Mk
k!
r1´Rn,ks
ď
Kÿ
k“1
Mk
k!
´ 
2eM
¯
`
n2ÿ
k“K`1
Mk
k!
ď
´ 
2eM
¯ 8ÿ
k“1
Mk
k!
`
8ÿ
k“K`1
Mk
k!
ď 
2
` 
2
“ .
(2.3.78)

Thus, heuristically, as n // 8, the number of terms for which at least
two B’s are at the same height is a set of measure zero with respect to all
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possibilities and hence we can ignore them in the calculation of the surface
parallel transport after taking the n // 8 limit. This gives the following
picture for the surface-iterated integral.
Theorem 2.3.79. Let γs,t be the path
t

s __
ps, tqps` 1´ t, 1q
γs,t
The limit of the expression (2.3.51) as n // 8 is given by an iterated
integral
`
ż
`
ż ż
` ¨ ¨ ¨
with path-ordering only in the vertical direction.
In more detail, the surface-ordered integral is depicted schematically as an
infinite sum of terms expressed by placing B at the endpoints of the drawn
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paths and conjugating it by parallel transport along the path connecting
to it using A and α. Then we use an ordinary integral over the horizontal
direction to get a 1-form (similar to what is done in [BaSc04] and [ScWa11]).
Finally we use the usual path-ordered integral in the vertical direction. More
explicitly, by changing coordinates to
u :“ s` t?
2
& v :“ s´ t?
2
, (2.3.80)
one can express γs,t in terms of u and v. We write this path as γu,v. Using
this, the surface parallel transport is given by
1`
ż ˆż
αtrivpγu,vq
`
Bpu, vq˘dv˙ du
`
ż
u2ěu1
ˆż
αtrivpγu2,v2 q
`
Bpu2, v2q
˘
αtrivpγu1,v1 q
`
Bpu1, v1q
˘
dv2dv1˙ du2du1 ` ¨ ¨ ¨
`
ż
uně¨¨¨ěu1
ˆż
αtrivpγun,vn q
`
Bpun, vnq
˘ ¨ ¨ ¨αtrivpγu1,v1 q`Bpu1, v1q˘dvn ¨ ¨ ¨ dv1˙ dun ¨ ¨ ¨ du1
` ¨ ¨ ¨ ,
(2.3.81)
where Bpu, vq stands for
Bpu, vq :“ B
ˆBΣ
Bs ,
BΣ
Bt
˙ ˇˇˇ´
s“u`v?
2
,t“u´v?
2
¯. (2.3.82)
Remark 2.3.83. It is not clear to us whether the surface iterated integral
(2.3.81) agrees with the result of Schreiber and Waldorf in [ScWa11], which
is the special case when our s directions are pinched at t “ 0 and t “ 1.
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Although the result is very similar, [ScWa11] have the parallel transport
along the path beginning at t “ 0 and ending at the points we have drawn
act on B (see their equations (2.26) and (2.27)). Let us try to heuristically
explain this. First off, [ScWa11] use the opposite frame with respect to ours
(hence our s is their t and vice versa). Secondly, and much more importantly,
they use bigons so that their s coordinate is degenerate at t “ 0 and t “ 1.
By a reparametrization and taking these differences into account, our picture
and [ScWa11]’s picture for the surface transport look like
&
respectively. In other words, [ScWa11] use the α action to conjugate the B
field along a path that is homotopic to ours but not thinly homotopic to ours.
These issues will be clarified in future work.
2.3.3 Gauge transformations for surface transport
In Section 2.3.1, we described gauge transformations as natural transforma-
tions of parallel transport functors for paths. In this section, we will use
this as the definition of a gauge transformation and derive the corresponding
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formulas for differential forms. As before, let G :“ pH,G, τ, αq be a crossed
module, BG its associated 2-group, and M a smooth manifold.
Definition 2.3.84. A (first order) gauge transformation from a parallel
transport functor triv : P2pMq // BG to another triv1 : P2pMq // BG
is a (smooth) natural transformation triv ñ triv1.
By Definition 2.2.22 and Proposition 2.2.49, such a natural transformation
consists of a pair of smooth functions g : M // G and h : P 1M // H
satisfying the conditions described in that Proposition. Namely, to every
thin path z
γÐÝ y,
τ
`
hpγq˘gpzqtrivpγq “ triv1pγqgpyq, (2.3.85)
to ever pair of composable thin paths z
γÐÝ y δÐÝ x,
hpγδq “ αtriv1pγq
`
hpδq˘hpγq, (2.3.86)
to every point x PM,
hpidxq “ e, (2.3.87)
and finally to any worldsheet
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Σ
γ δ
ξζ
x
y
z
w
viewed as a bigon from γδ to ζξ, the equality15
hpξq
gpxq
gpwq
hpζq
gpzq
trivpΣq
triv 1pζq
trivpζq
trivpδqtriv
pγq
tri
vpξq
tri
v
1 pξq
=
tri
v
1 pγq
triv1pΣq
gpzq gpxq
gpyq
hpγq hpδq
tri
v
1 pξq
tri
vpγ
q
triv 1pδq
trivpδq
triv 1pζq
holds. Reading this diagram is a bit tricky without the arrows (recall Remark
2.2.12). More explicitly, this equality says
15This follows from condition (d) in Definition 2.2.22.
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trivpΣq
gpzq
trivpγq trivpδq
hpζq
trivpζq
gpwq
trivpξq
hpξq
triv1pξq
triv1pζq
gpxq
triv1pΣq
triv1pζq triv1pξq
triv1pγq
gpzq trivpγq
trivpδq
gpyq
hpδq
hpγq
triv1pδq
gpxq
“
i.e.
αtriv1pζq
`
hpξq˘hpζqαgpzq`trivpΣq˘ “ triv1pΣqαtriv1pγq`hpδq˘hpγq (2.3.88)
or equivalently by our earlier condition (2.3.86)
hpζξqαgpzq
`
trivpΣq˘ “ triv1pΣqhpγδq. (2.3.89)
By Proposition 2.2.49, such a natural transformation can be decomposed into
pg, hq “ pg, eqpe, hq. (2.3.90)
Definition 2.3.91. A gauge transformation of the type pg, eq is typically
called a (first order) thin gauge transformation and one of the type pe, hq is
called a (first order) fat gauge transformation [MaMi10].
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Thus, Proposition 2.2.49 implies that an arbitrary gauge transformation
of the first kind can be decomposed into a thin and fat gauge transformation.
Using this, we can calculate infinitesimal versions of the functions g : M //G
and h : P 1M // H for small paths, i.e. for a point x P M and a tangent
vector at x. This was already done for g : M // G at the end of Section
2.3.1 with result (2.3.15). For h : P 1M // H, let t ÞÑ xptq parametrize an
infinitesimal path γ, then to lowest order
hpγq “ exp
"
ϕµ
`
xptq˘dxµ
dt
ˇˇˇ
t
∆t
*
(2.3.92)
for some 1-form ϕ P Ω1pM ; hq by smoothness of h.16 Thus, following (2.3.85),
a fat gauge transformation from pA,Bq to pA1, B1q infinitesimally gives
τ
ˆ
exp
"
ϕµ
`
xptq˘dxµ
dt
ˇˇˇ
t
∆t
*˙
exp
"
´Aν
`
xptq˘dxν
dt
ˇˇˇ
t
∆t
*
“ exp
"
´A1ν
`
xptq˘dxν
dt
ˇˇˇ
t
∆t
* (2.3.93)
expanding out to lowest order gives
1` τ
ˆ
ϕµ
`
xptq˘dxµ
dt
ˇˇˇ
t
˙
∆t´ Aν
`
xptq˘dxν
dt
ˇˇˇ
t
∆t “ 1´ A1ν
`
xptq˘dxν
dt
ˇˇˇ
t
∆t
(2.3.94)
giving the relationship
A1 “ A´ τpϕq (2.3.95)
16 Smoothness of functions on infinite-dimensional spaces such as h is discussed in more
detail in [ScWa11] and in Chapter 3 of this thesis. In this case, one can take (2.3.92) as
the definition of smoothness.
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for a fat gauge transformation. We already calculated what happens for a
thin gauge transformation in Section 2.3.1. Using Proposition 2.2.49, com-
bining (2.3.15) with this gives
A1 “ gAg´1 ´ dgg´1 ´ τpϕq (2.3.96)
for an arbitrary gauge transformation. The B field under an arbitrary gauge
transformation changes according to (2.3.88). By substituting the necessary
forms, this expression on the left-hand-side of (2.3.88) becomes (to avoid
clutter, we have not explicitly written ∆s and ∆t)
α
exp
#
´A1ν
`
xps,t`q
˘
Bxν
Bs
ˇˇˇ
ps,t`q
+ˆexp"ϕµ`xps, tq˘BxµBt ˇˇˇps,tq
*˙
ˆ exp
"
ϕρ
`
xps, t` q˘BxρBs ˇˇˇps,t`q
*
ˆ αgpxps`,t`qq
ˆ
exp
"
Bστ
`
xps, tq˘BxσBs BxτBt ˇˇˇps,tq
*˙
“ α
1´A1ν BxνBs ´ BA
1
ν
Bxλ
Bxλ
Bt
Bxν
Bs ´A1ν B
2xν
BsBt
ˆ
1` ϕµBx
µ
Bt
˙
ˆ
ˆ
1` ϕρBx
ρ
Bs `
Bϕρ
Bxβ
Bxβ
Bt
Bxρ
Bs ` ϕρ
B2xρ
BsBt
˙
ˆ α
g` BgBs` BgBt` B
2g
BsBt
ˆ
1`Bστ Bx
σ
Bs
Bxτ
Bt
˙
“ 1` ϕµϕρBx
µ
Bt
Bxρ
Bs `
Bϕρ
Bxβ
Bxβ
Bt
Bxρ
Bs ` ϕρ
B2xρ
BsBt
` αgpBστ qBx
σ
Bs
Bxτ
Bt ´ αA1ν pϕµq
Bxν
Bs
Bxµ
Bt
“ 1` ϕλB
2xλ
BsBt `
ˆ
ϕνϕµ ` BϕµBxν ` αgpBµνq ´ αA1µpϕνq
˙ Bxµ
Bs
Bxν
Bt
(2.3.97)
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where it is understood that all terms now are evaluated at ps, tq. Meanwhile,
the right-hand-side of (2.3.88) is
exp
"
B1στ
`
xps, tq˘BxσBs BxτBt ˇˇˇps,tq
*
ˆ α
exp
#
´A1ν
`
xps`,tq
˘
Bxν
Bt
ˇˇˇ
ps`,tq
+ˆexp"ϕµ`xps, tq˘BxµBs ˇˇˇps,tq
*˙
ˆ exp
"
ϕλ
`
xps` , tq˘BxλBt ˇˇˇps`,tq
*
“
ˆ
1`B1στ Bx
σ
Bs
Bxτ
Bt
˙
α
1´A1ν BxνBt ´ BA
1
ν
Bxβ
Bxβ
Bs
Bxν
Bt ´A1ν B
2xν
BtBs
ˆ
1` ϕµBx
µ
Bs
˙
ˆ
ˆ
1` ϕλBx
λ
Bt `
Bϕλ
Bxα
Bxα
Bs
Bxλ
Bt ` ϕλ
B2xλ
BtBs
˙
“ 1`B1στ Bx
σ
Bs
Bxτ
Bt ` ϕµϕλ
Bxµ
Bs
Bxλ
Bt ´ αA1ν pϕµq
Bxν
Bt
Bxµ
Bs
` BϕλBxα
Bxα
Bs
Bxλ
Bt ` ϕλ
B2xλ
BtBs
“ 1` ϕλB
2xλ
BtBs `
ˆ
ϕµϕν `B1µν ´ αA1ν pϕµq `
Bϕν
Bxµ
˙ Bxµ
Bs
Bxν
Bt
(2.3.98)
Equating these two expressions gives
B1µν “ αgpBµνq´ϕµϕν ´ϕνϕµ´Bµϕν ´Bνϕµ´αA1µpϕνq`αA1ν pϕµq (2.3.99)
in components or
B1 “ αgpBq ´ ϕ^ ϕ´ dϕ´ αA1pϕq (2.3.100)
as an equation in terms of differential forms. We write such a gauge trans-
formation as
pA,Bq pg,ϕqÝÝÝÑ pA1, B1q. (2.3.101)
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This and (2.3.96) agrees with Proposition 2.10 of [ScWa11]. We can express
this purely in terms of A, B, g, and ϕ as
B1 “ αgpBq ´ ϕ^ ϕ´ dϕ´ αgAg´1´dgg´1´τpϕqpϕq
“ αgpBq ´ ϕ^ ϕ´ dϕ´ αgAg´1´dgg´1pϕq ` rϕ, ϕs
“ αgpBq ` ϕ^ ϕ´ dϕ´ αgAg´1´dgg´1pϕq.
(2.3.102)
This will be useful later.
Definition 2.3.103. Let pg, hq, pg1, h1q : triv ñ triv1 be two first order gauge
transformations. A second order gauge transformation a : pg, hqV pg1, h1q is
a (smooth) modification from pg, hq to pg1, h1q.
By Definition 2.2.31, this consists of a smooth function a : M //H fitting
into
gpxq
apxq
g1pxq
,
which in particular says
τpaqg “ g1, (2.3.104)
satisfying the condition that to any path y
γÐÝ x,
h1pγqapyq “ αtriv1pγq
`
apxq˘hpγq. (2.3.105)
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Expanding out this expression on infinitesimal paths givesˆ
1` ϕ1µdx
µ
dt
ˇˇˇ
t
˙ˆ
a` BaBt
˙
“ α
1´A1µ dxµdt
ˇˇ
t
paq
ˆ
1` ϕν dx
ν
dt
ˇˇˇ
t
˙
, (2.3.106)
which is
1` ϕ1µadx
µ
dt
` BaBxν
dxν
dt
“ 1` aϕν dx
ν
dt
´ αA1µpaq
dxµ
dt
, (2.3.107)
which gives the condition (after multiplying by a´1 on the right)
ϕ1µ “ aϕµa´1 ´ αA1µpaqa´1 ´ pBµaqa´1 (2.3.108)
on components and
ϕ1 “ aϕa´1 ´ daa´1 ´ αA1paqa´1 (2.3.109)
as h-valued differential forms. This and (2.3.104) exactly agree with Propo-
sition 2.11 of [ScWa11].
2.3.4 Orientations and inverses
It is well-known that given a path y
γÐÝ x, the parallel transport along the
reversed oriented path γ´1 is the inverse
trivpγ´1q “ trivpγq´1, (2.3.110)
where triv : P1pMq //BG is the (local) parallel transport functor. This can
be viewed as a consequence of thin homotopy invariance and functoriality of
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parallel transport. Namely, although the paths γγ´1 and γ´1γ are not the
constant paths (the notation γ´1 is therefore a bit abusive), they are thinly
homotopic to constant paths and hence give the same value on triv. Thus,
trivpγ´1γq
trivpidxq trivpγ´1qtrivpγq
1
(2.3.111)
verifying (2.3.110). In this section, we will explore analogous results for
reversing different kinds of orientations on bigons. We therefore include
arrows for clarity.
y
γă
ă
δ
Σ

x y
γă
ă
δ
Σ
KS
x y
γ´1ą
ą
δ´1
Σ´1

x
Note that the different orientations on a bigon can be expressed as an orien-
tation of edges on the boundary and an orientation of the surface. The above
bigons correspond to the following surfaces with associated orientations.
y
γă
ă
δ
ö
Σ x y
γă
ă
δ
œ
Σ x y
γ´1ą
ą
δ´1
œ
Σ´1 x
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A necessary and sufficient condition for such orientations on surfaces and
edges to give rise to a bigon is the following. Given a map of a polygon
Σ into M, the boundary consists of the edges of the polygon. The union
of the oriented edges consistent with the orientation of the polygon must
be connected. Similarly, the union of the orientated edges with negative
orientation with respect to the induced one from the polygon must also be
connected. Then, the source of the bigon is the union of the consistent edges
and the target is the union of the oppositely oriented edges. An example
together with a non-example are
ą
ą
ą
ą
ă
ö
ă & ą
ą
ă
ą
ă
ö
ą ,
respectively (blue corresponds to an orientation agreeing with the induced
one from the surface while yellow disagrees with that orientation).
Going back to the three bigons and their orientations at the beginning
of this section, we notice that several of these bigons can be composed with
one another. For instance,
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y
ă
γ
ă
Σ
δ
ăγ
Σ
x “ y
γ
ă x
and
x
ă
δ
ăγ
Σ
y
ă
δ´1
ăγ
´1
Σ´1 “x x
after applying a thin homotopy. Therefore, these bigons provide inverses in
series and in parallel, respectively, of Σ. This implies, together with functo-
riality of triv and the inverses discussed in Example 2.2.42,
triv
`
Σ
˘ “ trivpΣq´1 & triv`Σ´1˘ “ αtrivpγq´1`trivpΣq´1˘ (2.3.112)
and therefore describes how parallel transport along surfaces changes under
reversals in surface orientations and boundary orientations, respectively.
2.3.5 The 3-curvature
In the following, we make some further calculations. Just as the curvature F
of a 1-form connection A can be obtained by calculating the parallel trans-
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port along an infinitesimal loop, the 2-curvature of a 2-form connection pA,Bq
can be obtained by calculating the surface transport along an infinitesimal
sphere, which on a lattice corresponds to a cube. We will perform this calcu-
lation explicitly and study some properties of the resulting 3-form curvature.
Similar analysis was done on a tetrahedron in [GiPf04].
Let pr, s, tq ÞÑ xpr, s, tq be an infinitesimal cube and consider the following
domain for that cube along with the infinitesimal path that goes first along
the r direction, then in the s direction, and finally in the t direct. Our
convention is that pr, s, tq is a right-handed coordinate frame, i.e. dr^ds^dt
is the volume form.
r
s
t
p0, 0, 0q
p∆r,∆s,∆tq
ă
ą
ą
Such a cube can be expressed as a bigon by the following sequence of
plaquette bigons that begin and end at the same path starting at the top left
and moving clockwise.
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r
s
t
ñ
ù
r
s
t
ñ ù
r
s
t
ñ
r
s
t
ñ ù
r
s
t
ñ
ù
ù
r
s
t
ñ
The corresponding 2-group elements are given as follows. We begin with the
first surface introducing some shorthand notation
r
s
t
ñ
Ø e
´AµBtxµ|p,,0q
e´AνBsxν |p,0,0q e´AλBrxλ|p0,0,0q
eBλνBrxλBsxν |p0,0,0q
e´AρBrxρ|p0,,0q e´AσBsxσ |p0,0,0q
where we use the notation
Brx :“ BxBr , Bsx :“
Bx
Bs , & Btx :“
Bx
Bt (2.3.113)
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as well as
e´AµBtx
µ|p,,0q :“ exp
"
´Aµ
`
xp, , 0q˘BxµBt ˇˇˇp,,0q
*
(2.3.114)
and similarly for the other terms. We also write  instead of ∆r,∆s, or ∆t
and use the derivatives to remind ourselves of the direction. We have also
assumed for simplicity that our coordinates are centered at the origin and the
lattice spacing is  in each direction. Working out this diagram infinitesimally
on the 0-d defect gives
α
e
´AµBtxµ|p,,0q
´
eBλνBrx
λBsxν |p0,0,0q
¯
“ 1`BλνBrxλBsxν
´ αAµpBλνqBtxµBrxλBsxν
(2.3.115)
to lowest order. As usual, rather than writing out the ∆r,∆s,∆t, we use the
number and type of derivatives appearing to keep track of the order. The
other terms are given by the following
r
s
t
ñ Ø
e´AµBtxµ|p,,0q e´AρBrxρ|p0,,0q
eBρpiBrxρBtxpi |p0,,0q e´AσBsxσ |p0,0,0q
e´AαBrxα|p0,,q e´AτBtxτ |p0,,0q
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eBρpiBrx
ρBtxpi |p0,,0q “ 1`BρpiBrxρBtxpi ` BcBρpiBsxcBrxρBtxpi
`BρpiBsBrxρBtxpi `BρpiBrxρBsBtxpi
(2.3.116)
r
s
t
ñ
Ø e
´AαBrxα|p0,,q
e´AτBtxτ |p0,,0q e´AσBsxσ |p0,0,0q
eBστBsxσBtxτ |p0,0,0q
e´AβBsxβ |p0,0,q e´AγBtxγ |p0,0,0q
α
e
´AαBrxα|p0,0,q
`
eBστBsx
σBtxτ |p0,0,0q˘ “ 1`BστBsxσBtxτ
´ αAαpBστ qBrxαBsxσBtxτ
(2.3.117)
r
s
t
ñ
Ø
e´AαBrxα|p0,,q e´AβBsxβ |p0,0,q
eBβκBsxβBrxκ|p0,0,q e´AγBtxγ |p0,0,0q
e´AθBsxθ|p,0,q e´AηBrxη |p0,0,q
eBβκBsx
βBrxκ|p0,0,q “ 1`BβκBsxβBrxκ ` BbBβκBtxbBsxβBrxκ
`BβκBtBsxβBrxκ `BβκBsxβBtBrxκ
(2.3.118)
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r
s
t
ñ
Ø e
´AθBsxθ|p,0,q
e´AηBrxη |p0,0,q e´AγBtxγ |p0,0,0q
eBγηBtxγBrxη |p0,0,0q
e´AωBtxω |p,0,0q e´AλBrxλ|p0,0,0q
α
e
´AθBsxθ |p,0,q
`
eBγηBtx
γBrxη |p0,0,0q˘ “ 1`BγηBtxγBrxη
´ αAθpBγηqBsxθBtxγBrxη
(2.3.119)
r
s
t
ñ Ø
e´AθBsxθ|p,0,q e´AωBtxω |p,0,0q
eBωψBtxωBsxψ |p,0,0q e´AλBrxλ|p0,0,0q
e´AµBtxµ|p,,0q e´AνBsxν |p,0,0q
eBωψBtx
ωBsxψ |p,0,0q “ 1`BωψBtxωBsxψ ` BaBωψBrxaBtxωBsxψ
`BωψBrBtxωBsxψ `BωψBtxωBrBsxψ
(2.3.120)
The composition of all of these elements is given by the following diagram
(with the light shaded blue squares depicting the faces of the cube).
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e´AµBtxµ|p,,0q eBλνBrxλBsxν |p0,0,0q
eBρpiBrxρBtxpi |p0,,0q
e´AαBrxα|p0,0,q eBστBsxσBtxτ |p0,0,0q
eBβκBsxβBrxκ|p0,0,q
e´AθBsxθ|p,0,q eBγηBtxγBrxη |p0,0,0q
eBωψBtxωBsxψ |p,0,0q
And the result of multiplying these out gives
eBωψBtx
ωBsxψ |p,0,0qα
e
´AθBsxθ |p,0,q
`
eBγηBtx
γBrxη |p0,0,0q˘ eBβκBsxβBrxκ|p0,0,q
ˆ α
e
´AαBrxα|p0,0,q
`
eBστBsx
σBtxτ |p0,0,0q˘ eBρpiBrxρBtxpi |p0,,0q
ˆ α
e
´AµBtxµ|p,,0q
´
eBλνBrx
λBsxν |p0,0,0q
¯
.
(2.3.121)
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This is yet another manifestation of two-dimensional algebra. The result of
multiplying all these terms is given as follows, order by order. The zeroth
order term is 1. There are no first order terms. The second order terms are
given by
BωψBtxωBsxψ `BγηBtxγBrxη `BβκBsxβBrxκ
`BστBsxσBtxτ `BρpiBrxρBtxpi `BλνBrxλBsxν
“ pBστ `BτσqBsxσBtxτ ` pBλν `BνλqBrxλBsxν
` pBρpi `BpiρqBrxρBtxpi
“ 0
(2.3.122)
by anti-symmetry of Bµν in the µ and ν indices. Thus, the only non-zero
terms are the zeroth and third order terms (up to third order). One type of
the third order terms are given by´
BωψBrBtxωBsxψ `BωψBtxωBrBsxψ `BβκBtBsxβBrxκ
¯
`
´
BβκBsxβBtBrxκ `BρpiBsBrxρBtxpi `BρpiBrxρBsBtxpi
¯
“ pBβκ `BκβqBsxβBtBrxκ ` pBωψ `BψωqBtxωBrBsxψ
` pBρpi `BpiρqBrxρBsBtxpi
(2.3.123)
and vanish again by anti-symmetry of Bµν and commutativity of partial
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derivatives. The final result is of (2.3.121) to lowest nontrivial order is
1` BaBωψBrxaBtxωBsxψ ´ αAθpBγηqBsxθBtxγBrxη ` BbBβκBtxbBsxβBrxκ
´ αAαpBστ qBrxαBsxσBtxτ ` BcBρpiBsxcBrxρBtxpi ´ αAµpBλνqBtxµBrxλBsxν
“ 1´
´
BµBνλ ` BλBµν ` BνBλµ
` αAµpBνλq ` αAν pBλµq ` αAλpBµνq
¯
BrxµBsxνBtxλ
” 1´HµνλBrxµBsxνBtxλ.
(2.3.124)
In analogy to the curvature 2-form associated to a 1-form potential A ob-
tained by calculating the holonomy along an infinitesimal square, we define
this third order term to be the 3-form curvature associated to the pair pA,Bq
and denote it by H. In terms of components, it is given by
Hµνλ :“ BµBνλ`BλBµν`BνBλµ`αAµpBνλq`αAν pBλµq`αAλpBµνq (2.3.125)
and using differential form notation
H :“ dB ` αApBq. (2.3.126)
This definition and result agrees with (3.28) of [GiPf04] and Lemma A.11
in [ScWa11]. As was also pointed out in [GiPf04],
τpHq “ τpdBq`τ`αApBq˘ “ dτpBq`rA, τpBqs “ dF`rA,F s “ 0 (2.3.127)
by the Bianchi identity. Since ker τ is a central Lie subalgebra of h, this means
H is a 3-form with values in an abelian Lie algebra (see Remark 2.2.41).
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At this point, the reader should consult the Appendix on differential Lie
crossed modules if the following calculations are mysterious.
Proposition 2.3.128. Under a first order gauge transformation pA,Bq pg,ϕqÝÝÝÑ
pA1, B1q as in (2.3.101) and using (2.3.102), the 3-form curvature changes to
H 1 “ αgpHq ´ rϕ, αgpBqs ´ αgFg´1pϕq. (2.3.129)
Proof. To see this, first note that
H 1 “ dB1 ` αA1pB1q
“ d
´
αgpBq ` ϕ^ ϕ´ dϕ´ αgAg´1´dgg´1pϕq
¯
` αgAg´1´dgg´1´τpϕq
´
αgpBq ` ϕ^ ϕ´ dϕ´ αgAg´1´dgg´1pϕq
¯
“ d`αgpBq˘` dϕ^ ϕ´ ϕ^ dϕ
:::::::::::::::::
´ d`αgAg´1´dgg´1pϕq˘
` αgAg´1´dgg´1
´
αgpBq ` ϕ^ ϕ´ dϕ´ αgAg´1´dgg´1pϕq
¯
´ rϕ, αgpBqs ´ rϕ, ϕ^ ϕsloooomoooon
0
`rϕ, dϕs
::::::
` rϕ, αgAg´1´dgg´1pϕqs,
(2.3.130)
where the underlined terms cancel. It will take a bit of work to simplify
all of this. At this point, it is useful to figure these out by applying τ and
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calculating the results in terms of commutators and such. For example,
τ
´
dαgpBq
˘¯ “ d´τ`αgpBq˘¯
“ d`gτpBqg´1˘
“ dgτpBqg´1 ` gτpdBqg´1 ` gτpBqdg´1
“ dgg´1gτpBqg´1 ` τ`αgpdBq˘´ gτpBqg´1dgg´1
“ τ
´
αgpdBq ` αdgg´1
`
αgpBq
˘¯
.
(2.3.131)
This is a helpful trick and we will use it to calculate all other terms (one can
be more rigorous without using this trick, but our results are not changed).
For instance,
αgAg´1
`
αgpBq
˘ “ αg`αApBq˘. (2.3.132)
Since α is a derivation,
αgAg´1´dgg´1pϕ^ϕq “ αgAg´1´dgg´1pϕq ^ϕ´ϕ^αgAg´1´dgg´1pϕq, (2.3.133)
which cancels with the term rϕ, αgAg´1´dgg´1pϕqs. Furthermore, note that
τ
´
αX
`
αXpY q
˘¯ “ ”X, τ`αXpY q˘ı
“
”
X, rX, τpY q‰ı
“ “X,X ^ τpY q ` τpY q ^X‰
“ X ^X ^ τpY q ´X ^ τpY q ^X
`XτpY q ^X ´ τpY q ^X ^X
“ τ`αX^XpY q˘
(2.3.134)
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for any g-valued 1-form X and for any h-valued 1-form Y. This implies
αgAg´1´dgg´1
`
αgAg´1´dgg´1pϕq
˘ “ αgAAg´1pϕq ´ αdgAg´1pϕq
´ αgAg´1dgg´1pϕq ` αdgg´1dgg´1pϕq.
(2.3.135)
One of the more cumbersome set of terms is
τ
´
d
`
αgAg´1´dgg´1pϕq
˘` αgAg´1´dgg´1pdϕq¯ “ drgAg´1, τpϕqs
´ drdgg´1, τpϕqs ` rgAg´1, τpdϕqs ´ rdgg´1, τpdϕqs
“ dgAg´1τpϕq ` gdAg´1τpϕq ´ gAdg´1τpϕq ´ gAg´1τpdϕq
` τpdϕqgAg´1 ´ τpϕqdgAg´1 ´ τpϕqgdAg´1 ` τpϕqgAdg´1
` dgdg´1τpϕq ` dgg´1τpdϕq
. . . . . . . . . . . .
´ τpdϕqdgg´1
:::::::::::
´ τpϕqdgdg´1
` gAg´1τpdϕq ´ τpdϕqgAg´1 ´ dgg´1τpdϕq
. . . . . . . . . . . .
` τpdϕqdgg´1
:::::::::::
“ τ
´
αdgAg´1pϕq ` αgdAg´1pϕq ´ αgAdg´1pϕq ` αdgdg´1pϕq
¯
.
(2.3.136)
Combining this with the result preceding it gives just a single term αgFg´1pϕq.
Putting all of this together into (2.3.130), we obtain
H 1 “ αg
`
dB ` αApBq
˘´ rϕ, αgpBqs ´ αgFg´1pϕq
“ αgpHq ´ rϕ, αgpBqs ´ αgFg´1pϕq.
(2.3.137)

In the special case of a thin gauge transformation, where ϕ “ 0, this
becomes
H 1 “ αgpHq (2.3.138)
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and in the special case of a fat gauge transformation, where g “ e, this
becomes
H 1 “ H ´ rϕ,Bs ´ αF pϕq. (2.3.139)
2.4 Discussion, conclusion, and future work
We have illustrated that 2-category theory can be implemented and used in
such a way as to calculate parallel transport along two-dimensional surfaces,
such as worldsheets of strings, explicitly for gauge groups that are not nec-
essarily abelian via an approximation technique that can be implemented
numerically. We have done this using string diagram techniques to facili-
tate 2-categorical techniques and bring category theory to a wider audience.
Although Girelli and Pfeiffer have calculated infinitesimal gauge transforma-
tions and curvature forms via similar techniques [GiPf04] and Schreiber and
Waldorf provided formula for the parallel transport along a surface [ScWa11],
our infinitesimal methods give a much more explicit and direct construction
of the iterated surface integral from elementary building blocks filling in
some of the arguments sketched by Baez and Schreiber in [BaSc04], partic-
ularly in Section 2.3.2 (Section 5.1 of a draft of this paper even contains a
nice picture that unfortunately did not make it to the final version of their
paper). Schreiber and Waldorf’s integral in [ScWa11] was obtained from
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consistency conditions and then they proved that it satisfies the necessary
functorial properties expected of surface holonomy. The novelty of our re-
sult is that we derived the formula from scratch using discretizations of our
surface. To our knowledge, this is the first appearance of such an explicit
construction together with analytical results on convergence and a simplifi-
cation providing a manageable surface-ordered integral. In relation to other
work, such surface-ordered integrals have been used recently in constructing
a Hochschild complex for surface transport [Mi15]. Our approach offers a
more detailed analysis including verification of convergence and arguments
supporting the idea that the path ordering can be done in a single direction as
opposed to two. By implementing string diagrams, we have also provided a
more friendly visualization. Furthermore, we have avoided using path spaces
and have dramatically simplified the arguments.
We hope that we have opened a new realm to two-dimensional algebra
illustrating how it can be used for explicit calculations. If taken further,
these ideas may be used to explain two-dimensional physical phenomena more
naturally. Although slightly speculative, consider elements and molecules for
instance. These are the building blocks of chemical compounds in nature and
can be used to build up more complicated structures such as amino acids and
proteins. These are objects that use three dimensions to configure themselves
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and therefore a natural and faithful representation of them would involve a
sort of 3-dimensional algebra. As another even more speculative example,
it is known that the entropy of a black hole is proportional to the surface
area of the horizon. This may lead one to believe that the microstates of
the theory can be expressed as living on a lower-dimensional world. This in
turn then suggests the possibility that a lower-dimensional algebra may be
useful in describing some of the properties of the theory that describes these
microstates.
We hope to address additional issues in future work. These include a
further analysis of lattice gauge theory including matter fields [Wi74]. Work
on the pure gauge field side was initiated in the work of Pfeiffer [Pf03] using
a 2-categorical approach. To proceed, it seems that a better suited rep-
resentation theory for 2-categories will be useful [BBFW12]. Furthermore,
characters for 2-groups [GaKa08], [GaUs14] and traces [PoSh13], [HPT15]
need to be studied further. Other lattice gauge theory approaches existed
earlier [Or80], [Or83], [Or84] with a renewed interest in [LiRE14] but it is not
clear to us how these approaches to higher lattice gauge theory are related
to the rest of the literature.
In the realm of string theory and M-theory, a more precise construction
of the non-abelian gauge theories on a stack of D-branes [Zw09] and its low
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energy effective Action, beginning with early work of Witten, Myers, and
others [Wit96], [My99], is still lacking. These effective Actions are swarmed
with higher form non-abelian gauge fields, but the precise mathematical for-
mulation is still lacking though it is likely that non-abelian differential coho-
mology [Sc16b] is relevant suggested by recent work on M5-branes in which it
plays an essential role [FSS14]. Most arguments used to describe such effec-
tive Actions are not always entirely correct and involve consistency conditions
(such as T-duality [My99] and scattering amplitude calculations [DST00])
rather than derivations. It is therefore possible that a more thorough inves-
tigation may involve understanding the nonperturbative effects, one of which
is dictated by transport. On the other hand, due to the non-commutative
nature of the normal coordinates to these branes [Mo05], this may involve a
modification of such transport to the setting of non-commutative geometry.
Appendix: Differential Lie crossed modules
Here we briefly review the infinitesimal version of a Lie crossed module
pH,G, τ, αq, which we write as ph, g, τ , αq. There are many relations that
these maps satisfy that are used throughout, which we review here. We also
make some comments on how this is used for differential forms with values in
g and h. This information can also be found in many articles on the subject
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of higher gauge theory such as [BaSc04], [GiPf04]. Martins and Mikovic´ also
have an exceptionally clear and thorough exposition in Section 2.1 of their
paper [MaMi10].
τ : h // g is the derivative of τ : H // G at the identity and is a Lie
algebra homomorphism since τ is a Lie group homomorphism. Notice that
α can be equivalently described as a function α : G ˆ H // H that is a
group homomorphism in each component separately. As a result, for any
fixed g P G, αg : H // H is a Lie group homomorphism and hence has a
derivative at the identity. We denote this by αg : h // h. This map, besides
being a Lie algebra homomorphism, satisfies the additional property that
τ
`
αgpY q
˘ “ gτpY qg´1 (2.4.1)
for all Y P h and g P G. Similarly, although α : GˆH //H is not a group
homomorphism, it is smooth and its derivative α : g ˆ h // h makes sense.
It is a derivation once the g coordinate is fixed, i.e.
αX
`rY, Zsq “ “αXpY q, Z‰` “Y, αXpZq‰ (2.4.2)
for all X P g and Y, Z P h. α also satisfies
αrX,X 1spY q “ αX
`
αX 1pY q
˘´ αX 1`αXpY q˘ (2.4.3)
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for all X,X 1 P g and Y P h. Finally,
τ
`
αXpY q
˘ “ “X, τpY q‰ (2.4.4)
and
ατpY qpZq “ rY, Zs (2.4.5)
for all X P g and Y, Z P h.
Once combined with differential forms, the maps α and τ are extended in
the appropriate way (see Part II Chapter 3 in the section on the Bianchi Iden-
tity in [BaMu94] for details on differential forms with values in Lie algebras).
For instance, α is a graded derivation in its second coordinate. To clar-
ify the notation used throughout, consider differential forms A P Ω1pM ; gq,
F P Ω2pM ; gq, ϕ P Ω1pM ; hq, B P Ω2pM ; hq. When we write expressions such
as αApϕq or αApBq we mean the following. First, let ttaua be a basis for g
and tsbub be a basis for h. Then
A “ Aata, F “ Fata, ϕ “ ϕbsb, & B “ Bbsb (2.4.6)
with a summation over indices implied and where Aa, ϕb P Ω1pMq and
Fa, Bb P Ω2pMq for all indices. Then by definition,
αApϕq ” αAata
`
ϕbs
b
˘
:“ pAa ^ ϕbqαta
`
sb
˘
(2.4.7)
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and similarly for any other forms. Because we use Lie algebra valued forms,
the bracket is graded, so for instance
rϕ, ϕs :“ pϕb ^ ϕb1q
“
sb, sb
1‰ “ ϕ^ ϕ` ϕ^ ϕ (2.4.8)
but
rϕ,Bs :“ pϕb ^Bb1q
“
sb, sb
1‰ “ ϕ^B ´B ^ ϕ (2.4.9)
The second equalities follow if we think of our Lie algebras as coming from
matrix Lie algebras, which we often do. The general formula is
rω, ηs “ ω ^ η ´ p´1q|ω||η|η ^ ω, (2.4.10)
where |ω| and |η| are the degrees of the forms ω P Ω|ω|pM ; hq and η P
Ω|η|pM ; hq. Other properties are derived as needed in calculations in the body
of the article.
Appendix: Proof of configurations Lemma
This appendix serves to give a rigorous proof of Lemma 2.3.67. Recall, Sn,k
is the number of configurations of k blocks on an n ˆ n grid tilted 45˝ such
that no two blocks on the same horizontal row are occupied. Rn,k is the
ratio of this to the total number of configurations. Lemma 2.3.67 states that
limnÑ8Rn,k “ 0 for all k. For the proof of this Lemma, it is useful to rewrite
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Sn,k as
Sn,k “ 1
k!
ÿ
2n´1ěik‰ik´1‰¨¨¨‰i1ě1
lnpi1q ¨ ¨ ¨ lnpikq
“ 1
k!
2n´1ÿ
ik“1
lnpikq
2n´1ÿ
ik´1“1
ik´1‰ik
lnpik´1q ¨ ¨ ¨
2n´1ÿ
i2“1
i2‰i3
...
i2‰ik
lnpi2q
2n´1ÿ
i1“1
i1‰i2
...
i1‰ik
lnpi1q, (2.4.11)
where it is understood that any sum operation on the left acts on everything
to the right. Before working out this summation to obtain a more explicit
formula, for each n P Z`, define the function φn : t1, 2, . . . , 2n´ 1u // Z by
φnppq :“
2n´1ÿ
i“1
lnpiqp (2.4.12)
where z P Z`. Explicitly, this can be calculated as follows [We02a].
φnppq “ 2
nÿ
q“1
qp ´ np “ 2
p` 1
p`1ÿ
q“1
p´1qδqp
ˆ
p` 1
q
˙
Bp`1´qnq ´ np, (2.4.13)
where δqp is the Kronecker delta function and Br is the Bernoulli number
defined, for instance, by the power series expansion (thought of as a formal
power series in the variable x) [We02b]
x
ex ´ 1 “
8ÿ
r“0
Brx
r
r!
. (2.4.14)
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The first few of these Bernoulli numbers are
B0 “ 1
B1 “ ´1
2
B2 “ 1
6
B3 “ 0
B4 “ ´ 1
30
(2.4.15)
while the first few φn are
φnp1q “ n2
φnp2q “ npn
2 ` 1q
3
φnp3q “ n
2pn2 ` 1q
2
φnp4q “ np6n
4 ` 10n2 ´ 1q
15
.
(2.4.16)
Examining φnppq a little more, one sees immediately a crucial result for the
proof of this lemma
lim
nÑ8
φnppq
n2p
“ 0 for p ě 2. (2.4.17)
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Now, Sn,k can be written as a polynomial in the φn’s
Sn,k “ 1
k!
2n´1ÿ
ik“1
lnpikq
2n´1ÿ
ik´1“1
ik´1‰ik
lnpik´1q ¨ ¨ ¨
2n´1ÿ
i2“1
i2‰i3
...
i2‰ik
lnpi2q
«
φnp1q ´
kÿ
j1“2
lnpij1q
ff
“ 1
k!
2n´1ÿ
ik“1
lnpikq ¨ ¨ ¨
2n´1ÿ
i3“1
i3‰i4
...
i3‰ik
lnpi3q
«
φnp1q2 ´ φnp2q ´ 2φnp1q
kÿ
j1“3
lnpij1q
`
kÿ
j2“3
lnpij2q2 `
kÿ
j2“3
kÿ
j1“3
lnpij2qlnpij1q
ff
“ 1
k!
2n´1ÿ
ik“1
lnpikq ¨ ¨ ¨
2n´1ÿ
i4“1
i4‰i5
...
i4‰ik
lnpi4q r˚n,4s ,
(2.4.18)
where
˚n,4 “ φnp1q3 ´ 3φnp1qφnp2q ` 2φnp3q ` 3
´
φnp2q ´ φnp1q2
¯ kÿ
j1“4
lnpij1q
` 3φnp1q
˜
kÿ
j1“4
lnpij1q2 `
kÿ
j2“4
kÿ
j1“4
lnpij1qlnpij2q
¸
´ 2
kÿ
j1“4
lnpij1q3 ´ 3
kÿ
j2“4
kÿ
j1“4
lnpij1q2lnpij2q ´
kÿ
j3“4
kÿ
j2“4
kÿ
j1“4
lnpij1qlnpij2qlnpij3q,
(2.4.19)
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and so on (a more explicit formula will be given momentarily). For example,
one obtains the following expressions for small values of k:
Sn,1 “ φnp1q
Sn,2 “ 1
2!
´
φnp1q2 ´ φnp2q
¯
Sn,3 “ 1
3!
´
φnp1q3 ´ 3φnp1qφnp2q ` 2φnp3q
¯
Sn,4 “ 1
4!
´
φnp1q4 ´ 6φnp1q2φnp2q ` 8φnp1qφnp3q ` 3φnp2q2 ´ 6φnp4q
¯
Sn,5 “ 1
5!
´
φnp1q5 ` 10φnp1q3φnp2q ` 20φnp1q2φnp3q ` 15φnp1qφnp2q2
´ 30φnp1qφnp4q ´ 20φnp2qφnp3q ` 24φnp5q
¯
(2.4.20)
Looking back at the expressions for Sn,k, one sees that there is a recursion
relation for Sn,k. Setting Sn,0 :“ 1, this recursion relation reads
Sn,k “ 1
k
kÿ
j“1
p´1qj`1Sn,k´jφnpjq (2.4.21)
and with some algebra, one can check that this recursion relation works. This
recursion relation can be used to express Sn,k purely in terms of the φn’s and
is given by
Sn,k “
kÿ
j1“1
k“j1ÿ
j2“1
k´j1´j2ÿ
j3“1
¨ ¨ ¨
k´j1´j2´¨¨¨´jk´1ÿ
jk“1
p´1qk`j1`j2`¨¨¨`jkφnpj1qφnpj2q ¨ ¨ ¨φnpjkq
kpk ´ j1q ¨ ¨ ¨ pk ´ j1 ´ j2 ´ ¨ ¨ ¨ ´ jk´1q ,
(2.4.22)
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where it is understood that the sum terminates earlier if any of the j’s are
larger than 1. For example, if there are s of them, then
sÿ
r“1
jr “ k. (2.4.23)
Therefore, fix k and consider the product
sź
r“1
φnpjrq (2.4.24)
The first claim is that
lim
nÑ8
śs
r“1 φnpjrq
φnp1qk “
#
0 if s ă k
1 if s “ k . (2.4.25)
The result when s “ k is obvious so suppose s ă k. By the formula for φnppq
in (2.4.13) and the asymptotics of this given in (2.4.17)
lim
nÑ8
śs
r“1 φnpjrq
φnp1qk “ limnÑ8
śs
r“1 φnpjrq
n2k
“ lim
nÑ8
śs
r“1 φnpjrq
n2pj1`¨¨¨`jsq
“ lim
nÑ8
sź
r“1
φnpjrq
n2jr
“ 0.
(2.4.26)
Hence,
lim
nÑ8
k!Sn,k
n2k
“ 1. (2.4.27)
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Finally going back to Rn,k and using this fact gives
lim
nÑ8Rn,k “ limnÑ8
k!Sn,k
n2pn2 ´ 1q ¨ ¨ ¨ pn2 ´ k ` 1q
“ lim
nÑ8
k!Sn,k
n2k
`
1´ 1
n2
˘ ¨ ¨ ¨ `1´ k´1
n2
˘
“ 1.
(2.4.28)
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Chapter 3
Gauge invariant surface
holonomy and monopoles
The present chapter of this thesis comprises the contents of the paper [Pa15].
3.1 Introduction
3.1.1 Background, motivation, and overview
Ordinary holonomy along paths for principal group bundles has been studied
for over 40 years in the context of gauge theories in physics and in the context
of fiber bundles in mathematics. Recently, with ideas from higher category
theory, it has been possible to extend these ideas to holonomy along surfaces.
Although higher holonomy, and more generally higher gauge theory, has been
studied in the context of abelian gauge theory for higher-dimensional mani-
folds, it was thought for some time that non-abelian generalizations were not
possible [Te86]. Today, we understand this as being due to the fact that a
144
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group object in the category of groups is an abelian group. By “categorify-
ing” well-known concepts, and considering group objects in the category of
categories, one can avoid this restriction. The language of higher categories
allows us to give a resolution to this problem.
The data needed for defining surface holonomy for abelian structure
groups has been known for quite some time under the name abelian gerbes
with connection with a formal presentation offered by Gawedzki [Ga88] in
1988 in the context of the WZW model, with further work in 2002 with
Reis [GaRe02]. Further development under the name of non-abelian gerbes,
higher bundles, and so on were carried out in the following years starting
with the foundational work of Breen and Messing [BrMe05] in 2001, where
the data for connections on non-abelian gerbes first appeared. In [BaSc04],
Baez and Schreiber gave a definition of non-abelian gerbes with connection
in terms of parallel transport using the notion of a 2-group. The most up-
to-date theoretical framework in terms of category theory, which provides
a language easily adaptable for non-abelian generalizations, was established
by Schreiber and Waldorf in [ScWa13]. In this categorical setting, higher
principal bundles with connections are described by transport functors.
The motivation for transport functors comes from observations origi-
nally made by Barrett in [Ba91] and expanded on by Caetano and Picken
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in [CaPi94] by describing a bundle with connection in terms of its holonomies.
In [ScWa09], Schreiber and Waldorf use a categorical perspective to prove
that a principal group bundle with connection over a smooth manifold de-
termines, and is determined by, a transport functor defined on the thin path
groupoid of that manifold with values in a fattened version of the structure
group viewed as a one-object category. The upshot of this equivalence is that
it is conceptually simple to go from categories and functors to 2-categories
and 2-functors. In [ScWa11], [ScWa], and [ScWa13], Schreiber and Waldorf
take advantage of this equivalence and abstract the definition so that it can
be used to define principal 2-group 2-bundles with connection allowing a
conceptually simple formulation of surface holonomy.
In the present article, we review the theory of transport functors formal-
ized by Schreiber and Waldorf in [ScWa09], [ScWa11], [ScWa], and [ScWa13]
with an emphasis on examples and explicit computations. Besides this, we
accomplish several new results. First, we provide a definition of holonomy
along spheres modulo thin homotopy without representing a sphere as a bigon
(Definition 3.3.161). The target of this holonomy is an analogue of conjugacy
classes, which is used for ordinary holonomy along loops, called α-conjugacy
classes. To prove this, we introduce a procedure that turns an arbitrary
transport functor into a group-valued transport functor. In [ScWa13], the
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authors forced their surface holonomy to land in a rather restrictive quotient
of the structure 2-group to prove gauge invariance of holonomy. Our per-
spective is to take the smallest quotient possible, and we show our quotient
surjects onto the one of [ScWa13].
We then focus on transport functors with a particular class of 2-groups,
termed covering 2-groups, given by a Lie group G and a covering space of G.
We provide a simple formula, motivated by constructions in [ChTs93], for
holonomy along surfaces in a local trivialization and show that this formula
agrees with the surface-ordered integral in [ScWa11]. This gives an interesting
relationship between (i) well-known formulas in the physics literature for
computing the magnetic flux in terms of a loop of holonomies and (ii) non-
abelian surface-ordered integrals in terms of 1- and 2-forms of [ScWa11].
Physically, we argue that the latter is the correct analogue to computing the
magnetic flux as a surface integral and our formula tells us that this agrees
with the usual definition given in the physics literature. This is all done
without the introduction of a Higgs field, completing the ideas in [GoNuOl77].
Then we consider an entire collection of examples of transport 2-functors
constructed from an ordinary principal G-bundle with connection along with
a choice of a subgroup N of pi1pGq, the fundamental group of G (such a
choice of subgroup determines a covering 2-group). We show that when the
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subgroup N is chosen to be pi1pGq itself, our example reduces to the curva-
ture 2-functor defined by Schreiber and Waldorf in [ScWa13]. We instead
focus on the other extreme, namely when the subgroup N is chosen to be the
trivial group t1u, to calculate four examples of surface holonomies associated
to both abelian and non-abelian magnetic monopoles. But just as ordinary
holonomy is not exactly group-valued on the space of all loops (due to conju-
gation issues), surface holonomy isn’t in general either. Using our results on
gauge invariance of sphere holonomy for arbitrary 2-groups, we prove that
the surface holonomies for magnetic monopoles are not only gauge invariant
but also form an abelian group.
3.1.2 Outline of chapter along with main results
In Section 3.2, we review the main definitions of transport functors along
with an equivalence between local descent data and global transport func-
tors. We follow the recent work of Schreiber and Waldorf [ScWa09] who
describe it precisely and categorically in a framework that is suitable for
generalizations to surfaces. We briefly discuss the relationship to principal
G-bundles with connection, where G is a Lie group, in their usual formulation
by introducing the category of G-torsors (manifolds with free and transitive
right G-actions). The equivalence between the two descriptions was proved
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in [ScWa09]. We also review the relationship between local descent data
and differential cocycle data for principal group bundles, recalling the well-
known formula for parallel transport in terms of a path-ordered integral. To
obtain group-valued holonomies, we introduce a procedure (3.2.86) described
as a functor that takes an arbitrary transport functor and produces a group-
valued transport functor in Section 3.2.8. The presentation differs a bit from
that of [ScWa09] so we describe it in some detail.
In Section 3.3, we review how to ‘categorify’ the definitions and state-
ments of Section 3.2 in order to define transport 2-functors. The main ref-
erences for this section include [ScWa11], [ScWa], and [ScWa13]. We only
briefly review the technical points but spend more time on a computational
understanding of surface holonomy and also supply an iterated integral ex-
pression for surface holonomy including a picture (Figure 3.15) that we think
will be useful for lattice gauge theory. This picture was explored in more de-
tail in Chapter 2 of this thesis. As in the case of holonomy along loops,
we introduce a procedure (3.3.121) to obtain group-valued surface holonomy.
This lets us discuss gauge covariance and gauge invariance simply and in full
detail without referring to the reduced group of [ScWa13]. However, we re-
strict ourselves to holonomy along spheres as opposed to surfaces of arbitrary
genus. We show, in Theorem 3.3.159, that our holonomy along spheres lands
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in a set that surjects onto the reduced group and give a simple example, in
Lemma 3.3.167, where this surjection has nontrivial kernel.
In Section 3.4, we consider transport 2-functors with structure 2-group
given by a covering 2-group. We give a new and simple formula valid for
all such transport 2-functors in Corollary 3.4.75 for surface holonomy in a
local trivialization in terms of homotopy classes of paths of holonomies along
loops. This construction was inspired by work of physicists for computing
magnetic charge as a topological number [ChTs93]. In Definition 3.4.57, we
give our main construction of a transport 2-functor, called the path-curvature
2-functor, associated to every principal G-bundle with connection and to any
subgroup of pi1pGq. We prove that this assignment is functorial. Furthermore,
the path-curvature 2-functor is shown to reduce to the example of Schreiber
and Waldorf known as the curvature 2-functor in [ScWa13] when the sub-
group of pi1pGq is chosen to be pi1pGq itself. We describe this construction on
four levels: (i) global transport functors (ii) functors with smooth trivializa-
tion data chosen (iii) descent data (iv) differential cocycle data. This allows
one to work with either construction at whatever level he or she pleases. We
then summarize our result as a list of commutative diagrams of functors in
(3.4.66), (3.4.73), and (3.4.77).
In Section 3.5, we consider special cases of covering 2-groups and give
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several examples all of which are known as magnetic monopoles [ChTs93].
The first example is obtained from any principal Up1q-bundle with connection
over the two-sphere S2. It is shown that the surface holonomy along this
sphere coming from the path-curvature 2-functor defined in Section 3.4 is
precisely the integral of the curvature form of the principal Up1q-bundle along
this sphere, which in this case is the integral of the first Chern class over
the sphere. This example is precisely the Dirac monopole [Di31] and the
surface holonomy gives the magnetic charge as the integral of a magnetic
flux. We then discuss non-abelian examples starting with a principal SOp3q-
bundle with connection over the sphere and compute the surface holonomy
explicitly using both our simple formula and the formula in terms of path-
ordered integrals using differential forms. In the case of a non-trivial bundle,
the surface holonomy along the sphere is given by the element
` ´1 0
0 ´1
˘
in
SUp2q, the universal cover of SOp3q, which is the nontrivial element in the
kernel of the covering map τ : SUp2q //SOp3q. We do this same computation
in other examples including SUpnq //SUpnq{Zpnq, where Zpnq is the center
of SUpnq, and also for the case SUpnq ˆ R // Upnq. This gives a rigorous
meaning to the notion of non-abelian magnetic flux as a surface holonomy
along a sphere (see Definition 3.5.65). Furthermore, it is shown that magnetic
flux is a gauge-invariant quantity in Corollary 3.5.66.
SURFACE HOLONOMY AND MONOPOLES 152
Finally, the Appendix includes an overview of diffeological spaces which
are used to describe several of the constructions involving infinite-dimensional
manifolds and smooth maps between them.
In short, this chapter contains the following results.
• Theorem 3.2.117 allows one to define gauge-invariant holonomy along
loops in the language of transport functors via Definition 3.2.119. The
image lands in conjugacy classes instead of the abelianization.
• Theorem 3.3.159 accomplishes the analogous result for surface holon-
omy along spheres in Definition 3.3.161. The image lands in α-conjugacy
classes (Definition 3.3.157) instead of the reduced group of [ScWa13].
The set of α-conjugacy classes surjects to the reduced group but is not
in general injective as shown in Lemma 3.3.167. We also prove that
the fixed points of this α action form a central subgroup of the group
of surface holonomies in Lemma 3.3.170.
• The rest of this chapter focuses on transport 2-functors whose struc-
ture 2-groups are covering 2-groups (Definition 3.4.20). They are called
path-curvature 2-functors (Definition 3.4.57). These transport 2-functors
are defined without using surface integrals, and we show, in Theorem
3.4.74 and Corollary 3.4.75, that locally, any transport 2-functor (de-
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fined as in [ScWa11] using surface integrals) with structure 2-group a
covering 2-group, coincides with ours, thus enabling a simple formula
for calculating surface holonomy. This formula is to be contrasted with
the surface ordered integral described in Chapter 2.
• Section 3.5 includes several examples and explicit computations of sur-
face holonomy. Due to the previously mentioned theorem, these ex-
amples can rightfully be called magnetic fluxes of magnetic monopoles
from physics. We include several examples of non-abelian surface holon-
omy. We conclude with Corollary 3.5.66 that shows that the magnetic
flux is a fixed point under the α action and therefore lands in the central
subgroup mentioned earlier. In particular, this implies that the mag-
netic charge is an abelian group-valued quantity known as a topological
number.
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3.1.4 Notations and conventions
We assume the reader is familiar with some basic concepts of 2-categories
(the Appendix of [ScWa] explains most details needed for this paper though
Appendix A contains more) but our notation differs from the norm so we set
it now.
Compositions of 1-morphisms is usually written from right to left as in
z yαoo x
βoo ÞÑ z xα˝βoo . (3.1.1)
Vertical composition is written from top to bottom as
y x
β

δoo
ζ
ZZ
Σ

Ω

ÞÑ y x
β

ζ
]]
Σ˝
Ω

. (3.1.2)
SURFACE HOLONOMY AND MONOPOLES 155
Horizontal composition is written as
z y
α
}}
γ
aa Σ

x
β
}}
δ
aa Ω

ÞÑ z x
α˝β
}}
γ˝δ
aa Σ˝Ω

. (3.1.3)
Sources, targets, and identity-assigning functions are denoted by s, t, and
i, respectively. We will always write the identity ipxq at an object x as idx,
idα for the vertical identity at a 1-morphisms α, and ididx for the horizontal
identity at an object x. Given a 2-category C, the set of objects is typically
denoted by C0, 1-morphisms by C1 and 2-morphisms by C2. In general, an
overline such as f will denote weak inverses, vertical inverses, and reversing
paths/bigons. It will be clear from context which is which. The first form of
2-categories appeared under the name bi-categories and were introduced by
Be´nabou [Be´67].
3.2 Principal bundles with connection are trans-
port functors
In this section, we review the notion of transport functors mainly follow-
ing [ScWa09]. We split up the discussion into several parts. We first discuss
a Cˇech description of principal G-bundles (without connection), where G is a
Lie group, in terms of smooth functors. Then we attempt a guess for describ-
ing principal G-bundles with connections in terms of smooth functors. This
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attempt fails as it only gives topologically trivialized bundles, motivating the
need to use transport functors. We then proceed to describing local trivial-
ization data, descent data, and finally transport functors. The key feature of
descent data is that it enables us to encode smoothness while still allowing
the ‘bundle’ to have nontrivial topology. We then discuss a reconstruction
functor that takes us from the category of descent data to the category of
transport functors with chosen trivializations. It is here that we discuss a
version of the Cˇech groupoid incorporating paths and ‘jumps’ that are nec-
essary for transition functions. Then we move in the other direction and
go from smooth descent data to locally defined differential forms, or more
generally differential cocycle data. We also describe how to go from differen-
tial cocycle data back to smooth descent data. We then summarize the four
different levels describing transport functors and their relationship to one
another. Finally, we use these results to formulate a procedure that sends an
arbitrary transport functor to a transport functor with group-valued parallel
transport and discuss its gauge covariance and invariance stressing the use
of conjugacy classes.
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3.2.1 A Cˇech description of principal G-bundles
Let G be a Lie group. Principal G-bundles over a smooth manifold M can
be described simply in terms of functors. Furthermore, an isomorphism of
such bundles corresponds to a natural transformation of the corresponding
functors. This is done as follows (this is an expansion of Remark II.13.
in [Wo11]).
Definition 3.2.1. Given an open cover tUiuiPI of M, the Cˇech groupoid U is
the category whose set of objects is given by
U0 :“
ž
iPI
Ui (3.2.2)
and whose morphisms, called ‘jumps,’ are given by
U1 :“
ž
i,jPI
Uij, (3.2.3)
where Uij :“ UiXUj and the order of the index is kept track of in the disjoint
union. Explicitly, elements of U0 are written as px, iq and elements of U1 are
written as px, i, jq. The source and target maps are given by sppx, i, jqq :“
px, iq and tppx, i, jqq :“ px, jq for px, i, jq P U1. The identity-assigning map
is given by1 ippx, iqq :“ px, i, iq. Let px, i, jq and px1, i1, j1q be two morphisms
1Our apologies for this double usage of the letter i to mean both the identity-inclusion
map and the index letter. We hope that it is not too confusing. Later, we will also use
the letter i for several other purposes.
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with tppx, i, jqq “ sppx1, i1, j1qq, i.e. px, jq “ px1, i1q. Renaming the index j1 to
k, the composition is defined to be
px, j, kq ˝ px, i, jq :“ px, i, kq. (3.2.4)
Definition 3.2.5. For every Lie group G, there is a one-object groupoid BG
defined as follows. Denote the one object by ‚. Let the set of morphisms from
‚ to itself be given by the set G. Composition is given by group multiplication.
The previous two groupoids have a smooth structure, formalized in the
following definition.
Definition 3.2.6. A Lie groupoid is a (small) category, typically denoted by
Gr, whose objects, morphisms, and sets of composable morphisms all form
smooth manifolds. Furthermore, the source, target, identity-assigning, and
composition maps are all smooth. In addition, every morphism has an inverse
and the map that sends a morphism to its inverse is smooth.
Example 3.2.7. The Cˇech groupoid of Definition 3.2.1 and BG of Definition
3.2.5 are Lie groupoids with the appropriate (obvious) smooth structures.
Definition 3.2.8. A smooth functor from one Lie groupoid to another is
an ordinary functor that is smooth on objects and morphisms. Likewise, a
smooth natural transformation is a natural transformation whose function
from objects to morphisms is smooth.
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Any smooth functor U // BG gives the Cˇech cocycle data of a principal
G-bundle over M subordinate to the cover tUiuiPI . To see this, simply recall
what a functor does. To each object px, iq in U, it assigns the single object ‚
in BG. To each jump px, i, jq, it assigns an element denoted by gijpxq P G in
such a way that we get a smooth 1-cochain gij : Uij //G
j i‚ ‚ooij ÞÑ ‚ ‚oogij . (3.2.9)
This picture should be interpreted as follows. To each x P Uij, we draw the
jump px, i, jq as the figure on the left. Its image under U // BG is gijpxq
drawn on the right (without explicitly writing x). To each triple intersection
Uijk, which corresponds to the composition of px, i, jq in Uij with px, j, kq in
Ujk as in (3.2.4), functoriality gives a cocycle condition
k
j
i‚
‚
‚
XX ijjk
oo
ik
ÞÑ
‚
‚
‚
XX gij
gjk
oo
gik
, (3.2.10)
which says
gjkgij “ gik. (3.2.11)
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This convention was chosen to match that of [ScWa09] and [ScWa13] so that
the reader who is interested in further details can consult without too much
trouble.
We now discuss refinements and morphisms between two such functors.
Let tUi1ui1PI 1 be another cover of M with associated Cˇech groupoid U1. Let
P : U // BG and P 1 : U1 // BG be two smooth functors. A morphism
from P to P 1 consists of a common refinement tVαuαPA, with associated
Cˇech groupoid V, of both tUiuiPI and tUi1ui1PI 1 along with a smooth natural
transformation
U1
BG
U
V
α
??
P

α1  P 1
??h

. (3.2.12)
The refinement condition means that there are associated functions α : A //I
and α1 : A // I 1 so that Va Ă Uαpaq and Va Ă U 1αpaq for all a P A. These
functions determine the functors α : V // U and α1 : V // U1 drawn above.
We denote the restrictions of gαpaqαpbq and g1α1paqα1pbq to Vab by gab and g
1
ab,
respectively. Any such smooth natural transformation gives an equivalence
of Cˇech cocycle data of principle G-bundles. To see this, simply recall what
a natural transformation does. To each object px, aq in V it assigns a group
element hapxq P G in a smooth way. In other words, it gives a smooth
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function ha : Vα //G. To each jump px, a, bq in V, the naturality condition
‚‚
‚‚
gaboo
hb

ha

g1ab
oo
(3.2.13)
says that
hbgab “ g1abha (3.2.14)
on Vab. This is precisely the condition that says the principal G-bundles P
and P 1 are isomorphic [St99].
3.2.2 A naive guess for transport functors
Our goal in this section is to guess what a connection on a principal G-bundle
over M should be in terms of functors. We will fail at this attempt, but will
learn an important lesson which will motivate the modern definition in terms
of transport functors. First, recall that in a principal G-bundle P //M, every
fiber is a right G-torsor.
Definition 3.2.15. Let G be a Lie group. Let G-Tor be the category whose
objects are right G-torsors, i.e. smooth manifolds equipped with a free
and transitive right G-action, and whose morphisms are right G-equivariant
maps.
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Furthermore, a connection on a principal G-bundle over M gives an as-
signment from paths in M to isomorphisms of fibers between the endpoints.
This assignment is independent of the parametrization of the path, but
it is even independent of the thin homotopy class of a path as discussed
in [CaPi94]. To define this, we use the theory of smooth spaces, reviewed in
the Appendix on smooth spaces, which give natural definitions for smooth
structures on subsets, mapping spaces, and quotient spaces.
Definition 3.2.16. Let X be a smooth manifold. A path with sitting instants
is a smooth map γ : r0, 1s //X such that there exists an  with 1
2
ą  ą 0
and γptq is constant for all t P r0, s Y r1´ , 1s. Such a path γ with γp0q “ x
and γp1q “ y, will be written as
y x
γoo . (3.2.17)
The set of paths with sitting instants in X will be denoted by PX.
Paths with sitting instants were first described in [CaPi94]. We reserve
the notation X r0,1s for the set of (ordinary) smooth paths in X. Thus, PX Ă
X r0,1s.
Definition 3.2.18. Two paths in X with sitting instants γ and γ1 with the
same endpoints, i.e. γp0q “ γ1p0q “ x and γp1q “ γ1p1q “ y, are said to be
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thinly homotopic if there exists a smooth map Γ : r0, 1s ˆ r0, 1s // X with
the following two properties.
(a) First, there exists an  with 1
2
ą  ą 0 such that
Γpt, sq “
$’’’&’’’%
x for all pt, sq P r0, s ˆ r0, 1s
y for all pt, sq P r1´ , 1s ˆ r0, 1s
γptq for all pt, sq P r0, 1s ˆ r0, s
γ1ptq for all pt, sq P r0, 1s ˆ r1´ , 1s
(3.2.19)
A map Γ : r0, 1s ˆ r0, 1s //X satisfying just (3.2.19) is called a bigon in
X and is typically denoted by
y x
γ
}}
γ1
aa Γ

(3.2.20)
The set of bigons in X is denoted by BX.
(b) Second, the rank of Γ is strictly less than 2, i.e. the differential Dpt,sqΓ :
Tpt,sqpr0, 1s ˆ r0, 1sq // TΓpt,sqX, where TyY denotes the tangent space
to Y at the point y P Y, has kernel of dimension at least one for all
pt, sq P r0, 1s ˆ r0, 1s.
Thin homotopy is an equivalence relation and the equivalence classes are
called thin paths. Denote the set of thin paths in X by P 1X.
P 1X is naturally a smooth space since it is a quotient of PX, which is itself
a subset of X r0,1s, which has a natural smooth space structure as a mapping
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space. With these preliminaries, the definition of the thin path-groupoid
of a smooth manifold X can be given (we refer the reader to [CaPi94] and
[ScWa09] for more details).
Definition 3.2.21. Let X be a smooth manifold. Let P1pXq be the category
whose objects are the points of the smooth manifold X and whose morphisms
are the thin paths of X. The source and target of a thin path are defined by
choosing a representative and taking the source and target, respectively. The
identity at each point x P X is the thin path associated to the constant path
at x. The composition of two thin paths is defined by choosing representatives
and concatenating with double-speed parametrization. Namely, given two
thin paths
z y x
γooγ
1
oo , (3.2.22)
the composition is given by the thin homotopy class associated to
pγ1 ˝ γqptq :“
#
γp2tq for 0 ď t ď 1
2
γ1p2t´ 1q for 1
2
ď t ď 1 . (3.2.23)
Under the sitting instants assumption and the thin homotopy equivalence
relation, the composition is well-defined, smooth, associative, has left and
right units given by constant paths, and right and left inverses by reversing
paths. By replacing the word “smooth manifold” with “smooth space” in
Definition 3.2.6, P1pXq is therefore a Lie groupoid.
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With this definition of the thin path-groupoid of M, one might guess that
a transport functor should be a smooth functor P1pMq //G-Tor. However,
since G-Tor is not a Lie groupoid, there is no obvious way of demanding such
a functor to be smooth. One might therefore try to use BG instead of G-Tor.
Indeed, notice that there is a natural functor i : BG //G-Tor defined by
‚ ÞÑ G
g ÞÑ Lg,
(3.2.24)
where G is viewed as a right G-torsor and Lg is left multiplication on G by g.
One can think of G-Tor as a ‘thickening’ of BG because i is an equivalence of
categories. We can then try to use BG for our target instead of G-Tor so that
we can ask for smoothness. Then one might guess that a transport functor
should be a smooth functor P1pMq //BG. Unfortunately, now that we have
smoothness, we’ve lost non-triviality because such smooth functors describe
parallel transport on trivialized principal G-bundles (this fact follows from
Section 3.2.6 particularly around equation (3.2.70)).
In order to encode local instead of global triviality, we have to combine
these ideas with those of the previous section in terms of the Cˇech groupoid
(we will also return to a more suitable combination of the path groupoid and
the Cˇech groupoid in Section 3.2.5). To avoid a huge collection of indices
again, we denote our open cover tUiuiPI of M simply by Y :“šiPI Ui and we
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let pi : Y //M be the inclusion of these open sets into M. Note that pi is a
surjective submersion. Then, the next guess might be that we need to have
a smooth functor P1pY q // BG, but we still need an assignment of fibers
P1pMq // G-Tor. These assignments should be compatible with respect to
the functor i : BG // G-Tor and the submersion pi. This is exactly what is
done in [ScWa09] and we therefore now proceed to discussing local triviality
of functors.
3.2.3 Local triviality of functors
Our first goal is to discuss local triviality of functors without making any
assumptions on smoothness, which is left to the next section. The fibers
of principal G-bundles were right G-torsors, which led us to consider the
category G-Tor of G-torsors. One of the great features of Schreiber’s and
Waldorf’s work [ScWa09] is their generality on the different flavors of bundles.
If one wants to work with vector bundles one simply replacesG-Tor with Vect,
the category of vector spaces (over some appropriate field such as R or C), and
if this vector bundle is an associated bundle for some representation ofG, then
this representation is precisely encoded by a functor i : BG // Vect. Fiber
bundles can be defined similarly. Therefore, we have made two important
observations. The first is that fibers of a bundle are objects of some category
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T. The second is that the structure group of the bundle is encoded by a
functor i : BG // T. Schreiber and Waldorf generalize this even further by
considering any Lie groupoid Gr instead of the special one BG. They define
a pi-local trivialization as follows (Definition 2.5. of [ScWa09]).
Definition 3.2.25. Let Gr be a Lie groupoid, T a category, i : Gr // T a
functor, and M a smooth manifold. Fix a surjective submersion pi : Y //M.
A pi-local i-trivialization of a functor F : P1pMq // T is a pair ptriv, tq of a
functor triv : P1pY q //Gr and a natural isomorphism t : pi˚F ñ trivi as in
the diagram
GrT
P1pMq P1pY qpi˚oo
F

triv

i
oo
t
#
. (3.2.26)
The groupoid Gr is called the structure groupoid for F.
In this definition pi˚ is the pushforward, which sends a point y P Y to
pipyq and sends a thin path γ P P 1Y to the thin homotopy class of pi ˝ γ
in M (after choosing a representative). pi˚F :“ F ˝ pi˚ is the pullback of F
along pi and trivi :“ i˝ triv. Functors F : P1pMq //T equipped with pi-local
i-trivializations ptriv, tq form the objects, written as triples pF, triv, tq, of a
category denoted by Triv1pipiq.
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Definition 3.2.27. A morphism α : pF, triv, tq // pF 1, triv1, t1q in Triv1pipiq of
pi-local i-trivializations is a natural transformation α : F ñ F 1. Composition
is given by vertical composition of natural transformations.
Remark 3.2.28. One might expect a morphism pF, triv, tq // pF 1, triv1, t1q
to consist of α : F ñ F 1 as well as a natural transformation h : triv ñ
triv1 satisfying some compatibility condition with α, t, and t1. This natural
compatibility condition completely determines h which is why it is excluded
from the definition.
In this description, it is not immediately obvious what transition functions
are. This is part of the motivation for introducing descent objects (Defini-
tion 2.8. of [ScWa09]). We use the notation Y rns associated to a surjective
submersion pi : Y //M to mean the n-fold fiber product defined by
Y rns :“ tpy1, . . . , ynq P Y ˆ ¨ ¨ ¨ ˆ Y | pipy1q “ ¨ ¨ ¨ “ pipynqu . (3.2.29)
There are several projection maps pii1¨¨¨ik : Y rns // Y rn´ks for all n ě 2 and
0 ă k ă n with 1 ă i1 ă ¨ ¨ ¨ ă ik ă n that are defined by
Y rns Q py1, . . . , ynq ÞÑ pyi1 , . . . , yikq. (3.2.30)
Y rns is a smooth manifold for all n and all pii1¨¨¨ik are smooth since pi is a
surjective submersion.
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Definition 3.2.31. Let Gr be a Lie groupoid, T a category, and i : Gr //T
a functor. Fix a surjective submersion pi : Y //M. A descent object is a pair
ptriv, gq consisting of a functor triv : P1pY q //Gr, a natural isomorphism
P1pY qT
P1pY q P1pY r2sqpi1˚oo
trivi

pi2˚

trivi
oo
g
%
. (3.2.32)
The pair ptriv, gq must satisfy
pi˚12g˝
pi˚23g
“ pi˚13g, (3.2.33)
where the left-hand-side is vertical composition of natural transformations
(read from top to bottom), and
idtrivi “ ∆˚g, (3.2.34)
where ∆ is the diagonal ∆ : Y // Y r2s sending y to py, yq.
Descent objects form the objects of a category denoted by Des1pipiq.
Definition 3.2.35. A descent morphism h : ptriv, gq //ptriv1, g1q is a natural
transformation h : trivi ñ triv1i satisfying
pi1˚h˝
g1
“ g˝
pi2˚h
. (3.2.36)
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There is a functor Ex1pi : Triv
1
pipiq //Des1pipiq that extracts descent data
from trivialization data. At the level of objects, this functor is defined as
follows. Let pF, triv, tq be an object in Triv1pipiq. For the pair ptriv, gq, take
triv to be exactly the same. For g take the composition g :“ pi
˚
1 t˝
pi˚2 t
coming
from the composition in the diagram
P1pY qP1pMq
P1pY q P1pY r2sqpi1˚oo
pi˚

pi2˚

pi˚
oo
id
Gr
T Gr
triv||
i
oo
F||
i

triv
||
t
%-
t

, (3.2.37)
where t is the (vertical) inverse of t. This defines a descent object (Section
2.2 of [ScWa09]). On a morphism α : pF, triv, tq // pF 1, triv1, t1q, the functor
Ex1pi is defined by setting
h :“
t˝
pi˚α˝
t1
(3.2.38)
coming from the composition in the diagram
P1pY qP1pMqT
trivi
|| pi˚oo
Fxx
F 1
ff
triv1i
bb
t

t1

α
 . (3.2.39)
The functor Ex1pi is part of an equivalence of categories between Triv
1
pipiq
and Des1pipiq. This is done by constructing a weak inverse functor Rec1pi :
Des1pipiq // Triv1pipiq, which we will describe in Section 3.2.5.
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Definition 3.2.40. Let pF, triv, tq be a pi-local i-trivialization of a functor
F : P1pMq //T, i.e. an object of Triv1pipiq. The descent object associated to the
pi-local i-trivialization of F is Ex1pipF, triv, tq. Let α : pF, triv, tq //pF 1, triv1, t1q
be a morphism in Triv1pipiq. The descent morphism associated to the pi-local
i-trivialization of α is Ex1pipαq.
3.2.4 Transport functors
We now discuss smoothness of descent data and finally give a definition of
transport functors.
Definition 3.2.41. A descent object ptriv, gq as above is said to be smooth
if triv : P1pY q // Gr is a smooth functor and if there exists a smooth
natural isomorphism g˜ : pi1˚ triv ñ pi2˚ triv with g “ idi ˝ g˜, the horizontal
composition of natural transformations idi and g˜. A descent morphism h :
ptriv, gq // ptriv1, g1q as above is said to be smooth if there exists a smooth
natural isomorphism h˜ : triv ñ triv1 with h “ idi ˝ h˜.
Smooth descent objects and morphisms form the objects and morphisms
of a category denoted by Des1pipiq8 and form a sub-category of Des1pipiq.
Definition 3.2.42. A pi-local i-trivialization pF, triv, tq is said to be smooth
if the associated descent object Ex1pipF, triv, tq is smooth. A morphism α :
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pF, triv, tq // pF 1, triv1, t1q is said to be smooth if the associated descent mor-
phism Ex1pipαq is smooth.
Smooth local trivializations and their morphisms form the objects and
morphisms of a category denoted by Triv1pipiq8 and form a sub-category of
Triv1pipiq. Ex1pi restricts to an equivalence of categories Triv1pipiq8 »ÝÑ Des1pipiq8
of smooth data. Again, we will discuss an inverse functor in Section 3.2.5
since it will be necessary in discussing gauge invariant holonomy in Section
3.2.8. We now come to the definition of a transport functor (Definition 3.6
of [ScWa09]).
Definition 3.2.43. Let Gr be a Lie groupoid, T a category, i : Gr // T a
functor, and M a smooth manifold. A transport functor on M with values
in a category T and with Gr-structure is a functor tra : P1pMq // T such
that there exists a surjective submersion pi : Y //M and a smooth pi-local
i-trivialization ptriv, tq of tra.
Transport functors with values in T with Gr-structure form the objects
of a category Trans1GrpM,T q. We also define the morphisms of transport
functors.
Definition 3.2.44. A morphism η of transport functors on M from tra to
tra1 is a natural transformation η : tra ñ tra1 such that there exists a sur-
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jective submersion pi : Y //M and smooth pi-local i-trivializations ptriv, tq,
ptriv1, t1q, and h : ptriv, tq // ptriv1, t1q of tra, tra1, and η respectively.
By using pullbacks, one can define the composition of such morphisms.
We will not explicitly describe this now since we will come back to it later
when discussing limit categories over surjective submersions in Section 3.2.7.
3.2.5 The reconstruction functor: local to global
In many situations, one works locally and pieces together data to construct
globally defined quantities. In the case of parallel transport, one obtains
group elements. An explicit construction of a (weak) inverse
Rec1pi : Des
1
pipiq // Triv1pipiq (3.2.45)
to Ex1pi will assist in this direction. Following Section 2.3 of [ScWa09], we
introduce a category that combines the Cˇech groupoid with the path groupoid
utilizing the surjective submersion pi : Y //M.
Definition 3.2.46. Let Ppi1 pMq be the category, called the Cˇech path groupoid,
whose set of objects are the elements of Y. The set of morphisms are freely
generated by two types of morphisms (the generators) which are given as
follows
i) thin paths (see Definition 3.2.18) γ in Y and
SURFACE HOLONOMY AND MONOPOLES 174
ii) points α in Y r2s (thought of as morphisms pi1pαq αÝÑ pi2pαq and called
jumps).
There are several relations imposed on the set of morphisms.
(a) For any thin path Θ : α // β in Y r2s the diagram
pi1pβq
pi2pβq pi2pαq
pi1pαq
α

pi2pΘq
oo
pi1pΘqoo
β

(3.2.47)
commutes (see Figure 3.1 for a visualization of this).
β
α
pi1pΘq
pi2pΘq
Figure 3.1: Thinking in terms of an open cover as a submersion, condition
i) above says that if a path Θ : α Ñ β is in a double intersection, it doesn’t
matter whether or not the jump is performed first and then the thin path is
traversed or vice versa. One should compare these jumps to those in (3.2.9)
and (3.2.10).
(b) For any point Ξ P Y r3s the diagram
pi3pΞq
pi2pΞq
pi1pΞq
pi12pΞq
__
pi23pΞq

pi13pΞq
oo
(3.2.48)
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commutes.
(c) The free composition of two thin free paths is the usual composition of
thin paths and for every point y P Y, the thin homotopy class representing
the constant path at y is equal to ∆pyq P Y r2s which is the formal identity
for the composition.
The notation for the free composition will be ˚.
Item (b) together with item (c) demands that the jumps α P Y r2s are
isomorphisms. A typical morphism in Ppi1 pMq is depicted in Figure 3.2.
Figure 3.2: A generic representative of a morphism in Ppi1 pMq is shown above
for Y “ šiPI Ui, the disjoint union over an open cover. The larger ellipses
indicate open sets and the smaller ones in the middle indicate intersections.
The curves in the open sets indicate the paths and the dotted vertical lines
indicate the jumps.
Associated to every descent object ptriv, gq in Des1pipiq is a functorRptriv,gq :
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Ppi1 pMq // T defined (on objects and generators) by
Y Q y ÞÑ trivipyq,
P 1Y Q γ ÞÑ trivipγq, and
Y r2s Q α ÞÑ
´
gpαq : trivippi1pαqq // trivippi2pαqq
¯
.
(3.2.49)
This assignment extends to a functor
R : Des1pipiq // FunctpPpi1 pMq, T q (3.2.50)
(Lemma 2.14. of [ScWa09]). To a descent morphism h : ptriv, gq // ptriv1, g1q
it gives a natural transformation Rh : Rptriv,gq ñ Rptriv1,g1q defined by sending
y P Y to hpyq for all y P Y.
The functor Rec1pi : Des
1
pipiq // Triv1pipiq will be defined so that it factors
through R. What will then remain is to define a functor
FunctpPpi1 pMq, T q // FunctpP1pMq, T q. (3.2.51)
In order to do this, we need to “lift” paths. First, notice that there is
a canonical projection functor ppi : Ppi1 pMq // P1pMq which sends objects
y P Y to pipyq, thin paths γ to pipγq, and points α P Y r2s to the identity at
pi1pαq “ pi2pαq. We will now construct a weak inverse spi : P1pMq //Ppi1 pMq.
Since pi : Y //M is surjective, for every x PM, there exists a y P Y such
that pipyq “ x. Therefore, define spi : P1pMq //Ppi1 pMq on objects to be this
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assignment. Because pi : Y //M is a surjective submersion, there exists an
open cover tUiuiPI of M with local sections si : Ui // Y of pi. Using these
local sections, we can define spi : P1pMq //Ppi1 pMq on morphisms as follows.
For every thin path γ : x // x1 in M there exists a collection of thin paths
γ1, ¨ ¨ ¨ , γn with (representatives of) γj inside Uij for all j “ 1, . . . , n and
x1 γÐÝ x “ x1 γnÐÝ xn´1 γn´1ÐÝÝÝ ¨ ¨ ¨ γ2ÐÝ x1 γ1ÐÝ x. (3.2.52)
For such a choice define (we write sj instead of sij to avoid too many indices)
spipγq :“ αx1 ˚snpγnq˚αn´1 ˚sn´1pγn´1q˚ ¨ ¨ ¨ ˚s2pγ2q˚α1 ˚s1pγ1q˚αx, (3.2.53)
where αx is the unique isomorphism from s
pipxq to s1pxq, αj is the unique
isomorphism from sj´1pxjq to sjpxjq, and αx1 is the unique isomorphism from
snpxq to spipx1q. This definition comes from Figure 3.3.
The functor spi is a weak inverse to ppi (Lemma 2.15. of [ScWa09]). For
reference, by definition this means there exists a natural isomorphism
ζ : spi ˝ ppi ñ idPpi1 pMq. (3.2.54)
that is part of an adjoint equivalence given by the quadruple pspi, ppi, ζ, idppi˝spiq
since ppi ˝ spi “ idP1pMq. This natural isomorphism ζ is the one that sends
y P Y to the unique jump, an isomorphism, from y to spippipyqq. It is natural
by relation i) in Definition 3.2.46.
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Figure 3.3: By choosing a decomposition of every path to land in open sets
one can lift using the locally defined sections. At the beginning and end of
the path, one must apply a jump since the map s defined on objects might
not coincide with the lift of the endpoint of the path.
Remark 3.2.55. Note that we have not put a smooth structure on Ppi1 pMq
nor will we (although it is done in [ScWa09]). Indeed, the choice of lifts for
the points could be sporadic. All the smoothness for transport functors is
contained in the descent data.
The functor spi : P1pMq // Ppi1 pMq induces a pullback functor
spi˚ : FunctpPpi1 pMq, T q // FunctpP1pMq, T q (3.2.56)
defined by spi˚pF q :“ F ˝ spi on functors F : Ppi1 pMq // T and by spi˚pρq :“
ρ˝ idspi on natural transformations ρ : F ñ G. Finally, Rec1pi is defined as the
composition in the diagram
FunctpP1pMq, T q Des1pipiq
FunctpPpi1 pMq, T q
Rec1pioo
Rzzs
pi˚
dd
. (3.2.57)
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The image of Des1pipiq under Rec1pi is actually in Triv1pipiq. This means at
the level of objects that associated to Rptriv,gq ˝ spi there exists a pi-local i-
trivialization. We take triv itself for the first part of this datum. To define
t : pi˚
`
spi˚pRptriv,gqq
˘ñ trivi we take the composition defined by the diagram
P1pY qP1pMq
Gr
Ppi1 pMq
Ppi1 pMq
T
pi˚oo
triv

ppi
gg jJ
ww
idww
Rptriv,gq

spi

ioo
ζ

id
id
, (3.2.58)
where the functor P1pY q ãÑ Ppi1 pMq is the inclusion. The rest of the proof,
namely the fact that the image of a morphism lands in Triv1pipiq under Rec1pi,
is explained in Appendix B.1. of [ScWa09].
3.2.6 Differential cocycle data
We now switch gears a bit and go in the other (infinitesimal) direction. We
describe this in several parts. We focus on a local description first in terms
of ‘trivialized’ transport functors. We extract the differential cocycle data
from functors and then we construct functors from differential cocycle data.
This is a brief and simplified account of the material covered in Section 4
of [ScWa09] since we do not prove any results. Chapter 2 of this thesis
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provides more physics-style derivations along the lines of [ChTs93].
From functors to 1-forms
Throughout this chapter, let G denote the Lie algebra of G. Given a smooth
functor F : P1pXq // BG, we will define a G-valued 1-form A pointwise for
every x P X and v P TxX as follows. Let γ : R // X be a curve in X
with γp0q “ x and dγ
dt
p0q “ v. γ : R // X induces a smooth pushforward
functor γ˚ : P1pRq // P1pXq. At the level of morphisms, the space P 1R of
thin homotopy classes of paths in R is actually smoothly equivalent to RˆR.
The diffeomorphism γR : R ˆ R // P 1R is defined by sending ps, tq to the
thin homotopy class of a path in R determined by its source point s and
target t as shown schematically in Figure 3.4.
t s t s
+
γR
))
Figure 3.4: A point ps, tq in R2 is drawn as two points on R and under the
map γR gets sent to the thin path in R from the point s to the point t with
a representative shown on the right.
Therefore, we obtain a function F1 ˝ γ˚ ˝ γR from the composition
G
F1ÐÝ P 1X γ˚ÐÝ P 1R γRÐÝ Rˆ R. (3.2.59)
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Here F1 is F restricted to the set of morphisms P
1X. Using this, we define
Axpvq :“ ´ d
dt
ˇˇˇˇ
t“0
F1
´
γ˚
`
γRp0, tq
˘¯
. (3.2.60)
Axpvq is independent of γ and only depends on x and v. Furthermore, it
defines a 1-form A P Ω1pX;Gq. This result is what allowed us to assume that
infinitesimally F is of the form (2.3.3) in Section 2.3.1.
From 1-forms to functors
Starting with a G-valued 1-form A P Ω1pX;Gq on X we want to define a
smooth functor P1pXq //BG. To do this, we first define a function, referred
to as the path transport, kA : PX // G on paths in X with sitting instants
(we do not mod out by thin homotopy). Given γ P PX, we can pull back
the 1-form A to R, namely γ˚pAq P Ω1pr0, 1s;Gq. We then define kApγq using
the path-ordered-exponential
kApγq :“ P exp
"ż 1
0
At
ˆ B
Bt
˙
dt
*
. (3.2.61)
Recall that this path-ordered exponential is defined by2
P exp
"ż 1
0
At
ˆ B
Bt
˙
dt
*
:“
8ÿ
n“0
1
n!
ż 1
0
dtn ¨ ¨ ¨
ż 1
0
dt1 T
„
Atn
ˆ B
Bt
˙
¨ ¨ ¨At1
ˆ B
Bt
˙
,
(3.2.62)
2In this expression, we are assuming that G is a matrix Lie group.
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where the time-ordering operator T is defined by
T rAtAss :“
#
AtAs if t ě s
AsAt if s ě t . (3.2.63)
The n “ 0 term on the right-hand side of equation (3.2.62) is the identity.
We can picture the path-ordered exponential schematically as a power series
of graphs with marked points as in Figure 3.5. This result has been justified
in Section 2.3.1 and derived more systematically.
Figure 3.5: The path-ordered integral is depicted as a power series over
integrals. The first term (not drawn) is the identity. The second term is the
integral of At (depicted as a bullet on the interval) over all t from the right
to the left (the orientation goes from right to left). The third term is the
integral of AtAs over the interval but keeping earlier operators to the right.
This is drawn by showing the bullet on the right being able to move along
the interval provided it stays behind the bullet to its left. The fourth term
involves three operators. Higher terms are not drawn. All terms are summed
with appropriate factors.
kA only depends on the thin homotopy class of γ and therefore factors
through a smooth map FA : P
1X //G on thin paths (see Definition 3.2.18).
This map defines a smooth functor FA : P1pXq // BG (see Proposition 4.3.
and Lemma 4.5. of [ScWa09]).
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Local differential cocycles for transport functors
The above constructions can be extended to smooth natural transformations
between smooth functors. Given a smooth natural transformation h : F ñ
F 1 of smooth functors F, F 1 : P1pXq // BG we obtain a function, written
somewhat abusively also as h : X //G satisfying
hpyqF pγq “ F 1pγqhpxq (3.2.64)
for all thin paths γ : x //y in X. If we differentiate this condition, we obtain
A1 “ AdhpAq ´ h˚θ, (3.2.65)
where θ is right Maurer-Cartan form, sometimes written as dgg´1 for matrix
groups, A is the 1-form corresponding to F, A1 is the 1-form corresponding
to F 1, and Ad is the adjoint action on the Lie algebra G defined by
AdhpT q :“ d
dt
ˇˇˇˇ
t“0
´
h expttT uh´1
¯
(3.2.66)
for all T P G. This was also derived in Section 2.3.1. This motivates the
following definition.
Definition 3.2.67. Let Z1XpGq8 be the category whose objects are 1-forms
A P Ω1pX;Gq and a morphism from A to A1 is a function h : X // G
satisfying
A1 “ AdhpAq ´ h˚θ. (3.2.68)
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The composition is defined by
´
A2 h
1ÐÝ A1 hÐÝ A
¯
ÞÑ
´
A2 h
1hÐÝÝ A
¯
, (3.2.69)
where h1h is (pointwise) multiplication of G-valued functions.
This (and the previous section) defines two functors
Z1XpGq8
PX //
Funct8pP1pXq,BGq
DX
oo , (3.2.70)
where Funct8pP1pXq,BGq is the category of smooth functors and smooth
natural transformations from the thin path groupoid of X to BG. These
functors are defined on objects by DXpF q :“ A from (3.2.60) and PXpAq :“
FA from (3.2.61). These two functors are inverses of each other, and not just
an equivalence pair (Proposition 4.7. of [ScWa09]).
All of this was for globally defined smooth functors, which was explained
in much more detail in Section 2.3.1. Topologically non-trivial global trans-
port functors, however, were not discussed there. Transport functors on M
are not necessarily smooth globally. However, there must exist a surjective
submersion pi : Y //M with a smooth pi-local i-trivialization. The smooth
functor triv : P1pY q // BG corresponds to a 1-form A P Ω1pY ;Gq, which
is an object in Z1Y pGq8. The natural transformation g : pi1˚ trivi ñ pi2˚ trivi
factors through a smooth natural transformation g˜ : pi1˚ triv ñ pi2˚ triv, which
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is a morphism in the category Z1
Y r2spGq8 from pi1˚A to pi2˚A. This means
pi˚2A “ Adg˜ppi˚1Aq ´ g˜˚θ. (3.2.71)
The condition
pi˚12g˝
pi˚23g
“ pi˚13g (3.2.72)
translates to
pi˚23g˜ pi
˚
12g˜ “ pi˚13g˜, (3.2.73)
where the concatenation indicates multiplication of G-valued functions. A
morphism of transport functors subordinate to the same surjective submer-
sion is a natural transformation h : trivi ñ triv1i that factors through a
smooth natural transformation h˜ : triv ñ triv1 and therefore defines a mor-
phism from A to A1 in Z1Y pGq8. This motivates the following definition of
local differential cocycles.
Definition 3.2.74. Let pi : Y // M be a surjective submersion. Define
the category Z1pipGq8 of differential cocycles subordinate to pi as follows. An
object of Z1pipGq8 is a pair pA, gq, where A is an object in Z1Y pGq8, g is a
morphism from pi1˚A to pi2˚A in Z
1
Y r2spGq8. A morphism from pA, gq to pA1, g1q
is a morphism h from A to A1 in Z1Y pGq8. The composition of morphisms in
Z1pipGq8 is defined by´
pA2, g2q h1ÐÝ pA1, g1q hÐÝ pA, gq
¯
ÞÑ
´
pA2, g2q h1hÐÝÝ pA, gq
¯
. (3.2.75)
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The above generalizations produce functors
Z1pipGq8
Ppi //
Dpi
oo Des
1
pipiq8 (3.2.76)
exhibiting an equivalence of categories whenever i : BG //T is an equivalence
(Corollary 4.9. in [ScWa09]).
3.2.7 Limit over surjective submersions
Here we give a brief summary of the four levels of construction introduced and
the notation of the functors relating these categories. To do this, we get rid of
the dependence on the surjective submersion in the categories introduced in
the prequel. Several of our categories depended on the choice of a surjective
submersion. These categories were Triv1pipiq8,Des1pipiq8, and Z1pipGq8. On the
contrast, the category of transport functors Trans1BGpM,T q does not depend
on pi. To relate these categories better, we will take limits over pi. Changing
the surjective submersion gives a collection of categories depending on such
surjective submersions. One can take a limit over the collection of surjective
submersions in this case.
The general construction is done as follows. Let Spi be a family of
categories parametrized by surjective submersions pi : Y // M and let
F pζq : Spi // Spi˝ζ be a family of functors for every refinement ζ : Y 1 // Y
of pi satisfying the condition that for any iterated refinement ζ 1 : Y 2 // Y 1
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and ζ : Y 1 // Y of pi : Y // M then F pζ 1 ˝ ζq “ F pζ 1q ˝ F pζq. In this
case, an object of limÝÑpi Spi is given by a pair ppi,Xq of a surjective submersion
pi : Y //M and an object X of Spi. A morphism from ppi1, X1q to ppi2, X2q
consists of an equivalence class of a common refinement
Z
Y1 Y2
M
ζ

y1

y2

pi1  pi2
(3.2.77)
together with a morphism f : pF py1qqpX1q //pF py2qqpX2q in Sζ . It is written
as a pair pζ, fq. Two such pζ, fq and pζ 1, f 1q are equivalent if they agree (on
the nose) on their common pullback. The composition
ppi3, X3q pζ23,gqÐÝÝÝÝ ppi2, X2q pζ12,fqÐÝÝÝÝ ppi1, X1q (3.2.78)
is defined by choosing representatives and taking the pullback refinement
Z13
Z12 Z23
Y1 Y2 Y3
M
ζ12

ζ23

   
pi1 $$
pi2
 pi3zz
pr12

pr23

(3.2.79)
along with the composition pF ppr23qqpgq ˝ pF ppr12qqpfq. One can check this
definition does not depend on the equivalence class chosen.
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After getting rid of the specific choices of the surjective submersions, we
can take the limits of all the categories we have introduced. We set the
following notation, slightly differing from that of [ScWa13]:
Triv1Mpiq8 :“ limÝÑ
pi
Triv1pipiq8 (3.2.80)
Des1Mpiq8 :“ limÝÑ
pi
Des1pipiq8 (3.2.81)
Z1pM ;Gq8 :“ limÝÑ
pi
Z1pipGq8. (3.2.82)
Because a limit of such equivalences is still an equivalence, the following facts,
summarizing the several previous sections, hold. The categories Z1pM ;Gq8
and Des1Mpiq8 are equivalent under the condition that i : BG // T is
an equivalence of categories. Des1Mpiq8 and Triv1Mpiq8 are equivalent for
any i. Let v : Triv1Mpiq8 // Trans1BGpM,T q be the forgetful functor which
forgets the specific local trivialization. If i is full and faithful, then v :
Triv1Mpiq8 // Trans1BGpM,T q is part of an equivalence of categories. All
these statements are proved in [ScWa09] (except the last one, but it follows
from Lemma 3.3 in [ScWa09]).
For the reader’s convenience, we collect the categories and equivalences
(assuming i is an equivalence) introduced in the past few sections
Z1pM ;Gq8 P // Des1Mpiq8
D
oo
Rec1 //
Triv1Mpiq8
Ex1
oo
v //
Trans1BGpM,T q
c
oo , (3.2.83)
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where we’ve introduced the notation P :“ limÝÑpi Ppi and similarly for the other
functors. c is a weak inverse to v and chooses a pi-local i-trivialization for
transport functors.
3.2.8 Parallel transport, holonomy, and gauge invari-
ance
Holonomy for principal G-bundles with connection is defined in several dif-
ferent ways. In all cases, it is a special case of parallel transport where one
restricts attention to paths whose target match their source, i.e. marked
loops.3 Holonomy along a marked loop is an isomorphism of the fiber over
the endpoint. However, for computational purposes, it is convenient to ex-
press such isomorphisms as group elements. One common way of doing this
is to choose an open cover over which the bundle trivializes, choose a trivial-
ization, and for each path, choose a decomposition of that path subordinate
to the cover and parallel transport along each piece while patching the terms
together using the transition functions. This is the procedure we discussed in
Section 3.2.5. The problem with this procedure is that it depends on several
choices. One purpose of this section is to analyze the dependence on these
choices. The second purpose is to discuss (and make precise) the dependence
3The terminology “marked” is chosen over “based” to avoid confusion with the based
loop space, which is the space of loops with a single base point. We allow our basepoints
to vary.
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of such group elements on the marking chosen for loops. The punchline
is that to obtain a well-defined holonomy independent of such choices, one
needs to pass to conjugacy classes in G.
The first goal is accomplished by starting with a transport functor F :
P1pMq //T, choosing a local trivialization, extracting the descent data, and
using the descent data to reconstruct a transport functor. This procedure
can be described as a functor, which we denote by t , from Trans1BGpM,T q
to itself (see Definition 3.2.85). Although all the ingredients for the functor
t were described in [ScWa09], this procedure was not discussed. Here, we
formulate this procedure and use it to analyze holonomy along loops. Thus,
starting with a transport functor F we obtain a new transport functor t pF q
that produces group-valued holonomies along loops under suitable assump-
tions. The first choice we made in this procedure is the transport functor
F itself. One could have chosen a different, but naturally isomorphic, trans-
port functor F 1 to obtain t pF 1q. The other choices made were those defining
t . Abstract nonsense tells us there is a morphism F // t pF q of trans-
port functors. Different choices of local trivializations and reconstructions
are thus described in terms of natural isomorphisms. Formulated this way,
it becomes a tautology that holonomy along loops is independent of these
choices once one passes to conjugacy classes in G.
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Remark 3.2.84. One might argue that such a complicated formalism to
obtain the well-known fact that holonomy is defined only with respect to
conjugacy classes of G is overkill. While this is true for holonomy along
loops, this formalism extends naturally to holonomy along surfaces, which
is our main objective, and the proofs are similar since they are expressed in
terms of category theory. In the case of surfaces, we will use these ideas to
generalize the results of Section 5.2 of [ScWa13]. It is therefore important to
study the simpler case of holonomy along loops first.
The second goal, namely the dependence on markings, is accomplished by
showing that for any two loops that are thinly homotopic, but not necessarily
thinly homotopic preserving their marking, the group-valued holonomy using
t pF q is well-defined up to conjugation. Using all these observations, we
define, for every isomorphism class of transport functors, a holonomy map
L1M //G{InnpGq from the space of thin homotopy classes of free loops (see
Definition 3.2.94) to the conjugacy classes of G.
We now define precisely what we mean by (functorially) extracting group-
valued parallel transport from arbitrary transport functors. In order to
accomplish this, we restrict our discussion to transport functors with BG-
structure and with values in T and assume once and for all that i : BG //T
is full and faithful.
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Definition 3.2.85. A group-valued transport extraction is a composition of
functors (starting at the left and moving clockwise)
Trans1BGpM,T q
Triv1piq8
Des1piq8
Triv1piq8
c 44 Ex1

Rec1ttv
ZZ
(3.2.86)
and consists of a choice of a weak inverse c of the forgetful functor v and a
reconstruction functor Rec1 (which itself depends on the choice of a lifting
of paths as in (3.2.53)). Such a functor is written as t :“ v ˝ Rec1 ˝ Ex1 ˝ c.
The notation t stands for (local) trivialization.
Remark 3.2.87. Although the functor t depends on both c and spi (which
defines Rec1) we suppress the notation. The reason is because if we change c
and/or spi, the functor t will change to a naturally isomorphic one and only
this fact will matter in any computation.
The purpose of t is that it assigns group elements to thin paths for every
transport functor F and also assigns group-valued gauge transformations for
every morphism η : F //F 1 of transport functors (this will be reviewed in the
following paragraphs). Furthermore, we know that a natural isomorphism
r : id ñ t exists because all the functors in (3.2.86) are (part of) equivalences
of categories. Choosing such a natural isomorphism specifies isomorphisms
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from the original fibers to the fiber G viewed as a G-torsor and relates our
original parallel transports to the group elements defined from t .
To see this, first recall what t does. For a transport functor F, c chooses
a local trivialization cpF q :“ ppi, F, triv, tq. Then we extract the smooth local
descent object Ex1ppi, F, triv, tq :“ ppi, triv, gq. Then, we reconstruct a pi-local
i-trivialization Rec1ppi, triv, gq and then forget the trivialization data keeping
just the transport functor vpRec1ppi, triv, gqq. The resulting transport functor,
written as tF (as opposed to t pF q), is defined by (see the paragraph after
Definition 3.2.46)
P1pMq tFÝÑ T
M Q x ÞÑ ip‚q “: trivipspipxqq
P 1M Q γ ÞÑ REx1pcpF qqpspipγqq.
(3.2.88)
Here triv : P1pY q // BG is the “local” transport, spi : P1pMq // Ppi1 pMq
is a choice of lifting points and paths, and REx1pcpF qqpspipγqq : ip‚q // ip‚q is
an element of G because i is full and faithful. This element of G is defined
by choosing a lift of the path γ (see Figure 3.3) and applying trivialized
transport on the pieces and transition functions on the jumps (see Section
3.2.5). Note that in the special case that T “ G-Tor, ip‚q can be taken to
be G itself and then tF pγq for a thin path γ is left multiplication by some
uniquely specified group element.
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To a morphism η : F //F 1 of transport functors, the resulting morphism
of transport functors, written as tη, is defined as follows. First, c chooses
surjective submersions pi : Y //M and pi1 : Y 1 //M for F and F 1, respec-
tively, along with local trivializations ptriv, tq and ptriv1, t1q. This means that
under c the morphism cpηq is defined on a common refinement ζ : Z //M
of both pi and pi1. The same thing applies to the extracted descent morphism
Ex1pcpηqq “ pζ, hq. Since our domain is changed under the refinement, h is
defined by the composition
P1pY q
P1pY 1q
P1pMq P1pZqT
trivi

y˚gg
y1˚ww
pi˚
ww
pi1˚
gg
Fxx
F 1
ff
triv1i
[[
t

t1

η
 id
. (3.2.89)
This composition satisfies the condition
yr2s˚g
˝
ζ2˚h
“ ζ1˚h˝
y1r2s˚g1
. (3.2.90)
The notation means the following. A map y : Z // Y (and similarly for y1 :
Z //Y 1) determines a unique map yr2s : Zr2s //Y r2s defined by yr2spz, z1q :“
pypzq, ypz1qq. The maps ζ1, ζ2 : Zr2s // Z are the two projections.
The reconstruction functor Rec1 : Des1Mpiq // Triv1Mpiq sends the mor-
phism h in (3.2.89) to Rec1pζ, hq :“ sζ˚Rpζ,hq which is a morphism of trans-
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port functors from Rec1py˚ppi, triv, gqq to Rec1py1˚ppi1, triv1, g1qq with respect
to this common refinement and where sζ : P1pMq //Pζ1 pMq. Rec1pζ, hq is de-
fined by sending x PM to hpsζpxqq which is a morphism from trivipypsζpxqqq
to triv1ipy1psζpxqqq.
Now, the natural isomorphism r : id ñ t assigns to every transport
functor F a morphism of transport functors rF : F // tF . This means (see
Definition 3.2.44) that associated to every x P M is an isomorphism rF pxq :
F pxq // ip‚q satisfying naturality, which means that to every thin path γ P
P 1M from x to y, the diagram
F pyqip‚q
ip‚q F pxqrF pxqoo
tF pγq

F pγq

rF pyq
oo
(3.2.91)
commutes.
Remark 3.2.92. In Section 3.2, [ScWa09] define the Wilson line, what we’re
calling tF pγq, in terms of (3.2.91) as the composition rF pyq ˝F pγq ˝ rF pxq´1 :
ip‚q // ip‚q using that i is full and faithful so that this composition defines a
unique group element. Our viewpoint is to define the Wilson line functorially
and globally by using the group-valued transport extraction procedure t .
Since r itself is a natural transformation, to every morphism η : F //F 1
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of transport functors, the diagram
F 1tF 1
tF FrFoo
tη

η

rF 1oo
(3.2.93)
commutes.
To analyze holonomy, we need to restrict parallel transport to thin paths
whose source and target are the same, i.e. thin marked loops, and eventually
thin free loops.
Definition 3.2.94. The marked loop space of M is the set
LM :“ tγ P PM | spγq “ tpγqu (3.2.95)
equipped with the subspace smooth structure (see Example 3.5.72). Elements
of LM are called marked loops. The thin marked loop space of M is the set
L1M :“ tγ P P 1M | spγq “ tpγqu (3.2.96)
equipped with the subspace smooth structure. Elements of L1M are called
thin marked loops.
Definition 3.2.97. The t -holonomy of F , written as holFt , is defined as the
restriction of parallel transport of a transport functor F to the thin marked
loop space L1M of M :
holFt :“ tF
ˇˇˇ
L1M
: L1M //G. (3.2.98)
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We now pose three questions that will motivate the rest of our discussion
on holonomy along thin marked loops.
i) How does holFt depend on the choice of basepoint? Namely, suppose that
two thin marked loops γ : x // x and γ1 : x1 // x1 are thinly homotopic
without preserving the marking4 (see Definition 3.2.99). Then, how is
holFt pγq related to holFt pγ1q?
ii) How does holFt depend on F? Namely, suppose that η : F // F 1 is a
morphism of transport functors. How is holFt related to holF
1
t in terms
of η?
iii) How does holFt depend on t , i.e. the choices of c and spi? Namely,
suppose that t 1 is another trivialization. Then how is holFt related to
holFt 1?
We first define what we mean by the thin free loop space and then we
proceed to answer the above questions. Denote the smooth space of loops in
M by LM :“ tγ : S1 //M | γ smoothu.
Definition 3.2.99. Two smooth loops γ, γ1 P LM are thinly homotopic if
there exists a smooth map h : S1 ˆ r0, 1s //M such that
4The notion of thin homotopy introduced in Definition 3.2.18 does not make sense when
x ‰ x1.
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i) there exists an  ą 0 with hpt, sq “ γptq for s ď  and hpt, sq “ γ1ptq for
s ě 1´  and for all t P S1 and
ii) the smooth map h has rank ď 1.
Such a smooth map h is called an unmarked thin homotopy. The smooth
space of such thin homotopy classes of loops is denoted by L1M and is called
the thin free loop space of M . Elements of L1M are called thin free loops or
just thin loops.
The first condition guarantees that unmarked thin homotopy defines an
equivalence relation and L1M is well-defined. The second condition is where
the thin structure is buried. We need to discuss a few definitions and facts
before relating thin loops to thin marked loops. For the purposes of being
absolutely clear, from Lemma 3.2.101 through Lemma 3.2.107 we will distin-
guish between representatives of loops and thin homotopy equivalence classes
by using brackets r s. However, afterwards, we will abuse notation and will
rarely make the distinction.
Definition 3.2.100. The function f : LM // LM defined by sending a
marked loop γ : r0, 1s //M to the associated map fpγq : S1 //M obtained
from identifying the endpoints of r0, 1s is called the forgetful map.
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Lemma 3.2.101. There exists a unique map f 1 : L1M // L1M such that
the diagram
LM L1M
LM L1M
//
f

//
f1

(3.2.102)
commutes (the horizontal arrows are the projections onto thin homotopy
classes).
Proof. The map is constructed by choosing a representative, applying f, and
then projecting to L1M. Let rγs : x // x be an element of L1M and let
γ : x // x and γ1 : x // x be two representatives in LM. Then there exists
a thin homotopy h : r0, 1s ˆ r0, 1s //M from γ to γ1. Because hpt, sq “ x for
all s P r0, 1s and all t P r0, s Y r1 ´ , 0s for some  ą 0, the two ends of the
first r0, 1s factor can be identified resulting in a smooth map h˜ : S1 ˆ r0, 1s.
This gives the desired homotopy from fpγq to fpγ1q. 
Note that there is also a function ev0 : L
1M //M given by evaluating
a thin loop at its endpoint. This function forgets the loop and remembers
only the basepoint.
Definition 3.2.103. A marking of thin loops is a section (not necessarily
smooth) m : L1M // L1M of f 1 : L1M // L1M, i.e. f 1 ˝m “ id.
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Remark 3.2.104. A marking of ordinary loops cannot be defined in this way
as a section of f : LM // LM because an arbitrary smooth map S1 //M
need not have a sitting instant at any point.
Proposition 3.2.105. A marking of thin loops exists.
Actually, much more is true. Because the fact is somewhat surprising and
interesting (and only holds due to the thin homotopy equivalence relation),
we include it here. Let pi0M denote the set of components of M and p :
M // pi0M the canonical function sending a point to its component. Let
c0 : L
1M // pi0M denote the canonical function sending a thin loop to the
component in which it (every representative) lies. A marking of thin loops
m determines a function β : L1M //M given by β :“ ev0 ˝m that satisfies
the condition that
L1M
M
pi0M
β
;;
c0
//
p

(3.2.106)
commutes.
Lemma 3.2.107. Let β : L1M // M be any function such that the di-
agram in (3.2.106) commutes. Then there exists a marking of thin loops
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m : L1M // L1M such that the diagram
L1M
L1M
M
m
OO
ev0 //
β
;;
(3.2.108)
commutes.
Proof. A function m can be defined as follows. For any thin loop rγs P L1M,
let γ : S1 //M be a representative. Then there exists an unmarked thin
homotopy h from γ to a loop γβ with sitting instants at βprγsq because
(3.2.106) commutes. To see this, one can simply pick a point on the loop and
extend the loop out to the basepoint and come back without sweeping out
any area (see Figure 3.6). Then project γβ to L
1M. Thus, set mprγsq :“ rγβs.
h
γ
γβ
x
Figure 3.6: Let rγs be a thin free loop, x :“ βprγsq a point in the same
connected component as rγs, and γ a representative loop (in red). Then
there exists a path γ1 : xÑ x with sitting instants (in blue) and an unmarked
thin homotopy h : γ ñ γ1. The cylinder depicts such a homotopy with the
middle loop (in purple) indicating an intermediate loop. The dashed line
on the cylinder indicates that the loops begin to extend outwardly towards
the marking without sweeping any area. The “mouse-hole” on the cylinder
indicates that the loops from the homotopy eventually sit at x.
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To see that this is well-defined, let γ1 be another representative of rγs and
let h˜ be an unmarked thin homotopy from γ1 to γ. Then composing the two
unmarked thin homotopies h ˝ h˜ gives an unmarked thin homotopy from γ1
to γβ. Of course, there are many possible choices for γβ for a given β that
will give different markings m. 
Remark 3.2.109. If β is chosen so that the diagram in (3.2.106) does not
commute, a marking m satisfying (3.2.108) does not exist.
We now proceed to answering the above questions in order.
i) Let m,m1 : L1M // L1M be two markings of thin loops in M. Let
rγs P L1M and denote x :“ ev0pmprγsqq and x1 :“ ev0pm1prγsqq. A choice
of representatives γ : x //x and γ1 : x1 //x1 as paths with sitting instants
of mprγsq and m1prγsq, respectively, need not have the same image. In
particular, x and x1 might not lie on each others images. Figure 3.7 gives
an example. This makes it impossible to compare their holonomies using
thin bigons in the usual way (because no such bigon exists).
However, there is an unmarked thin homotopy h : S1ˆr0, 1s //M with
hpt, sq “ γptq for s ď  and hpt, sq “ γ1ptq for s ě 1 ´  for some  ą 0.
Therefore, one can choose a loop γ˜ and two paths with sitting instants
γx1x : x // x
1 and γxx1 : x1 // x with the following three properties.
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x
x1
γ1
γ
Figure 3.7: Two representatives γ and γ1 of two markings of a single thin loop
are shown. Their respective basepoints x and x1 do not lie on each others
images.
First, as a loop, γ˜ can be written as the composition γx1x and γxx1 in
some order, i.e. using the map f of Definition 3.2.100, γ˜ “ fpγx1x ˝ γxx1q
or fpγxx1 ˝ γx1xq. Second, the composition γxx1 ˝ γx1x is thinly homotopic
to γ preserving the basepoint x. Third, the composition γx1x ˝ γxx1 is
thinly homotopic to γ1 preserving the basepoint x1. This is depicted in
Figure 3.8.
This says that given two marked loops, with possibly different markings,
that are thinly homotopic without preserving the marking, one can al-
ways choose a representative of such a thin loop in M with two marked
points so that the associated two marked loops (coming from starting
at either marking) are thinly homotopic to the original two with a thin
homotopy that preserves the marking. More precisely, we proved the
following fact.
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x
x1
γ1
γ γ˜
γx1x
γxx1
Figure 3.8: The domain of the unmarked thin homotopy h : S1ˆr0, 1s ÑM
is drawn as an annulus depicting the domain of γ as the inner circle and
that of γ1 as the outer circle. The homotopy allows us to choose a loop γ˜,
drawn somewhat in the middle (in orange), that contains both x and x1 and
is thinly homotopic to both γ and γ1. This loop γ˜ is decomposed into two
paths γx1x : x Ñ x1 and γxx1 : x1 Ñ x. The dashed lines indicate the regions
of sitting instants. All paths are oriented counter-clockwise. Note that, by
a reparametrization if necessary, the homotopy h may be chosen to separate
the two basepoints into the northern and southern hemispheres as drawn.
Lemma 3.2.110. Let m,m1 : L1M // L1M be two markings. Let
rγs P L1M be a thin loop in M and write x :“ ev0pmprγsqq and x1 :“
ev0pm1prγsqq. Then, there exist two paths γx1x : x //x1 and γxx1 : x1 //x
with sitting instants such that the following three properties hold (see
Figure 3.9).
i) The composition of γxx1 and γx1x (in either order) and forgetting the
marking is a representative of rγs.
ii) γxx1˝γx1x is a representative of mprγsq as a path with sitting instants.
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iii) γx1x˝γxx1 is a representative of m1prγsq as a path with sitting instants.
γ
x
γ1
x1
γx1x
γxx1
x1
x
Figure 3.9: For two markings with associated basepoints x and x1 of a thin
loop rγs, there exist representatives paths with sitting instants (shown on the
right) γx1x : xÑ x1 (in red) and γxx1 : x1 Ñ x (in blue) such that γ :“ γxx1˝γx1x
(shown on the left) represents one marking and γ1 :“ γx1x ˝ γxx1 (shown in
the middle) represents the other. Note that γ1 and γxx1 ˝ γ ˝ γxx1 are thinly
homotopic.
Therefore, without loss of generality, we can choose a single representa-
tive γ˜ of a thin free loop rγs with a decomposition as in the Lemma. We
denote γ1 :“ γx1x˝γxx1 and γ :“ γxx1 ˝γx1x. Thus γ˜ is one of fpγq or fpγ1q.
Note that γ1 and γxx1 ˝ γ ˝ γxx1 are thinly homotopic. For convenience,
from now on we abuse notation often and do not distinguish between
the actual paths versus the thin homotopy classes as elements of P 1M.
By functoriality of the transport functor tF , we have
holFt pγ1q “ tF pγ1q
“ tF pγxx1 ˝ γ ˝ γxx1q
“ tF pγxx1qtF pγqtF pγxx1q
“ ptF pγxx1qq´1holFt pγqtF pγxx1q
(3.2.111)
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so that holFt changes by conjugation in G when the marking is changed.
ii) Suppose that η : F // F 1 is a morphism of transport functors. Then,
for every thin path γ : x // y we have a commutative diagram
tF pyqtF 1pyq
tF 1pxq tF pxqtηpxqoo
tF 1 pγq

tF pγq

tηpyq
oo
, (3.2.112)
which says
tηpyqtF pγq “ tF 1pγqtηpxq. (3.2.113)
If we restrict this to a thin marked loop γ with y “ x, then
holF
1
t pγq “ ptηpxqq´1holFt pγqtηpxq (3.2.114)
so that again, holFt changes under conjugation when the functor F is
changed to an isomorphic one.
iii) Suppose that another trivialization t 1 was chosen. Then following the
comments after Remark 3.2.87, we can choose natural isomorphisms
r : id ñ t and r 1 : id ñ t 1 resulting in a natural isomorphism
s :“ r 1r˝ : t 1 ñ t . This means every transport functor F gets assigned
a morphism of transport functors sF : tF 1 // tF satisfying naturality.
This means to every x PM we have a morphism sF pxq : tF 1pxq // tF pxq
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satisfying naturality, i.e. to every path γ : x // y the diagram
tF 1pyqtF pyq
tF pxq tF 1pxqsF pxqoo
tF pγq

tF 1pγq

sF pyq
oo
(3.2.115)
commutes. In case γ is a thin loop at x, this gives
holFt 1pγq “ psF pxqq´1holFt pγqsF pxq. (3.2.116)
In conclusion, the answer to every one of the three questions is conju-
gation. This is what is called gauge covariance. To get something gauge
invariant, we first denote the quotient map from G to its conjugacy classes
by q : G // G{InnpGq, where InnpGq stands for the inner automorphisms
of G and the quotient G{InnpGq is given by the conjugation action of G on
itself. All of the above considerations show that the following theorem holds.
Theorem 3.2.117. Let M be a smooth manifold, G be a Lie group, T
a category, and suppose that i : BG // T is full and faithful. Let F P
Trans1BGpM,T q be a transport functor and t a group-valued transport extrac-
tion. Let L1M,L1M,m, holFt and q be defined as above. Then the composition
G{InnpGq qÐÝ G hol
FtÐÝÝ L1M mÐÝ L1M (3.2.118)
is
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i) independent of m,
ii) independent of the isomorphism class of F,
iii) and independent of the isomorphism class of t .
Notice that this theorem lets us make the following definition.
Definition 3.2.119. Let rF s be an isomorphism class of transport functors.
The gauge invariant holonomy of rF s is defined to be the map in the previous
theorem, namely
holrF s :“ q ˝ holFt ˝m : L1M //G{InnpGq (3.2.120)
where F is a representative of rF s, t is a group-valued transport extrac-
tion, and m : L1M // L1M is a marking of thin loops in M. Let γ P
L1M. If holrF spγq is such that q´1pholrF spγqq is a single element, we will say
that holrF spγq is gauge invariant and abusively write holrF spγq instead of
q´1pholrF spγqq.
3.3 Transport 2-functors and gauge invariant
surface holonomy
In the present section, we review the basics of transport 2-functors and also
provide some new results. As a preliminary, we briefly set our notation and
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review some facts about (strict) 2-groups and crossed modules. Then we split
up the discussion into several parts and follow a similar pattern to the trans-
port functor case. However, since we are now aware of what local triviality
should mean, we skip the guess-work and head straight to the correct the-
ory. We start with a Cˇech description of ordinary principal (strict) 2-group
2-bundles (without connection) in terms of smooth 2-functors. We then dis-
cuss how to add connection data by introducing transport functors, local
triviality, and descent data. The discussion of the reconstruction functor is
more involved, and because it is important for the calculation, we spend some
time on it. Nevertheless, we skip some technical details (such as compositors
and unifiers). Then we consider the differential cocycle data and discuss a
formula for higher holonomy in terms of an iterated surface integral. We
summarize the results as before. Sections 3.3.1 through 3.3.7 are a summary
of [ScWa11], [ScWa], and [ScWa13].
Finally, in Section 3.3.8, we discuss some results on surface holonomy
and its gauge covariance. We introduce a notion of α-conjugacy classes for
a 2-group in Definition 3.3.157 and prove in Theorem 3.3.159 that surface
holonomy along spheres is well-defined in α-conjugacy classes generalizing the
reduced group of [ScWa13] (it is not yet known whether this generalization
will work for more general surfaces). In the process, the procedure of group-
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valued transport extraction is categorified for the purposes of (i) proving this
theorem and (ii) providing a functorial description for computing transport
locally, which we utilize in Section 3.5.
We assume the reader is familiar with the basics of 2-categories. A review
sufficient for most of our purposes can be found in Appendix A of [ScWa] or
Appendix A of this thesis.
3.3.1 2-group conventions
The theory of 2-groups is discussed in great detail in the article [BaLa04].
However, to simplify the discussion, we will define a (strict) 2-group as a
strict one-object 2-groupoid, i.e. a strict 2-category with inverses for all 1-
and 2-morphisms. Normally, one defines a 2-group as a groupal groupoid as
in [BaLa04], but we find this unnecessary. However, to be consistent with
notation in the literature, we will write our 2-groups as BG and use the
notation G where appropriate.
There is a 2-category of strict 2-groups denoted by 2-Grp whose 1-morphisms
and 2-morphisms are functors and natural transformations, respectively. It
is useful to relate this higher-categorical definition to one involving ordinary
groups. Although this is standard, we set the notation, which may differ
from some authors (we have also described some aspects of this in Section
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2.3.2).
Definition 3.3.1. A crossed module is a quadruple pH,G, τ, αq of two groups,
G and H, and group homomorphisms τ : H // G and α : G // AutpHq
satisfying the two conditions
ατphqph1q “ hh1h´1 (3.3.2)
and
τpαgphqq “ gτphqg´1. (3.3.3)
In this definition, AutpHq is the automorphism group of H. The collection
of crossed modules form the objects of a 2-category CrsMod.
Theorem 3.3.4. The 2-categories CrsMod and 2-Grp are equivalent.
This theorem has been known for quite some time in several different
forms. A simple place to start for this is in the article [BaHu11] with more
information in [BaLa04].
Proof. We only prove the equivalence at the level of objects and in only one
direction. This will set up our conventions throughout the paper. Given
a crossed module pH,G, τ, αq the associated 2-group BG is defined to have
a single object ‚, G as its set of 1-morphisms, and H ¸ G as its set of 2-
morphisms. Composition of 1-morphisms is given by multiplication in G.
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The source and target maps of 2-morphisms are defined pictorially by
‚ ‚
g
~~
τphqg
aa ph,gq

. (3.3.5)
Vertical and horizontal compositions are defined by
‚ ‚
g

τphqgoo
ph,gq

τph˜qτphqg
[[
ph˜,τphqgq

ÞÑ ‚ ‚
g
~~
τph˜hqg
aa ph˜h,gq

(3.3.6)
and
‚ ‚
g1
~~
τph1qg1
aa ph1,g1q

‚
g
~~
τphqg
aa ph,gq

ÞÑ ‚ ‚
g1g
~~
τph1qg1τphqg
aa ph1αg1 phq,g1gq

, (3.3.7)
respectively. When writing 2-group multiplication, we will always drop the
composition symbol ˝, which is a common practice for ordinary group mul-
tiplication. 
The above proof sets up our convention for 2-group multiplication. Equa-
tion (3.3.5) shows that what is needed to specify a 2-morphism is an element
ofG, the source of the 2-morphism, and an element ofH. Thus, if the source is
already known, the element in H specifies the 2-morphism. Equation (3.3.6)
defines vertical composition and equation (3.3.7) defines horizontal composi-
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tion. Please be aware that different authors have different conventions (since
the 2-categories CrsMod and 2-Grp are equivalent in many ways).
The following is a simple but important fact (which we use in studying
gauge invariance, mainly Corollary 3.5.66).
Lemma 3.3.8. Let pH,G, τ, αq be a crossed module. Then ker τ :“ th P
H | τphq “ eu is a central subgroup of H.
Proof. Let k P ker τ and h P H. Then
kh “ khk´1k “ ατpkqphqk “ αephqk “ hk. (3.3.9)

Definition 3.3.10. A Lie crossed module is a crossed module pH,G, τ, αq
with G and H Lie groups and where τ and α are smooth maps, where α being
smooth technically means that the adjoint map GˆH //H is smooth.
Definition 3.3.11. A Lie 2-groupoid is a strict 2-category Gr whose objects,
1-morphisms, and 2-morphisms are all smooth spaces and all structure maps
are smooth. Furthermore, all 1- and 2-morphisms are invertible and the
inversion maps are all smooth.
Definition 3.3.12. A Lie 2-group is a Lie 2-groupoid with a single object.
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Remark 3.3.13. Lie crossed modules form the objects of a 2-category and
Lie 2-groups form the objects of a 2-category. A similar proof shows that
these 2-categories are also equivalent.
3.3.2 A Cˇech description of principal G-2-bundles
Let BG be a Lie 2-group and denote the associated crossed module by
pH,G, τ, αq. Principal G-2-bundles over a manifold M can be described in
terms of 2-functors using the Cˇech groupoid as well (this also comes from
Remark II.13. of [Wo11]). However, since we are dealing with 2-categories
we need to slightly modify the Cˇech groupoid of Definition 3.2.1. The way
we do this is just by throwing on identity 2-morphisms. In other words, given
an open cover tUiuiPI of M, a 2-morphism from px, i, jq to px1, i1, j1q exists
only if x1 “ x, i1 “ i, and j1 “ j and in this case there is only the identity
2-morphism. Composition is uniquely defined by this. This defines the Cˇech
2-groupoid, also written as U. This is a Lie 2-groupoid.
Definition 3.3.14. 2-functors between Lie 2-groupoids are smooth if they
assign data smoothly. Similarly, pseudonatural transformations and modifi-
cations are smooth when the assignments defining them are smooth.
Any smooth 2-functor U //BG gives the Cˇech cocycle data of a principal
G-2-bundle over M subordinate to the cover tUiuiPI . To see this, simply recall
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what a 2-functor does (see Definition A.5. of [ScWa] or Definition A.44 in
Appendix A in this thesis). To each object px, iq in U it assigns the single
object ‚ in BG. To each jump px, i, jq, it assigns an element denoted by
gijpxq P G in such a way that we get a smooth 1-cochain gij : Uij // G as
in Section 3.2.1. However, to each triple intersection Uijk, which corresponds
to the composition of Uij with Ujk, it assigns an element fijkpxq P H in such
a way that we get a smooth 2-cochain fijk : Uijk //H
k
j
i‚
‚
‚
XX ijjk
oo
ik
ÞÑ
‚
‚
‚
XX gij
gjk
oo
gik
pfijk,gjkgijq

, (3.3.15)
which says
τpfijkqgjkgij “ gik. (3.3.16)
The 2-functor satisfies an associativity condition which is translated into a
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condition on quadruple intersections giving a “cocycle condition”
‚
‚
‚
‚
YY ij
jk
ll
ik
ww
il
 jl

kl
ÞÑ ‚
‚
‚
‚
YY gij
gjk
ll
gik
ww
gil
 gjl
gkl
fijk

fikl
#+
fjkl
-5
fijl

(3.3.17)
where fijk is short for pfijk, gjkgijq, etc. This condition says
pfjkl, gklgjkqpe, gijq
pfijl, gjlgijq “
pe, gklqpfijk, gjkgijq
pfikl, gklgikq , (3.3.18)
which after multiplying out (using the rules of Section 3.3.1) and projecting
both sides to H gives
fijlfjkl “ fiklαgklpfijkq. (3.3.19)
The 2-functor also assigns 0-cochains ψi : Ui //H
i i‚ ‚ooii ÞÑ ‚ ‚
oo
e
oo
gii
pψi,eq

, (3.3.20)
which says
τpψiq “ gii. (3.3.21)
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These satisfy two “degenerate” cocycle conditions on each double intersection
Uij of M for the two ways one edge can be collapsed on the triangle. One is
‚
‚
‚
XX
e
ZZ
gii
gij
oo
gij
pfiij ,gijgiiq

pψi,eq
w
“
‚
‚
‚
XX egij
oo
gij
pe,gijq

, (3.3.22)
which after multiplying out and projecting to H says
fiijαgijpψiq “ e. (3.3.23)
The other cocycle condition is
‚
‚
‚

gjj
e
XX gij
oo
gij
pfijj ,gjjgijq


pψj ,eq
'
“
‚
‚
‚
XX gije
oo
gij
pe,gijq

, (3.3.24)
which after multiplying out and projecting to H says
fijjψj “ e. (3.3.25)
Refinements and 1-morphisms between two such 2-functors is similar to
the ordinary functor case from Section 3.2.1 but a bit more subtle due to
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modifications (which we won’t discuss now anyway). Let tUi1ui1PI 1 be another
cover of M with associated Cˇech 2-groupoid U1. Let P : U // BG and P 1 :
U1 // BG be two smooth 2-functors. A 1-morphism from P to P 1 consists
of a common refinement tVauaPA of both tUiuiPI and tUi1ui1PI 1 along with a
smooth pseudo-natural transformation
U1
BG
U
V
α
??
P

α1  P 1
??h

. (3.3.26)
By definition (see Definition A.6. in [ScWa] or Definition A.66 in Appendix A
of this thesis), to each object px, aq in V such a pseudo-natural transformation
gives a smooth function ha : Va //G as before, but also to each jump px, a, bq
in V, it gives another smooth function ab : Vab //H fitting in the diagram
‚‚
‚‚
gaboo
hb

ha

g1ab
oo
pab,hbgabq
#
, (3.3.27)
which says that
τpabqhbgab “ g1abha. (3.3.28)
The higher naturality conditions of a pseudo-natural transformation are given
as follows. In general, to every 2-morphism, there is an associated naturality
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condition, but because the 2-morphisms in U are all identities, this condition
is vacuously true. To every pair of composable 1-morphisms px, i, jq and
px, j, kq we get
‚
‚
‚
ZZ gab
vvgbc
jj
gac
fabc

‚
‚
‚
[[g
1
ab
uu
g1bc
jj
g1ac
f 1abc

 ha

hb
hc
ab

bc
&
ac
"
. (3.3.29)
Commutativity of this diagram says
pe, hcqpfabc, gbcgabq
pac, hcgacq “
pbc, hcgbcqpe, gabq
pe, g1bcqpab, hbgabq
pf 1abc, g1bcg1abq
, (3.3.30)
which after equating both projections to H gives
acαhcpfabcq “ f 1abcαg1bcpabqbc (3.3.31)
for all a, b, c P A.
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Finally, to every object px, iq we get on each open set Ui
‚ ‚
qq
e
mm
gii
‚ ‚.
..
............
qq e
mm
g1ii
 haha paa,hagaaq
#+
pψa,eq

pψ1a,eq

, (3.3.32)
where the back face of the cylinder is the identity 2-morphism pe, haq. This
reads
pe, haqpψa, eq
paa, hagaaq “
pe, haq
pψ1a, eqpe, haq , (3.3.33)
which after projecting to H says
aaαhapψaq “ ψ1a. (3.3.34)
Therefore, a 1-morphism of such principal 2-bundles as described above de-
fines an equivalence of principal 2-bundles as described in [Wo11].
We won’t discuss 2-morphisms now because we will see that the above
construction is a special case of the concept of limits of 2-categories in Section
3.3.7.
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3.3.3 Local triviality of 2-functors
Just as transport functors describe parallel transport along paths, transport
2-functors describe parallel transport along paths and surfaces. They exhibit
a formulation of a generalization of bundles with connection that describe
such transport. We start by generalizing the thin path groupoid P1pXq to
the thin path 2-groupoid P2pXq. At this point, one should recall Definition
3.2.99 where bigons are introduced.
Definition 3.3.35. Let X be a smooth manifold. Two bigons Γ and Γ1 are
said to be thinly homotopic if there exists a smooth map A : r0, 1s ˆ r0, 1s ˆ
r0, 1s //X with the following two properties.
i) First, there exists an  with 1
2
ą  ą 0 such that
Apt, s, rq “
$’’’’’’’’&’’’’’’’’%
x for all pt, s, rq P r0, s ˆ r0, 1s ˆ r0, 1s
y for all pt, s, rq P r1´ , 1s ˆ r0, 1s ˆ r0, 1s
γptq for all pt, s, rq P r0, 1s ˆ r0, s ˆ r0, 1s
γ1ptq for all pt, s, rq P r0, 1s ˆ r1´ , 1s ˆ r0, 1s
Γpt, sq for all pt, s, rq P r0, 1s ˆ r0, 1s ˆ r0, s
Γ1pt, sq for all pt, s, rq P r0, 1s ˆ r0, 1s ˆ r1´ , 1s
(3.3.36)
ii) Second, the rank of A is strictly less than 3 for all pt, s, rq P r0, 1s ˆ
r0, 1s ˆ r0, 1s and is strictly less than 2 for all pt, s, rq P r0, 1s ˆ pr0, s Y
r1´ , 1sq ˆ r0, 1s.
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In this case, A is said to be a thin homotopy from Γ to Γ1. The set of equiv-
alence classes of bigons under thin homotopy is denoted by P 2X. Elements
of P 2X are called thin bigons.
Definition 3.3.37. Let X be a smooth manifold. The thin path-2-groupoid
is a 2-category P2pXq defined as follows. The set of objects and 1-morphisms
of P2pXq coincide with those of P1pXq. The set of 2-morphisms of P2pXq is
P 2X. Let rΓs be a thin bigon. The source and targets are defined by choosing
a representative bigon Γ and taking the thin homotopy equivalence classes
of the paths t ÞÑ Γpt, 0q and t ÞÑ Γpt, 1q, respectively. For a thin path rγs,
the identity at rγs is the thin homotopy class of the bigon pt, sq ÞÑ γptq.
The various compositions in P2pXq are the usual ones of composing paths
and homotopies by either stacking squares vertically or horizontally and
parametrizing via double speed vertically or horizontally, respectively. More
concretely, given two vertically composable thin bigons5
y x
rγs
 rδsoo
rΓs

rs
]]
r∆s

(3.3.38)
the vertical composition is given by first choosing representatives δ for the
target of Γ and δ1 for the source of ∆. Then, there exists a thin (rank strictly
5To be absolutely clear, we write square brackets to denote the thin homotopy equiva-
lence classes. After this definition, we will generally not do this, unless otherwise specified.
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less than 2) homotopy Σ : δ ñ δ.1 Using this thin homotopy, the vertical
composition is the thin homotopy class associated to the bigon
Γ˝
∆
pt, sq :“
$’&’%
Γpt, 3sq for 0 ď s ď 1
3
Σpt, 3s´ 1q for 1
3
ď s ď 2
3
∆pt, 3s´ 2q for 2
3
ď s ď 1
, t P r0, 1s. (3.3.39)
Given two horizontally composable thin bigons
z y
rγ1s
}}
rδ1s
aa rΓ1s

x
rγs
}}
rδs
aa rΓs

(3.3.40)
the horizontal composition is given by the thin homotopy class associated to
pΓ1 ˝ Γqpt, sq :“
#
Γp2t, sq for 0 ď t ď 1
2
Γ1p2t´ 1, sq for 1
2
ď t ď 1 , s P r0, 1s. (3.3.41)
All such compositions are well-defined, smooth, associative, have left and
right units given by constant bigons for horizontal composition and paths
viewed as bigons for vertical composition respectively, and satisfy the inter-
change law. P2pXq is a Lie 2-groupoid since thin homotopy classes of bigons
are invertible in both ways and the functions that assign every class to its
vertical and horizontal inverses are both smooth.
Remark 3.3.42. In the definition of vertical composition (3.3.39), we can
always choose representatives of Γ and ∆ so that δ “ δ1 and we can ignore Σ
for all practical purposes of this paper. Therefore, we will always write the
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vertical composition as
Γ˝
∆
pt, sq :“
#
Γpt, 2sq for 0 ď s ď 1
2
∆pt, 2s´ 1q for 1
2
ď s1 , t P r0, 1s. (3.3.43)
Definition 3.3.44. Let Gr be a Lie 2-groupoid, T be a 2-category, i : Gr //T
a 2-functor, and M a smooth manifold. Fix a surjective submersion pi :
Y //M. A pi-local i-trivialization of a 2-functor F : P2pMq // T is a pair
ptriv, tq of a strict 2-functor triv : P2pY q //Gr and a pseudonatural equiva-
lence
GrT
P2pMq P2pY qpi˚oo
F

triv

i
oo
t
#
(3.3.45)
meaning that there exist a weak inverse t along with modifications (see Def-
inition A.8. in [ScWa] or Definition A.125 in Appendix A of this thesis)
it :
t˝
t
V idpi˚F and jt : idtrivi V t˝t satisfying the zig-zag identities (see Defi-
nition 7. of [BaLa04] and particularly their discussion on string diagrams).
The 2-groupoid Gr is called the structure 2-groupoid for F.
2-functors F : P2pMq //T equipped with pi-local i-trivializations ptriv, tq
form the objects, written as triples pF, triv, tq, of a 2-category denoted by
Triv2pipiq.
Definition 3.3.46. A 1-morphism of pi-local i-trivializations
α : pF, triv, tq // pF 1, triv1, t1q (3.3.47)
SURFACE HOLONOMY AND MONOPOLES 225
in Triv2pipiq is a pseudo-natural transformation α : F ñ F 1. A 2-morphism
αñ α1 is a modification.
Definition 3.3.48. Let Gr be a Lie 2-groupoid, T a 2-category, i : Gr // T
a 2-functor and pi : Y //M a surjective submersion. A descent object is a
quadruple ptriv, g, ψ, fq consisting of a strict 2-functor triv : P2pY q //Gr, a
pseudonatural equivalence
P2pY qT
P2pY q P2pY r2sqpi1˚oo
trivi

pi2˚

trivi
oo
g
%
(3.3.49)
and invertible modifications
f :
pi˚12g˝
pi˚23g
V pi˚13g (3.3.50)
and
ψ : idtrivi V ∆˚g. (3.3.51)
These modifications must satisfy the coherence conditions which are explic-
itly given in Definition 2.2.1. of [ScWa] (in the examples of this current paper,
the above modifications will actually be trivial and the coherence conditions
will automatically be satisfied, which is why we leave them out).
Descent objects form the objects of a 2-category denoted by Des2pipiq.
Morphisms and 2-morphisms are defined as follows.
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Definition 3.3.52. A descent 1-morphism from ptriv, g, ψ, fq to ptriv1, g1, ψ1, f 1q
is a pair ph, q with h a pseudo-natural transformation h : trivi ñ triv1i and
 an invertible modification
 :
g
˝
pi2˚h
V
pi1˚h˝
g1
. (3.3.53)
These must satisfy certain identities explained in Definition 2.2.2. of [ScWa].
Definition 3.3.54. Let ph, q and ph1, 1q be two descent 1-morphisms from
ptriv, g, ψ, fq to ptriv1, g1, ψ1, f 1q. A descent 2-morphism from ph, q to ph1, 1q is
a modification E : hV h1 satisfying a certain identity explained in Definition
2.2.3. of [ScWa].
There is a 2-functor Ex2pi : Triv
2
pipiq //Des2pipiq that extracts descent data
from trivialization data. At the level of objects, this functor is defined as fol-
lows. Let pF, triv, tq be an object in Triv2pipiq. For the quadruple ptriv, g, ψ, fq,
take triv to be exactly the same. For g take the composition g :“ pi
˚
1 t˝
pi˚2 t
coming
from the composition in the diagram
P2pY qP2pMq
P2pY q P2pY r2sqpi1˚oo
pi˚

pi2˚

pi˚
oo
id
Gr
T Gr
triv
i
oo
F||
i

triv
||
t
%-
t

(3.3.55)
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just as before but this time t is a weak (vertical) inverse to t. By definition
f should be a modification f :
pi˚12g˝
pi˚23g
V pi1˚3g. Using our definition of g, this
means that we can decompose it as follows
f :
pi˚12g˝
pi˚23g
“
pi˚12
˜
pi˚1 t˝
pi˚2 t
¸
˝
pi˚23
˜
pi˚1 t˝
pi˚2 t
¸ “
˜
pi˚1 t˝
pi˚2 t
¸
˝˜
pi˚2 t˝
pi˚3 t
¸ V pi˚1 t˝
pi˚3 t
“ pi˚13g, (3.3.56)
where all equalities hold by commutativity of certain diagrams and the left-
over V is specified by the following sequence of modifications
˜
pi˚1 t˝
pi˚2 t
¸
˝˜
pi˚2 t˝
pi˚3 t
¸
¨˚
˚˝ pi
˚
1 t˝˜
pi˚2 t˝
pi˚2 t
¸ ‹˛‹‚
˝
pi˚3 t
associators *4
˜
pi˚1 t˝
pi˚2 idpi˚F
¸
˝
pi˚3 t
¨˝
id
pi1˚ t˝
pi˚2 it
‚˛
˝
id
pi3˚ t *4
pi˚1 t˝
pi˚3 t
pi˚1 l˝
id
pi3˚ t *4 , (3.3.57)
where it is part of the pseudo-natural equivalence from t and t, and l is a left
unifier.
Finally, by definition ψ should be a modification ψ : idtrivi V ∆˚g. Using
our definition of g, we can decompose it as follows
ψ : idtrivi “ ∆˚pi˚1 idtrivi V ∆˚
ˆ
pi˚1 t˝
pi˚2 t
˙
“ ∆˚g (3.3.58)
and such a modification can be achieved by
∆˚pi1˚ idtrivi ∆˚
ˆ
pi˚1 t˝
pi˚2 t
˙
∆˚pi1˚
´
t˝
t
¯
∆˚pi˚1 jt *4 , (3.3.59)
where jt is the other part of the pseudo-natural equivalence from t and t.
This indeed defines a descent object and that this assignment of descent
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data to trivialization data extends to a 2-functor Ex2pi : Triv
2
pipiq //Des2pipiq
to include 1-morphisms and 2-morphisms (see Lemma 2.3.1., Lemma 2.3.2.,
and Lemma 2.3.3. of [ScWa]).
Definition 3.3.60. Let pF, triv, tq be a pi-local i-trivialization of a 2-functor
F : P2pMq // T, i.e. an object of Triv2pipiq. The descent object associated to
the pi-local i-trivialization is Ex2pipF, triv, tq. A similar definition is made for
1- and 2-morphisms.
3.3.4 Transport 2-functors
We now wish to discuss smoothness for descent data. However, to do this is
not so simple as it was for ordinary functors. We will have to make a detour
to describe how to think of natural transformations as functors and modifica-
tions as natural transformations by altering the source and target categories.
For the purposes of this document, we will make stricter assumptions than
those in [ScWa13] that are sufficient for our purposes and simplify several of
the arguments and constructions.
Let C and D be two strict 2-categories. Let C0,1 denote the category whose
objects and morphisms are the objects and 1-morphisms of C respectively.
Because C is strict, this defines a category. Let ΛD be the category whose
objects are morphisms Xf
fÝÑ Yf of D. The set of morphisms in ΛD from
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Xf
fÝÑ Yf to Xg gÝÑ Yg are pairs of morphisms px : Xf // Xg, y : Yf // Ygq
along with a 2-morphism ϕ : g ˝ xñ y ˝ f as in the diagram
YfYg
Xg Xf
xoo
g

f

y
oo
ϕ
#
. (3.3.61)
The composition is given by stacking
YfYg
Xg Xf
Yh
Xh
xoo
g

f

y
oo
x1oo
h

y1
oo
ϕ
#
ψ
#
“
YfYh
Xh Xf
x1˝xoo
h

f

y1˝y
oo
ψ˝idx
˝
idy1˝ϕ
#
. (3.3.62)
One can check that under our assumptions, this forms a category.
Notice that ΛD has a bit more structure. It also has a partially defined
operation on objects and 1-morphisms given by “stacking vertically.” Sup-
pose that Xf
fÝÑ Yf and Yf f
1ÝÑ Zf are two 1-morphisms in D then one can
compose them and this gives a partially defined associative and unital op-
eration on objects of ΛD. Similarly, given morphisms in ΛD which can be
vertically stacked as in the diagram
YfYg
Xg Xf
xoo
g

f

yoo
ϕ
#
ZfZg
g1

f 1

z
oo
ϕ1
#
“
YfYg
Xg Xf
xoo
g1˝g

f 1˝f

z
oo
idg1˝ϕ
˝
ϕ1˝idf
#
. (3.3.63)
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This additional partially defined composition is written as b in [ScWa13] so
we stick with this notation.
Associated to a pseudo-natural transformation ρ as in
D C
F
||
G
bb
ρ

(3.3.64)
is a functor Fpρq : C0,1 // ΛD defined by
X
FX
GX
ρpXq

 Fpρq // (3.3.65)
on objects X in C0,1, i.e. objects in C, and
XY
foo
FY
GY
FX
GX
ρpXq

ρpY q

Ffoo
Gf
oo
ρpfq
 (
 Fpρq // (3.3.66)
on morphisms in C0,1, i.e. 1-morphisms in C. One can check this defines a
functor.
Associated to a modification A as in
D C
F
||
G
bb
ρ
y
σ
%
Ajt (3.3.67)
is a natural transformation FpAq : Fpρq ñ Fpσq defined by
X
FX
GX
FX
GX
ρpXq

σpXq

idFXoo
idGX
oo
ApXq
 (
 FpAq // . (3.3.68)
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This defines a functor F : HompF,Gq // FunctpC0,1,ΛDq, where HompF,Gq
is the category whose objects are pseudonatural transformations and mor-
phisms are modifications while FunctpE , E 1q (between two ordinary categories
E and E 1) is the category whose objects are functors from E to E 1 and whose
morphisms are natural transformations.
Separately, notice also that if F : C // D is a 2-functor then there is a
functor ΛF : ΛC // ΛD defined by
Xf
Yf
f

FXf
FYf
Ff

 ΛF // (3.3.69)
on objects and
XfXg
YfYg
f

g

xoo
y
oo
σ
 (
FXg
FYg
FXf
FYf
Ff

Fg

Fxoo
Fy
oo
Fσ
 (
 ΛF // (3.3.70)
on morphisms.
Definition 3.3.71. A descent object ptriv, g, ψ, fq as in Definition 3.3.48 is
said to be smooth if
i) the 2-functor triv : P2pY q //Gr is smooth,
ii) the functor Fpgq : P1pY r2sq // ΛT is a transport functor with ΛGr-
structure, and
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iii) the natural transformations Fpψq : Fpidtriviq ñ ∆˚Fpgq and Fpfq :
pi2˚3Fpgq b pi1˚2Fpgq ñ pi1˚3Fpgq are morphisms between transport func-
tors.
Smooth descent objects form the objects of a 2-category denoted by
Des2pipiq8 and form a sub-2-category of Des2pipiq. Smoothness of descent 1-
morphisms and descent 2-morphisms is discussed in [ScWa13] following Def-
inition 3.1.2.
Definition 3.3.72. A pi-local i-trivialization pF, triv, tq is said to be smooth
if the associated descent object Ex2pipF, triv, tq is smooth. The same can be
said of 1-morphisms and 2-morphisms.
Smooth local trivializations, 1-morphisms, and 2-morphisms form a sub-
2-category denoted by Triv2pipiq8 of Triv2pipiq. Furthermore, Ex2pi restricts to
an equivalence of 2-categories of smooth data (Lemma 3.2.3. of [ScWa13]).
After all this formalism, it should be more or less clear now what the
definition of a transport 2-functor is by just abstracting what we did for the
one-dimensional case (Definition 3.2.1. of [ScWa13]).
Definition 3.3.73. Let Gr be a Lie 2-groupoid, T a 2-category, i : Gr //T a
2-functor, and M a smooth manifold. A transport 2-functor on M with values
in a 2-category T and with Gr-structure is a 2-functor tra : P2pMq //T such
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that there exists a surjective submersion pi : Y //M and a smooth pi-local
i-trivialization ptriv, tq.
Transport 2-functors over M with values in T with Gr-structure form the
objects of a 2-category Trans2GrpM,T q. A 1-morphism of transport functors
is a pseudo-natural transformation of 2-functors for which there exists a
common surjective submersion pi and smooth pi-local i-trivializations of both
2-functors so that the associated descent 1-morphism is smooth. A similar
definition exists for 2-morphisms.
As a short summary, in the past two sections we introduced three cate-
gories for describing transport 2-functors. These were Des2pipiq, Triv2pipiq, and
Trans2GrpM,T q. The category Triv2pipiq was used to describe local triviality of
transport 2-functors and their morphisms in Trans2GrpM,T q. We then con-
structed a 2-functor Ex2pi : Triv
2
pipiq // Des2pipiq that allowed us to describe
smoothness via the subcategory Des2pipiq8 Ă Des2pipiq from which we defined
Triv2pipiq8 Ă Triv2pipiq.
3.3.5 The reconstruction 2-functor: from local to global
The 2-functor Ex2pi : Triv
2
pipiq Ñ Des2pipiq is an equivalence of 2-categories
(Proposition 4.1.1. of [ScWa]). To construct a (weak) inverse
Rec2pi : Des
2
pipiq // Triv2pipiq, (3.3.74)
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we need to enhance the Cˇech path groupoid so that it includes more data.
We do not require the full general definition of Ppi2 pMq in Section 3.1
of [ScWa] for our purposes, but briefly the general definition is obtained by
keeping the same objects and morphisms but replacing the relations that
we imposed by 2-morphisms and setting relations on those. There are also
additional 2-morphisms given by thin bigons, thin paths on intersections,
and other formal 2-morphisms such as associators, unitors, and 2-morphisms
relating the formal product to the usual composition of paths. We therefore
warn the reader that although the following definition is not the same as that
in [ScWa], we use their general results and theorems which in fact rely on
their more general definition.
Definition 3.3.75. Let M be a smooth manifold and let pi : Y //M be
a surjective submersion. The Cˇech path 2-groupoid of M is the 2-category
Ppi2 pMq whose set of objects and 1-morphisms are the objects and morphisms
of Ppi1 pMq, respectively. The set of 2-morphisms are freely generated by
i) thin bigons Γ in Y,
ii) thin paths Θ : α // β in Y r2s with sitting instants thought of as 2-
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isomorphisms
pi1pβq
pi2pβq pi2pαq
pi1pαq
α

pi2pΘq
oo
pi1pΘqoo
β

Θ
[c
(3.3.76)
(one should think of this as weakening the first relation in Definition
3.2.46 of Ppi1 pMq—see Figure 3.10 for a visualization of this),
β
α
pi1pΘq
pi2pΘq
QY
Figure 3.10: Thinking in terms of an open cover as a submersion, condition
ii) above says that if a thin path Θ : α Ñ β (with chosen representative) is
in a double intersection, there is a relationship between going along the path
first and then jumping versus jumping first and then going along the path.
The two need not be equal.
iii) points Ξ in Y r3s thought of as 2-isomorphisms
pi3pΞq
pi2pΞq
pi1pΞq
pi12pΞq
__
pi23pΞq

pi13pΞq
oo
Ξ

(3.3.77)
(one should think of this as weakening the second relation in Definition
3.2.46 of Ppi1 pMq),
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iv) points a in Y thought of as 2-isomorphisms (id˚a is the formal identity)
a a
ida˚
||
∆paq
bb ∆a

(3.3.78)
(one should think of this as weakening part of the third relation in Def-
inition 3.2.46 of Ppi1 pMq),
v) and several other more technical generators that will not be discussed
here.
There are several relations imposed on the set of 1-morphisms and 2-
morphisms. We will not discuss any of them, and the reader is referred to
Section 3.1 of [ScWa] for the details. As before, the compositions will be
written with ˚ and will be drawn vertically or horizontally when dealing with
2-morphisms.
As before, we associate to every object ptriv, g, ψ, fq in Des2pipiq a functor
Rptriv,g,ψ,fq : Ppi2 pMq // T defined as follows. It sends y P Y to trivipyq, thin
paths γ in Y to trivipγq, and jumps α P Y r2s to gpαq : trivippi1pαqq //trivippi2pαqq.
For the basic 2-morphisms, it makes the following assignments
y x
γ
||
δ
bb Γ

 Rptriv,g,ψ,fq // trivipyq trivipxq
trivipγq
zz
trivipδq
dd
trivipΓq

(3.3.79)
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for thin bigons Γ : γ ñ δ in Y,
pi1pβqpi2pβq
pi2pαq pi1pαqαoo
pi2pΘq

pi1pΘq

β
oo
Θ
#
 Rptriv,g,ψ,fq //
trivippi1pβqqtrivippi2pβqq
trivippi2pαqq trivippi1pαqqgpαqoo
trivippi2pΘqq

trivippi1pΘqq

gpβq
oo
gpΘq
 (
(3.3.80)
for thin paths Θ : α // β in Y r2s,
pi3pΞq
pi2pΞq
pi1pΞq
pi12pΞq
__
pi23pΞq

pi13pΞq
oo
Ξ

 Rptriv,g,ψ,fq //
trivippi3pΞqq
trivippi2pΞqq
trivippi1pΞqq
gppi12pΞqq
__
gppi23pΞqq

gppi13pΞqq
oo
fpΞq

(3.3.81)
for points Ξ in Y r3s, and
a a
ida˚
||
∆paq
bb ∆a

 Rptriv,g,ψ,fq // trivipaq trivipaq
1trivipaq
zz
gp∆paqq
dd
ψpaq

(3.3.82)
for points a in Y. This defines a 2-functor R : Des2pipiq // FunctpPpi2 pMq, T q
at the level of objects. The rest of this 2-functor is defined in Proposition
3.3.2. of [ScWa].
There is a canonical projection functor ppi : Ppi2 pMq //P2pMq defined in
the same way as ppi : Ppi1 pMq //P1pMq on the level of objects and morphisms.
On the level of 2-morphisms, ppi sends a thin bigon Γ in Y to a the thin bigon
pipΓq in M. It sends a thin path Θ in Y r2s to the identity thin bigon idpipΘq
(the vertical identity) in M and it sends a point Ξ in Y r3s to to the constant
thin bigon at the point pipΞq in M. Finally, it sends a point a in Y to the
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constant thin bigon at the point pipaq in M. We now move on to defining,
as before, a weak inverse spi : P2pMq // Ppi2 pMq of the canonical projection
functor. To define spi, we will constantly use the following important fact
(Lemma 3.2.2. of [ScWa]).
Lemma 3.3.83. Let γ : x // x1 be a thin path in M and let γ˜ and γ˜1 be two
lifts of γ as 1-morphisms in Ppi2 pMq (the existence follows from our choices
above when we defined spi : P1pMq // Ppi1 pMq). Then there exists a unique
2-isomorphism A : γ˜ ñ γ˜1 in Ppi2 pMq such that ppipAq “ idγ.
We will use this to define spi : P2pMq //Ppi2 pMq on thin bigons (we have
already defined spi near (3.2.53) on objects and 1-morphisms). Let Γ : γ ñ δ
be any thin bigon in M as in Figure 3.11.
s
t Γ
Figure 3.11: A representative of a thin bigon Γ in M drawn as a map of a
square into M. The s “ 0 line is drawn on top in the figure on the right while
the s “ 1 line is drawn on the bottom. The entire t “ 0 line gets mapped to
the source point and the t “ 1 line gets mapped to the target point.
As in the case of a path, because the domain is compact, there exists
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a decomposition of the bigon Γ (we abuse notation and write Γ to mean a
bigon and its thin homotopy class relying on context to distinguish them)
into smaller bigons tΓjuj, as in Figure 3.12, each of which fits into an open
set Uj. We use the same notation sj : Uj //Y as before for our local sections.
s
t Γ
Figure 3.12: A decomposition of a representative of a thin bigon Γ in M with
a single sub-bigon Γj highlighted. s
pipΓq will be defined as a composition of
several spipΓjq. Of course, a general decomposition would not necessarily look
like this, but such a decomposition always exists by a thin homotopy so that
the decomposed pieces are bigons.
Therefore, it suffices to define spipΓjq for a single one of the associated thin
bigons provided that we match up all sources and targets for the individual
ones. Denote the thin bigon by
x1j xj
γj
{{
δj
cc
Γj

. (3.3.84)
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Then the image of this under spi is defined as the composition
spipx1jq spipxjqsjpx1jq sjpxjq
sjpγjq
zz
sjpδjq
dd
sjpΓjq

spipγjq
~~
spipδjq
``
oo//


. (3.3.85)
In other words, we have lifted Γj using the section sj : Uj // Y, but to
make sure that this image matches up with how spi was already defined
on objects and 1-morphisms, we use the obvious jumps and the unique 2-
isomorphisms from Lemma 3.3.83 to match everything (these are the unla-
beled 1-morphisms and 2-morphisms). The image of the entire thin bigon Γ
is then defined by vertical and horizontal compositions of all the spipΓjq so
that spi respects compositions.
The 2-functor spi is a weak inverse to ppi as in the case for the path
groupoid (Proposition 3.2.1. of [ScWa]). However, a weak inverse in 2-
category theory in this case means (see Definition A.127 of Appendix A)
that there exists a pseudo-natural equivalence ζ : spi ˝ ppi ñ idPpi2 pMq since
ppi ˝ spi “ idP2pMq. This means there exists a weak inverse to ζ which is
written as ξ : idPpi2 pMq ñ spi ˝ ppi. “Weak” means that there are invertible
modifications iζ : ξ ˝ ζ V idspi˝ppi and jζ : ididPpi2 pMq V ζ ˝ ξ that satisfy
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the zig-zag identities. The details are irrelevant for our purposes but can
be found in Section 3.2 of [ScWa]. An important consequence of spi being a
weak inverse to ppi is the following (general categorical) fact reproduced here
for convenience (Corollary 3.2.5. of [ScWa] and Lemma A.128 in Appendix
A).
Corollary 3.3.86. Any two weak inverses spi, s1pi : P2pMq // Ppi2 pMq of ppi
are pseudo-naturally equivalent.
We can define such a pseudo-natural equivalence η : spi ñ s1pi by the
following assignmentM Q x ÞÑ the jump from spipxq to s1pipxq and P 1M Q γ ÞÑ
the unique 2-isomorphism spipγq ñ s1pipγq specified by Lemma 3.3.83. We will
exploit this fact when discussing examples of higher holonomy in Section 3.5.
As before, the 2-functor spi : P2pMq // Ppi2 pMq induces a 2-functor spi˚ :
FunctpPpi2 pMq, T q Ñ FunctpP2pMq, T q, the pullback along spi. Similarly, Rec2pi
is defined as the composition in the diagram
FunctpP2pMq, T q Des2pipiq
FunctpPpi2 pMq, T q
Rec2pioo
R||spi˚
bb
. (3.3.87)
As before, the image of Des2pipiq under Rec2pi lands in Triv2pipiq and the def-
inition is the same as it was before, only this time ζ is a pseudo-natural
equivalence between 2-functors between 2-categories.
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As a short summary, in this section we introduced a weak inverse functor
Rec2pi : Des
2
pipiq Ñ Triv2pipiq for Ex2pi : Triv2pipiq // Des2pipiq by using the 2-
groupoid Ppi2 pMq associated to the surjective submersion pi : Y //M to lift
points, thin paths, and thin bigons in M to points, thin paths and/or jumps,
and thin bigons and/or jumps in Ppi2 pMq, respectively.
3.3.6 Differential cocycle data
In this section, we will give a brief review of an equivalence between differen-
tial forms and smooth 2-functors following Section 2 of [ScWa11]. This will
allow us to describe parallel transport locally in terms of differential cocycle
data. We will leave out several proofs but will provide pictures that we find
illustrate the necessary ideas behind the statements. We first remind the
reader of the “Lie algebra” of a Lie crossed module.
Given a Lie crossed module pH,G, τ, αq (recall Definition 3.3.1) there is
an associated differential Lie crossed module pH,G, τ , αq, where τ : H //G
is the differential of τ : H // G, α : G // DerpHq is the differential of the
associated action (given the same name) α : GˆH //H (“Der” stands for
derivations). The differential Lie crossed module data satisfy
ατpB1qpBq “ rB1, Bs (3.3.88)
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and
τpαApBqq “ rA, τpBqs (3.3.89)
for all A P G and B,B1 P H.
Note that by restricting the action α to tgu ˆ H for any g P G and
differentiating with respect to the second coordinate, we obtain a Lie algebra
homomorphism αg : H //H. Both α and αg are important for understanding
the differential cocycle data of Section 3.3.6. A more thorough review can
be found in [BaHu11] and the Appendix of Chapter 2 of this thesis.
From 2-functors to 2-forms
Let BG be a Lie 2-group and pH,G, τ, αq its corresponding crossed module.
Given a strict smooth 2-functor F : P2pXq //BG, we will obtain differential
forms A P Ω1pX;Gq and B P Ω2pX;Hq. These will form the objects of a 2-
category Z2XpGq. By our previous discussion and since our 2-categories P2pXq
and BG are strict and the 2-functor F is strict, the restriction of F to P1pXq
is smooth. Therefore, we obtain a differential form A P Ω1pX;Gq by the
results of Section 3.2.6. To obtain the differential form B P Ω2pX;Hq we will
“differentiate” the composition
H
pHÐÝ H ¸G F2ÐÝ P 2X, (3.3.90)
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where pH is the projection onto the H factor and F2 is F restricted to 2-
morphisms.
Infinitesimally, a bigon is determined by a point and the two tangent
vectors that begin to span it. Therefore, let x P X and v1, v2 P TxX and let
Γ : R2 //X be a smooth map such that
Γpp0, 0qq “ x, BBs
ˇˇˇˇ
s“0
Γps, t “ 0q “ v1, & BBt
ˇˇˇˇ
t“0
Γps “ 0, tq “ v2.
(3.3.91)
Let ΣR : R2 // P 2R2 be the (smooth) map that sends ps, tq to the thin
homotopy class of the bigon in Figure 3.13. This is unambiguously defined
after modding out by thin homotopy because a thin bigon in R2 is determined
by its source and target thin paths in R2.
ps, tq ps, tq
+
ΣR
))
Figure 3.13: A point ps, tq in R2 gets mapped to the bigon in R2 shown on
the right under the map ΣR.
Then we use this to define a smooth map FΓ by the composition of smooth
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maps
H
pHÐÝ H ¸G F2ÐÝ P 2X Γ˚ÐÝ P 2R2 ΣRÐÝ R2. (3.3.92)
This gives an element of the Lie algebra H by taking derivatives
Bxpv1, v2q :“ ´B
2FΓ
BsBt
ˇˇˇˇ
p0,0q
P H. (3.3.93)
Furthermore, this element is independent of the choice of Γ provided that
equation (3.3.91) still holds. In fact, we get a smooth differential form B P
Ω2pX;Hq.
Now let Γ : γ ñ δ be a thin bigon between two thin paths. The source-
target matching condition, which says τppHpF pΓqqqF pγq “ F pδq, implies
dA` 1
2
rA,As “ τpBq. (3.3.94)
All of these claims are proved in Section 2.2.1 of [ScWa11]. These results
are what allowed us to assume the infinitesimal forms in (2.3.31)–(2.3.33) in
Section 2.3.2. We have also supplied an argument for the vanishing of the
fake curvature preceding (2.3.40).
From 2-forms to 2-functors
Starting with a G-valued 1-form A P Ω1pX;Gq on X and a H-valued 2-form
B P Ω2pX;Hq on X we want to define a smooth functor P2pXq //BG. From
Section 3.2.6, we have already defined the functor at the level of objects and
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thin paths. What remains is to define F2 : P
2X //H¸G. To do this, we will
define a function kA,B : BX //H on bigons in X (we do not mod out by thin
homotopy). Given a bigon Σ : r0, 1sˆr0, 1s //X, we can pull back the 1-form
A and the 2-form B to r0, 1s ˆ r0, 1s, obtaining Σ˚pAq P Ω1pr0, 1s ˆ r0, 1s;Gq
and Σ˚pBq P Ω2pr0, 1s ˆ r0, 1s;Hq.
To define kA,B, we first introduce an H-valued 1-form AΣ P Ω1pr0, 1s;Hq
obtained by integrating over one of the directions for the bigon. It is defined
by
pAΣqs
ˆ
d
ds
˙
:“ ´
ż 1
0
dt αF1pΣ˚γs,tq´1
ˆ
pΣ˚Bqps,tq
ˆ B
Bs,
B
Bt
˙˙
, (3.3.95)
where γs,t is defined to be the straight vertical path from ps, 0q to ps, tq in
r0, 1sˆr0, 1s as in Figure 3.14. Note that in expression (3.3.95), it is assumed
that Σ˚γs,t refers to the thin homotopy class of the path (otherwise, applying
the function F1 would not make sense). Therefore, the parametrization of
γs,t is irrelevant.
Besides the path-ordered integral expression from the term F1pΣ˚pγs,tqq,
the expression for AΣ is an ordinary integral. Also note that AΣ depends on
Σ. In particular, it is not invariant under thin homotopy.
Remark 3.3.96. Incidentally, although Schreiber and Waldorf in [ScWa11]
made their own arguments for how to obtain such a formula for AΣ, this
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ps, tq
s
t
γs,t
Figure 3.14: The path γs,t is the straight vertical path from the point ps, 0q
to ps, tq in r0, 1s ˆ r0, 1s.
formula appears in a special case as early as 1977 in the work of Goddard,
Nuyts, and Olive on magnetic monopoles [GoNuOl77] on the right-hand side
of equation (2.9) and it may have been known earlier [Ch75]. The special
case considered is the case of the crossed module pG,G, id, αq with α being
the ordinary conjugation action.
Finally, to every bigon Σ : γ ñ δ, we define
kA,BpΣq :“ αF1pγq
ˆ
P exp
"
´
ż 1
0
AΣ
*˙
. (3.3.97)
In Figure 3.15, this integral is schematically drawn as a power series
of graphs with marked points and paths analogous to Figure 3.5. Each
of the paths drawn has a path-ordered integral expression attached to it,
and therefore each expression has an additional power series of the form we
discussed for the ordinary path-ordered integral.
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Figure 3.15: The path-ordered integral P exp
!
´ ş1
0
AΣ
)
is depicted schemat-
ically as an infinite sum of terms expressed by placing B at the endpoints
of the paths, along which we’ve computed parallel transport using A making
sure to keep the later s-valued terms on the right. The picture is to be in-
terpreted similarly to the one-dimensional case once we’ve integrated along
the t direction (vertical) to obtain AΣ.
Definition 3.3.98. The group element kA,BpΣq is called the surface transport
associated to the bigon Σ and the differential forms A and B.
kA,B only depends on the thin homotopy class of Σ and therefore factors
through a smooth map F2 : P
2X // H on thin homotopy classes of paths.
This map together with F1 define a strict smooth 2-functor F : P2pXq //BG
(Proposition 2.17. of [ScWa11]).
Remark 3.3.99. Historically, understanding the appropriate generalization
of the path-ordered integral to surfaces was a difficult task. It was not obvious
which formulas were correct or even what the criteria for correctness should
be. The language of functors allows one to make this precise. The criteria for
correctness is that surface holonomy should be expressed in terms of a trans-
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port 2-functor. Any formula that satisfies these functorial properties, has the
local constraint given by equation (3.3.94), and changes appropriately under
gauge transformations (which we have so far only discussed locally but will
discuss differentially soon), can be rightfully called surface transport. The
specific formula in equation (3.3.97) is only one such formula that works.
However, there could be many other, potentially simpler formulas, that also
describe 2-holonomy. In Section 3.4 for instance, we prove that for certain
structure 2-groups, the formula (3.3.97) agrees with one that is easily com-
putable in terms of homotopy classes of paths. A more direct derivation of
(3.3.97) from infinitesimal data was given in Theorem 2.3.79 in Section 2.3.2.
Local differential cocycles for transport 2-functors
By similar considerations to the previous sections, we can differentiate trans-
port functors and use their properties to obtain relations among all the dif-
ferential data. All the information in this section is discussed in more detail
in [ScWa13]. In particular, the functions, differential forms, and their rela-
tions are all derived. We merely reproduce the results here for use in later
calculations.
Definition 3.3.100. Let Z2XpGq8 be the category defined as follows. An
object of Z2XpGq8 is a pair pA,Bq of a 1-form A P Ω1pX;Gq and a 2-form
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B P Ω2pX;Hq satisfying
τpBq “ dA` 1
2
rA,As. (3.3.101)
A 1-morphism from pA,Bq to pA1, B1q is a pair ph, ϕq of a smooth map h :
X //G and a 1-form ϕ P Ω1pX;Hq satisfying
A1 ` τpϕq “ AdhpAq ´ h˚θ (3.3.102)
and
B1 ` αA1pϕq ` dϕ` 12rϕ, ϕs “ αgpBq. (3.3.103)
The composition is defined by
pA2, B2q ph1,ϕ1qÐÝÝÝpA1, B1q ph,ϕqÐÝÝpA,Bq :“ pA2, B2q ph
1h,αh1 pϕq`ϕ1qÐÝÝÝÝÝÝÝÝÝpA,Bq. (3.3.104)
A 2-morphism from ph, ϕq to ph1, ϕ1q, which are both 1-morphisms from
pA,Bq to pA1, B1q, is a smooth map f : X //H satisfying
h1 “ τpfqh (3.3.105)
and
ϕ1 ` pR´1f ˝ αf qpA1q “ Adf pϕq ´ f˚θ. (3.3.106)
The vertical composition is defined by
pA1, B1q pA,Bq
ph,ϕq
||
ph1,ϕ1qoo
f

ph2,ϕ2q
bb
f 1


:“ pA1, B1q pA,Bq
ph,ϕq
ww
ph2,ϕ2q
ff
f 1f

. (3.3.107)
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The horizontal composition is defined by
pA2, B2q pA1, B1q
ph1,ϕ1q
zz
ph11,ϕ11q
cc
f1

pA,Bq
ph2,ϕ2q
||
ph12,ϕ12q
cc
f2

:“ pA2, B2q pA,Bq
ph1h2,αh1 pϕ2q`ϕ1q
ww
ph11h12,αh11 pϕ
1
2q`ϕ11q
gg
f1αh1 pf2q

.
(3.3.108)
As in Section 3.2.6, these arguments define 2-functors
Z2XpGq8
PX //
Funct8pX,BGq
DX
oo , (3.3.109)
which turn out to be strict inverses of each other (Theorem 2.21 of [ScWa11]).
As before, this was for globally defined differential data corresponding
to globally trivial transport 2-functors. Transport 2-functors on M are not
necessarily of this type, but they are locally trivializable via some surjective
submersion pi : Y //M and a pi-local i-trivialization. By similar arguments
to the discussion in Section 3.2.6, we are led to the following, rather long and
complicated, definition.
Definition 3.3.110. Let pi : Y //M be a surjective submersion. Define the
2-category Z2pipGq8 of differential cocycles subordinate to pi as follows. An
object of Z2pipGq8 is a tuple ppA,Bq, pg, ϕq, ψ, fq, where pA,Bq is an object in
Z2Y pGq, pg, ϕq is a 1-morphism from pi1˚ pA,Bq to pi2˚ pA,Bq in Z2Y r2spGq, ψ is a
2-morphism from idpA,Bq to ∆˚pg, ϕq in Z2Y pGq, and f is a 2-morphism from
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pi2˚3pg, ϕq ˝ pi1˚2pg, ϕq to pi1˚3pg, ϕq. A 1-morphism from ppA,Bq, pg, ϕq, ψ, fq to
ppA1, B1q, pg1, ϕ1q, ψ1, f 1q is tuple pph, φq, q, where ph, φq is a 1-morphism from
pA,Bq to pA1, B1q in Z2Y pGq and  is a 2-morphism from pi2˚ ph, φq ˝ pg, ϕq to
pg1, ϕ1q ˝ pi1˚ ph, φq in Z2Y r2spGq. A 2-morphism from pph, φq, q to pph1, φ1q, 1q is
a 2-morphism E from ph, φq to ph1, φ1q in Z2Y pGq.
The above generalizations produce functors
Z2pipGq8
Ppi //
Dpi
oo Des
2
pipiq8 (3.3.111)
exhibiting an equivalence of 2-categories whenever i : BG // T is an equiv-
alence.
3.3.7 Direct limits
In this section, we get rid of the dependence on the surjective submersion
in the categories introduced in the prequel. Several of our 2-categories de-
pended on the choice of a surjective submersion. These 2-categories were
Triv2pipiq8,Des2pipiq8, and Z2pipGq8. One can take a limit over the collection
of surjective submersions in this case. This will be a slight generalization of
what was done in Section 3.2.7. However, there are subtle issues in terms of
defining the many compositions.
The general construction proceeds as follows. Let Spi be a family of 2-
categories parametrized by surjective submersions pi : Y //M and let F pζq :
SURFACE HOLONOMY AND MONOPOLES 253
Spi // Spi˝ζ be a family of 2-functors for every refinement ζ : Y 1 // Y of pi
satisfying the condition that for any iterated refinement ζ 1 : Y 2 // Y 1 and
ζ : Y 1 // Y of pi : Y //M then F pζ 1 ˝ ζq “ F pζ 1q ˝ F pζq. In this case, an
object of SM :“ limÝÑpi Spi is given by a pair ppi,Xq of a surjective submersion
pi : Y //M and an object X of Spi. A 1-morphism from ppi1, X1q to ppi2, X2q
consists of a common refinement
Z
Y1 Y2
M
ζ

y1

y2

pi1  pi2
(3.3.112)
together with a 1-morphism f : pF py1qqpX1q // pF py2qqpX2q in Sζ . It is
written as a pair pζ, fq. The composition
ppi3, X3q pζ23,gqÐÝÝÝÝ ppi2, X2q pζ12,fqÐÝÝÝÝ ppi1, X1q (3.3.113)
consists of the pullback refinement
Z13
Z12 Z23
Y1 Y2 Y3
M
ζ12

ζ23

   
pi1 $$
pi2
 pi3zz
pr12

pr23

(3.3.114)
along with the composition pF ppr23qqpgq ˝ pF ppr12qqpfq. A 2-morphism from
pζ, fq to pζ 1, f 1q consists of an equivalence class of pairs pω, αq, where ω is a
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common refinement of ζ and ζ 1 as in the following diagram
Z Z 1
W
Y1 Y2
M
ζ

ζ1



y1

y2
&&
y11
xx
y12

z

z1

pi1 $$ pi2zz
ω

(3.3.115)
and α is a 2-morphism α : F pzqpfq ñ F pz1qpf 1q. Two such pairs pω1, α1q and
pω2, α2q are equivalent if they agree on the pullback.
After getting rid of the specific choices of the surjective submersions, we
can take the limits of all the categories we have introduced. We make the
following notation, slightly differing from that of [ScWa13]:
Triv2Mpiq8 :“ limÝÑ
pi
Triv2pipiq8 (3.3.116)
Des2Mpiq8 :“ limÝÑ
pi
Des2pipiq8 (3.3.117)
Z2pM ;Gq8 :“ limÝÑ
pi
Z2pipGq8. (3.3.118)
Then from our previous discussions, we collect the functors we have intro-
duced relating all these categories to Trans2BGpM,T q after taking such limits
over surjective submersions:
Z2pM ;Gq8 P // Des2Mpiq8
D
oo
Rec2 //
Triv2Mpiq8
Ex2
oo
v //
Trans2BGpM,T q
c
oo
(3.3.119)
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Under the conditions that i : BG // T is an equivalence of categories, all of
the above 2-functors are equivalence pairs. Without the smoothness assump-
tions, a simpler version of some of these equivalences is proven in Proposition
4.2.1. and Theorem 4.2.2. of [ScWa] while the equivalences in (3.3.119) are
proven in Theorem 3.2.2., Lemma 3.2.3., and Lemma 3.2.4. of [ScWa13].
Completely analogous versions of comments regarding the assumptions on i
made before (3.2.83) apply here as well.
3.3.8 Surface transport, 2-holonomy, and gauge invari-
ance
In Section 3.2.8, we described a procedure that began with a transport func-
tor and produced a group-valued parallel transport operator for thin loops
with markings. We discovered that the value of holonomy changed by con-
jugation depending on the markings for the loops, the choice of a local triv-
ialization procedure, and by using an isomorphic transport functor. In this
section, we will analyze holonomy along surfaces in an analogous manner.
The main difference is that bigons have source and target paths so that a
closed surface has a marking of one lower dimension, and is therefore not
in general just a point as it was for loops. For the examples we give later
in this chapter, we specialize to spheres with a point marking. Such a sur-
face is depicted as a bigon from the constant loop at a point x to itself (see
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Figure 3.16 below and [ChTs93]). However, a sphere can be more generally
x
Figure 3.16: A based sphere viewed as a bigon Σ : idx ñ idx.
described as a bigon from a loop to itself, so we analyze parallel transport
for such bigons to cover these extra cases. This analysis is completely inde-
pendent of what types of Lie 2-groups BG we use. For simplicity, we assume
that i : BG // T is a full and faithful 2-functor. This will differ from the
presentation in Section 5 of [ScWa13], where surface holonomy was defined
using the reduced 2-group. We will not be making this restriction.
Definition 3.3.120. A 2-group-valued transport extraction is a composition
of functors (starting at the left and moving clockwise)
Trans2BGpM,T q
Triv2piq8
Des2piq8
Triv2piq8
c 44 Ex2

Rec2ttv
ZZ
. (3.3.121)
We write the composition (3.3.121) as t . By the reconstruction proce-
dure of Section 3.3.5, t assigns G-valued elements to thin paths for every
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transport functor F as well as H-valued elements to thin bigons (more on
this below). Technically, thin bigons will be assigned elements in H ¸ G
but as is discussed in Section 3.3.1, particularly after the proof of Theorem
3.3.4, such elements are completely determined by their source, an element
of G, and their projection in H. t will also assign G-valued and H-valued
gauge transformations for every 1-morphism η : F // F 1 of transport func-
tors. In addition, t will assign H-valued 2-gauge transformations for every
2-morphism A : η ñ η1. A pseudo-natural equivalence r : id ñ t describes
how to relate the transport functor to the locally trivialized one. Although
modifications of pseudo-natural transformations are allowed, we will not an-
alyze them here. Such modifications are to be interpreted as relating the two
different ways of choosing the pseudo-natural transformations that relate the
transport functor to the locally trivialized one.
Just as before, we briefly review what the composition of 2-functors defin-
ing t are. For a transport 2-functor F, we choose a local trivialization cpF q “
ppi, F, triv, tq. Then we extract the local descent object Ex2ppi, F, triv, tq “
ppi, triv, g, ψ, fq. Then, we reconstruct a transport 2-functor Rec2ppi, triv, g, ψ, fq
and then forget the trivialization data keeping just the 2-functor
vpRec2ppi, triv, g, ψ, fqq. (3.3.122)
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The resulting transport 2-functor, written as tF , is defined by (see Section
3.3.5)
P2pMq tFÝÑ T
M Q x ÞÑ ip‚q “: trivipspipxqq,
P 1M Q γ ÞÑ REx2pcpF qqpspipγqq, and
P 2M Q Σ ÞÑ REx2pcpF qqpspipΣqq.
(3.3.123)
Points in M get sent to ip‚q by construction. Because i is full and faithful,
the 1-morphisms REx2pcpF qqpspipγqq : ip‚q //ip‚q determine unique elements of
G. Similarly, the 2-morphisms REx2pcpF qqpspipΣqq determine unique elements
in H.
The interested reader can explicitly define the compositor and the unitor
for the 2-functor tF . We will not need the precise details for our analysis
when studying surface holonomy. All we need to know is that the 2-functors
defining t are (weakly) invertible.
We would like to restrict surface holonomy to thin homotopy classes of
marked spheres for the purpose of this paper (in general, one would like to
restrict to the more general space of thin homotopy classes of marked closed
surfaces) and eventually thin free spheres. First we make a definition of the
thin marked sphere space, which should be thought of as analogous to the
thin marked loop space.
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Definition 3.3.124. The marked sphere space of M is the set
SM :“ tΣ P BM | spΣq “ tpΣq and spspΣqq “ tptpΣqqu (3.3.125)
equipped with the subspace smooth structure. Elements of SM are called
marked spheres. Similarly, the thin marked sphere space of M is the smooth
space
S2M “ tΣ P P 2M | spΣq “ tpΣq and spspΣqq “ tptpΣqqu. (3.3.126)
Elements of S2M are called thin marked spheres.
Remark 3.3.127. Note that elements of S2M need not look like embedded
spheres in M. Indeed, they might look like pinched croissants as Figure 3.17
indicates (or worse). This won’t matter in any of our calculations or proofs.
Figure 3.17: A pinched croissant is an example of a thin marked sphere.
Definition 3.3.128. The t -2-holonomy of F , written as holFt , is defined
as the projection to H of the restriction of parallel transport of a transport
2-functor F to the thin marked sphere space of M :
holFt :“ pH ˝ tF
ˇˇˇ
S2M
: S2M //H. (3.3.129)
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Remark 3.3.130. Note that holFt is the same notation used for thin loops
with values in G. This should cause no confusion because thin loops are
always written using lower case Greek letters such as γ, δ, etc. while thin
spheres are written using upper case Greek letters such as Σ,Γ, etc.
We now pose three questions analogous to those for 1-holonomy.
i) How does holFt depend on the choice of a thin marked sphere? Namely,
suppose that two thin marked spheres Σ and Σ1, with possibly differ-
ent markings, are thinly homotopic without preserving the marking (see
Definition 3.3.131). Then, how is holFt pΣq related to holFt pΣ1q?
ii) How does holFt depend on F? Namely, suppose that η : F // F 1 is a
morphism of transport functors. How is holFt related to holF
1
t in terms
of η?
iii) How does holFt depend on t , the choice of trivialization? Namely, sup-
pose that t 1 is another trivialization. Then how is holFt related to
holFt 1?
Due to the fact that we are restricting ourselves to marked spheres instead
of arbitrary surfaces, the answer will be closely related to the 1-holonomy case
and will be given by a generalized version of conjugation. As before, we need
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to define what we mean by thin free sphere space and then we will proceed
to answer the above questions. Denote the smooth space of spheres in M by
SM “ tΣ : S2 //M | Σ is smoothu.
Definition 3.3.131. Two smooth spheres Σ and Σ1 inM are thinly homotopic
if there exists a smooth map h : S2 ˆ r0, 1s //M such that
i) there exists an  ą 0 with hpt, sq “ Σptq for s ď  and hpt, sq “ Σ1ptq for
s ě  and for all t P S2 and
ii) the smooth map h has rank ď 2.
The space of equivalences classes is denoted by S2M and is called the thin
free sphere space of M . Elements of S2M are called thin spheres.
Definition 3.3.132. Define a function f : SM //SM by sending a marked
sphere Σ : r0, 1sˆr0, 1s //M to the associated smooth map fpΣq : S2 //M
obtained from identifying the top and bottom of the second interval and then
pinching the two ends (see Figure 3.18). f is called the forgetful map.
Lemma 3.3.133. There exists a unique map f 2 : S2M // S2M such that
the diagram
SM S2M
SM S2M
//
f

//
f2

(3.3.134)
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y x
γ
γ
Σ
ù
y x
γ
ù
y x
γ
fpΣq
Figure 3.18: The definition of f : SM Ñ SM. This definition makes sense
even when y ‰ x. y “ x is a special case.
commutes (the horizontal arrows are the projections onto thin homotopy
classes).
Proof. The proof is analogous to the case of loops. One chooses a represen-
tative, applies f, and then projects. The map is well-defined by the thin
homotopy equivalence relation on S2M. 
Note that there is also a function ev1 : S
2M //L1M given by evaluating
a thin marked sphere at its source/target. This function forgets the sphere
and remembers only the source thin marked loop.
Definition 3.3.135. A marking of thin spheres is a section m : S2M //S2M
of f 2 : S2M // S2M.
Lemma 3.3.136. A marking of thin spheres exists.
Proof. Let rΣs P S2M be a thin sphere and choose representative Σ :
S2 //M in SM. Pick a point ‚ on the equator viewed as a loop ` : ‚ //‚. The
image of ` under Σ defines a loop, γ : x // x, where x :“ Σp‚q. There exists
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a thin homotopy h : S2ˆr0, 1s //M from Σ to a smooth map Σ` : S2 //M
such that the family of loops in Figure 3.19 on the domain of Σ` define a
marked sphere Σ˜ : γ ñ γ. Projecting to thin marked spheres defines mprΣsq.
To see that this is well-defined, let Σ1 P SM be another representative. Then
there exists a thin unmarked homotopy h˜ : Σ1 ñ Σ. Composing this with the
thin homotopy h gives h ˝ h˜ : Σ1 ñ Σ`. By the thin homotopy equivalence
relation on S2M, this defines a section of f 2. 
`
Figure 3.19: By a thin homotopy, the region around the equator is made to
sit at the loop ` around the equator so that the nearby loops drawn in the
shaded region agree with `. The family of all these loops define a marking.
We now proceed to answering the above questions in order.
i) Let m,m1 : S2M // S2M be two markings for thin spheres in M. Let
rΣs P S2M be a thin sphere and let Σ : γ ñ γ with γ : x // x be
a representative of mprΣsq and Σ1 : γ1 ñ γ1 with γ1 : x1 // x1 be a
representative of m1prΣsq. Note that these representatives need not have
associated marked loops that lie on some common image. Figure 3.20
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depicts such a possible situation.
x
x1
γ1
γ Σ Σ1
Figure 3.20: Two different representatives Σ (the ‘inner’ sphere in green
extending left) and Σ1 (the ‘outer’ sphere in purple extending right) of two
markings of a thin sphere are shown. The extensions do not enclose any
volume so that both spheres are thinly homotopic. Their respective sources
are γ : x Ñ x and γ1 : x1 Ñ x1, neither of which lie on the other’s image.
Compare this to Figure 3.23 where the two marked loops do lie on a common
sphere.
As in the case of loops, we can use thin homotopy to draw both marked
loops on the same sphere (a more precise statement will be given shortly).
First notice that there is a thin homotopy h : S2 ˆ r0, 1s //M with
hp ¨ , sq “ Σ for s ď  and hp ¨ , sq “ Σ1 for s ě 1 ´  for some
 ą 0. Such a homotopy allows us to choose a sphere Σ˜ P SM, a path
γx1x : x // x
1, and three bigons Σγx : idx ñ γ, Σx1γ1 : γ1 ñ idx1 , and
∆ : γx1x ˝γ ˝γx1x with the following properties. First Σ˜ can be expressed
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as either of the compositions
f
¨˚
˝ Σγ1x1˝idγx1x ˝ Σγx ˝ idγx1x˝
∆
‹˛‚ or f
¨˚
˝ idγx1x ˝∆ ˝ idγx1x˝idγx1x ˝ Σγ1x1 ˝ idγx1x˝
Σγx
‹˛‚
(3.3.137)
(in either order vertically). Second, the composition of bigons
idγx1x ˝∆ ˝ idγx1x˝
idγx1x ˝ Σγ1x1 ˝ idγx1x˝
Σγx
(3.3.138)
is thinly homotopic to Σ preserving the marked loop γ : x // x. Third,
the composition of bigons
Σγ1x1˝
idγx1x ˝ Σγx ˝ idγx1x˝
∆
(3.3.139)
is thinly homotopic to Σ1 preserving the marked loop γ1 : x1 // x1. This
is depicted in Figures 3.21 and 3.22.
These last two equations let us write the bigon Σ in terms of Σ1 and vice
versa. In fact, we have
Σ1 “
∆
˝
idγx1x ˝ Σ ˝ idγx1x˝
∆
(3.3.140)
up to thin homotopy preserving the marked loop γ1 : x1 // x1. There is
also a similar expression for Σ preserving the marked loop γ : x // x.
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x
x1
γΣ Σ1
γ1
Σ˜
γx1x
Figure 3.21: The domain of the homotopy h : S2 ˆ r0, 1s ÑM is drawn as a
solid ball with a smaller solid ball removed from the center. It depicts Σ as
the inner sphere and Σ1 as the outer sphere. The marked loop γ : x Ñ x of
Σ is drawn on the northern hemisphere while the marked loop γ1 : x1 Ñ x1 of
Σ1 is drawn on the southern hemisphere (by a thin homotopy, one can always
position the marked loops in this way). The homotopy h allows us to choose
a sphere Σ˜, drawn somewhat in the middle (in orange), that contains both
based loops γ and γ1 and is thinly homotopic to both Σ and Σ1. As a result,
there exists a path γx1x : x Ñ x1 on Σ˜. We continue this analysis in Figure
3.22.
The above argument says that given two marked spheres, with possibly
different markings, that are thinly homotopic without preserving the
markings, one can always choose a representative of such a thin sphere
in M with two marked loops so that the associated two marked spheres
(coming from starting at either marking) are thinly homotopic to the
original two with a thin homotopy that preserves the marking. More
precisely, we proved the following.
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γx
Σγx
γ
x
γ1
x1
γx1x ∆
γ1
x1
Σx1γ1
Figure 3.22: From the sphere Σ˜ in Figure 3.21, the top cap defines a bigon
Σγx : idx ñ γ, drawn on the left in this figure. The path γx1x : x Ñ x1 in
Figure 3.21 defines a bigon ∆ : γx1x ˝ γ ˝ γx1x ñ γ1 drawn in the middle of
this figure. The bottom cap defines a bigon Σx1γ1 : γ
1 ñ idx1 drawn on the
right.
Lemma 3.3.141. Let m,m1 : S2M //S2M be two markings. Let rΣs P
S2M be a thin sphere in M and write rγs : x // x for ev1pmprΣsqq and
rγ1s : x1 //x1 for ev1pm1prΣsqq. Then, there exists representatives γ and γ1
of rγs and rγ1s, respectively, a path γx1x : x //x1 with sitting instants and
three bigons Σγx : idx ñ γ, Σx1γ1 : γ1 ñ idx1 , and ∆ : γx1x ˝ γ ˝ γx1x ñ γ1,
such that the following three properties hold (see Figure 3.23).
i) The vertical composition of Σγ1x1 , idγx1x ˝ Σγx ˝ idγx1x , and ∆ in the
order given (or a cyclic permutation of this order) and forgetting
the marking is a representative of rΣs.
ii)
¨˝
idγ
x1x˝∆˝idγx1x˝
idγ
x1x˝Σγ1x1˝idγx1x˝
Σγx
‚˛ is a representative of mprΣsq as a bigon.
iii)
˜ Σγ1x1
˝
idγ
x1x˝Σγx˝idγx1x˝
∆
¸
is a representative of m1prΣsq as a bigon.
Therefore, without loss of generality, we can choose a single representa-
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γx
Σ
γ
x
γ1
x1
γx1x
γ
γ1
x1 ∆
Figure 3.23: For every thin sphere and two markings, there exists a repre-
sentative with a decomposition as in Lemma 3.3.141. On the left is a bigon
Σ : γ ñ γ with γ : x Ñ x. The shaded region depicts the surface swept out
between s “ 0 and some small s. In the middle is another bigon Σ1 : γ1 ñ γ1
with γ1 : x1 Ñ x1 and a path γx1x : x Ñ x1 with sitting instants. On the
right is a bigon ∆ : γx1x ˝ γ ˝ γx1x ñ γ1 relating the two marked loops as in
(3.3.143).
tive Σ˜ of a thin free sphere rΣs with a decomposition as in the Lemma.
We use Σ to denote the bigon in ii) of Lemma 3.3.141 and Σ1 to denote
the bigon in iii). The two are related by
x1 x1
γ1
||
γ1
bb Σ
1

“ x1 x1x x
γ
||
γ
bb Σ

γ1

γ1
__
γx1xooγx1xoo
∆
∆
(3.3.142)
i.e.
Σy “
∆
˝
idγx1x ˝ Σ ˝ idγx1x˝
∆
. (3.3.143)
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By functoriality of the transport 2-functor tF , we have
holFt pΣ1q “ pH ptF pΣ1qq
“ pH
¨˝ tF p∆q
C´1
idtF pγyxqtF pΣxqidtF pγyxq
CtF p∆q
‚˛, (3.3.144)
where C : tF pγx1xqtF pγxqtF pγx1xq ñ tF pγx1x ˝ γx ˝ γx1xq is a combination
of compositors and associators. Writing out this composition in the
2-group BG gives
pppHptF p∆qqq´1, tF pγ1qq
ppHpCq´1, tF pγx1x ˝ γ ˝ γx1xqq
pe, tF pγx1xqq `holFt pΣq, tF pγqqpe, tF pγx1xq˘
ppHpCq, tF pγx1xqtF pγqtF pγx1xqq
ppHptF p∆qq, tF pγx1x ˝ γ ˝ γx1xqq
. (3.3.145)
Multiplying these results out using the rules of 2-group multiplication
(see equations (3.3.6) and (3.3.7)) and taking the H component gives
holFt pΣ1q “ pHptF p∆qqpHpCqαtF pγx1xq `holFt pΣq˘ pHpCq´1 ppH ptF p∆qqq´1
“ ατppHptF p∆qqpHpCqqtF pγx1xq
`
holFt pΣq
˘
.
(3.3.146)
This result says that the 2-holonomy changes by α-conjugation under a
change of marking for a thin sphere.
ii) Now suppose that η : F // F 1 is a 1-morphism of transport 2-functors.
Then, for every thin path γ : x //y we have a 2-isomorphism (remember
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that tF 1pxq “ ip‚q and tF pxq “ ip‚q for all x PM)
ip‚qip‚q
ip‚q ip‚qtηpxqoo
tF 1 pγq

tF pγq

tηpyq
oo
tηpγq
_g
(3.3.147)
satisfying the condition that for any thin bigon Σ : γ ñ δ, with δ : x //y
another path, the diagram
ip‚qip‚q
ip‚q ip‚qtηpxqoo
tF 1 pγq

tF 1 pδq

tF pγq

tF pδq

tηpyq
oo
tηpγq
fn
tF pΣqkstF 1 pΣqks (3.3.148)
commutes. In this diagram, the tηpδq in the back is not shown. This
diagram commuting means that
tηpγq˝tF 1pΣqidtηpxq “
idtηpyqtF pΣq˝tηpδq (3.3.149)
and writing this out using group elements gives
ppHptηpγqq, tηpyqtF pγqq
ppHptF 1pΣqq, tF 1pγqqpe, tηpxqq “
pe, tηpyqqppHptF pΣqq, tF pγqq
ppHptηpδqq, tηpyqtF pδqq ,
(3.3.150)
which after evaluating both sides and projecting to H yields
pHptF 1pΣqqpHptηpγqq “ pHptηpδqqαtηpyq ppHptF pΣqqq . (3.3.151)
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Solving for pHptF 1pΣqq gives
pHptF 1pΣqq “ pHptηpδqqαtηpyq ppHptF pΣqqq pHptηpγqq´1. (3.3.152)
Now, after specializing to the case where the source and targets of Σ
are all the same, i.e. y “ x and δ “ γ, so that we are comparing this
transport along thin marked spheres, this reduces to
holF
1
t pΣq “ pHptηpγqqαtηpxq `holFt pΣq˘ pHptηpγqq´1
“ ατppHptηpγqqqtηpxq
`
holFt pΣq
˘
.
(3.3.153)
This says that holFt when restricted to thin marked spheres changes
under α-conjugation when the functor F is changed to a gauge equivalent
one F 1.
iii) Suppose that another 2-group transport extraction procedure t 1 was
chosen. Any two such procedures are pseudo-naturally equivalent, i.e.
if t 1 was another such choice, then there exists a weakly invertible
pseudonatural transformation s : t 1 ñ t . This follows from the fact
that each 2-functor in the composition of 2-functors that define t is an
equivalence of 2-categories and weak inverses are unique up to pseudo-
natural equivalences. Therefore, for every transport 2-functor F we have
a 1-morphism of transport functors sF : tF 1 //tF .Of course, we also have
a map assigning to every 1-morphism of transport functors η : F // F 1
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a 2-morphism sη : sF ñ sF 1 satisfying naturality, but we will not need
this fact for the following observation because we are dealing with strict
Lie 2-groups. The 1-morphism of transport functors sF assigns to every
point x P M a morphism sF pxq : tF 1pxq // tF pxq and to every path
γ : x // y a 2-isomorphism
ip‚qip‚q
ip‚q ip‚qsF pxqoo
tF pγq

tF 1pγq

sF pyq
oo
sF pγq
_g
(3.3.154)
satisfying the condition that for a thin bigon Σ : γ // δ between two
thin paths γ, δ : x // y the diagram
ip‚qip‚q
ip‚q ip‚qsF pxqoo
tF pγq

tF pδq

tF 1pγq

tF 1pδq

sF pyq
oo
sF pγq
fn
tF 1pΣqkstF pΣqks (3.3.155)
commutes. This result is very similar to the previous one and is given
by
holFt 1pΣq “ ατppHpsF pγqqqsF pxq
`
holFt pΣq
˘
, (3.3.156)
which is again just α-conjugation.
In conclusion, when restricted to a sphere, 2-holonomy changes under
α-conjugation in each of the three situations described above. This should
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therefore also be called gauge covariance as in the case for loops. This moti-
vates the following definition.
Definition 3.3.157. Let pH,G, τ, αq be a crossed module. The α-conjugacy
classes in H, denoted by H{α, is defined to be the quotient of H under the
equivalence relation
h „ h1 ðñ there exists a g P G such that h “ αgph1q. (3.3.158)
Denote the quotient map by q : H //H{α.
As before, we have a similar theorem for gauge-invariance of 2-holonomy.
Theorem 3.3.159. Let M be a smooth manifold, BG a Lie 2-group, T a
2-category, and suppose that i : BG //T is a full and faithful 2-functor. Let
F be a transport 2-functor and t a 2-group-valued transport extraction. Let
S2M,S2M,m, holFt and q be defined as above. Then the composition
H{α qÐÝ H hol
FtÐÝÝ S2M mÐÝ S2M (3.3.160)
is
i) independent of m,
ii) independent of the equivalence class of F,
iii) and independent of the equivalence class of t .
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This theorem lets us make the following definition.
Definition 3.3.161. Let rF s be an equivalence class of transport 2-functors.
The gauge invariant 2-holonomy of rF s is defined to be the smooth map in
the previous theorem, namely
holrF s :“ q ˝ holFt ˝m : S2M //H{α (3.3.162)
where F is a representative of rF s, t is a group-valued transport extrac-
tion, and m : S2M // S2M is a marking for thin spheres in M. Let
Σ P S2M. If holrF spΣq is such that q´1pholrF spΣqq is a single element, we
will say that holrF spΣq is gauge invariant and abusively write holrF spΣq in-
stead of q´1pholrF spΣqq.
Remark 3.3.163. A result analogous to Theorem 3.3.159 was obtained in
the context of a cubical category approach to 2-bundles in [MaPi11].
We now compare this result to that in [ScWa13], where the reduced group
associated to a 2-group was introduced in order to obtain a well-defined 2-
holonomy independent of the marking as well as the representative of the
transport functor used.
Definition 3.3.164. Let BG be a 2-group with associated crossed module
pH,G, τ, αq. The reduced group of BG is Gred :“ H{rG,Hs, where rG,Hs “
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xh´1αgphq | g P G, h P Hy, i.e. the subgroup of H generated by elements of
the form h´1αgphq.
The analogue of the reduced 2-group in the case of ordinary holonomy
for principal G bundles with connection is G{rG,Gs, the abelianization of
G. Recall, rG,Gs “ xgg1g´1g1´1 | g, g1 P Gy is a normal subgroup, called the
commutator subgroup, of G so the quotient is an abelian group, in fact in a
universal sense.
Lemma 3.3.165. Let G be a group, rG,Gs its commutator subgroup, and
G{InnpGq conjugacy classes in G. The map G{InnpGq //G{rG,Gs given by
taking a conjugacy class rgs, choosing a representative, and projecting to the
quotient G{rG,Gs, is
i) well-defined,
ii) surjective,
iii) and need not be injective in general.
Proof.
i) The map G{InnpGq //G{rG,Gs is well-defined because if g1 was another
representative of rgs, then there would be a g˜ P G such that g˜gg˜´1 “ g1,
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and under the quotient map, the difference between g and g1 is g1g´1 “
g˜gg˜´1g´1 P rG,Gs.
ii) Since G //G{rG,Gs is surjective, and the map G{InnpGq //G{rG,Gs
defined by choosing a representative is well-defined, the map
G{InnpGq //G{rG,Gs (3.3.166)
is surjective.
iii) To see why the map G{InnpGq //G{rG,Gs is, in general, not injective,
consider the following example [DuFo04]. Let Sn be the symmetric group
on n letters, i.e. it is the permutation group of n elements. Let An be
the alternating group on n letters. This group is defined as the kernel
of the homomorphism Sn // t´1, 1u given by taking the sign of the
permutation. It turns out this kernel is also the commutator subgroup
of Sn. Furthermore, its index is rSn{rSn, Snss “ rSn{Ans ” rSn : Ans “ 2.
On the other hand, let us compute the conjugacy classes of Sn for some
small n. The simplest case actually suffices, although we’ll quote some
results for higher n to indicate that the difference between conjugacy
classes and abelianization gets bigger. For n “ 3, the set of conjugacy
classes in S3 is given by the following elements. The identity element,
written as p q, is in its own class. The elements p1, 2q, p1, 3q, and p2, 3q
SURFACE HOLONOMY AND MONOPOLES 277
are in their own class. Finally, the elements p1, 2, 3q and p1, 3, 2q are in
their own class. Therefore, the set of conjugacy classes for S3 is given
by a 3-element set whereas the abelianization is a 2-element group. For
S4, the set of conjugacy classes is a set of 5 elements. For S5, the set of
conjugacy classes is a set of 7 elements. The abelianization, however, is
always of order 2.

Therefore, conjugacy classes contain at least as much information about
ordinary holonomy as do elements of the abelianization, and they are exactly
the elements needed to define holonomy in a gauge invariant way due to
Theorem 3.2.117.
In a similar way, the reduced group Gred of a 2-group BG is analogous to
the abelianization and does not contain the full information of 2-holonomy
in general. One needs an analogue of conjugacy classes for 2-holonomy. The
candidate, for spheres at least, is α-conjugacy classes, H{α. In fact, we have
a similar fact concerning α-conjugacy classes and the reduced group.
Lemma 3.3.167. Let pH,G, τ, αq be a crossed module, BG the associated 2-
group, Gred :“ H{rG,Hs the reduced group of BG, and H{α the α-conjugacy
classes in H. The map H{α // Gred given by taking a conjugacy class rhs,
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choosing a representative, and projecting to the quotient H{rG,Hs, is
i) well-defined,
ii) surjective,
iii) and need not be injective in general.
Proof.
i) Let h and h1 be two representatives. Then there exists a g P G such that
αgphq “ h1 and so the difference between h and h1 is h´1h1 “ h´1αgphq P
rG,Hs.
ii) Since H // H{rG,Hs is surjective, and the map H{α // Gred defined
by choosing a representative is well-defined, the map H{α // Gred is
surjective.
iii) To see why the map H{α //Gred is, in general, not injective, consider
the special case where H “ G, τ “ id, and α is the ordinary conjugation.
Then this case reduces to the previous case of Lemma 3.3.165.
Although the previous example suffices to show why α-conjugacy classes
H{α contain more information than the reduced group in general, holon-
omy along spheres takes values in ker τ ď H by the source-target match-
ing condition. Therefore, it is also important to find an example of a
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crossed module pH,G, τ, αq such that ker τ “ H and the mapH{α //Gred
is not injective.
Take H :“ Zp, the (additive) cyclic group of order p, where p ě 3 is
prime. Set G :“ AutpZpq, the automorphism group of Zp. Let τ be the
trivial map and α :“ id be the identity map. pZp,AutpZpq, τ, αq defines
a crossed module.
Every element of AutpZpq is of the form σk with k P t1, 2, . . . , p´1u and is
determined by where it sends the generator: σkp1 mod pq :“ k mod p.
For this proof, denote the α-conjugacy class of an element m P Zp by rms.
For all k, σkp0 mod pq “ 0 mod p so that 0 mod p is fixed under the α
action. However, since σkp1q “ k mod p, the set of α-conjugacy classes
of pZp,AutpZpq, τ, αq is Zp{α “ tr0s, r1su, which is just a 2-element set.
However, the reduced group is trivial. To see this, consider generators
of rAutpZpq,Zps, which are of the form pσkpmq ´mq mod p with k P
t1, 2, . . . , p ´ 1u and m P t0, 1, 2, . . . , p ´ 1u. Set m “ 1 and k “ 2.
Then pσkpmq ´mq mod p “ 1 mod p. Therefore, the generator of Zp
is in the subgroup rAutpZpq,Zps which means rAutpZpq,Zps “ Zp. Thus
Zp{rAutpZpq,Zps “ Zp{Zp – teu.

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In this case, one can make sense of gauge-invariant quantities coming from
2-holonomy without passing to the reduced group as is done in [ScWa13]. In
the case of the examples considered in Section 3.5, one even gets a fixed
point under the α action, in which case one does not need to pass to the
α-conjugacy classes.
Definition 3.3.168. Let pH,G, τ, αq be a crossed module. Denote the fixed
points of H under the α action by
Invpαq :“ th P H | αgphq “ h for all g P Gu. (3.3.169)
Lemma 3.3.170. In the notation of Definition 3.3.168, Invpαq is a central
subgroup of H.
Proof. Let h, h1 P Invpαq. Then
αgphh1q “ αgphqαgph1q “ hh1 (3.3.171)
for all g P G. Thus, Invpαq is closed. αgpeq “ e for all g P G says e P Invpαq.
Let h P Invpαq, then αgph´1q “ pαgphqq´1 “ h´1 showing that h´1 P Invpαq.
Finally, Invpαq is central because
hkh´1 “ ατphqpkq “ k (3.3.172)
for all h P H and k P Invpαq. 
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This will have physical relevance when discussing monopoles, which, as
we will show, take values in Invpαq.
3.4 The path-curvature 2-functor associated
to a transport functor
In this section, given a principal G-bundle with connection and a choice of a
subgroup of pi1pGq, we construct a principal 2-bundle with connection whose
structure 2-group is a covering 2-group obtained from G and the subgroup of
pi1pGq. This assignment is functorial. We describe it on all levels introduced
in the review, namely as a globally defined transport functor, in terms of
descent data, and via differential cocycle data. These constructions respect
all of the functors relating these different levels.
3.4.1 The path-curvature 2-functor
The transport 2-functor defined later in this section is motivated by the study
of magnetic monopoles in gauge theories as described in [ChTs93]. Some of
the earlier accounts of similar descriptions can be found in the work of Wu and
Yang in [WuYa75] under the name ‘total circuit’ and also in the work of God-
dard, Nuyts, and Olive in [GoNuOl77]. Of course, several others worked on
understanding the “topological quantum number” due to a magnetic charge
in terms of just the magnetic charge alone, but the three references men-
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tioned are the ones that have influenced us. We argue in Section 3.5 that in
the case where the base space is a 3-manifold, this transport 2-functor has
2-holonomy along a sphere which is given by the magnetic flux through that
sphere. Therefore, we give a mathematically rigorous description of non-
abelian flux for magnetic monopoles in a non-abelian gauge theory. A more
detailed description of the physics will be given in that section, but first we
explain the mathematical structure.
The starting data consist of (i) a principal G-bundle, where G is a con-
nected Lie group, with connection over a smooth manifold M, and (ii) a
subgroup N of pi1pGq. By the main theorem of [ScWa09], the first part of
the data corresponds to a transport functor tra : P1pMq //G-Tor with BG
structure. From this data, we will construct a transport 2-functor which we
call the path-curvature 2-functor. We will discuss two interesting cases for the
choice of N although other choices are important for applications in physics
so we keep this generality for future applications. When N “ pi1pGq, the
path-curvature 2-functor coincides with the curvature 2-functor of Schreiber
and Waldorf [ScWa13]. The choice N “ t1u, the trivial group, will be more
appropriate in the context of gauge theory and computing invariants. This
is the case we focus on for all our computations in Section 3.5.
To set up this example, we introduce the following Lie 2-group associated
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to any connected Lie group G. Let G˜ be the universal over of G (we will
describe what happens for arbitrary covers later) and denote the covering
map by τ : G˜ // G. An explicit construction of G˜ in terms of homotopy
classes of paths will be useful for our purposes
G˜ :“ th : r0, 1s //G | hp0q “ e and h is continuousu{„ (3.4.1)
where h „ h1 if hp1q “ h1p1q and there exists a homotopy h ñ h1 relative
the endpoints. G˜ naturally acquires a topology as the quotient space of a
subspace of paths. Denote the equivalence class representing a path with
square brackets as in rhs or rt ÞÑ hptqs, where it is understood that t takes
values in r0, 1s. The multiplication in G˜ is defined by choosing representatives
and multiplying them pointwise (later we will show that this multiplication
can be described in another way that is sometimes more convenient for our
examples). Let α : G //AutpG˜q be the conjugation map αgprhsq :“ rghg´1s,
meaning
αgprhsq :“ rt ÞÑ ghptqg´1s, (3.4.2)
where the concatenation means multiplication in G. Define τ : G˜ //G to be
evaluation at the endpoint,
τprhsq :“ hp1q. (3.4.3)
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Proposition 3.4.4. pG˜, G, τ, αq defined in the previous paragraph is a Lie
crossed module.
Proof. It is useful to recall the definition of a crossed module (Definition
3.3.1) at this point. Since the equivalence relation involves homotopy relative
endpoints, τ is well-defined. α is well-defined because h „ h1 implies ghg´1 „
gh1g´1. The topological space G˜ has a unique smooth structure making the
map τ a homomorphism and a smooth covering map, i.e. a smooth surjective
submersion with the property that for every g P G, there exists an open
neighborhood U containing g such that each component of τ´1pUq maps to
U diffeomorphically. This follows from some basic differential topology (see
for example Theorem 2.13 of [Le03]). Conjugation in G is a smooth map,
and because α is well-defined, α is therefore smooth. The only things left to
check are the crossed module identities. First, let rhs, rh1s P G˜ and let h and
h1 be representatives of rhs and rh1s respectively. Then the map
r0, 1s ˆ r0, 1s Q ps, tq ÞÑ h
´
p1´ sq ` st
¯
h1ptqh
´
p1´ sq ` st
¯´1
(3.4.5)
is a homotopy (relative endpoints) from the path t ÞÑ hp1qh1ptqhp1q´1 (when
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s “ 0) to the path t ÞÑ hptqh1ptqhptq´1 (when s “ 1). Therefore,
ατprhsqprh1sq “ rt ÞÑ hp1qh1ptqhp1q´1s
“ rt ÞÑ hptqh1ptqhptq´1s
“ rhsrh1srh´1s,
(3.4.6)
which is the first identity (3.3.2). For the second identity, let g P G and
rhs P G˜ with a representative h. Then
τpαgprhsqq “ τ rt ÞÑ ghptqg´1s “ ghp1qg´1 “ gτprhsqg´1, (3.4.7)
which proves the other identity (3.3.3). 
Definition 3.4.8. The Lie crossed module pG˜, G, τ, αq defined above is called
the universal cover crossed module associated to a Lie group G. The asso-
ciated Lie 2-group, denoted by Gt1u, is called the universal cover 2-group
associated to the Lie group G.
In fact, the only way to give a smooth covering map a Lie crossed module
structure is the way we have done so above. This follows from the following
fact.
Lemma 3.4.9. Let pH,G, τ, αq be a crossed module (not necessarily Lie)
with τ : H // G a surjective homomorphism. Then α is conjugation in H
by a choice of lift, namely
αgph1q “ hh1h´1, for all g P G, h1 P H (3.4.10)
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for some h with τphq “ g.
Proof. First we prove that conjugating by a lift is well-defined. Let h˜ P H
be another lift with τph˜q “ g. Then
hh1h´1
´
h˜h1h˜´1
¯´1 “ hh1h´1h˜h1´1h˜´1
“ ατphqph1qατph˜qph1´1q by (3.3.2)
“ αgph1qαgph1´1q
“ αgph1h1´1q
“ αgpeq
“ e
(3.4.11)
since αg : H //H is a homomorphism. The claim that αgph1q “ hh1h´1 for
a choice of lift h of g then follows from the identity (3.3.2) since αgph1q “
ατphqph1q “ hh1h´1 for some h because τ is surjective and a lift always exists.

Lemma 3.4.12. Let pH,G, τ, αq be a Lie crossed module with τ : H //G a
smooth covering map. Then α is conjugation in H by a choice of lift, namely
αgph1q “ hh1h´1, for all g P G, h1 P H (3.4.13)
for some h with τphq “ g.
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Proof. The claim holds even if τ is just surjective. The proof follows from
Lemma 3.4.9 viewing H and G as groups (ignoring smooth structure) and
using the identity αgph1q “ ατphqph1q for some lift h of g. 
Given any subgroup N ď pi1pGq, we can construct another Lie 2-group in
a similar way but by using a different equivalence relation. Define
G˜N :“ th : r0, 1s //G | hp0q “ e and h is continuousu{„N , (3.4.14)
where h „N h1 if hp1q “ h1p1q and
”
h˝
h1
ı
P N, where h1 denotes the reverse
path and we use a vertical representation for the concatenation of paths in
this context
h˝
h1
ptq :“
#
hp2tq for 0 ď t ď 1
2
h1p2´ 2tq for 1
2
ď t ď 1 . (3.4.15)
Definition 3.4.16. An equivalence class of paths under the „N equivalence
relation in equation (3.4.14) will be denoted by rhsN or rt ÞÑ hptqsN and will
be called an N-class.
Proposition 3.4.17. Let G be a connected Lie group, N ď pi1pGq a subgroup,
and G˜N as in (3.4.14). Then for rhsN P G˜N , the function τ : G˜N //G given
by
τ prhsNq :“ hp1q, (3.4.18)
with h a choice of a representative of rhsN , is a well-defined homomorphism.
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Furthermore, G˜N has a unique smooth structure so that τ is a smooth cov-
ering map. Finally, pG˜N , G, τ, αq with α : G // AutpG˜Nq defined by
αg prhsNq :“ rt ÞÑ ghptqg´1sN (3.4.19)
is a Lie crossed module.
Proof. τ is well-defined by definition of the equivalence relation „N . τ is
a homomorphism because τprhsN rh1sNq “ hp1qh1p1q “ τprhsNqτprh1sNq. G˜N
has a natural topology coming from the quotient space of a subspace of paths
in G. Because pi1pGq is abelian, the conjugacy class of N is N itself. There-
fore, by a standard theorem of constructing covering spaces (see for instance
Chapter 3 of [Ma99]) τ : G˜N //G is a covering map. By another standard re-
sult in differential topology (see Proposition 2.12 of [Le03]), there is a unique
smooth structure on G˜N making τ a smooth covering map. By construction,
G˜N has a continuous multiplication making it a topological group. The only
things left to prove is that the multiplication and inversion maps in G˜N are
smooth. This can be done locally using the smoothness of multiplication and
inversion in G and the fact that τ is a local diffeomorphism. Therefore, G˜N
is a Lie group. Since τ is smooth, τ is a Lie group homomorphism. αg is a
well-defined group homomorphism for all g P G because it can be described
as conjugation. It is smooth because for any g P G, there exists an open
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neighborhood U around g, a diffeomorphism ϕ : U // V, with V a compo-
nent of τ´1pUq, so that U Q g1 ÞÑ αg1 coincides with conjugation by ϕpg1q by
the proof of Lemma 3.4.12. Since conjugation is smooth for any Lie group,
α is smooth. Therefore, pG˜N , G, τ, αq is a Lie crossed module. 
Note: We use the same notation τ and α for the maps instead of τN and
αN since we typically fix N in any given context.
Definition 3.4.20. Let G be a Lie group and N a subgroup of pi1pGq. Then
pG˜N , G, τ, αq as described in Proposition 3.4.17 is called the N-cover crossed
module of G. Its associated 2-group is called the N-covering 2-group and is
denoted by BGN . We sometimes abusively say covering crossed module or
covering 2-group without referring to N explicitly.
Let N ď pi1pGq be a subgroup of the fundamental group of a Lie group
G. We will now construct a 2-category {G-TorN whose underlying 1-category` {G-TorN˘0,1 (recall the notation from the beginning of Section 3.3.4) isG-Tor.
Although the category G-Tor is not a Lie groupoid, notice that the set of
morphisms between any two G-torsors is isomorphic to G and therefore has
a unique smooth structure. Furthermore, the composition is a smooth map
and is modeled by the group multiplication map GˆG //G. By this we mean
that by choosing basepoints a, b, and c in G-Torsors A,B, and C respectively,
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the composition
G-TorpB,Cq ˆG-TorpA,Bq //G-TorpA,Cq (3.4.21)
agrees with the multiplication GˆG //G under the isomorphisms specified
by the choice of basepoints. Therefore, the composition is smooth. Thus,
G-Tor is enriched in smooth manifolds. Using this fact, we can extend G-Tor
to an interesting 2-category {G-TorN in a non-trivial way.
Let A and B be two G-torsors and let ϕ, ψ : A // B be two morphisms
of G-torsors. We define the set of 2-morphisms from ϕ to ψ, drawn as
B A
ϕ
||
ψ
aa

, (3.4.22)
to be the set of N -classes of paths from ϕ to ψ in G-TorpA,Bq. This means
the following.
Definition 3.4.23. Let N ď pi1pGq be a subgroup. Two paths Σ : ϕ // ψ
and Σ1 : ϕ // ψ in G-TorpA,Bq, drawn as
B A
ϕ
||
ψ
bb Σ 
Σ1
	
, (3.4.24)
are said to be N-equivalent if under the diffeomorphism defined by
G-TorpA,Bq //G
ϕ ÞÑ e,
(3.4.25)
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the homotopy class of the loop
Σ˝
Σ1
: ϕ // ϕ, which gets sent to an element
of pi1pGq under this diffeomorphism, is an element of N. The class associated
to Σ is called an N-class of paths and is denoted by rΣsN .
The choice of diffeomorphism (3.4.25) where ϕ ÞÑ e is merely for con-
venience. In particular, the element
”
Σ˝
Σ1
: ϕ // ϕ
ı
is independent of this
diffeomorphism. To see this, if any other diffeomorphism was chosen, say
sending some other morphism ϕ1 : A // B to e P G, then there exists a
unique g P G so that ϕ ¨ g “ ϕ1 so that ϕ ÞÑ g´1. In this case, one gets a
loop based at g´1. To get one at e, we merely multiply by g to obtain a loop
based at e P G. This loop is exactly the same as Σ˝
Σ1
under the diffeomor-
phism defined by ϕ ÞÑ e. Therefore, the homotopy class is independent of
the diffeomorphism chosen.
Vertical composition is defined on representatives as concatenation of
paths. Horizontal composition can be defined using the GˆG //G multi-
plication. More explicitly, for two composable 2-morphisms as in
C B
ϕ1
||
ψ1
aa rΣ1sN

A
ϕ
||
ψ
aa rΣsN

, (3.4.26)
choose representatives of such paths so that Σ : r0, 1s // G-TorpA,Bq and
Σ1 : r0, 1s Ñ G-TorpB,Cq with Σp0q “ ϕ,Σp1q “ ψ,Σ1p0q “ ϕ1, and Σ1p1q “
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ψ1. Define the horizontal composition to be the N -class of the path Σ1 ˝ Σ
defined by
s ÞÑ pΣ1 ˝ Σqpsq :“ Σ1psq ˝ Σpsq for s P r0, 1s, (3.4.27)
where the composition on the right-hand-side is the usual composition of
morphisms in G-Tor. We check that horizontal composition is well-defined.
Suppose that Σ „N Ω and Σ1 „N Ω1. We must show that Σ1 ˝ Σ „N Ω1 ˝ Ω,
i.e. «
Σ1 ˝ Σ
˝
Ω1 ˝ Ω
ff
P N (3.4.28)
but a representative of this is given by
Σ1 ˝ Σ
˝
Ω1 ˝ Ω psq “
#
Σ1p2sq ˝ Σp2sq for 0 ď s ď 1
2
Ω1p2´ 2sq ˝ Ωp2´ 2sq for 1
2
ď s ď 1
“
˜
Σ1
˝
Ω1
¸
psq ˝
˜
Σ
˝
Ω
¸
psq
(3.4.29)
which gives two elements of N (after taking the homotopy class) and since
N is a subgroup the result is also an element of N. A similar argument is
used to show that the interchange law holds. Therefore, {G-TorN defines a
strict 2-category. We summarize this as a definition.
Definition 3.4.30. Let G be a Lie group and N ď pi1pGq a subgroup of the
fundamental group. The 2-category {G-TorN has objects and 1-morphisms
that of G-Tor. The composition of 1-morphisms is the same as that in G-Tor.
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The set of 2-morphisms between G-torsor morphisms ϕ and ψ in G-TorpA,Bq
are N -classes of paths from ϕ to ψ. The vertical composition of 2-morphisms
is concatenation of representative paths. The horizontal composition of 2-
morphisms is the pointwise composition ofG-torsor morphisms after choosing
representatives.
Remark 3.4.31. When N “ pi1pGq the 2-categories {G-TorN and {G-Tor
of [ScWa13] are equivalent because there is a unique pi1pGq-class of paths
between any two morphisms ofG-torsors (since every loop is pi1pGq-equivalent
to every other loop).
We will now start describing the path-curvature 2-functor, the structure
2-groupoid, and prove that it is indeed a transport 2-functor in the sense of
Definition 3.3.73.
Lemma 3.4.32. Let tra P Trans1BGpM,G-Torq be a transport functor and let
N ď pi1pGq be a subgroup. Let KNptraq : P2pMq // {G-TorN be the following
assignment. At the level of objects and 1-morphisms KNptraq agrees with
tra : P1pMq // G-Tor. For every thin bigon Γ : γ ñ δ in P2pMq, choose a
representative bigon, also denoted by Γ, and let
KNptraqpΓq :“ rs ÞÑ trapΓp ¨ , sqqsN , (3.4.33)
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i.e. the N-class of the path from trapγq to trapδq going along trapΓp ¨ , sqq
as a function of s P r0, 1s. The notation means that Γp ¨ , sq is a thin path
with respect to the first coordinate for each fixed s, and is depicted as a one-
parameter family of G-torsor morphisms
B A
ϕ
yy
ψ
ee
uu trapΓp ¨ ,sqqrroo llii . (3.4.34)
This assignment is well-defined, i.e. the function s ÞÑ trapΓp ¨ , sqq defines a
continuous path and KNptraqpΓq is independent of the choice of representative
bigon.
KN is called the path-curvature 2-functor associated to tra and N ď
pi1pGq.
Proof. The assignment in (3.4.33) is well-defined since ordinary homotopy is
a special case of thin homotopy. More explicitly first notice that for a given
bigon Γ : γ ñ δ the function s ÞÑ trapΓp ¨ , sqq is smooth because tra is a
transport functor (this follows for instance from Theorem 3.12 of [ScWa09]
and the fact that G-Torptrapxq, trapyqq is diffeomorphic to G). Now, suppose
that Γ1 is another representative bigon for the thin bigon Γ. Then there
exists a thin homotopy H : r0, 1s ˆ r0, 1s ˆ r0, 1s // M with Hpt, s, 0q “
Γpt, sq and Hpt, s, 1q “ Γ1pt, sq. Thus ps, rq ÞÑ trapHp ¨ , s, rqq is a smooth
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homotopy from s ÞÑ trapΓp ¨ , sqq to s ÞÑ trapΓ1p ¨ , sqq, which in particular is
a homotopy. Thus KNptraqpΓq is well-defined. Similar arguments show that
vertical and horizontal compositions are respected under this assignment.
Therefore, KNptraq defines a strict 2-functor. 
We construct a 2-functor iN : BGN // {G-TorN as follows. By definition,
a 2-morphism in BGN is of the form
‚ ‚
g
~~
hp1qg
aa prhsN ,gq

(3.4.35)
where rhsN is viewed as an N -class of a path h in G starting at the identity
e in G and ending at a point written as τprhsNq ” hp1q. The image of this
under iN is defined to be
G G
Lg
||
Lhp1qg
bb rs ÞÑLhpsqgsN

, (3.4.36)
where s ÞÑ Lhpsqg is the path in G-TorpG,Gq – G corresponding to the path
s ÞÑ hpsqg in G under this isomorphism. At this point it is not immediately
clear why the vertical composition is respected under iN .
Lemma 3.4.37. Let pH,G, τ, αq be a covering crossed module with elements
of H thought of as certain equivalence classes of paths in G starting at the
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identity e P G. Let h and h1 be two representatives of elements rhs, rh1s P H.
Denote the targets of h and h1 by g and g1, respectively. Then
rh1srhs “
”
h˝
h1g
ı
, (3.4.38)
where ph1gqptq :“ h1ptqg for all t P r0, 1s, and the vertical composition is the
composition of paths starting with the one on top.
Proof. A homotopy is given by
pt, sq ÞÑ
#
h1pstqh`p2´ sqt˘ for 0 ď t ď 1
2
h1
`p2´ sqt´ 1` s˘hpst` 1´ sq for 1
2
ď t ď 1 (3.4.39)
with s “ 0 projecting to
”
h˝
h1g
ı
and s “ 1 projecting to rh1hs “ rh1srhs. 
We now come to one of our main theorems.
Theorem 3.4.40. The path-curvature 2-functor KNptraq defined above is a
transport 2-functor with BGN -structure.
Proof. To prove this, we must provide a piN -local iN -trivialization of KNptraq
and show that the associated descent object is smooth. This will be done in
several steps, outlined as follows.
i) Define trivN : P2pY q // BGN and show it is a smooth strict 2-functor.
ii) Define a natural equivalence tN : pi
˚KNptraq ñ iN ˝ trivN .
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iii) Explicitly construct the associated descent object ptrivN , gN , ψN , fNq.
iv) Show that the descent object is smooth.
i) To start, tra : P1pMq // G-Tor is assumed to be a transport func-
tor, so there exists a pi-local i-trivialization ptriv : P1pY q // BG, t :
pi1˚ trivi ñ pi2˚ triviq, where pi : Y //M is a surjective submersion, and
whose associated descent object Ex1piptra, triv, tq is smooth. We first de-
fine piN : Y //M to be pi. Then we define trivN : P2pY q // BGN by
making it agree with triv on the 1-category P1pY q inside P2pY q. For a
thin bigon Γ : γ ñ δ in Y we define
trivNpΓq :“
´ “
s ÞÑ trivpΓp ¨ , sqqtrivpγq´1‰
N
, trivpγq
¯
P G˜N¸G. (3.4.41)
Note that rs ÞÑ trivpΓp ¨ , sqqtrivpγq´1sN makes sense as an element of
G˜N because G˜N is precisely defined to be the set of N -classes of paths
in G starting at the identity of G. This is well-defined because thin
homotopy factors through ordinary homotopy (see the proof of Lemma
3.4.32).
We first prove that trivN as defined is a strict 2-functor. It is already
a strict 2-functor at the level of objects and 1-morphisms. We first
check that vertical composition of bigons goes to vertical composition of
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bigons. Consider two bigons Γ : γ ñ δ and6 ∆ : δ ñ . Their respected
images under the assignment above gives
trivpyq trivpxq
trivpγq
||
trivpδqoo
trivN pΓq

trivpq
bb
trivN p∆q

“ trivpyq trivpxq
trivpγq
ww
trivpq
ff
trivN pΓq
trivN p∆q

, (3.4.42)
which, after taking the G˜N component, gives
“
s ÞÑ trivp∆p ¨ , sqqtrivpδq´1trivpΓp ¨ , sqqtrivpγq´1‰
N
(3.4.43)
while first composing in P2pY q and then applying trivN gives7
trivN
˜
Γ
˝
∆
¸
“
˜«
s ÞÑ triv
˜
Γ
˝
∆
p ¨ , sq
¸
trivpγq´1
ff
N
, trivpγq
¸
. (3.4.44)
A homotopy between these two representatives is given by Hps, rq :“$’’’&’’’%
trivpΓp ¨ , pr ` 1qsqqtrivpγq´1 for 0 ď s ď r
2
trivp∆p ¨ , pr ` 1qs´ rqqtrivpδq´1
ˆtrivpΓp ¨ , pr ` 1qsqqtrivpγq´1 for
r
2
ď s ď 1´ r
2
trivp∆p ¨ , pr ` 1qs´ rqqtrivpγq´1 for 1´ r
2
ď s ď 1
(3.4.45)
which indeed satisfies
Hps, 0q “ trivp∆p ¨ , sqqtrivpδq´1trivpΓp ¨ , sqqtrivpγq´1 (3.4.46)
and
Hps, 1q “
#
trivpΓp ¨ , 2sqqtrivpγq´1 for 0 ď s ď 1
2
trivp∆p ¨ , 2s´ 1qqtrivpγq´1 for 1´ 1
2
ď s ď 1 . (3.4.47)
6Technically, ∆ : δ1 ñ  and there is a thin homotopy Σ : δ ñ δ1 but this means
trivpδq “ trivpδ1q so the above statement still holds.
7Again, this is technically not correct. One has to use a thin homotopy Σ : δ ñ δ1 but
the reader can check that the proof follows through with a slightly modified homotopy.
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This proves more than what we needed since all we had to show was
that the two elements are in the same N -class. Showing that the two
representatives are homotopic is stronger and implies they are in the
same N -class.
Now consider the horizontal composition of Γ : γ ñ δ and Π : α ñ β
written as Π ˝ Γ : α ˝ γ ñ β ˝ δ. First composing the thin bigons and
then applying the map trivN gives
trivNpΠ ˝ Γq “
´”
s ÞÑ triv
´
pΠ ˝ Γqp ¨ , sq
¯
trivpα ˝ γq´1
ı
N
, trivpα ˝ γq
¯
(3.4.48)
while first applying the map triv to each thin bigon and then multiplying
in BGN gives
pG˜N ptrivNpΠqtrivNpΓqq
“ “s ÞÑ trivpΠp ¨ , sqqtrivpαq´1trivpαqtrivpΓp ¨ , sqqtrivpγq´1trivpαq´1‰
N
“ “s ÞÑ trivpΠp ¨ , sqqtrivpΓp ¨ , sqqtrivpα ˝ γq´1‰
N
“
”
s ÞÑ triv
´
pΠ ˝ Γqp ¨ , sq
¯
trivpα ˝ γq´1
ı
N
(3.4.49)
because for every fixed s, parallel transport of paths is a homomorphism.
Therefore, trivN defines a strict 2-functor.
We now show that trivN is a smooth 2-functor. We already know trivN
is smooth at the level of objects and 1-morphisms. We must therefore
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show trivN : P
2Y //G˜N¸G is smooth. At this point, the reader should
review the Appendix on smooth spaces in this chapter because we will
recall several facts in the proof of this claim. By Definition 3.5.70, trivN
is smooth if and only if for every plot ϕ : U // P 2Y, the composition
trivN ˝ϕ : U // G˜N ¸G is a plot. By Example 3.5.71, trivN ˝ϕ is a plot
if and only if it is smooth. By Example 3.5.75, trivN ˝ϕ is smooth if and
only if both projections pG ˝ trivN ˝ ϕ and pG˜N ˝ trivN ˝ ϕ are smooth.
Since we already showed that pG ˝ trivN ˝ϕ “ triv ˝s˝ϕ is smooth (here
s is the source of a thin bigon), it remains to show that pG˜N ˝ trivN ˝ ϕ
is smooth.
For convenience for this proof, set f :“ pG˜N ˝ trivN . By definition, f ˝ϕ
is given by
U Q u ÞÑ
”
s ÞÑ triv`ϕpuqp ¨ , sq˘triv`ϕpuqp ¨ , 0q˘´1ı
N
, (3.4.50)
where we have chosen a representative bigon ϕpuq : r0, 1s ˆ r0, 1s // Y,
fixed s to get a thin path ϕpuqp ¨ , sq, and then applied triv (unfortu-
nately, there is a lot of abuse of notation to avoid an overabundance of
brackets and symbols). The problem with this is that although we know
we can always choose bigons ϕpuq, these choices need not form a smooth
family of bigons in an open neighborhood of u P U. Therefore, proving
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smoothness this way will not work.
Instead, we use the smooth structures we have defined to construct such
a smooth family of bigons. P 2Y is the quotient of BY, bigons in Y, under
thin homotopy and its smooth structure was defined as such. Therefore,
by Example 3.5.73, ϕ : U //P 2Y is a plot if and only if there exists an
open cover tUjujPJ of U and plots tϕj : Uj //BY ujPJ such that
BY
P 2Y
Uj
U
 _

ϕjoo
ϕ
oo
q

(3.4.51)
commutes for all j P J. For the purposes of this proof, q is the quotient
map.
Now, BY itself is a subspace of the space of smooth squares Y r0,1s2 in
Y. Denote the inclusion of BY into Y r0,1s2 by k. By Example 3.5.72,
ϕj : Uj // BY is a plot if and only if k ˝ ϕj : Uj // Y r0,1s2 are plots.
By Example 3.5.76, k ˝ ϕj : Uj // Y r0,1s2 is a plot if and only if the
associated function Čk ˝ ϕj : Ujˆr0, 1s2 //Y defined by Čk ˝ ϕjpu, t, sq :“´
k
`
ϕjpuq
˘¯pt, sq is smooth. This gives us our first desired fact: the plot
ϕ : U // P 2Y gives a smooth family of bigons ϕj : Uj // BY such
that q ˝ ϕj “ ϕ|Uj . Furthermore, since Čk ˝ ϕj is a smooth map of finite-
dimensional manifolds, it is continuous and therefore the smooth family
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of bigons is also continuous.
By using another adjunction, the smooth map Čk ˝ ϕj can be turned into
a plot {k ˝ ϕj : Ujˆr0, 1s //Y r0,1s that factors through paths with sitting
instants and is defined by {k ˝ ϕjpu, sq`t˘ :“ ´k`ϕjpuq˘¯pt, sq. Using this,
we get a smooth map Uj ˆ r0, 1s //G given by
pu, sq ÞÑ triv
´{k ˝ ϕjpu, sq¯ triv ´{k ˝ ϕjpu, 0q¯´1 (3.4.52)
because triv is smooth on thin paths (we have taken the thin homotopy
classes of the paths {k ˝ ϕjpu, sq and {k ˝ ϕjpu, 0q in the arguments of triv).
For each fixed u P Uj Ă U, this gives a path in G starting at e and the
N -class of this path coincides with fpϕpuqq by commutativity of the
diagram in (3.4.51). By continuity (which we proved in the previous
paragraph), for each u there exists a (sufficiently small) contractible
open neighborhood V of u with u P V Ă Uj together with a (sufficiently
small) contractible open neighborhood W of fpϕpuqq in G˜N such that
f
`
ϕpV q˘ Ă W and W maps diffeomorphically to τpW q Ă G under
the smooth covering map τ. But we just showed that the projection
τ ˝ f ˝ ϕ|V : V // G is smooth and since all neighborhoods are small
and contractible, a lift is uniquely specified, is smooth, and agrees with
f ˝ ϕ|V . Therefore, f ˝ ϕ is smooth at the point u P U. By applying this
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argument to all plots at all points, this proves that f “ pG˜N ˝ trivN :
P 2Y // G˜N is smooth.
ii) Our goal now is to define a natural equivalence tN : pi
˚KNptraq ñ
iN ˝ trivN . Note that since tra is a transport functor, we have a nat-
ural isomorphism t : pi˚tra ñ i ˝ triv. Therefore, on points y P Y, i.e.
objects of P2pY q, define tNpyq :“ tpyq. For γ P P 1Y, since t was a nat-
ural transformation for ordinary functors, the required diagram already
commutes so we set tNpγq :“ id.
iii) Because of our definition of trivN and t and since our target category is
a strict 2-category, the associated descent data will not be too different
from the ordinary transport functor case. Namely, the modifications
ψN and fN are both trivial, i.e. they are the identity 2-morphisms on
objects. gN is also completely specified by g since tN is specified by t.
iv) As mentioned above, trivN is smooth. What is left to show is that
FpgNq : P1pY r2sq Ñ Λ {G-TorN is a transport functor with ΛBGN -structure.
First let us explicitly describe ΛBGN and Λ {G-TorN . The objects of ΛBGN
are 1-morphisms of BGN which are precisely elements of G. A morphism
from g1 to g2 in ΛBGN is a pair of elements g3 and g4 of G along with
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an element h P H fitting into the diagram
‚‚
‚ ‚g3oo
g2

g1

g4
oo
ph,g2g3q
#
. (3.4.53)
Similarly an object of Λ {G-TorN is a pair of objects P and P 1 in {G-TorN
and a G-equivariant map P
fÝÑ P 1. A morphism from P fÝÑ Q to P 1 gÝÑ Q1
in Λ {G-TorN is a pair of G-equivariant maps p : P //P 1 and q : Q //Q1
along with an N -class of a path α : g ˝ pñ q ˝ f as in the diagram
QQ1
P 1 P
poo
g

f

q
oo
α
#
. (3.4.54)
By applying the general definition of FpgNq, we have
Y r2s Q y
iptrivppi1pyqqq “ G
iptrivppi2pyqqq “ G
Lgpyq

 FpgN q // (3.4.55)
and
P 1Y r2s Q
´
y1 y
¯
γoo
G
G
G
G
Lgpyq

Lgpy1q

iptrivppi1pγqqqoo
iptrivppi2pγqqq
oo
id
&.
 FpgN q // .
(3.4.56)
Now, since g is part of the smooth descent object for the functor tra,
there exists a smooth natural isomorphism g˜ : pi1˚ triv ñ pi2˚ triv such that
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g “ idi ˝ g˜. Using this fact, one can define ĂgN : pi1˚ trivN ñ pi2˚ trivN in
an analogous way to how gN was defined from g but this time using g˜.
Furthermore, FpgNq factors through ΛpiNq via FpgNq “ ΛpiNq ˝ FpĂgNq
since g “ idi ˝ g˜.
Therefore, this defines a global trivialization with the identity surjec-
tive submersion id : Y r2s // Y r2s with the trivialization functor being
FpĂgNq : P1pY r2sq // ΛBGN . This functor is smooth since g˜ is smooth.
Furthermore, the descent object associated to this transport functor is
trivial because of the global trivialization. Thus FpgNq defines a trans-
port functor.
Thus KNptraq defines a transport 2-functor with BGN structure. 
Definition 3.4.57. Let tra : P1pMq // G-Tor be a transport functor over
M with BG structure and values in G-Tor and let N ď pi1pGq be a subgroup.
Then the transport 2-functor KNptraq : P2pMq // {G-TorN defined by
y x
γ
xx
δ
ff Γ

ÞÑ trapyq trapxq
trapγq
vv
trapδq
hh
rs ÞÑtrapΓp ¨ ,sqsN

(3.4.58)
is called the path-curvature transport 2-functor associated to tra and N.
More can be said, although we will not prove the details since the proofs
are simple. The above construction is functorial. Namely, for any morphism
SURFACE HOLONOMY AND MONOPOLES 306
of parallel transport functors h : tra ñ tra1 with BG-structure with values in
G-Tor, there is a corresponding 1-morphism of parallel transport 2-functors
hN : KNptraq ñ KNptra1q with BGN -structure with values in {G-TorN . By
viewing Trans1BGpM,G-Torq as a 2-category whose 2-morphisms are all iden-
tities, this defines a 2-functor
KN : Trans
1
BGpM,G-Torq // Trans2BGN pM, {G-TorNq. (3.4.59)
In fact, in the above proof, in steps i) and ii), we have also outlined the
definition of a 2-functor (see equation (3.4.41) and surrounding text)
KTrivN : Triv
1
pipiq8 // Triv2pipiNq8 (3.4.60)
given by the assignment
ptra, triv, tq ÞÑ pKNptraq, trivN , tN :“ tq (3.4.61)
on objects (see Definitions 3.2.25 and 3.3.44) and
α ÞÑ αN :“ α (3.4.62)
on morphisms (see Definitions 3.2.27 and 3.3.46). In these two assignments,
we are viewing a natural transformation as a pseudonatural transformation
by assigning the identity 2-morphism to every 1-morphism.
In steps iii) and iv) we have also outlined the definition of a 2-functor
KDesN : Des
1
pipiq8 //Des2pipiNq8 (3.4.63)
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given by the assignment
ptriv, gq ÞÑ ptrivN , gN :“ g, ψN :“ 1, fN :“ 1q (3.4.64)
on objects (see Definitions 3.2.31 and 3.3.48) and
h ÞÑ phN :“ h, N :“ 1q (3.4.65)
on morphisms (see Definitions 3.2.35 and 3.3.52).
By definition, both squares in the diagram
Des2piNq8
Des1piq8
Trans2BGN pM, {G-TorNqTriv2piNq8
Triv1piq8 Trans1BGpM,G-Torqcoo
KN

KTrivN

coo
Ex1oo
KDesN

Ex2oo
(3.4.66)
commute (on the nose).
The path-curvature 2-functor associated to a transport functor is flat. To
explain this, we first define a modified version of the thin path 2-groupoid.
Definition 3.4.67. Let X be a smooth manifold. If one drops condition ii)
from Definition 3.3.37, then one obtains a 2-groupoid Π2pXq that has points
of X as objects, thin paths for 1-morphisms, and (ordinary) homotopy classes
of bigons for 2-morphisms.
[ScWa13] call this 2-groupoid the fundamental 2-groupoid. Although we
prefer to use that terminology for the usual fundamental 2-groupoid (whose
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1-morphisms are also ordinary homotopy classes of paths), we use this ter-
minology here to avoid confusion.
Definition 3.4.68. A transport 2-functor F : P2pMq //T with Gr-structure
is said to be flat if it factors through the fundamental 2-groupoid Π2pMq.
The curvature 2-functor Kptraq ” Kpi1pGqptraq introduced in [ScWa13] is
completely determined on bigons by the boundary of the bigon. It is therefore
obviously flat, but it is even more restrictive than just that. Not only does
it not depend on the homotopy class of the bigon, it does not depend on
the bigon at all. On the other hand, the path-curvature 2-functor KNptraq
introduced here depends on the homotopy class of the bigon.
Corollary 3.4.69. The path-curvature 2-functor KNptraq is flat.
Proof. Let Γ and Γ1 be two bigons that are smoothly homotopic (as opposed
to just thinly homotopic). Let H : r0, 1s3 // Y be a smooth homotopy from
Γ to Γ1 so that Hpt, s, 0q “ Γpt, sq and Hpt, s, 1q “ Γ1pt, sq. By compactness of
r0, 1s3, one can choose H so that it has sitting instants around its boundary
so that trapHp ¨ , s, rqq is well-defined for each s, r P r0, 1s. Then
r0, 1s ˆ r0, 1s //G
ps, rq ÞÑ trapHp ¨ , s, rqq
(3.4.70)
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is a smooth homotopy from the path s ÞÑ trapΓp ¨ , sqq to the path s ÞÑ
trapΓ1p ¨ , sqq. Therefore, since N -classes of paths is a quotient of the universal
cover G˜, the N -classes of these paths agree. 
3.4.2 A description in terms of differential form data
In this section, we prove several important and useful facts. The first theorem
says that locally transport functors whose structure 2-group is a covering 2-
group can be described in terms of the path-curvature 2-functor. The second
part of this section contains a discussion about the relationship between the
path-curvature 2-functor specifically and its differential cocycle data. As
before, let pi : Y //M denote a surjective submersion, G a connected Lie
group, N ď pi1pGq a subgroup, and τ : G˜N //G the cover of G defined by N.
It is important to note that τ : G˜N //G, the induced map of Lie algebras, is
an isomorphism of Lie algebras because τ is a local diffeomorphism. Denote
the 2-group associated to the Lie crossed module pG˜N , G, τ, αq by BGN .
First, we define a 2-functor KZN : Z
1
pipGq // Z2pipGNq by
pA, gq ÞÑ
ˆˆ
A,B :“ τ´1
ˆ
dA` 1
2
rA,As
˙˙
, pg, ϕ :“ 1q, pψ :“ 1, f :“ 1q
˙
h ÞÑ ph, ϕ :“ 0q
(3.4.71)
on objects and morphisms, respectively.
Second, notice that specifically for the path-curvature 2-functor KNptraq,
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and particularly its associated descent object KDesN ptraq, the analysis in Sec-
tion 3.3.6 gives the following differential cocycle data associated to KNptraq.
The assignment on thin paths induces a 1-form A with values in G since the
functor KNptraq agrees precisely with tra on thin paths. On thin bigons, the
assignment induces a 2-form B with values in G˜N satisfying dA` 12rA,As “
τpBq. Since τ is an isomorphism, B is determined by this condition and
is given by B “ τ´1 `dA` 1
2
rA,As˘ . Therefore, the associated differential
cocycle data to the path-curvature 2-functor KNptraq is
DpKDesN ptriv, gqq “
ˆ
A,B :“ τ´1
ˆ
dA` 1
2
rA,As
˙
, g, ϕ “ 0, f “ 1, ψ “ 1
˙
.
(3.4.72)
Therefore, the two descriptions agree showing that the diagram
Z2pipGNq
Z1pipGq
Des2pipiNq8
Des1pipiq8Doo
KZN

KDesN

D
oo
(3.4.73)
commutes. This analysis is actually a bit more general as the following
theorem shows.
Theorem 3.4.74. Let X be a smooth manifold and FN : P2pXq // BGN
be any smooth strict 2-functor. Then there exists a unique smooth functor
F : P1pXq // BG such that FN “ KNpF q.
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Proof. The functor DX : Funct8pP2pXq,BGNq //Z2XpGNq8 (defined around
(3.3.109) in Section 3.3.6) produces pA P Ω1pX;Gq, B P Ω2pX; G˜Nqq sat-
isfying dA ` 1
2
rA,As “ τpBq. Since τ : G˜N // G is an isomorphism, B “
τ´1
`
dA` 1
2
rA,As˘ . Restricting FN to P1pXq gives a unique F : P1pXq //BG
that satisfies DXpF q “ A. By the the same token, we have DXpKNpF qq “`
A, τ´1
`
dA` 1
2
rA,As˘˘ which coincides withDXpFNq. Since PX : Z2XpGNq8 Ñ
Funct8pP2pXq,BGNq is a strict inverse to DX by Theorem 2.21 of [ScWa11],
we conclude that FN “ KNpF q. 
This theorem implies the following interesting and simple explicit formula
for local 2-holonomy for transport 2-functors with covering 2-groups as their
structure 2-groupoids. This is another one of our main results.
Corollary 3.4.75. The formula for local parallel transport for any bigon
under any smooth 2-functor FN : P2pXq // BGN is given by the formula
FN
¨˝
y x
γ
xx
δ
ff Γ

‚˛“ ‚ ‚
F pγq
}}
F pδq
aarsÞÑF pΓp ¨ ,sqF pγq´1sN

, (3.4.76)
where F is the 2-functor FN restricted to 1-morphisms.
Finally, by Corollary 4.9 of [ScWa09], Theorem 2.21 of [ScWa11], and
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Proposition 4.1.3 of [ScWa13], the functors P in each row of
Z2pipGNq8
Z1pipGq8
Des2pipiNq8
Des1pipiq8P //
KZN

KDesN

P
//
(3.4.77)
are (weak) inverses to D so this diagram commutes weakly.
3.5 Examples and magnetic monopoles
As briefly mentioned above, the path-curvature transport 2-functor is mo-
tivated by constructions in physics. In 1931, Dirac studied the charge of a
magnetic monopole in R3 and found it to be quantized and proportional toş
S2
R, where S2 is a sphere enclosing the magnetic monopole and R is the
curvature of the Up1q bundle with connection over R3zt˚u where t˚u Ă R3 is
the location of the monopole [Di31]. Of course, the language of bundles and
connections was not around at the time, but the ingredients were there. Be-
cause R is well-defined globally, the integral
ş
S2
R is unambiguously defined.
Furthermore, it is a topological invariant in the sense that it only depends
on the homotopy class of the sphere in R3zt˚u. However, for a non-abelian
principal G-bundle with connection, R is not globally defined so it was not
clear how to define the magnetic charge. In [WuYa75], [ChTs93], and [GoN-
uOl77] the authors define the charge of a magnetic monopole in terms of a
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magnetic flux through a sphere by calculating the holonomy along a family
of loops as in Figure 3.16. This defines a loop at the identity of the group.
Taking the homotopy class of this loop was the definition of the magnetic
charge in the physics literature. Goddard, Nuyts, and Olive were closer to
defining this flux as a double-path-ordered integral, but stopped short and
used other means to analyze it [GoNuOl77].
We want to point out here that it is not obvious that the methods de-
scribed in the literature make sense. For instance, is it necessary to begin
with the constant loop? What should this loop have anything to do with
a magnetic flux, which was defined in the abelian case to be
ş
S2
R. Is the
resulting quantity gauge invariant? What does gauge invariance even mean?
And how does one know that these concepts are even correct?
As we show in this section, the path-curvature transport 2-functor in-
troduced in the previous section describes magnetic flux in terms of surface
holonomy. Furthermore, since this magnetic flux is defined using surface
holonomy, for which we have proven gauge covariance in Section 3.3.8 (specif-
ically Theorem 3.3.159), we can meaningfully ask if the magnetic flux is a
gauge invariant quantity. This would be the case if it is invariant under
α-conjugation. We review the interesting cases considered in the physics lit-
erature, those of Up1q monopoles, SOp3q monopoles, and SUpnq{Zpnq for all
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n. We also consider the cases Upnq for all n. For all of these examples, we
take the subgroup N ď pi1pGq to be N “ t1u, the trivial subgroup of pi1pGq.
This case is interesting in its own right as the examples will illustrate.
We do this in two ways. We first start with a transport functor, described
in terms of its differential cocycle data, and use the methods of Section
3.3.5 and Section 3.3.8 to reconstruct a transport functor with group-valued
holonomies. We then construct the path-curvature 2-functor and compute
surface holonomy. The other method we use, which is equivalent by Theorem
3.4.74 and Corollary 3.4.75, is to use the surface-ordered integral of equation
(3.3.97) from [ScWa11] and the definition of the differential cocycle data of
the path-curvature 2-functor discussed in Section 3.4.2. This is unnecessary
due to Corollary 3.4.75 but we do it anyway for the reader’s convenience.
In the process, we must choose weak inverses spi : P2pMq // Ppi2 pMq to the
projections ppi : Ppi2 pMq // P2pMq associated to some surjective submersion
pi : Y // M. We will define the 2-functor spi for the paths and bigons of
interest to us (rather than defining it for all paths and bigons) in the case of
the first example of Up1q monopoles. We then use the same 2-functor spi for
all other examples.
For the following discussions, we will be using the following conventions
depicted in Figure 3.24 for describing coordinates on the sphere.
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xˆ
yˆ
zˆ
θ
φ
Figure 3.24: The azimuthal angle φ is drawn in red and extends from the x
axis (pointing to the left) and goes counterclockwise in the xy-plane. The
zenith angle θ is drawn in blue and extends from the z axis (pointing verti-
cally) towards the xy-plane.
3.5.1 Abelian Up1q monopoles
First, we will give an explicit example coming from abelian magnetic monopoles.
Let P rns //S2 be the principal Up1q-bundle described by the following local
trivialization. Denote the northern and southern hemispheres by UN and US,
respectively. We assume that UN extends a little bit to the southern hemi-
sphere so that UNS ‰ ∅ (and similarly for US to the northern hemisphere).
Let Y :“ UN šUS and pi : Y // S2 be the projection. Let sN : UN // Y
and sS : US // Y be the obvious sections. Define the transition function
gNS : UNS » S1 // Up1q along the equator to be
S1 Q φ ÞÑ gNSpφq :“ einφ, (3.5.1)
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where φ is the aziumuthal angle and n is an integer. Equip this bundle with
a connection AN P Ω1pUN ;Up1qq and AS P Ω1pUS;Up1qq given by
AN “ n
2i
p1´ cos θqdφ & AS “ ´ n
2i
p1` cos θqdφ. (3.5.2)
These forms satisfy the condition
AN “ gNSASg´1NS ´ dgNSg´1NS (3.5.3)
on UNS so that gNS, AN , and AS are the local differential cocycle data of
a principal Up1q-bundle with connection. Since i : BUp1q // Up1q-Tor is
an equivalence of categories, this differential cocycle data corresponds to a
global transport functor (recall (3.2.83)).
We now consider the path-curvature 2-functor where N “ t1u ď pi1pS1q –
Z so that the associated covering 2-group is pR, Up1q, τ, αq with τ : R //Up1q
the universal covering map defined by φ ÞÑ e2piiφ. The functor P : Z1pipGq8 Ñ
Des1pipiq sends the differential cocycle object pg, Aq to triv : P1pUN
š
USq //BG
defined by the path-ordered exponential and the natural transformation g :
pi1˚ ptriviq ñ pi2˚ ptriviq defined on components φ P S1 by ipgNSpφqq. We par-
tially define spi : P2pS2q // Ppi2 pS2q as follows. We first make the choice
spipxq :“
#
sNpxq if x P UN
sSpxq if x P S2zUN (3.5.4)
for objects. We will be a little sloppy now and define a lift of thin paths and
thin bigons on representatives of thin homotopy classes. We only lift paths,
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labelled as γθ, of the form depicted in Figure 3.25. The reason for this is
‚
γθ
Figure 3.25: A loop on the sphere is made to always start at the equator
at the point ‚. In this figure, the loop is drawn for some θ in the range
pi
2
ă θ ă pi.
because we will consider a sequence of such loops starting at the constant
loop at the point ‚ on the equator (so that spip‚q “ p‚, Nq) enclosing the
sphere going from UN to US and finally ending on the constant loop at the
point ‚ as depicted in Figure 3.26. Therefore, we define the assignment on
‚
Figure 3.26: Loops along the φ direction on the sphere of constant θ are
drawn for θ “ pi
2
and two intermediate values in the range 0 ă θ ă pi
2
.
However, each loop is made to start at the point ‚ so that the sphere is
thought of as a bigon S2 : id‚ ñ id‚.
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these loops to be
spipγθq :“
#
sN˚pγθq if 0 ď θ ď pi2
αNSp‚q ˚ sS˚pγθq ˚ αSNp‚q if pi2 ă θ ď pi
. (3.5.5)
We now define the lift on two bigons. The first bigon ΣN is given by
r0, 2pis ˆ r0, pi{2s Q pφ, θq ÞÑ ΣNpφ, θq :“ γθpφq (3.5.6)
and is a bigon id‚ ñ γpi{2 which lands in UN and covers the northern hemi-
sphere. We send this bigon to spipΣNq :“ sN˚pΣNq in Ppi2 pS2q because our
prescription (3.3.85) says
spipΣNq :“ spip‚q spip‚qsNp‚q sNp‚q
sN˚pid‚q
zz
sN˚pγpi{2q
dd
sN˚pΣN q

spipid‚q
~~
spipγpi{2q
``
idooid //
id
id
(3.5.7)
We do a similar thing for the bigon ΣS given by
r0, 2pis ˆ ppi{2, pis Q pφ, θq ÞÑ ΣSpφ, θq :“ γθpφq (3.5.8)
which is a bigon γpi{2 ñ id‚ that lands in US. This is a bigon covering the
southern hemisphere. However, our boundary data need to match up so that
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we can compose in Ppi2 pS2q. Again, following (3.3.85)), this is given by
spipΣSq :“ spip‚q spip‚qsSp‚q sSp‚q
sS˚pγpi{2q
zz
sS˚pid‚q
dd
sS˚pΣSq

spipγpi{2q
~~
spipid‚q
``
αSN p‚qooαSN p‚q//
!
!
, (3.5.9)
where the ! signifies the unique 2-isomorphisms from Lemma 3.3.83. For
the full bigon Σ : id‚ ñ id‚ depicting the full sphere as the composition
ΣN˝
ΣS
: id‚ ñ γpi{2 ñ id‚, we break it up into the two pieces defined above and
compose vertically. The result of this is
spip‚q spip‚qsSp‚q sSp‚q
sS˚pγpi{2q
tt
sS˚pid‚q
]]
sS˚pΣSq

spipid‚q:“sN˚pid‚q

spipγpi{2q:“sN˚pγpi{2q
zz
spipc‚q:“sN˚pid‚q
^^
αSN p‚qooαSN p‚q //
spipΣN q:“sN˚pΣN q

!

!

, (3.5.10)
We rescale our angle θ to s “ θ
pi
to be consistent with our earlier notation.
Going from Z2pipBGt1uq8 to Trans2BGt1upM, {G-Tort1uq from above to define the
global transport functor applied to the sphere, we obtain the following dia-
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gram in {G-Tort1u
G GG G
Ltrivpγpi{2q
uu
idG
]] rs ÞÑLtrivpΣSp ¨ ,sqqs

idG

Ltrivpγpi{2q
zz
idG
^^
idGooidG //
rs ÞÑLtrivpΣN p ¨ ,sqqs
ididG

idLtrivpγpi{2q
(3.5.11)
since it1u ˝ trivpyq “ G for all y and so on for paths and bigons (see the
definition of Rptriv,g,ψ,fq in Section 3.3.5) and gNSpφ “ 0q ” gNSp‚q “ 1.
Furthermore, gNS on paths is the identity since gNS came from a natural
transformation of ordinary functors between ordinary categories. With these
simplifications, the composition in (3.5.11) is given by«
s ÞÑ
#
LtrivpΣN p ¨ ,2sqq for 0 ď s ď 12
LtrivpΣSp ¨ ,2s´1qq for
1
2
ď s ď 1
ff
, (3.5.12)
which reduces to a computation on the group level. Therefore, all we have
to do is compute the homotopy class of the path
s ÞÑ
#
trivpΣNp ¨ , 2sqq for 0 ď s ď 12
trivpΣSp ¨ , 2s´ 1qq for 12 ď s ď 1
(3.5.13)
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in the group Up1q thanks to Lemma 3.4.37. This is easily calculable
trivpΣNp ¨ , 2sqq “ triv
ˆ
ΣN
ˆ
¨ , 2 θ
pi
˙˙
“ e n2i
ş2pi
0 p1´cos θqdφ
“ e´inpip1´cos θq
(3.5.14)
since the paths going along θ do not contribute to the parallel transport since
the connection form only has a dφ contribution. Similarly,
trivpΣSp ¨ , 2s´ 1qq “ triv
ˆ
ΣS
ˆ
¨ , 2 θ
pi
´ 1
˙˙
“ einpip1`cos θq. (3.5.15)
As a sanity check, notice that
e´inpip1´cos
pi
2
q “ e´inpi “ einpi “ einpip1`cos pi2 q (3.5.16)
showing that the matching condition (so that our path is continuous) is sat-
isfied. This matching condition was the one used, for instance, in [WuYa75]
(see equation (47)).
Notice that 1 ´ cos θ is a monotonically increasing function of θ for
0 ď θ ď pi
2
starting at 0 when θ “ 0 and ending at 1 when θ “ pi
2
. Therefore,
e´inpip1´cos θq winds around the circle starting at 1 and ending at e´inpi “ p´1qn
winding around monotonically n
2
times clockwise if n is positive and counter-
clockwise otherwise. Now, the functon 1 ` cos θ is a monotonically decreas-
ing function of θ for pi
2
ď θ ď pi starting at p´1qn when θ “ 0 and ending
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at 1 when θ “ pi. Therefore, einpip1`cos θq winds around the circle starting at
einpi “ p´1qn and ending at 1 winding around monotonically n
2
times clock-
wise if n is positive and counterclockwise otherwise. In other words, the loop
goes a total of n times around clockwise if n is positive and n times coun-
terclockwise if n is negative and the 2-holonomy along S2 is given by (using
the notation of Definition 3.3.161)
holrnspS2q “ ´n. (3.5.17)
If we wanted to, we could have also computed this using differential forms and
the formula for 2-transport (3.3.97) of Schreiber and Waldorf [ScWa11] locally
and pasted the group elements together vertically as above. Of course, by the
equivalence between local smooth functors and differential forms, our formula
in terms of ordinary holonomy bypasses the rather (a-priori) complicated
surface holonomy formula (3.3.97) due to Corollary 3.4.75. It will actually
turn out that the surface holonomy formula (3.3.97) is not so complicated in
this particular case due to our choice of bigon representing the sphere and the
differential forms representing the connection, i.e. our choice of gauge. We
will subsequently do this analysis strictly in terms of the differential forms
associated to the path-curvature 2-functor discussed in Section 3.4.2.
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The curvature is given by
RN “ n
2i
sin θdθ ^ dφ P Ω2pUN ;Up1qq (3.5.18)
and similarly for RS P Ω2pUS;Up1qq. Therefore, the connection 2-form is
given by
BN “ τ´1pRNq “ 1
2pii
RN “ ´ n
4pi
sin θdθ ^ dφ (3.5.19)
and similarly for BS. The 1-form AΣN (see equation (3.3.95)) is given by
pAΣN qθ
ˆ
d
dθ
˙
“ ´
ż 2pi
0
dφ Bpθ,φq
ˆ B
Bθ ,
B
Bφ
˙
“ n
2
sin θ (3.5.20)
and the 2-transport along ΣN is given by
kA,BpΣNq “ P exp
#
´
ż pi{2
0
dθ pAΣN qθ
ˆ
d
dθ
˙+
“ ´
ż pi{2
0
dθ
n
2
sin θ
(3.5.21)
because the exponential map R // R is the identity. The 2-transport along
ΣS is done similarly and is given by
kA,BpΣSq “ ´
ż pi
pi{2
dθ
n
2
sin θ. (3.5.22)
Vertically composing these results yields
kA,BpΣSq ` kA,BpΣNq “ ´
ż pi
pi{2
dθ
n
2
sin θ ´
ż pi{2
0
dθ
n
2
sin θ
“ ´
ż pi
0
dθ
n
2
sin θ
“ ´n
(3.5.23)
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because the group operation in R is addition. Therefore, the result obtained
in terms of the path-curvature 2-functor in terms of homotopy classes of
paths in G agrees with the double path-ordered exponential formula (3.3.97)
of Schreiber and Waldorf [ScWa11] from the differential cocycle data, which
is what we expect due to Corollary 3.4.75.
3.5.2 SO(3) monopoles
Now we will give examples for non-abelian magnetic monopoles. The first
example will be similar to the abelian case since we will consider the following
principal SOp3q bundle over S2 defined by the two open sets UN and US with
transition function gNS : UNS » S1 // SOp3q to be
gNSpφq :“ e´φJ3 (3.5.24)
where
J1 :“
¨˝
0 0 0
0 0 ´1
0 1 0
‚˛, J2 :“
¨˝
0 0 1
0 0 0
´1 0 0
‚˛, & J3 :“
¨˝
0 ´1 0
1 0 0
0 0 0
‚˛ (3.5.25)
form a set of generators for the Lie algebra SOp3q. One can give explicit
connection forms AN and AS on UN and US, respectively, by
AN :“ J3
2
p1´ cos θqdφ & AS :“ ´J3
2
p1` cos θqdφ. (3.5.26)
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These define local curvature 2-forms RN and RS. Indeed, the gauge transfor-
mation defined above shows that
gNSASg
´1
NS ´ dgNSg´1NS “ AS ` J3dφ
“ ´J3
2
p1` cos θqdφ` J3dφ
“ J3
2
p1´ cos θqdφ
“ AN
(3.5.27)
because all elements commute. The curvature 2-form is given by
RN “ dAN ` 1
2
rAN , AN s “ J3
2
sin θ dθ ^ dφ (3.5.28)
again because the elements commute. Since RN “ RS on UNS, this defines
a SOp3q-valued closed 2-form on S2. Let τ : SUp2q // SOp3q be the double
cover map so that N “ t1u ď pi1pSOp3qq – Z2. Recall that the induced map
on the level of Lie algebras τ : SUp2q // SOp3q is an isomorphism and is
given by
τ
ˆ
1
2i
σi
˙
“ Ji, (3.5.29)
where the σi are the Pauli matrices
σ1 “
ˆ
0 1
1 0
˙
, σ2 “
ˆ
0 ´i
i 0
˙
, & σ3 “
ˆ
1 0
0 ´1
˙
. (3.5.30)
As in the general case, define BN :“ τ´1pRNq and BS :“ τ´1pRSq, or explic-
itly
B “ σ3
4i
sin θ dθ ^ dφ (3.5.31)
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since BN “ BS on UNS. By our analysis in Section 3.4.2, this defines the
differential cocycle data of the path-curvature 2-functor. We will compute
the 2-holonomy in two different ways. We will follow the same procedure as
in the Up1q case and compute 2-holonomy in terms of homotopy classes of
paths and then we will use formula (3.3.97).
To help us with the first task, we first recall how SUp2q, described above
in terms of the Pauli spin matrices, is isomorphic to the universal cover
of SOp3q described in terms of homotopy classes of paths starting at the
identity in SOp3q. An isomorphism ČSOp3q – SUp2q from the universal cover
of SOp3q to SUp2q can be given by using the universal property and the
fact that SUp2q is simply connected. Given any path γ : r0, 1s // SOp3q
starting at γp0q “ I3, the 3 ˆ 3 identity matrix, there exists a unique lift
γ˜ : r0, 1s // SUp2q starting at γ˜p0q “ I2 and such that the diagram
SUp2q
r0, 1s SOp3q
γ˜
;;
γ
//

(3.5.32)
commutes. In this way, we can define a mapČSOp3q // SUp2q
rγs ÞÑ γ˜p1q.
(3.5.33)
By using the universal property one more time, one can show that this map
is well-defined. Finally, it is a smooth diffeomorphism of covering spaces.
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We can now check what the value of the path-curvature transport 2-
functor is on the sphere by doing the same computations as above but using
the new SOp3q-valued differential forms. The result for the bigon describing
the northern hemisphere is given by
trivpΣNp ¨ , 2sqq “ triv
ˆ
ΣN
ˆ
¨ , 2 θ
pi
˙˙
“ eJ32
ş2pi
0 p1´cos θqdφ
“ epiJ3p1´cos θq
(3.5.34)
since the paths going along θ do not contribute to the parallel transport
since the connection form only has a dφ contribution. The path-ordered
exponential is reduced to an ordinary exponential of an integral because
only J3 is involved and J3 commutes with itself. Similarly, the southern
hemisphere gives
trivpΣSp ¨ , 2s´ 1qq “ triv
ˆ
ΣS
ˆ
¨ , 2 θ
pi
´ 1
˙˙
“ e´piJ3p1`cos θq. (3.5.35)
Again, as a sanity check we show that the boundary values match up between
the two hemispheres along the equator:
epiJ3p1´cos
pi
2
q “ epiJ3 “ ´I3 “ e´piJ3 “ e´piJ3p1`cos pi2 q. (3.5.36)
Now we can compute the homotopy class of the path as θ ranges from 0 to pi.
Using similar arguments, namely that 1´ cos θ is a monotonically increasing
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function of θ for θ between 0 and pi
2
, we see that this defines a nontrivial
loop in SOp3q at the identity which agrees with our previous calculation.
Therefore, the 2-holonomy along the sphere is
holpS2q “ ´I2. (3.5.37)
Now we will use the differential cocycle data and integrate using formula
(3.3.97). First, we compute AΣN for the northern hemisphere bigon. Because
only σ3 is involved in the computation, everything commutes and conjugation
is trivial. Therefore,
pAΣN qθ
ˆ
d
dθ
˙
“ ´
ż 2pi
0
dφ Bpθ,φq
ˆ B
Bθ ,
B
Bφ
˙
“ ´piσ3
2i
sin θ (3.5.38)
and the 2-transport along ΣN is given by
kA,BpΣNq “ P exp
#
´
ż θ“pi{2
θ“0
pAΣN qθ
ˆ
d
dθ
˙+
“ exp
#ż θ“pi{2
θ“0
piσ3
2i
sin θ
+
.
(3.5.39)
The 2-transport along ΣS is done similarly and is given by
kA,BpΣSq “ exp
"ż θ“pi
θ“pi{2
piσ3
2i
sin θ
*
. (3.5.40)
Vertically composing these results yields
kA,BpΣSqkA,BpΣNq “ exp
"ż θ“pi
θ“0
piσ3
2i
sin θ
*
“ epiiσ3 “ ´I2ˆ2 (3.5.41)
because every term commutes. We will discuss what these group elements
mean after we finish a few more examples.
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3.5.3 SUpnq{Zpnq monopoles
Another collection of non-abelian examples arise from the Lie group SUpnq.
The center of SUpnq is Zpnq where, in the fundamental representation, ele-
ments in Zpnq are of the form
exp
"
2piki
n
*
In, (3.5.42)
where k P t0, 1, . . . , n´ 1u and In is the nˆ n unit matrix. SUpnq{Zpnq is a
Lie group with fundamental group pi1pSUpnq{Zpnqq isomorphic to Zpnq. To
see this, recall that the universal cover ČSUpnq{Zpnq constructed via paths
in SUpnq{Zpnq and modding out by homotopy is naturally isomorphic to
SUpnq, which is simply connected, by the universal property of universal
covers. The isomorphism preserves the fibers over the identity in SUpnq{Zpnq
and restricts to the isomorphism between pi1pSUpnq{Zpnqq and Zpnq. The
previous example was the special case n “ 2.
The equivalence relation on SUpnq{Zpnq says that two elements A and
B of SUpnq are equivalent if there exists a k P t0, 1, . . . , n´ 1u such that
AB´1 “ exp
"
2piki
n
*
In. (3.5.43)
We denote the elements of equivalence classes with square brackets such as
rAs.
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The possible SUpnq{Zpnq principal bundles over the sphere are deter-
mined by the clutching function along the equator, which is a homotopy class
of a loop S1 //SUpnq{Zpnq which by the isomorphism above is precisely an
element of Zpnq. The quotient map is written as τ : SUpnq // SUpnq{Zpnq
and is a covering map of Lie groups. Therefore, it defines a Lie 2-group.
Let us first consider the case for n “ 3, which is relevant in the theory of
quarks and gluons (see Section 1.4 of [ChTs93]). We fix k P t0, 1, 2u. Define
X to be the element in the Lie algebra of SUp3q to be
X :“ i
3
¨˝
1 0 0
0 1 0
0 0 ´2
‚˛. (3.5.44)
The exponential of this matrix is unitary. We define transition functions by
gNSpφq :“ exp t´kτpXqu
“ rexpt´kφXus
“
»—–
¨˚
˝e´
kφi
3 0 0
0 e´
kφi
3 0
0 0 e
2kφi
3
‹˛‚
fiffifl .
(3.5.45)
The element X is a scalar multiple of the Gell-Mann matrix λ8. Note we have
gNS p0q “ gNS p2piq “ gNS p4piq “ rI3s P SUp3q{Zp3q. (3.5.46)
The transition function defines a map φ ÞÑ gNSpφq whose homotopy class
determines a principal SUp3q{Zp3q bundle characterized by the integer k P
t0, 1, 2u.
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We define a connection on this bundle analogously to the SOp3q case by
setting
AN :“ kτpXq
2
p1´ cos θqdφ & AS :“ ´kτpXq
2
p1` cos θqdφ. (3.5.47)
A similar computation shows that this collection of 1-forms is consistent with
the transition function. The connection 2-form is similarly given by
BN “ kX
2
sin θ dθ ^ dφ (3.5.48)
and likewise for BS. This defines an SUp3q{Zp3q-valued closed 2-form on S2.
Again, we can do the computation for the 2-holonomy in the two ways
described earlier. The first case is done by computing the homotopy class of
the path of holonomies using the definition of the path-curvature 2-functor of
Definition 3.4.57. The second way is via the differential forms associated to
the path-curvature 2-functor described in Section 3.4.2 and equation (3.3.97).
The computation is completely analogous to the previous two examples.
For the first case, we have
holkpS2q “
»–θ ÞÑ
$&%
”
e
k
2
X
ş2pi
0 p1´cos θqdφ
ı
if 0 ď θ ď pi
2”
e´
k
2
X
ş2pi
0 p1`cos θqdφ
ı
if pi
2
ď θ ď pi
fifl
“
«
θ ÞÑ
#“
ekpiXp1´cos θq
‰
if 0 ď θ ď pi
2“
e´kpiXp1`cos θq
‰
if pi
2
ď θ ď pi
ff
“ e 2piik3 I3.
(3.5.49)
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As for the computation in terms of differential forms, also by analogous
computations to previous cases,
pAΣN qθ
ˆ
d
dθ
˙
“ ´
ż 2pi
0
dφ
kX
2
sin θ “ ´kpiX sin θ (3.5.50)
and likewise for pAΣSqθ
`
d
dθ
˘
. Also
kA,BpΣNq “ exp
#ż pi{2
0
kpiX sin θ dθ
+
(3.5.51)
and finally the 2-holonomy along the sphere is
holrkspS2q “ kA,BpΣSqkA,BpΣNq “ expt2pikXu “ e 2piik3 I3. (3.5.52)
For the general case of SUpnq, by using the matrix
X :“ i
n
¨˚
˚˚˚˚
˝
1
1
. . .
1
1´ n
‹˛‹‹‹‹‚ (3.5.53)
the formulas for the transition function, connection 1-forms, and connection
2-forms are all the same with this new X replacing the old one. Completely
analogous computations lead to a 2-holonomy along the sphere given by
holrkspS2q “ e 2piikn In, (3.5.54)
where k P t0, 1, . . . , n ´ 1u. The result is the magnetic charge of a magnetic
monopole computed as a non-abelian flux in SUpnq{Zpnq gauge theories.
SURFACE HOLONOMY AND MONOPOLES 333
3.5.4 Upnq monopoles
We now discuss yet another collection of examples generalizing the Up1q case.
Consider the group Upnq of unitary n ˆ n matrices. The Lie algebra, Upnq
consists of Hermitian matrices. The universal cover of Upnq is SUpnq ˆ R.
The covering map τ : SUpnq ˆ R // Upnq is defined by τpA, tq :“ Ae2piit.
The image of τ is a Up1q subgroup of Upnq. The fiber of this covering map
is given by the kernel which is
ker τ “
"
pA, tq
ˇˇˇ
A “ e´2piit and detA “ e´2piint “ 1 ðñ t “ k
n
, k P Z
*
“
"ˆ
e
2piik
n In,
k
n
˙ ˇˇˇ
k P Z
*
– Z.
(3.5.55)
Consider the Lie algebra element along this real line
X :“ p0n, 1q, (3.5.56)
where 0n is the nˆ n zero matrix. Then its image in Upnq under τ is
τpXq “ 2piiIn. (3.5.57)
With this, for every integer k, we define the transition function, connection
1-forms, and connection 2-forms completely analogously to the previous ex-
amples (specifically the R // Up1q example), namely
gNSpφq “ eikφIn, (3.5.58)
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AN “ k
2i
p1´ cos θqIndφ & AS “ ´ k
2i
p1` cos θqIndφ, (3.5.59)
and
B “ τ´1
ˆ
k
2i
sin θ In dθ ^ dφ
˙
“ ´ k
4pi
sin θ p0n, 1q dθ ^ dφ. (3.5.60)
In terms of the path of holonomies via the path-curvature 2-functor, the
surface holonomy is
holrkspS2q “
«
θ ÞÑ
#
e
k
2i
In
ş2pi
0 p1´cos θqdφ if 0 ď θ ď pi
2
e´
k
2i
In
ş2pi
0 p1`cos θqdφ if pi
2
ď θ ď pi
ff
“
«
θ ÞÑ
#
e
kpi
i
Inp1´cos θq if 0 ď θ ď pi
2
e´
kpi
i
Inp1`cos θq if pi
2
ď θ ď pi
ff
“ ´k P Z.
(3.5.61)
If we want to compute the surface holonomy in terms of formula (3.3.97),
we first compute
pAΣN qθ
ˆ
d
dθ
˙
“
ż 2pi
0
dφ
k
4pi
sin θ p0n, 1q “ k
2
sin θ p0n, 1q (3.5.62)
so that we get
kA,BpΣNq “ P exp
#
´
ż pi{2
0
dθ
k
2
sin θ p0n, 1q
+
“
˜
In,´
ż pi{2
0
dθ
k
2
sin θ
¸ (3.5.63)
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and the 2-holonomy along the sphere is
holkpS2q “ kA,BpΣSqkA,BpΣNq
“
ˆ
In,´
ż pi
pi{2
dθ
k
2
sin θ
˙˜
In,´
ż pi{2
0
dθ
k
2
sin θ
¸
“
ˆ
In,´
ż pi
0
dθ
k
2
sin θ
˙
“ pIn,´kq .
(3.5.64)
3.5.5 Magnetic flux is a gauge-invariant quantity
In this section we state a theorem that is trivial to prove in the formalism
presented above but gives an interesting physical interpretation. As men-
tioned earlier, the definition of the magnetic flux in the literature [ChTs93]
is given as the homotopy class of a loop of holonomies. However, it was not
known [GoNuOl77] how to define it as a surface-ordered integral except in
the abelian case. The constructions in this paper use the theory of transport
2-functors as models for 2-bundles with 2-connections to describe this loop of
holonomies in terms of a transport 2-functor. The equivalence between this
description and the definition in terms of surface holonomy is made precise.
This motivates the following definition.
Definition 3.5.65. Let P //M be a principal G-bundle with connection
over M and denote the associated transport functor by tra. Let Σ : S2 //M
be the map of a smooth sphere in M. Let N ď pi1pGq be a subgroup, G˜N //G
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the associated N -cover, BGN the associated Lie 2-group, and KNptraq the as-
sociated path-curvature transport 2-functor. The 2-holonomy holrKN ptraqspΣq
is the magnetic flux of any magnetic monopole enclosed by Σ associated to
tra and N.
All the previous examples relied on choices for the open cover, paths and
bigons used to describe the sphere, and choices of lifts of paths and bigons. It
is not immediately clear that the surface holonomy computed is independent
of these choices. Theorems 3.3.159 and 3.4.74 give us two important results,
the first of which tells us the magnetic flux is indeed independent of these
choices.
Corollary 3.5.66. Under the assumptions of Definition 3.5.65, the magnetic
flux is a gauge-invariant quantity (in terms of the notation of Definition
3.3.168)
holrKN ptraqspΣq P Invpαq. (3.5.67)
Proof. Choose a marking for the thin sphere as a thin bigon Σ : γ ñ γ from
a thin loop to itself. Then KNptraqpΣq P ker τ by the source-target match-
ing condition (recall comment preceding (3.3.94)). By Theorem 3.3.159,
2-holonomy along a sphere for any gauge 2-group is well-defined up to α-
conjugation. But α-conjugation for covering 2-groups agrees with ordinary
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conjugation by a lift by Lemma 3.4.12. Therefore, the α-conjugation action
restricted to Gˆ ker τ is trivial because ker τ is a central subgroup of G˜N by
Lemma 3.3.8. 
A corollary of this and Theorem 3.4.74 is the following which relates the
magnetic flux to a surface integral of the magnetic field. This is more of a
physics corollary than a math corollary.
Corollary 3.5.68. The magnetic flux (Definition 3.5.65) can be computed as
a surface integral by using (3.3.97) locally. This surface integral, which lands
in the covering group, is the analogue of
ş
S2
R where in electromagnetism R
is the electromagnetic field strength due to the local potential A.
Therefore, the surface holonomies of transport 2-functors give a math-
ematically rigorous explanation for the topological quantum number (the
magnetic charge) associated to magnetic monopoles for gauge theories with
any structure/gauge group in terms of magnetic flux. It is topological in the
sense that it only depends on the homotopy class of the sphere by Corollary
3.4.69. Furthermore, it expresses this quantity as a group element in the cen-
ter of the universal cover of the gauge group. We emphasize that no Higgs
field was introduced to do these computations. This therefore gives a rig-
orous mathematical result first mentioned by Goddard, Nuyts, and Olive at
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the end of Section 2 of their paper [GoNuOl77] by using the notion of trans-
port 2-functors introduced by Schreiber and Waldorf in [ScWa13] to describe
magnetic flux generalizing the notion from the theory of electromagnetism
to non-abelian gauge theories.
Appendix on smooth spaces
We will briefly state important definitions and smooth structures needed in
this paper. The category of finite-dimensional manifolds is not suitable for
our purposes, nor is the category of certain infinite-dimensional manifolds.
This section reviews diffeological spaces, which constitute one candidate for
a notion of smooth spaces. For a review of smooth spaces that also compares
several other candidates, please refer to [BaHo11].
Definition 3.5.69. A smooth space is a set X together with a collection of
plots tϕ : U //Xu, called its smooth structure, where each U is an open set
in some Rn (n can vary) satisfying the following conditions.
i) If ϕ : U //X is a plot and θ : V // U, where V is an open set of some
Rm, is a smooth map, then ϕ ˝ θ : V //X is a plot.
ii) Every map R0 //X is a plot.
iii) Let ϕ : U // X be a function and let tUjujPI be a collection of open
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sets covering U with ij : Uj //U denoting the inclusion. Then if ϕ ˝ ij :
Uj //X is a plot for all j P I, then ϕ : U //X is a plot.
Definition 3.5.70. A function f : X // Y between two smooth spaces is
smooth if for every plot ϕ : U //X of X, f ˝ ϕ : U // Y is a plot of Y.
Example 3.5.71. Let M be a smooth manifold. The manifold smooth
structure has as its collection of plots all infinitely differentiable functions
ϕ : U //M for various open sets U in Euclidean space. M with this col-
lection of plots forms a smooth space. With this smooth structure, for any
two manifolds M and N, a function M // N is smooth if and only if it is
differentiable in the usual sense.
Example 3.5.72. Let A be a subset of a smooth space X and denote the
inclusion by i : A ãÑ X. The subspace smooth structure on A has as its
collection of plots all functions ϕ : U //A such that i˝ϕ : U //X are plots
of X. With this smooth structure, the inclusion i : A //X is smooth.
Example 3.5.73. Let X be a smooth space, „ an equivalence relation on
X, and q : X //X{„ the quotient map. The quotient smooth structure on
X{„ has as its collection of plots all functions ϕ : U //X{„ such that there
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exists an open cover tUjujPJ along with plots ϕj : Uj //X for X such that
X
X{„
Uj
U
 _

ϕjoo
ϕ
oo

(3.5.74)
commutes for all j P J. With this smooth structure, the quotient map q :
X //X{„ is smooth.
Example 3.5.75. Let X and Y be smooth spaces. The product smooth
structure on XˆY has as its collection of plots all functions ϕ : U //XˆY
such that piX ˝ ϕ : U //X and piY ˝ ϕ : U // Y are both plots of X and Y,
respectively. Here piX : XˆY //X and piY : XˆY //Y are the projection
maps and are smooth with respect to this smooth structure.
Example 3.5.76. Let X and Y be two smooth spaces. The mapping smooth
structure on the set of functions Y X of X into Y is defined as follows. A
function ϕ : U // Y X is a plot if and only if the associated function ϕ˜ : U ˆ
X //Y, defined by ϕ˜pu, xq :“ ϕpuqpxq, is smooth. With this smooth structure
and the smooth structure on a product, the adjunction ZXˆY – pZY qX is an
isomorphism in the category of smooth spaces for all X, Y, Z.
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Index of (frequently used) notation
Notation Name/description Location Page
G a Lie group Def 3.2.5 158
BG a one-object groupoid Def 3.2.5 158
Gr Lie groupoid/2-groupoid
Def 3.2.6/
3.3.11
158/
213
G-Tor the category of G-torsors Def 3.2.15 161
PX
paths with sitting
instants in X
Def 3.2.16 162
BX bigons in X Def 3.2.18 162
P 1X
smooth space of
thin paths in X
Def 3.2.18 162
P1pXq thin path groupoid of X Def 3.2.21 164
Lg left multiplication by g Eqn (3.2.24) 165
T target category/2-category Def 3.2.25 167
i : Gr // T
realization of structure
groupoid in T
Def 3.2.25 167
pi : Y //M a surjective submersion Def 3.2.25 167
triv local trivialization functor Def 3.2.25 167
trivi trivi :“ i ˝ triv Def 3.2.25 167
Triv1pipiq category ofpi-local i-trivializations
Def 3.2.25,
3.2.27
167
Y rns n-fold fiber product
of pi : Y //M
Eqn (3.2.29) 168
Des1pipiq descent category Def 3.2.31,3.2.35 169
Ex1pi extraction functor
After Def
3.2.35
169
Des1pipiq8 smooth descent category After Def3.2.41 171
Triv1pipiq8 category of smoothpi-local i-trivializations
After Def
3.2.42
171
Trans1GrpM,T q category oftransport functors
After Def
3.2.43
172
Ppi1 pMq Cˇech path groupoid of M Def 3.2.46 173
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ppi canonical projection
Eqn (3.2.53)/
Lem 3.3.83
177/
238
spi weak inverse to ppi
Eqn (3.2.53)/
Lem 3.3.83
177/
238
Rec1pi Reconstruction functor Eqn (3.2.57) 178
G Lie algebra of G Sec 3.2.6 179
kA path transport Eqn (3.2.61) 181
P exp path-ordered exponential Eqn (3.2.62) 181
Z1pipGq8 category of differentialcocycles subordinate to pi Def 3.2.74 185
Rec1 & Ex1 limit of Rec1pi & Ex
1
pi over pi Eqn (3.2.83) 188
v & c
forgets trivialization
& its weak inverse
Eqn (3.2.83) 188
t group-valued
transport extraction
Def 3.2.85/
3.3.120
192/
256
L1M
thin marked loop
space of M
Eqn (3.2.96) 196
holFt
t -holonomy of a
transport functor F
Def 3.2.97/
3.3.128
196/
259
m thin loop/sphere markings
Def 3.2.103/
3.3.135
199/
262
G{InnpGq conjugacy classes in G Before Thm
3.2.117
207
holrF s gauge-invariant
holonomy/2-holonomy
Def 3.2.119/
3.3.161
208/
274
pH,G, τ, αq crossed module Def 3.3.1 211
P2pXq path 2-groupoid of X Def 3.3.37 222
P 2X
smooth space of thin
bigons in X
Def 3.3.37 222
Triv2pipiq 2-category ofpi-local i-trivializations
After Def
3.3.44
224
Des2pipiq descent 2-category Def 3.3.48–3.3.54 225
Ex2pi extraction 2-functor
After Def
3.3.54
226
Des2pipiq8 smooth descent 2-category Def 3.3.71 231
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Triv2pipiq8 2-category of smoothpi-local i-trivializations Def 3.3.72 232
Trans2GrpM,T q 2-category oftransport 2-functors Def 3.3.73 232
Ppi2 pMq Cˇech path 2-groupoid of Msubordinate to pi : Y //M Def 3.3.75 234
Rec2pi Reconstruction 2-functor Eqn (3.3.87) 241
pH,G, τ , αq differential Lie
crossed module
Sec 3.3.6 242
AΣ H-valued 1-form usedfor surface transport Eqn (3.3.95) 246
kA,B surface transport Eqn (3.3.97) 247
Z2pipGq8 2-category of differentialcocycles subordinate to pi Def 3.3.110 251
S2M thin marked sphere space Def 3.3.124 259
S2M thin free sphere space Def 3.3.131 261
H{α α-conjugacy classes in H Def 3.3.157 273
Invpαq α-fixed points Def 3.3.168 280
G˜ universal cover of G Eqn (3.4.1) 283
G˜N N -cover of G Eqn (3.4.14) 287
GN N -cover 2-group Def 3.4.20 289{G-TorN modified G-Tor Def 3.4.30 292
KNptraq path-curvature 2-functor Def 3.4.57 305
iN structure map for KNptraq Eqn (3.4.36) 295
trivN
trivialization data
for KNptraq Eqn (3.4.41) 297
Π2pMq fundamental 2-groupoidof M Def 3.4.67 307
Chapter 4
Convex categories
The current chapter is preliminary work on convex categories and related
structures. In particular, the definitions have not been completely settled.
Their final form will depend on claims and conjectures listed in Sections 4.4.3
and 4.5.1.
4.1 Introduction, motivation, and outline
4.1.1 The many forms of entropy and information in
science
The concept of entropy appears in several contexts in physics and math-
ematics. However, it is still not understood in any universal sense. There
are several constructions of entropy beginning with the work of Boltzmann in
statistical mechanics in the late 1860’s to the early 1870’s [Bo77]. Gibbs then
later in 1878 [Gi78] gave a probabilistic interpretation providing a notion of
344
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entropy for probability measure spaces by the formula
S “ ´kB
ÿ
i
pi ln pi, (4.1.1)
where kB is Boltzmann’s constant and pi is the probability of an event i taking
place. In 1948, Shannon developed a notion of entropy in information theory
interpreting entropy in terms of information loss [Sh48]. Gibbs entropy was
shown by Jaynes in 1957 to be a special case of Shannon’s entropy, thus
deriving thermodynamics and statistical mechanics from information theory
[Ja57].
In 1932, von Neumann described the quantum wave function collapse (due
to a measurement) as an irreversible process and introduced the density ma-
trix ρ [vN32]. Landau had also independently introduced the density matrix
but for a different purpose. Although less well-known, the root of Einstein,
Rosen, and Podolsky’s (EPR) argument showed that something more general
than a wavefunction is required in quantum mechanics [EPR35] and Cantrell
and Scully confirmed this in 1978 by realizing that EPR’s initial argument
could be resolved via the introduction of density matrices into quantum me-
chanics [CaSk78].1 An excellent and accessible review of a mathematically
1This of course is not the reason we celebrate the EPR paper as a society, but it is
nevertheless another good motivation for the introduction of the density matrix. I would
like to thank Jonathan Ben-Benjamin for bringing my attention to this reference and for
discussions regarding it.
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rigorous explanation of where the density matrix comes from in terms of
measurement can be found in chapter 19 of Hall’s book on quantum the-
ory [Ha13]. The von Neumann entropy associated to a density matrix is
given by the formula
Spρq :“ ´trpρ ln ρq. (4.1.2)
Narnhofer and Thirring generalized this definition to the context of C˚-
algebras [NaTh85], where states still make sense even if density matrices
corresponding to states may not exist (which occurs for instance in quantum
field theory) [Wa94], or if they do exist, they might not be unique [BdQV13].
Entropy has again become an area of interest among quantum field the-
orists, and although generalizations have been made in this context (see
[CaCa04] for example), it is still not completely understood what the ap-
propriate notion of entropy is. Entropy has also been introduced in the
surprising context of black hole thermodynamics beginning with the work of
Bekenstein and Hawking around 1973 [Be73] and 1975 [Ha75], respectively.
Bekenstein showed that the entropy of a Schwarzschild black hole is propor-
tional to the area of its horizon and Hawking used quantum field theory in
curved spacetime to obtain the proportionality constant as well as to show
that black holes radiate. The formula for the entropy in this case was shown
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to be2
SBH “ kBA
4`2P
, (4.1.3)
where `P is the Planck length defined to be
`P “
c
G~
c3
. (4.1.4)
This formula seems drastically different from the previous examples. It is a
formula coming from purely geometric considerations. Furthermore, the fact
that it is proportional to the area of the black hole instead of the volume is
thought to be counter-intuitive. Understanding this and what it means for
physics, especially quantum gravity, is still an unresolved issue to this day.
4.1.2 Motivation for a categorical framework for en-
tropy
Although some of these notions of entropy are related, or are special cases
of one another, it is important to stress that they are indeed different. They
all have similar properties, but seem to be defined in completely different
categories. The purpose of this article is to precisely identify these categories,
and exactly show in what way these notions of entropy are related in terms
of functors relating these categories. Of crucial importance is the notion of
2The subscript “BH” was probably used for “Bekestein-Hawking” but it can equally
be used for “black hole.”
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convexity. All of the examples mentioned above have convex structures on
their appropriate categories.
Entropy is a convex function in all of its manifestations. The reason is
because if two ensembles are combined (via a convex linear combination), one
loses information that distinguishes from which ensemble a particular sample
comes from [We78]. However, not every convex function is proportional to
the appropriate notion of entropy—additional properties are needed. Much
of our work is motivated by recent characterizations based on categories and
functors. The key insight, initiated in the work of Baez, Fritz, and Lein-
ster [BFL11] in 2011 in the context of finite probability spaces and Shannon
entropy, is that although not every convex function on finite probability
spaces is proportional to entropy, every convex functor is. Viewing entropy
as a functor in the context of finite probability spaces places the perspective
of entropy in terms of information loss associated to a process instead of the
entropy associated to a state. In addition, viewing entropy as a functor imme-
diately shows that entropy is an invariant, which has been utilized in several
ways, for example in the context of dynamical systems. For instance, Ko-
molgorov used entropy to first prove that certain dynamical systems, known
as Bernoulli shifts, are not isomorphic by calculating their entropies [Bo14].
The ubiquity of convexity of entropy is probably well known to the reader.
CONVEX CATEGORIES 349
However, the functoriality property is intuitively obvious and says simply
that the information loss associated to a sequence of processes is the sum of
the information losses associated to each process in the sequence.
Motivated by this work [BFL11], and more recent work of Baez and Fritz
[BF14] for relative entropy, we will define entropy as a convex functor on a
convex category. Uniqueness or lack of uniqueness results for such functors
may aid our understanding of entropy in terms of information loss associated
to processes or perhaps may offer new insight. To do this, we have to abstract
the convex structure utilized in the proof of uniqueness of convex functors
in [BFL11] and [BF14]. It is therefore one of the main purposes of this
chapter is to set up a theory aimed towards a definition of entropy robust
enough to include all examples mentioned above as well as many new and
interesting ones.
The definition of a convex category will be a categorified version of a
convex space, which we learned about through Fritz’s work [Fr09], which
itself is actually not the first abstract definition written down for a convex
space. It was known as early as S´wirszcz’s work [S´w74] though the earliest
reference we currently have access to is Flood’s work [Fl80]. A convex space
is an abstract set equipped with a collection of operations to be thought
of as convex linear combinations. These binary operations need to satisfy
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several properties motivated by convex subspaces of vector spaces. However,
as shown in [Fr09], there are examples of convex spaces that are not subspaces
of vector spaces. Nevertheless, under certain additional assumptions, one can
show that all convex spaces can be embedded as convex subspaces of vector
spaces [Fl80]. The definition of a convex space can be internalized in any
cartesian monoidal category. Furthermore, our definition of convex category
can also be internalized in any cartesian monoidal 2-category, though such
abstractions will not be needed in this introductory work. However, there
are interesting examples that become more apparent, when one formulates
the Gelfand-Naimark-Segal construction as an adjunction, which is done in
Chapter 5 of this thesis.
Both entropy and information loss become special cases of convex func-
tors between convex categories. Our definition is robust enough to allow
for notions of information loss whose values are not just non-negative num-
bers but could be morphisms in some convex category. Similarly, entropy is
allowed to be quantified in terms of objects of a convex category, or more
precisely a cone category, which we also define.
CONVEX CATEGORIES 351
4.1.3 General results and outline of chapter
In Section 4.2, we review the notion of an abstract convex space, which gives
an algebraic description of convex sets. Afterwards, we “categorify” this
notion and define a convex category. Normally, in the process of categorifi-
cation, one replaces conditions with isomorphisms. We find that this is too
restrictive and find that most of our examples require ordinary morphisms.
This will be related to the fact that in some situations one cannot duplicate
or erase information as freely as one might wish. Our definition is formu-
lated purely arrow-theoretically enabling it to be internalized into certain
2-categories.
Following the abstract (and dense) definition of convex category, we pro-
ceed in Section 4.3 to give an enormous number of examples of convex cat-
egories. These examples are the domains on which entropy shall be defined.
Most of the examples we cover are those arising in classical probability the-
ory. These include finite probability spaces and measure-preserving maps, fi-
nite probability spaces and measure-preserving stochastic maps, and general
(possibly infinite) probability spaces with and without probability density
functions.3 In the near future, we will examine density matrices in quan-
tum mechanics and states on C˚-algebras. It is also possible (though this
3The latter examples were worked out together with Brian Dressner.
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is speculative), that dynamical systems, states in quantum field theory, and
Riemannian (and pseudo-Riemannian) geometry, particularly in the context
of black hole thermodynamics, have categorical descriptions fitting them into
this framework and only lack of time has prevented us from exploring these
examples further. We defer these latter examples to future work.
In Section 4.4, we define several different notions of convex functors (con-
vex, concave, affine, and so on). Because we are dealing with categories as
opposed to sets, functors need not preserve the convex structure on the nose,
and we indeed find several examples where this happens, particularly in for-
mulating the Gelfand-Naimark-Segal (GNS) construction categorically, the
topic of Chapter 5. Unfortunately, we will not describe how convexity plays
a role in this thesis in relation to the GNS construction and will save this for
future work. We provide only a few examples of convex functors here. The
reason for this is that technical issues have prevented us from presenting a
larger number in this thesis. However, significant progress is being made to-
wards convex functors between classical and quantum probabilities. Ideally,
there will be a sequence of convex embeddings
FinProb DenMa states  //   // (4.1.5)
describing how ordinary (classical) finite probability is a special case of the
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category of density matrices, which itself is a special case of states on C˚-
algebras. While this result in some form has been known, it is important to
phrase it categorically to make sense of entropy categorically in future work.
In Section 4.5, we begin formalizing the notion of entropy as information
loss. In order to accomplish this, we introduce cone categories, which are
closely related to convex categories. This is needed to make sense of clas-
sification theorems for entropy that state results of the form “any convex
functor from a [specific] convex category C to real numbers” is proportional
to a well-known entropy formula. It is the concept of proportionality which
must be made precise, and this is done using cone categories and convex
functors from convex categories to cone categories. In the process, we show
that every cone category is naturally a convex category, which is just a cat-
egorified version of results known in [Fl80]. Many examples of entropy arise
as convex functors from a convex category to real numbers, though we only
discuss the one that has motivated this work.
The Appendix of this chapter reviews some basic category theory that
is needed to understand the results in this chapter. There, we introduce
categories, functors, natural transformations, and all their compositions. In
addition, we review symmetric semigroupal categories, symmetric monoidal
categories, cartesian monoidal categories, and their associated structure-
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preserving functors and natural transformations. Several proofs use “higher-
dimensional algebra,” which was described in some detail in Chapter 2.
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4.2 Convex categories
4.2.1 Preliminary on convex spaces
The following definition was obtained from [Fr09] but goes back to as early
as S´wirszcz’s work in 1974 [S´w74].
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Definition 4.2.1. A convex set is a set C together with a family of functions
known as convex linear combinations Fλ : C ˆ C // C indexed by λ P r0, 1s
satisfying the following axioms:
F0px, yq “ y (unit law) (4.2.2)
Fλpx, xq “ x (idempotency) (4.2.3)
Fλpx, yq “ F1´λpy, xq (parametric commutativity) (4.2.4)
Fλ
´
Fµpx, yq, z
¯
“ Fλzµ
´
x, Fλ{µpy, zq
¯
(deformed parametric associativity)
(4.2.5)
for all x, y, z P C and λ, µ P r0, 1s. Here
λzµ :“ λµ & λ{µ :“
#
λp1´µq
1´λµ if λµ ‰ 1
arbitrary if λ “ µ “ 1 . (4.2.6)
Here “arbitrary” means that one can assign any value to the quantity.
It is convenient to use the notation
λx` p1´ λqy :“ Fλpx, yq. (4.2.7)
In this case, the laws take a more familiar form
0x` 1y “ y
λx` p1´ λqx “ x
λx` p1´ λqy “ p1´ λqy ` λx
λ
´
µx` p1´ µqy
¯
` p1´ λqz “ pλzµqx` p1´ λzµq
´
pλ{µqy ` p1´ λ{µqz
¯
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Examples of convex spaces are abundant. They are motivated by convex
subspaces of vector spaces (see Theorem 4.1 in [Fr09]).
Example 4.2.8. Let V be a real vector space and C Ď V a convex subset.
Then the vector space structure gives C the structure of a convex space.
Even though convex spaces are motivated by the previous example, there
are “non-geometric” examples, i.e. convex spaces that cannot be realized
as convex subspaces of vector spaces. Plenty examples are given in [Fr09]
and we will be content with just knowing that such examples exist. One of
the nice things about S´wirszcz’s definition is that it can easily be defined
internally in any cartesian monoidal category. Because we will be heavily
using diagramatic notation in this work and also because we will categorify
this definition, it will be helpful to provide the definition of such convex
objects.
Definition 4.2.9. A convex object in a cartesian monoidal category (see Def-
inition 4.5.129 for notation and definitions used) pC,b, I, a, l, r, γ, pi1, pi2, eq
consists of an object C in C together with a family of morphisms Fλ :
C b C // C indexed by λ P r0, 1s such that the following axioms hold.
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(a) The diagram
C b C C
F0
%%
pi2;C
99 (4.2.10)
commutes.
(b) The diagram
C
C b C
C
∆C
DD
Fλ

idC
//
(4.2.11)
commutes for all λ P r0, 1s.
(c) The diagram
C b C C b C
C
γ //
Fλ

F1´λ

(4.2.12)
commutes for all λ P r0, 1s.
(d) The diagram4
C b C b C C b C
C b C C
FµbidC //
idCbFλ{µ

Fλ

Fλzµ
//
(4.2.13)
commutes for all λ, µ P r0, 1s.
4Technically, there is an associator isomorphism from pCbCqbC to CbpCbCq which
we have not written for visual clarity. This is not a serious issue because the isomorphism
is unique since C is cartesian (see Remark 4.5.143 in the Appendix of this chapter).
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A convex object as above is typically denoted by pC, tFλuq or sometimes
abusively as C.
In the particular cartesian monoidal category of Sets (with a choice for
the product of sets as the monoidal structure), a convex object is precisely a
convex set as in Definition 4.2.1.
Remark 4.2.14. It is known that convex sets satisfying a cancellative prop-
erty can be embedded into vector spaces and can therefore be viewed as
convex subsets of vector spaces [Fl80]. It is not known to us whether analo-
gous geometric-type characterizations exist for convex objects, but we merely
leave this as a question for the reader—its answer is not our immediate con-
cern here.
There is something quite important to point out regarding convex sets
and the above definitions that the categorical language makes apparent. This
is the fact that in order for the idempotency axiom to be defined, one needs
a cartesian structure on a symmetric monoidal category. Such a structure is
used to duplicate/copy (using the diagonal ∆) and delete information (using
the erase e), which is not possible in all physically interesting examples such
as quantum mechanics [Ba06]. Nevertheless, all of the other axioms make
sense with a slight modification to the unit law. The way the unit law has
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been presented makes it also seem like the cartesian structure is necessary
but the unit law can be described using the monoidal unit from just the
monoidal structure as follows.
Definition 4.2.15. A quantum convex object in a symmetric monoidal cat-
egory pC,b, I, a, l, r, γq consists of an object C in C together with a family
of morphisms Fλ : C b C // C indexed by λ P r0, 1s satisfying parametric
commutativity (4.2.12), deformed parametric associativity (4.2.13), and the
unit law, which says that to every “element” x : I // C, the diagram
I b C
C b C
C
xbidC ?? F0

lC
//
(4.2.16)
commutes.
4.2.2 The definition of a convex category
The following definition was initially motivated by the structure described
in [BFL11] for the category of finite probability measure spaces (see Section
4.3.1 below). We first provide a “categorification”5 of Definition 4.2.1 and
then we discuss how to realize a familiar example from basic probability the-
ory. We then describe what the physical meaning of these abstract concepts
are in that case. We will then supply several other examples.
5Usually, in categorification, one replaces equalities with isomorphisms. We will later
see that in some examples, this assumption is too strict. This should not cause severe
alarm provided we have enough consistent data for a robust definition.
CONVEX CATEGORIES 360
Definition 4.2.17. A convex category is a category C equipped with a family
of bifunctors Fλ : CˆC //C indexed by λ P r0, 1s together with the following
data.
(a) Natural isomorphisms6
C ˆ C C
F0
$$
pi2;C
::u0

& C ˆ C C
F1
$$
pi1;C
::u1

(4.2.18)
called the left & right unitors, respectively. Here pii;C is the projection
bifunctor onto the i-th factor.
(b) For every λ P r0, 1s, natural isomorphisms
C ˆ C C ˆ C
C
γ //
Fλ

F1´λ

φλ
s{ (4.2.19)
called parametric commutors. Here γ : C ˆ C // C ˆ C is the swapping
functor that sends objects px, yq to py, xq and similarly for morphisms.
(c) For every pair λ, µ P r0, 1s, natural isomorphisms
C ˆ C ˆ C C ˆ C
C ˆ C C
FµˆidC //
idCˆFλ{µ

Fλ

Fλzµ
//
aλ,µ
v~
(4.2.20)
6We will describe what all this means in case the reader is unfamiliar with natural
transformations after we make the definition. Also, you can refer to Appendix 4.5.3.
CONVEX CATEGORIES 361
called convex associators.
These data must satisfy the following compatibility conditions.
i) The left and right unitors together with parametric commutors satisfy
C ˆ C
C ˆ C
C
F0 ((
pi2;C
66u0

γ
??
F1

φ0
 “
C ˆ C
C ˆ C
C
γ
??
pi1;C
++
pi2;C
//
id
F1

u1
x  (4.2.21)
ii) For each λ P r0, 1s,
C ˆ C C ˆ C C ˆ C
C
γ // γ //
Fλ
##
Fλ
{{
F1´λ

φλ
w
φ1´λ
rz “
C ˆ C
C
Fλ

Fλ

idFλ
. (4.2.22)
iii) For each λ P r0, 1s,
C ˆ C ˆ C C ˆ C
C ˆ C C
F1ˆidC //
idCˆF0

Fλ

Fλ
//
aλ,1
u}
“
C ˆ C ˆ C C ˆ C
C ˆ C C
C ˆ C
F1ˆidC //
idCˆF0

Fλ

Fλ
//
idC
99
idCyy
Fλ
%%
pi13;C
%%
u1ˆidC
mu
idCˆu´10


idFλ
idFλ
(4.2.23)
and
C ˆ C ˆ C C ˆ C
C ˆ C C
FλˆidC //
idCˆF1

Fλ

Fλ
//
a1,λ
u}
“
C ˆ C ˆ C C ˆ C
C ˆ C C
C ˆ C
FλˆidC //
idCˆF1

Fλ

Fλ
//
idC
99
idCyy
Fλ
%%
pi12;C
%%
idFλˆidC
idCˆu´11


u1ˆidC
ks
idFλ
(4.2.24)
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Here piij;C : C ˆ C ˆ C // C ˆ C is the projection onto the i and j-th
factors.
iv) For each ν, λ, µ P r0, 1s,
C ˆ C ˆ C ˆ C
C ˆ C ˆ C C ˆ C ˆ C
C ˆ C
C ˆ C
C ˆ C
C
FµˆidCˆC

idCˆCˆFν{λ

FλˆidC

idCˆFν{λ

FµˆidC

idCˆFpνzλq{µ

Fν

Fνzλ

Fpνzλqzµ

id
aν,λ '/ aνzλ,µ
/7
“
C ˆ C ˆ C ˆ C
C ˆ C ˆ C C ˆ C ˆ C
C ˆ C ˆ C
C ˆ C C ˆ C
C
FµˆidCˆC

p˚q

idCˆFλ{µˆidC

FλˆidC

FλzµˆidC

idCˆFν{pλzµq

idCˆFpνzλq{µ

Fν

Fνzpλzµq

p:q /7 p‹q'/
aν,λzµ
+3
(4.2.25)
where
p:q :“ aλ,µˆ ididC , p˚q :“ idCˆC ˆFpν{pλzµqq{pλ{µq, & p‹q :“ ididC ˆ aν{pλzµq,λ{µ
(4.2.26)
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v) For each λ, µ P r0, 1s,7
C ˆ C ˆ C
C ˆ C ˆ C C ˆ C ˆ C
C ˆ C C ˆ C
C ˆ C C ˆ C
C
γˆidC
77 idCˆγ
''
FµˆidC

Fλ ))
""
idˆ
F
λ{µ

F
λzµ
γ //
 F
1
´λ
zµ
||Fλ{
µˆ
idC
p:q

uu
Fp1´
λzµ
qzpλ{
µq
aλ,µ
5=
φ´1
λzµ
5=
!)
p˚q
id
“
C ˆ C ˆ C
C ˆ C ˆ C C ˆ C ˆ C
C ˆ C C ˆ C
C
γˆidC
77 idCˆγ
''
FµˆidC

Fλ ))

F 1
´µ
ˆid
C

idC ˆ
F
λ{p1´
µq p‹q

uu Fλzp1
´µq
φ´1µ ˆidC
<D
aλ,1´µ +3
φ´1
λ{p1´µq
4<
(4.2.27)
where
p:q :“ idC ˆ Fp1´λzµq{pλ{µq, p˚q :“ a1´λzµ,λ{µ, & p‹q :“ idC ˆ F1´λ{p1´µq
(4.2.28)
It will sometimes be convenient to write
λa‘ p1´ λqb :“ Fλpa, bq & λf ‘ p1´ λqg :“ Fλpf, gq (4.2.29)
for objects a, b in C and similarly for morphisms f : a // a1 and g : b // b1
in C. In this case, λa ‘ p1 ´ λqb or λf ‘ p1 ´ λqg are called convex linear
combinations of objects and morphisms, respectively. A convex category as
above will be often denoted abusively by pC, F q instead of pC, F, u0, u1, φ, aq.
Remark 4.2.30. Because this definition is expressed diagramatically in
terms of objects, 1-morphisms, and 2-morphisms, it can also be used to
7 Note that on the right side of each diagram, Fp1´λzµq{pλ{µq “ F1´λ{p1´µq and
Fp1´λzµqzpλ{µq “ Fλzp1´µq since the subscripts are equal.
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define convex category objects in symmetric monoidal 2-categories (however,
the diagrams become more complicated when the monoidal structure is not
strict). Technically, the way the left and right unitors were described above
use projection functors which use a cartesian structure. However, this can
be dropped by assuming the existence of a monoidal unit 1 in the 2-category
with which “objects,” a.k.a. “elements,” of C can be chosen via morphisms
x : 1 //C and then a left unitor, for instance, would be a natural isomorphism
lx of the form
1ˆ C
C ˆ C
C
xˆidC
??
F0

lC
//
lx

(4.2.31)
where lC is the natural isomorphism from the monoidal structure. We would
then require additional assumptions for “morphisms” f in C, which are de-
scribed by 2-morphisms of the form
1 C
x
  
y
>>f

. (4.2.32)
We will not need this more abstract notion in the current chapter though it
does appear in the context of the Gelfand-Naimark-Segal construction briefly
described in Section 4.5.3.
It is useful to spell out what all the data present in Definition 4.2.17 are
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explicitly on objects. The data consists of functors and natural transforma-
tions.
(a) The unitors u0 : F0 ñ pi2;C and u1 : F1 ñ pi1;C assign to every pair of
objects x, y in C isomorphisms
0x‘ 1y u0px,yqÝÝÝÝÑ y & 1x‘ 0y u1px,yqÝÝÝÝÑ x (4.2.33)
such that for every pair of morphisms f : x // v and g : y // w in C,
the diagrams
0x‘ 1y y
0v ‘ 1w w
u0px,yq //
0f‘1g

g

u0pv,wq
//
&
1x‘ 0y x
1v ‘ 0w v
u1px,yq //
1f‘0g

f

u1pv,wq
//
(4.2.34)
commute.
(b) The parametric commutors φλ assign to every pair of objects px, yq in
C ˆ C, an isomorphism
p1´ λqy ‘ λx φλpx,yqÝÝÝÝÑ λx‘ p1´ λqy (4.2.35)
such that for any pair of morphisms f : x // v and g : y // w the
diagram
p1´ λqy ‘ λx λx‘ p1´ λqy
p1´ λqw ‘ λv λv ‘ p1´ λqw
φλpx,yq //
p1´λqg‘λf

λf‘p1´λqg

φλpv,wq
//
(4.2.36)
commutes.
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(c) The convex associators aλ,µ assign to every triple of objects px, y, zq in
C ˆ C ˆ C an isomorphism
λ
´
µx‘p1´µqy
¯
‘p1´λqz aλ,µpx,y,zqÝÝÝÝÝÝÑ pλzµqx‘p1´λzµq
´
pλ{µqy‘p1´λ{µqz
¯
(4.2.37)
such that for any triple of morphisms f : x //u, g : y //v, and h : z //w,
the necessary diagram (which should by now be obvious) commutes.
The conditions on these natural isomorphisms are meant to be a sufficient set
of relations needed so that any two ways of reducing one object to another via
these natural isomorphisms, the two ways are equal.8 However, there could
be some redundancies in these relations as this is a preliminary definition.
Regardless, these conditions are given as follows.
i) For all objects x and y in C, the diagram
1y ‘ 0x
0x‘ 1y
y
φ0px,yq
??
u0px,yq

u1py,xq
//
(4.2.38)
commutes. In other words, the right unitor is determined by the left one
and the parametric commutors.
8For those familiar with monoidal categories, which are reviewed in the Appendix of
this chapter, these are analogous to the coherence conditions, which Mac Lane proved
give minimal and sufficient criteria so that the isomorphism associated to any change of
parentheses of tensor products of objects is unique [Ma63]. We do not check whether our
axioms are enough to prove such a general theorem.
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ii) For each λ and each pair of objects x and y of C, the diagram
λx‘ p1´ λqy
p1´ λqy ‘ λx
λx‘ p1´ λqy
φ1´λpy,xq
;;
φλpx,yq
##
idλx‘p1´λqy
//
(4.2.39)
commutes, i.e.
φλpx, yq´1 “ φ1´λpy, xq. (4.2.40)
iii) For every triple of objects x, y, z in C and every λ P r0, 1s, the diagrams
λp1x‘ 0yq ‘ p1´ λqz λx‘ p1´ λq`0y ‘ 1z˘
λx‘ p1´ λqz
aλ,1px,y,zq //
λu1px,yq‘p1´λqidz (( λidx‘p1´λqu0py,zqvv (4.2.41)
and
1
`
λx‘ p1´ λqy˘‘ 0z λx‘ p1´ λqp1y ‘ 0zq
λx‘ p1´ λqy
a1,λpx,y,zq //
λu1
`
λx‘p1´λqy,z
˘
(( λidx‘p1´λqu1py,zqvv (4.2.42)
commute.
iv) For each triple of numbers ν, λ, µ P r0, 1s and for each quadruple of
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objects w, x, y, z in C, the diagram9
Fν
´
Fλ
`
Fµpw, xq, y
˘
, z
¯
Fνzλ
´
Fµpw, xq, Fν{λpy, zq
¯
Fpνzλqzµ
´
w,Fpνzλq{µ
`
x, Fν{λpy, zq
˘¯
Fν
´
Fλzµ
`
w,Fλ{µpx, yq
˘
, z
¯
Fνzpλzµq
´
w,Fν{pλzµq
`
Fλ{µpx, yq, z
˘¯
aν,λpFµpw,xq,y,zq
uu
aνzλ,µpw,x,Fν{λpy,zqq

Fνpaλ,µpw,x,yq,idzq
))
aν,λzµpw,Fλ{µpx,yq,zq

Fpνzλqzµpidw,aν{pλzµq,λ{µpx,y,zqq
oo
(4.2.43)
commutes.
v) For every pair λ, µ P r0, 1s and every triple of objects x, y, z in C, the
diagram
Fλ
´
Fµpx, yq, z
¯
Fλzµ
´
Fλ{µpx, yq, z
¯
Fλ
´
F1´µpy, xq, z
¯
F1´λzµ
´
Fλ{µpy, zq, x
¯
Fλzp1´µq
´
y, Fλ{p1´µqpx, zq
¯
Fλzp1´µq
´
y, F1´λ{p1´µqpz, xq
¯
aλ,µpx,y,zq
&&
Fλpφµpx,yq´1,idzq
xx
φλzµpx,Fλ{µpy,zqq´1

aλ,1´µpy,x,zq

a1´λzµ,λ{µpy,z,xq
xx
Fλzp1´µqpidy ,φλ{p1´µqpx,zq´1q
&&
(4.2.44)
commutes.
9We occasionally switch between the notations Fµpx, yq ” µx ‘ p1 ´ µqy to fit such
diagrams as neatly as possible.
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The above definition is a categorified version of a quantum convex ob-
ject (see Definitions 4.2.9 and 4.2.15). There are actually different types of
categorified versions of convex objects which we discuss now.
Definition 4.2.45. A convex category with idempoters is a convex category
together with natural transformations
C
C ˆ C
C
∆
DD
Fλ

idC
//
iλ

(4.2.46)
for every λ P r0, 1s called idempoters. Here ∆ : C // C ˆ C is the diago-
nal functor. These natural transformations satisfy the following additional
conditions
i) The idempoters and unitors satisfy
C
C ˆ C
C
∆
DD
F0

idC
//
i0

“
C
C ˆ C
C
∆
??
pi2;C
++
idC
//
id
F0

u0
x  (4.2.47)
and
C
C ˆ C
C
∆
DD
F1

idC
//
i1

“
C
C ˆ C
C
∆
??
pi1;C
++
idC
//
id
F1

u1
x  . (4.2.48)
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ii) For each λ P r0, 1s,
C
C ˆ C
C
C ˆ C
∆
??
F1´λ

idC
//
i1´λ

γ //
Fλ

φ1´λ
px “
C
C ˆ C
C
∆
DD
Fλ

idC
//
iλ

. (4.2.49)
iii) For every λ, µ P r0, 1s,
C ˆ C ˆ C
C ˆ C
C
C ˆ C
C ˆ C ˆ C
C ˆ C
C
FµˆidCzz
Fλ
ll
idC

∆
:: idCˆ∆ ,,
idCˆCˆC

idCˆFλ{µll
Fλzµ
zz
idCˆC

aλ,µ
V^
ididCˆiλ{µhpiλzµ
v~ “
C ˆ C ˆ C
C ˆ C
C
C ˆ C ˆ C
C ˆ C
C ˆ C
C
FµˆidCzz
Fλ
ll
idC

∆
,,
∆
:: idCˆ∆ ,,
∆ˆidC
::
idCˆCˆC
idCˆC

id
iµˆididC
v~iλhp
(4.2.50)
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iv) For every µ, λ P r0, 1s,
C4
C2
C2
C
∆ˆ∆
{{ Fλ

FµˆFµ
 Fλ
;;
id

iµˆiµ
+3
id
“
C4
C2
C2
C
C3
C
C2
C2
C3 C3
C4
∆ˆ∆
{{
Fλ

idC

idC2ˆFµ

FµˆidC

Fλ
;;
Fµ
''
∆

idCˆFλ{µ
..
idCˆγˆidC
33
p:q

idC2ˆFλ
idCˆFνˆidC --
idCˆFµ{λ`λ{µ
  
idCˆFµ{λ

Fλzµ
22
FλˆidC '' iµ
7?
idˆa´1
µ{λ`λ{µ,ν
FN
aλ,µ
DL
p˚q +3
aµ,λ
;C
p‹q
qy
(4.2.51)
where
p:q :“ idC ˆ F1´ν ˆ idC, p‹q :“ idˆ φ1´ν ˆ id, & p˚q :“ idˆ aµ{λ`λ{µ,1´ν
(4.2.52)
and we have used shorthand notation Cn :“ Cˆ¨ ¨ ¨ˆC n times Further-
more,
ν :“
#
λp1´µq
µ`λ´2µλ if µλ ‰ 1
arbitrary if λ “ µ “ 1 . (4.2.53)
Note that the subdiagram with no 2-morphism filling in the space com-
mutes.
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Explicitly, the idempoters iλ assign to every object y in C morphisms
λy ‘ p1´ λqy iλpyqÝÝÝÑ y (4.2.54)
such that for every morphism f : y // z in C, the diagram
λy ‘ p1´ λqy y
λz ‘ p1´ λqz z
iλpyq //
λf‘p1´λqf

f

iλpzq
//
(4.2.55)
commutes. The conditions relating them to the other structure of a convex
category are given as follows.
i) For each object y in C, the diagrams
0y ‘ 1y y
i0pyq
((
u0py,yq
66 & 1y ‘ 0y y
i1pyq
((
u1py,yq
66 (4.2.56)
both commute, i.e. i0pyq “ u0py, yq and i1pyq “ u1py, yq.
ii) For each λ and object y in C, the diagram
λy ‘ p1´ λqy
p1´ λqy ‘ λy
y
φ1´λpy,yq
;;
i1´λpyq
##
iλpyq
//
(4.2.57)
commutes.
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iii) For every pair λ, µ P r0, 1s and every object x in C the diagram
λ
´
µx‘ p1´ µqx
¯
‘ p1´ λqx
pλzµqx‘ p1´ λzµq
´
pλ{µqx‘ p1´ λ{µqx
¯
λx‘ p1´ λqx
pλzµqx‘ p1´ λzµqx
xaλ,µpx,x,xq

λiµpxq‘p1´λqidx
**
pλzµqidx‘p1´λzµqiλ{µpxq
44
iλpxq
''
iλzµpxq
77 (4.2.58)
commutes.
iv) For every pair λ, µ P r0, 1s and every pair of objects x, y in C the diagram
Fλ
`
Fµpx, xq, Fµpy, yq
˘
Fλpx, yq
Fλzµ
´
x, Fλ{µ
`
x, Fµpy, yq
˘¯
Fλzµ
´
x, Fµ{λ`λ{µ
`
Fνpx, yq, y
˘¯
Fλzµ
´
x, Fµ{λ`λ{µ
`
F1´νpy, xq, y
˘¯
Fλzµ
´
x, Fpµ{λ`λ{µqzp1´νq
`
y, Fλpx, yq
˘¯
Fλzµ
´
x, Fµ{λ
`
y, Fλpx, yq
˘¯
Fµ
`
Fλpx, yq, Fλpx, yq
˘
Fλ
`
iµpxq,iµpyq
˘
uu aλ,µ
`
x,x,Fµpy,yq
˘
##
Fλzµ
`
idx,aµ{λ`λ{µ,νpx,y,yq´1
˘

Fλzµ
`
idx,Fµ{λ`λ{µ
`
φ1´νpx,yq,idy
˘˘

Fλzµ
`
idx,aµ{λ`λ{µ,1´νpy,x,yq
˘oo
id
QQ
aµ,λ
`
x,y,λx‘p1´λqy
˘QQ
iµ
`
Fλpx,yq
˘EE
(4.2.59)
commutes.
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Definition 4.2.60. A convex category with memory is a convex category C
equipped with an additional family of natural transformations
C
C ˆ C
C
∆
DD
Fλ

idC
//
δλ
KS
(4.2.61)
parametrized by λ P r0, 1s and called diagonal rectifiers, such that δλ is a
section of iλ for all λ, i.e.
C C ˆ C C∆ // Fλ //
idC
==
idC
!!
δλ

iλ

“ C C
idC
==
idC
!!ididC

. (4.2.62)
Furthermore, the diagonal rectifiers satisfy analogous conditions to the ones
that idempoters satisfy (see Definition 4.2.45).
The diagonal rectifiers δλ assign to every object y in C morphisms
y
δλpyqÝÝÝÑ λy ‘ p1´ λqy (4.2.63)
such that for every morphism f : y //z in C, the obvious diagram commutes.
Furthermore, the condition that δλ is a section of iλ means that for each
object x in C the diagram
y
λy ‘ p1´ λqy
y
δλpyq
??
iλpyq

idy
//
(4.2.64)
commutes.
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Definition 4.2.65. A convex category with perfect memory is a convex cat-
egory with memory C whose idempoters iλ and diagonal rectifiers δλ are
natural inverses of each other for all λ P r0, 1s.
Due to the several slightly different notions of convex categories, it will
be occasionally helpful to simply call them all convex categories and when
necessary we will indicate which ones we mean if a certain type has to be
specified.
Definition 4.2.66. The type of a convex category will refer to any of the fol-
lowing: convex category, convex category with idempoters, convex category
with memory, and convex category with perfect memory.
Morphisms of convex categories will be discussed in Section 4.4 after
several examples are given first in Section 4.3.
Remark 4.2.67. Convex categories alone only require a symmetric monoidal
structure to be internalized. However, convex categories with idempoters
and/or diagonal rectifiers need a cartesian structure since they use diagonals
and projections.
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4.3 Examples of convex categories
The idea of abstracting the notion of a convex category began from the exam-
ple of finite sets with probability measures and measure-preserving functions
in Baez, Fritz, and Leinster’s work [BFL11]. However, for the purposes of our
examples and to fit it within the framework we have established, we will have
to actually use a slightly different category than the one in [BFL11]. The
slight difference is that we must use “equal almost everywhere” equivalence
classes of measure-preserving functions. For those familiar with probability
theory and measure theory in general, this subtle difference would seem like
the natural thing to consider. However, because of this slight difference,
we will have to be careful about using any of their results, since we may
need to readjust some statements and proofs. Incidentally, our adjustments,
which are natural from the categorical perspective, take care of some puzzles
regarding 0 in later work of Baez and Fritz [BF14].
We therefore begin with this example in Section 4.3.1. Afterwards, we
discuss in great detail other examples. These include finite sets with prob-
ability measures and stochastic maps, convex sets themselves, non-negative
real numbers, probability measure spaces, probability density functions, and
Hilbert spaces. We speculate that an enormously large number of examples
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exist beyond the ones studied here and future work will consider examples
from quantum (non-commutative) probability theory, geometry, particularly
in the context of black hole thermodynamics, quantum field theory (and
conformal field theory), metric spaces, dynamical systems, and so on.
4.3.1 Finite probability measure spaces
We first recall some basic definitions.
Definition 4.3.1. A finite probability measure space consists of a finite set
X together with a function
p : PpXq // Rě0, (4.3.2)
where PpXq is the power set of X (the set of all subsets of X) satisfying
pp∅q “ 0, (4.3.3)
p pE1 Y ¨ ¨ ¨ Y Enq “ ppE1q ` ¨ ¨ ¨ ` ppEnq (4.3.4)
for any finite set tE1, . . . , Enu of disjoint subsets of X, i.e Ei X Ej “ ∅ for
all i ‰ j, and
ppXq “ 1. (4.3.5)
Such a finite probability space will be written as a pair pX, pq.
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We interpret the quantity ppEq for E Ă X as the probability of realizing
the set of states/events described by E. Note that the disjoint union axiom
tells us that the measure (probability) of any subset E is determined by the
measure of the singleton subsets.
Definition 4.3.6. Let pX, pq and pX 1, p1q be two finite probability measure
spaces. A measure-preserving function from pX, pq to pX 1, p1q is a function
f : X //X 1 satisfying
p1px1q “
ÿ
xPf´1px1q
ppxq (4.3.7)
for all x1 P X 1.
Below, we depict several examples of measure preserving-functions and
also examples of functions that are not measure-preserving. The bullets ‚
represent distinct elements of the sets. The numbers next to the elements
represent the probabilities associated with them. The arrows represent a
particular function. An example of a measure-preserving function is
1{5‚
1{5‚
1{5‚
1{5‚
1{5‚
0 ‚
0 ‚
2{5‚
3{5‚
0‚
,,..
--//1133
22
X (4.3.8)
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while one that is not is given by
1{5‚
1{5‚
1{5‚
1{5‚
1{5‚
0 ‚
0 ‚
2{5‚
3{5‚
0‚
,,..00
//11
0022
ˆ. (4.3.9)
In [BFL11], the morphisms above defined the category of finite probability
measure spaces. We will not take this as our definition. Instead, we will first
define an equivalence relation on measure-preserving functions.
Definition 4.3.10. Two measure-preserving functions f, g : X // X 1 are
said to be equal almost everywhere (or equal a.e. for short) if the set
tx P X | fpxq ‰ gpxqu Ă X (4.3.11)
has measure zero, i.e.
p
´
tx P X | fpxq ‰ gpxqu
¯
“ 0, (4.3.12)
The following figure shows two measure-preserving functions that are
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equal almost everywhere yet are not equal as functions.
1{5‚
1{5‚
1{5‚
1{5‚
1{5‚
0 ‚
0 ‚
2{5‚
3{5‚
0‚
,,..
--//1133
22
“a.e.
1{5‚
1{5‚
1{5‚
1{5‚
1{5‚
0 ‚
0 ‚
2{5‚
3{5‚
0‚
,,..
--//11
66
55
(4.3.13)
However, the following two are not equal a.e.
1{5‚
1{5‚
1{5‚
1{5‚
1{5‚
0 ‚
0 ‚
2{5‚
3{5‚
0‚
,,..
--//1133
22
‰a.e.
1{5‚
1{5‚
1{5‚
1{5‚
1{5‚
0 ‚
0 ‚
2{5‚
3{5‚
0‚
,,
++
00
//1133
22
(4.3.14)
Being equal almost everywhere defines an equivalence relation. We write such
an equivalence class of measure-preserving functions from pX, pq to pX 1, p1q
as rf s : pX, pq // pX 1, p1q.
Lemma 4.3.15. Let rf s : pX, pq // pY, qq and rgs : pY, qq // pZ, rq be two
a.e. equivalence classes of measure-preserving functions of finite probability
spaces. Then the composition
rgs ˝ rf s :“ rg ˝ f s (4.3.16)
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using representatives and then taking the a.e. equivalence class is well-
defined.
Although this fact is standard, we prove it here since we will use similar
arguments later for stochastic maps.
Proof. Let f 1 : pX, pq // pY, qq and g1 : pY, qq // pZ, rq be two other rep-
resentatives. Let x P X be an element such that gpfpxqq ‰ g1pf 1pxqq. Then
there are two possibilities. (i) If fpxq ‰ f 1pxq then since f “a.e. f 1, ppxq “ 0.
(ii) If fpxq “ f 1pxq, call this element y. Then qpyq “ 0, but since f and f 1
are measure-preserving, ppxq “ 0. Thus g ˝ f “a.e. g1 ˝ f 1. 
Definition 4.3.17. Let FinProb be the category whose objects are fi-
nite probability measure spaces pX, pq and whose morphisms are equivalence
classes of equal a.e. measure-preserving functions.
Again, we remind the reader that our definition of FinProb is not the
one of [BFL11]. Note that with this definition of morphisms, an isomorphism
rf s : pX, pq // pX 1, p1q need not be a bijection of sets. We are allowed to
add on sets of measure zero without changing the isomorphism class of an
object. In other words, there are fewer isomorphism classes of objects in this
category than there would be if we just used measure-preserving functions
as our morphisms.
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Our goal now is to define a convex structure on FinProb, which was used
in [BFL11] but not explicitly phrased in this way.
Let λ P r0, 1s. Define the convex linear combinations of objects by
λpX, pq ‘ p1´ λqpY, qq :“ pX > Y, λp‘ p1´ λqqq , (4.3.18)
where `
λp‘ p1´ λqq˘pzq :“ #λppzq if z P Xp1´ λqqpzq if z P Y . (4.3.19)
Let rf s : pX, pq // pX 1, p1q and rgs : pY, qq // pY 1, q1q be two morphisms in
FinProb and let f and g be representative measure-preserving maps. Then
for any λ P r0, 1s, the convex linear combination
λrf s‘p1´λqrgs : `X >Y, λp‘p1´λqq˘ //`X 1>Y 1, λp1‘p1´λqq1˘ (4.3.20)
of rf s with rgs is defined by the a.e. equivalence class associated to the map
`
λf ‘ p1´ λqg˘pzq :“ #fpzq if z P X
gpzq if z P Y . (4.3.21)
It should be clear that the map in (4.3.21) is well-defined and measure-
preserving. The left unitor u0
`pX, pq, pY, qq˘ : 0pX, pq ‘ 1pY, qq // pY, qq is
the a.e. equivalence class associated to the function
´
u0
`pX, pq, pY, qq˘¯pzq :“ #arbitrary if z P X
z if z P Y . (4.3.22)
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The right unitor u1
`pX, pq, pY, qq˘ : 1pX, pq ‘ 0pY, qq // pX, pq is similarly
defined as the a.e. equivalence class associated to
´
u1
`pX, pq, pY, qq˘¯pzq :“ #z if z P X
arbitrary if z P Y . (4.3.23)
Because of the fact that morphisms are defined as a.e. equivalence classes,
the left and right unitors are isomorphisms for all pX, pq. Otherwise, they
would not have been—this is one difference between our viewpoint and that
of [BFL11].
The idempoters iλpX, pq : λpX, pq ‘ p1 ´ λqpX, pq // pX, pq are defined
to be the a.e. equivalence class associated to
´
iλpX, pq
¯
pxq :“ x. (4.3.24)
There is a slight abuse of notation here. Namely, we have not distinguished
between the first factor pX, pq and the second factor pX, pq. We hope this
does not cause too much confusion.
The parametric commutors φλ
`pX, pq, pY, qq˘ : p1 ´ λqpY, qq ‘ λpX, pq Ñ
λpX, pq ‘ p1´ λqpY, qq are defined in the obvious way by swapping factors.
The convex associators aλ,µ
`pX, pq, pY, qq, pZ, rq˘ are also defined in the
obvious way using the canonical set-theoretic isomorphism pX>Y q>Z //X>
pY > Zq.
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Proposition 4.3.25. FinProb with the convex linear combinations and
structure natural transformations defined in this section is a convex category
with idempoters.
Proof. The convex structure has been specified above. Checking that all the
axioms in Definitions 4.2.17 and 4.2.45 hold is tedious, but not difficult. 
4.3.2 Finite probability measure spaces with measure-
preserving stochastic maps
FinProb is only a convex category and specifically not a convex category
with memory because diagonal rectifiers δλppX, pqq : pX, pq // λpX, pq ‘
p1´ λqpX, pq cannot exist. To see this, we would need to send x to the two
elements x in each disjoint union. However, this is not a function! Func-
tions take in one input and spit out one output. In order to include diagonal
rectifiers, we will need a generalization of functions that assign multiple el-
ements to a single element. Furthermore, this “spread” of an element over
the codomain should be a probability distribution. Such functions are called
stochastic maps. We will follow [BF14] closely.
Definition 4.3.26. Let X and Y be two finite sets. Let PrMpY q denote
the set of probability measures on Y.10 A stochastic map from X to Y is a
10Note that PrMpY q – ∆|Y |´1, where ∆n is the n-simplex. This is important in formu-
lating continuity of entropy.
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function
X
fÝÑ PrMpY q
x ÞÑ fpxq
(4.3.27)
which we write as
Y Q y fpxqÞÝÝÑ xy, xyf P Rě0. (4.3.28)
Note that by definition of fpxq being a probability distribution on Y, this
means that ÿ
yPY
xy, xyf “ 1 (4.3.29)
for all x P X. We will denote stochastic maps as
f : X //Y, (4.3.30)
following the convention of [BF14], to distinguish them from ordinary func-
tions.
We think of a stochastic map f from X to Y as a “weak function” in the
sense that instead of assigning a unique element in Y to each element x P X,
it assigns a “spread” of elements in Y but that “spread” is controlled by a
probability distribution.
Example 4.3.31. Every function f : X //Y between finite sets determines
a stochastic map from X to Y by setting
xy, xyf :“ δyfpxq ”
#
1 if y “ fpxq
0 otherwise
. (4.3.32)
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Example 4.3.33. Let t‚u be a one-element set and X any finite set. Then
a stochastic map p : t‚u //X is the same as a probability distribution p on
X.
Stochastic maps can be composed.
Definition 4.3.34. Let X, Y, and Z be finite sets. The composition of two
stochastic maps f : X //Y and g : Y //Z, written as g ˝ f : X //Z is the
stochastic map g ˝ f : X //PrMpZq defined by sending x to the probability
measure defined by
Z Q z pg˝fqpxqÞÝÝÝÝÝÑ xz, xyg˝f :“
ÿ
yPY
xz, yygxy, xyf . (4.3.35)
This is indeed a stochastic map because
ÿ
zPZ
xz, xyg˝f “
ÿ
yPY
ÿ
zPZ
xz, yygloooomoooon
1
xy, xyf “
ÿ
yPY
xy, xyf “ 1. (4.3.36)
Now suppose that we do not just have finite sets and stochastic maps
between them, but suppose our sets are equipped with probability mea-
sures. We would like a definition of a stochastic map preserving this measure.
Thankfully, we know now how to view a probability measure space as a set
with a stochastic map into it from a single element set. We use this to define
measure-preserving stochastic maps.
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Definition 4.3.37. Let X and Y be finite sets with probability measures
p : t‚u //X and q : t‚u //Y. A measure-preserving stochastic map from
pX, pq to pY, qq is a stochastic map f : pX, pq //pY, qq such that the diagram
X
t‚u
Y
p

f
//
q

(4.3.38)
commutes. Explicitly, this means that
xy, ‚yq “
ÿ
xPX
xy, xyfxx, ‚yp (4.3.39)
for all y P Y.
Example 4.3.40. A measure-preserving function (see Definition 4.3.6) is
the special case of a measure-preserving stochastic map with f a function
(recall Example 4.3.31) because
ÿ
xPX
xy, xyfxx, ‚yp “
ÿ
xPX
δy,fpxqxx, ‚yp “
ÿ
xPf´1pyq
xx, ‚yp “ xy, ‚yq. (4.3.41)
Again, it is reasonable to put an equivalence relation on measure-preserving
stochastic maps so that sets of measure zero become irrelevant.
Definition 4.3.42. Let pX, pq and pY, qq be two probability measure spaces.
Two measure-preserving stochastic maps f, g : pX, pq //pY, qq are said to be
equal almost everywhere (or equal a.e. for short) if the set
tx P X | fpxq ‰ gpxqu Ă X (4.3.43)
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has measure zero. Here fpxq and gpxq refer to the probability distributions on
Y associated with the element x. In this case, we use the notation f “a.e. g.
To be clear at times, we will denote the a.e. equivalence class associated
to f by rf s. However, we may sometimes abuse notation and drop the square
brackets.
Lemma 4.3.44. Let pX, pq, pY, qq, and pZ, rq be finite probability measure
spaces and let rf s : pX, pq //pY, qq and rgs : pY, qq //pZ, rq be two a.e. equiv-
alence classes of measure-preserving stochastic maps. Then the composition
rgs ˝ rf s :“ rg ˝ f s (4.3.45)
is well-defined. Furthermore, with this definition, the collection of finite prob-
ability measures and a.e. equivalence classes of measure-preserving stochastic
maps is a category, denoted by FinProbStoch.
Proof. Let f 1 and g1 be other representatives of rf s and rgs, respectively.
Then
p
´
tx P X | xy, xyf ‰ xy, xyf 1 for some y P Y u
¯
“ 0 (4.3.46)
and
q
´
ty P Y | xz, yyg ‰ xz, yyg1 for some z P Zu
¯
“ 0. (4.3.47)
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The set on which g ˝ f and g1 ˝ f 1 differ is#
x P X
ˇˇˇˇ ÿ
yPY
xz, yygxy, xyf ‰
ÿ
yPY
xz, yyg1xy, xyf 1 for some z P Z
+
. (4.3.48)
Let x be an element in this set. Then there exists a y P Y such that
xz, yygxy, xyf ‰ xz, yyg1xy, xyf 1 . This implies that at least xy, xyf ‰ xy, xyf 1 or
xz, yyg ‰ xz, yyg1 . In the first case, this implies ppxq “ 0 since f “a.e. f 1. In
the second, case, this implies qpyq “ 0 since g “a.e. g1. But since f and f 1 are
measure-preserving, ppxq “ 0. Thus g ˝ f “a.e. g1 ˝ f 1. 
The convex combinations on objects of FinProbStoch are the same as
in FinProb. Let rf s : pX, pq //pX 1, p1q and rgs : pY, qq //pY 1, q1q be two
morphisms in FinProbStoch and let f and g be representative measure-
preserving stochastic maps. Then for any λ P r0, 1s, the convex linear com-
bination
λrf s‘p1´λqrgs : `X >Y, λp‘p1´λqq˘ //`X 1>Y 1, λp1‘p1´λqq1˘ (4.3.49)
of rf s with rgs is defined by the a.e. equivalence class associated to the
stochastic map
`
λf ‘ p1´ λqg˘pzq :“ #fpzq if z P X
gpzq if z P Y , (4.3.50)
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i.e. for each z1 P X 1 > Y 1,
xz1, zyλf‘p1´λqg :“
$’&’%
xz1, zyf if z P X and z1 P X 1
xz1, zyg if z P Y and z1 P Y 1
0 otherwise
. (4.3.51)
It will be convenient to drop the “otherwise case” and implicitly remember
that xz1, zyf and xz1, zyg are zero when they do not make sense. Therefore,
we will abusively write this as
xz1, zyλf‘p1´λqg :“
#
xz1, zyf if z P X
xz1, zyg if z P Y (4.3.52)
to save space. The fact that the resulting map in (4.3.50) on representatives
is a measure-preserving stochastic map is not immediately obvious. We will
prove this first, then we will prove the a.e equivalence class is indeed well-
defined.
Lemma 4.3.53. The map in (4.3.50) is a measure-preserving stochastic
map. Furthermore, λrf s ‘ p1´ λqrgs is well-defined.
Proof. First, the map is stochastic because for each z P X > Y,
ÿ
z1PX 1>Y 1
xz1, zyλf‘p1´λqg “
#ř
x1PX 1xx1, zyf if z P Xř
y1PY 1xy1, zyg if z P Y
“
#
1 if z P X
1 if z P Y
“ 1.
(4.3.54)
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Second, it is measure-preserving because for each z1 P X 1 > Y 1,ÿ
zPX>Y
xz1, zyλf‘p1´λqgxz, ‚yλp‘p1´λqq “
ÿ
zPX
xz1, zyfλppzq
`
ÿ
zPY
xz1, zygp1´ λqqpzq
“
#
λp1pz1q if z1 P X 1
p1´ λqq1pz1q if z1 P Y 1
“ xz1, ‚yλp1‘p1´λqq1 .
(4.3.55)
Finally, to see that the map is well-defined, let f 1 and g1 be two other repre-
sentatives of f and g, respectively. Let z P X > Y be such that
`
λf ‘ p1´ λqg˘pzq ‰ `λf 1 ‘ p1´ λqg1˘pzq, (4.3.56)
i.e. either z P X and fpzq ‰ f 1pzq or z P Y and gpzq ‰ g1pzq. In the first
case, ppzq “ 0 and in the second qpzq “ 0. Hence `λp‘ p1´ λq˘pzq “ 0 and
the two functions are equal a.e. 
The left and right unitors u0
`pX, pq, pY, qq˘ : 0pX, pq ‘ 1pY, qq // pY, qq
and u1
`pX, pq, pY, qq˘ : 1pX, pq‘0pY, qq //pX, pq are defined in the same way
as in FinProb. The idempoters iλpX, pq : λpX, pq ‘ p1´ λqpX, pq // pX, pq
are also defined similarly. In addition, there are diagonal rectifiers δλpX, pq :
pX, pq //λpX, pq ‘ p1´ λqpX, pq defined by
xx1, xyδλpX,pq :“
#
λppx1qδxx1 if x1 is in the 1st factor
p1´ λqppx1qδxx1 if x1 is in the 2nd factor . (4.3.57)
The convex associators aλ,µppX, pq, pY, qq, pZ, rqq are also defined in the obvi-
ous way using the obvious set-theoretic isomorphism pX>Y q>Z //X>pY >Zq.
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Proposition 4.3.58. FinProbStoch with the convex linear combinations
and structure natural transformations defined in this section is a convex cate-
gry with memory.
Note that FinProbStoch is not a convex category with perfect memory
because λpX, pq‘ p1´λqpX, pq is not isomorphic to pX, pq for any λ P p0, 1q.
4.3.3 Convex sets
Every convex set is a convex category with perfect memory when viewed
as a discrete category. All natural transformations are identities. Fritz has
several examples of these so we refer to his list in [Fr09]. For reference, if C
is a convex set, we denote its associated category by DpCq.
4.3.4 Non-negative real numbers
Let Rě0 be the set of all non-negative real numbers equipped with the usual
topology as a subspace of R. Let BRě0 be the one-object category whose
morphisms are the elements of Rě0 (this is the usual way of viewing a monoid
as a one-object category) and with composition given by addition of real
numbers
a ˝ b :“ a` b (4.3.59)
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for all a, b P Rě0. Because there is only a single object, denoted by ‚, any
convex linear combination is just the object itself
λ ‚ ‘p1´ λq‚ :“ ‚. (4.3.60)
For two morphisms, i.e. non-negative numbers a, b P Rě0, the convex linear
combination is defined to be the convex linear sum
Fλpa, bq ” λa‘ p1´ λqb :“ λa` p1´ λqb. (4.3.61)
This is a functor because for two pairs of composable morphisms ‚ aÝÑ ‚ a1ÝÑ ‚
and ‚ bÝÑ ‚ b1ÝÑ ‚, we have
λpa1 ˝ aq ‘ p1´ λqpb1 ˝ bq :“ λpa1 ` aq ` p1´ λqpb1 ` bq
“ `λa1 ` p1´ λqb1˘` `λa` p1´ λqb˘
“: `λa1 ‘ p1´ λqb1˘ ˝ `λa‘ p1´ λqb˘.
(4.3.62)
All the unitors, idempoters, diagonal rectifiers, parametric commutors, and
parametric associators are taken to be identities.
Proposition 4.3.63. BRě0 is a convex category with perfect memory.
BR is similarly defined and is also a convex category with perfect memory.
4.3.5 More general probability measure spaces
The current example was worked out mostly by Brian Dressner. FinProb
can be extended to more general probability spaces that allow for infinitely
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many possible events. These are described in terms of measure theory. As a
result, we include a brief review of some of the main concepts. A reference
for this section is [LiLo01].
Definition 4.3.64. A measure space is a triple pX,Σ, µq, consisting of a set
X, a collection of subsets Σ Ă PpXq of X, and a function µ : Σ // Rě0
subject to the following conditions. First, the collection Σ must satisfy
i) X P Σ,
ii) if A P Σ, then Ac :“ tx P X | x R Au, the complement of A, is also in Σ,
and
iii) if A1, A2, . . . is a countable family of sets, their union
Ť8
i“1Ai is also in
Σ.
In this case, Σ is called a sigma algebra (on X) and A P Σ is said to be
measurable. The pair pX,Σq on its own is called a measurable space. Second,
the function µ must satisfy
i) µp∅q “ 0 and
ii) for every countable family of disjoint subsets tA1, A2, . . . u of X,
µ
˜ 8ď
i“1
Ai
¸
“
8ÿ
i“1
µpAiq. (4.3.65)
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The function µ is called a (positive) measure on pX,Σq.
All measures in this article will be positive. As an example, every topo-
logical space pX, τq gives rise to a measurable space.
Definition 4.3.66. Let pX, τq be a topological space. The Borel sigma
algebra, written as B or Bpτq, on pX, τq is the smallest sigma-algebra con-
taining all open sets, i.e. all elements of τ.
The Borel sigma algebra is constructed by taking countable unions, count-
able intersections, and relative complements of all open sets. There is no
natural useful measure on (the Borel sigma algebra of) a topological space.
One needs additional data, something we will discuss in detail later.
Definition 4.3.67. A probability space is a measure space pX,Σ, µq such
that µpXq “ 1. In this case, µ is often said to be a probability measure.
Definition 4.3.68. Let pX,Σq and pX 1,Σ1q be two measurable spaces. A
measurable function from pX,Σq to pX 1,Σ1q is a function f : X //X 1 such
that for every A1 P Σ1, f´1pA1q P Σ.
Definition 4.3.69. Let pX,Σ, µq and pX 1,Σ1, µ1q be two measure spaces.
A measure-preserving function from pX,Σ, µq to pX 1,Σ1, µ1q is a measurable
function f : X //X 1 such that for every A1 P Σ1, µ1pA1q “ µ`f´1pA1q˘.
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The equivalence relation of two measure-preserving functions being equal
almost everywhere is very similar to the case in FinProb.
Definition 4.3.70. Two measure-preserving functions
f, g : pX,Σ, µq // pX 1,Σ1, µ1q (4.3.71)
are said to be equal almost everywhere (or equal a.e. for short) if the set
tx P X | fpxq ‰ gpxqu Ă X (4.3.72)
has measure zero (in particular, this set must be measurable), i.e.
µ
´
tx P X | fpxq ‰ gpxqu
¯
“ 0, (4.3.73)
Just as in the FinProb case, being equal almost everywhere defines an
equivalence relation. Furthermore, composition of such equivalence classes is
well-defined. Therefore, we can define the analogue of FinProb.
Definition 4.3.74. Let MeasProb be the category whose objects are prob-
ability measure spaces pX,Σ, µq and whose morphisms are equivalence classes
of equal a.e. measure-preserving functions.
The convex structure on MeasProb is defined similarly to FinProb. Let
λ P r0, 1s. Define the convex linear combinations of objects by
λpX,Σ, µq ‘ p1´ λqpY,Ω, νq :“ `X > Y,Σ‘ Ω, λµ‘ p1´ λqν˘, (4.3.75)
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where Σ‘ Ω is the sigma algebra defined by11
Σ‘ Ω “
!
E Ă X > Y ˇˇ i´1X pEq P Σ and i´1Y pEq P Ω), (4.3.76)
where iX : X ãÑ X > Y and iY : Y ãÑ X > Y are the inclusion functions, and
where
`
λµ‘ p1´ λqν˘pEq :“ λµ´i´1X pEq¯` p1´ λqν´i´1Y pEq¯ (4.3.77)
for all measurable E P Σ ‘ Ω. Let rf s : pX,Σ, µq // pX 1,Σ1, µ1q and rgs :
pY,Ω, νq // pY 1,Ω1, ν 1q be two morphisms in MeasProb and let f and g be
representative measure-preserving maps. Then for any λ P r0, 1s, the convex
linear combination
`
X > Y,Σ‘Ω, λµ‘ p1´ λqν˘ λrf s‘p1´λqrgsÝÝÝÝÝÝÝÝÑ `X 1 > Y 1,Σ1 ‘Ω1, λµ1 ‘ p1´ λqν 1˘
(4.3.78)
of rf s with rgs is defined by the a.e. equivalence class associated to the map
`
λf ‘ p1´ λqg˘pzq :“ #fpzq if z P X
gpzq if z P Y . (4.3.79)
Right and left unitors, idempoters, parametric commutors, and convex as-
sociators are defined exactly as in FinProb and have the same properties
(namely, all are isomorphisms except the idempoters).
11Σ‘ Ω is equivalently the sigma algebra generated by Σ > Ω.
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Proposition 4.3.80. MeasProb with the convex linear combinations and
structure natural transformations defined in this section is a convex category
with idempoters.
4.3.6 Probability density functions
The current example was worked out mostly by Brian Dressner. We briefly
review some basics about integration theory over measure spaces [LiLo01]
and if the notation is unfamiliar, please review the previous example. By
convention, when we refer to a measurable function f : X // R, we mean a
measurable function f : pX,Σq //pR,Bq, where R is equipped with the usual
topology and B is its associated set of Borel measurable subsets. Equivalently,
a measurable function f : X // R is one such that the level set
Sf ptq :“ tx P X | fpxq ě tu (4.3.81)
is measurable for every t P R. Denote the set of measurable functions on
pX,Σq by MpXq. Measurable functions can be integrated.
Definition 4.3.82. Let f : pX,Σ, µq // pRě0,Bq be a non-negative measur-
able function. The Lebesgue integral of f over X is defined byż
X
fpxqdµpxq :“
ż 8
0
µ
`
Sf ptq
˘
dt. (4.3.83)
Occasionally, the left-hand-side is written as
ş
X
fdµ.
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In order to define the entropy in an analogous way to the finite probability
space, we need a probability density function with respect to a measure µ.
Definition 4.3.84. Let pX,Σ, µq be a measure space. A probability density
function on pX,Σ, µq is a function p : X // Rě0 such thatż
X
p dµ “ 1. (4.3.85)
A measure space together with a probability density function is called an
mspdf (short for “measure space with probability density function”).
Definition 4.3.86. Let pX,Σ, µ, pq and pX 1,Σ1, µ1, p1q be two mspdf’s. A
pdf-preserving morphism from pX,Σ, µ, pq to pX 1,Σ1, µ1, p1q is an a.e. equiva-
lence class of measure-preserving maps f : pX,Σ, µq // pX 1,Σ1, µ1q such that
p1 ˝ f “a.e. p.
Notice that if f “a.e. f 1 and p1 ˝ f “a.e. p in the previous definition, then
p1 ˝ f 1 “a.e. p1 ˝ f “a.e. p. (4.3.87)
Definition 4.3.88. Let MSPDF be the category whose objects are msdpf’s
and whose morphisms are pdf-preserving morphisms.
The convex structure on MSPDF is more similar to that of FinProb
than that of MeasProb. It is given by
λpX,Σ, µ, pq‘p1´λqpY,Ω, ν, qq :“ `X>Y,Σ‘Ω, µ‘ν, λp‘p1´λqq˘, (4.3.89)
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where all of the individual components have already been defined and µ‘ ν
is the usual measure on X > Y, i.e.
Σ‘ Ω Q E ÞÑ pµ‘ νqpEq :“ µ`i´1X pEq˘` ν`i´1Y pEq˘. (4.3.90)
The definition for convex combinations on morphisms is the same as in
FinProb and MeasProb. Similarly, convex associators, right and left uni-
tors, idempoters, and parametric commutors are defined as in FinProb and
MeasProb.
Proposition 4.3.91. MSPDF with the convex linear combinations and
structure natural transformations defined in this section is a convex category
with idempoters.
4.3.7 Hilbert spaces
Let Hilb be the category whose objects are (complex) Hilbert spaces and
whose morphisms are bounded linear operators. Let
`H, x ¨ , ¨ yH˘ and`V , x ¨ , ¨ yV˘ be two Hilbert spaces. For each λ P p0, 1q, define the convex
linear combination of these two
λ
`H, x ¨ , ¨ yH˘‘ p1´ λq`V , x ¨ , ¨ yV˘ (4.3.92)
to be the Hilbert space H ‘ V completed with respect to the inner product
@pw1, v1q, pw2, v2qDλH‘p1´λqV :“ λxw1, w2yH ` p1´ λqxv1, v2yV (4.3.93)
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for all w1, w2 P H and v1, v2 P V . When λ “ 0 or λ “ 1, set
0
`H, x ¨ , ¨ yH˘‘ 1`V , x ¨ , ¨ yV˘ :“ `V , x ¨ , ¨ yV˘ (4.3.94)
and
1
`H, x ¨ , ¨ yH˘‘ 0`V , x ¨ , ¨ yV˘ :“ 1`H, x ¨ , ¨ yH˘. (4.3.95)
The reason for this definition when λ “ 0 or λ “ 1 is because the inner
product must be non-degenerate. By these last two definitions, we can set the
unitors to be the identity maps. The convex linear combination of bounded
linear operators is just the direct sum. Parametric commutors and parametric
associators are somewhat obvious. For each λ P r0, 1s, set the idempoter to
be
λ
`H, x ¨ , ¨ yH˘‘ p1´ λq`H, x ¨ , ¨ yH˘ iλpH,x ¨ , ¨ yHqÝÝÝÝÝÝÝÝÝÑ `H, x ¨ , ¨ yH˘
pw1, w2q ÞÝÝÝÝÝÑ λw1 ` p1´ λqw2.
(4.3.96)
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It is clear the idempoters are linear. The idempoters are bounded operators
because addition is a bounded operation. In more detail,
‖iλpw1, w2q‖2 “ ‖λw1 ` p1´ λqw2‖2
“ λ2‖w1‖2 ` p1´ λq2‖w2‖2 ` λp1´ λq
`xw1, w2y ` xw2, w1y˘
ď λ2‖w1‖2 ` p1´ λq2‖w2‖2 ` 2λp1´ λq|xw1, w2y|
ď λ2‖w1‖2 ` p1´ λq2‖w2‖2 ` 2λp1´ λq‖w1‖‖w2‖
“ `λ‖w1‖` p1´ λq‖w2‖˘2
“ ‖pw1, w2q‖2
(4.3.97)
where the second line comes from the polarization identity, the fourth line
follows from the Cauchy-Schwarz inequality, and the sixth line comes from
the definition of the norm with respect to the inner product we have defined
in (4.3.93). Hence ‖iλ‖ ď 1 and iλ is bounded. There are diagonal rectifiers
δλ as well and are defined by`H, x ¨ , ¨ yH˘ δλ`H,x ¨ , ¨ yH˘ÝÝÝÝÝÝÝÝÝÝÑ λ`H, x ¨ , ¨ yH˘‘ p1´ λq`H, x ¨ , ¨ yH˘
w ÞÝÝÝÝÝÝÝÝÝÝÝÑ pw,wq.
(4.3.98)
This map is clearly linear and is bounded because
‖δλpwq‖ “ ‖pw,wq‖ “ λ‖w‖` p1´ λq‖w‖ “ ‖w‖. (4.3.99)
Proposition 4.3.100. Hilb with the convex structure described above is a
convex category with memory.
CONVEX CATEGORIES 403
4.3.8 Other examples
Technical details have prevented us from including several almost complete
examples in the context of quantum (non-commutative) probability theory.
These include density matrices on Hilbert spaces and states on C˚-algebras.
These will be examined in full detail in future work. It would be interesting
to see if there are also many more examples of convex structures on cate-
gories coming from metric spaces and dynamical systems [AKM65], [Bo71],
[Bo73], [Bo14], Riemannian geometry, in particular black hole thermodynam-
ics [Be73], and quantum field theory [CaCa04] to name a few. We hope to
address these examples in future work.
Although we are a bit skeptical, we also believe that if convex structure
is indeed a necessary one for information theory, entropy, information loss,
etc., then category theory itself should be phrased in this language. This is
because functors themselves lose information as they are merely invariants
of structure.
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4.4 Convex functors and natural transforma-
tions
4.4.1 Abstract convex functions
From the algebraic definition of a convex set, or more generally a convex
object (see Definitions 4.2.1, 4.2.9, and 4.2.15), a natural definition for a
morphism from one convex object pC,F q to another pD,Gq (both internal in
the same category) would be one that preserves the structure.
Definition 4.4.1. Let pC,b, I, a, l, r, γ, pi1, pi2, eq be a cartesian monoidal cat-
egory (see Definition 4.5.129) and let pC,F q and pD,Gq be two convex objects
in C. An affine function from pC,F q to pD,Gq is a morphism S : C //D in
C such that the diagram
C b C D bD
C D
SbS //
Fλ

S
//
Gλ

(4.4.2)
commutes.
Written as an equation and in the case that C is the category of sets,
commutativity of this diagram says that
S
`
λx‘ p1´ λqy˘ “ λSpxq ‘ p1´ λqSpyq (4.4.3)
for all elements x, y P C. The diagram also makes sense for quantum convex
objects. Notice that from this algebraic definition of a convex set, it is not
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apparent how to allow for convex or concave functions. On the other hand,
convex functors naturally allow for such possibilities due to the existence of
natural transformations.
4.4.2 Convex functors and natural transformations
Definition 4.4.4. Let pC, F q and pD, Gq be two convex categories (of the
same type).12 A convex functor from C to D consists of a functor S : C //D
together with a family of natural transformations ηλ
C ˆ C D ˆD
C D
SˆS //
Fλ

S
//
Gλ

ηλ
7?
(4.4.5)
indexed by λ P r0, 1s satisfying the following conditions.
i) The unitors must satisfy
C
C ˆ C
D
D ˆD
S //
SˆS
//
F0
CC
G0
CC
pi2
[[
η0
%-
u0 +3 “
C
C ˆ C
D
D ˆD
S //
SˆS
//
F0
CC
pi2;C
[[
pi2;D
[[
idu0 +3 (4.4.6)
and a similar equality for u1.
12There are more data in these definitions such as unitors, idempoters/diagonal rectifiers,
parametric commutators, and associators (see Definitions 4.2.17 and 4.2.45). These are
written using the same notation for both C and D.
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ii) If C and D have idempoters, then for every λ P r0, 1s,
C
C ˆ C
C
D
D ˆD
D
S
//
S //
SˆS
//
∆
TT
∆
TT
Fλ
77
Gλ
77
idD
HH
ηλ #+
iλ
&.
id
“
C
C ˆ C
C
D
D
S
//
S //
∆
TT
Fλ
77
idD
HH
idC
HH
iλ
&. idS
(4.4.7)
A similar condition must hold if C and D have diagonal rectifiers.
iii) For every λ P r0, 1s,
C ˆ C
C ˆ C
C
D ˆD
D ˆD
D
S
//
SˆS //
SˆS
//
F1´λ

G1´λ

γ
ww γww
Gλ

η1´λ
5=
φλ
&.
“
C ˆ C
C ˆ C
C
D ˆD
D
S
//
SˆS //
F1´λ

γ
ww
Gλ

Fλ

ηλ
4<
φλ
&.
(4.4.8)
iv) For every λ, µ P r0, 1s,
C ˆ C ˆ CC ˆ C
C
D ˆD D ˆD ˆD
D ˆDD
FµˆidCoo
Fλ

S ''
SˆSˆS
''
Gλ

SˆS ''
Gµ
oo
Gλzµ
oo
idDˆGλ{µ

ηµˆidS (0
ηλ
;C
aλ,µ
'
“
C ˆ C ˆ CC ˆ C
C
D ˆD ˆD
D ˆDD
C ˆ C
FµˆidCoo
Fλ

S ''
SˆSˆS
''
Gλzµ
oo
idDˆGλ{µ

SˆS
''
Fλzµoo
idCˆFλ{µ

idSˆηλ{µ

aλ,µ
'
ηλzµ
(0
(4.4.9)
We write pS, ηq to denote a convex functor as above.
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Let us spell out what the definition of a convex functor is explicitly. For
each λ P r0, 1s the family of natural transformations ηλ assigns a morphism
S
`
λx‘ p1´ λqy˘ ηλpx,yqÝÝÝÝÑ λSpxq ‘ p1´ λqSpyq (4.4.10)
for all objects x, y in C satisfying naturality with respect to morphisms f :
x // x1 and g : y // y1. The extra conditions say the following.
i) For every pair of objects x, y in C, the diagram
Sp0x‘ 1yq
0Spxq ‘ 1Spyq
Spyq
η0px,yq
??
u0
`
Spxq,Spyq
˘

Spu0px,yqq
//
(4.4.11)
(and a similar one for u1) commutes.
ii) If C and D have idempoters, for every λ P r0, 1s and object x in C, the
diagram
S
`
λx‘ p1´ λqx˘
Spxq
λSpxq ‘ p1´ λqSpxq
Spiλpxqq $$ iλpSpxqqzz
ηλpx,xq //
(4.4.12)
commutes.
iii) For every λ P r0, 1s and pair of objects x, y in C, the diagram
S
`p1´ λqy ‘ λx˘ p1´ λqSpyq ‘ λSpxq
S
`
λx‘ p1´ λqy˘ λSpxq ‘ p1´ λqSpyq
η1´λpy,xq//
φλpSpxq,Spyqq

Spφλpx,yqq

ηλpx,yq
//
(4.4.13)
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commutes.
iv) For every triple x, y, z of objects in C and every pair λ, µ P r0, 1s the
diagram
S
´
λ
`
µx‘p1´µqy
˘
‘p1´λqz
¯
λS
`
µx‘p1´µqy
˘
‘p1´λqSpzq
S
´
λzµx‘p1´λzµq
`
λ{µy‘p1´λ{µqz
˘¯
λ
`
µSpxq‘p1´µqSpyq
˘
‘p1´λqSpzq
λzµSpxq‘p1´λzµqS
`
λ{µy‘p1´λ{µqz
˘
λzµSpxq‘p1´λzµq
`
λ{µSpyq‘p1´λ{µqSpzq
˘
ηλpµx‘p1´λqy,zq//
Spaλ,µpx,y,zqq

ληµpx,yq‘p1´λqidSpzq

ηλzµpx,λ{µy‘p1´λ{µqzq

aλ,µpSpxq,Spyq,Spzqq

λzµidSpxq‘p1´λzµqηλ{µpy,zq
//
(4.4.14)
commutes.
Example 4.4.15. Recall the example from Section 4.3.4. A convex functor
BRě0 //BRě0 is a linear map R //R with positive slope restricted to Rě0.
Example 4.4.16. Let C1 and C2 be convex sets with total orderings ě
(such as R with its usual ordering) and let pC1,ěq and pC2,ěq be the convex
categories whose set of morphisms from an element a to b consists of a single
element if a ď b or is empty otherwise. A convex functor F : pC1,ěq //pC2,ě
q is equivalent to a convex function F : C1 // C2, i.e. a function satisfying
F
`
λa` p1´ λqb˘ ď λF paq ` p1´ λqF pbq (4.4.17)
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for all λ P r0, 1s and all a, b P C1. This is the motivating example for the
terminology in Definition 4.4.4 (compare (4.4.17) with (4.4.10)). If we had
demanded ηλ to be an isomorphism for all λ P r0, 1s, then we could not obtain
ordinary convex analysis in our categorical generalization.
Example 4.4.18. Let C1 and C2 be convex sets and DpC1q and DpC2q be the
associated discrete convex categories as in Section 4.3.3. A convex functor
F : DpC1q // DpC2q is the same as an affine function F : C1 // C2, i.e. a
function satisfying (see [Fr09])
F
`
λa` p1´ λqb˘ “ λF paq ` p1´ λqF pbq (4.4.19)
for all λ P r0, 1s and a, b P C1. This is because ηλ can only be the identity
since DpC2q is a discrete category.
There are several variants of convex functors, which we mention now for
completeness.
Definition 4.4.20. Let pC, F q and pD, Gq be two convex categories (of the
same type) as in Definition 4.4.4. A concave functor from C to D consists of
a functor S : C //D together with a family of natural transformations ηλ
C ˆ C D ˆD
C D
SˆS //
Fλ

S
//
Gλ

ηλ
w
(4.4.21)
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indexed by λ P r0, 1s and satisfying completely analogous conditions to those
of Definition 4.4.4. S together with the family tηλu is called an affine functor
if ηλ is a natural isomorphism for all λ P r0, 1s. It is a strictly affine functor
if ηλ is the identity natural transformation for all λ P r0, 1s.
Remark 4.4.22. Because of the subtle variants of these definitions, we will
use the abusive terminology and refer to any of these functors as “convex” (or
say, less abusively, “morphism of convex categories”) since any statements
made here for convex functors will hold true for concave, affine, and strictly
affine. However, when we wish to emphasize the type of functor, such as in
examples, we will explicitly say so.
Definition 4.4.23. Let pC, F q and pD, Gq be two convex categories and
let pS, ηq, pT, κq : C // D be two convex functors. Then a convex natural
transformation from pS, ηq to pT, κq consists of a natural transformation σ :
S ñ T such that
C ˆ C D ˆD
C D
TˆT
''
Fλ

S
88
T
&&
Gλ

κλ
.6
σ
KS
“
C ˆ C D ˆD
C D
TˆT
''
SˆS
77
Fλ

S
88
Gλ
ηλ
BJ
σˆσ
KS
. (4.4.24)
Completely analogous definitions hold when the functors are concave, affine,
and strictly affine.
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Explicitly, a convex natural transformation as above assigns to every ob-
ject x in C, a morphism σx : Spxq //T pxq in D while the diagram in (4.4.24)
says that for any two objects x, y in C, the diagram
S
`
λx‘ p1´ λqy˘ λSpxq ‘ p1´ λqSpyq
T
`
λx‘ p1´ λqy˘ λT pxq ‘ p1´ λqT pyq
ηλpx,yq //
λσx‘p1´λqσy

σλx‘p1´λqy

κλpx,yq
//
(4.4.25)
commutes.
Remark 4.4.26. The axioms for convex functors and natural transforma-
tions have been described diagrammatically and hence make sense in carte-
sian monoidal 2-categories.
Example 4.4.27. Let C1 and C2 be convex sets with total orderings ě as
in Example 4.4.16 and let pC1,ěq and pC2,ěq be their associated convex
categories. Let F,G : pC1,ěq // pC2,ěq be two convex functors. A natural
transformation σ : F ñ G (not necessarily a priori convex) says that F ď G.
In particular, σ is automatically a convex natural transformation.
4.4.3 Some results about convex categories
Lemma 4.4.28. Let pC, F q, pD, Gq, and pE , Hq be convex categories and
pS, ηq : C // D and pT, κq : D // E convex functors. The composition
CONVEX CATEGORIES 412
T ˝ S : C // E , together with the family κ ˝ η defined by the composition
C ˆ C D ˆD E ˆ E
C D E
SˆS // TˆT //
Fλ

S
//
T
//
Gλ

Hλ

ηλ
7?
κλ
7?
(4.4.29)
for λ P r0, 1s, is a convex functor from C to E .
Proof. All the axioms from Definition 4.4.4 follow from the interchange law
for compositions of natural transformations. 
Lemma 4.4.30. Let pC, F q and pD, Gq be two convex categories, pR, θq, pS, ηq, pT, κq :
C // D three convex functors, and τ : R ñ S and σ : S ñ T two convex
natural transformations. Then the vertical composition
τ
σ˝ is convex.
Proof. The required condition from Definition 4.4.23 holds by the following
sequence of equalities
C ˆ C D ˆD
C D
TˆT
##
Fλ

R
<<S
//
T
""
Gλ

κλ
/7
σ
KS
τ
KS
“
C ˆ C D ˆD
C D
SˆS //
TˆT
##
Fλ

R
<<S
//
Gλ

ηλ
7?
τ
KS
σˆσ
KS
“
C ˆ C D ˆD
C D
TˆT
##
SˆS //
RˆR
;;
Fλ

R
<<
Gλ
ηλ
AI
τˆτ
KS
σˆσ
KS
(4.4.31)
and the fact that
τ
σ˝ ˆ τσ˝ “
τˆτ
˝
σˆσ . 
Lemma 4.4.32. Let pC, F q, pD, Gq, and pE , Hq be convex categories, pQ,ϕq, pS, ηq :
C // D and pR, θq, pT, κq : D // E be convex functors, and σ : Q ñ S and
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τ : R ñ T be convex natural transformations. Then the horizontal composi-
tion τ ˝ σ : R ˝Qñ T ˝ S is a convex natural transformation.
Proof. This follows from the following list of equalities
C ˆ C E ˆ E
C E
pTˆT q˝pSˆSq
))
Fλ

R˝Q
66
T˝S
((
Hλ

pκ˝ηqλ ,4
τ˝σ
KS
“
C ˆ C D ˆD E ˆ E
C D E
SˆS
''
TˆT
''
Fλ

Q
88
S
&&
Gλ

R
99
T
%%
Hλ

ηλ
.6 κλ .6
σ
KS
τ
KS
“
C ˆ C D ˆD E ˆ E
C D E
SˆS
''
TˆT
''
QˆQ
77
RˆR
77
Fλ

S
88
Gλ

R
99
Hλ
ϕλ
BJ
θλ
BJ
σˆσ
KS
τˆτ
KS
“
C ˆ C E ˆ E
C E
pTˆT q˝pSˆSq
))
pRˆRq˝pQˆQq
55
Fλ

R˝Q
66
Hλ
pθ˝ϕqλ
5=
pτˆτq˝pσˆσq
KS
(4.4.33)

Proposition 4.4.34. The collection of convex categories, convex functors,
and convex natural transformations form a 2-category, which we denote by
ConvexCat.
Proof. This follows from the previous Lemmata. 
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Note that since convex functors have additional data, ConvexCat is not
a subcategory of Cat, the 2-category of categories, but there is a forgetful
functor from ConvexCat to Cat.
Proposition 4.4.35. Let C be a category and D a convex category. Then
FunpC,Dq, the category of functors from C to D, is a convex category with
pointwise convex structure. Namely, for every λ P r0, 1s, the convex combi-
nation of two functors S, T : C //D is given by
C λS‘p1´λqTÝÝÝÝÝÝÝÑ D
x ÞÑ λSpxq ‘ p1´ λqT pxq´
x
fÝÑ y
¯
ÞÑ
´
λSpxq ‘ p1´ λqT pxq λSpfq‘p1´λqT pfqÝÝÝÝÝÝÝÝÝÝÑ λSpyq ‘ p1´ λqT pyq
¯
.
(4.4.36)
Also, for every λ P r0, 1s the convex combination of two natural transforma-
tions σ : Q ñ S and τ : R ñ T, where Q,R, S, T : C //D are all functors,
is given by
λQ‘ p1´ λqR λσ‘p1´λqτÝÝÝÝÝÝÝÑ λS ‘ p1´ λqT
C0 Q x ÞÑ
´
λQpxq ‘ p1´ λqRpxq λσpxq‘p1´λqτpxqÝÝÝÝÝÝÝÝÝÑ λSpxq ‘ p1´ λqT pxq
¯
.
(4.4.37)
Furthermore, the following data are specified (whenever D has them):
(a) The left and right unitors u0 and u1 assign to every pair of functors
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S, T : C //D the natural isomorphisms
0S ‘ 1T u0pS,T qùùùùñ T
C0 Q x ÞÝÝÑ
´
0Spxq ‘ 1T pxq u0
`
Spxq,T pxq
˘
ÝÝÝÝÝÝÝÝÝÑ T pxq
¯ (4.4.38)
and
1S ‘ 0T u1pS,T qùùùùñ S
C0 Q x ÞÝÝÑ
´
1Spxq ‘ 0T pxq u1
`
Spxq,T pxq
˘
ÝÝÝÝÝÝÝÝÝÑ Spxq
¯
,
(4.4.39)
respectively.
(b) For every λ P r0, 1s, the idempoters (if they exist in D) assign to every
functor T : C //D the natural transformation
λT ‘ p1´ λqT iλpT qùùùñ T
C0 Q x ÞÝÝÑ
´
λT pxq ‘ p1´ λqT pxq iλpT pxqqÝÝÝÝÝÑ T pxq
¯ (4.4.40)
and the diagonal rectifiers (if they exist in D) assign
T
δλpT qùùùñ λT ‘ p1´ λqT
C0 Q x ÞÝÝÑ
´
T pxq δλpT pxqqÝÝÝÝÝÑ λT pxq ‘ p1´ λqT pxq
¯
.
(4.4.41)
(c) For every λ P r0, 1s, the parametric commutors assign to every pair of
functors S, T : C //D the natural isomorphism
p1´ λqT ‘ λS φλpS,T qùùùùñ λS ‘ p1´ λqT
C0 Q x ÞÑ
´
p1´ λqT pxq ‘ λSpxq φλpSpxq,T pxqqÝÝÝÝÝÝÝÝÑ λSpxq ‘ p1´ λqT pxq
¯
(4.4.42)
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(d) For every pair of numbers λ, µ P r0, 1s, the convex associators assign
to every triple of functors R, S, T : C // D the natural isomorphism
aλ,µpR, S, T q
λ
´
µR ‘ p1´ µqS
¯
‘ p1´ λqT ñ pλzµqR ‘ p1´ λzµq
´
pλ{µqS ‘ p1´ λ{µqT
¯
C0 Q x ÞÑ aλ,µpRpxq, Spxq, T pxqq
(4.4.43)
Proof. This is tedious, but not difficult, to prove. Hence, we omit the proof.

Lemma 4.4.44. Let pC, F q be a convex category. Then the following condi-
tions hold.
i) For every pair of objects x, y in C, the diagram
1y ‘ 0x
x‘ 1y
y
φ1py,xq

u0px,yq

u1py,xq
//
(4.4.45)
commutes.
ii) For every triple of objects x, y, z in C and every λ P r0, 1s, the diagram
λp0x‘ 1yq ‘ p1´ λqz 0x‘ 1`λy ‘ p1´ λqz˘
λy ‘ p1´ λqz
aλ,0px,y,zq//
λu0px,yq‘p1´λqidz
%%
u0px,λy‘p1´λqzq
yy
(4.4.46)
commutes.
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iii) For every triple of objects x, y, z in C and every ν P r0, 1s, the diagram
1z ‘ 0`νx‘ p1´ νqy˘ 1p1z ‘ 0xq ‘ 0y
1z ‘ 0xz
a1,1pz,x,yq´1 //
u1p1z‘0x,yq

u1pz,xq
oo
u1
`
z,νx‘p1´νqy
˘

(4.4.47)
iv) For every triple of objects x, y, z in C and every ν P r0, 1s, the diagram
0
`
νx‘ p1´ νqy˘‘ 1z 0x‘ 1p0y ‘ 1zq
0x‘ 1zz
a0,νpx,y,zq //
0idz‘1u0py,zq

u0px,zq
oo
u0
`
νx‘p1´νqy,z
˘

(4.4.48)
commutes.
Proof. i) This follows immediately from (4.2.40) and (4.2.38).
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ii) This follows from commutativity of the sub-diagrams in
λp0x‘ 1yq ‘ p1´ λqz
λp1y ‘ 0xq ‘ p1´ λqz
λy ‘ p1´ λqp0x‘ 1zq λy ‘ p1´ λqp1z ‘ 0xq
1
`
λy ‘ p1´ λqz˘‘ 0x
0x‘ 1`λy ‘ p1´ λqz˘
λy ‘ p1´ λqz
(4.2.44)
(4.4.45)
(4.2.41) (4.4.45) (4.2.42)
(4.2.38)
aλ,0px,y,zq //
λu0px,yq‘p1´λqidz
..
λφ1py,xq‘p1´λqidz

aλ,1py,x,zq

λu1py,xq‘p1´λqidz
..
λidy‘p1´λqu0px,zq

λidy‘p1´λqφ1pz,xq
//
λidy‘p1´λqu1pz,xq

a1,λpy,z,xq´1
GG
u1
`
λy‘p1´λqz,x
˘
pp
φ0
`
λy‘p1´λqz,x
˘ GG
u0
`
x,λy‘p1´λqz
˘
pp
(4.4.49)
where the equation number at the center of a sub-diagram indicates the
reason why it commutes.
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iii) This follows from commutativity of the sub-diagrams in
1z ‘ 0`νx‘ p1´ νqy˘ 1p1z ‘ 0xq ‘ 0y
1z ‘ 0xz
1z ‘ 0y
0y ‘ 1z
0y ‘ 1p1z ‘ 0xq
(4.2.41)
(4.2.34) for u1
(4.2.38)
(4.2.36) (4.2.38)
(4.2.34) for u0
a1,1pz,x,yq´1 //
u1p1z‘0x,yq

u1pz,xq
oo
u1
`
z,νx‘p1´νqy
˘

1idz‘0u0px,yq
##
1u1pz,xq‘0idy
ss
φ0py,zq
u1pz,yq

0idy‘1u1pz,xq
xx
φ0py,1z‘0xq
  
u0py,zq
uu
u0py,1z‘0xq

(4.4.50)
where the equation number at the center of a sub-diagram indicates the
reason why it commutes. Note that ν can be taken arbitrary in the
expression 1z ‘ 0`νx ‘ p1 ´ νqy˘. In particular, we have conveniently
chosen ν “ 0.
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iv) This follows from commutativity of the sub-diagrams in
0
`
νx‘ p1´ νqy˘‘ 1z 0x‘ 1p0y ‘ 1zq
0x‘ 1zz
1z ‘ 0`νx‘ p1´ νqy˘
1p1z ‘ 0xq ‘ 0y
1p0x‘ 1zq ‘ 0y
0x‘ 1p1z ‘ 0yq
1z ‘ 0x
(4.4.45)
(4.2.44)
(4.4.47)
(4.2.38)
(4.2.34)
(4.4.45)
(4.2.42)
a0,νpx,y,zq //
0idz‘1u0py,zq

u0px,zq
oo
u0
`
νx‘p1´νqy,z
˘

φ1
`
z,νx‘p1´νqy
˘

u1
`
z,νx‘p1´νqy
˘

a1,1pz,x,yq´1
AA
1φ0px,zq‘0idy
''
u1p1z‘0x,yq

a1,0px,z,yq
""
0idx‘1φ1pz,yq



0idx‘1u1pz,yq

φ0px,zq
**
u1pz,xq
tt
u1p0x‘1z,yq
''
(4.4.51)
where the equation number at the center of a sub-diagram indicates the
reason why it commutes.

The following says that the convex sum of convex functors is again a
convex functor, completely analogous to the result from ordinary convex
analysis that the convex sum of convex functions is convex.13
13The proof that the sum of convex functions is vastly simpler than the proof for functors.
It helps to draw a comparison. Let f, g be two convex functions and λ, µ P r0, 1s. Then for
any x, y in the domain of f and g,`
λf ` p1´ λqg˘`µx` p1´ µqy˘ “ λf`µx` p1´ µqy˘` p1´ λqg`µx` p1´ µqy˘
ď λµfpxq ` λp1´ µqfpyq ` p1´ λqµgpxq ` p1´ λqp1´ µqgpyq
“ µλfpxq ` µp1´ λqgpxq ` p1´ µqλfpyq ` p1´ µqp1´ λqgpyq
“ µ`λf ` p1´ λqg˘pxq ` p1´ µq`λf ` p1´ λqg˘pyq.
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Proposition 4.4.52. Let C and D be convex categories and let pS, ηq, pT, κq :
C // D be convex functors. Then for every λ P r0, 1s, the functor (see
Proposition 4.4.35 for the definition) λS ‘ p1 ´ λqT : C // D together with
the family of natural transformations
C ˆ C D ˆD
C D
pλS‘p1´λqT qˆpλS‘p1´λqT q//
Fµ

λS‘p1´λqT
//
Gµ

pλη‘p1´λqκqµ
.6
(4.4.53)
indexed by µ P r0, 1s defined by sending the pair of objects px, yq P C0 ˆ C0 to
Notice that strict associativity and commutativity of ` were used throughout.
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the composition of morphisms
λS
´
µx‘p1´µqy
¯
‘p1´λqT
´
µx‘p1´µqy
¯
λ
´
µSpxq‘p1´µqSpyq
¯
‘p1´λq
´
µT pxq‘p1´µqT pyq
¯
λzµSpxq‘p1´λzµq
ˆ
λ{µSpyq‘p1´λ{µq
´
µT pxq‘p1´µqT pyq
¯˙
λzµSpxq‘p1´λzµq
ˆ
pµ{λ`λ{µq
´
νSpyq‘p1´νqT pxq
¯
‘
`
1´pµ{λ`λ{µq
˘
T pyq
˙
λzµSpxq‘p1´λzµq
ˆ
pµ{λ`λ{µq
´
p1´νqT pxq‘νSpyq
¯
‘
`
1´pµ{λ`λ{µq
˘
T pyq
˙
λzµSpxq‘p1´λzµq
ˆ
pµ{λ`λ{µqzp1´νqT pxq‘p1´µ{λq
´
λSpyq‘p1´λqT pyq
¯˙
µzλSpxq‘p1´µzλq
ˆ
µ{λT pxq‘p1´µ{λq
´
λSpyq‘p1´λqT pyq
¯˙
µ
´
λSpxq‘p1´λqT pxq
¯
‘p1´µq
´
λSpyq‘p1´λqT pyq
¯
ληµpx,yq‘p1´λqκµpx,yq

aλ,µpSpxq,Spyq,µT pxq‘p1´µqT pyqq

λzµidSpxq‘p1´λzµqaµ{λ`λ{µ,νpSpyq,T pxq,T pyqq´1

λzµidSpxq‘p1´λzµqppµ{λ`λ{µqφ1´νpT pxq,Spyqq‘p1´pµ{λ`λ{µqqidT pyqq

λzµidSpxq‘p1´λzµqaµ{λ`λ{µ,1´νpT pxq,Spyq,T pyqq

id
aµ,λpSpxq,T pxq,λSpyq‘p1´λqT pyqq´1

(4.4.54)
is a convex functor. Here
ν :“
#
λp1´µq
µ`λ´2µλ if µλ ‰ 1
arbitrary if λ “ µ “ 1 . (4.4.55)
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Proof. This is not a difficult proof but it consists of several long diagram
chases. We will prove the first two axioms of Definition 4.4.4.
i) For every pair of objects x, y in C, we must show the diagram
`
λS‘p1´λqT
˘
p0x‘1yq
0
`
λS‘p1´λqT
˘
pxq‘1
`
λS‘p1´λqT
˘
pyq
`
λS‘p1´λqT
˘
pyq
`
λη‘p1´λqκ
˘
0
px,yq
77
u0
´`
λS‘p1´λqT
˘
pxq,
`
λS‘p1´λqT
˘
pyq
¯
''`
λS‘p1´λqT
˘
pxq
`
u0px,yq
˘ //
(4.4.56)
commutes for al λ P r0, 1s. This will follow from commutativity of several
diagrams and the claim will be shown after pasting together all of these
diagrams. The overall diagram looks like
‚
‚
‚
‚ ‚
‚
‚
‚
‚
‚
I
II
III
IV
V
VI
VII
BB
BB
BB
BB
BB
BB
//

//**
44//
%% 
,,%%
(4.4.57)
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Diagram I is given by
λSp0x‘1yq‘p1´λqT p0x‘1yq
λ
`
0Spxq‘1Spyq
˘
‘p1´λq
`
0T pxq‘1T pyq
˘
λSpyq‘p1´λqT pyq
λSpyq‘p1´λq
`
0T pxq‘1T pyq
˘
λη0px,yq‘p1´λqκ0px,yq
OO
`
λS‘p1´λqT
˘`
u0px,yq
˘ //
λu0
`
Spxq,Spyq
˘
‘p1´λqid
//
λidSpyq‘p1´λqu0
`
T pxq,T pyq
˘

(4.4.58)
and commutes by (4.4.11). Diagram II is given by
λ
`
0Spxq‘1Spyq
˘
‘p1´λq
`
0T pxq‘1T pyq
˘
λSpyq‘p1´λq
`
0T pxq‘1T pyq
˘
0Spxq‘1
´
λSpyq‘p1´λq
`
0T pxq‘1T pyq
˘¯
λu0
`
Spxq,Spyq
˘
‘p1´λqid
33aλ,0
`
Spxq,Spyq,0T pxq‘1T pyq
˘
OO
u0
`
Spxq,1
`
λSpyq‘p1´λq
`
0T pxq‘1T pyq
˘˘˘
++
(4.4.59)
and commutes by (4.4.46). Diagram III is given by
0Spxq‘1
´
λSpyq‘p1´λq
`
0T pxq‘1T pyq
˘¯
λSpyq‘p1´λq
`
0T pxq‘1T pyq
˘
0Spxq‘1
`
λSpyq‘p1´λqT pyq
˘
λSpyq‘p1´λqT pyq
u0
`
Spxq,1
`
λSpyq‘p1´λq
`
0T pxq‘1T pyq
˘˘˘

0idSpxq‘1
´
λidSpyq‘p1´λqu0
`
T pxq,T pyq
˘¯
//
u0
´
Spxq,λSpyq‘p1´λqT pyq
˘

λidSpyq‘p1´λqu0
`
T pxq,T pyq
˘ //
(4.4.60)
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and commutes by (4.2.34). Diagram IV is given by
0Spxq‘1
´
λSpyq‘p1´λq
`
0T pxq‘1T pyq
˘¯
0Spxq‘1
´
λ
`
1Spyq‘0T pxq
˘
‘p1´λqT pyq
¯
0Spxq‘1
`
λSpyq‘p1´λqT pyq
˘
0idSpxq‘1aλ,1
`
Spyq,T pxq,T pyq
˘´1
OO
0idSpxq‘1
`
λu1
`
Spyq,T pxq
˘
‘p1´λqidT pyq
++
0idSpxq‘1
`
λidSpyq‘p1´λqu0
`
T pxq,T pyq
˘˘33
(4.4.61)
and commutes by (4.2.41). Diagram V is given by
0Spxq‘1
´
λ
`
1Spyq‘0T pxq
˘
‘p1´λqT pyq
¯
0Spxq‘1
´
λ
`
0T pxq‘1Spyq
˘
‘p1´λqT pyq
¯
0Spxq‘1
`
λSpyq‘p1´λqT pyq
˘
0idSpxq‘1
`
λu1
`
Spyq,T pxq
˘
‘p1´λqidT pyq
33
0idSpxq‘1
`
λφ0
`
T pxq,Spyq
˘
‘p1´λqidT pyq
OO
0idSpxq‘1
`
u0
`
T pxq,λSpyq‘p1´λqT pyq
˘˘
++
(4.4.62)
and commutes by (4.2.38). Diagram VI is given by
0Spxq‘1
´
λ
`
0T pxq‘1Spyq
˘
‘p1´λqT pyq
¯
0Spxq‘1
´
0T pxq‘1
`
λSpyq‘p1´λqT pyq
˘¯
0Spxq‘1
`
λSpyq‘p1´λqT pyq
˘
0idSpxq‘1
`
u0
`
T pxq,λSpyq‘p1´λqT pyq
˘˘330idSpxq‘1aλ,0
`
T pxq,Spyq,T pyq
˘
OO
0idSpxq‘1
`
u0
`
T pxq,λSpyq‘p1´λqT pyq
˘˘
++
(4.4.63)
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and commutes by (4.4.46). Diagram VII is given by
0Spxq‘1
´
0T pxq‘1
`
λSpyq‘p1´λqT pyq
˘¯
0Spxq‘1
`
λSpyq‘p1´λqT pyq
˘
0
`
λSpxq‘p1´λqT pxq
˘
‘1
`
λSpyq‘p1´λqT pyq
˘
λSpyq‘p1´λqT pyq
0idSpxq‘1
`
u0
`
T pxq,λSpyq‘p1´λqT pyq
˘˘
xx
a0,λ
`
Spxq,T pxq,λSpyq‘p1´λqT pyq
˘´1
&&
u0
`
λSpxq‘p1´λqT pxq,λSpyq‘p1´λqT pyq
˘
xx
u0
`
Spxq,λSpyq‘p1´λqT pyq
˘
&&
(4.4.64)
and commutes by (4.4.48).
ii) If C and D have idempoters, for every pair of objects x, y in C and every
pair λ, µ P r0, 1s the diagram
`
λS‘p1´λqT
˘`
µx‘p1´µqx
˘
µ
`
λS‘p1´λqT
˘
pxq‘p1´µq
`
λS‘p1´λqT
˘
pxq
λSpxq‘p1´λqT pxq
`
λη‘p1´λqκ
˘
µ
px,xq
//
`
λS‘p1´λqT
˘`
iµpxq
˘
''
iµ
`
λSpxq‘p1´λqT pxq
˘
ww
(4.4.65)
commutes by (4.4.12) and (4.2.59).

Remark 4.4.66. It is possible that our axioms of a convex category need to
be modified for the above proposition to be true (time has prevented us from
verifying the other two axioms). In fact, axioms (4.2.42) and (4.2.59) were
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added so that i) and ii) in the above proposition are true. Similar modifica-
tions can be made to the definition, if necessary, to ensure the statement is
true. Such results will be explored in future work.
Remark 4.4.67. One could have also defined the composition in Proposition
4.4.52 at least one other way by using the associators in a different order.
The coherence conditions guarantee that the resulting morphism is equal to
the one above.
Lack of time has prevented us from proving the following two reasonable
claims. They will be checked in future work.
Conjecture 4.4.68. Let C and D be two convex categories,
pQ,ϕq, pR, θq, pS, ηq, pT, κq : C //D (4.4.69)
four convex functors, and σ : Q ñ S and τ : R ñ T two convex natural
transformations. Then the natural transformation (see Proposition 4.4.35 for
the definition) λσ ‘ p1´ λqτ : λQ‘ p1´ λqRñ λS ‘ p1´ λqT is convex.
Conjecture 4.4.70. Let C and D be convex categories (of the same type).
Then ConvexCatpC,Dq is a convex category (with the structure described
in Proposition 4.4.35 and Conjectures 4.4.52 and 4.4.68).
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4.4.4 From probability density functions to probability
measures
Lemma 4.4.71. Let pX,Σ, µ, pq be an mspdf (Definition 4.3.84). The as-
signment
Σ
µpÝÑ Rě0
E ÞÑ
ż
E
p dµ
(4.4.72)
is a probability measure on pX,Σq.
Proposition 4.4.73. Using the notation of Lemma 4.4.71, the assignment
MSPDF //MeasProb
pX,Σ, µ, pq ÞÑ pX,Σ, µpq´
pX,Σ, µ, pq rf sÝÑ pY,Ω, ν, qq
¯
ÞÑ
´
pX,Σ, µpq rf sÝÑ pY,Ω, νqq
¯ (4.4.74)
is a strictly affine functor.
Proof. First let f be a representative of rf s. We will show well-definedness
afterwards. The first claim to check is that
´
pX,Σ, µpq fÝÑ pY,Ω, νqq
¯
pre-
serves the measure, i.e. µp
`
f´1pEq˘ “ νqpEq for all E P Ω. This follows from
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the following list of equalities
νqpEq
ż
E
q dν
ż
f´1pEq
pq ˝ fq dµ
ż
f´1pEq
p dµ
µp
`
f´1pEq˘
p4.4.72q for ν and q
since µ
f` ´1pEq “˘νpEq
sin
ce
p“q˝
f
p4.4.72q for µ and p
. (4.4.75)
Let pX,Σ, µ, pq and pY,Ω, ν, qq be two mspdf’s and λ P r0, 1s. We must show
that the two resulting measures pµ‘νqλp‘p1´λqq and λµp‘p1´λqνq are equal.
This follows from evaluating both measures on an arbitrary measurable set
E P Σ‘ Ω as in `
λµp ‘ p1´ λqνq
˘pEq
λµp
`
i´1X pEq
˘
`p1´ λqνq
`
i´1Y pEq
˘
λ
ş
i´1X pEq ppxqdµpxq`p1´ λq ş
i´1Y pEq qpyqdνpyq
ş
i´1X pEq λppxqdµpxq` ş
i´1Y pEqp1´ λqqpyqdνpyq
ż
E
`
λp‘ p1´ λqq˘pzqdpµ‘ νqpzq
pµ‘ νqλp‘p1´λqqpEq
. (4.4.76)
The other conditions are easy to check. In particular, the assignment (4.4.74)
is well-defined by the comment after Definition 4.3.86. 
CONVEX CATEGORIES 430
4.5 Entropy and information loss
4.5.1 Cone categories
A closely related notion to a convex category is a cone category. While cone
categories are not needed to explain what entropy is, they are needed to
explain the notion of proportionality between entropy functors which can be
used to classify entropy when it is indeed classified as a convex functor.14
Proportionality is an equivalence relation and a choice of a representative is
essentially a choice of units. The following definition is based on the notion
of semicones in [Fl80]. Therefore, we review the definition first before giving
the (semi-) categorified version.
Definition 4.5.1. A semicone consists of a commutative monoid pC,`, 0q,
with unit written as 0, together with functions kλ : C //C for each λ P Rě0,
14We will review one example where entropy is classified as a convex functor. Whether
this is true in greater generality is not the subject of this work, but will hopefully be
addressed in future work.
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satisfying
kλµpxq “ kλ
`
kµpxqq (left action axiom) (4.5.2)
k1pxq “ x (unit axiom) (4.5.3)
kλpx` yq “ kλpxq ` kλpyq (distributivity over addition in C) (4.5.4)
kλ`µpxq “ kλpxq ` kµpxq (distributivity over addition in Rě0) (4.5.5)
kλp0q “ 0 (0 is scale invariant) (4.5.6)
k0pxq “ 0 (apex axiom) (4.5.7)
for all λ, µ P Rě0 and all x, y P C.
We will occasionally write kλpxq “: λx.
Remark 4.5.8. A commutative monoid is not in general cancellative (which
means that x` y “ x` z ùñ y “ z for all x, y, z P C) so that (4.5.6) and
(4.5.7) do not follow from the other axioms. Furthermore, (4.5.3) does not
follow from the other conditions. For example, a counterexample to show
the unit axiom is not automatic is given by the function kλ that sends every
element to 0 for all λ P Rě0 even though it satisfies all the other axioms.
Before categorifying semicones, we internalize the notion as we did for
convex objects in Section 4.2.1.
Definition 4.5.9. A semicone object in a cartesian monoidal category
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pC,b, I, a, l, r, γ, pi1, pi2, eq with diagonal denoted by ∆ (see the comments fol-
lowing Definition 4.5.129) consists of a commutative monoid object15 pC,`, 0q
in C together with a family of morphisms kλ : C // C indexed by λ P Rě0
such that the following axioms hold.
i) First, the collection tkλu defines a left action of Rě0 on C, i.e.
kλ ˝ kµ “ kλµ (4.5.10)
ii) 1 P Rě0 is a unit for the action, i.e.
k1 “ idC (4.5.11)
iii) tkλu is distributive over `, i.e. the diagram
C b C C b C
C C
kλˆkλ//
`

`

kλ
//
(4.5.12)
commutes.
iv) tkλu is distributive over the addition in Rě0, i.e. the diagram
C b C C b C
C C
∆
OO
kλˆkµ //
‘

kλ`µ
//
(4.5.13)
commutes.
15The notion of a commutative monoid object is immediately extractable from Defini-
tions 4.5.110 and 4.5.113.
CONVEX CATEGORIES 433
v) 0 is a fixed point, i.e. the diagram
I
C
C
0 ?? kλ

0
//
(4.5.14)
commutes.
vi) The apex axiom, i.e. the diagram
C
I
C
eC 
k0 //
0
??
(4.5.15)
commutes.
In the definition of a semicone and semicone object, we assumed the
existence of an element that acts as a 0 for the addition. It turns out that
not all examples of categorified semicones have such an object. Nevertheless,
we might expect that equations such as 0x ` y “ y and x ` 0y “ x for all
x, y P C. This motivates the following definition of a cone category.
Definition 4.5.16. A cone category consists of a symmetric semigroupal
category (see Definition 4.5.115) pC,‘, a, φq together with a family of functors
kλ : C // C for each λ P BRě0, written as kλpxq “: λx on objects x and
similarly for morphisms, and natural isomorphisms
C ˆ C
C ˆ C
C
k0ˆidC ?? ‘

pi2;C
//
l‘

&
C ˆ C
C ˆ C
C
idCˆk0 ?? ‘

pi1;C
//
r‘

0x‘ y l
‘
x,yÝÝÑ y & x‘ 0y r
‘
x,yÝÝÑ x
(4.5.17)
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satisfying the following conditions.16
i) First, tkλu defines an action of Rě0 on C, i.e.
kλ ˝ kµ “ kλµ & k1 “ idC (4.5.18)
ii) tkλu is distributive over ‘, i.e. the diagram
C ˆ C C ˆ C
C C
kλˆkλ //
‘

‘

kλ
//
(4.5.19)
commutes, which says that for every pair of objects x, y (and morphisms)
in C,
λpx‘ yq “ λx‘ λy.
iii) The symmetric unit law
C ˆ C C ˆ C
C ˆ C C ˆ C
C
γ //
k0ˆidC

idCˆk0

γ //
‘

‘

pi2;C
,,
pi1;C
rr
id
φ
s{l
‘v~ pr‘q´1
`h “
C ˆ C C ˆ C
C
γ //
pi2;C
,,
pi1;C
rr
id
(4.5.20)
holds, which says that the diagram
0x‘ y y ‘ 0x
y
φy,0x //
l‘x,y

r‘y,x

commutes for all pairs of objects x, y in C.
16Although one could imagine vastly generalizing this definition by weakening more
axioms, we do not see a reason for this since all our examples satisfy these conditions.
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iv) The triangle law
C ˆ C ˆ C
C ˆ C ˆ C C ˆ C
C ˆ C C
idCˆk0ˆidC
$$ idCˆ‘ //
‘ˆidC

‘

‘
//
idCˆpi2;C
##
pi1;CˆidC
&&
a
5=
l‘
?G
pr‘q´1
19 “
C ˆ C ˆ C
C ˆ C
C ˆ C C
‘

‘
//
idCˆpi2;C
&&
pi1;CˆidC
&&
id
(4.5.21)
holds, which says that the diagram
px‘ 0yq ‘ z x‘ p0y ‘ zq
x‘ z
ax,0y,z //
r‘x,y‘idz %% idx‘l‘y,zyy
(4.5.22)
commutes for all x, y, z in C.
A cone category may sometimes be written as pC,‘, a, φ, tkλu, l‘, r‘q to il-
lustrate all the data.
Explicitly, a cone category C consists of the usual data associated with a
symmetric semigroupal or monoidal category along with functors that asso-
ciates to objects x and morphisms x
fÝÑ y a λ-scaled version
kλpxq “: λx & kλ
´
x
fÝÑ y
¯
“: λx λfÝÑ λy. (4.5.23)
Remark 4.5.24. Even though we do not assume the existence of a zero
object 0 and hence no monoidal structure on the cone category, we assume
k0pxq acts as a zero object under the ‘ operation. Furthermore, even if there
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is a zero object 0, it need not be that 0x is isomorphic to 0. While this seems
pedantic, there are examples where this occurs, which will be discussed later.
This motivates the following definition.
Definition 4.5.25. A pointed cone category consists of a symmetric monoidal
category (see Definition 4.5.124) pC,‘, a, φ, 0, l, rq together with a family of
functors kλ : C // C satisfying the following conditions.
i) First, the collection tkλu defines a left action of Rě0 on C, i.e.
kλ ˝ kµ “ kλµ. (4.5.26)
ii) 1 P Rě0 is a unit for the action, i.e.
k1 “ idC. (4.5.27)
iii) tkλu is distributive over ‘, i.e. the diagram
C ˆ C C ˆ C
C C
kλˆkλ //
‘

‘

kλ
//
(4.5.28)
commutes.
iv) 0 is a fixed point, i.e. the diagram
1
C
C
0 ?? kλ

0
//
(4.5.29)
commutes.
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v) The apex axiom, i.e. the diagram
C
1
C
eC 
k0 //
0
??
(4.5.30)
commutes.
A pointed cone category may sometimes be written as pC,‘, a, φ, 0, l, r, tkλuq
to accurately list all the data.
Note that the definition of a pointed cone category seems exactly the
same as the definition of a semicone object besides the distributivity over the
addition in Rě0. This is misleading because there are natural isomorphisms
built into the definition of a symmetric monoidal category. This will be
explored in more detail now as we construct a cone category from a pointed
cone category.
Proposition 4.5.31. Let pC,‘, a, φ, 0, l, r, tkλuq be a pointed cone category.
Let l‘ and r‘ be the compositions in the following two diagrams
C ˆ C 1ˆ C
C ˆ C
C
0ˆidC
DD
‘

piC
//
l

eCˆidC
//
k0ˆidC
44
id
&
C ˆ C C ˆ 1
C ˆ C
C
idCˆ0
DD
‘

piC
//
r

idCˆeC
//
idCˆk0
44
id
(4.5.32)
respectively. Then pC,‘, a, φ, tkλu, l‘, r‘q is a cone category.
Proof. The proof is tedious but straightforward. 
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We now discuss how the distributivity over addition in Rě0 can be cate-
gorified. The result will be similar to how the axiom λx` p1´ λqx “ x was
categorified for convex categories.
Definition 4.5.33. A cone category with idempoters consists of a cone cate-
gory pC,‘, a, φ, tkλu, l‘, r‘q together with a family of natural transformations
C ˆ C C ˆ C
C C
∆
OO
kλˆkµ //
‘

kλ`µ
//
iλ,µ

(4.5.34)
called idempoters indexed by λ, µ P Rě0 satisfying the following conditions.
i) For each pair λ, µ P Rě0,
C ˆ C
C ˆ C
C
C ˆ C
C ˆ C
C
kλ`µ“kµ`λ
//
kµˆkλ //
kλˆkµ //
∆
TT
‘

γ 77 γ 77
‘

iλ,µ

φ
~
id
“
C ˆ C
C ˆ C
C
C ˆ C
C
kλ`µ“kµ`λ
//
kµˆkλ //
∆
TT
γ 77
‘

∆
HH
iµ,λ

(4.5.35)
ii) The coherence between the idempoters and l‘ and r‘ says
C ˆ C C ˆ C
C C
∆
OO
k0ˆk1 //
‘

k1
//
i0,1

“
C ˆ C C ˆ C
C C
∆
OO
k0ˆidC //
‘

idC
//
pi2
$$
l‘v~
id
(4.5.36)
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and
C ˆ C C ˆ C
C C
∆
OO
k1ˆk0 //
‘

k1
//
i1,0

“
C ˆ C C ˆ C
C C
∆
OO
idCˆk0 //
‘

idC
//
pi1
$$
r‘v~
id
, (4.5.37)
which make sense because k1 “ idC.
iii) The coherence between the idempoters and associators says that for each
triple λ, µ, ν P Rě0,
C ˆ C ˆ C
C ˆ C
C
C ˆ C
C ˆ C ˆ C
C ˆ C
C
‘ˆidCzz‘
ll
kλ`µ`ν

∆
:: idCˆ∆ ,,
kλˆkµˆkν

idCˆ‘ll
‘
zz
kλˆkµ`ν

a
V^
idkλˆiµ,νhp
iλ,µ`ν
v~ “
C ˆ C ˆ C
C ˆ C
C
C ˆ C ˆ C
C ˆ C
C ˆ C
C
‘ˆidCzz‘
ll
kλ`µ`ν

∆
,,
∆
:: idCˆ∆ ,,
∆ˆidC
::
kλˆkµˆkν
kλ`µˆkν

id
iλ,µˆidkν
v~iλ`µ,νhp
(4.5.38)
Remark 4.5.39. The above definition of cone category is preliminary. One
needs the analogue of the fourth axiom in Definition 4.2.45. This will be
addressed in future work.
The idempoters assign to every object x in C, a morphism
λx‘ µx iλ,µpxqÝÝÝÝÑ pλ` µqx. (4.5.40)
The coherence conditions say the following.
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i) For every object x in C, the diagram
µx‘ λx λx‘ µx
pλ` µqx
φλx,µx //
iµ,λpxq ## iλ,µpxq{{ (4.5.41)
commutes.
ii) For every object x in C,
i0,1pxq “ l‘x,x & i1,0pxq “ r‘x,x. (4.5.42)
iii) For every triple λ, µ, ν P r0, 1s and every object x in C the diagram
pλx‘ µxq ‘ νx λx‘ pµx‘ νxq
pλ` µqx‘ νx λx‘ pµ` νqx
pλ` µ` νqx
aλx,µx,νxq //
iλ,µpxq‘idνx

idλx‘iµ,νpxq

iλ`µ,νpxq
%%
iλ,µ`νpxq
yy
(4.5.43)
commutes.
Definition 4.5.44. A cone category with diagonal rectifiers consists of a cone
category pC,‘, a, φ, tkλu, l‘, r‘q together with a family of natural transfor-
mations
C ˆ C C ˆ C
C C
∆
OO
kλˆkµ //
‘

kλ`µ
//
δλ,µ
KS
(4.5.45)
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called diagonal rectifiers indexed by λ, µ P Rě0 satisfying completely analo-
gous conditions to those in the Definition 4.5.33.
Definition 4.5.46. Similar definitions are made for cone categories with
memory and perfect memory (see Definitions 4.2.60 and 4.2.65, respectively).
Conjecture 4.5.47. Let C be a cone category with the data described in
Definition 4.5.16. Then C equipped with the family of functors
Fλ : C ˆ C kλˆk1´λÝÝÝÝÝÑ C ˆ C ‘ÝÑ C (4.5.48)
indexed by λ P r0, 1s is a convex category whose unitors, parametric commu-
tors, and convex associators are given as follows.
(a) The left u0 and right u1 unitors are given by l
‘ and r‘, respectively.
(b) For each λ P r0, 1s, the parametric commutors φλ are defined by the
composition
C ˆ C C ˆ C
C ˆ C C ˆ C
C
γ //
‘

‘

kλˆk1´λ

k1´λˆkλ

γ //
id
φs{
. (4.5.49)
(c) For each pair λ, µ P r0, 1s, the convex associators aλ,µ are defined by the
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composition
C ˆ C ˆ C C ˆ C ˆ C C ˆ C
C ˆ C ˆ C C ˆ C ˆ C C ˆ C
C ˆ C C ˆ C C
kµˆk1´µˆidC// ‘ˆidC //
kλˆk1´λ

‘

kλˆkλˆk1´λ

‘ˆidC //
idCˆ‘

$$
k
λzµˆk
λp1´
µqˆk
1´
λ
idCˆkλ{µˆk1´λ{µ

kλzµˆk1´λzµˆk1´λzµ
//
idCˆ‘

kλzµˆk1´λzµ
//
‘
//
id
a
v~
id
id
id
(4.5.50)
Furthermore, if C has idempoters or diagonal rectifiers, then the idempot-
ers iλ and diagonal rectifiers δλ for the convex category are given by the
compositions
C
C ˆ C
C ˆ C
C
∆
??
kλˆk1´λ

‘

k1“idC
//
iλ,1´λ

&
C
C ˆ C
C ˆ C
C
∆
??
kλˆk1´λ

‘

k1“idC
//
δλ,1´λ
KS
, (4.5.51)
respectively.
Lack of time has prevented us from proving this assertion. Proofs will be
provided elsewhere.
A convex category C is said to be of the same type as a cone category
D if the associated convex category of D has the same type as C. Although
we can define appropriate 1-morphisms and 2-morphisms of cone categories,
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we find it sufficient to consider the following notion of a morphism from a
convex category to a cone category.
Definition 4.5.52. Let C be a convex category and D a cone category of
the same type. A convex functor from C to D is a convex functor in the
usual sense (see Definition 4.4.4, Definition 4.4.20, and Remark 4.4.22) with
D equipped with the convex structure from Proposition 4.5.47. A convex
natural transformation of convex functors is defined similarly.
Proposition 4.5.53. Let C be a convex category and D a cone category.
Then FunpC,Dq, the category of functors from C to D is a cone category
with pointwise cone structure.
Proof. The proof is similar to that of Proposition 4.4.35. 
Conjecture 4.5.54. Let pC, F q be a convex category, pD, tkλuq a cone cate-
gory with convex linear combinations as defined in Conjecture 4.5.47, pT, ηq :
C //D a convex functor, and c a positive real number. Then cT : C //D,
together with the natural transformations pcηqλ defined by the composition
C ˆ C D ˆD
D ˆD
D ˆD
D ˆD
C D D
TˆT //
Fλ

T
//
kλˆk1´λ

kλˆk1´λ

‘

‘

kcˆkc //
kcˆkc //
kc
//
ηλ
>F
id
id
, (4.5.55)
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is a convex functor.
Definition 4.5.56. Let C be a convex category, D a cone category, and
S, T : C //D two convex functors. A proportionality from S to T consists of
a constant c P Rě0 together with a convex natural isomorphism ζ : S ñ cT.
Such a proportionality will be written as S
ζùñ cT.
Remark 4.5.57. Using the notation of Conjecture 4.5.54, the definition of
cT : C //D can be extended to include the case c “ 0 provided that D is a
pointed cone category (see Definition 4.5.25). In this case, everything is sent
to the monoidal unit 0 (or an object canonically and naturally isomorphic to
it).
Conjecture 4.5.58. Let C be a convex category, D a cone category, and
pS, ηq, pT, κq : C // D two convex functors. If S ζùñ cT is a proportionality
from S to T with c ‰ 0, then T
1
c
ζ´1ùùùñ 1
c
S is a proportionality from T to S.
Definition 4.5.59. Let C be a convex category, D a cone category, and
S, T : C // D two convex functors. S and T are said to be proportional
if there exists a proportionality from S to T and is written as S9T (or
equivalently, by Conjecture 4.5.58, T9S).
Lemma 4.5.60. Proportionality of convex functors into cone categories with
positive coefficients is an equivalence relation.
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We now finally come to the definition of entropy.
Definition 4.5.61. Let pC, F q be a convex category and pD, tkλuq a cone
category. A D-valued entropy on C is a convex functor pS, ηq : C //D.
Warning. The previous definition of entropy is preliminary. First of all, one
needs to include a proper notion of continuity for convex functors, which, in
particular, requires the notion of topology on convex and cone categories.
Secondly, this definition is inadequate for all kinds of convex combinations
of interest and alone cannot possibly classify all forms of entropy. We will
address these issues in future work and will therefore only sketch some ideas
using this preliminary definition.
Remark 4.5.62. Standard notions of entropy are obtained by letting D “ R
or D “ BR. The case of R associates entropy to objects (states) while BR
associates numbers to morphisms (processes) and is sometimes interpreted
as information loss or gain. We will discuss this in the following sections.
4.5.2 Entropy for finite probability measure spaces
In [BFL11], Baez-Fritz-Leinster prove a theorem that characterize entropy
functors on the category FinProb of finite sets with probability measures.
Our notion of convex categories, functors, and natural transformations above
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will make such a theorem more precise and allow for generalizations. The
main slogan to emphasize, due to the work of [BFL11], is the following:
While not every convex function on finite-probability spaces is the Shan-
non entropy, every convex functor is!
We first recall the definition of Shannon entropy.
Definition 4.5.63. Let pX, pq be an object of FinProb. The Shannon
entropy of pX, pq is
HSh
´
pX, pq
¯
:“ ´
ÿ
xPX
ppxq ln ppxq (4.5.64)
with the convention 0 ln 0 :“ 0.
Lemma 4.5.65. Shannon entropy is a convex functor
HSh : FinProb // pR,ěq, (4.5.66)
with R viewed as a totally ordered convex category as in Example 4.4.16.
A slight variant of this is the information content, described in more detail
in [Ki57].
Definition 4.5.67. Let pX, pq be an object of FinProb. The information
content of pX, pq is
I
´
pX, pq
¯
“ ´HSh
´
pX, pq
¯
. (4.5.68)
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We can use the Shannon entropy to define an entropy functor on FinProb
to be interpreted as information loss.
Proposition 4.5.69. The assignment
FinProb
SShÝÝÑ BR
pX, pq ÞÝÝÑ ‚´
pX, pq fÝÑ pX 1, p1q
¯
ÞÝÝÑ HSh
´
pX, pq
¯
´HSh
´
pX 1, p1q
¯
,
(4.5.70)
where HSh is defined in Definition 4.5.63. Then SShpfq P Rě0 for all mor-
phisms f in FinProb and SSh : FinProb //BRě0 is a strictly affine functor.
Remark 4.5.71. The reason information content was introduced was to
make the assignment (4.5.70) more intuitive as the difference of the informa-
tion content
SSh
´
pX, pq fÝÑ pX 1, p1q
¯
“ I
´
pX 1, p1q
¯
´ I
´
pX, pq
¯
. (4.5.72)
In this case, information is generally lost (we will prove this) so we view the
functor SSh as quantifying the information loss associated to a process.
Proof of Proposition 4.5.69. This is basically proved in Section 3 of [BFL11]
without the formal introduction of convex structures on the category FinProb.
It is clear that SSh is well-defined on morphisms because it only depends on
the source and target. The fact that SShpfq is always non-negative for (a.e.
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equivalence classes of) measure-preserving morphisms pX, pq fÝÑ pX 1, p1q is
because
ÿ
x1PX 1
p1px1q ln p1px1q “
ÿ
x1PX 1
»–¨˝ ÿ
xPf´1px1q
ppxq‚˛ln
¨˝ ÿ
xPf´1px1q
ppxq‚˛
fifl
“
ÿ
x1PX 1
»– ÿ
xPf´1px1q
ppxq ln
¨˝ ÿ
xPf´1px1q
ppxq‚˛
fifl
“
ÿ
x1PX 1
»– ÿ
xPf´1px1q
ppxq ln
¨˝
ppxq `
ÿ
xPf´1px1qztxu
ppxq‚˛
fifl
ě
ÿ
x1PX 1
»– ÿ
xPf´1px1q
ppxq ln ppxq
fifl
“
ÿ
xPX
ppxq ln ppxq
(4.5.73)
since the logarithm is a monotonically increasing function. Functoriality of
SSh is easy to see since
SSh
´
pX, pq fÝÑ pX 1, p1q f 1ÝÑ pX2, p2q
¯
“ I
´
pX2, p2q
¯
´ I
´
pX, pq
¯
“ I
´
pX2, p2q
¯
´ I
´
pX 1, p1q
¯
` I
´
pX 1, p1q
¯
´ I
´
pX, pq
¯
“ SShpf 1q ` SShpfq.
(4.5.74)
The fact that SSh is strictly affine follows from the fact that for any λ P r0, 1s
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and any pair pX, pq and pY, qq,
HSh
´
λpX, pq ‘ p1´ λqpY, qq
¯
“
ÿ
xPX
λppxq ln `λppxq˘
`
ÿ
yPY
p1´ λqqpyq ln `p1´ λqqpyq˘
“ λ
ÿ
xPX
ppxq ln ppxq ` λ
ÿ
xPX
ppxqlooomooon
1
lnλ
` p1´ λq
ÿ
yPY
qpyq ln qpyq ` p1´ λq
ÿ
yPY
qpyqloomoon
1
lnp1´ λq
“ λ
ÿ
xPX
ppxq ln ppxq ` p1´ λq
ÿ
yPY
qpyq ln qpyq
` λ lnλ` p1´ λq lnp1´ λq.
(4.5.75)
Therefore, for any pair of morphisms pX, pq fÝÑ pX 1, p1q and pY, qq gÝÑ pY 1, q1q,
the constant terms above cancel in the difference so that
SSh
`
λf ‘ p1´ λqg˘ “ λSShpfq ` p1´ λqSShpgq. (4.5.76)
Finally, SSh is continuous in a certain sense which will be addressed in a
later version of this work. In the special case of FinProb, this continuity
condition is described in [BFL11]. 
The entropy of a fixed probability space pX, pq can be obtained from just
the functor SSh in the following way. The following fact is simple to check.
Lemma 4.5.77. The finite probability space pt˚u, 1q, consisting of a single
element with probability distribution given by just 1, is a terminal object in
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FinProb.
Using this fact, we can define the entropy of pX, pq to be the information
loss associated to the unique map to the terminal object, i.e.
SSh
´
pX, pq !pX,pqÝÝÝÑ pt˚u, 1q
¯
. (4.5.78)
Baez-Fritz-Leinster prove (Theorem 2 of [BFL11]) that the Shannon en-
tropy functor is the unique such (non-trivial) entropy functor up to propor-
tionality. More precisely, they proved the following.
Theorem 4.5.79. Let S : FinProb //BRě0 be a continuous strictly affine
functor. Then there exists a constant c P Rě0 such that
Spfq “ cSShpfq (4.5.80)
for all morphisms f in FinProb.
Of course, our category FinProb is slightly different than that of [BFL11]
so one should reprove this result in our more general setting. We will not
do this here. One of our goals in setting up our formalism is to see how
general this result is for arbitrary convex categories equipped with an entropy
functor. In terms of physics, we are most interested in states on C˚-algebras
for describing quantum theory.
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4.5.3 Future directions
There are many issues that we have not addressed in this work ranging from
subtle issues to general open questions. We conclude by briefly commenting
on a few.
• Many of the conjectures still need to be proved in Sections 4.4.3 and
4.5.1. These facts will shed more light on the proper definitions of
convex categories and such.
• There is an additional continuity assumption used in characterizing
entropy [Ki57], [BFL11], [BF14], [Oc75], [OrWe07]. To make sense of
these conditions categorically, the notions of convex and cone categories
need to be internalized into some topological category. This is indicated
in [BF14] but we wish to explore this more generally in our framework.
• Ideally, one would like to prove characterization theorems for entropy
analogous to the ones for FinProb as in [BFL11] and for related no-
tions of relative entropy as in [BF14]. Such a characterization theorem
would be simple, emphasize the important role of processes, and have
a chance of being applied to other areas due to its categorical formula-
tion. However, characterization theorems may also fail in some convex
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categories. For instance, it is known that if one assumes a fixed ba-
sis tψiui“1,...,n on a finite-dimensional Hilbert space H, then a type of
“Shannon” entropy can be defined for a density matrix ρ by
´
nÿ
i“1
xψi, ρψiy. (4.5.81)
It is known that this quantity is in general greater than or equal to
the von Neumann entropy, which does not use the extra data given by
the choice of basis (this fact is interesting in its own right). Hence,
there are two entropies one can define in this context and they are not
proportional. Nevertheless, the notion is useful as it pertains to certain
ensembles of pure states. This then leads to a question as to what
additional constraints are needed to obtain characterization theorems
for entropy viewed as a functor. Perhaps a general characterization
exists in a general categorical setting. If this is the case, it might allow
one to define entropy in contexts where it is either undefined or the
currently known construction is ad hoc and deserves more justification.
If this is still not the case, then one obtains another notion of entropy
that might be used to quantify information content.
• Although we have not discussed it in this thesis, there is a lot of evi-
dence (though the proofs are not complete) that there are convex struc-
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tures on categories of density matrices of quantum mechanics and more
generally states on C˚-algebras analogous to those on finite probability
spaces. In addition, one can consider the functor that associates to
every C˚-algebra its convex space of states. The convex space of states
can itself be viewed as a category with no nontrivial morphisms. Then,
one can study convex morphisms
C*-Algop Cat
States
&&
BR
88S

, (4.5.82)
where BR is viewed as a constant prestack, provided that one views
States and BR as convex categorical objects in the 2-category of func-
tors FunpC*-Algop,Catq. This is a current project that is being ex-
plored. The categorical viewpoint expressed in the above diagram is
described in more detail in Chapter 5.
• Convex analysis has been a fruitful area of study in its own right. One
might then wonder what are the consequences of a convex analysis for
categories and what other possible applications exist.
• Is there a use for the more abstract notions of D-valued entropy when D
is not a category related to real numbers? The fact that morphisms Ñ
replace ď seems like a vast and potential useful generalization for the
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concept of convexity. There exists one example of this in the context of
the GNS construction, which itself can be viewed as a form of entropy
satisfying some similar properties. However, this is not described in
this thesis. It would be interesting to find more examples.
Appendix: Monoidal categories
Because this chapter contains several examples, we will be content with sim-
ply giving the most basic definitions from category theory: categories, iso-
morphisms, functors, natural transformations, and various types of monoidal
categories. The mathematical objects that we study always contain some
“data.” These data can be subject to further conditions (constraints) or
satisfy certain properties.
Definition 4.5.83. A category C consists of the following data.
(a) A collection C0, elements of which are called objects.
(b) For every pair of objects a, b P C0, a set C1pa, bq, elements of which are
called morphisms from a to b and written typically as f : a //b or a
fÝÑ b.
(c) For every triple of objects a, b, c, a function C1pa, bq ˆ C1pb, cq // C1pa, cq
called composition and written as´
a
fÝÑ b , b gÝÑ c
¯
ÞÑ
´
a
g˝fÝÝÑ c
¯
. (4.5.84)
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(d) For every object a in C0, an element ida P C1pa, aq called the identity at
a.
These data are subject to the following conditions.
i) For every pair of objects a, b and morphism f : a // b,
f ˝ ida “ f & idb ˝ f “ f. (4.5.85)
ii) For every quadruple of objects a, b, c, d and triple of morphisms f : a // b,
g : b // c, h : c // d,
ph ˝ gq ˝ f “ h ˝ pg ˝ fq. (4.5.86)
Definition 4.5.87. A morphism f : a // b in a category C is called an
isomorphism if there exists a morphism g : b // a such that g ˝ f “ ida and
f ˝ g “ idb.
Definition 4.5.88. A functor F from a category C to a category D consists
of assignments F0 : C0 // D0 and F1 : C1 // D1 (both of which are often
abusively written as F ) subject to the following conditions.
i) For every pair of objects a, b in C,
F
´
C1pa, bq
¯
Ă D1
´
F paq, F pbq
¯
(4.5.89)
or more visually, if f : a // b then F pfq : F paq // F pbq.
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ii) For every object a in C, F pidaq “ idF paq.
iii) For every triple of objects a, b, c and pair of morphisms f : a // b,
g : b // c,
F pg ˝ fq “ F pgq ˝ F pfq. (4.5.90)
It is common to depict such a functor as F : C //D.
Definition 4.5.91. A natural transformation σ from a functor F : C // D
to a functor G : C // D consists of an assignment σ : C0 // D1 subject to
the following conditions.
i) For every object a, σpaq : F paq //Gpaq. One also occasionally writes σa
instead of σpaq.
ii) For every morphism f : a // b, the diagram
F paq Gpaq
F pbq Gpbq
σa //
F pfq

Gpfq

σb
//
(4.5.92)
commutes.
Typically, one writes such a natural transformation as
C D
F
  
G
>>σ

(4.5.93)
or σ : F ñ G when the categories C and D are clear from context.
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Functors can be composed and natural transformations can be composed
in two ways. Both types are used in this paper, which is why we include
their definitions.
Definition 4.5.94. The composition of two functors F : C // D and G :
D // E is a functor G ˝ F : C // E defined by
pG ˝ F q0paq :“ GpF paqq (4.5.95)
for all objects a in C and
pG ˝ F q1pfq :“ GpF pfqq (4.5.96)
for all morphisms f in C.
Definition 4.5.97. The vertical composition of two natural transformations
C D
F
  
G
>>σ

& C D
G
  
H
>>τ

(4.5.98)
is a natural transformation
C D
F
  
H
>>
σ
τ˝

(4.5.99)
defined by
σ
τ˝ paq :“ τa ˝ σa (4.5.100)
for all objects a in C.
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Definition 4.5.101. The horizontal composition of two natural transforma-
tions
C D
F
  
G
>>σ

& D E
J
  
K
>>
η

(4.5.102)
is a natural transformation
C E
J˝F
  
K˝H
>>
η˝σ

(4.5.103)
defined by either of the (equal) compositions
pη ˝ σqa :“ Kpσaq ˝ ηF paq ” ηGpaq ˝ Jpσaq (4.5.104)
for all objects a in C.
Definition 4.5.105. A natural transformation as in (4.5.93) is a natural
isomorphism if there exists a natural transformation τ : Gñ F such that
σ
τ˝ “ idF & τσ˝ “ idG, (4.5.106)
where idF : F ñ F is the identity natural transformation defined by
idF paq “ idF paq (4.5.107)
for all objects a in C and similarly for G.
Alas, in this article, certain functors have additional properties. For com-
pleteness, we define such functors.
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Definition 4.5.108. A functor F : C // D is faithful if for every pair of
objects a, b in C, the function
F1 : C1pa, bq //D1
´
F paq, F pbq
¯
(4.5.109)
is injective. F is full if (4.5.109) is surjective. F is fully faithful if (4.5.109)
is bijective.
The following definitions are meant to serve as reference and we include
them for completeness. They should prepare the reader for the definitions of
monoidal categories and their variants.
Definition 4.5.110. A commutative semigroup consists of a set C and a
function µ : C ˆ C // C, written as µpx, yq “: x ` y on elements x, y P C,
satisfying commutativity of the following diagrams (with their more standard
expressions in terms of elements of C on the right)
C ˆ C ˆ C C ˆ C
C ˆ C C
µˆidC//
idCˆµ

µ

µ
//
x` py ` zq “ px` yq ` z (4.5.111)
(associativity)
C ˆ C C ˆ C
C
γ //
µ

µ

x` y “ y ` x (4.5.112)
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(commutativity). Here γ is the function that swaps entries, namely γpx, yq “
py, xq for all x, y P C. We will occasionally write pC, µq for the commutative
semigroup to indicate all the data.
Definition 4.5.113. A commutative monoid consists of a commutative semi-
group pC, µq and an element 0 : t˚u // C (here t˚u is a set with a single
element) satisfying
t˚u ˆ C
C ˆ C
C
0ˆidC ?? µ

piC
//
0` x “ x (left identity axiom). (4.5.114)
We will often write pC, µ, 0q for the commutative monoid to indicate all the
data.
The “categorification” of commutative semigroups and commutative monoids
are called symmetric semigroupal category and symmetric monoidal category,
respectively, whose definition we provide now.
Definition 4.5.115. A symmetric semigroupal category consists of a cate-
gory C together with a functor µ : C ˆ C // C (whose value on objects and
morphisms is written as µpx, yq “: x‘ y, etc.) and the following data (along
with the assignments on objects written on the right).
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(a) A natural isomorphism
C ˆ C ˆ C C ˆ C
C ˆ C C
µˆidC //
idCˆµ

µ

µ
//
a
u}
px‘ yq ‘ z
x‘ py ‘ zq
ax,y,z

(4.5.116)
called the associator.
(b) A natural isomorphism
C ˆ C C ˆ C
C
γ //
µ

µ

φ
s{
y ‘ x
x‘ y
φx,y

(4.5.117)
called the braiding.
These data must satisfy the following conditions.
i) The symmetric condition
C ˆ C C ˆ C C ˆ C
C
γ // γ //
µ
##
µ
{{
µ

φ
w
φ
rz “
C ˆ C
C
µ

µ

idµ
, (4.5.118)
which says the diagram
x‘ y
y ‘ x
x‘ y
φy,x
DD
φx,y

idx‘y
//
commutes for all object x, y in C.
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ii) The associahedron condition
C ˆ C ˆ C ˆ C
C ˆ C ˆ C C ˆ C ˆ C
C ˆ C
C ˆ C
C ˆ C
C
µˆidCˆC

idCˆCˆµ

µˆidC

idCˆµ

µˆidC

idCˆµ

µ

µ

µ

a '/ a
/7
“
C ˆ C ˆ C ˆ C
C ˆ C ˆ C C ˆ C ˆ C
C ˆ C ˆ C
C ˆ C C ˆ C
C
µˆidCˆC

idCˆCˆµ

idCˆµ

µˆidC

µˆidC

idCˆµ

idCˆµ

µ

µ

a /7
p˚q'/
a
+3
,
(4.5.119)
where
p˚q :“ ididC ˆ a, (4.5.120)
which says the diagram
px‘ yq ‘ pz ‘ wq
ppx‘ yq ‘ zq ‘ w
px‘ py ‘ zqq ‘ w x‘ ppy ‘ zq ‘ wq
x‘ py ‘ pz ‘ wqq
ax‘y,z,w
66
ax,y,z‘idw

ax,y‘z,w
//
ax,y,z‘w
((
idx‘ay,z,w
GG
(4.5.121)
commutes for all objects x, y, z, w in C.
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iii) The hexagon condition
C ˆ C ˆ C
C ˆ C ˆ C C ˆ C ˆ C
C ˆ C C ˆ C
C ˆ C C ˆ C
C
γˆidC
77 idCˆγ
''
µˆidC

µ ))
""
idˆ
µ
µ

γ //
µ

||µˆi
dC
idCˆµ

µuu
a
5=
φ´1
5=
!)
a
“
C ˆ C ˆ C
C ˆ C ˆ C C ˆ C ˆ C
C ˆ C C ˆ C
C
γˆidC
77 idCˆγ
''
µˆidC

µ ))

µ
ˆid
C

idˆ
µ
idCˆµ

µuu
φ´1ˆidC
<D
a +3
φ´1
4<
,
(4.5.122)
which says the diagram
px‘ yq ‘ z
x‘ py ‘ zq
py b zq ‘ x
y ‘ pz ‘ xq
py ‘ xq ‘ z
y ‘ px‘ zq
ax,y,z
zz
φy‘z,x

ay,z,x
$$
φy,x‘idz
$$
ay,x,z

idy‘φz,x
zz
(4.5.123)
commutes for all objects x, y, z in C.
A symmetric semigroupal category as above will be written as a quadruple
pC, µ, a, φq or pC,‘, a, φq when it is not too confusing.
Definition 4.5.124. A symmetric monoidal category is a symmetric semi-
groupal category pC, µ, a, φq together with an object 0 : 1 // C and natural
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isomorphisms
1ˆ C
C ˆ C
C
0ˆidC
??
µ

piC
//
l

&
C ˆ 1
C ˆ C
C
idCˆ0
??
µ

piC
//
r

0‘ x lxÝÑ x & x‘ 0 rxÝÑ x
(4.5.125)
called left and right unitors, respectively. These data must satisfy the follow-
ing conditions.
i) The symmetric unit law
1ˆ C C ˆ 1
C ˆ C C ˆ C
C
γ //
0ˆidC

idCˆ0

γ //
µ

µ

piC
,,
piC
rr
id
φ
s{l
v~ r´1
`h “
1ˆ C C ˆ 1
C
γ //
piC
,,
piC
rr
id
,
(4.5.126)
which says that the diagram
0‘ x x‘ 0
x
φx,0 //
lx

rx

commutes for all objects x in C.
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ii) The triangle law
C ˆ 1ˆ C
C ˆ C ˆ C C ˆ C
C ˆ C C
idCˆ0ˆidC
$$ idCˆµ //
µˆidC

µ

µ
//
idCˆpi2;C
##
pi1;CˆidC
&&
a
5=
l
?G
r´1
19 “
C ˆ 1ˆ C
C ˆ C
C ˆ C C
µ

µ
//
idCˆpi2;C
&&
pi1;CˆidC
&&
id
,
(4.5.127)
which says that the diagram
px‘ 0q ‘ y x‘ p0‘ yq
x‘ y
ax,0,y //
rx‘idy %% idx‘lyyy (4.5.128)
commutes for all x, y in C.
A symmetric monoidal category will be written as pC, µ, a, φ, 0, l, rq or as
pC,‘, a, φ, 0, l, rq to keep track of all the data.
We now provide the definition of a cartesian (symmetric) monoidal cat-
egory. Unfortunately, we do not have a clear reference for the following
definition and have attempted to provide a reasonable definition suitable for
our purposes basing our ideas off the nLab.17
Definition 4.5.129. A cartesian monoidal category consists of a symmetric
monoidal category pC,b, a, φ, I, l, rq together with natural transformations18
17https://ncatlab.org/nlab/show/cartesian+monoidal+category. We would also like to
thank Josiah Sugarman for discussions that led to the definition used here.
18We will comment on the choice of this definition afterwards.
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(with their explicit form on objects on the right)
C ˆ C C
b
  
pii;C
>>
pii

x‘ y
x
pi1px,yq

x‘ y
y
pi2px,yq

(4.5.130)
and
C C
1
idC
  
! ,, I
EEe

x
I
ex

. (4.5.131)
Here pii;C : C ˆ C // C is the projection bifunctor onto the i-th factor and
! is the unique map from any category C to the category consisting of a
single object and morphism 1. These natural transformations must satisfy
the following two universal properties.
i) For any category D with functors
D ξÝÑ C ˆ C & D ζÝÑ C (4.5.132)
and natural transformations
D C
C ˆ C
ζ
""
ξ
++ pii;C
EEρi

ζpzq
pii
`
ξpzq˘
ρipzq

, (4.5.133)
there exists a (single) unique natural transformation
D C
C ˆ C
ζ
""
ξ
++ b
EEh

ζpzq
pi1
`
ξpzq˘b pi2`ξpzq˘
hpzq

(4.5.134)
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such that
D C ˆ C Cξ //
ζ
""
b
""
pii;C
<<
h

pii

“ D C
C ˆ C
ζ
""
ξ
++ pii;C
EEρi

(4.5.135)
for both i “ 1, 2, i.e.
ζpzq
pi1
`
ξpzq˘b pi2`ξpzq˘ pii`ξpzq˘
hpzq
}}
piipξpzqq
//
ρipzq
!!
(4.5.136)
commutes for all objects z in D.
ii) For any category D with functors
D ξÝÑ C & D ζÝÑ C (4.5.137)
and a natural transformation
D C C
1
ξ
//
ζ
!!
! ,, I
EE
ρ

ζpzq
I
ρpzq

, (4.5.138)
there exists a unique natural transformation
D C
ξ
>>
ζ
  
h

ζpzq
ξpzq
hpzq

(4.5.139)
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such that
D C C
1
ξ
//
ζ
!!idC %%
! ,, I
EE
h

e

“ D C C
1
ξ
//
ζ
!!
! ,, I
EE
ρ

(4.5.140)
i.e.
ζpzq
ξpzq I
hpzq
}}
epξpzqq
//
ρpzq
!!
(4.5.141)
commutes for all objects z in D.
Let pC,b, a, φ, I, l, r, pii, eq be a cartesian monoidal category. From the
universal property of the product and projections, we can construct a diag-
onal map as follows. Let D :“ C, ξ :“ ∆C : C // C ˆ C be the diagonal for
categories, and ζ :“ b˝∆C : D //C. Let ρi :“ idC. Then the universal prop-
erty applies and h :“ ∆ : idC ñ b˝∆C is the diagonal natural transformation
which when applied to an object x in C gives
x
∆xÝÝÑ xb x. (4.5.142)
Remark 4.5.143. Many of the data in a cartesian monoidal category
pC,b, a, φ, I, l, r, pii, eq are redundant. For instance, the associator a can be
uniquely constructed as follows. Let D :“ C ˆ C ˆ C. Set ζ : D // C to be
ζ :“ b ˝ pb ˆ idCq, i.e.
ζpx, y, zq :“ pxb yq b z (4.5.144)
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on objects x, y, z of C. Set ξ : D // C ˆ C to be ξ :“ idC ˆb, i.e.
ξpx, y, zq :“ px, y b zq (4.5.145)
on objects x, y, z of C. Set ρ1 and ρ2 to be
ρ1 :“ pi1 ˝ pidb ˆ ididCq
pi1
(4.5.146)
and
ρ2 :“ pi2 b ididC (4.5.147)
i.e.
ρ1px, y, zq :“ pi1pxq ˝ pi1pxb y, zq (4.5.148)
and
ρ2px, y, zq :“ pi2px, yq b idz (4.5.149)
on objects x, y, z of C. Then the universal property gives an h that is exactly
the associator.
Remark 4.5.150. Typically, a cartesian category is defined as a category
with finite limits [Ma78], which is a property and not additional structure.
The definition we have chosen therefore seems significantly more complicated.
In fact, one can construct b, a, φ, I, l, r, pi1, pi2, e, . . . all from the existence of
limits and a form of Zorn’s lemma. Furthermore, all such choices are natu-
CONVEX CATEGORIES 470
rally equivalent. However, for presentation purposes and an easier compar-
ison to monoidal categories, we have avoided this option. In addition, we
find our formulation of universal properties in Definition 4.5.129 quite non-
standard in that they are formulate purely arrow-theoretically. Note that we
could not have stated the universal property for the pii’s, for instance, as “for
any functor ζ : C ˆ C // C and natural transformations ρi : ζ ñ pii, there
exists a unique h : ζ ñ b such that ρi “ hp˝ii ” because then we could not
construct the diagonal ∆ nor could we construct the other natural transfor-
mations such as the associator (see the previous remark).
Chapter 5
The GNS construction as an
adjunction
5.1 Introduction and outline
There is a familiar construction whose input consists of a representation of
a C˚-algebra on a Hilbert space together with a vector and whose output
is a state on the C˚-algebra via restriction. Namely, given an algebra A, a
representation pi : A // BpHq to bounded operators on a Hilbert space H,
and a unit vector ψ P H, one obtains a state on A given by the expectation
values of observables in A sending a P A to xψ, pipaqψy. We show that this
construction, denoted by rest, can be expressed categorically as a natural
transformation
C*-Algop Cat
States
((
Rep‚
66rest
KS
. (5.1.1)
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Here, Cat is the category of categories, C*-Alg is the category of C˚-
algebras, States is the functor that associates a category of states to every
C˚-algebra, and Rep‚ is the functor that associates the category of represen-
tations of C˚-algebras (the ‚ is to denote the additional choice of a vector).
The main purpose of this chapter is to prove that the natural transfor-
mation rest has a left-adjoint
C*-Algop Cat%
States
((
Rep‚
66rest
KS
GNS‚

(5.1.2)
denoted by GNS‚ since its ingredients are composed of constructions due to
Gelfand, Naimark, and Segal [GeNe43], [Se47]. However, there are subtleties
in this description. First, the GNS construction is a 2-categorical natural
transformation (utilizing the fact that Cat is a 2-category) instead of a nat-
ural transformation in the usual sense of ordinary category theory. Second,
the category of states is not the naive one that one might think of—one must
view the states of a C˚-algebra as a discrete category. Third, for a robust
statement with physical applications, the morphisms in the representation
category associated to a C˚-algebra must include all intertwiners that are
isometries and not only the unitary equivalences.
The GNS construction has many useful and interesting properties. We
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isolate the key properties that can be used to characterize it as the left
adjoint to the restriction map from representations to states. By the essential
uniqueness of adjoints, this offers a definition of the GNS construction so that
one can now view the GNS construction as exhibiting the existence of such an
adjoint. Several of the ingredients used in this characterization were known
for a long time. Here, however, we offer a categorical perspective together
with interpretations of all results in physical terms.
The outline of this chapter is as follows. Section 5.2 defines all relevant
notions from C˚-algebras as well as the states functor and the representation
functor. Section 5.3 describes the GNS construction as is usually found in the
literature but from a more categorical perspective. For simplicity, we ignore
the cyclic vector and focus only on the fact that the GNS construction pro-
duces a representation. In particular, we prove that the GNS construction is
a semi-pseudo-natural transformation (though not a natural transformation)
in Theorem 5.3.22. Section 5.4 explains why the category of states (intro-
duced in Section 5.2) must have no non-trivial morphisms for our purposes.
Section 5.5 properly accounts for the fact that the GNS construction pro-
duces a cyclic representation. The statement that the GNS construction is
left-adjoint to the restriction to states natural transformation is proved in
Theorem 5.5.57. In Section 5.6, we illustrate several of the constructions and
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results in terms of a simple example of a bipartite system familiar (to physi-
cists) from the EPR setup. Throughout, we provide physical interpretations
of most results. Although we assume the reader is familiar with the basics
of categories, we include a short appendix on 2-categories and 2-categorical
adjunctions (but refer the reader to Appendix A of this thesis for how to
compose pseudo-natural transformations and modifications).
5.2 States and representations of C˚-algebras
For more details on C˚-algebras, the reader is referred to [Di69].
Definition 5.2.1. A unital Banach algebra is a vector space A together with
i) a binary multiplication operation AˆA //A,
ii) a norm ‖ ¨ ‖ : A // Rě0,
iii) and an element 1A P A.
The multiplication must be distributive over vector addition, the element
1A must satisfy the condition a1A “ 1Aa “ a for all a P A, and finally, all
Cauchy sequences must converge.
Definition 5.2.2. A unital C˚-algebra is a unital Banach algebra A with an
involution ˚ : A //A that is an anti-homomorphism for the multiplication
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and satisfies ‖aa˚‖ “ ‖a‖2 for all a P A. An element a P A is self-adjoint if
a˚ “ a, an isometry if a˚a “ 1A, and unitary if a˚a “ 1A “ aa˚.
Definition 5.2.3. A map/morphism of C˚-algebras is a (bounded) linear
map f : A //A1 from a C˚-algebra A to another one A1 such that fpa˚q “
fpaq˚, fpa1a2q “ fpa1qfpa2q, and fp1Aq “ 1A1 for all a, a1, a2 P A.
Definition 5.2.4. Let C*-Alg be the category of unital C˚-algebras, namely
an object of C*-Alg consists of a unital C˚-algebra A and a morphism
f : A //A1 is a map of unital C˚-algebras.
Throughout this article, all C˚-algebras will be assumed unital and we
will avoid overuse of this adjective unless it is necessary to stress it.
Definition 5.2.5. Given a C˚-algebra A, a state on A is a bounded linear
function ω : A // C such that ωp1Aq “ 1 and ωpa˚aq ě 0 for all a P A.
Denote the set of states on a C˚-algebra A by SpAq.
Definition 5.2.6. Let ReppAq be the category of representations of the C˚-
algebra A on Hilbert spaces. This means the objects are pairs ppi,Hq with H
a Hilbert space and pi : A // BpHq a map of C˚-algebras (the involution on
BpHq is taking the adjoint). Morphisms ppi,Hq // ppi1,H1q are intertwiners,
i.e. bounded linear operators L : H //H1 such that
L ˝ pipaq “ pi1paq ˝ L for all a P A. (5.2.7)
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Remark 5.2.8. It is very important that we assume our morphisms in
ReppAq are intertwiners and not just unitary isomorphisms. We will ex-
plain why later.
Physics 5.2.9. We think of a C˚-algebra A as the algebra of observables
of a physical system.1 An example to relate to is the case A “ BpHq of
bounded operators on a Hilbert space H. However, the main point of this
abstract perspective is to place the emphasis on the observables rather than
the Hilbert space of vector states or the particular realization of an abstract
observable as an operator. Indeed, we can think of angular momentum being
defined in different ways on different Hilbert spaces (or even classically on
phase space), but when we think of angular momentum, we do not think of
which Hilbert space it acts on—we just think angular momentum!
Furthermore, we do not measure vectors in a Hilbert space. What we
measure are expectation values. This is precisely the meaning of a state
ω : A // C as defined above. A state assigns an expectation value to each
physical observable. That is what a physical state is: a sequence of expec-
tation values for all our observables (satisfying reasonable postulates). For
1Actually, A contains un-observable operators because it contains elements that are
not self-adjoint. Examples include creation and annihilation operators. In fact, it contains
observables that are self-adjoint but need not be things we can actually measure in a lab
(such as momentum to the 8th power). Nevertheless, we call A the algebra of observables
by slight abuse of terminology.
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instance, if a is self-adjoint, then ωpaq is the expectation value of a and
ωpa2q ´ pωpaqq2 is the variance. Therefore, the definition of state includes
not only expectation values of observables, but also their moments.
Of course, technically thinking of observables as an algebra is an ideal-
ization because observables (as described by the working physicist) are not
always bounded operators and therefore they do not form an algebra in the
strict sense. We will ignore this issue and assume all our observables corre-
spond to bounded operators.
The above definitions of SpAq and ReppAq extend to functors.
Proposition 5.2.10. The assignment2
C*-Algop
SÝÑ Set
A ÞÑ SpAq´
A1 fÝÑ A
¯
ÞÑ
´
SpA1q SpfqÐÝÝ SpAq
¯
,
(5.2.11)
where Spfq is defined by
SpAq Q ω ÞÑ ω ˝ f P SpA1q (5.2.12)
is a functor, henceforth referred to as the states pre-sheaf.
2For any category C, the opposite category Cop has the same objects as C but a morphism
from an object a to an object b in Cop is a morphism from b to a in C. Also, Set is the
category of sets.
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Proof. First, ω ˝ f is a state on A because
ω
`
fp1A1q
˘ “ ωp1Aq “ 1 (5.2.13)
and
ω
`
fpa1˚a1q˘ “ ω`fpa1q˚fpa1q˘ ě 0 (5.2.14)
for all a1 P A1. S is functorial because the identity idA : A // A gets sent
to the identity and the composition of C˚-algebra maps A2 f 1ÝÑ A1 fÝÑ A gets
sent to Spf ˝ f 1q “ Spf 1q ˝ Spfq.3 
Physics 5.2.15. The meaning of this functor physically can be seen by con-
sidering a special case, which will be used throughout this work. Suppose A0
is a subalgebra of physical observables of A. Let i : A0 ãÑ A be the inclusion
map. The functor Spiq takes a state ω : A //C that gave expectation values
for all observables in A and it restricts that state to only give expectation val-
ues for a smaller collection of observables, mathematically described by A0.
In thermodynamic or statistical-mechanical terminology, one can imagine A
as describing the algebra of observables for microstates and A0 as describing
the set of observables for some macrostates.4 In fact, Jaynes used a closely
related idea, that is actually more physically reasonable, by assuming that
3The flipping of the order of morphism composition in the equation Spf ˝ f 1q “ Spf 1q ˝
Spfq is why we use op in C*-Algop.
4I would like to thank V. P. Nair for pointing this out.
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A0 is just a subset of A and develops thermodynamics from it [Ja57]. In
this process, one therefore loses some information about the state—we only
know fewer of its expectation values.
There is a functor D : Set // Cat from the category of sets to the
category of categories given by sending a set to the discrete category with
only identity morphisms. Thus, since the composition of functors is a functor,
this gives a functor
C*-Algop
SÝÑ Set DÝÑ Cat, (5.2.16)
which we denote by States and call it the states pre-stack. The categorically-
minded reader will immediately point out that Cat is actually a 2-category,
and we will indeed use this fact in a crucial way when we describe the GNS
construction. But for now, let us put this aside.
Proposition 5.2.17. The assignment
C*-Algop
RepÝÝÑ Cat
A ÞÑ ReppAq´
A1 fÝÑ A
¯
ÞÑ
´
ReppA1q ReppfqÐÝÝÝÝ ReppAq
¯
,
(5.2.18)
is a functor. Here Reppfq, sometimes written as f˚, is the functor defined
by sending a representation ppi : A // BpHq,Hq to the representation ppi ˝
f : A1 // BpHq,Hq and by sending an intertwiner ppi,Hq LÝÑ pρ,Vq to the
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intertwiner ppi ˝ f,Hq LÝÑ pρ ˝ f,Vq.5 Rep is also called the representation
pre-stack.
Proof. Let us first make sure Reppfq itself is indeed a functor. For L to be
an intertwiner in ReppA1q it must be that
L ˝ pi
´
fpa1q
¯
“ ρ
´
fpa1q
¯
˝ L (5.2.19)
for all a1 P A1, but this is true because fpa1q P A and L is an intertwiner
in ReppAq. It is not difficult to see that idA gets sent to idReppAq and the
composition of A2 f 1ÝÑ A1 fÝÑ A gets sent to Reppf 1q ˝Reppfq. 
Physics 5.2.20. The meaning of the functor (5.2.18) is as follows. With
each abstract algebra of observables, there is a collection of Hilbert spaces
on which we can realize these observables. This collection is not just a set6
but a category because there are intertwiners between representations. If you
think you do not care about intertwiners, think again. Every tensor opera-
tor is an intertwiner. For instance, the angular momentum for particles in
three-dimensional space is a vector of operators. This vector of operators
is precisely an intertwiner [Ha03]. Other examples of intertwiners are uni-
tary equivalences of representations. These are (some of the) symmetries of
5The same notation L is used because it is the same operator L : H // V at the level
of Hilbert spaces.
6Technically, it is not even a set in the strict sense, but that is not the point I am trying
to make.
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quantum mechanics, and one would certainly not want to just ignore them.
For instance, different observers might associate a slightly different Hilbert
space to a collection of observables. In particular, the observables themselves
might be expressed differently. The position and momentum representations
of basic quantum mechanics provide one example. The unitary map defined
by the Fourier transform is an intertwiner (a unitary equivalence) of repre-
sentations. That is why we care about the full category of representations,
and not just the objects.
5.3 The GNS construction: from observables
and states to Hilbert spaces
We will split the GNS construction into three parts. First, we will describe
the construction as is common in the literature. Then we will describe some-
thing that is less commonly illustrated, but is described nicely for physicists
in [BGdQRL13], which is what the GNS construction gives for C˚-algebra
morphisms (and specifically not necessarily C˚-algebra isomorphisms). The
GNS construction was first introduced by Segal in [Se47] and we will utilize
many of the facts proved in this work. At the end of this section, we state our
first theorem which says that the GNS construction is a semi-pseudo-natural
transformation (see Definition 5.6.21 in the Appendix of this Chapter) be-
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tween the functors introduced in the previous section.
Construction 5.3.1. Let ω : A // C be a state for a unital C˚-algebra A.
Then the function
AˆA // C
pb, aq ÞÑ ωpb˚aq
(5.3.2)
is a bilinear map that is skew-conjugate in the first variable. Furthermore,
it satisfies7
ωpb˚aq “ ωpa˚bq @ a, b P A (5.3.3)
and8
|ωpb˚aq|2 ď ωpb˚bqωpa˚aq @ a, b P A. (5.3.4)
Define the set of null-vectors by
Nω :“ ta P A | ωpa˚aq “ 0u. (5.3.5)
7Proof: By assumption ω
`pαa ` βbq˚pαa ` βbq˘ ě 0 for all α, β P C and a, b P A,
which in particular implies that ω
`pαa` βbq˚pαa` βbq˘ is real. Equating this expression
with its conjugate gives αβωpa˚bq`αβωpb˚aq “ αβωpa˚bq`αβωpb˚aq. Setting a “ i and
b “ 1 gives ´ωpa˚bq ` ωpb˚aq “ ωpa˚bq ´ ωpb˚aq while setting a “ 1 and b “ 1 gives
ωpa˚bq ` ωpb˚aq “ ωpa˚bq ` ωpb˚aq. Adding these two gives 2ωpb˚aq “ 2ωpa˚bq which
proves the claim.
8Proof (this is more or less a standard proof of the Cauchy-Schwarz inequality): This
splits up into two cases. First, if ωpb˚aq “ 0, then the claim is true. In the other case,
suppose that ωpb˚aq ‰ 0. As in the previous footnote, consider the inequality ω`pαa `
βbq˚pαa`βbq˘ ě 0 valid for all α, β P C and a, b P A. Choose α “ |ωpb˚aq|ωpb˚aq aωpb˚bq and β “
´aωpa˚aq. Then, ω`pαa ` βbq˚pαa ` βbq˘ “ 2ωpb˚bqωpa˚aq ´ 2|ωpb˚aq|aωpb˚bqωpa˚aq
using (5.3.3) along the way to cancel some terms. Rearranging and canceling the factor
of 2 gives |ωpb˚aq|aωpb˚bqωpa˚aq ď ωpb˚bqωpa˚aq. Squaring both sides and canceling the
common terms proves the claim.
The GNS CONSTRUCTION AS AN ADJUNCTION 483
Then Nω is a left ideal inside A, meaning that ab P Nω whenever a P A and
b P Nω. To see this, first notice that (5.3.4) implies
|ωpa˚bq|2 ď ωpa˚aqωpb˚bqlomon
0
“ 0 ùñ ωpa˚bq “ 0 @ a P A, b P Nω. (5.3.6)
Using this fact,
ω
´
pabq˚pabq
¯
“ ωpb˚a˚abq “ ω`pa˚abq˚b˘ “ 0 (5.3.7)
since a˚ab P A. Furthermore, (5.3.3) and (5.3.6) imply
ωpb˚aq “ 0 @ b P Nω, a P A. (5.3.8)
Denote the quotient vector space by
Hω :“ A{Nω, (5.3.9)
write the equivalence class of a P A as ras, and define an inner product
Hω ˆHω x ¨ , ¨ yωÝÝÝÝÝÑ Hω
prbs, rasq ÞÑ ωpb˚aq
(5.3.10)
by choosing lifts of the equivalence classes. Note that this is well-defined
because for any other choice b1 and a1 of rbs and ras, respectively, which
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means that b´ b1, a´ a1 P Nω, then
ωpb1˚a1q “ ω
´`
b´ pb´ b1q˘˚`a´ pa´ a1q˘¯
“ ωpb˚aq ´ ω
´
pb´ b1q˚a
¯
´ ω
´
b˚pa´ a1q
¯
` ω
´
pb´ b1q˚pa´ a1q
¯
“ ωpb˚aq ´ 0´ 0` 0 by (5.3.6) and (5.3.8)
“ ωpb˚aq.
(5.3.11)
Complete Hω with respect to the norm induced by x ¨ , ¨ yω and use the same
notation Hω to denote this Hilbert space. Furthermore, there is a natural
representation piω of A on Hω given by9
piωpaqrbs :“ rabs (5.3.12)
for all a P A and rbs P Hω. Thus, to every state ω : A // C, we have
constructed a representation ppiω,Hωq of A. We denote this assignment by
GNSA : StatespAq //ReppAq, i.e. GNSApωq :“ ppiω,Hωq. It is trivially a
functor because StatespAq has no non-trivial morphisms. This construction
is called the GNS construction.
Physics 5.3.13. As we discussed earlier, ω is a list of expectation values
of all the observables of interest described by A. As a particular example,
consider again the case where A “ BpHq for a Hilbert space H with inner
9This is well-defined because for any other b1 P A with rb1s “ rbs, then ab1 ´ ab “
apb1 ´ bq P Nω because b1 ´ b P Nω and Nω is an ideal by the comment preceding (5.3.6).
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product x ¨ , ¨ y. Then, there is actually a one-to-one correspondence between
states ω : BpHq // C satisfying certain conditions10 and density matrices,
i.e. bounded linear operators ρ P BpHq that are self-adjoint and trpρq “ 1
(see Proposition 19.8 and Theorem 19.9 of [Ha13]). The correspondence is
obtained by the map that sends a density matrix ρ to the state ωρ defined
by ωρpaq :“ trpρaq for all a P A. Therefore, we will think of an abstract state
ω : A //C as being equivalent to a density matrix.11 This example will help
us interpret the GNS construction physically. The meaning of the function
pb, aq ÞÑ ωpb˚aq for two observables a and b in A is less mysterious if we
focus on the case b “ a and think of a and a˚ as annihilation and creation
operators, respectively. Then a˚a is the number operator and ωpa˚aq is the
expectation value of the particle number for the state ω.
The meaning of the null-space Nω can be interpreted as the set of observ-
ables that annihilate the state ω for all observable purposes. If we go back to
the case A “ BpHq and the special case of ρ “ Pψ (written as |ψyxψ| in Dirac
notation), the projection operator onto the subspace spanned by a unit vector
ψ P H, then an observable a P Nω would mean that trpPψa˚aq “ xaψ, aψy “ 0
10If dimH ă 8, no such additional conditions are necessary. However, in the case
dimH “ 8, one needs stronger continuity assumptions on the state.
11Though in many cases of interest, such a density matrix need not exist. This occurs
for instance in the Unruh effect whereupon restricting the algebra of observables to a
Rindler observer does not lead to a density matrix, but rather an abstract state satisfying
the KMS condition (see Section 5.1 of Wald [Wa94]).
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which, since x ¨ , ¨ y is an inner product, would mean that aψ “ 0, i.e. a
annihilates ψ. So now consider two observables b, c P A such that b´ c P Nω.
This means that pb ´ cqψ “ 0, i.e. bψ “ cψ, which means that the observ-
ables b and c cannot be distinguished by the particular state ψ. Therefore,
to summarize, if we fix a state ω on a set of observables A, it may be that
with respect to that particular state, there are some observables that are in-
distinguishable in terms of their expectation values. That is why we consider
the quotient A{Nω where we have identified these equivalent observables.
Therefore, this construction tells us that the associated Hilbert space is just
equivalence classes of observables of A distinguished by the state ω.
Construction 5.3.14. Let A1 fÝÑ A be a morphism of C˚-algebras and let
ω : A // C be a state on A. Then, as discussed in Proposition 5.2.10,
ω ˝ f : A1 // C is a state on A1. By applying the previous construction, we
get two representations piω˝f : A1 // BpHω˝f q and piω : A // BpHωq. There
is a canonical map Lf : Hω˝f //Hω obtained from the diagram
A1 A
A1{Nω˝f “ Hω˝f Hω “ A{Nω
 
f //
Lf
//
(5.3.15)
given by
Lf pra1sq :“ rfpa1qs (5.3.16)
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for all ra1s P Hω˝f . This is well-defined because for any other representative
b1 of ra1s,12
pω ˝ fq
´
pb1 ´ a1q˚pb1 ´ a1q
¯
0 ω
´
f
`pb1 ´ a1q˚˘fpb1 ´ a1q¯
ω
´`
fpb1q ´ fpa1q˘˚`fpb1q ´ fpa1q˘¯
since b1´a1PNω˝f
, (5.3.17)
i.e. fpb1q ´ fpa1q P Nω and hence fpa1q is equivalent to fpb1q in A. Further-
more, the map Lf is an intertwiner ppiω˝f ,Hω˝f q // ppiω ˝ f,Hωq of represen-
tations of A1, which means that the diagram
Hω˝f Hω
Hω˝f Hω
Lf //
Lf
//
piω˝f pa1q

piω
`
fpa1q
˘

(5.3.18)
commutes for all a1 P A1. This is because for any rb1s P Hω˝f we have
Lf
´
piω˝f pa1q
`rb1s˘¯ “ Lf`ra1b1s˘
“ “fpa1b1q‰
“ “fpa1qfpb1q‰
“ piω
´
fpa1q
¯`rfpb1qs˘
“ piω
`
fpa1q˘´Lf`rb1s˘¯
(5.3.19)
12Diagrams such as (5.3.17) are read from top to bottom in either clockwise or counter-
clockwise order to replicate the argument in the order in which it was originally conceived.
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for all a1 P A1. The assignment sending a state ω : A // C and a morphism
f : A1 //A of C˚-algebras to the intertwiner Lf : ppiω˝f ,Hω˝f q // ppiω,Hωq
therefore defines a natural transformation13
StatespAq ReppAq
StatespA1q ReppA1q
GNSA //
GNSA1
//
Statespfq

Reppfq

GNSf
6>
(5.3.20)
associated to every morphism f : A1 // A of C˚-algebras. We denote the
intertwiner Lf by GNSf pωq to indicate explicitly what it depends on.
Physics 5.3.21. Let us go back to the case i : A0 ãÑ A of restricting
ourselves to a subalgebra of observables and let ω be a state on A. Let ω0 :“
ω˝i be the state pulled back to A0. Then, since A0 is a subalgebra of A, there
are fewer experiments we can perform on the state and we conclude Nω0 Ă
Nω, which means there are fewer indistinguishable observables for the state
ω0. This therefore alters what the state is because a state is characterized by
its expectation values for some set of observables.
The associated intertwiner Li : ppiω0 ,Hω0q // ppiω ˝ i,Hωq is an injection
because if for any ra0s P Hω0 such that Li
`ra0s˘ ” ripa0qs “ 0 in Hω, this
means that ω
`
ipa0q˚ipa0q
˘ “ 0 but this equals pω ˝ iqpa0˚a0q which exactly
13In the present situation, the definition of natural transformation only reduces to an
assignment on objects of StatespAq because StatespAq is a discrete category.
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means ra0s “ 0 in Hω0 . Therefore, physically, the intertwiner describes a
subspace LipHω0q of the Hilbert space Hω. The act of restricting our view
to a subalgebra corresponds to restricting to a subspace of our Hilbert space
since the Hilbert space is described as equivalence classes of observables.14
Theorem 5.3.22. The assignment15
C*-Algop0
GNSÝÝÝÑ Cat1
A ÞÑ
´
StatespAq GNSAÝÝÝÝÑ ReppAq
¯ (5.3.23)
from Construction 5.3.1 and
C*-Algop1
GNSÝÝÝÑ Cat2´
A1 fÝÑ A
¯
ÞÑ
´
GNSA1 ˝ Statespfq GNSfùùùñ Reppfq ˝GNSA
¯ (5.3.24)
from Construction 5.3.14 defines a semi-pseudo-natural transformation16
C*-Algop Cat
States
((
Rep
66GNS

. (5.3.25)
14This phrasing is a bit misleading, however, since every C˚-algebra morphism f :
A1 //A will lead to Lf being injective regardless of whether or not f is injective since our
argument did not depend on this. Nevertheless, for psychological reasons and simplicity
for interpretation, we will always use inclusions for explaining the physics.
15Given a 2-category (or a category) C, the objects, 1-morphisms, and 2-morphisms are
denoted by C0, C1, and C2, respectively.
16We are viewing Cat as a strict 2-category whose 2-morphisms are natural transforma-
tions. By also viewing C*-Alg
op
as a 2-category (all of whose 2-morphisms are identities),
we can view States and Rep as 2-functors. Because GNSf is not invertible, which is
usually required in the definition of a pseudo-natural transformation, we use the more
general notion of semi-pseudo-natural transformation described in Definition 5.6.21 of the
Appendix in this Chapter.
The GNS CONSTRUCTION AS AN ADJUNCTION 490
Proof. There are two things to check (see Definition 5.6.21). First, the
GNS construction associated to an identity morphism idA at a C˚-algebra A
gives GNSidA which is precisely the identity natural transformation GNSA˝
StatespidAq “ GNSA ñ GNSA “ ReppidAq ˝GNSA. Second, associated
to a pair of composable morphisms
A2 f 1ÝÑ A1 fÝÑ A (5.3.26)
there are two diagrams one obtains. On the one hand, applying the GNS
construction to the composition f ˝ f 1 gives GNSf˝f 1 . On the other hand,
applying GNS to each f 1 and f and then composing gives another natural
transformation. These two results look like
StatespAq ReppAq
StatespA2q ReppA2q
GNSA //
GNSA2
//
Statespf˝f 1q

Reppf˝f 1q

GNSf˝f 1
6>
&
StatespAq ReppAq
StatespA1q ReppA1q
StatespA2q ReppA2q
GNSA //
GNSA1
//
Statespfq

Reppfq

GNSf
6>
GNSA2
//
Statespf 1q

Reppf 1q

GNSf 1
6>
, (5.3.27)
respectively. The second condition that GNS be a pseudo-natural trans-
formation is that the compositions in these two diagrams are equal. This
follows from the commutativity of the individual squares and triangles in the
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diagram
A2 A1 A
Hω˝f˝f 1 Hω˝f Hω
  
f 1
//
f
//
f˝f 1
''
Lf 1 // Lf //
Lf˝f 1
77
(5.3.28)
for any state ω on A. 
Physics 5.3.29. Semi-pseudo-naturality means the following if we restrict
our attention to a subalgebra and then restrict to yet another subalgebra, as
in
A0 iãÝÑ A1 jãÝÑ A. (5.3.30)
Equality of the two diagrams in (5.3.27) means that constructing the physical
subspace Hω˝j˝i of Hω of quantum configurations for the state ω with respect
to the subalgebra A0 is the same subspace obtained from first restricting to
A1 and then to A0, i.e.
Hω˝j˝i Hω
Hω˝j
Lj˝i
//
Li
DD
Lj

(5.3.31)
commutes, where we have used the notation from Construction 5.3.14.
Remark 5.3.32. In current terminology [Br93], this proves that the GNS
construction is not only a functor, but it is also a morphism of pre-stacks.
The GNS CONSTRUCTION AS AN ADJUNCTION 492
Note that it is not a morphism of pre-sheaves of categories because the di-
agram in (5.3.20) does not commute (a condition that is required to have
a morphism of pre-sheaves). Instead, a natural transformation (which is a
2-morphism in Cat) is needed, and this is why 2-categories play a crucial
role.
5.4 Some comments on the category of states
One would like to think of StatespAq as a category of states with non-trivial
morphisms. Namely, a morphism from ω : A //C to µ : A //C consists of
a C˚-algebra morphism φ : A //A such that the diagram
A A
C
ω

φ //
µ

(5.4.1)
commutes, i.e. µ˝φ “ ω. Let us call this closely related category states pAq.
While one can define a functor states pAq //ReppAq basically as a special
case of GNSA on objects and GNSφ on morphisms, this is too restrictive
and not what we want in general because we also care about mappings of
different algebras. Recall from Physics 5.2.15, that an injective C˚-algebra
map A0 //A is supposed to be thought of as using macrostate observables
described by A0 instead of microstate observables described by A. To incor-
porate this, we would therefore still want to think of the different categories
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of states as a pre-sheaf of categories on the category of C˚-algebras, i.e. a
functor states : C*-Algop //Cat. For a morphism f : A1 //A this should
get mapped to a functor states pfq : states pAq // states pA1q. How is this
functor defined? This agrees with Statespfq at the level of objects. How-
ever, for a morphism φ : ω // µ of states in A, all we have is the collection
of morphisms
A1 A1
A A
C
f

f

ω

φ //
µ

(5.4.2)
and from this data we are supposed to produce a map of C˚-algebras φ1 :
A1 //A1 such that the diagram
A1 A1
C
ω˝f

φ1 //
µ˝f

(5.4.3)
commutes. One can show that the only such maps f : A1 // A of C˚-
algebras for which we can do this in a functorial manner are C˚-algebra
isomorphisms. Since we specifically do not want this for physical reasons,
we use the discrete category StatespAq instead of the more reasonable, yet
naive, category states pAq.
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5.5 An adjoint to the GNS construction
Besides producing a representation ppiω,Hωq of A given a state ω on A, the
GNS construction also produces a cyclic vector on Hω. This fact will let us
construct a sort of inverse to the GNS construction provided that we include
this extra datum in the definition of the semi-pseudo-natural transformation
GNS.
Definition 5.5.1. A cyclic vector Ω for a representation pi of a C˚-algebra
A on a Hilbert space H is a vector Ω P H such that
tpipaqΩ : a P Au (5.5.2)
is a dense subset inH (with respect to the norm induced by the inner product
on H). A representation ppi,Hq of A together with a cyclic vector Ω is called
a cyclic representation and is written as a triple ppi,H,Ωq. A representation
ppi,Hq of A together with a vector (not necessarily cyclic) is called a pointed
representation.
Physics 5.5.3. WhenA is the algebra of observables for a quantum field the-
ory, the vacuum vector/state is typically a cyclic vector (any particle content
state is obtained by creation operators on the ground state). When a repre-
sentation is irreducible, every non-zero vector is cyclic (by using annihilation
operators, one can get to the ground state).
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Definition 5.5.4. Let Rep‚pAq be the category of pointed representations
of A. Namely, an object of Rep‚pAq consists of a pointed representation
ppi,H,Ωq of A. A morphism ppi,H,Ωq // ppi1,H1,Ω1q is an intertwiner L :
H //H1 of representations such that
LpΩq “ Ω1 & L˚L “ idH. (5.5.5)
Let RepdpAq be the sub-category of Rep‚pAq of cyclic representations of
A.
Proof. Some things must be checked so that the above definition is in fact
valid. For instance, let
ppi,H,Ωq LÝÑ ppi1,H1,Ω1q L1ÝÑ ppi2,H2,Ω2q (5.5.6)
be a pair of composable morphisms. Then the composition L1L satisfies
pL1Lq˚pL1Lq “ L˚L1˚L1L “ L˚L “ idH. (5.5.7)
Associativity follows from associativity of composition of functions. The
other axioms of a category all hold. RepdpAq is a fully faithful subcategory
of Rep‚pAq because a vector being cyclic is a property and not additional
structure. 
Remark 5.5.8. Condition (5.5.5) says that L is an isometry and is, in par-
ticular, injective. We do not require L to be unitary, which would require
The GNS CONSTRUCTION AS AN ADJUNCTION 496
LL˚ “ idH1 as well. Note that if L : ppi,H,Ωq // ppi1,H1,Ω1q is a morphism
of cyclic representations, then L sends a dense subset of H to a dense subset
of H1 because LpΩq “ Ω1. Therefore, in this case, L is almost surjective (it
is surjective onto a dense subset). Furthermore, the number of morphisms
between any two pointed representations is quite small: there is either one
or none at all.
Construction 5.5.9. Let ppi,H,Ωq be a pointed representation of a C˚-
algebra A. The vector Ω defines a state ωΩ on BpHq by the formula17
BpHq Q B ÞÑ ωΩpBq :“ xΩ, BΩy. (5.5.10)
Pulling this state back to A along pi defines a state ωΩ ˝ pi : A // C on
A. This state is also more appropriately denoted by restA
`ppi,H,Ωq˘ for
“restriction.”
Lemma 5.5.11. Let L : ppi,H,Ωq // ppi1,H1,Ω1q be a morphism of pointed
representations of A. Then,
ωΩ1 ˝ pi1 “ ωΩ ˝ pi, (5.5.12)
i.e. the two states restA
`ppi,H,Ωq˘ and restA`ppi1,H1,Ω1q˘ are equal.
17Here x ¨ , ¨ y is the inner product on H.
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Proof. For any a P A,
xΩ1, pi1paqΩ1y “ xLpΩq, pi1paqLpΩqy
“ xLpΩq, LpipaqΩy
“ xΩ, L˚LpipaqΩy
“ xΩ, pipaqΩy,
(5.5.13)
since L is an intertwiner and L˚L “ id. 
Physics 5.5.14. We could imagine a context in which we begin with a
Hilbert space and a pure vacuum state Ω. Given a subalgebra A of BpHq,
the construction restA restricts our vacuum state to a state on this subalge-
bra. This is useful if we can only make measurements of certain observables.
For instance, a Rindler observer has a restricted algebra of observables so
that restricting a Minkowski vacuum state to their algebra results in a ther-
mal state, a phenomenon known as the Unruh effect [Wa94]. If we change
our representation in such a way that the two are still related by an inter-
twiner satisfying (5.5.5), then we get the same state. restA is an “obvious”
construction from the physics perspective since every normalized vector in
H gives a state on any C˚-subalgebra of BpHq. What is not obvious is that
there is a canonical way to go back—the purpose of this section is to make
this statement precise and prove that the GNS construction achieves this.
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Proposition 5.5.15. Let A be a C˚-algebra. The assignment
Rep‚pAq0 Q ppi,H,Ωq ÞÑ ωΩ ˝ pi P StatespAq0
Rep‚pAq1 Q
´
ppi,H,Ωq LÝÑ ppi1,H1,Ω1q
¯
ÞÑ idωΩ˝pi P StatespAq1
(5.5.16)
from Construction 5.5.9 defines a functor restA : Rep‚pAq // StatespAq.
Proof. This follows directly from Construction 5.5.9 and Lemma 5.5.11. 
Construction 5.5.17. Let A1 fÝÑ A be a morphism of C˚-algebras. The in-
duced functor Reppfq : ReppAq //ReppA1q extends to a functor Rep‚pfq :
Rep‚pAq //Rep‚pA1q as follows. Let ppi,H,Ωq be a pointed representation
of A. Then this gets sent to ppi ˝ f,H,Ωq. Note that even if ppi,H,Ωq is a
cyclic representation, ppi ˝ f,H,Ωq is not necessarily a cyclic representation
of A1 since  
pi
`
fpa1q˘Ω : a1 P A1( (5.5.18)
is not necessarily dense inH. Nevertheless, ppi˝f,H,Ωq is a pointed represen-
tation. A morphism of pointed representations of A gets sent to a morphism
of pointed representations of A1 under the functor Rep‚pfq using the same
intertwiner. In fact, the diagram
Rep‚pAq
Rep‚pA1q
StatespAq
StatespA1q
restA //
restA1
//
Rep‚pfq

Statespfq

(5.5.19)
commutes.
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This proves the following fact.
Proposition 5.5.20. rest, as defined in Construction 5.5.9, is a natural
transformation18
C*-Algop Cat
States
((
Rep‚
66rest
KS
. (5.5.21)
We will now modify the GNS construction to include the construction
of a cyclic vector. Due to the similarity of this construction and that of
Constructions 5.3.1 and 5.3.14, we will skip many details and only focus on
the new ones.
Construction 5.5.22. For every C˚-algebra A, define a functor GNS‚A :
StatespAq //Rep‚pAq by the following assignment. To a state ω : A //C,
assign the cyclic representation19 GNS‚Apωq :“ ppiω,Hω, r1Asq. Because
StatespAq has no non-trivial morphisms, this defines a functor. Further-
more, the image of this functor actually lands in the subcategory RepdpAq.
To every morphism A fÝÑ A1 of unital C˚-algebras, define a natural transfor-
18This is special case of a pseudo-natural transformation since restf “ id in (5.5.19).
19r1As is a cyclic vector because tpiωpaqr1As “ ras | a P Au “ A{Nω is dense in Hω by
definition.
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mation
StatespAq Rep‚pAq
StatespA1q Rep‚pA1q
GNS‚A //
GNS‚A1
//
Statespfq

Rep‚pfq

GNS‚f
6>
(5.5.23)
as follows. To every state ω : A // C on A define the morphism
`
piω˝f ,Hω˝f , r1A1s
˘ GNS‚f pωqÝÝÝÝÝÝÑ `piω ˝ f,Hω, r1As˘ (5.5.24)
of pointed representations to be exactly the same as Lf as in (5.3.16) and
simply note that a property of this linear map is that
Lf pr1A1sq “ rfp1A1qs “ r1As (5.5.25)
since f is a morphism of unital C˚-algebras. We need to check that Lf also
satisfies Lf˚Lf “ idHω˝f . This follows from the calculationA
Lf
`ra1s˘, Lf`rb1s˘E
ωA“
fpa1q‰, “fpb1q‰E
ω
ω
`
fpa1q˚fpb1q˘
ω
`
fpa1˚b1q˘
A
ra1s, rb1s
E
ω˝f
A
ra1s, Lf˚Lf
`rb1s˘E
ω˝f
by p5.3.16q
by p5.3.10q
by Def’n 5.2.3by p5.3.10q
(5.5.26)
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for all a1, b1 P A1. Going clockwise from the top proves that Lf preserves
the inner-product while going counterclockwise from the top is simply the
definition of the adjoint Lf˚ of the operator Lf . By Riesz’s theorem (see
Theorem A.52 in [Ha13] for instance) and the fact that tra1s : a1 P A1u is a
dense subset of Hω˝f , the right-hand-side of the inner product is unique, i.e.
L˚fLf
`rb1s˘ “ rb1s. (5.5.27)
Remark 5.5.28. Note that although
`
piω,Hω, r1As
˘
and
`
piω˝f ,Hω˝f , r1A1s
˘
are cyclic representations of A and A1, respectively, the pointed representa-
tion
`
piω ˝ f,Hω, r1As
˘
obtained by restriction by f is not necessarily cyclic.
This is why the target of the GNS functor was chosen to be the category of
pointed representations instead of cyclic representations. This is analogous
to the fact that the restriction of an irreducible representation to a subalgebra
need not be irreducible.
Theorem 5.5.29. The assignment
C*-Algop0
GNS‚ÝÝÝÝÑ Cat1
A ÞÑ
´
StatespAq GNS‚AÝÝÝÝÑ Rep‚pAq
¯ (5.5.30)
and
C*-Algop1
GNS‚ÝÝÝÝÑ Cat2´
A1 fÝÑ A
¯
ÞÑ
´
GNS‚A1 ˝ Statespfq
GNS‚fùùùñ Rep‚pfq ˝GNS‚A
¯ (5.5.31)
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defined in Construction 5.5.22 defines a semi-pseudo-natural transformation
C*-Algop Cat
States
((
Rep‚
66GNS
‚

. (5.5.32)
Proof. The proof is not much different than what it was for GNS. 
There is one last construction we must confront. This involves relating
the composition of semi-pseudo-natural transformations rest and GNS‚ with
the identity natural transformation.
Lemma 5.5.33. The vertical composition
C*-Algop Cat
States
!!
Rep‚ //
States
==
GNS‚

rest

(5.5.34)
of pseudo-natural transformations is equal to the identity natural transfor-
mation.
Proof. Let A be a C˚-algebra. The composition acting on a state ω : A //C
gives
StatespAq Rep‚pAq StatespAqGNS
‚
A // restA //
ω
`
piω,Hω, r1As
˘ @r1As, piωp ¨ qr1AsDω //  // , (5.5.35)
which agrees with ω because
@r1As, piωpaqr1AsDω “ @r1As, rasD “ ωp1˚Aaq “ ωpaq @ a P A. (5.5.36)
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There are no non-trivial morphisms in StatespAq so the composition is the
identity functor. To every morphism f : A1 // A of C˚-algebras, the com-
position of natural transformations
StatespAq Rep‚pAq
StatespA1q Rep‚pA1q
StatespAq
StatespA1q
GNS‚A //
GNS‚A1
//
Statespfq

Rep‚pfq

restA //
restA1
//
Statespfq

GNS‚f
6>
id“restf (5.5.37)
must equal the identity natural transformation. This follows from Lemma
5.5.11 and the fact that StatespA1q has no non-trivial morphisms: both
of the outer functors give the same state ω ˝ f : A1 // C from the state
ω : A // C. 
However, the composition in the order
C*-Algop Cat
Rep‚
!!
States //
Rep‚
==
rest

GNS‚

(5.5.38)
is certainly not the identity. In the following, we construct the required
modification (see Definition 5.6.30 in the Appendix of this Chapter).
Construction 5.5.39. Let A be a unital C˚-algebra and consider the dia-
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gram
Rep‚pAq
StatespAq
Rep‚pAq
restA
??
GNS‚A

idRep‚pAq
//
(5.5.40)
of functors. Recalling the notation from Constructions 5.5.9 and 5.3.1, ob-
serve what happens to a pointed representation ppi,H,Ωq of A along the top
two functors
ppi,H,Ωq @Ω, pip ¨ qΩD ” ωΩ `piωΩ ,HωΩ , r1As˘ restA //  GNS‚A // (5.5.41)
Therefore, we have two pointed representations of A satisfying
xΩ, pipaqΩy “ @r1As, piωΩpaqr1AsDωΩ for all a P A. (5.5.42)
If ppi,H,Ωq was also a cyclic representation, then it was already known by
Segal that any other cyclic representation restricting to the same state is
unitarily equivalent to it [Se47]. For reference, we illustrate Segal’s proof for
our special case. Define the unitary intertwiner
`
piωΩ ,HωΩ , r1As
˘ mA`ppi,H,Ωq˘ÝÝÝÝÝÝÝÝÑ ppi,H,Ωq
ras ÞÝÝÝÝÝÝÝÝÑ pipaqΩ
. (5.5.43)
To see that this is well-defined, let a1 P A be another representative of ras.
Then for all b P A,
xpipbqΩ, pipa´ a1qΩy “ ωΩ
`
b˚pa´ a1q˘ “ 0. (5.5.44)
The GNS CONSTRUCTION AS AN ADJUNCTION 505
Since tpipbqΩ : b P Au is dense in H (since ppi,H,Ωq is assumed cyclic for
now) and x ¨ , ¨ yωΩ is non-degenerate, pipa´ a1qΩ “ 0, i.e. pipa1qΩ “ pipaqΩ,
which proves well-definedness. Next, mA
`ppi,H,Ωq˘ is an intertwiner if the
diagram
HωΩ H
HωΩ H
mA
`
ppi,H,Ωq
˘
//
mA
`
ppi,H,Ωq
˘ //
piωΩ pa1q

pipa1q

(5.5.45)
commutes for all a1 P A. Following the image of an element ras P HωΩ along
both of these morphisms gives20
pipa1qmA
`ras˘
pipa1qpipaqΩ
pipa1aqΩ
mA
`ra1as˘
mA
`
piωΩpa1qras
˘
(5.5.46)
proving that the diagram indeed commutes. To see that mA
`ppi,H,Ωq˘ is
unitary, notice that it is isometric from a dense subset of HωΩ onto a dense
subset of H (by Remark 5.5.8) because
@
mA
`ras˘,mA`rbs˘D “ @pipaqΩ, pipbqΩD “ ωΩpa˚bq “ @ras, rbsDωΩ (5.5.47)
20We have abusively written mAprasq instead of mA
`ppi,H,Ωq˘prasq because the notation
would be too difficult to read otherwise. Since our representation ppi,H,Ωq is fixed for now,
this should cause no confusion. This same abuse of notation is done in (5.5.47).
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for all ras, rbs P HωΩ . In more detail, since mA is bounded (since it is an
isometry, its norm is one) on a dense domain, there exists a unique extension
to the completion. Since mA is an isometry, this extension is also an isometry.
Since the image of mA is dense, this extension is unitary.
Unfortunately, however, ppi,H,Ωq is in general not a cyclic representation
but is only a pointed representation of A. As a result, tpipbqΩ : b P Au is
not dense in H and the above argument fails. Fortunately, there is another
(simpler) argument that does not require cyclicity. The map (5.5.43) is still
a well-defined intertwiner satisfying (5.5.5) even if ppi,H,Ωq is not cyclic. To
see this, let a1 be another representative of ras. Then a ´ a1 P NωΩ which
means, by definition, that ωΩ
`pa´ a1q˚pa´ a1q˘ “ 0. Meanwhile,
ωΩ
`pa´ a1q˚pa´ a1q˘ “ @Ω, pipa´ a1q˚pipa´ a1qΩD
“ @pipa´ a1qΩ, pipa´ a1qΩD. (5.5.48)
Since x ¨ , ¨ y is an inner product, this holds if and only if pipa ´ a1qΩ “ 0
and so pipaqΩ “ pipa1qΩ and well-definedness of mA
`ppi,H,Ωq˘ in (5.5.43)
still holds. The same argument as above proves that mA
`ppi,H,Ωq˘ is an
intertwiner of A-representations. Although the image of mA
`ppi,H,Ωq˘ is no
longer necessarily dense, mA
`ppi,H,Ωq˘ is still an isometry onto its image by
the same argument as in (5.5.47). Hence,
mA
`ppi,H,Ωq˘˚mA`ppi,H,Ωq˘ “ idHωΩ (5.5.49)
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proving that mA
`ppi,H,Ωq˘ is a morphism in Rep‚pAq.
Physics 5.5.50. The map mA
`ppi,H,Ωq˘ tells us that if we start with an
arbitrary representation ppi,Hq of the algebra of observables A together with
a normalized vector state Ω P H (our representation need not be irreducible
because our vector state need not be cyclic), then if we forget about our
Hilbert space, remember only the algebra of observables and our state, then
we might not be able to recover our exact Hilbert space back, but we can
get close (in an optimal way that will be discussed in more detail later). The
best we can do from the GNS construction is to get a new Hilbert space
that embeds into the Hilbert space we started with. Furthermore, in this
subspace, the vector state we started with becomes cyclic with respect to the
algebra of observables. In other words, we lose some information, namely
the vectors orthogonal to this subspace, but we keep many of the essential
features of our initial state.
Lemma 5.5.51. m from Construction 5.5.39 defines a modification (recall
Definition 5.6.30)
Rep‚
States
Rep‚
rest
;C
GNS‚
#
idRep‚
+3
m


(5.5.52)
The GNS CONSTRUCTION AS AN ADJUNCTION 508
via the assignment
C*-Alg0 Q A ÞÝÝÝÑ
Rep‚pAq
StatespAq
Rep‚pAq
restA
??
GNS‚A

idRep‚pAq
//
mA

. (5.5.53)
Furthermore, for each C˚-algebra A, when restricted to the subcategory RepdpAq,
the natural transformation mA is vertically invertible.
Proof. In order for m to be a modification, for every morphism f : A1 //A
of C˚-algebras, the following equality must hold (see equation (5.6.29))
Rep‚pAqRep‚pAq
Rep‚pA1qRep‚pA1q
StatespAq
StatespA1q
GNS‚A 55
GNS‚A1
55
Rep‚pfq

Rep‚pfq

restA--
restA1
--
Statespfq

idRep‚pAq
**
GNS‚f
=E
id“restf
mA
KS
“ (5.5.54)
Rep‚pA1q
StatespAq
Rep‚pA1q
Rep‚pAq Rep‚pAq
restA1
--
GNS‚A1
55
Rep‚pfq

Rep‚pfq

idRep‚pAq
**
idRep‚pA1q
**
idRep‚pfq
mA1
KS
,
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i.e. for every object ppi,H,Ωq of Rep‚pAq, the diagram
`
piωΩ˝f ,HωΩ˝f , r1A1s
˘
`
piωΩ ˝ f,HωΩ , r1As
˘
ppi ˝ f,H,Ωq
GNS‚f pωΩq
77
f˚
ˆ
mA
`
ppi,H,Ωq
˘˙
''
mA1
`
ppi˝f,H,Ωq
˘ //
(5.5.55)
of intertwiners of pointed representations of A1 must commute. The image
of a vector ra1s P HωΩ˝f under the top two linear maps is pi
`
fpa1q˘Ω while the
image under the bottom map is ppi ˝ fqpa1qΩ which are equal elements in H.
Because the maps agree on a dense domain, the diagram (5.5.55) commutes.
Finally, when mA is restricted to the subcategory RepdpAq, it was shown
in Construction (5.5.39) that mA is unitary and hence mA is a vertically
invertible natural transformation. 
Everything we have done up to this point leads to the following theorem
encompassing the GNS construction. To state it, we introduce the functor
2-category (see Definition 5.6.43).
Definition 5.5.56. Let FunpC*-Algop,Catq be the 2-category whose ob-
jects are functors from C*-Algop to Cat, 1-morphisms are semi-pseudo-
natural transformations, and 2-morphisms are modifications (see the Ap-
pendix of this Chapter for definitions).
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Theorem 5.5.57. The semi-pseudo-natural transformation GNS‚ : States ñ
Rep‚ is left-adjoint to rest. In fact, the quadruple pGNS‚, rest, id,mq is an
adjunction in FunpC*-Algop,Catq.
Proof. The only thing left to check are the zig-zag identities from Lemma
5.6.44. For us, F :“ States, G :“ Rep‚, σ :“ GNS‚, ρ :“ rest, η :“ id,
and  :“ m. By Remark 5.6.48, it suffices to prove
Rep‚pAq
StatespAq
Rep‚pAq
StatespAq
restA

GNS‚A

restA

idStatespAq
''
idRep‚pAq
ww
id +3
mA +3
“
Rep‚pAq
StatespAq
restA
""
restA
||
idrestA +3 (5.5.58)
and
StatespAq
Rep‚pAq
StatespAq
Rep‚pAq
GNS‚A

restA

GNS‚A

idRep‚pAq
ww
idStatespAq
''
id +3
mA +3
“
StatespAq
Rep‚pAq
GNS‚A
""
GNS‚A
||
idGNS‚A +3 (5.5.59)
for each object A of C*-Algop. Fortunately, these identities are essentially
tautologous. For (5.5.58), since StatespAq has no non-trivial morphisms,
The GNS CONSTRUCTION AS AN ADJUNCTION 511
the equality holds. For (5.5.59), it suffices to check what happens to a state
ω. Under the composition in (5.5.59), ω gets sent to
ω ÞÑ `piω,Hω, r1As˘ ÞÑ @r1As, piωp ¨ qr1AsD “ ω ÞÑ `piω,Hω, r1As˘ (5.5.60)
which is exactly the same representation as in the second step. Furthermore,
mA
`ppiω,Hω, r1Asq˘ is the identity intertwiner. 
Physics 5.5.61. In particular, by Remark 5.6.48, this theorem says that for
every C˚-algebra A, the quadruple `GNS‚A, restA, id,mA˘ is an adjunction
(in the usual sense). This means that for every state ω P StatespAq0 and
pointed representation ppi,H,Ωq P Rep‚pAq0, there is a natural bijection of
morphisms21
Rep‚pAq
´
GNS‚Apωq, ppi,H,Ωq
¯
– StatespAq
´
ω, restAppi,H,Ωq
¯
, (5.5.62)
which illustrates in what sense the GNS construction GNS‚pωq is optimal:
for every other choice of representation ppi,H,Ωq on which to realize the state
ω as a vector state, there is always a (unique) isometric intertwiner from the
GNS Hilbert space to H. In particular, the GNS Hilbert space is the smallest
space on which one can represent states as vector states. If the states do not
agree, this result also says that there is no such intertwiner (since StatespAq
21This is how one remembers that GNS‚ is left adjoint to rest.
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is a discrete category). This can change if we have an isomorphism of our
algebra.
A special case of the adjunction
`
GNS‚A, restA, id,mA
˘
occurs when re-
stricted to the category of cyclic representations of A. In this case, it is an
adjoint equivalence (meaning, an equivalence of categories). In other words,
in the cyclic case, the categories RepdpAq and StatespAq are equivalent
and the restriction functor exhibits this equivalence with a canonical inverse
given by the GNS construction. In particular, this reproduces the well-known
result [Se47] that there is a one-to-one correspondence between isomorphism
classes of cyclic representations of A and states on A.
However, our general result also extends the adjunction in a functorial
manner incorporating C˚-algebra morphisms (such as restrictions to sub-
algebras). For instance, recall from Construction 5.3.14 where GNSf was
defined given a morphism A1 fÝÑ A of C˚-algebras. If we start with a state
ω : A // C on a C˚-algebra, we have an optimal way to obtain a Hilbert
space representation GNS‚Apωq “ ppiω,Hω, r1Asq with a realization of our
state as a vector state. If we restrict this state to A1, then we get a rep-
resentation ppi ˝ f,Hω, r1Asq in which the vector might no longer be cyclic.
On the one hand, we can look at the subspace trfpa1qs : a1 P A1u Ă Hω
in which the vector r1As is cyclic. On the other hand, we can apply the
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GNS construction to the restricted state ω ˝ f to get a new representation
GNS‚A1pω ˝ fq “ ppiω˝f ,Hω˝f , r1A1sq in which the state is also realized as a
cyclic vector. By earlier observations, there exists a unique map Hω˝f //Hω
sending r1A1s to r1As defined by ra1s ÞÑ rfpa1qs because it is densely defined.
What is not immediately obvious is that this map is an isometry (see Physics
5.3.21 for a proof). Therefore, the two spaces are canonically isomorphic.
Our results can be summarized by saying that we can now provide a
definition instead of a construction that produces, in a functorial manner,
cyclic representations from states on C˚-algebras.
Definition 5.5.63. The GNS construction is a left-adjoint to rest.
5.6 Examples
The authors of [BGdQRL13] include several examples, and we will go through
the simplest one to illustrate the meaning of our constructions and theorems.
Example 5.6.1. Let A “ BpC2q, 2 ˆ 2 matrices with complex coefficients.
This is the algebra of observables for a spin 1
2
system, i.e. a qubit. Label
an orthonormal basis by pÒ, Óq—this basis refers to the spin of a particle
along a particular axis. Let A act on C2 by the identity representation,
meaning that the representation pi : A // BpC2q is just the identity map.
The GNS CONSTRUCTION AS AN ADJUNCTION 514
Let ωÒ : BpC2q // C be the state corresponding to a pure state with spin
up, i.e.22 ωÒpaq “ xÒ |a| Òy for all a P BpHq. Applying the restriction functor
restA to the pointed representation
`
pi,C2, | Òy˘ gives ωÒ. Next, apply the
GNS construction GNS‚ to the state ωÒ. As a vector space, BpC2q is a four-
dimensional vector space, with a basis given by
eÒÒ “
ˆ
1 0
0 0
˙
, eÒÓ “
ˆ
0 1
0 0
˙
, eÓÒ “
ˆ
0 0
1 0
˙
, eÓÓ “
ˆ
0 0
0 1
˙
. (5.6.2)
The expectation values for these operators are given by
ωÒpeÒÒq “ 1, ωÒpeÒÓq “ 0, ωÒpeÓÒq “ 0, ωÒpeÓÓq “ 0. (5.6.3)
Notice that23 e:ÒÓeÒÓ “ eÓÓ and e:ÓÓeÓÓ “ eÓÓ so that ωÒpe:ÒÓeÒÓq “ 0 and
ωÒpe:ÓÓeÓÓq “ 0. In fact,
NωÒ “ spanpeÒÓ, eÓÓq. (5.6.4)
Then, HωÒ “ BpC2q{NωÒ consists of equivalence classes of matrices
a “
ˆ
aÒÒ aÒÓ
aÓÒ aÓÓ
˙
(5.6.5)
where aij P C with i, j P tÒ, Óu and a „ b if and only if
b´ a “
ˆ
0 bÒÓ ´ aÒÓ
0 bÒÓ ´ aÓÓ
˙
. (5.6.6)
22We are using Dirac bra-ket notation for the examples.
23To avoid confusion with the physics literature, for the purposes of this section, we will
use : to denote the adjoint instead of ˚.
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The associated cyclic representation from the GNS construction applied to
this state is ppiωÒ ,HωÒ , r1Asq, where 1A is the 2 ˆ 2 identity matrix and
piωÒpaq
`rbs˘ “ rabs is obtained from ordinary matrix multiplication. The
intertwiner mA from (5.5.43) applied to our representation
`
pi,C2, | Òy˘ is
the map ras ÞÑ a|Òy. Since our representation was cyclic to begin with, this
intertwiner is unitary. This map compares our original Hilbert space rep-
resentation to the one obtained from the GNS construction in a canonical
way.
Example 5.6.7. Let A “ BpC2 b C2q and let ω be the state corresponding
to the pure state
|Ψy :“ 1?
2
´
|ÒÓy ´ |ÓÒy
¯
(5.6.8)
where |ÒÓy is short for |Òy b |Óy. Using the same notation as in the previous
example, this means
pab bq
´
|ÒÓy ´ |ÓÒy
¯
“ a|Òy b b|Óy ´ a|Óy b b|Òy
“
´
aÒÒ|Òy ` aÓÒ|Óy
¯
b
´
bÒÓ|Òy ` bÓÓ|Óy
¯
´
´
aÒÓ|Òy ` aÓÓ|Óy
¯
b
´
bÒÒ|Òy ` bÓÒ|Óy
¯
“ paÒÒbÒÓ ´ aÒÓbÒÒq|ÒÒy ` paÒÒbÓÓ ´ aÒÓbÓÒq|ÒÓy
` paÓÒbÒÓ ´ aÓÓbÒÒq|ÓÒy ` paÓÒbÓÓ ´ aÓÓbÓÒq|ÓÓy.
(5.6.9)
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Hence,
ωpab bq “ 1
2
´
xÒÓ| ´ xÓÒ|
¯
pab bq
´
|ÒÓy ´ |ÓÒy
¯
“ 1
2
´
aÒÒbÓÓ ´ aÒÓbÓÒ ` aÓÓbÓÒ ´ aÓÒbÓÓ
¯
.
(5.6.10)
It is not important for us to calculate Hω explicitly. All that is important is
that there is a unitary intertwiner`
piω,Hω, r1As
˘ mBpC2bC2qÝÝÝÝÝÝÑ `pi,C2 b C2, |Ψy˘
rab bs ÞÝÝÝÝÝÝÝÑ pab bq|Ψy
(5.6.11)
extended linearly. Now, let i1 : BpC2q //BpC2 bC2q be the map defined by
i1paq :“ ab 1. (5.6.12)
Physically, such a map corresponds to an observerO1 only being able to make
measurements on the observables BpC2q corresponding to a single particle.
It is convenient to denote the first C2 by H1 and the second by H2. This
situation occurs, for instance, in an EPR-like experiment, where a particle
decomposes into two with a corresponding state given by (5.6.8). The two
particles fly off in opposite directions and observers far away are waiting to
measure the spin.
O1
1?
2
´
|ÒÓy ´ |ÓÒy
¯
O2oo //
Observer O1 cannot measure the observables BpH2q and vice versa. There-
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fore, the state that O1 sees is given by the restriction
ω1 :“ ω ˝ i1 : BpH1q // BpH1 bH2q // C. (5.6.13)
This state corresponds to the density matrix
ρ1 “
ˆ
1
2
0
0 1
2
˙
(5.6.14)
using our basis t| Òy, | Óyu. What is the GNS construction applied to such a
state and how is it related to the original Hilbert space on which Ψ is defined?
Let a P BpH1q. Then
`
a:a
˘
ik
“
ÿ
jPtÒ,Óu
pa:qijajk “
ÿ
jPtÒ,Óu
ajiajk (5.6.15)
implies
ω1pa:aq “ trpρ1a:aq “ 1
2
´
xÒ |a:a|Òy ` xÓ|a:a|Óy
¯
“ 1
2
ÿ
jPtÒ,Óu
´
|ajÒ|2 ` |ajÓ|2
¯
“ 1
2
ÿ
j,kPtÒ,Óu
|ajk|2
(5.6.16)
so that ω1pa:aq “ 0 if and only if a “ 0. Therefore, Nω1 “ 0 and hence Hω1 “
BpH1q as a Hilbert space. Furthermore, the associated GNS representation
piω1 acts as
piω1paqb “ ab “
ÿ
i,j,kPtÒ,Óu
aijbjkeik (5.6.17)
The induced map Li1 : Hω1 //Hω corresponding to (5.3.15) is given by
BpH1q ” Hω1
Li1“GNS‚i1 pωqÝÝÝÝÝÝÝÝÝÑ Hω
a ÞÝÝÝÝÝÝÝÝÝÑ rab 1s
(5.6.18)
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Using this with the intertwiner mBpH1bH2q from (5.6.11), gives a canonical
intertwiner of BpH1q-representations to our original Hilbert space
Hω1 Hω H1 bH2
a rab 1s pab 1q|Ψy
GNS‚i1 pωq // i
˚
1 pmBpH1bH2qq //
 //  //
. (5.6.19)
This canonical map can also be thought of as the top arrow in the diagram
(5.5.55). This exhibits our Hilbert space Hω1 , which was the Hilbert space
from the GNS construction associated to the EPR density matrix for observer
O1, as a subspace of our original Hilbert space H1 b H2 for the entangled
EPR state |Ψy. In fact, the map (5.6.19) is a unitary map. This is because
pab 1q|Ψy “ ´aÒÓ|ÒÒy ` aÒÒ|ÒÓy ´ aÓÓ|ÓÒy ` aÓÒ|ÓÓy. (5.6.20)
illustrating that the map is also surjective.
Appendix: Semi-pseudo-natural transformations,
modifications, and 2-categorical adjunctions
In this paper, we use semi-pseudo-natural transformations, which are dif-
ferent from the pseudo-natural transformations that appear in the litera-
ture [Be´67] and in Appendix A of this thesis. Fortunately, the difference is
minor. For completeness, we include this definition along with the notion of
modifications.
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Definition 5.6.21. Let C and D be two (strict)24 2-categories and let F,G :
C // D be two 2-functors. A semi-pseudo-natural transformation ρ from F
to G, written as ρ : F ñ G, consists of the following data:
i) a function ρ : C0 // D1 assigning a 1-morphism to an object x in the
following manner
x
F pxq
Gpxq
ρpxq

 ρ // (5.6.22)
ii) and a function ρ : C1 // D2 assigning a 2-morphism
25 to every 1-
morphism y
αÐÝ x in the following manner
xy αoo
F pyq
Gpyq
F pxq
Gpxq
ρpxq

ρpyq

F pαqoo
Gpαq
oo
ρpαq
 (
 ρ // . (5.6.23)
These data must satisfy the following conditions.
(a) For every object x in C,
ρpidxq “ idρpxq. (5.6.24)
24A definition exists for weak 2-categories and weak 2-functors but such a definition is
not needed here.
25In definitions in the literature, one often requires this 2-morphism to be vertically in-
vertible, motivated by the fact that equations should replace isomorphisms upon categori-
fication [BaDo95]. However, we see no good reason to force ourselves to this requirement
if examples exist where no such isomorphism is available. Absolutely nothing else in the
definition changes.
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(b) For every pair pz αÐÝ y, y βÐÝ xq of composable 1-morphisms in C, the
diagram
ρpzq ˝ F pαq ˝ F pβq Gpαq ˝ ρpyq ˝ F pβq
Gpαq ˝Gpβq ˝ ρpxq
ρpzq ˝ F pαβq
Gpαβq ˝ ρpxq
ρpαqidF pβq +3
idGpαq˝ρpβq

id
ρpαβq

id
(5.6.25)
commutes, i.e.
F pzq
Gpzq
F pyq
Gpyq
F pxq
Gpxq
ρpxq

ρpyq

ρpzq

F pβqoo
Gpβq
oo
F pαqoo
Gpαq
oo
ρpβq
 (
ρpαq
 (
“
F pzq
Gpzq
F pxq
Gpxq
ρpxq

ρpzq

F pαβqoo
Gpαβq
oo
ρpαβq
 (
. (5.6.26)
(c) For every 2-morphism
y x
α

γ
]] Σ

, (5.6.27)
the diagram
ρpyq ˝ F pαqGpαq ˝ ρpxq
Gpγq ˝ ρpxq ρpyq ˝ F pγq
ρpαqks
GpΣq˝idρpxq

ρpγq
ks
idρpyq˝F pΣq

(5.6.28)
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commutes, i.e.
F pyq
Gpyq
F pxq
Gpxq
F pαq
ww
F pγq
gg
Gpγq
gg
ρpyq

ρpxq

ρpγq )1
F pΣq

“
F pyq
Gpyq
F pxq
Gpxq
F pαq
ww
Gpαqww
Gpγq
gg
ρpyq

ρpxq

ρpαq
!
GpΣq

. (5.6.29)
The definition of a modification does not change if one uses semi-pseudo-
natural transformations instead of pseudo-natural transformations.
Definition 5.6.30. Let C and D be two 2-categories, F,G : C //D be two
2-functors, and ρ, σ : F ñ G be two semi-pseudo-natural transformations.
A modification m from σ to ρ, written as m : σ V ρ and drawn as
CD
F

H
\\
ρ

σ

mjt , (5.6.31)
consists of a function m : C0 //D2 assigning a 2-morphism to an object x
in the following manner
x
F pxq
Gpxq
ρpxq
  
σpxq
~~
mpxqks m // . (5.6.32)
This assignment must satisfy the condition that for every 1-morphism y
αÐÝ x,
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the diagram
σpyq ˝ F pαqGpαq ˝ σpxq
ρpyq ˝ F pαqGpαq ˝ ρpxq
σpαqks
idGpαqmpxq

ρpαq
ks
mpyqidF pαq

(5.6.33)
commutes, i.e.
F pyq
Gpyq
F pxq
Gpxq
F pαqoo
Gpαq
oo
σpyq

ρpyq

ρpxq

mpyq +3 ρpαq

“
F pyq
Gpyq
F pxq
Gpxq
F pαqoo
Gpαq
oo
σpyq

σpxq

ρpxq

mpxq +3
σpαq
$,
. (5.6.34)
Compositions of semi-pseudo-natural transformations and modifications
are not changed as a result of these alterations to the usual definitions and
therefore we refer the reader to Appendix A in this thesis for the definitions
of compositions.
Definition 5.6.35. Let C be a (strict) 2-category. An adjunction in C con-
sists of a pair of objects x, y in C, a pair of morphisms
x y
f //
g
oo (5.6.36)
and a pair of 2-morphisms
x x
y
idx //
f

g
DD
η

&
y y
x
idy
//
g
DD
f



(5.6.37)
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satisfying
x y x y
idx

f // g // f //
idy
@@
η



“ x y
f
  
f
>>idf

(5.6.38)
and
y x y x
idx

g // f // g //
idy
@@
η



“ y x
g

g
??idg

. (5.6.39)
Conditions (5.6.38) and (5.6.39) are known as the zig-zag identities. An
adjunction as above is typically written as a quadruple pf, g, η, q and we say
f is left-adjoint to g.
The reason adjunctions are important is because they satisfy a certain
universal property.
Lemma 5.6.40. Let C be a (strict) 2-category and let x and y be two ob-
jects in C. Let x gÐÝ y be a 1-morphism and let pf, g, η, q and pf 1, g, η1, 1q be
adjunctions in which which f and f 1 are both left-adjoint to g. Then there
exists a vertically invertible 2-morphism σ : f ñ f 1 such that
x x
y
idx //
f

g
DD
f 1
..
η

σ
u}
“
x x
y
idx //
f

g1
DD
η1

(5.6.41)
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and
y y
x
idy
//
g
DD
f



f 1

1

σu} “
y y
x
idy
//
g
DD
f



. (5.6.42)
In this paper, we focus on an adjunction in a particular 2-category ob-
tained from functors between 2-categories.
Definition 5.6.43. Let C and D be two (strict) 2-categories. Let FunpC,Dq
be the 2-category whose objects are functors from C to D, 1-morphisms are
semi-pseudo-natural transformations, and 2-morphisms are modifications.
We spell out what it means to have an adjunction in this 2-category
explicitly.
Lemma 5.6.44. Let C and D be two (strict) 2-categories and let FunpC,Dq
be the functor 2-category described in Definition (5.6.43). An adjunction in
FunpC,Dq consists of two (strict) 2-functors F,G : C //D, two semi-pseudo-
natural transformations σ : F ñ G and ρ : G ñ F, and two modifications
η : idF V σρ and  : ρσ V idG such that the diagrams
ρ
idF
ρ
σ
ρ
idG
ρ
idρ
η
Tb
idρ
|

idρ
jt
&
idF
σ
σ
ρ
σ
σ
idG
η
idσ
<J
idσ

"
idσ
*4
(5.6.45)
The GNS CONSTRUCTION AS AN ADJUNCTION 525
both commute, i.e.
G
F
G
F
ρ

σ

ρ

idF
#
idG
{η *4
 *4
“
G
F
ρ
"
ρ
|
idρ *4 (5.6.46)
and
F
G
F
G
σ

ρ

σ

idG
{
idF
#
η *4
 *4
“
F
G
σ
"
σ
|
idσ *4 , (5.6.47)
respectively.
Remark 5.6.48. Because the zig-zag identities only involve the equality
of modifications, and since the datum of a modification consists only of an
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assignment of 2-morphisms in D to objects of C, they can be re-expressed as
Gpxq
F pxq
Gpxq
F pxq
ρpxq

σpxq

ρpxq

idF pxq
!!
idGpxq
}}ηpxq+3
pxq +3
“
Gpxq
F pxq
ρpxq

ρpxq

idρpxq +3 (5.6.49)
and
F pxq
Gpxq
F pxq
Gpxq
σpxq

ρpxq

σpxq

idGpxq
}}
idF pxq
!!
ηpxq+3
pxq +3
“
F pxq
Gpxq
σpxq

σpxq

idσpxq +3 (5.6.50)
for each object x of C. In other words, for every object x in C, the quadruple`
σpxq, ρpxq, ηpxq, pxq˘ is an adjunction, i.e. σpxq is left-adjoint to ρpxq.
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m GNS modification Lem 5.5.51 507
Appendix A
Compositions in 2-category
theory
We define 2-categories, functors, pseudo-natural transformations, modifica-
tions, and all of their compositions. We also define equivalences and the
many levels of inverses for all compositions. In particular, we spell out what
an equivalence between 2-categories is and what a pseudo-natural equiva-
lence between 2-functors is. We prove many (though not all) statements in
order to be somewhat self-contained. The following is a table of some basic
definitions along with their locations.
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Name Definition Page number
(weak) 2-category A.2 530
strict 2-category A.37 537
strict 2-groupoid A.43 538
2-functor A.44 538
composition of 2-functors A.56 540
pseudo-natural transformation (pnt) A.66 545
vertical composition of pnt’s A.74 547
horizontal composition of pnt’s A.78 548
modification A.85 550
internal composition of modifications A.89 551
vertical composition of modifications A.93 552
horizontal composition of modifications A.97 552
pseudo-natural equivalence A.125 559
equivalence of 2-categories A.127 560
fully faithful 2-functor A.140 563
To set some notation, the pullback of two morphisms f : X // Z and
g : Y // Z will be written as
ZY
Xfˆg Y XpiX //
piY

f

g
//
. (A.1)
Definition A.2. A (small) 2-category C consists of the following data:
i) a set C0, elements of which are called objects,
ii) a set C1, elements of which are called 1-morphisms,
iii) a set C2, elements of which are called 2-morphisms,
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iv) functions
C2
s //
t
// C1ioo
s //
t
// C0ioo , (A.3)
where s, t, and i stand for source, target, and identity-assignment, re-
spectively,
v) functions
C1 sˆt C1 // C1, C2 sˆt C2 // C2, C2 ssˆtt C2 // C2 (A.4)
called (ordinary) composition of 1-morphisms, vertical composition of
2-morphisms, and horizontal composition of 2-morphisms, respectively,
and drawn as1
z y
α
xx
x
β
xx ÞÑ z x
α˝β
yy
, (A.5)
y x
γ

δoo
ζ
ZZ
Σ

Ω

ÞÑ y x
γ

ζ
]]
Σ˝
Ω

, (A.6)
and
z y
α

β
\\ Σ

x
γ

δ
]] Ω

ÞÑ z x
αγ

βδ
\\ Σ˝Ω

, (A.7)
respectively,
1These drawings place restrictions on the above mentioned functions, which are auto-
matically imposed by the pullbacks in (A.4).
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vi) for every triple pα, β, γq of composable 1-morphisms, a 2-morphism
pα ˝ βq ˝ γ
α ˝ pβ ˝ γq
aα,β,γ

(A.8)
called the associator,
vii) and finally, for every morphism y
αÐÝ x, two 2-morphisms
α ˝ idx
α
lα

&
idy ˝ α
α
rα

(A.9)
called the left and right unifiers, respectively. Here we write idx instead
of ipxq.
These data must satisfy the following conditions.
(a) The functions s, t, and i have to satisfy the following equalities
s ˝ i “ idC0 “ t ˝ i, s ˝ i “ idC1 “ t ˝ i, (A.10)
s ˝ s “ s ˝ t, & t ˝ s “ t ˝ t. (A.11)
(b) Vertical composition is associative and the identity-assigning map gives
units with respect to this composition. The latter are drawn as
y x
γ

δ
]]
idγ
˝
Σ

“ y x
γ

δ
]] Σ

“ y x
γ

δ
]]
Σ˝
idδ

. (A.12)
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(c) For every quadruple pα, β, γ, δq of composable 1-morphisms, the diagram
ppα ˝ βq ˝ γq ˝ δ
pα ˝ βq ˝ pγ ˝ δq
α ˝ pβ ˝ pγ ˝ δqq
pα ˝ pβ ˝ γqq ˝ δ
α ˝ ppβ ˝ γq ˝ δq
aα˝β,γ,δ
s{
aα,β,γ˝δ

aα,β˝γ,δ
 
aα,β,γ˝idδ
#+
idα˝aβ,γ,δ
ks
(A.13)
commutes. This is called the pentagon axiom.
(d) For every pair pz αÐÝ y, y βÐÝ xq of composable 1-morphisms, the diagram
pα ˝ idyq ˝ βα ˝ pidy ˝ βq
α ˝ β
aα,idy,βks
idα˝lβ
#
rα˝idβ
{
(A.14)
commutes. Furthermore,
idα ˝ idβ “ idα˝β. (A.15)
(e) For every triple
z y
α

α1
\\ Σ

x
β

β1
]] Ω

w
γ

γ1
\\ Γ

(A.16)
of horizontally composable 2-morphisms, the diagram
pα ˝ βq ˝ γpα1 ˝ β1q ˝ γ1
α1 ˝ pβ1 ˝ γ1q α ˝ pβ ˝ γq
pΣ˝Ωq˝Γks
aα1,β1,γ1

Σ˝pΩ˝Γq
ks
aα,β,γ

(A.17)
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commutes.
(f) For every quadruple
z y
α

α1oo
α2
YY
Σ

Σ1

x
β

β1oo
β2
ZZ
Ω

Ω1

(A.18)
of 2-morphisms composable in the fashion indicated above,
pΣ ˝ Ωq
˝
pΣ1 ˝ Ω1q “
˜
Σ
˝
Σ1
¸
˝
˜
Ω
˝
Ω1
¸
. (A.19)
This is called the interchange law. Because of this, it is common to
simply write this composition unambiguously as
Σ Ω
Σ1Ω1 . (A.20)
(g) All associators and unifiers are vertically invertible 2-morphisms in the
following sense. A 2-morphism
y x
α

β
]] Σ

(A.21)
is said to be vertically invertible if there exists a 2-morphism
y x
β

α
]]
Σ1

(A.22)
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such that
Σ
˝
Σ1
“ idα & idβ “
Σ1
˝
Σ
. (A.23)
We shall write Σ´1v for the vertical inverse of Σ.
(h) For every 2-morphism
y x
α

β
]] Σ

(A.24)
the 2-morphisms ididx and ididy act as right and left identities, respec-
tively, using the left and right unifiers, namely
l´1vα˝
Σ ˝ ididx˝
lβ
“ Σ &
r´1vα˝
ididy ˝ Σ
r˝β
“ Σ (A.25)
or equivalently, the diagrams
α ˝ idxα
β β ˝ idx
lαks
Σ

lβ
ks
Σ˝ididx

&
idy ˝ αα
β idy ˝ β
rαks
Σ

rβ
ks
ididy˝Σ

(A.26)
commute.
Definition A.27. Let C be a 2-category and
y x
α
xx
(A.28)
a 1-morphism in C. An inverse to α consists of a 1-morphism
x y
α
xx
(A.29)
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and 2-morphisms
iα : idy ñ α ˝ α & eα : α ˝ αñ idx (A.30)
satisfying
idy ˝ αpα ˝ αq ˝ αα ˝ pα ˝ αq
α ˝ idx α
iα˝idαksaα,α,αks
idα˝eα

rα
+3
lα

(A.31)
and
α ˝ idyα ˝ pα ˝ αqpα ˝ αq ˝ α
idx ˝ α α
idα˝iαksa
´1v
α,α,αks
eα˝idα

lα
+3
rα

. (A.32)
These last equalities are known as the zig-zag identities (this is explained in
more detail in [BaLa04]). α together with its weak inverse will be written as
a quadruple pα, α, iα, eαq.
Definition A.33. Let C be a 2-category and
y x
α

γ
]] Σ

(A.34)
a 2-morphism in C. A horizontal inverse of Σ consists of inverses pα, α, iα, eαq
COMPOSITIONS IN 2-CATEGORY THEORY 537
and pγ, γ, iγ, eγq and a 2-morphism
x y
α

γ
\\ Σ´1

(A.35)
such that the diagrams
idy
α ˝ αγ ˝ γ
iα
#
iγ
{
Σ˝Σ´1
ks
&
idx
α ˝ αγ ˝ γ
eα{
eγ #
Σ´1˝Σks
(A.36)
commute.
Definition A.37. A strict 2-category is a 2-category whose associators and
unifiers are all identity 2-morphisms.
Definition A.38. Let C be a strict 2-category and
y x
α
xx
(A.39)
a 1-morphism in C. A strict inverse to α is a weak inverse pα, α, iα, eαq, where2
iα “ ididy & eα “ ididx . (A.40)
Similarly, a strict inverse to a 2-morphism
y x
α

γ
]] Σ

(A.41)
2These equalities only make sense because C is strict.
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in C consists of an inverse, which consists of strict inverses to α and γ and a
2-morphism Σ´1 as in Definition A.33 satisfying
Σ´1 ˝ Σ “ ididx & Σ ˝ Σ´1 “ ididy . (A.42)
Definition A.43. A strict 2-groupoid is a strict 2-category where all 1-
morphisms and 2-morphisms are strictly invertible.
Definition A.44. Let C and D be two 2-categories. A 2-functor F from C
to D, written as F : C //D, consists of
i) functions
Fi : Ci //Di (A.45)
for i “ 0, 1, 2, that assign objects, 1-morphisms, and 2-morphisms in the
following manner
y x
α

β
]] Σ

ÞÑ F0pyq F0pxq
F1pαq
}}
F1pβq
aa
F2pΣq

(A.46)
ii) for every pair pα, βq of 1-morphisms in C, a 2-morphism
F1pαq ˝ F1pβq
F1pα ˝ βq
cα,β

(A.47)
called the compositor,
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iii) and for every object x in C, a 2-morphism
F1pidxq
idF0pxq
ux

(A.48)
called the unitor.
These data must satisfy the following conditions.3
(a) For every triple pα, β, γq of composable 1-morphisms in C, the diagram´
F pαq ˝ F pβq
¯
˝ F pγqF pα ˝ βq ˝ F pγqF
´
pα ˝ βq ˝ γ
¯
F
´
α ˝ pβ ˝ γq
¯
F pαq ˝
´
F pβq ˝ F pγq
¯
F pαq ˝ F pβ ˝ γq
cα,β˝idF pγqkscα˝β,γks
F paα,β,γq

aF pαq,F pβq,F pγq

idF pαq˝cβ,γ
ks
cα,β˝γ
ks
(A.49)
commutes.
(b) For every 1-morphism y
αÐÝ x in C, the diagrams
F pidyq ˝ F pαqidF pyq ˝ F pαq
F pαq F pidy ˝ αq
uy˝idF pαqks
lF pαq

F plαq
ks
cidy,α

(A.50)
and
F pαq ˝ F pidxqF pαq ˝ idF pxq
F pαq F pα ˝ idxq
idF pαq˝uxks
rF pαq

F prαq
ks
cα,idx

(A.51)
both commute.
3Just as in ordinary category theory we now write F instead of F0, F1, or F2 since it
will be clear from the context which one is used depending on the input.
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(c) For every pair pΣ,Ωq of vertically composable 2-morphisms in C
F
˜
Σ
˝
Ω
¸
“ F pΣq˝
F pΩq. (A.52)
(d) For every 1-morphism α in C,
F pidαq “ idF pαq. (A.53)
(e) For every pair
z y
α

γ
\\ Σ

x
β

δ
]]
Ω

(A.54)
of horizontally composable 2-morphisms in C, the diagram
F pαq ˝ F pβqF pγq ˝ F pδq
F pγ ˝ δq F pα ˝ βq
F pΣq˝F pΩqks
cγ,δ

F pΣ˝Ωq
ks
cα,β

(A.55)
commutes.
Definition A.56. Let C,D, and E be 2-categories and let F : D // E and
G : C // D be two 2-functors. The composition of F and G, written as
F ˝G : C // E , is the 2-functor defined as follows.
i) The functions pF ˝Gqi : Ci // Ei are defined to be
pF ˝Gqi :“ Fi ˝Gi. (A.57)
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ii) For every pair pα, βq of composable 1-morphisms in C, the compositor
cF˝Gα,β is defined to be the vertical composite of the 2-morphisms
pF ˝Gqpαq ˝ pF ˝Gqpβq
F
´
Gpαq ˝Gpβq
¯
pF ˝Gqpα ˝ βq
cF
Gpαq,Gpβq

FpcGα,βq

, (A.58)
where superscripts are used to distinguish the compositors for the two
2-functors.
iii) For every object x in C, the unitor uF˝Gx is defined to be the vertical
composite of the 2-morphisms
pF ˝Gqpidxq
F pidGpxqq
idpF˝Gqpxq
F puGx q
uF
Gpxq
. (A.59)
It is not immediately clear from this definition that the data defines a
2-functor F ˝G : C //E . A proof is therefore included to check the necessary
axioms.
Proof. The properties are checked one at a time.
(a) Let pα, β, γq be a triple of composable 1-morphisms in C. The outer part
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of the following diagram must commute.4
´
pFGqpαqpFGqpβq
¯
pFGqpγq
F
´
GpαqGpβq
¯
pFGqpγq
´
pFGqpαβq
¯´
pFGqpγq
¯
F
´`
GpαqGpβq˘Gpγq¯
F
´
GpαβqGpγq
¯
pFGq
´
pαβqγ
¯
pFGqpαq
´
pFGqpβqpFGqpγq
¯
pFGqpαqF
´
GpβqGpγq
¯
F
´
Gpαq`GpβqGpγq˘¯
´
pFGqpαq
¯´
pFGqpβγq
¯
F
´
GpαqGpβγq
¯
pFGq
´
αpβγq
¯
cF
Gpαq,GpβqidpFGqpγq
^f
F pcGα,βqidpFGqpγq
^f
cF
GpαqGpβq,Gpγq
x 
cF
Gpαβq,Gpγq
x 
FpcGα,β idGpγqq
^f
F pcGαβ,γq
x 
pFGqpaα,β,γq

F paGpαq,Gpβq,Gpγqq

apFGqpαq,pFGqpβq,pFGqpγq

idpFGqpαqcFGpβq,Gpγq
x 
cF
Gpαq,GpβqGpγq
^f
idpFGqpαqF pcGβ,γq
x 
cF
Gpαq,Gpβγq
^f
FpidGpαqcGβ,γq
x 
F pcGα,βγq
^f
(A.60)
The right hexagon commutes by condition (a) for the 2-functor F ap-
plied to the three 1-morphisms Gpαq, Gpβq, and Gpγq. The left hexagon
commutes by condition (c) for the 2-functor F, associativity of verti-
cal composition, and by condition (a) for the 2-functor G applied to
the three 1-morphisms α, β, and γ. The top square commutes because
idpFGqpγq “ F pidGpγqq by condition (d) for the 2-functor F and by condi-
4We have temporarily removed the composition notation ˝ and will continue to do so
when we feel it is convenient.
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tion (e) applied to the pair pcGα,β, idGpγqq. The bottom square commutes
by condition (d) again and condition (e) applied to the pair pidGpαq, cGβ,γq.
Therefore, the outer part of the diagram commutes.
(b) Let y
αÐÝ x be a 1-morphism in C. The outer part of the following diagram
must commute.
pFGqpidyqpFGqpαq
´
pF pidGpyqq
¯´
pFGqpαq
¯
idpFGqpyqpFGqpαq
F
`
GpidyqGpαq
˘
F
`
idGpyqGpαq
˘
pFGqpidyαqpFGqpαq
F puGy qF pidGpαqqksu
F
GpyqidpFGqpαqks
lpFGqpαq

cF
idGpyq,Gpαq

cF
Gpidyq,Gpαq

F puGy idGpαqq
ks
F pcGidy,αq

F plGpαqq
px
pFGqplαq
ks
(A.61)
The top right corner commutes by condition (e) for the 2-functor F
applied to the pair puGy , idGpαqq of horizontally composable 2-morphisms.
The left corner commutes by condition (b) for the 2-functor F applied
to the 1-morphism Gpyq GpαqÐÝÝÝ Gpxq. The bottom corner commutes by
condition (c) for the 2-functor F, associativity of vertical composition,
and by condition (b) for the 2-functor G applied to the 1-morphism
y
αÐÝ x. Therefore, the outer part of the diagram commutes.
A similar argument shows that the other required diagram also com-
mutes.
COMPOSITIONS IN 2-CATEGORY THEORY 544
(c) Let pΣ,Ωq be a pair of vertically composable 2-morphisms in C. Then
pFGq
ˆ
Σ
Ω
˙
“ F
ˆ
G
ˆ
Σ
Ω
˙˙
“ F
ˆ
GpΣq
GpΩq
˙
“ F pGpΣqq
F pGpΩqq “
pFGqpΣq
pFGqpΩq. (A.62)
(d) Let α be a 1-morphism in C. Then
pFGqpidαq “ F
`
Gpidαq
˘ “ F`idGpαq˘ “ idF pGpαqq “ idpFGqpαq. (A.63)
(e) Let
z y
α

γ
\\ Σ

x
β

δ
]]
Ω

(A.64)
be a pair of horizontally composable 2-morphisms. The outer part of the
following diagram must commute.
´
pFGqpαq
¯´
pFGqpβq
¯
F pγqF pδq
F
´
GpαqGpβq
¯
F
´
GpγqGpδq
¯
pFGqpαβqpFGqpγδq
`
pFGqpΣq
˘`
pFGqpΩq
˘
ks
cF
Gpγq,Gpδq

cF
Gpαq,Gpβq

F pcGα,βq

F pcGγ,δq

F
`
GpΣqGpΩq
˘ks
pFGqpΣΩq
ks
(A.65)
The top square commutes by condition (e) for the 2-functor F applied
to the pair pGpΣq, GpΩqq. The bottom square commutes by condition (c)
for the 2-functor F and by condition (e) for the 2-functor G applied to
the pair pΣ,Ωq. Therefore, the outer part of the diagram commutes.
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This verifies all the axioms of a 2-functor. 
At this point, a natural question to ask is whether the composition of 2-
functors is associative. It is also not immediately obvious whether or not the
composition with the identity 2-functor does not change the 2-functor that it
is composed with. However, in order to properly discuss this, pseudo-natural
transformations and pseudo-natural equivalences must be introduced.
Definition A.66. Let C and D be two 2-categories and let F,G : C // D
be two 2-functors. A psuedo-natural transformation ρ from F to G, written
as ρ : F ñ G, consists of the following data:
i) a function ρ : C0 // D1 assigning a 1-morphism to an object x in the
following manner
x
F pxq
Gpxq
ρpxq

 ρ // (A.67)
ii) and a function ρ : C1 //D2 assigning a vertically invertible 2-morphism
to every 1-morphism y
αÐÝ x in the following manner
xy αoo
F pyq
Gpyq
F pxq
Gpxq
ρpxq

ρpyq

F pαqoo
Gpαq
oo
ρpαq
 (
 ρ // . (A.68)
These data must satisfy the following conditions.
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(a) For every pair pz αÐÝ y, y βÐÝ xq of composable 1-morphisms in C, the
diagram ´
Gpαqρpyq
¯
F pβq
´
ρpzqF pαq
¯
F pβq
Gpαq
´
ρpyqF pβq
¯
ρpzq
´
F pαqF pβq
¯
Gpαq
´
Gpβqρpxq
¯
ρpzqF pαβq
´
GpαqGpβq
¯
ρpxqGpαβqρpxq
ρpαqidF pβq +3
aρpzq,F pαq,F pβq

aGpαq,ρpyq,F pβq

idGpαqρpβq

idρpzqcFα,β

a´1v
Gpαq,Gpβq,ρpxq

ρpαβq
 cGα,β idρpxqks
(A.69)
commutes.
(b) For every 2-morphism
y x
α

γ
]] Σ

, (A.70)
the diagram
ρpyqF pαqGpαqρpxq
Gpγqρpxq ρpyqF pγq
ρpαqks
GpΣqidρpxq

ρpγq
ks
idρpyqF pΣq

(A.71)
commutes.
Remark A.72. There was no condition on ρ in the previous definition for
the identity 1-morphism x
idxÐÝÝ x for an object x of C. This condition would
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require that the diagram
ρpxqF pidxqρpxqidF pxq
GpidxqρpxqidGpxqρpxqρpxq
idρpxquFxks
rρpxq

ρpidxq

uGx idρpxq
ks
lρpxq
ks
(A.73)
commute. This, however, follows from the axioms. We leave this verification
to the enthusiast (see Lemma A.7. in [ScWa] for a proof).
Definition A.74. Let C and D be two 2-categories and let F,G,H : C //D
be three 2-functors and let ρ : F ñ G and σ : Gñ H be two pseudo-natural
transformations. The vertical composition of ρ with σ, written as ρσ : F ñ H
is defined as follows.
i) To every object x in C, assign
x
F pxq
Gpxq
Hpxq
ρpxq

σpxq


ρ
σ // , (A.75)
the composition σpxqρpxq.
ii) To every 1-morphism y
αÐÝ x in C, assign the 2-morphism
´
σpyqρpyq
¯
F pαq
ρ
σ pαqùùùñ Hpαq
´
σpxqρpxq
¯
(A.76)
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defined by the vertical composition of the following 2-morphisms in D´
σpyqρpyq
¯
F pαq σpyq
´
ρpyqF pαq
¯
σpyq
´
Gpαqρpxq
¯
´
σpyqGpαq
¯
ρpxq
´
Hpαqσpxq
¯
ρpxqHpαq
´
σpxqρpxq
¯
aσpyq,ρpyq,F pαq +3
idσpyqρpαq +3
a´1v
σpyq,Gpαq,ρpxq

σpαqidρpxq
ks
aHpαq,σpxq,ρpxq
ks
.
(A.77)
Again, it is not obvious that this definition of vertical composition of
pseudo-natural transformations results in another pseudo-natural transfor-
mation. We leave it to the reader to check that conditions (a) and (b) from
Definition A.66 hold. Instead, we move on to discussing the horizontal com-
position of pseudo-natural transformations.
Definition A.78. Consider a collection of 2-categories, 2-functors, and pseudo-
natural transformations fitting into a diagram of the form
E D
F

H
\\ ρ

C
G

J
\\ σ

. (A.79)
The horizontal composition of ρ with σ, written as ρσ : FGñ HJ is defined
as follows.
i) To every object x in C, assign the composition
x
F pGpxqqF pJpxqq
HpJpxqq
F pσpxqqoo
ρpJpxqq

 ρσ // (A.80)
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ii) To every 1-morphism y
αÐÝ x in C, assign the 2-morphism
´
pρσqpyq
¯´
pFGqpαq
¯ pρσqpαqùùùùñ ´pHJqpαq¯´pρσqpxq¯ (A.81)
defined by the vertical composition of the following 2-morphisms in D´
ρpJpyqqF pσpyqq
¯
pFGqpαqρpJpyqq
´
F pσpyqqpFGqpαq
¯
ρpJpyqqF pσpyqGpαqq ρpJpyqqF pJpαqσpxqq
ρpJpyqq
´
pFJqpαqF pσpxqq
¯´
ρpJpyqqpFJqpαq
¯
F pσpxqq
´
pHJqpαqρpJpxqq
¯
F pσpxqq pHJqpαq
´
ρpJpxqqF pσpxqq
¯
aρpJpyqq,F pσpyqq,pFGqpαqks
idρpJpyqqcFσpyq,Gpαq
 idρpJpyqqF pσpαqq +3
idρpJpyqqpcFJpαq,σpxqq´1v

a´1v
ρpJpyqq,pFJqpαq,F pσpxqq
ks
ρpJpαqqidF pσpxqq

apHJqpαq,ρpJpxqq,F pσpxqq
+3
.
(A.82)
Remark A.83. There are actually two natural choices for the composition
of pseudo-natural transformations. The other one involves assigning to every
object x of C
x
F pGpxqq
HpGpxqqHpJpxqq
ρpGpxqq
Hpσpxqqoo
 ρσ // (A.84)
and a similar adjustment for the assignment on morphisms. By the existence
of the vertical isomorphism σpρpxqq : ρpJpxqqF pσpxqq ñ HpσpxqqρpGpxqq,
these two results are isomorphic. We will not discuss in more detail the
relationship between the two and we will stick with the first definition.
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As before, one should check that the definition above indeed defines a
pseudo-natural transformation. Again, we skip the proof.
Definition A.85. Let C and D be two 2-categories, F,G : C // D be two
2-functors, and ρ, σ : F ñ G be two pseudo-natural transformations. A
modification A from σ to ρ, written as A : σ V ρ and drawn as
CD
F

H
\\
ρ

σ

Ajt , (A.86)
consists of a function A : C0 //D2 assigning a 2-morphism to an object x
in the following manner
x
F pxq
Gpxq
ρpxq
  
σpxq
~~
Apxqks A // . (A.87)
This assignment must satisfy the condition that for every 1-morphism y
αÐÝ x,
the diagram
σpyqF pαqGpαqσpxq
ρpyqF pαqGpαqρpxq
σpαqks
idGpαqApxq

ρpαq
ks
ApyqidF pαq

(A.88)
commutes.
Modifications have three types of compositions.
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Definition A.89. Consider 2-categories, 2-functors, pseudo-natural trans-
formations, and modifications as in the following diagram
CD
F
}}
G
aa σ

λ
 ρ

AjtBjt . (A.90)
The internal composition of A and B, written as B ‚ A : σ V λ, is the
modification defined by the assignment
x
F pxq
Gpxq
λpxq
""
ρpxq

σpxq
||
Bpxqks Apxqks B‚A // , i.e. pB‚Aqpxq :“ ApxqBpxq. (A.91)
The internal composition of two modifications is indeed a modification.
Proof. Let y
αÐÝ x be a 1-morphism in C. The outer part of the following
diagram should commute.
σpyqF pαqGpαqσpxq
ρpyqF pαqGpαqρpxq
λpyqF pαqGpαqλpxq
σpαqks
idGpαqApxq

ApyqidF pαq

BpyqidF pαq

idGpαqBpxq

ρpαq
ks
λpαq
ks
(A.92)
Each square commutes by the only condition for A and B being modifications
and by the interchange law in D. 
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Definition A.93. Consider 2-categories, 2-functors, pseudo-natural trans-
formations, and modifications as in the following diagram
CD
F

Goo
H
]]
σ

ρ

λ



Ajt
B
jt
. (A.94)
The vertical composition ofA and B, written as A˝B :
σ
˝
λ
V ρ
˝
, is the modification
defined by the assignment
x
F pxq
Gpxq
Hpxq
σpxq

λpxq

ρpxq
  
pxq
  
Apxq +3
Bpxq
+3

A˝
B
// , i.e.
A˝
Bpxq :“ BpxqApxq, (A.95)
the horizontal composition of 2-morphisms in D.
Remark A.96. This notation is unfortunately confusing but is essentially
the same abusive notation as in Definition A.74. The modification was de-
fined using vertical compositions of natural transformations but the actual
definition involved horizontal composition in the 2-category D. The reader is
encouraged to draw more pictures of diagrams to avoid further confusion.
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Definition A.97. Consider 2-categories, 2-functors, pseudo-natural trans-
formations, and modifications as in the following diagram
CDE
F

G

H
\\
J
\\
ρ

σ



λ

Ajt Bjt . (A.98)
The horizontal composition of A and B, written as A ˝ B : σ ˝ λ V ρ ˝ , is
the modification defined by the assignment
x
F pGpxqqF pJpxqq
HpJpxqq
F pλpxqq
ww
F ppxqq
gg
ρpJpxqq
yy
σpJpxqq

F pBpxqq

ApJpxqq
"*
 AB // (A.99)
i.e.
pA ˝ Bqpxq :“
´
ApJpxqq
¯´
F pBpxqq
¯
(A.100)
for all objects x in C.
We now come back to answering the question posed about the associativ-
ity, or lack thereof, of composition of 2-functors and pseudo-natural trans-
formations.
Lemma A.101. Consider the following sequence of 2-categories and 2-functors
F FÐÝ E GÐÝ D HÐÝ C. (A.102)
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Then pFGqH “ F pGHq, i.e. the composition of 2-functors is associative, or
equivalently the associator (a-priori a nontrivial pseudo-natural transforma-
tion) for 2-functor composition is the identity.
Proof. We prove this by checking all the data that specify the 2-functors
pFGqH and F pGHq are equal (see Definition A.56).
i) Because ordinary composition of functions is associative,
ppFGqHqi “ pFGqiHi “ pFiGiqHi “ FipGiHiq
“ FipGHqi “ pF pGHqqi.
(A.103)
ii) For every pair pα, βq of 1-morphisms in C, we have the following list of
equalities
c
pFGqH
α,β
cFGHpαq,Hpβq
pFGqpcHα,βqˆ
cFGpHpαqq,GpHpβqq
F pcGHpαq,Hpβqq
˙
pFGqpcHα,βq
cFGpHpαqq,GpHpβqqˆ
F pcGHpαq,Hpβqq
pFGqpcHα,βq
˙
cFGpHpαqq,GpHpβqq
F
ˆ
cGHpαq,Hpβq
GpcHα,βq
˙
cFpGHqpαq,pGHqpβq
F pcGHα,β q
c
F pGHq
α,β
(A.104)
because vertical composition is associative and because 2-functors re-
spect vertical composition.
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iii) For every object x in C, we have the following list of equalities
u
pFGqH
x
pFGqpuHx q
uFGHpxq
pFGqpuHx qˆ
F puGHpxqq
uFGpHpxqq
˙
ˆpFGqpuHx q
F puGHpxqq
˙
uFGpHpxqq
F
ˆ
GpuHx q
uGHpxq
˙
uFGpHpxqq
F puGHx q
uFpGHqpxq
u
F pGHq
x
(A.105)
because vertical composition is associative and because 2-functors re-
spect vertical composition.

Definition A.106. Let C be a 2-category. The identity 2-functor on C,
written as idC : C // C, is defined as follows.
i) The assignment on objects, 1-morphisms, and 2-morphisms is given by
the identity functions
pidCqj :“
´
idCj : Cj
// Cj
¯
(A.107)
for all j “ 0, 1, 2.
ii) For every pair pα, βq of composable 1-morphisms in C, the compositor is
cidCα,β :“ idαβ, (A.108)
the identity 2-morphism on αβ.
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iii) For every object x in C, the unitor is
uidCx :“ ididx (A.109)
the identity 2-morphism on idx.
Lemma A.110. Let F : C // D be a 2-functor between two 2-categories
C and D. Then F idC “ F “ idDF, i.e. the left and right unifiers for the
composition of 2-functors are both equal to the identity.
Proof. This is proved similarly to the previous Lemma.
i) Because ordinary composition of functions by an identity function results
in that same function,
pF idCqj “ FjpidCqj “ Fj “ pidDqjFj “ pidDF qj (A.111)
for all j “ 0, 1, 2.
ii) For every pair pα, βq of 1-morphisms in C, we have the following list of
equalities
cF idCα,β
cFidCpαq,idCpβq
F pcidCα,βq
cFα,β
F pidαβq
cFα,β
idF pαβq
cFα,β
idF pαqF pβq
cFα,β
cidDF pαq,F pβq
idDpcFα,βq
cidDFα,β
(A.112)
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because the vertical identity 2-morphism is an identity for vertical com-
position and because 2-functors respect vertical identities.
iii) For every object x in C, we have the following list of equalities
uF idCx
F puidCx q
uFidCpxq
F pididxq
uFx
uFx
uFx
ididF pxq
idDpuFx q
uidDF pxq
uidDFx
(A.113)
because the vertical identity 2-morphism is an identity for vertical com-
position and because 2-functors respect vertical identities.

Although composition of 2-functors has no surprises, vertical composition
of pseudo-natural transformations is a bit more complicated. In particular,
there are associators and unifiers.
Lemma A.114. Let C and D be two 2-categories, F,G,H, J : C // D be
four 2-functors, and ρ : F ñ G, σ : G ñ H, and λ : H ñ J be three
pseudo-natural transformations. Then the assignment
x ÞÑ aλ,σ,ρpxq :“ aλpxq,σpxq,ρpxq, (A.115)
the associator in the category D, for any object x in C, defines a modification
aλ,σ,ρ :
ρˆ
σ
λ
˙
V
ˆ
ρ
σ
˙
λ
. (A.116)
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Furthermore, aρ,σ,λ is invertible and satisfies the pentagon axiom of condition
(c) in Definition A.2.
Definition A.117. Let C and D be two 2-categories and let F : C // D
be a 2-functor. The identity pseudo-natural transformation idF : F ñ F is
defined as follows.
i) The assignment
x ÞÑ
´
idF pxq : F pxq // F pxq
¯
(A.118)
defines the map idF : C0 //D1.
ii) The assignment
´
y
αÐÝ x
¯
ÞÑ
´ rF pαq
l´1v
F pαq
: idF pyqF pαq ñ F paq ñ F pαqidF pxq
¯
(A.119)
defines idF : C1 //D2.
Lemma A.120. Let C and D be two 2-categories, F,G : C // D be two
2-functors, and ρ : F ñ G a pseudo-natural transformation. Then the as-
signments
x ÞÑ lρpxq :“ lρpxq, (A.121)
the left unifier in D, and
x ÞÑ rρpxq :“ rρpxq, (A.122)
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the right unifier in D, define modifications
lρ :
idF
ρ
V ρ (A.123)
and
rρ :
ρ
idF
V ρ (A.124)
respectively. Furthermore, lρ and rρ are invertible and satisfy condition (d)
in Definition A.2.
Finally, after giving the numerous definitions that arise in basic 2-category
theory, we come to the notion of a psuedonatural equivalence of 2-functors
between two 2-categories.
Definition A.125. Let C and D be two 2-categories and F,G : C //D two 2-
functors. A pseudo-natural equivalence from F to G is a quadruple pρ, σ, i, jq
consisting of pseudo-natural transformations ρ : F ñ G, σ : G ñ F, and
invertible modifications i : ρσ V idF and j : idG V σρ such that the diagrams
ρ
idG
ρ
pσρ q
p ρσ q
ρ
idF
ρ ρ
idρ
jjt
aρ,σ,ρ


i
idρ


lρ
*4
rρ


&
σ
idF
σp ρσ q
pσρ q
σ
idG
σ σ
idσ
i *4
aσ,ρ,σ


j
idσ
JT
lσ
*4
rσ


(A.126)
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both commute. In these diagrams, l and r are the left and right unifiers,
respectively, of Lemma A.120 and a is the associator of Lemma A.114. The
above two diagrams are known as zig-zag identities (since they are closely
related to those of Definition A.27). We abusively say that ρ : F ñ G is
a pseudo-natural equivalence without writing out the other pieces of data.
F and G are said to be pseudo-naturally equivalent if there exists a pseudo-
natural equivalence between them.
Definition A.127. Let S and T be two 2-categories and F : S // T a
2-functor. F is called an equivalence of 2-categories if there exists a functor
G : T // S together with pseudo-natural equivalences ρS : GF ñ idS and
ρT : FG ñ idT . The functor G : T // S along with the pseudo-natural
equivalences is called a weak inverse of F.
Lemma A.128. Let S and T be two 2-categories. Two weak inverses to a
2-functor F : S // T are pseudo-naturally equivalent.
Proof. By assumption, there exist G,G1 : T //S with pseudo-natural equiv-
alences
pρS : GF ñ idS, σS : idS ñ GF, iS : ρSσS V idGF , jS : ididS V σSρS q , (A.129)
pρT : FGñ idT , σT : idT ñ FG, iT : ρTσT V idFG, jT : ididTV σTρT q, (A.130)
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ρ1S : G
1F ñ idS, σ1S : idS ñ G1F, i1S : ρ
1
S
σ1S
V idG1F , j1S : ididSV
σ1S
ρ1S
¯
, (A.131)
and
´
ρ1T : FG
1ñ idT , σ1T : idTñFG1, i1T : ρ
1
T
σ1T
V idFG1 , j1T : ididTV
σ1T
ρ1T
¯
. (A.132)
We define a pseudo-natural transformation ρ : Gñ G1 by taking the vertical
composition of pseudo-natural transformations
G “ idSG σ
1
S idGùùùñ pG1F qG “ G1pFGq idG1ρTùùùñ G1idT “ G1 (A.133)
and a psuedonatural transformation σ : G1 ñ G by
G1 “ G1idT idG1σTùùùùñ G1pFGq “ pG1F qG ρ
1
S idGùùùñ idSG “ G, (A.134)
both of which have been simplified by Lemma A.101 and Lemma A.110. We
define a modification i : ρσ V idG by the internal composition
ρ
σ
ˆ
σ1S idG
idG1ρT
˙
ˆ
idG1σT
ρ1S idG
˙
¨˝
σ1S idGˆ
idG1ρT
idG1σT
˙ ‚˛
ρ1S idG
ˆ
σ1S idG
idG1 idFG
˙
ρ1S idG
ˆ
σ1S idG
idG1FG
˙
ρ1S idG
σ1S idG
ρ1S idG
ididS idGidG
˜ aid
G1σT ,idG1ρT ,σ1S idG
idρ1
S
idG
¸
‚a
ρ1
S
idG,idG1σT ,
σ1S idG
idG1ρT*4
˜
idσ1
S
idG
idid
G1 iT
¸
idρ1
S
idG


rσ1
S
idG
idρ1
S
idG
jt
j1´1S ididG
jt
(A.135)
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and a modification j : idG1 V σρ by the composition
σ
ρ
ˆ
idG1σT
ρ1S idG
˙
ˆ
σ1S idG
idG1ρT
˙ idG1σT¨˝ ˆ ρ1S idG
σ1S idG
˙
idG1ρT
‚˛
idG1σTˆ
ididS idG
idG1ρT
˙idG1σTˆ
ididSG
idG1ρT
˙idG1σT
idG1ρT
idG1 ididTidG
a σ1S idG
idG1ρT
,ρ1
S
idG,idG1σT
‚
˜
idid
G1σT
a´1
id
G1ρT ,σ1S idG,ρ1S idG
¸
jt
idid
G1σT˜
i1´1S ididG
idid
G1ρT
¸
JT
idid
G1σT
l´1id
G1ρT
*4
idid
G1 jT
*4
(A.136)
We leave it to the reader to check that all the required diagrams from Defi-
nition A.125 commute. 
Recall that a functor F : C // D of (ordinary) categories is full and
faithful or fully faithful if for any two objects x and y in C, the induced map
of sets
HomCpy, xq // HomD
`
F pyq, F pxq˘
α ÞÑ F pαq
(A.137)
is a bijection. The analogous property for 2-categories and 2-functors is a bit
more subtle.
First note that for any two objects x and y of a 2-category C, one can
define a category HomCpy, xq by setting
HomCpy, xq0 :“ tα P C1 | spαq “ x and tpαq “ yu (A.138)
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and
HomCpy, xq1 :“ tΣ P C2 | sspΣq “ x and ttpΣq “ yu. (A.139)
One can define the source, target, and identity-assigning maps by restricting
the ones from C. Composition in HomCpy, xq is the restriction of the vertical
composition in C. It is associative and unital by condition (b) of Definition
A.2.
Definition A.140. Let F : C //D be a 2-functor between two 2-categories.
F is said to be fully faithful if the restriction of F to the induced functor
HomCpy, xq // HomD
`
F pyq, F pxq˘ (A.141)
is an equivalence of categories, or equivalently, if the above functor on Hom-
categories is both essentially surjective and fully faithful, for all objects x
and y in C.
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