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Formal Holomorphic Embeddings Between BSD-Models
Valentin Burcea
Abstract. It is studied the Classification Problem for Formal Holomorphic Embeddings between Shilov Boundaries of Bounded Symmetric
Domains of First Cartan Type situated in Complex Spaces of Different Dimensions.
1. Introduction and Main Result
The study of the proper holomorphic mappings[26] between unit balls in complex spaces goes back to Webster[27]. If N > n, two proper
holomorphic mappings f, g : Bn → BN are equivalent if there exist σ ∈ Aut (Bn) and τ ∈ Aut (BN ) such that
g = τ ◦ f ◦ σ.
The proper holomorphic mapping between B2 and B3, of class C3 up to the boundary, have been classified by Faran[9] as follows
(1.1) (z1, z2)→
(
z31 , z
3
2 ,
√
3z1z2
)
,
(
z1, z1z2, z
2
2
)
,
(
z1,
√
2z1z2, z2
)
, (z1, z2, 0) .
This classification (1.1) has been also concluded using different methods by Cima-Suffridge[7] for proper holomorphic mappings between
B2 and B3 of class C2 up to the boundary. In this research direction, Huang[11] proved that any proper holomorphic mappings between Bn and
BN of class C2 up to the boundary, is equivalent to
(1.2) (z1, . . . , zn) −→ (z1, . . . , zn, 0, . . . , 0) , when n > 1 and N < 2n− 1.
The rational proper holomorphic mappings between Bn and B2n−1 have been classified by Huang-Ji[13] as follows
(1.3) (z1, . . . , zn)→ (z1, . . . , zn, 0 . . . , 0) ,
(
z1, . . . , zn−1, znz1, znz2, . . . , z2n
)
, for n ≥ 3.
In all these cases, the classification problem of proper holomorphic mappings[23],[24],[26] is reduced to the study and classification of CR
mappings between hyperquadrics [20],[21],[22]. More generally, the classification problem of CR Embeddings between Shilov Boundaries of
Bounded and Symmetric Domains is also very interesting. Kim-Zaitsev[17] considered recently this problem using the moving frames method
of Cartan. Their[17] result gives motivation in order to study alternatively this type of classification problem using formal power series. In
particular, it is shown a normal form[3] type construction for formal holomorphic embeddings between Shilov Boundaries of Bounded Symmetric
Domains of First Type[17],[18],[26]. It is proven the following result
Theorem 1.1. Let Sp,q and Sp′,q′ be Shilov Boundaries of Bounded Symmetric Domains of First Cartan Type with q < p, q
′ < p′ such
that p′ − q′ = 2 (p− q) and p − q > 1. Then up to compositions with suitable holomorphic automorphisms of Dp,q and Dp′,q′ , any formal
holomorphic embedding between Sp,q and Sp′,q′ , is equivalent to
(1.4) Z =


z11 . . . z1q
.
..
. . .
.
..
zp1 . . . zpq

→


z11 . . . z1,q 0 . . . 0
..
.
. . .
..
.
..
.
. . .
..
.
zp−1,1 . . . zp−1,q 0 . . . 0
zp1z11 . . . zpqz1q 0 . . . 0
...
. . .
...
...
. . .
...
zp1zp1 . . . zpqzpq 0 . . . 0


,


z11 . . . z1q 0 . . . 0
..
.
. . .
..
.
..
.
. . .
..
.
zp1 . . . zpq 0 . . . 0
0 . . . 0 0 . . . 0
...
. . .
...
...
. . .
...
0 . . . 0 0 . . . 0


.
We recall [17],[26] that any Bounded and Symmetric Domain Dp,q of First Type and its Shilov boundary may be defined as follows
(1.5) Dp,q =
{
Z ∈Mp,q (C) ; Iq − ZtZ > 0
}
, Sp,q =
{
Z ∈Mp,q (C) ; Iq − ZtZ = 0
}
.
Our considered case generalizes naturally classical models as the hyperquadrics and classical cases [1],[2],[6],[7], [10],[11],[12],[13],[21],[22],
[20],[25]. According to this classification result (1.4), one equivalence class is defined by the standard linear embedding like in the case of Kim-
Zaitsev[17]. The second equivalence class is defined by a generalized Whitney type mapping [23],[24]. Our classification (1.4) may be seen thus
as analogue of the Classification Theorem of Huang-Ji[13].
The result (1.4) is proven by reducing the problem to the study of formal holomorphic mappings between certain real quadric manifolds
derived from Shilov boundaries of Bounded and Symmetric Domains. These quadric manifolds are called BSD-Models. The normal form type
computations employ techniques using linearizations in the local defining equations described as follows. In order to normalize the considered
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formal holomorphic embedding, we use standard normalization procedures from Baouendi-Huang[1], Hamada[10], Huang[11],[12] and Huang-
Ji[13]. In particular, the BSD-case hides a generalized version of the geometrical rank discovered by Huang[12]. Then the main result is
concluded by recalling and adapting computations from Huang-Ji[13] using matrices.
Acknowledgements The root-project has been initiated by me when I had been working in the School of Mathematics of Trinity College
Dublin. I thank to my supervisor Prof. Dmitri Zaitsev for long conversations regarding [17]. I thank Prof. Xiaojun Huang for useful conversations
during his visit in Dublin. I thank for hospitality to the Departament of Mathematics of The Federal University of Espirito Santo. Special thanks
to Dr. Diogo Bessam. Specials thanks to Science Foundation of Ireland for support during my studies in Trinity College Dublin.
2. Ingredients
2.1. Mappings Between BSD-Models. Let (z11, . . . , zqN , w11, . . . , wqq) be the coordinates in CqN+q2 , where N = p − q. Recalling
settings from [4], we consider throughout this paper the following notations and natural identifications
(2.1) W :=


w11 . . . w1q
..
.
. . .
..
.
wq1 . . . wqq

 ≡ (w11, . . . , wqq) , Z :=


z11 z12 . . . z1N
..
.
..
.
. . .
..
.
zq1 zq2 . . . zqN

 ≡ (z11, . . . , zqN ) , for N = p− q.
Using in (1.5) the generalized Cayley transformation[8] defined as follows
(2.2) Sp,q ∋ Z˜ := C (W,Z) , (C (W,Z))t =
(
W +
√−1Iq
)−1 [
W −√−1Iq, 2Z
]
,
we obtain the equation of the BSD-Model
(2.3) BSD : 1
2
√−1
(
W −W t
)
= ZZ
t
.
Thus any formal holomorphic embedding
(
F˜ , G˜
)
between Shilov Boundaries of Bounded and Symmetric Domains of First Type induces
naturally by (2.2) a formal holomorphic embedding (F,G) between BSD-Models defined as follows
(2.4) M : ImW = ZZt ⊂ CqN+q2 , M′ : Im′ = Z′Z′t ⊂ Cq′N′+q′4 , for N = p− q, N ′ = 2 (p− q).
More exactly, we have by (1.5), (2.4) and (2.2) the following commutative diagram
(2.5)
M (F,G)→ M′
m m
Sp,q
(F˜ ,G˜)→ Sp′,q′
, for N = p− q, N ′ = 2 (p − q).
We write by (2.1) the local formal holomorphic embedding (F,G) as follows
G :=
(
G11 G12
G21 G22
)
, F :=
(
F1
F2
)
,(2.6)
where G11 is a q × q matrix having formal power series as entries, G12 is a (q′ − q) × q matrix having formal power series as entries, G21 is a
q× (q′ − q) matrix having formal power series as entries, G22 is a (q′ − q)× (q′ − q) matrix having formal power series as entries, F1 is by (2.4)
a q × 2 (p− q) matrix having formal power series as entries, F2 is by (2.4) a (q′ − q)× 2 (p − q) matrix having formal power series as entries.
We rewrite thus (2.6) as follows
(2.7) G (Z,W ) = (gkl (Z,W ))1≤k,l≤q′ , F (Z,W ) = (fkl (Z,W )) 1≤l≤2(p−q)
1≤k≤q′
.
The following pseudo-product is by (2.4) naturally defined
(2.8) 〈Z, V 〉 = ZV t, for Z ∈ Mm,n (C) and V ∈Mn,p (C), for m,n, p ∈ N⋆.
This pseudo-product generalizes naturally the standard hermitian inner-product. Because (F,G) (M) ⊂M′, it follows by (2.4) and (2.8) that
(2.9) G11 −G11t = 2
√−1 〈F1, F1〉 , G22 −G22t = 2
√−1 〈F2, F2〉 , G12 −G21t = 2
√−1 〈F1, F2〉 ,
or equivalently
(2.10) Im (G (Z,W )) = F (Z,W )F (Z,W )
t
.
Thus (2.10) is the basic matrix-equation used throughout this paper. The further computations in (2.10) are based on linear changes of coordi-
nates preserving the BSD-Models. This formal transformation (2.6) is normalized using linear holomorphic changes of coordinates preserving
the BSD-Models defined in (2.4). In particular, we consider rotation type and unitary type transformations of the BSD-Models defined in (2.4).
This method may be seen as alternative of the approach of Kim-Zaitsev[17] and Kim[19] using their beautiful system of moving frames.
In order to move forward, it is required to better organize the further computations. The following definition is required:
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2.2. Changes of Coordinates. We define by (2.1) the following matrix
(2.11)
(
N∑
l=1
q∑
k=1
v
ij
klzkl
)
1≤i≤q
1≤j≤N
= V ⊗ Z, if Z = (zij) 1≤i≤q
1≤j≤N
and V =
(
v
β
α
)1≤β≤qN
1≤α≤qN
∈ MqN×qN (C),
where the identification from (2.1) is naturally considered. It is worthy also to observe by (2.11) that
(2.12) V ≡


v1111 . . . v
11
1q . . . v
11
q1 . . . v
11
qN
...
. . .
...
. . .
...
. . .
...
v1N11 . . . v
1N
1q . . . v
1N
q1 . . . v
1N
qN
...
. . .
...
. . .
...
. . .
...
v
q1
11 . . . v
q1
1q . . . v
q1
q1 . . . v
q1
qN
...
. . .
...
. . .
...
. . .
...
v
qN
11 . . . v
qN
1q . . . v
qN
q1 . . . v
qN
qN


.
This identification (2.12) is important in order to construct linear changes of coordinates preserving the BSD-Models. Obviously, the matrix
V ⊗ Z may be seen as a vector by the identification from (2.1). We show by (2.1), (2.9), (2.11), (2.12) the following
Lemma 2.1. For a given invertible matrix
A =
(
a
ij
kl
)
1≤k,l,i,j≤q
∈ Mq2×q2 (C) such that aijkl = ajilk for all corresponding k, l, i, j = 1, . . . , q,(2.13)
there exists a invertible matrix
(2.14) V =
(
vβα
)1≤β≤qN
1≤α≤qN
∈ MqN×qN (C) ,
such that
(2.15) A⊗W − (A⊗W)t = (V ⊗ Z) (V ⊗ Z)t .
The conclusion (2.15) holds also replacing q with q′, N with N ′ using similar notations as in (2.1), (2.11), (2.12) and (2.13).
Proof. We search by computations for a invertible matrix V as in (2.12), (2.11), (2.14) such that (2.15) holds. For q = 1, the matrix A
is just a real number and thus we can chose
(2.16) V =
√
aIN , for A = a > 0.
We assume that q = 2. Then by (2.13) we have
(2.17)


a1111 = a
11
11, a
11
12 = a
11
21, a
11
22 = a
11
22,
a1211 = a
12
11, a
12
12 = a
21
21, a
22
11 = a
22
11,
a2211 = a
22
11, a
22
12 = a
22
21, a
22
22 = a
22
22.
Replacing (2.14) in (2.15) by the identification (2.12), it follows by (2.17) and (2.4) that
(2.18)


a1111 〈Z1, Z1〉 + a1112 〈Z1, Z2〉+ a1112 〈Z2, Z1〉+ a1122 〈Z2, Z2〉 =
N∑
k′=1
(
2∑
l=1
N∑
k=1
vk
′1
kl zkl
)(
2∑
l=1
N∑
k=1
vk
′1
kl zkl
)
,
a1211 〈Z1, Z1〉 + a1212 〈Z1, Z2〉+ a1212 〈Z2, Z1〉+ a2212 〈Z2, Z2〉 =
N∑
k′=1
(
2∑
l=1
N∑
k=1
vk
′1
kl zkl
)(
2∑
l=1
N∑
k=1
vk
′2
kl zkl
)
,
a2211 〈Z1, Z1〉 + a2212 〈Z1, Z2〉+ a2212 〈Z2, Z1〉+ a2222 〈Z2, Z2〉 =
N∑
k′=1
(
2∑
l=1
N∑
k=1
vk
′2
kl zkl
)(
2∑
l=1
N∑
k=1
vk
′2
kl zkl
)
,
where Z1 and Z2 are the row vectors of the matrix Z defined in (2.1) and 〈·, ·〉 is the standard hermitian inner-product.
In order to see that (2.18) has solutions, it is enough to collect by (2.1) terms in
(
Z,Z
)
from (2.10). It remains thus to show the invertability
of the following matrix
(2.19) V =


(
vk
′1
k1
)
1≤k,k′≤N
(
vk
′1
k2
)
1≤k,k′≤N(
vk
′2
k1
)
1≤k,k′≤N
(
vk2k2
)
1≤k,k′≤N

 ∈M2N2×2N2 (C) .
Analysing (2.18), we conclude that
(2.20)
(
vk
′l
kl′
)
1≤k,k′≤N
((
vk
′u
ku′
)
1≤k,k′≤N
)t
= alul′u′IN , for all u, u
′, l, l′ = 1, 2.
We assume that V is not invertible. Let L1, . . . ,L2N be the columns of V . Then there exist r1, r2 ∈ 1, . . . , 2N such that r1 6= r2 and
Lr1 = λLr2 , for some λ ∈ C. We have therefore to study the following 2 cases :
Case r1, r2 ∈ 1, . . . ,N : Because these two columns are linearly dependent, it follows that
(2.21) det
((
vk
′1
k1
)
1≤k,k′≤N
)
= 0, det
(((
vk
′2
k1
)
1≤k,k′≤N
)t)
= 0.
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This implies by (2.17), (2.18) and (2.20) that
(2.22) a1111 = a
12
11 = a
21
11 = a
22
11 = 0.
which contradicts the assumption that the matrix A is invertible.
Case r1, r2 ∈ N+ 1, . . . ,2N or r1 ∈ 1, . . . ,N, r2 ∈ N+ 1, . . . , 2N : By a linear invertible change of coordinates preserving the BSD-
Models, we can assume that r1, r2 ∈ 1, . . . , N . Repeating the arguments from the first case, we obtain again contradiction because the matrix
A is invertible.
These explanations may be extended by similar manners for any natural number q concluding (2.15). 
Now, we are ready to normalize the formal holomorphic embedding (2.6) by the following commutative diagram
(2.23)
M (F,G)→ M′
m m
M (F,G)→ M′
,
where each equivalence in (2.23) is defined by linear changes of coordinates preserving the BSD-Models from (2.4). These changes of coordinates
are produced by Lemma 2.1. Thus the role of Lemma 2.1 is fundamental throughout the rest of this paper.
2.3. Application of the Normalization Procedure from Baouendi-Huang[1]. Recalling the formal holomorphic embedding
(
F˜ , G˜
)
in (2.5), we study by (2.1), (2.2), (2.6), (2.11), (2.12) the induced formal holomorphic embedding (F,G) between the BSD-Models from (2.4).
Making several linear invertible holomorphic changes of coordinates preserving the BSD-Models from (2.4), we show the following
Proposition 2.2. Let (F,G) be the formal holomorphic embedding defined in (2.6). Then up with compositions with linear holomorphic
automorphisms of the BSD-Models from (2.4), we have
(2.24) G11 (W,Z) =W +O(2), G12 (W,Z) = O(2), G21 (W,Z) = O(2), G22 (W,Z) = O(2), F2 (W,Z) = O(2).
Proof. Recalling (2.1), similarly as in (2.11) and (2.12), we write as follows
(2.25) G11 (W ) = A⊗W +O(2), G22 (W ) = D ⊗W +O(2), G21 (W ) = C ⊗W +O(2), G12 (W ) = B ⊗W +O(2),
where by (2.12) we have
(2.26)


A =
(
aβα
)1≤β≤q2
1≤α≤q2
∈ Mq2×q2 (C) ,
B =
(
bβα
)1≤β≤q(q′−q)
1≤α≤q2
∈ Mq(q′−q)×q2 (C) ,
C =
(
cβα
)1≤β≤q2
1≤α≤q(q′−q)
∈Mq2×q(q′−q) (C) ,
D =
(
dβα
)1≤β≤q(q′−q)
1≤α≤q(q′−q)
∈ Mq(q′−q)×q(q′−q) (C) .
Combining (2.6), (2.25) and (2.26), it follows that
(2.27)


A⊗W −A⊗W t = 2√−1
〈
F
(1)
1 (Z) , F
(1)
1 (Z)
〉
,
B ⊗W − C ⊗W t = 2√−1
〈
F
(1)
1 (Z) , F
(1)
2 (Z)
〉
,
D ⊗W −D ⊗W t = 2√−1
〈
F
(1)
2 (Z) , F
(1)
2 (Z)
〉
,
where F
(1)
1 (Z), F
(1)
2 (Z) may been seen by (2.1), (2.11), (2.12) as linear forms in Z, because a matrix may be seen by (2.1) as vector. Thus we
can associate by (2.12) to each of these linear forms in Z corresponding matrices. Moreover, we observe by (2.4) that
(2.28)


wkl − wlk
2
√−1 = 〈Zk, Zl〉 , for k 6= l and k, l = 1, . . . , q,
Imwkk = 〈Zk, Zk〉 , for k = 1, . . . , q,
where Z1, . . . , Zq are the row vectors of the matrix Z defined in (2.1) and 〈·, ·〉 is the standard hermitian inner-product.
In order to move forward, it is natural to consider by (2.11), (2.12) the following notations
(2.29)


Aij =
(
a
ij
kl
)
1≤k,l≤q
, for all i, j = 1 . . . , q,
Bij =
(
b
ij
kl
)
1≤k,l≤q
, for all j = . . . , q and i = 1 . . . , q′ − q,
Cij =
(
c
ij
kl
)
1≤k,l≤q
, for all i = 1 . . . , q and j = 1 . . . , q′ − q,
Dij =
(
d
ij
kl
)
1≤k,l≤q
, for all i, j = 1 . . . , q′ − q.
Studying the second matrix equation of (2.27), it follows by (2.12), (2.28) that
(2.30)


b
ij
ll
(
Rewll +
√−1 〈Zl, Zl〉
)− cji
ll
(
Rewll −
√−1 〈Zl, Zl〉
)
= Tijll
(
Z,Z
)
, for all corresponding i, j,
b
ij
kl
(
wlk + 2
√−1 〈Zk, Zl〉
)− cjilk (wlk) = Tijkl (Z,Z) , for all k = 1, . . . , q with k 6= l and corresponding i, j,
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for all l = 1, . . . , q, where Tijlk
(
Z,Z
)
depends by (2.11) only on Z and Z, for all k, l = 1, . . . , q and corresponding i, j. Thus
(2.31) bij
kl
= cji
lk
, for all k, l = 1, . . . , q and corresponding i, j.
Moreover, using similar arguments as in (2.31, we conclude by (2.29) ) that
(2.32)


Aij = Aji
t
, for all i, j = 1 . . . , q,
Bij = Cji
t
, for all corresponding i, j,
Dij = Dji
t
, for all i, j = 1 . . . , q′ − q.
Assume now that the matrix A is invertible. Then according to Lemma 2.1, we can write by (2.1), (2.11), (2.12) as follows
(2.33) A⊗W − (A⊗W )t = (V ⊗ Z) (V ⊗ Z)t , for some invertible matrix V ∈ MqN×qN (C).
We define now by (2.11) and (2.12) the following invertible linear change of coordinates
(2.34) W˜ = A⊗W, Z˜ = V ⊗ Z,
which preserves M′ from (2.4). It follows then by (2.33) and (2.6) that
(2.35) G11
(
W˜
)
= W˜ .
Combining (2.31) and (2.32), it follows by (2.6), (2.27) that
(2.36)


W˜ − W˜ t = 2√−1
〈
F
(1)
1
(
Z˜
)
, F
(1)
1
(
Z˜
)〉
,
B ⊗
(
W˜ − W˜ t
)
= 2
√−1
〈
F
(1)
1
(
Z˜
)
, F
(1)
2
(
Z˜
)〉
,
D ⊗
(
W˜ − W˜ t
)
= 2
√−1
〈
F
(1)
2
(
Z˜
)
, F
(1)
2
(
Z˜
)〉
,
where F
(1)
1
(
Z˜
)
, F
(1)
2
(
Z˜
)
may be seen by (2.1) and (2.12) as linear forms in Z˜, because Z˜ may be seen by (2.1) as vector. This local defining
equation (2.36) may be further simplified considering by (2.6) the following transformation
(2.37) E ⊗W ′ =
(
W ′11 W
′
12 − B ⊗W ′11
W ′21 − C ⊗W ′11 W ′22 −D ⊗W ′11
)
.
Combining (2.36) and (2.32), we can find a linear change of coordinates preserving the BSD-Model M′ from (2.4) according to Lemma 2.1,
which eliminates the presences of the matrices B, C, D in (2.36). Thus we have (2.24) in these coordinates.
It remains to justify why we can assume that the matrix A is invertible. Assume that firstly by (2.12) there is a invertible minor of type
q2 × q2 of the Jacobian-matrix of G (0,W ). Clearly any permutation of entries on the left hand side in 2.4) gives new coordinates for the
BSD-Model M′ in (2.4) according to Lemma 2.1. Thus we can eventually change the coordinates preserving the BSD-Model M′ from (2.4) in
order to assume that the matrix A is invertible.
Assume now that there is no invertible minor of type q2 × q2 of the Jacobian-matrix of G (0,W ). It is clear that the matrices A, B, C,
D can not be null matrices, because (F,G) is an embedding. Then simple substractions and permutations between entries in (2.27) define new
coordinates for the BSD-Model M′ in (2.4) according to Lemma 2.1. Thus similarly as previously, we can further simplify (2.27) eliminating
the presences of the matrices B, C, D in (2.27) by changes of coordinates preserving the BSD-Model M′ from (2.4) according to Lemma 2.1.
It is clear that we can assume afterwards that the diagonal entries of the matrix A do not vanish, otherwise (F,G) would not be an embedding.
Therefore, changing again the coordinates according to Lemma 2.1, we can assume that there exists at least a vanishing non-diagonal entry of
the matrix A recalling our initial assumption. This contradicts again that (F,G) is an embedding after extracting the linear part of F in (2.27).
Therefore, we can assume that the matrix A is invertible. 
We simplify (2.24) furthermore by applying the normalization procedure of Baouendi-Huang[1] as follows. We show that:
Proposition 2.3. Let (F,G) be the formal holomorphic embedding defined in (2.6) and (2.24. Then up to compositions with linear
holomorphic automorphisms of the BSD-Models defined in (2.4), we have
(2.38) F1 (Z,W ) = (Z +O(2),O(2)) .
Proof. Let Z1, Z2, . . . , Zq be the row vectors of the matrix Z from (2.1). Let R1 (Z) , R2 (Z) , . . . , Rq (Z) the row vectors of the matrix
F
(1)
1 (Z) from (2.6). Then the first matrix-equation in (2.36) gives that
(2.39) 〈Ri (Z) , Rj (Z)〉 = 〈Zi, Zj〉 , for all i, j = 1, . . . , q.
from where we obtain immediately that Rj (Z) depends only on Zj , for all j = 1, . . . , q.
Restricting (2.39) for each i = j = 1, . . . , q, we apply as follows the normalization procedure from Baouendi-Huang[1]. Let Ai be the matrix
of row vectors α1 (i) , . . . , αN (i) ∈ C2N such that the following holds
(2.40) 〈αu (i) , αl (i)〉 = δlu, for all i = 1, . . . , q and u, l = 1, . . . , N , for N = p− q.
where < ·, · > is the standard hermitian inner-product, for all i = 1, . . . , q. Recalling the procedure from Baouendi-Huang[1], we consider in
C2N the orthonormal bases
(2.41)
{
α1 (i) , . . . , αN (i) , α
⋆
N+1 (i) , . . . , α
⋆
2N (i)
}
, for all i = 1, . . . , q.
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Let A˜i be the matrix of row vectors α1 (i) , . . . , αN (i) , α
⋆
N+1 (i) , . . . , α
⋆
2N (i) ∈ C2N , for all i = 1, . . . , q. We denote by Z′1, Z′2, . . . , Z′q′
the row vectors of the following matrix
(2.42) Z′ :=


z11 z12 . . . z1N z1,N+1 . . . z1,2N
...
...
. . .
...
...
. . .
...
zq1 zq2 . . . zqN zq,N+1 . . . zq,2N
.
..
.
..
. . .
.
..
.
..
. . .
.
..
zq1 zq2 . . . zqN zq,N+1 . . . zq,2N


.
Now, we can define the matrix Z⋆ having the following row vectors
(2.43) Z⋆1 = Z
′
1A˜
−1
1 , . . . , Z
⋆
q = Z
′
qA˜
−1
q , Z
⋆
q+1 = Z
′
q+1, . . . , Z
′⋆
q′ = Z
′
q′ ,
Defining the following composition
(2.44) F ⋆ = τ⋆
A˜1,...,A˜q
◦ F, where τ⋆
A˜1,...,A˜q
(Z) = Z⋆,
we obtain (2.38) by (2.39) and (2.40). This concludes (2.38). 
The following notations are introduced in order to be prepared to move forward.
2.4. Special Notations. We write by (2.1), (2.6), (2.38) as follows
(2.45)
(
F1 (Z,W )
F2 (Z,W )
)
=
(
Z
0
)
+ A⊗W +O
(
|Z|2 ,W
)
,
where the matrix A is defined similarly by (2.11), (2.12) as follows
(2.46) A =
(
a
ij
kl
) j=1,...,2(p−q)
i=1,...,q′
k,l=1,...,q
.
We naturally define the following matrix
(2.47) R =
(
r111111, . . . , r11111q , . . . , r1111qq , . . . , rqqqqq′q′
)
,
where we use by (2.1), (2.7) the following notations
(2.48) 2rijabcd =


∂2gji
∂wab∂wcd
(0) +
∂2gij
∂wab∂wcd
(0), for all a, b, c, d = 1, . . . q and i, j = 1, . . . , q,
0, for all a, b, c, d = 1, . . . q, i, j = 1, . . . , q′ with i, j 6∈ {1, . . . , q}.
It is introduced also the following matrix
(2.49) W ′ :=


w11 w12 . . . w1q w1,q+1 . . . w1,q′
.
..
.
..
. . .
.
..
.
..
. . .
.
..
wq1 wq2 . . . wqq wq,q+1 . . . wqq′
...
...
. . .
...
...
. . .
...
wq′1 wq′2 . . . wq′q wq′,q+1 . . . wq′q′


.
This matrix (2.49) is used in order to change the coordinates together with the following matrix
(2.50) Mq′2×q′2 (C) ∋ Iabcdij =


1 . . . 0 . . . 0
..
.
. . .
..
.
. . .
..
.
0 . . . 1
1+rijabcd
. . . 0
...
. . .
...
. . .
...
0 . . . 0 . . . 1


, where i, j = 1, . . . , q′ and a, b, c, d = 1, . . . , q.
These matrices (2.50) are just diagonal matrices with the following property. Here in (2.50) the non-diagonal entries are 0 and only on the
(i, j)-entry is different than 1 with respect to the identifications from (2.1), (2.11) and (2.12), for all i, j = 1, . . . , q′.
Because the action of the matrix A in (2.45) is complicated, we consider transformations which eliminate by composition each component of
the matrix A and also the matrix R in (2.45). Following Baouendi-Huang[1] and Chern-Moser[5], we consider special classes of transformations
preserving the BSD-Models defined in (2.4). Recalling the normalizations (2.5) from Huang[11], we further normalize (2.6) as follows.
2.5. Analogues of the normalizations (2.5) from Huang[11]. Throughout this subsection we use similar notations as (2.11) and
(2.12). We define new changes of coordinates preserving the BSD-Models from (2.4) in order to simplify (2.45) eliminating the matrices A and
R defined in (2.46) and (2.47) from (2.45). It is recalled the autmorphism (2.4) from Huang[11].
The matrix R is eliminated from (2.45) as follows. It is applied Lemma 2.1 considering parameters. We write thus by (2.1), (2.11), (2.12),
(2.47), (2.42), (2.49) and (2.50) as follows
(2.51) Iabcdij ⊗W ′ −
(
Iabcdij ⊗W ′
)t
= 2
√−1
(
V˜ abcdij ⊗ Z′
)(
V˜ abcdij ⊗ Z′
)t
,
for all a, b, c, d = 1, . . . , q and i, j = 1, . . . , q′, where there are considered some invertible matrices
V˜ abcdij = V˜
abcd
ij
(
rijabcd,Wij
′) ∈ Mq′N′×q′N′ (C) , for all a, b, c, d = 1, . . . , q and i, j = 1, . . . , q′.
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These facts define the following special transformations
Qabcdij (Z
⋆,W ⋆) =
(
V˜ abcdij ⊗ Z⋆, Iabcdij ⊗W ⋆
)
,
which by (2.51) preserve the BSD-Models, for all a, b, c, d = 1, . . . , q and i, j = 1, . . . , q′.
In order to make convenient normalizations, we consider respecting (2.1), (2.11), (2.12) the following transformations
(2.52) Mq′2×q′2 (C) ∋ Sabcdij ,
defined such that we have w′ij+w
′
ab+w
′
cd on the entry (i, j) and w
′
ji+w
′
ab+w
′
cd on the entry (j, i), for all i, j = 1, . . . , q
′ and a, b, c, d = 1, . . . , q
such that (i, j), (j, i) 6∈ {(a, b), (c, d)}, otherwise having w′ij defined on the entry (i, j), for all i, j = 1, . . . , q′. It is assumed that the entry (i, j)
is w′ij +w
′
cd
if (i, j) = (a, b). The other remaining situations are considered analogously.
According to Lemma 2.1, we write as previously by (2.1), (2.11), (2.12), (2.42), (2.49) as follows
(2.53) Sabcdij ⊗W ′ −
(
Sabcdij ⊗W ′
)t
= 2
√−1
(
S˜abcdij ⊗ Z′
)(
S˜abcdij ⊗ Z′
)t
,
for all a, b, c, d = 1, . . . , q and i, j = 1, . . . , q′, where there are considered some invertible matrices
S˜abcdij ∈Mq′N′×q′N′ (C) , for all a, b, c, d = 1, . . . , q and i, j = 1, . . . , q′.
These facts define the following special transformations
Y abcdij (Z
⋆,W ⋆) =
(
S˜abcdij ⊗ Z⋆, Sabcdij ⊗W ⋆
)
,
which by (2.51) preserve the BSD-Models, for all a, b, c, d = 1, . . . , q and i, j = 1, . . . , q′.
There are defined also the following transformations
Xabcdij (Z
⋆,W ⋆) =
(
Y abcdij (Z
⋆,W ⋆)
)−1
,
which by (2.51) preserve the BSD-Models, for all a, b, c, d = 1, . . . , q and i, j = 1, . . . , q′.
We are ready now to define the first normalization of the transformation (G,F ) as follows
(2.54) (G⋆, F ⋆) = T1 ◦ (G,F ) , where T1 = X111111 ◦Q111111 ◦ Y 111111 ◦ · · · ◦Xqqqqq′q′ ◦Q
qqqq
q′q′
◦ Y qqqq
q′q′
.
Recalling (2.1), (2.7) and (2.6), it follows by (2.54) that
(2.55)
∂2
(
g⋆ij (Z,W )
)
∂wab∂wcd
|(Z,W )=0 +
∂2
(
g⋆ji (Z,W )
)
∂wab∂wcd
|(Z,W )=0 = 0, for all a, b, c, d, i, j = 1, . . . , q.
The matrix A is eliminated from (2.45) as follows. The approach is motivated by (2.4) from Huang[11]. Let Aijkl be the matrix having akl
as entry (i, j), otherwise only vanishing entries, where k, l ∈ 1, . . . , q, i ∈ 1, . . . , q′ and j = 1, . . . , 2 (p− q), according to (2.1), (2.11) and (2.12).
According to Lemma 2.1, we write as previously by (2.1), (2.11), (2.12), (2.42), (2.49) as follows
(2.56) U ijkl ⊗W ⋆ − U ijkl ⊗W ⋆
t
= 2
√−1
(
V
ij
kl ⊗
(
Z⋆ − Aijkl ⊗W ⋆
))(
V
ij
kl ⊗
(
Z⋆ − Aijkl ⊗W ⋆
))t
,
for some invertible matrices
(2.57)


U
ij
kl
= U ij
kl
(
A
ij
kl
, Z⋆,W ⋆
)
∈ Mq′2×q′2 (C) , where k, l = 1, . . . , q, i = 1, . . . , q′ and j = 1, . . . , 2 (p − q),
V
ij
kl
= V ij
kl
(
A
ij
kl
, Z⋆,W ⋆
)
∈ Mq′N′×q′N′ (C) where k, l = 1, . . . , q, i = 1, . . . , q′ and j = 1, . . . , 2 (p− q).
These facts define the following special transformations
T
ij
kl
(Z⋆,W ⋆) =
(
V
ij
kl
⊗
(
Z⋆ − Aij
kl
⊗W ⋆
)
, U
ij
kl
⊗W ⋆
)
,
which by (2.51) preserve the BSD-Models, where k, l = 1, . . . , q, i = 1, . . . , q′ and j = 1, . . . , 2 (p− q).
We define the second normalization of (G,F ) as follows
(2.58) (G⋆⋆, F ⋆⋆) = T2 ◦ (G⋆, F ⋆) , where T2 = T 1111 ◦ · · · ◦ T q
′N′
qq ,
where N ′ = 2 (p− q).
Using similar notations as in (2.7) and (2.6), we obtain
(2.59)
∂f⋆⋆il (Z,W )
∂wab
|(Z,W )=0 = 0, for all a, b = 1, . . . , q, i = 1, . . . , q′ and j = 1, . . . , 2(p − q).
Going forward, we examine of local defining equations as follows. It follows by (2.10) that
(2.60)
1
2
√−1
(
G⋆⋆11 (Z,W )−G⋆⋆11 (Z,W ) G⋆⋆12 (Z,W )−G⋆⋆21 (Z,W )
G⋆⋆21 (Z,W )−G⋆12 (Z,W ) G⋆⋆22 (Z,W )−G⋆⋆22 (Z,W )
)
=
(
F ⋆⋆1 (Z,W )F
⋆⋆
1 (Z,W ) F
⋆⋆
1 (Z,W )F
⋆⋆
2 (Z,W )
F ⋆⋆2 (Z,W )F
⋆⋆
1 (Z,W ) F
⋆⋆
2 (Z,W )F
⋆⋆
2 (Z,W )
)
.
This equation (2.60) is further studied in order to compute the formal transformation. Following Proposition 3.1 from Huang[11], we consider
linearizations of the diagonal entries in (2.60). These normalizations (2.55) and (2.59) are fundamental in order to find invariants and represent
the analogues of the normalizations (2.5) from Huang[11].
These facts are described as follows. We extract terms of degree 4 in (2.60) in order to see how (2.55) and (2.59) apply. Then we apply a
change of coordinates from Huang-Ji[13] in order to obtain suitable coordinates. We show that
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2.6. Geometrical Rank. Let (F ⋆⋆, G⋆⋆) be defined as in (2.58). We consider by (2.6) the following notation
(2.61) F ⋆⋆1 (Z,W ) = (f
⋆⋆, ϕ⋆⋆) (Z,W ) .
If H (Z,W ) is a formal power series in (Z,W ) recalling (2.1), we define the weight of any entry of Z to be 1 and the weight to any weight of
W to be 2. Then the weighted degree h of H (Z,W ) is the minimum of its weighted degrees of the homogeneous terms of its formal expansion.
We write then as follows
H (Z,W ) = O(h).
We extract terms of degree 4 in (2.60) in order to see how (2.55) and (2.59) apply. Then we apply changes of coordinates from Huang-Ji[13] in
order to obtain convenient coordinates. We show that :
Lemma 2.4. Considering changes of coordinates preserving the BSD-Models, we have
(2.62)


f⋆⋆ (Z,W ) = Z +
√−1
2


z11
q∑
i,j=1
α1ijwij 0 . . . 0
z21
q∑
i,j=1
α2ijwij 0 . . . 0
...
...
. . .
...
zq1
q∑
i,j=1
α
q
ijwij 0 . . . 0


+O(4),
ϕ⋆⋆ (Z,W ) =


z11
N∑
l=1
γ111l z1l z11
N∑
l=1
γ211l z1l . . . z11
N∑
l=1
γN11l z1l
z21
N∑
l=1
γ122l z2l z21
N∑
l=1
γ222l z2l . . . z21
N∑
l=1
γN22l z2l
...
...
. . .
...
zq1
N∑
l=1
γ
1q
ql z1l zq1
N∑
l=1
γ
2q
ql z1l . . . zq1
N∑
l=1
γ
Nq
ql z1l


+O(3), where N = p− q,
or the following holds
(2.63)
{
f⋆⋆ (Z,W ) = Z +O(3),
ϕ⋆⋆ (Z,W ) = O(2),
where each of the real numbers sets 

{
α1ij
}
i,j=1,...,q
, . . . ,
{
α
q
ij
}
i,j=1,...,q
,
{
γ111l
}
l=1,...,N
, . . . ,
{
γN11l
}
l=1,...,N
,
{
γ122l
}
l=1,...,N
, . . . ,
{
γN22l
}
l=1,...,N
,
..
.
. . .
..
.{
γ
1q
ql
}
l=1,...,N
, . . . ,
{
γ
Nq
ql
}
l=1,...,N
,
contains non-vanishing numbers.
Proof. We write by (2.1), (2.7), (2.24), (2.38) as follows
(2.64)


f⋆⋆il (Z,W ) = zil +
q∑
k,u=1
ailku (Z)wku + bil (Z) + O(4), for all i = 1, . . . , q and l = 1, . . . , p − q,
g⋆⋆ij (Z,W ) = wij +Aij (Z) +
q∑
k,u=1
b
ij
ku
(Z)wku +
q∑
k,u,k′,u′=1
D
ij
kuk′u′
wkuwk′u′ +O(5), for all i, j = 1, . . . , q,
ϕ⋆⋆il (Z,W ) = (ϕ
⋆⋆
il (Z))
(2) +O(3), for all i = 1, . . . , q and l = 1, . . . , p− q,
where
(
ϕ⋆⋆il (Z)
)(2)
is a homogeneous polynomial of degree 2 in Z according to the identification from (2.1), for all i = 1, . . . , q and l = 1, . . . , p−q.
Extracting terms of degree 4 of the diagonal entries of (2.60), we conclude by (2.64) that
Im

Aii (Z) +
q∑
k,u=1
biiku (Z)wku +
q∑
k,u,k′,u′=1
Diikuk′u′wkuwk′u′
−2√−1
p−q∑
l=1
zil

bil (Z) + q∑
k,u=1
ailku (Z)wku



 =
p−q∑
l=1
(ϕ⋆⋆il (Z))
(2) (ϕ⋆⋆il (Z))(2),
(2.65)
FORMAL HOLOMORPHIC EMBEDDINGS BETWEEN BSD-MODELS 9
for all i = 1, . . . , q. Recalling (2.28), we get by (2.65) the following expansion
Im

Aii (Z) +
q∑
k,u=1
(
biikk (Z)wkk +D
ii
kkuuwkkwuu
)+ 12√−1


q∑
k,u=1
k 6=t
(
biiku (Z)wku − biiku (Z)
(
wuk − 2
√−1 〈Zu, Zk〉
))


+
1
2
√−1


q∑
k,u,k′,u′=1
k′ 6=u′, k 6=u
(
Diikuk′u′wkuwk′u′ −Diikuk′u′
(
wuk − 2
√−1 〈Zu, Zk〉
) (
wu′k′ − 2
√−1 〈Zu′ , Zk′〉
))


+
1
2
√−1


q∑
k,k′,u′=1
k′ 6=u′
(
Diikkk′u′wkkwk′u′ −Diikkk′u′wkk
(
wu′k′ − 2
√−1 〈Zu′ , Zk′〉
))

−
p−q∑
l=1
zil


q∑
k,u=1
k 6=u
(
ailku (Z)wku + a
il
kk (Z)wkk
)


−
p−q∑
l=1
zil


q∑
k,u=1
k 6=u
(
ail
ku
(Z)
(
wuk − 2
√−1 〈Zu, Zk〉
)
+ ail
kk
(Z)wkk
)

 = 2Re
{
p−q∑
l=1
zilbil (Z)
}
+
p−q∑
l=1
(ϕ⋆⋆il (Z))
(2) (ϕ⋆⋆
il
(Z)
)(2)
,
(2.66)
for all i = 1, . . . , q. Here Z1, Z2, . . . , Zq are the row vectors of the matrix Z defined in (2.1) and 〈·, ·〉 is the standard hermitian inner-product.
Then (2.65) implies Aii (Z) = 0, for all i = 1, . . . , q. Recalling (2.55), we conclude by (2.66) that
(2.67)


Diikuk′u′ = 0, b
ii
ku (Z) = 0, bil (Z) = 0, for all i, k, u, k
′, u′ = 1, . . . , q with k 6= u, k′ 6= u′ and l = 1, . . . , p− q,
p−q∑
l=1
zila
il
ku (Z) +
p−q∑
l=1
zila
il
uk (Z) = 0, for all i, k, u = 1, . . . , q.
Then the second equation in (2.67) implies
(2.68) ailku (Z) = a
il
ku (Zi) , for all i, k, u = 1, . . . , q and l = 1, . . . , p − q.
We separate now the imaginary side from the real side in (2.66). We obtain
(2.69)


Im
{
q∑
k=1
(
biikk (Z) +
q∑
u=1
Diikkuu 〈Zu, Zu〉
)
〈Zk, Zk〉 − 2
q∑
k=1
p−q∑
l=1
zila
il
kk (Z) 〈Zk, Zk〉
}
+
1
2
√−1


q∑
k,k′,u′=1
k′ 6=u′
(
Diikkk′u′wk′u′ −Diikkk′u′
(
wu′k′ − 2
√−1 〈Zu′ , Zk′〉
)) 〈Zk, Zk〉

 =
p−q∑
l=1
(ϕ⋆⋆il (Z))
(2) (ϕ⋆⋆il (Z))(2),
1
2
√−1
q∑
k′=1


q∑
k,k′,u′=1
k′ 6=u′
(
Diikkk′u′wk′u′ −Diikkk′u′
(
wu′k′ − 2
√−1 〈Zl′ , Zk′〉
))
Rewk′k′


+ Im
{
q∑
k=1
(
biikk (Z) +
q∑
u=1
DiikkuuRewuu − 2
√−1
p−q∑
l=1
zila
il
kk (Z)
)
Rewkk
}
= 0,
for all i = 1, . . . , q.
Then (2.69) gives by (2.55) that
(2.70) Diikkk′u′ = 0, b
ii
kk (Z) = 0, for all i, k, u, u
′ = 1, . . . , q with k′ 6= u′.
It is required to go back to (2.60). Combining (2.70) and (2.67), we obtain
(2.71) Dij
kuk′u′
= 0, bijku (Z) = 0, for all i, j, k, u, k
′, u′ = 1, . . . , q.
Combining (2.59), (2.67), (2.68) and (2.71), we obtain
(2.72)


p−q∑
l=1
zjla
il
kt
(Zi) +
p−q∑
l=1
zila
jl
uk
(Zj) = 0, for all k, u = 1, . . . , q,
− 2√−1
q∑
k,u=1
k 6=u
(
p−q∑
l=1
zjla
il
ku
(Zi)
)
〈Zu, Zk〉 − 2
√−1Re
{
q∑
k=1
(
p−q∑
l=1
zjla
il
kk
(Zi)
)}
〈Zk, Zk〉+
p−q∑
l=1
(ϕ⋆⋆il (Z))
(2)
(
ϕ⋆⋆
jl
(Z)
)(2)
= 0,
for all i, j = 1, . . . , q.
Returning to (2.64), we obtain
(2.73)


f⋆⋆il (Z,W ) = zil +
q∑
k,u=1
ailku (Zi)wku +O(4), for all i = 1, . . . , q and l = 1, . . . , p− q,
g⋆⋆ij (Z,W ) = wij +O(5), for all i, j = 1, . . . , q.
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It is clearly obtained by (2.66) that (2.63) holds under the following assumption
(2.74)
p−q∑
l=1
(ϕ⋆⋆il (Z))
(2) (ϕ⋆⋆il (Z))(2) ≡ 0, for all i = 1, . . . , q.
Thus, it remains to study the non-trivial situation when there exists i0 ∈ 1, . . . , q such that
(2.75)
p−q∑
l=1
(
ϕ⋆⋆i0l (Z)
)(2) (
ϕ⋆⋆i0l
(Z)
)(2) 6≡ 0.
In order to proceed to a further study of (2.72), we write by (2.1) as follows
(2.76) ϕ⋆⋆il (Z) = ϕ
⋆⋆
il (Z1, . . . , Zq) =
q∑
i1,i2=1
ϕ
(i1,i2)
il
(Zi1 , Zi2 ) , for all i = 1, . . . , q and l = 1, . . . , p− q,
where ϕ
(i1,i2)
il
(Zi1 , Zi2 ) is a homogeneous polynomial in (Zi1 , Zi2 ) recalling (2.1), for all i1, i2, i = 1, . . . , q and l = 1, . . . , p− q.
Now we are prepared to adapt the strategy from Huang-Ji[13]. We introduce the following notations
(2.77) Aiku =
(
ai1ku, . . . , a
iN
ku
)
, for all k, u, i = 1, . . . , q and N = p− q.
Now, the first equation in (2.72) implies
(2.78)
〈
Zi,Ajku (Zj)
〉
+
〈Aiuk (Zi) , Zj〉 = 0, for all k, u, i, j = 1, . . . , q,
where 〈·, ·〉 is the standard hermitian inner-product.
The notations (2.77) may seen as matrices. Defining
(2.79) Bj
ku
= −√−1Aj
ku
, for all k, u, j = 1, . . . , q,
it follows that
(2.80)
〈
Zi,Bjku (Zj)
〉
=
〈Biuk (Zi) , Zj〉 , for all k, u, i, j = 1, . . . , q.
Extracting homogeneous terms in (2.72) using (2.76), we obtain
(2.81)


〈
Zi,Bjkk (Zj)
〉
〈Zk, Zk〉 =
p−q∑
l=1
ϕ
(i,k)
il
(Zi, Zk)ϕ
(j,k)
jl
(Zj , Zk), for all i, j, k = 1, . . . , q,
〈
Zi,Bjku (Zj)
〉
〈Zk, Zu〉 =
p−q∑
l=1
ϕ
(i,k)
il (Zi, Zk)ϕ
(j,u)
jl (Zj , Zu), for all i, j, k, u = 1, . . . , q with k 6= u.
Taking Z1 = · · · = Zq previously, it follows that Bjku are diagonalizable, for all k, u, j = 1, . . . , q. We can write thus as follows
(2.82) Bjku = Ukuj


α
kuj
1 0 . . . 0
0 αkuj2 . . . 0
..
.
..
.
. . .
..
.
0 0 . . . αkujN

U−1kuj , for N = p− q and for all k, u, j = 1, . . . , q.
where Ukuj is a unitary matrix, for N = p− q and for all k, u, j = 1, . . . , q.
It is clear that (2.72) and (2.75) conclude that the matrices from (2.82) can not all vanish. Also, (2.75) implies
(2.83) rank
(B1kk) = · · · = rank (Bqkk) , for all k = 1, . . . , q.
Now are ready to recall the approach from (the pages 226−227 from) Huang-Ji[13]. In particular, we recall (3.2) from Huang-Ji[13] having
in view the first equation in (2.81) and taking Z1 = · · · = Zq previously in (2.81). Then the approach from Huang-Ji[13] gives
α
kuj
2 = · · · = αkujN = 0, for all k, u, j = 1, . . . , q.
Moreover, we can write as follows
(2.84)


ϕ
(i,k)
i1 (Zi, Zk)
ϕ
(i,k)
i2 (Zi, Zk)
...
ϕ
(i,k)
iN (Zi, Zk)

 = zi1Cik (Zk)
t , where Cik ∈ MN×N (C) and N = p − q and i, k = 1, . . . , q,
where Z1, Z2, . . . , Zq are the row vectors of the matrix Z from (2.1). It follows that
(2.85) Cik(Ciu)
t = αkui1 , for all i, k, u = 1, . . . , q.
Then (2.85) provides convenient changes of coordinates the BSD-Models recalling changes of coordinates from (the page 227) from Huang-Ji[13].
The remaining details are left as exercise to the reader. 
It is detected an analogue of the fundamental notion of geometrical rank discovered by Huang[11],[12]. Interestingly, this geometrical
rank is defined by several matrices that have the same rank being induced by the classical geometrical rank[12]. It is defined by (2.83). Our
geometrical rank is obviously zero in the case of Kim-Zaitsev[17], while this geometrical rank (2.83) can be 0 or 1 in our case. This explains
the obvious similarities to the case studied by Huang-Ji[13].
Now we are ready to conclude the classification (1.4) as follows.
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3. Proof of Theorem 1.1
In order to proceed, we write (2.7) by (2.1), (2.6) as follows
(3.1)


G (Z,W ) =

 ∑
J∈Nq2 , I∈Nq(p−q)
g
I,J
ij (Z)W
J


1≤i,j≤q′
,
F (Z,W ) =

 ∑
J∈Nq2 , I∈Nq(p−q)
f
I,J
kl
(Z)W J


1≤l≤2(p−q)
1≤k≤q′
,
where the coefficients of W are homegeneous polynomials in Z of degree I ∈ Nq(p−q) according to the identification from (2.1).
We study the local defining equations (2.10) using (3.1) in order to simplify the formal holomorphic embedding from (2.6) by further
normalizations. In particular, we extract the terms of degree d in
(
Z,Z
)
from (2.10) according to the identification from (2.1). We obtain
(3.2)
1
2
√−1
∑
J∈Nq
2
, I∈Nq(p−q)
|I|+2|J|=d
(
g
I,J
ij (Z)W
J − gI,Jji (Z)W J
)
=
2(p−q)∑
l=1
∑
J1,J2∈Nq
2
, I1,I2∈Nq(p−q)
|I1|+2|J1|+|I2|+2|J2|=d
f
I1,J1
il
(Z)W J1fI2,J2
jl
(Z)W J2 ,
for all i, j = 1, . . . , q′.
In order to analyse (3.2), we write as follows
(3.3) gI,Jij (Z) =
∑
J∈Nq2 , I∈Nq(p−q)
c
I,J
ij Z
I , f
I,J
kl
(Z) =
∑
J∈Nq2 , I∈Nq(p−q)
d
I,J
ij Z
I , for all i, j, k ∈ 1, . . . , q′ and l = 1, . . . , 2 (p− q).
Following Baouendi-Ebenfelt-Huang[2], we analyse (3.2) using (2.28). We consider further normalizations as follows.
3.1. Application of the moving point trick from Huang[11]. We introduce the following matrices similarly as in (2.1):
(3.4) ν = (νkl)1≤k,l≤q , Ξ = (ξkl) 1≤k≤q
1≤l≤p−q
.
We consider the complexification of (2.28)
(3.5)
wkl − νlk
2
√−1 = 〈Zk,Ξl〉 for k, l = 1, . . . , q.
where Z1, . . . , Zq are the row vectors of the matrix Z, Ξ1, . . . ,Ξq are the row vectors of the matrix Ξ and 〈·, ·〉 is the standard hermitian
inner-product.
We study now the complexification of (3.2) using (3.5) and assuming that ν vanishes. Thus, we have W = ZΞ
t
. We identify the coefficient
of W J according to the identification (2.1), where J ∈ Nq2 . We have analyse the following cases:
Case i, j ∈ 1, . . . , q: We have
(3.6) c0,Jij W
J =
〈
d
I′,J′
i,j Zi,Ξj
〉
W J
′
+ . . . ,
for suitable J ′ ∈ Nq2 and I′ ∈ Nq(p−q). For instance, for given
J = (j11, j12, . . . , j1q, j21, j22, . . . , jqq) ∈ Nq2 , J ′ =
(
j′11, j
′
12, . . . , j
′
1q , j
′
21, j
′
22, . . . , j
′
qq
) ∈ Nq2 , i, j ∈ 1, . . . , q,
the following holds
j11 = j
′
11, . . . , jij − 1 = j′ij , . . . , jqq = j′qq , I = (0, . . . , 1, . . . , 0) .
In ,,. . . ” other terms may appear defined by higher order terms in Ξ and Z defined by the F -part of the transformation. We obtain
(3.7) c0,Jij = K
(
d
I′,J′
i,j , . . .
)
,
where K
(
d
I′,J′
i,j , . . .
)
is a constant defined by dI
′,J′
i,j , . . . .
Cases i ∈ 1, . . . , q and j ∈ q + 1, . . . , q′ or j ∈ 1, . . . , q and i ∈ q + 1, . . . , q′ or i, j ∈ q + 1, . . . , q′: It follows as previously that
(3.8) c0,Jij = K
(
d
I′,J′
i,j , . . .
)
,
where K
(
d
I′,J′
i,j , . . .
)
is a constant defined by dI
′,J′
i,j , . . . .
Recalling the BSD-Models M′ and M from (2.4), we show that:
Lemma 3.1. Up to compositions with holomorphic automorphisms of M′, we have
(3.9) G (Z,W ) =
(
W 0
0 0
)
.
Proof. Let P = (Z0,W0) ∈ M close to origin. Following Huang[11] and Baouendi-Huang[1], we consider the mapping
(3.10) (F,G)P = τ
(F,G)
P ◦ (F,G) ◦ σ0P = (FP , GP ) ,
where we use by (2.8) the following notations
(3.11)


σ0(Z0,W0)
(Z,W ) =
(
Z + Z0,W +W0 + 2
√−1 〈Z,Z0〉
)
,
τ
(F,G)
(Z0,W0)
(Z⋆,W ⋆) =
(
Z⋆ − F (Z0,W0) ,W ⋆ −G (Z0,W0)t − 2
√−1 〈Z⋆, F (Z0,W0)〉
)
.
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It is clear that
σ0P (0) = P, τ
(F,G)
(F,G)(P )
((F,G) (P )) = 0, det
(
∂G11 (W )
∂W
)
(0) 6= 0.
According to the normalization procedures described by Propositions 2.2 and 2.3, we recall (2.58) and we consider
(3.12)
(
G˜, F˜
)
= T2 ◦ (G,F ) , where T2 = T2 (P ).
This composition provides convenient normalizations as in (2.59). More precisely, it is composed the formal transformation with another
transformation as (3.12). This transformation is defined by convenient substractions of homogeneous terms in W according to (3.6), (3.7), (3.8)
from the F -component of the formal transformation. It is how the terms defined by W appearing in (3.6), (3.7), (3.8) are eliminated from the
F -component of the formal transformation. Then recalling again (3.6), (3.7), (3.8) and varying the point P ∈ M, we obtain
(3.13) G˜ (0,W ) =
(
W 0
0 0
)
, F˜ (0,W ) = 0, . . . ,
where ,,. . . ” define terms provided by (3.7) and (3.8).
The decisive argument comes now from Hamada[10]. In the light of (3.13), we analyse the right hand side in (3.2). We extract now the
coefficients of the homogeneous terms in the expansion of G˜ of the following type
ZI (Rew11)
j11 (w12)
j12 . . . (w1q)
j1q (w12)
j12 . . . (Rewqq)
jqq ,
where I ∈ Nq(p−q), and j11, j12, . . . , j1q , j21, . . . , jqq ∈ N. Identifying the coefficients of the corresponding homogeneous terms on the left hand
side in (3.2), we obtain immediately (3.9). 
Now we are ready to move forward.
3.2. Application of the Procedure from Hamada[10]. This procedure is similar to the construction procedure of normal forms learnt
by the author[3],[4] from Zaitsev[28]. Following Hamada[10], we are ready to linearize the local defining equations considered as the diagonal
entries in (2.10).
Assume that (2.62) holds. We compute the F -component of the formal holomorphic embedding recalling the computations (of the pages
704 − 707) from Hamada[10] as follows. We assume that zi1 = 0 on the diagonal entry (i, i) in (2.10), for all i = 1, . . . , q. We omit the details
due to obvious similarities to the computations of Hamada[10]. We obtain easily that if (F,G) is defined by (3.1) and satisfies (3.9), then
(3.14)
{
fk1 (Z,W ) = zk1f˜k1 (Z,W ) , fk2 (Z,W ) = zk2 + zk1f˜k2 (Z,W ) , . . . , fkN (Z,W ) = zkN + zk1f˜kN (Z,W ) , for all k = 1, . . . , q,
ϕk,1 (Z,W ) = zk1ϕ˜k,1 (Z,W ) , . . . , ϕk,N (Z,W ) = zk1ϕ˜k,N (Z,W ) , for all k = 1, . . . , q,
for N = p− q, where f˜kl (Z,W ) , ϕ˜kl (Z,W ) are formal holomorphic mappings, for all l = 1, . . . , N and k = 1, . . . , q.
We analyse again the diagonal entries of (3.2) using (3.14) and recalling Hamada[10]. We observe the vanishing of the coefficients of the
terms of following type
(3.15) zk1Z
Izkl (Rew11)
j11 (w12)
j12 . . . (w1q)
j1q (w12)
j12 . . . ,
where I ∈ Nq(p−q), k = 1, . . . , q, l = 2, . . . , N and j11, j12, . . . , j1q , j21, · · · ∈ N, for N = p− q. We obtain
(3.16) f˜kl (Z,W ) ≡ 0, for all l = 2, . . . , N and k = 1, . . . , q, for N = p − q.
Assume that (2.63) holds. We compute the F -component of the formal holomorphic embedding defined by (3.1) satisfying (3.9) as follows.
We repeat the computations (of the pages 704− 707) from Hamada[10] without assuming that zi1 = 0 on the diagonal entry (i, i) in (2.10), for
all i = 1, . . . , q. We obtain
(3.17)
{
fk1 (Z,W ) = zk1, fk2 (Z,W ) = zk2, . . . , fkN (Z,W ) = zkN , for all k = 1, . . . , q,
ϕk,1 (Z,W ) = 0, . . . , ϕk,N (Z,W ) = 0, for all k = 1, . . . , q,
where N = p− q. In the both situations (3.14) and (3.17), we obtain
(3.18) F2 (Z,W )F2 (Z,W )
t = 0, assuming that (2.4) holds.
We expand the formal power series in (3.18). We obtain
(3.19) F2 (Z,W ) = 0.
Now, we are ready to move forward in order to conclude (1.4).
3.3. Application of the Normalization Procedure from Huang-Ji[13]. There are introduced the following matrices
(3.20) Z′t =


z11 . . . zp−q,1
..
.
. . .
..
.
z1,q . . . zp−q,q

 , Z′′t =


zp−q+1,1 . . . zp,1
..
.
. . .
..
.
zp−q+1,q . . . zp,q

 ,
and respectively the following matrices
(3.21) Z⋆′t =


z⋆11 . . . z
⋆
p′−q′,1
...
. . .
...
z⋆
1,q′
. . . z⋆
p′−q′,q′

 , Z⋆′′t =


z⋆
p′−q′+1,1 . . . z
⋆
p′,1
...
. . .
...
z⋆
p′−q′+1,q′ . . . z
⋆
p′,q′

 ,
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where (Z′, Z′′) are the coordinates in Cpq and respectively
(
Z⋆′, Z⋆′′
)
are the coordinates in Cp
′q′ recalling the identification from (2.1). These
coordinates are useful in order to define the following classes of transformations
(3.22)


(
ϕB
(
Z′, Z′′
))t
=
1
Iq −BZ′′t
(√
Iq −BZ′t, B − Z′′t
)
, ϕB :M→ Sp,q,
(
ϕ˜A2
(
Z⋆′, Z⋆′′
))t
=
1
Iq′ − A2Z⋆′′t
(√
Iq′ −A2Z⋆′t, A2 − Z⋆′′t
)
, ϕ˜A2 :M′ → Sp′,q′ ,
where we have
(3.23)


B =


b1 0 . . . 0
0 b2 . . . 0
...
...
. . .
...
0 0 . . . bq

 ∈ Mq2×q2 (C), where b1, b2, . . . , bq ∈ [0, 1),
A =


a1 0 . . . 0
0 a2 . . . 0
...
...
. . .
...
0 0 . . . aq′

 ∈Mq′2×q′2 (C), where a1, a2, . . . , aq′ ∈ [0, 1).
Denoting by W the generalized Whitney type mapping in (1.4), we have
(3.24) W = (Z1, Z2 ⊙ Z)t ,
where we use the following notation
(3.25) (Z2 ⊙ Z)t =


zp1z11 . . . zp1zp1
...
. . .
...
zpqz1q . . . zp,qzp,q

 , for Zt1 =


z11 . . . zp−1,1
...
. . .
...
z1,q . . . zp−1,q

 , Zt2 =


zp1
...
zpq

 .
We apply the normalization procedure of Huang-Ji[13] in order to conclude the proof of Theorem 1.1. More precisely, we adapt the proof
of Lemma 6.3 from Huang-Ji[13]. Recalling (2.5), we show that
Lemma 3.2. Let V : Sp,q → Sp′,q′ be a formal holomorphic embedding defined as follows
(3.26) V (Z) =


z11 . . . z1,q 0 . . . 0
...
. . .
...
...
. . .
...
zp−1,1 . . . zp−1,q 0 . . . 0
zp1H11 . . . zpqH1q 0 . . . 0
.
..
. . .
.
..
.
..
. . .
.
..
zp1Hp1 . . . zpqHpq 0 . . . 0


, where H =


H11 . . . H1q
...
. . .
...
Hp1 . . . Hpq

 ∈ Aut (Sp,q) ,
where q < p, q′ < p′ such that p′ − q′ = 2 (p− q) and p − q > 1. Then F is equivalent to the Whitney type mapping defined in (1.4) up to
compositions with holomorphic automorphisms of Sp,q and Sp′,q′ .
Proof. It is enough to consider the case when q = q′. We know from Kaup-Zaitsev[15],[16] that H extends to a holomorphic automorphism
of Dp,q. It has thus sense to consider the matrix H(0) = P0. We denote the row vectors of P t0 as follows
(3.27)


v1 = (v11, v12, . . . , v1p) ,
v2 = (v21, v22, . . . , v2p) ,
. . . . . . . . . . . . . . . . . . . . . . . . ,
vq = (vq1, vq2, . . . , vqp) .
Recalling that P0 is a matrix, it follows that
(3.28) 〈P0, P0〉 ≤ Iq,
where 〈·, ·〉 is the hermitian inner-product defined in (2.8), which implies
(3.29) 〈vi, vi〉 ≤ 1, for all i = 1, . . . , q,
where 〈·, ·〉 is the standard hermitian inner-product.
We follows computations from Huang-Ji[13]. We chose a matrix U preserving Sp,q such that by (2.1), (2.11), (2.12) the following holds
(3.30) (H(0) ⊗ U)t ≡


0 0 . . . 0 b1 0 . . . 0
0 0 . . . 0 0 b2 . . . 0
.
..
.
..
. . .
.
..
.
..
.
..
. . .
.
..
0 0 . . . 0 0 0 . . . bq

 , where b1, b2, . . . , bq ∈ [0, 1).
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This fact is possible as we shall show as follows. We consider the following unitary matrices
U ii =


uii11 u
ii
12 . . . u
ii
1N
uii21 u
ii
22 . . . u
ii
2N
.
..
.
..
. . .
.
..
uiiq1 u
ii
q2 . . . u
ii
qN


t
∈MN2×N2 (C) , where i = 1, . . . , q.
These unitary matrices are chosen in order to preserve Sp,q. Thus
(3.31)
{ 〈
Z⋆i U
ii, Z⋆i U
ii
〉
= 1, for all i = 1, . . . , q,〈
Z⋆i U
ii, Z⋆j U
jj
〉
= 0, for all i, j = 1, . . . , q with i 6= j,
where 〈·, ·〉 is the standard hermitian inner-product.
In particular, the following holds
(3.32)


uiik1u
jj
k1 + u
ii
k2u
jj
k2 + · · ·+ uiikNujjkN = 1, for all k, i, j = 1, . . . , q,
uiik1u
jj
l1 + u
ii
k2u
jj
l2 + · · ·+ uiikNujjlN = 0, for all k, l, i, j = 1, . . . , q with k 6= l.
Assume that v11 6= 0 and v12 6= 0. Then, after a change of coordinates as in (3.31), we can assume v11 = 0 and v12 6= 0. In order this to happen,
it is enough to chose suitable matrices as follows
(3.33)


uii11 u
ii
12 0 . . . 0
uii21 u
ii
22 0 . . . 0
uii31 u
ii
32 u
ii
33 . . . u
ii
3N
..
.
..
.
..
.
. . .
..
.
uiiN1 u
ii
N2 u
ii
N3 . . . u
ii
NN


, uii11u
jj
11 + u
ii
12u
jj
12 = 1, u
ii
21u
jj
21 + u
ii
22u
jj
22 = 1, u
ii
11u
jj
21 + u
ii
12u
jj
22 = 0,
where i, j = 1, . . . , q such that (3.31) holds. In particular, we make the following assumption
(3.34) u1111v1 + u
11
12v2 = 0, u
11
21v1 + u
11
22v2 6= 0.
Therefore, making consecutive similar changes of coordinates, we can assume
(3.35) v1l 6= 0, ⇐⇒ l = p− q + 1.
Clearly, any row vectors switching define changes of coordinates preserving (3.35). Thus, we can repeat the previous procedure taking convenient
matrices similarly as in (3.33) in order to assume
(3.36)


v1l 6= 0⇐⇒ l = p− q + 1,
v2l 6= 0⇐⇒ l = p− q + 2,
...
vql 6= 0⇐⇒ l = p.
Considering transformations of rotation type, we can write as follows
v1l = b1, v2l = b2, . . . , vql = bq ∈ [0, 1).
This concludes the claim (3.30). Thus, replacing V (Z′, Z′′) with
(
Z′, Z′′2 ⊙ (U ⊗H)
)
, we have
(3.37) (H(0))t ≡


0 0 . . . 0 b1 0 . . . 0
0 0 . . . 0 0 b2 . . . 0
...
...
. . .
...
...
...
. . .
...
0 0 . . . 0 0 0 . . . bq

 , where b1, b2, . . . , bq ∈ [0, 1).
It is known from Kaup-Zaitsev[15],[16] that any holomorphic automorphism of Sp,q extends to a holomorphic automorphism ofDp,q. Considering
identifications as in (2.11), (2.12), (3.22) and a certain matrix U˜ preserving Sp,q , we can write as follows
(3.38) H
(
Z′, Z′′
)
= U˜ ⊗ ϕB
(
Z′, Z′′
)
,
where we use by (3.30), (3.37) the following matrix
B =


b1 0 . . . 0
0 b2 . . . 0
.
..
.
..
. . .
.
..
0 0 . . . bq

 ∈ Mq2×q2 (C) , where b1, b2, . . . , bq ∈ [0, 1).
By (3.37) and (3.38), we can assume
(3.39) V
(
Z′, Z′′
)
=
(
Z′, Z′′2 ⊙ ϕB
(
Z′, Z′′
))
.
Considering a transformation denoted by UA that leaves invariant Sp′,q′ according to (page 245 from) Huang-Ji[13], we define
(3.40) Ψ
(
Z′, Z′′
)
= UA ◦ ϕ˜A2 ◦W ◦ ϕA
(
Z′, Z′′
)
,
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having in mind by (3.22) the following diagram
(3.41)
Sp,q
W→ Sp′,q′
↑ϕA ↑ϕ˜A2
M → M′
, UA : Sp′,q′ → Sp′,q′ .
It is required now to consider the following matrix
(3.42) Z′′′ =


zp−q+1,1 . . . 0
..
.
. . .
..
.
0 . . . zp,q


Considering chances of coordinates preserving Sp,q , we can achieve that
(3.43)
(
V
(
Z′, Z′′
))t
=
(
Z′t, Z′′′
(
ϕB
(
Z′, Z′′
))t)
.
These changes of coordinates define the following equivalence
(3.44)
(
V
(
Z′, Z′′
))t ∼ (Z′t, Z′′′ (ϕB (Z′, Z′′))t) .
Now, we can reformulate computations (from the pages 244-245) from Huang-Ji[13] using the language of matrices. We have
(3.45)
(W ◦ ϕA (Z′, Z′′))t ∼

√1− AZ′t
Iq − AZ′′t
,
√
1−A (A− Z′′′)Z′t
(Iq −AZ′′′)
(
Iq − AZ′′t
) , (A− Z′′′)
(
A− Z′′t
)
(Iq −AZ′′′)
(
Iq −AZ′′t
)

 .
Combining (3.22) and (3.45), we obtain
(3.46)
(
ϕ˜A2 ◦W ◦ ϕA
(
Z′, Z′′
))t ∼


√
Iq −A2
√
1−AZ′t
Iq−AZ′′t
Iq − A2 (A−Z
′′′)(A−Z′′t)
(Iq−AZ′′′)(Iq−AZ′′t)
,
√
Iq −A2
√
1−A(A−Z′′′)Z′t
(Iq−AZ′′′)(Iq−AZ′′t)
Iq − A2 (A−Z
′′′)(A−Z′′t)
(Iq−AZ′′′)(Iq−AZ′′t)
,
A2 − (A−Z
′′′)(A−Z′′t)
(Iq−AZ′′′)(Iq−AZ′′t)
Iq −A2 (A−Z
′′′)(A−Z′′t)
(Iq−AZ′′′)(Iq−AZ′′t)

 ,
which gives by simplifications the following
(
ϕ˜A2 ◦W ◦ ϕA
(
Z′, Z′′
))t ∼
(
(Iq − AZ′′′)Z′t√
Iq +A
(
Iq +A2 − AZ′′′ −AZ′′t
) ,
(A− Z′′′)Z′t√
Iq + A
(
Iq + A2 −AZ′′′ − AZ′′t
) , AZ′′t +AZ′′′ −
(
Iq +A2
)
Z′′′Z′′t
Iq + A2 − 2AZ′′t
)
.
(3.47)
Let Z⋆1 , . . . , Z
⋆
q are the row vectors of a matrix Z
⋆ similarly defined as in (2.42). We consider the following matrices
(3.48) Uai =


1√
1+a2
Ip′−q − a√
1+a2
Ip′−q Op′−q,1
1√
1+a2
Ip′−q a√
1+a2
Ip′−q Op′−q,1
O1,p′−q O1,p′−q 1

 , where i = 1, . . . , q.
Then, we have
(3.49)
{ 〈Z⋆i Uai , Z⋆i Uai〉 = 1, for all i = 1, . . . , q,〈
Z⋆i Uai , Z
⋆
j Uaj
〉
= 0, for all i, j = 1, . . . , q with i 6= j,
where 〈·, ·〉 is the standard hermitian inner-product.
Then (3.49) defines naturally the matrix UA using (2.11) and (2.12). We obtain
(3.50) Ψ ◦ ϕ−1C ∼
(
Z′⋆, Z′′⋆2 ⊙ ϕC
(
Z′⋆, Z′′⋆
))
, for ϕC
(
Z′, Z′′
)
=
(
Z′⋆, Z′′⋆
)
.
where the matrix C is chosen as follows
C =


2a1
1+a21
0 . . . 0
0 2a2
1+a22
. . . 0
...
...
. . .
...
0 0 . . .
2aq
1+a2q


∈ Mq2×q2 (C) .
Then the proof becomes clear taking B = A. 
Now we have all the ingredients in order to present the proof of Theorem 1.1:
Proof. Throughout this paper we consider compositions with automorphisms of Sp,q and Sp′,q′ in order to define classes of equivalence
as in (1.4). On the other hand, we know from Kaup-Zaitsev[15],[16] and Kim-Zaitsev[17],[18] that these automorphisms of Sp,q and Sp′,q′
extend to holomorphic automorphisms of Dp,q and Dp′,q′ . The hypothesis of Lemma 3.2 is also fulfilled according to (3.14) and according to
the generalized Cayley type transformation (2.2) respecting (2.5). We obtain thus the classes of equivalence from (1.4) assuming that (3.14)
holds or that (3.17) holds. 
This paper was written in lights defined by methods, procedures and results from Baouendi-Huang[1], Hamada[10], Huang[11],[12], Huang-
Ji[13], Kim-Zaitsev[17],[18]. It is meant an alternative to the methods of Kim-Zaitsev[17],[18] using formal power series and using the language
of matrices in order to apply those classical procedures.
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