In this paper, we prove H 2+α regularity for viscosity solutions to non-convex fully nonlinear parabolic equations near the boundary. This constitutes the parabolic counterpart of a similar C 2,α regularity result due to Silvestre and Sirakov proved in [15] for solutions to non-convex fully nonlinear elliptic equations.
Introduction
In this paper, we study the boundary regularity of viscosity solutions to fully nonlinear parabolic equations of the type F (D 2 u, Du, x, t) = f (x, t), with appropriate structural assumptions on F as defined in Section 2. In order to put things in the right historical perspective, we note that recently in [15, Theorem 1.3] , Silvestre and Sirakov proved that viscosity solutions to fully nonlinear elliptic equations of the type
are C 2,α in a small neighborhood of the boundary provided F, f and the boundary conditions are sufficiently regular. We note that solutions to the above equations do not have the same regularity in the interior of the domain because a counterexample due to Nadirashvili and Vladut [13] , which shows that the best apriori regularity available for solutions to such equations is only C 1,α even in the case when F is smooth.
In the case when F is additionally concave (or convex), we note that the C 2,α interior regularity result is the well-known Evans-Krylov theorem proved in [7, 9] (see also [4] ). Therefore the regularity result in [15] demonstrates that the singularities can only occur "far" from the 2010 Mathematics Subject Classification. Primary 35J60, 35D40. Second author is supported in part by SERB Matrix grant MTR/2018/000267. boundary. The proof of the boundary regularity in [15] relies on first showing a C 2,α type decay at boundary points. The authors subsequently combine such a decay estimate with a "regularity under smallness" result of Savin in [14] (more precisely, using a certain generalization of Savin's result proved in [6] ), to obtain C 2 regularity in a neighborhood of the boundary.
We note that such a C 2,α type boundary decay estimate is first established for homogeneous equations. This is done using the Krylov type boundary C 1,α estimates as in [10] (which in [15] is established for viscosity solutions as in Theorem 1.1 of their paper) applied to the directional derivatives which belong to the Pucci class which crucially uses the translation invariance of the PDE, followed by a clever argument based on barriers. The passage from the homogeneous to the more general equations is then based on a perturbation argument which uses a "quantitative" approximation lemma (more specifically, see [15, Lemma 4.2] ). We note that such a boundary regularity result, besides being of independent interest has also found interesting applications to unique continuation of fully nonlinear elliptic equations as in [1] . See also [2] for further generalizations in this direction. Moreover the boundary regularity result also plays an important role in the context of overdetermined boundary value problems for fully nonlinear equations as in [16] .
In this paper, we establish the parabolic analogue of the such a regularity result of [15] as proved in Theorem 3.3, Theorem 3.5 and Theorem 3.6. Similar to the elliptic case, the proof of our main result is based on first establishing an appropriate H 2+α decay at the boundary for the homogeneous equations by a suitable adaptation of the ideas from [15] to the parabolic case. The passage to the more general equations is however different from that in [15] and is instead based on a compactness argument inspired by the ideas from the fundamental paper of Caffarelli, see [3] . Such a H 2+α type decay is then combined with the "flatness implies smoothness" result of Savin, proved for the parabolic analogue by Yu Wang in [19] . Finally under suitable compatibility conditions at the "corner" points of the parabolic boundary (a result due to Lihe Wang in [18] ), which guarantees a similar H 2+α decay at initial points, we obtain H 2+α regularity in a full neighborhood of the parabolic boundary, see Theorem 3.6.
The paper is organized as follows: in Section 2, we introduce the relevant notions and gather some known results that are relevant to this work and in Section 3, we prove our main results.
Notations, preliminaries and known results
In this section, we introduce some basic notations and gather some preliminaries and known results. A generic point in the space time R n × R will be denoted by (x, t), the euclidean ball in R n of radius r centered at x will be denoted by B r (x) and Q r (x, t) will denote the parabolic cylinder of size r in space time defined by
When (x, t) = (0, 0), we will often denote such a set by Q r . We will use the notation Q + r to be the set B + r × (−r 2 , 0] and by Q 0 r to be the set B 0 r × (−r 2 , 0] where B + r := {x ∈ B r | x n > 0} and B 0 r := {x ∈ B r | x n = 0}. Hereafter, the notation S n will indicate the space of n × n symmetric matrices. The parabolic Hölder spaces will be denoted by H k+α (see [11, Chapter 4] for the details).
Remark 2.1. Since we are working with time dependent parabolic cylinders, we will follow the notation from [11] to define the different boundaries, CΩ will be the corner boundary, BΩ will be the bottom bounday, SΩ to be the lateral bounday and PΩ to be the full parablic boundary.
Since these definitions are quite standard, we shall refrain from describing them in detail and instead refer the reader to see [11, page 7, Chapter 2] for the precise descriptions.
As mentioned in the introduction, in this paper we consider the regularity upto the boundary for the following Dirichlet-boundary value problem
where Ω ⊂ R n+1 is a bounded smooth domain and PΩ denotes the parabolic boundary of Ω (see Remark 2.1). We remark that all functions considered in this paper are at least continuous in Ω. Let us now define the main structural hypothesis on F : (H1): There exist numbers 0 < λ ≤ Λ, and K ≥ 0 such that for any (x, t) ∈ Ω, p, q ∈ R n and M, N ∈ S(n), the following is satisfied:
indicate the eigenvalues of M . Remark 2.2. We shall use the standard notation S(λ, Λ) to denote the class of continuous functions v ∈ C 0 which solves the following inequality in the viscosity sense:
2.1.
Known boundary H 1+α regularity result. Since the techniques are perturbative in nature, we shall recall a H 1+α boundary regularity for viscosity solutions (see [17] or [8] for the precise definition) of
where K, L ≥ 0 and M ± λ,Λ denote the extremal Pucci operators. We now state the first relevant result on H 1+α regularity at lateral boundary for solutions to (2.1), see for instance [18, Theorem 2.1](See also [12] ).
be a viscosity solution of (2.1) with v = g on Q 0 1 such that g ∈ H 1+ᾱ (Q 0 1 ), for someᾱ > 0. Then there exists α ∈ (0,ᾱ) and a function G ∈ H α (Q 0 1/2 , R n ), called the "gradient" of v at the boundary such that the following holds:
Now suppose u solves the following Dirichlet problem
where F satisfies the structural assumptions as in (H1) and (H2) and f is continuous. It turns out that by a standard argument, we can transfer the regularity using Theorem 2.3 coupled with interior H 1+α estimates as in [17] to the viscosity solutions of (2.2) which allow us to conclude that solutions to (2.2) are in fact H 1+α upto the boundary.
. Moreover α depends onᾱ, λ, Λ and n.
Proof of the main results
The first step we show is the existence of second order Taylor approximation at a boundary point for solutions to homogeneous equations which vanishes on a portion of a flat boundary. This is analogous to [15, Lemma 4.1] .
, where F satisfies (H1). Then for some α = α(n, λ, Λ) ∈ (0, 1), there exists an α-Hölder continuous function, H : B 0 1/2 × (−1/4, 0] → R n×n with universal bounds (i.e., depending only on the structural conditions) such that for all (x 0 , t 0 ) ∈ B 0 1/2 × (−1/4, 0], we have F (H(x 0 , t 0 ), Du(x 0 , t 0 )) = 0. Moreover, there exists a universal constant C = C(n, λ, Λ, K, F (0, 0)) such that for all (x, t) such that t ≤ t 0 , the following boundary H 2+α estimate holds:
Proof. We have from Theorem 2.4 that u ∈ H 1+α (Q + r ) for all r < 1. Moreover by taking incremental quotients of the type
and by passing to the limit as h → 0, we note that
Recall the notation S(λ, Λ) defined in Remark 2.2. In a similar way, by taking repeated difference quotients of the type
we observe that u t ∈ S(λ, Λ) and consequently, u t is in H α (B + r × (−r 2 , 0]) for all r < 1 and u t ≡ 0 on {x n = 0}. Now by applying Theorem 2.3 to u i , we obtain
. We now define H ij = 0 for i, j = 1, ..., n − 1 and H ni = A i for i = 1, .., n − 1. Moreover, by applying Theorem 2.3 to u t , we obtain
and whereH is a Hölder continuous function on {x n = 0}. We now show that (3.3) implies u n is H 1,α on {x n = 0} and also that its tangential derivative coincides with H ni . Clearly, it suffices to establish the claim at the point (0, 0, 0), which we prove as in [15] . On one hand, for i = 1, .., n − 1, we have
where to obtain (a), we applied Mean value theorem for some θ < 1, to obtain (b), we made use of (3.2) and (3.3) and finally to obtain (c), we made use of Hölder continuity of H ni and H.
On the other hand, we can obtain a lower bound for the difference u(he i + ke n , t) − u(ke n , 0) using mean value theorem in the e n direction along with using the fact that u ≡ 0 on {x n = 0}, which gives
where to obtain (a), we used Mean Value theorem with θ 1 , θ 2 < 1 and to obtain (b), we used the fact that u n ∈ H α upto {x n = 0}.
By combining the upper and lower bounds from above followed with dividing by k and letting k → 0, we obtain
where to obtain the last ineuqality, we applied Young's ineuqality to |t||h| α and |h||t| α/2 . Analogously, the following lower bound also holds:
Thus, combining both the bounds, we get
At this point, we can finish the construction of H by defining H nn (x 0 , t 0 ) as the unique real number for which F (H(x 0 , t 0 ), Du(x 0 , t 0 )) = 0. The uniform ellipticity of F ensures that H nn is also in H α .
It now remains to prove (3.1) which we do as follow: Without loss of generality we will show that the inequality is valid at (x 0 , t 0 ) = (0, 0). First, let us show that for some r > 0, if there
holds, then there exists a universal constant C such that C 0 ≤ C.
(3.5) The proof is by contradiction, suppose on the contrary that is not the case and we have plus sign in (3.4) (minus sign will be treated analogously), then consider the following auxiliary function .4) and C 1 , C 2 and M are constants to be chosen below. Let us also define
(3.7) Now our aim is to show that there exists some r 0 such that for all 0 < r < r 0 we have (1) w is a subsolution of
and it satisfies
We start by showing Item 2 first as follows: Since u(0, 0, 0) = w(0, 0, 0) = 0, from (3.7), we see that k ≥ 0. We then make the following observations. Observation 1: From the definition of w it follows that w(x ′ , s, −r 2 ) − w(0, s, 0) = H ni (0, 0, 0)x i s − M C 1 r α |x ′ | 2 − C 2 r 2+α . Observation 2: From (3.4) and (3.6), we have w(0, r, 0) − u(0, r, 0) = −M C 1 r 2+α . Observation 3: Furthermore by mean value theorem, for some θ ∈ (0, 1), we have the following estimate u(x ′ , s, t) − u(0, s, 0) = u i (θx ′ , s, θt)x i + tu t (θx ′ , s, θt)
. Now by applying the (3.3) to the term tu t above and by using the Hölder continuity ofH, we can infer that the following estimate holds,
We now verify Item 2. On A 1 , i.e., when {x n = 0}: On this set we have
On A 2 , i.e., when {|x ′ | = r}: In this case, using (3.9), we have
Now since, |t| < r 2 ⇒ −r 2 < t < 0 and 0 < s < r, by choosing M sufficiently large, we can ensure that the quantity appearing on the right hand side of (a) is nonpositive. Therefore, on A 2 , we see that w ≤ u + k. On A 3 , i.e., when {x n = r}: On this set, we have
where to obtain (a), we used the fact that k ≥ 0 and to obtain (b), we made use of the fact that w(0, r, 0) − u(0, r, 0) = −M C 1 r 2+α along with (3.9). Again since |x ′ | ≤ r and |t| ≤ r 2 , we can deduce that w ≤ u + k on A 3 provided M is sufficiently large. On A 4 , i.e., when {t = −r 2 }: Finally in this case we have
Now since |s|, |x ′ | ≤ r, the conclusion w ≤ u + k in this case, likewise follows by choosing C 2 large enough. Now similar to the calculations from [15, Section 4], we find that −w t + F (D 2 w, Dw) ≥ r α − C 2 + 2λ(C 0 − M C 1 ) − 2M C 1 Λ(n − 1) − Cr. Now having chosen C 1 , C 2 and M sufficiently large which guarantees that (3.8) holds, we can now choose C 0 sufficiently large to ensure that for 0 < r < 1, the following holds −w t + F (D 2 w, Dw) ≥ 0 in Q r × (−r 2 , 0]. Thus, thanks to (3.8) and the fact that w is a subsolution, we can now apply the comparison principle to conclude that w ≤ u + k everywhere in Q r × (−r 2 , 0]. Now, if k > 0, this means that w(0, s, 0) = u(0, s, 0) + k for some s ∈ (0, r), which is a contradiction to the strong maximum principle. On the other hand, if k = 0, this would then contradict Höpf lemma, since ∂ n (u − w) = 0 at the origin. Thus (3.4) and (3.5) holds and for some C universal (by translating the origin), we have
and for all (x ′ , 0, t) ∈ Q 0 (1). Thus, (3.10) coupled with the fact that u n restricted to {x n = 0} is in H 1+α with the following estimates
implies the conclusion of the lemma.
We now state and prove the relevant compactness lemma which allows the passage to more general non-homogeneous equations.
Theorem 3.2. Suppose that F satisfies the structural condition (H1) with F (0, 0, 0, 0) = 0 and assume that it has a modulus of continuity ρ in the (x, t) variable, more precisely it satisfies
Then there exist universal constants δ, γ, β ∈ (0, 1) such that if ρ(1) < δ, then for some A ∈ R and H ∈ S n solving F (H, Ae n , 0, 0) = 0, (3.11) the following conclusion holds
Proof. The proof is by contradiction, suppose on the contrary, for all k ∈ N there exists F k , u k , ρ k satisfying the hypothesis of the lemma such that ρ k (1) < 1/k, ρ k (r) < φ(r) and u k ∈ C(B + 1 × (−1, 0]) which solves −(u k ) t + F k (D 2 u k , Du k , x, t) = 0 in Q + 1 , u k = 0 on Q * 1 , the hypothesis (3.11) and (3.12) simultaneously doesn't hold for any choice of A, H, γ, β.
Since u k L ∞ (B + 1 ×(−1,0]) ≤ 1, therefore by using the boundary H α -estimate we find that u k H α (Q + 1/2 ) ≤ C. Consequently from Arzela-Ascoli, we can extract a subsequence of {u k } which converges uniformly to some u 0 . Also by using the equicontinuity of F k , 's we note that upto a subsequence {F k }'s converges locally uniformly on Ω × R n × S(n) to some F 0 . Therefore, by using the stability result for viscosity solutions we obtain that u 0 solves
Since F 0 satisfies all the assumptions of Lemma 3.1, thus for some A 0 , H 0 we have that
Since F k → F 0 locally, therefore we can ensure that for some a k with |a k | = o(1) and H k = H 0 + a k e n ⊗ e n solves F k (H k , A 0 , 0, 0) = 0. This can be seen as follows, since F 0 (H 0 , A 0 ) = 0, therefore we must have F k (H 0 , A 0 , 0, 0) = o (1) . Now from the uniform ellipticity of F k we note that for any a we have o(1) − Λ|a| ≤ F k (H 0 + ae n ⊗ e n , A 0 , 0, 0) ≤ o(1) + Λ|a|.
(3.14) Thus from (3.14) , we can deduce that for some a k with |a k | = o(1), estimate (3.13) holds. We now choose some β < α and corresponding to such a β, let γ ∈ (0, 1/2) be such that
Now since u k → u 0 uniformly on Q + 1/2 , therefore using (3.13) and (3.15) we see that for large enough k ′ s, corresponding to H k and A k = A 0 , both (3.11) and (3.12) holds which is a contradiction for all such k ′ s.
H 2+α differentiability at lateral boundary points.
With the compactness lemma in hand, we now establish the H 2+α regularity at lateral boundary points for more general equations. 
such that u| PΩ = g ∈ H 2+ᾱ (PΩ). Assume that SΩ ∩ Q 1 = PΩ ∩ Q 1 and also that (0, 0) ∈ PΩ. Then there exists β ∈ (0, 1) depending onᾱ, n, λ, Λ , a function H ∈ H β (PΩ ∩ Q 1/2 ) which behaves like the "spatial hessian" of u and a function H 1 ∈ H β (PΩ ∩ Q 1/2 ) which behaves like the "time derivative" of u on PΩ such that there holds:
for each (x 0 , t 0 ) ∈ SΩ ∩ Q 1/2 . Moreover the following estimate holds:
Proof. We make the following reductions: Reduction 1: As the domain Ω ∈ H 2+ᾱ , for any (x 0 , t 0 ) ∈ SΩ there exists r > 0 and where y = ψ(x). It is easy to observe thatF satisfies the structural conditions (H1) and (H2). Furthermore, if F (0, 0, 0, 0) = 0 thenF (0, 0, 0, 0) = 0. Therefore, it is enough to prove the theorem in Q + 1 with boundary condition on Q 0 1 . Reduction 2: Now by taking a H 2+α -extension of g on Ω followed by letting v = u − g, we can assume that g = 0 on Q 0 1 .
Reduction 3:
Since it is already known that Du is Holder continuous upto the boundary, therefore, by lettingF (M, x, t) = F (M, Du(x, t), x, t), we may as well assume that F doesn't depend on the gradient. Reduction 4: Also if we let v = u + Cx 2 n , we find that v = 0 on Q 0 1 and solves the following
In view of uniform ellipticity of F , we can choose a suitable value of C such that F (0, 0, 0) = 0. By an abuse of notation, we continue denotingF by F andf = f . Thus without loss of generality we can assume that F (0, 0, 0) = 0 and f (0, 0) = 0. Reduction 5: We can also assume that u L ∞ (Q + 1 ) ≤ 1. Reduction 6: Rescaling u as follows, u r (x, t) = u(rx, r 2 t), we see that
where F r (M, x, t) = r 2 F (M/r 2 , rx, r 2 t) and f r (x, t) = r 2 f (rx, r 2 t). It is important to notice that both F r and F have the same ellipticity. Moreover, the modulus of continuity ρ r ofF r (M, x, t) − f r (x, t) and ρ ofF = F (M, x, t) − f (x, t) are related in the following such that ρ r (s) ≤ ρ(rs) holds for all 0 < s < 1. Therefore, if we choose r sufficiently small, then we can ensure that ρ r (1) < δ, where δ is as in the hypothesis of Theorem 3.2. From here onwards we will work with u r instead of u and continue denoting it by u itself. Without loss of generality, it suffices to establish the estimate (3.16) at the point (x 0 , t 0 ) = (0, 0). Also in order to prove such an estimate, it suffices to show that there exists γ ∈ (0, 1), such that corresponding to r k = γ k for a given k ∈ N, there exists A k ∈ R and H k ∈ S(n) such that the following holds:
(3.17)
Then by a standard real analysis argument, the desired estimate at (0, 0) follows with H(0, 0) = lim k→∞ H k . Taking γ, β as in Theorem 3.2, without loss of generality, we may assume that β <ᾱ. Since u L ∞ (Q + 1 ) ≤ 1, we observe that for k = 0, the choice A 0 = 0 and H 0 = 0 works. Now assume that (3.17) holds upto some k and then we show that this implies the validity of (3.17) for k + 1.
.
In view of the validity of the k-th step, we have that
Now since F , f are hölder continuous with exponentᾱ, F (H k , 0, 0) = f (0, 0) = 0 and β <ᾱ, we can thus ensure that the modulus of continuity ρ k of (F k − f k ) satisfies all the conditions of Theorem 3.2. Consequently by Theorem 3.2, we have that there exists constants A and H satisfying the conclusion of Theorem 3.2 such that there holds
Scaling back to u, we get that the last estimate in (3.17) holds for k + 1 with H k+1 = H k +γ kβ H and A k+1 = A k +γ k(1+β) A. Since F k (H, 0, 0) = 0, it follows that F (H k+1 , 0, 0) = 0. The other assertions in (3.17) are also easily verified. This proves the induction step and the conclusion follows.
3.2.
H 2+α regularity in a neighborhood of the boundary. In this subsection, analogous to [15, Theorem 1.3] , we prove H 2+α regularity in a small neighborhood of the boundary under the additional assumption that F is continuously differentiable in M , more precisely in addition to (H1) and (H2), we assume that
18) is satisfied for some modulus of continuity ω. In order to prove this regularity, we first state a certain generalization of the flatness result of Yu Wang (see [19] ) as established in [5, Theorem 1] . As mentioned in the introduction, in the elliptic case, such a result was first obtained by Savin in [14] . |u| ≤ δ ′ r 2 , for some δ ′ ≤ δ (3.20)
then u ∈ H 2+α 0 (Q r/2 ) with the following quantitative estimate
Combining the H 2+α decay estimate as in Theorem 3.3 with the flatness result stated above, we have the following result on the twice differentiability near the lateral boundary. Let us define the following notation Ω δ 0 := {(x, t) ∈ Ω : d((x, t), PΩ) < δ 0 }, where d((x, t), PΩ) denotes the parabolic distance of the point (x, t) from the parabolic boundary PΩ. Theorem 3.5. Under the hypothesis of Theorem 3.3 with the additional assumption that F satisfies (3.18), we have that there exists universal constants δ 0 , β 0 > 0, such that u ∈ H 2+β 0 (Ω δ 0 ∩ Q 1/2 ).
By a standard covering argument, it further follows that u ∈ H 2+β 0 (Ω δ 0 ∩ Q r ) for all r < 1.
Proof. As in the previous proof, without loss of generality, we can assume that g = 0, the boundary is flat and we can write F (M, x, t) instead of F (M, p, x, t). Let (x 0 , t 0 ) be a point in Ω δ 0 ∩ Q 1/2 , then from the definition of such a set, there exists a point (x 1 , t 1 ) ∈ PΩ ∩ Q 1/2 such
, we see that Q r (x 0 , t 0 ) ∈ Ω. Moreover by applying Theorem 3.3 to the boundary point (x 1 , t 1 ), we know that there exists a polynomial P (x, t) = Ax n + 1 2
Hx, x , such that |u − P | ≤ Cr 2+β in Q r (x 0 , t 0 ), (3.21) holds for some β <ᾱ and F (D 2 P, x 1 , t 1 ) = f (x 1 , t 1 ). Now thanks to (H2) and the fact that f ∈ Hᾱ, we have that
Now from the uniform ellipticity of F and (3.22), we have that withP
Thus there exists a constant a with |a| = O(rᾱ) such that withP = P + a|x − x 0 | 2 , we have
. Also thanks to (3.23), we have that Hence u ∈ H 2+β 0 (Q r/2 (x 0 , t 0 )) for some β 0 > 0 by Theorem 3.4. Without loss of generality we may assume that β 0 < β. Now in a standard way, one can put together this interior regularity result with the boundary result from Theorem 3.3 above to conclude that u ∈ H 2+β 0 (Ω δ 0 ∩ Q 1/2 ).
3.3. Full parabolic boundary regularity for time independent domains. We now show that Theorem 3.5 coupled with a regularity result at initial points due to Lihe Wang as in [18] allow us to conclude that under a similar compatibility condition, the solution to the fully nonlinear parabolic equation is in fact continuously twice differentiable in a neighborhood of the whole parabolic boundary in time independent domains. To describe the compatibility condition, let us look at the linear case: Let Ω = D × (0, T ) where D is a C 2,ᾱ domain in R n . Note that for a solution u to the classical Dirichlet problem ∆u − u t = 0, u = g on PΩ = D × {0} ∪ ∂D × [0, T ], to be continuously twice differentiable upto the corner points ∂ c Ω = ∂D × {0}, one requires the following compatibility condition g t = ∆g to be satisfied.
In the fully nonlinear setting, the result reads as follows:
Theorem 3.6. Let u be a solution to F (D 2 u, Du, x, t) − u t = f (x, t) in D × (0, T ], u = g on ∂ p D × (0, T ],
where F, f, g satisfies the assumptions as in Theorem 3.5 and D is a C 2,ᾱ domain in R n . Furthermore, for some H 2+ᾱ extensiong of g, assume that at any point (x 0 , t 0 ) ∈ ∂D × {0}, the following compatibility condition holds F (D 2g , Dg, x 0 , t 0 ) −g t = f (x 0 , t 0 ).
(3.24)
Then there exists δ 0 , β 0 > 0 such that u ∈ H 2+β 0 (
Proof. Note that by our previous result Theorem 3.5, we already have that u is continuously twice differentiable in a neighborhood of the lateral boundary. Therefore, it suffices to look near the initial points, i.e. regularity near the points in D × {0}. Now thanks to (3.24), we have that v = u −g satisfies
where h ∈ Hᾱ and h ≡ 0 at the corner points ∂D × {0}. Hence the consistency condition as in [18, Theorem 2.14] is satisfied and we can thus ensure that u −g has a H 2+β decay at every point in D × {0}. Using such a decay, we can repeat the arguments as in the proof of Theorem 3.5 and obtain H 2+β 0 regularity near the initial boundary using the flatness result from Theorem 3.4. The conclusion finally follows by a standard covering argument.
