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ПРЕДИСЛОВИЕ
В пособии излагается метод Галеркина с возмущениями для са-
мосопряженных задач на собственные значения в вещественном гиль-
бертовом пространстве. Подобные методы широко и успешно исполь-
зуются в практике вычислений. Мы рассмотрим применение этого
метода для решения скалярной задачи о поверхностных собственных
волнах цилиндрических диэлектрических волноводов.
Предполагается, что читатель знаком с основами функциональ-
ного анализа, в частности, со спектральной теорией компактных
(вполне непрерывных) операторов в гильбертовых пространствах.
Все необходимые сведения из этих разделов можно найти, например,
в книгах [1], [2].
Вкратце содержание пособия таково. В первой главе дается по-
становка задачи на собственные значения, формулируются условия
на операторы задачи и определяются методы Галеркина и методы
Галеркина с возмущениями. Здесь же приводится краткий обзор ли-
тературы, касающейся исследования сходимости и точности этих ме-
тодов, а также излагается одна достаточно простая методика получе-
ния оценок точности. Рассматриваются также задачи на собственные
значения, нелинейно зависящие от параметра.
Во второй главе, имеющей самостоятельной интерес, показыва-
ется, как эти абстрактные результаты могут быть применены при
решении достаточно сложной конкретной задачи, а именно, скаляр-
ной задачи о поверхностных собственных волнах цилиндрических ди-
электрических волноводов; она представляет собой параметрическую
спектральную задачу для оператора Гельмгольца на всей плоскости.
Получается эквивалентная формулировка этой задачи в ограничен-
ной области, на основе метода конечных элементов определяется при-
ближенный метод его решения. Результаты первой главы использу-
ются как для исследования существования решений исходной и дис-
кретной задачи, так и для получения оценок точности предложенной
численной схемы.
6 Предисловие
Третья глава посвящена описанию результатов различных вы-
числительных экспериментов, целью которых является демонстрация
эффективности и точности рассмотренного во второй главе числен-
ного метода.
В тексте пособия принята двойная нумерация, сквозная в преде-
лах главы. Символ := означает, что правая часть выражения опреде-
ляет левую. Аналогично используется символ =:.
Рукопись была внимательно прочитана М.М. Карчевским. Автор
с благодарностью учел его замечания.
Замеченные ошибки, опечатки, а также комментарии и пожела-
ния, просьба направлять по адресу rdautov@ksu.ru.
Глава 1
МЕТОД ГАЛЕРКИНА С ВОЗМУЩЕНИЯМИ
ДЛЯ ЗАДАЧ НА СОБСТВЕННЫЕ ЗНАЧЕНИЯ
В данной главе рассматриваются обобщенные задачи на собствен-
ные значения в гильбертовом пространстве и изучается метод Галер-
кина с возмущениями для их приближенного решения.
§ 1. Обобщенная задача на собственные значения
Пусть V — бесконечномерное вещественное гильбертово про-
странство с нормой k  k и скалярным произведением (; ); A, B —
самосопряженные операторы в V . Рассмотрим задачу на собственные
значения: найти такие  2 R и ненулевые u 2 V , что
Au = Bu; (1.1)
или, на языке симметричных билинейных форм этих операторов,
(P) a(u; v) = b(u; v) 8 v 2 V .
Дополнительно будем предполагать, что оператор B является
компактным, размерность образа B равна бесконечности1),
mAkuk2 6 a(u; u) 6MAkuk2; 0 6 b(u; u) 6MBkuk2; u 2 V: (1.2)
Кратко условия (1.2) будем записывать в виде2):
mAI 6 A 6MAI; 0 6 B 6MBI:
Отметим, что из условий на формы a и b следует, что
ja(u; v)j 6MAkuk kvk; jb(u; v)j 6MBkuk kvk; u; v 2 V:
1)образ B := ImB := ff 2 V : f = Bu; u 2 V g.
2)I обозначает тождественный оператор в V . Оценки снизу в (1.2) означают, что A — поло-
жительно определенный оператор, а B — неотрицательный.
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Пара (; u), u 6= 0, удовлетворяющая (P), называется собствен-
ной парой; — собственным числом; u— собственным элементом, со-
ответствующим . Собственные элементы определяются неоднознач-
но: легко видеть, что, если u — собственный элемент, то cu, c 2 R,
также есть собственный элемент; если u1; u2; : : : — собственные эле-
менты, соответствующие , то их произвольная линейная комбинация
c1u1+c2u2+ : : : также есть собственный элемент, соответствующий .
В связи с этим определяется пространство U() := ker(A   B) как
множество всех собственных элементов, соответствующих собствен-
ному числу . Оно называется собственным подпространством, соот-
ветствующим , а его размерность (dimU()) — кратностью числа
 3). Учитывая сказанное, в дальнейшем задачи типа (1.1), как это
принято, будем понимать как задачу нахождения пар (; U()).
Нетрудно видеть, что элементы из kerB не могут быть собствен-
ными элементами, а собственные числа  являются положительными.
Ясно также, что задача на собственные значения Bu = Au или
(P) b(u; v) = a(u; v) 8 v 2 V; u 6= 0,
имеет собственное число  = 0, которому соответствует собственное
подпространство kerB, причем, пара (; u),  > 0, является собствен-
ной парой задачи (P) тогда и только тогда, когда (; u) — собствен-
ная пара (P) и  = 1=.
Задача (P) равносильна задаче на собственные значения
Tu = u; T := A 1B: (1.3)
Оператор T , как произведение ограниченного и компактного опера-
торов, является компактным. Кроме того, он является самосопряжен-
ным в гильбертовом пространстве VA.1) Из теории компактных опе-
раторов непосредственно следует (см., напр., [3, c. 245])
Теорема 1.1. Существует счетное множество положитель-
ных чисел K, K = 1; 2; : : :, с единственной точкой накопления +1,
образующих полный набор собственных чисел задачи (P). Cоответ-





3) kerA := ker a := fu 2 V : a(u; u) = 0g.
1)Элементами VA являются элементы V , форма a определяет скалярное произведение в нем.
В силу (1.2) норма k  kA := a1=2(; ) в VA эквивалентна норме V .
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Пусть K := 1=K . Тогда (K ; UK), K > 1, — решения задачи (P).
Введем другую нумерацию собственных чисел K , K = 1; 2; : : :
(нумерацию по возрастанию с учетом кратности). А именно, прону-
меруем их по возрастанию,
0 < 1 6 2 6 3 6 : : : ;
указывая каждое число K в этом ряду столько раз, какова его крат-
ность. Известно следующее вариационное описание этих чисел (ми-
нимаксный принцип Куранта — Фишера):
1
i








Здесь максимум берется по всем подпространствам V размерности i;
функционал R называется отношением Рэлея.
Далее будем считать, что rK есть кратность K , а k означает
такой номер, соответствующий K, что
K = k; k 1 < k = k+1 = : : : = k+rK 1 < k+rK : (1.4)
Соответственно, полагая i = 1=i, i = 1; 2; : : :, имеем 1):
0 < : : : 6 3 6 2 6 1;
K = k; k+rK < k+rK 1 = : : : = k+1 = k < k 1: (1.5)
В каждом пространстве UK фиксируем некоторый ортонормирован-
ный в VA базис так, что (span означает линейную оболочку)
UK = spanfuk; uk+1; : : : ; uk+rK 1g: (1.6)
Тогда последовательности i (или i), i = 1; 2; : : :, будет поставлена в
соответствие ортонормированная в VA последовательность собствен-
ных элементов, образующих базис в VA 	 kerB:
u1; u2; u3; : : : ; a(ui; uj) = ij; b(ui; uj) = iij; i; j = 1; 2; : : :
Произвольный элемент v 2 V представим в виде
v = v0 +
1X
i=1
ciui; v0 2 kerB; ci = a(v; ui):
2) означает прямую сумму пространств. Если V = U  W , то U = V 	 W = W? есть
ортогональное дополнение W .
1)в (1.5) нужно опустить правое неравенство при k = 1, как и левое — в (1.4).
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Отметим, что a(v0; ui) = ib(v0; ui) = 0 для всех i > 1. Кроме того,
a(v; v) = c20 +
1X
i=1







0 = a(v0; v0):
§ 2. Метод Галеркина с возмущениями
2.1. Определение метода.
Пусть h > 0 — малый параметр, fVhgh — предельно плотная
последовательность конечномерных подпространств V , т. е.
(H1) Vh  V ; 8u 2 V : inf
vh2Vh
ku  vhk ! 0 при h! 0: 1)
Введем симметричные билинейные формы ah и bh, являющиеся воз-
мущениями (аппроксимациями) форм a и b на VhVh. Будем считать,
что для любого v 2 Vh справедливы оценки
(H2) makvk2 6 ah(v; v) 6Makvk2; 0 6 bh(v; v) 6Mbkvk2;
где постоянные ma, Ma и Mb не зависят от h, ma > 0.
Рассмотрим аппроксимацию задачи (P) методом Галеркина с
возмущениями: найти (h; y) 2 R Vh n f0g такие, что
(P h ) bh(y; v) = 
hah(y; v) 8 v 2 Vh:
Пусть h фиксировано, Nh есть размерность пространства Vh, a
элементы '1, '2, : : :, 'Nh определяют в нем базис. Тогда задача (P h )
сводится к алгебраической задаче на собственные значения
Bhx = 
hAhx; 0 6= x 2 RNh: (1.7)
Здесь x есть вектор коэффициентов разложения y по указанному ба-
зису, а симметричные матрицы Ah и Bh имеют следующие элементы:
aij := ah('i; 'j); bij := bh('i; 'j); i; j = 1; 2; : : : ; Nh:
1)в теории аппроксимации, как правило, вместо малого параметра h используется “большой”
параметр n, указывающий на размерность подпространства. Параметр h общепринят в тео-
рии МКЭ и обозначает максимальный размер конечных элементов. Использование h вместо n
существенно облегчит нам дальнейшие ссылки.
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Из условий (H2) следует, что Ah является положительно определен-
ной матрицей, а Bh — неотрицательно определенной. Ясно, что за-
дача (1.7) имеет нулевое собственное число кратности dim (kerBh) и,
скажем, nh положительных собственных чисел hK , суммарной крат-
ности равной N bh := Nh   dim (kerBh), nh 6 N bh.2) Как и в исходной
задаче (P), занумеруем положительные собственные числа в убыва-
ющем порядке с учетом кратности:
0 < hN bh
6 : : : 6 h2 6 h1 :
Поставим им в соответствие собственные элементы
yN bh; : : : ; y2; y1; ah(yi; yj) = ij; i; j = 1; 2; : : : ; N
b
h:
Тогда любой элемент vh 2 Vh представим в виде
vh = y0 +
N bhX
i=1
ciyi; y0 2 kerBh; ci = ah(vh; yi): (1.8)
Отметим, что ah(y0; yi) = 0, 1 6 i 6 N bh. Кроме того,












0 = ah(y0; y0): (1.9)
Аппроксимацию собственного подпространства UK , K > 1, за-
дачи (P), соответствующего собственному числу K кратности rK ,
определим следующим образом (см. (1.6)):
UKh := span(yk; yk+1; : : : ; yk+rK 1);




k будем рассматривать как приближе-
ния собственного числа K . Здесь k связано с K согласно (1.5).
Прежде чем перейти к рассмотрению вопросов, касающихся схо-
димости и точности описанных приближений, определим способ из-
мерения близости собственных подпространств UK и UKh посредством
величины, называемой раствором. Дадим его определение.
Пусть H — гильбертово пространство с нормой k  kH и скаляр-
ным произведением (; )H , U — его подпространство. Оператор P
2)Далее мы наложим дополнительные ограничения на формы ah и bh (см. условие (H3)). В
этом случае N bh !1 при h! 0.
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называется ортопроектором в H на U , если Pu есть такой элемент U ,
что
ku  PukH := inf
v2U
ku  vkH ; u 2 H;
или, эквивалентно,
(u  Pu; v)H = 0 8 v 2 U; u 2 H:
Ясно, что P является линейным оператором и kPukH 6 kukH .
Пусть теперь U и Uh — конечномерные подпространства H оди-
наковой размерности. Раствор между ними определяется следующим
образом (см., напр., [4, с. 195]):
H(U;Uh) := max
u2U;kukH=1
ku  PhukH := max
y2Uh;kykH=1
ky   PykH ;






kPyk2H = 1 2H(U;Uh): (1.10)
Отметим, что из оценки V (UK ; UKh ) 6 " следует, что для любого
y 2 UKh , kyk = 1, найдется такой элемент u 2 UK , что ky   uk 6 ".
Ясно также, что
c 1V (UK ; UKh ) 6 VA(UK ; UKh ) 6 cV (UK ; UKh )
при c = (MA=mA)1=2. Для заданных форм d и dh положим
Ed('h) := sup
vh2Vh;kvhk=1
jd('h; vh)  dh('h; vh)j; 'h 2 Vh:
Следующие величины характеризуют максимально возможные воз-






Далее нам понадобится также функционал
Eab(v) := Ea(v) + Eb(v); v 2 Vh:
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2.2. Краткий обзор литературы.
В контексте предыдущих определений введем дополнительные
обозначения. Во-первых отметим, что оператор T : V ! V в (1.3)
на языке билинейных форм определяется так, что Tf есть решение
уравнения
a(Tf; v) = b(f; v) 8 v 2 V
при произвольно заданном f 2 V . Аналогично введем оператор Th:
Th : Vh ! Vh; ah(Thfh; v) = bh(fh; v) 8 v 2 Vh; 8 fh 2 Vh:
Тогда приближенная задача (P h ) примет вид:
Thy = 
hy: (1.11)
Введем также оператор T h : Vh ! Vh так, что
a(T hfh; v) = b(fh; v) 8 v 2 Vh
при любом fh 2 Vh. Легко видеть, что T h = PhT , где Ph — ортопро-
ектор в VA на Vh.
Дискретная задача: найти (h; y) 2 R Vh n f0g такие, что
T hy = hy; (1.12)
определяет метод Галеркина для задачи (1.3).
Изучению сходимости и оценкам скорости сходимости метода Га-
леркина и метода Галеркина с возмущениями посвящено множество
работ. В первую очередь, отметим здесь результаты, представленные
в монографиях [4], [1], относящиеся к 60-м годам прошлого века (см.
также цитированную там литературу). В них изучается близость ре-
шений задач (1.11), (1.12) к решениям (1.3) в общей ситуации, когда
оператор T — произвольный компактный оператор, действующий в
банаховом пространстве.
Например, в [4, c. 257-261] доказано, что условий
kT   PhTk ! 0; kTh   T hk ! 0 при h! 0; (1.13)
достаточно для сходимости hk ! k при h ! 0, k = 1; 2; : : :1) Кроме
того, при достаточно малых h получены оценки, которые в наших
1)Из условий (1.13) следует, что kT Thk ! 0 при h! 0. ПоэтомуN bh := dimVh dim(kerBh) =
dim(ImTh)!1 при h! 0, так как dim(ImT ) =1.
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обозначениях имеют вид2):
jk   hkj 6 ck (2h + kTh   T hk); k = 1; 2; : : : ; (1.14)
V (U





характеризует погрешность приближения собственных элементов
элементами из Vh. Оценка величины h является стандартной зада-
чей в теории проекционных методов (в частности, в теории метода
конечных элементов). Отметим, что оценка (1.14) используется при
доказательстве (1.15).
Обсудим условия (1.13). Из эквивалентности норм в VA и в V
следует, что проектор Ph ограничен в V и для любого u 2 V
k(I   Ph)uk = ku  Phuk 6 c inf
vh2Vh
ku  vhk ! 0 при h! 0
в силу условия (H1). Поэтому kT   PhTk = k(I   Ph)Tk ! 0 при
h ! 0 (см., напр., [4, Лемма 15.4, с. 202]). Таким образом, первое
условие в (1.13) выполняется, если справедливо предположение (H1).
Малость величины kTh   T hk зависит от малости возмущения
форм a и b. Действительно, поскольку для любых f; v 2 Vh имеет
место представление
ah(T
hf Thf; v) = [a(T hf; v) ah(Thf; v)]+[ah(T hf; v) a(T hf; v)] =
= [b(f; v)  bh(f; v)] + [ah(T hf; v)  a(T hf; v)];
а T h = PhT , то jah(T hf Thf; v)j 6 (Eb(f)+Ea(PhTf))kvk: Полагая
здесь v = T hf   Thf и учитывая условия (H2), получим
kT h   Thk 6 c sup
f2Vh; kfk=1
(Eb(f) + Ea(PhTf)):
Таким образом, условий (H1), (H2) и условия
(H3) sup
f2Vh; kfk=1
(Eb(f) + Ea(PhTf))! 0 при h! 0
2)здесь и далее буквой c, возможно с индексом, обозначаются различные положительные
постоянные, не зависящие от h.
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достаточно для сходимости hk ! k при h! 0, k = 1; 2; : : :
Оценки (1.14), (1.15) являются неулучшаемыми для метода Га-
леркина (в этом случае Th = T h), но не всегда являются таковыми
для метода Галеркина с возмущениями. Дело в том, что погрешность
возмущений в этих оценках оценивается на самом “плохом” элементе
Vh.
Уточнениям и упрощениям доказательств отмеченных выше оце-
нок было посвящено множество работ [5], [6], [7], [8], [9], [10], [11],
[12], [13], [14], [15]. Особо выделим среди них работы Дж. Осборна (J.
Osborn) и его коллег. В разработанной ими методике сначала оценива-
ется точность собственных элементов, а лишь затем — собственных
чисел. Например, в [6] были получены абстрактные оценки точно-
сти, приводящие к оптимальным оценкам спектральных аппрокси-
маций задач на собственные значения для дифференциальных или
интегральных операторов (не обязательно самосопряженных). В [12]
получены аналогичные оценки, приводящие к оптимальным оценкам,
в частности, в методе конечных элементов с численным интегрирова-
нием. Например, там получена оценка (ср. с (1.15))
V (U
K ; UKh ) 6 cK (h + k(Th   T h)jUKhk); (1.16)
где (Th   T h)jUKh представляет собой сужение оператора Th   T h
на UKh — собственное подпространство в методе Галеркина (без
возмущений), определяемое аналогично UKh . Из (1.15) следует, что
V (U
K ; UKh) 6 cKh. Этот факт может быть использован в конкрет-
ной задаче для оптимальной оценки правой части в (1.16).
Удобные для применения в разнообразных приложениях оценки
точности метода Галеркина с возмущениями для самосопряженных
положительно определенных операторов A и B в гильбертовом про-
странстве получены в [15], [16], [17]. В этих работах доказан следую-
щий аналог оценки (1.16):
V (U
K ; UKh ) 6 cK (h + max
u2UK ;kuk=1
Eab(Phu)):
Ниже мы получим обобщение этих результатов на случай неотрица-
тельно определенного оператора B.
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2.3. Оценки точности.
Исследуем близость решений задач (P) и (P h ). Пусть (K ; UK)
— решение задачи (P), rK — кратность K , K > 1. Пусть далее






h — их аппроксимации, определенные выше
в п. 2.1. Положим
h(u) := inf
vh2Vh
ku  vhk+ Eab(Phu); u 2 V;
h(y) := ja(y; y)  ah(y; y)j+ jb(y; y)  bh(y; y)j; y 2 Vh;
через Ph обозначим ортопроектор в VA на Vh. По определению
a(u  Phu; v) = 0 8 v 2 Vh; u 2 V:
Из условия (1.2) следует, что
ku  Phuk 6 c inf
v2Vh
ku  vk 6 c h(u); c = (MA=mA)1=2:
Будем предполагать, что выполнены условия (H1) – (H3). Как было
показано выше, эти условия обеспечивают сходимость приближенных
собственных чисел: hk ! k при h! 0; k = 1; 2; : : :
Теорема 1.2. Пусть выполнены условия (H1)–(H3). Тогда при
достаточно малом h справедлива оценка
V (U
K ; UKh ) 6 cK max
u2UK ; kuk=1
h(u):
Здесь постоянная cK зависит от K, но не зависит от h, K > 1.
Доказательство. Пусть u 2 UK — собственный элемент. По-
ложим y := Phu и разложим y по системе fyig (см. (1.8)). Имеем
y = y0 +
N bhX
i=1
ciyi =: vh +Qhu+ wh;













jbh(y; h)  kah(y; h)j:
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Так как a(y; h) = a(Phu; h) = a(u; h) = 1=Kb(u; h), то
bh(y; h)  Kah(y; h) =
= [bh(y; h)  b(y; h)] + K [a(y; h)  ah(y; h)] + b(y   u; h):
Отсюда при c := maxf1; K ;MBg имеем:
h(y) 6 c
 
Eab(y) + ku  Phuk

= c h(u):
Докажем, что справедливы оценки
kvhk 6 cK h(y); kwhk 6 cK h(y): (1.17)
Тогда kPhu Qhuk = kvh + whk 6 cKh(y) 6 cK h(u), а также
V (U










то есть утверждение теоремы будет доказано.
Получим сначала первую оценку в (1.17). Пусть K характеризует




Поскольку hk ! k при h! 0, то для достаточно малых h имеем
k   hk+rK > c (k   k+rK); hk 1   k > c (k 1   k) (1.18)
с некоторой постоянной c 2 (0; 1). Так как система fyig является ah-
ортогональной, то из определения vh и (1.9) вытекает, что
ah(y; vh) = ah(vh; vh); bh(y; vh) = bh(vh; vh);
bh(vh; vh) 6 hk+rKah(vh; vh):
(1.19)
Поэтому из (1.19), (1.18) и (H2) имеем:
  bh(y; vh) + Kah(y; vh) =  bh(vh; vh) + kah(vh; vh) >
> (k   hk+rK)ah(vh; vh) > cma(k   k+rK)kvhk2 > cma 1K kvhk2:
Отсюда следует первая оценка в (1.17).
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Докажем вторую оценку в (1.17). Аналогично (1.19) имеем:
ah(y; wh) = ah(wh; wh); bh(y; wh) = bh(wh; wh);
bh(wh; wh) > hk 1ah(wh; wh):
Таким образом,
bh(y; wh)  kah(y; wh) = bh(wh; wh)  kah(wh; wh) >
> (hk 1   k)ah(wh; wh) > cma 1K kwhk2: 
Теорема 1.3. Пусть выполнены условия (H1)–(H3) и
max
u2UK ; kuk=1
h(u)! 0; h! 0:
Тогда при достаточно малом h справедливы оценки





; i = k; : : : ; k + rK   1:
Здесь постоянная cK зависит от K, но не зависит от h, K > 1.
Доказательство. Непосредственно проверяется, что для лю-
бого u 2 UK и y 2 Vh имеет место следующее равенство (i = K при
i = k; : : : ; k + rK   1):
(hi   K)ah(y; yi) = b(y   u; yi   u)  ia(y   u; yi   u)+
+ [bh(y; y)  b(y; y)]  i[ah(y; y)  a(y; y)]+
+ [bh(y; yi   y)  b(y; yi   y)]  i[ah(y; yi   y)  a(y; yi   y)];
где yi — собственный элемент, соответствующий hi , kyikA = 1. Тогда
jK hi jjah(y; yi)j 6 cK
 ky ukkyi uk+h(y)+Eab(y)kyi  yk 6
6 cK
 ky   ukkyi   uk+ h(y) + Eab(y)(kyi   uk+ ky   uk):
Выберем здесь u = PKyi (PK — ортопроектор в VA на UK), положим
y = Phu и учтем, что
ky   uk := kPhu  uk 6 c h(u); Eab(y) 6 h(u);
kyi   uk 6 c kyi   ukA 6 c sup
y2UKh ; kykA=1
ky   PKykA =:
=: cVA(U
K ; UKh ) 6 cV (UK ; UKh ) 6 cK max
u2UK ;kuk=1
h(u):
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Тогда будем иметь:






Из этой оценки следует утверждение теоремы, если
ah(Phu; yi) > c > 0: (1.20)
Докажем (1.20). Пусть  h := ah(Phu; yi)  a(Phu; yi): Учтем, что
kPKyikA 6 kyikA := 1;
j hj 6 cEa(Phu)kyikA 6 cEab(Phu) 6 c h(u):
Тогда
ah(Phu; yi) = a(Phu; yi) +  h = a(u; yi) +  h = a(u; P
Kyi) +  h =
= kPKyik2A +  h > 1 2VA(UK ; UKh )  c h(u) > 1  cK h(u):
Здесь мы воспользовались свойством ортопроектора (1.10). Отсюда
следует (1.20) при достаточно малом h. 
§ 3. Параметрическая задача на собственные значения
Пусть R+ := fx 2 R : x > 0g и пусть задано семейство самосо-
пряженных операторов A(p) и B(p), p 2 R+ 1), действующих в веще-
ственном бесконечномерном гильбертовом пространстве V с нормой
k  k и скалярным произведением (; ). При каждом заданном p 2 R+
требуется найти такие  2 R и ненулевые u 2 V , что
(P) A(p)u = B(p)u;
или, на языке симметричных билинейных форм этих операторов,
a(p; u; v) = b(p; u; v) 8 v 2 V:
В данном параграфе нас будут интересовать ответы на следующие
вопросы:
(i) сколько решений (; u) имеет задача при заданном p и как соб-
ственные числа  зависят от p (прямая задача)?
1)или, равносильно, самосопряженные оператор-функции p! A(p) и p! B(p) на R+
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(ii) сколько имеется решений (; u) c заданным  при различных зна-
чениях параметра p (обратная задача)?
Ответы на эти вопросы зависят, естественно, от свойств операторов
задачи. В связи с этим напомним некоторые определения. Говорят,
что самосопряженная оператор-функция p! C(p), p 2 [0;1), явля-
ется
(a) непрерывной на [0;1), если kC(p)   C(p)k ! 0 при p ! p 2
[0;1) ;
(b) локально липшиц-непрерывной на (0;1), если для любого за-
мкнутого отрезка !  (0;1) найдется такая постоянная LC(!), что 1)
kC(p)  C(p)k 6 LC(!)jp  p j; p; p 2 ! ;
(c) дифференцируемой на (0;1), если существует такая самосо-
пряженная оператор-функция p! C 0(p), определенная на (0;1), чтоC(p)  C(p)p  p   C 0(p)
! 0 при p! p 2 (0;1) ;
(d) аналитической на (0;1), если в некоторой окрестности про-




Cn(p0) (p  p0)n ;
имеющим ненулевой радиус сходимости. Здесь Cn — самосопряжен-
ные операторы;
(e) строго монотонно возрастающей (неубывающей, невозраста-
ющей, : : : ), если функция p ! c(p; u; u) является строго монотон-
но возрастающей (неубывающей, невозрастающей, : : : ) при каждом






kuk2 = supu2V; kuk=1
jc(p; u; u)j :
Ясно, что дифференцируемая оператор-функция является локаль-
но липшиц-непрерывной и, тем более, — непрерывной. Далее, если
1)если LC(!) не зависит от !, то C(p) является липшиц-непрерывной.
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функция p ! c(p; u; u) является дифференцируемой при каждом
фиксированном u 2 V и ddp c(p; u; u)
 6M(p)kuk2;
M — локально ограниченная функция1), то C(p) является диффе-
ренцируемой и
(C 0(p)u; u) =
d
dp
c(p; u; u) 8u 2 V:
Определение 1.1. Оператор-функции со свойствами a) и b) от-
несем к классу L(R+; V ). 
Определим класс рассматриваемых задач. Будем считать, что:
A1) 0 6 A(p) 6 MA(p)I; 0 6 B(p) 6 MBI при p 2 R+, где MA —
локально ограниченная функция;
A2) r0 := dim(kerA(0)) 2 [1;1). При каждом p 2 R+: B(p) — ком-
пактный оператор, kerB(p) = kerB(0), dim(ImB(p)) =1;
A3) A(p) +B(p) > mABI при p 2 R+, mAB > 0;
A4) отнoшение Рэлея R(p; u) := a(p; u; u)=b(p; u; u) строго монотонно
возрастает по p 2 R+ при фиксированном u 2 eV , где eV есть
ортогональное дополнение kerB(0) до пространства VA(p)+B(p);
A5) оператор-функции A(p) и B(p) принадлежат классу L(R+; V );
Отметим, что независимость величинMB и mAB от p не является
для дальнейшего существенным.
Изучим по отдельности вопросы (i) и (ii), поставленные выше.
3.1. Прямая задача.
На вопросы (i) отвечает
1)ограниченная на каждом компакте из (0;1)
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Теорема 1.4. При каждом p 2 R+ существует счетное мно-
жество чисел K(p), K > 1, с единственной точкой накопления
+1, образующих полный набор собственных чисел задачи (P). Cо-
ответствующие им собственные подпространства UK(p), K > 1,
— конечномерны, VA(p)+B(p) =
1L
k=1
UK(p) kerB(0). Кроме того,
1(0) := min
K>1
K(0) = 0; dimU 1(0) = r0:
Доказательство. Задача (P) при фиксированном p является
обобщенной задачей на собственные значения. Преобразуем ее к видуeA(p)u = ~B(p)u; u 2 V n f0g: (1.21)
Здесь eA(p) := A(p) +B(p), ~ := + 1. Нетрудно видеть, что
mABI 6 eA(p) 6 fMA(p)I; fMA(p) := MA(p) +MB:






теоремы 1.1. Заключительные утверждения являются очевидными,
так как kerA(0) \ kerB(0) = f0g (см. A3). 
Следствие 1.1. Задача (P) эквивалентна задаче нахождения
при каждом p 2 R+ таких чисел  2 R+ и ненулевых u 2 eV , что
a(p; u; v) = b(p; u; v) 8 v 2 eV : 
Рассмотрим зависимость собственных чисел от параметра p. Для
этого на плоскости с осями (p; ) при каждом p 2 R+ отметим точки
(p; K(p)), K = 1; 2; : : : Совокупность этих точек образует на плос-
кости счетное множество кривых (возможно пересекающихся, слива-
ющихся, расщепляющихся и т. д.), которые назовем дисперсионны-
ми (см. далее теорему 1.5). Каждой точке такой кривой, например
(p; K(p)), соответствует собственное подпространство UK(p), раз-
мерность которого (кратность K(p)) обозначим через rK(p) .
Чтобы изучить свойства дисперсионных кривых, нам будет удоб-
но ввести нумерацию чисел K(p) с учетом кратности. А именно, про-
нумеруем их по возрастанию,
0 6 1(p) 6 2(p) 6 3(p) 6 : : : ; n(p)!1 при n!1;
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указывая каждое число K(p) в этом ряду столько раз, какова его
кратность. Ясно, что функции i = i(p), p 2 R+, i > 1, в совокупно-
сти полностью определяют дисперсионные кривые.
Как и в предыдущем параграфе, номеру K числа K(p) поставим
в соответствие целое k по правилу: k(p) = K(p),
k 1(p) < k(p) = : : : = k+rK(p) 1(p) < k+rK(p)(p); (1.22)
а в каждом пространстве UK(p) фиксируем некоторый ортонормиро-
ванный в VA(p)+B(p) базис так, что
UK(p) = spanfuk(p); uk+1(p); : : : ; uk+rK(p) 1(p)g: (1.23)
Тогда при каждом p 2 R+ последовательности i(p), i = 1; 2; : : :,
будет поставлена в соответствие (неоднозначно) последовательность
собственных элементов ui(p).
Теорема 1.5. При каждом i > 1 функция p! i(p)
a) является неотрицательной и строго монотонно возрастает;
b) непрерывна в нуле, локально липшиц-непрерывна на (0;1).
Кроме того, i(p)& +0 при p! +0; i = 1; : : : ; r0; r0+1(0) > 0.
Доказательство. При каждом p 2 R+ числа i(p) + 1, i > 1,
являются собственными числами задачи (1.21). Учитывая следствие




VieV minv2Vinf0g eR(p; v); (1.24)
где максимум берется по всем подпространствам eV размерности i,
eR(p; v) := b(p; v; v)
a(p; v; v) + b(p; v; v)
=
1
a(p; v; v)=b(p; v; v) + 1
:
Из условия A4 заключаем, что eR(p; v) строго монотонно убывает по p
при фиксированном v 2 eV ; поэтому утверждение a) следует из (1.24).
Пусть p; p 2 R+, a(p) = a(p; v; v), b(p) = b(p; v; v). Имеем
R(p; v) R(p; v) = (b(p)  b(p))a(p) + (a(p)  a(p))b(p)
(a(p) + b(p))(a(p) + b(p))
:
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Рис. 1. На левом рисунке изображена часть плоскости (p; ) и гладкие дисперсионные
кривые, пронумерованные по возрастанию с учетом кратности. В точках 0 и B рожда-
ется по две кривых кратности 1, в D — одна кривая кратности 3; в точке A кривые
пересекаются, в C — расщепляются. На правом рисунке использована другая нумера-
ция этих же кривых (также с учетом кратности).
Отсюда легко выводится оценка jR(p; v) R(p; v)j = (p; p), где







Таким образом, R(p; v)  (p; p) 6 R(p; v) 6 R(p; v) + (p; p); поэтому
из принципа Куранта-Фишера имеем
i(p)  (p; p) 6 i(p) 6 i(p) + (p; p);
или ji(p) i(p)j 6 (p; p). Отсюда следуют требуемые утверждения
b), поскольку при p = 0 имеем (см. условие A5):
(p; 0) = c(0)
 kA(p)  A(0)k+ kB(p) B(0)k! 0 при p! 0;
а для всех p; p 2 ! := [!1; !2]  (0;1)




где c! есть верхняя грань c(p) на !.
Наконец, число 1(0) = 0 имеет кратность r0 (см. теорему 1.4).
Поэтому i(0) = 0, i 6 r0, и заключительное утверждение теоремы
следует из монотонности и непрерывности функций i в нуле. 
Замечание 1.1. Утверждение о локальной липшицевости функций i(p) не мо-
жет быть усилено, даже если дисперсионные кривые являются бесконечно дифферен-
цируемыми. Нетрудно видеть, что это связано с возможным пересечением кривых (см.
левый рис. 1; функция 3(p) не имеет производной в точке, соответствующей точке A).
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3.2. Обратная задача.
Посмотрим на задачу (P) с обратной точки зрения (см. вопросы
(ii)). Будем считать  > 0 фиксированным и искать такие (p; u) 2
R+  V n f0g, что
A(p)u = B(p)u:
Эта задача существенно сложнее, чем (P), поскольку она представ-
ляет собой нелинейную (относительно p) задачу на собственные зна-
чения. Тем не менее, благодаря монотонной зависимости отношения
Рэлея от p, оказывается возможным дать конструктивный ответ на
вопрос (ii). C этой целью рассмотрим “линейную” задачу
A(0)u = 0B(0)u; u 2 V n f0g: (1.25)
Эта задача на собственные значения была изучена нами выше. Она
имеет счетное множество неотрицательных собственных чисел 0K ,
которые пронумеруем по возрастанию с учетом кратности:
0 = 01 = 
0
2 = : : : = 
0
r0
< 0r0+1 6 
0
r0+2
6 : : : ; 0n !1 при n!1:
Числа 0i , i > 1 будем называть критическими числами, а на задачу
(1.25) будем ссылаться как на задачу определения критических чисел.
Определим на полуоси R+ ступенчатую функцию, непрерывную
слева, монотонно возрастающую и принимающую целые значения:
n(x) := maxfi : 0i 6 x; i = 1; 2; : : :g:
Отметим, что точками разрыва этой функции являются числа 0K ,
на множестве [0; 0r0+1) ее значения равны r0.
Теорема 1.6. При каждом  2 R+ существует в точности
n() таких неотрицательных чисел pi() (необязательно различ-
ных) и соответствующих им элементов ui() (одинаковым pi соот-
ветствуют линейно-независимые ui), что (; ui()) есть решение
задачи (P) при p = pi().
Доказательство. Пусть задано неотрицательное число ,
(i(p); ui(p)), i = 1; 2; : : : — решения задачи (P). Поскольку функции
p! i(p) строго монотонно возрастают, то алгебраическое уравнение
i(p) = 
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при фиксированном i > 1 либо имеет одно решение pi = pi() (если
i(0) 6 ), либо не имеет решения. Из определения функции n(x)
следует, что в точности n() таких уравнений имеют решение. 
§ 4. Метод Галеркина с возмущениями для
параметрической задачи
4.1. Дискретная задача.
Пусть, как и в § 2, fVhgh — предельно плотная последователь-
ность конечномерных подпространств V , симметричные билинейные
формы ah(p; ; ) и bh(p; ; ) есть возмущения (аппроксимации) форм
a(p; ; ) и b(p; ; ) на Vh  Vh при фиксированных h и p. Рассмотрим
аппроксимацию задачи (P) методом Галеркина с возмущениями: при
каждом p 2 R+ найти такие h 2 R и ненулевые y 2 Vh, что
(Ph) ah(p; y; v) = hbh(p; y; v) 8 v 2 Vh.
Пусть h и p — фиксированы, Nh есть размерность пространства
Vh, a элементы '1, '2, : : :, 'Nh определяют в нем базис. Тогда задача
(Ph) сводится к алгебраической задаче на собственные значения
Ah(p)x = 
hBh(p)x; 0 6= x 2 RNh:
Здесь x есть вектор коэффициентов разложения y по указанному ба-
зису, симметричные матрицы Ah(p) и Bh(p) имеют элементы
aij(p) := ah(p; 'i; 'j); bij(p) := bh(p; 'i; 'j); i; j = 1; 2; : : : ; Nh:
Будем говорить, что вектор x соответствует элементу y, а матрица
Ah(p) (Bh(p)) порождается формой ah (bh).
Определение 1.2. Матричная функция p! Ch(p) является
(a) непрерывной в нуле, если
kCh(p)  Ch(0)k ! 0 при p! +0;
(b) локально липшиц-непрерывной на (0;1), если для любого за-
мкнутого отрезка !  (0;1) найдется такая постоянная Lc(!), что
kCh(p)  Ch(p)k 6 Lc(!)jp  p j; p; p 2 !; u 2 Vh:
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Симметричные матричные функции со свойствами (a) и (b) отнесем
к классу L(R+; Vh). 
Наложим следующие ограничения на формы ah и bh:
Ah1) jah(p; u; u)j 6 Ma(p)kuk21;
, 0 6 bh(p; u; u) 6 Mbkuk21;
, p 2 R+,
u 2 Vh, где Ma — локально ограниченная функция;
Ah2) kerBh(p) = kerBh(0) при каждом p 2 R+;
Ah3) Ah(p) +Bh(p) > mabIh при p 2 R+, mab > 0;
Ah4) отнoшение Рэлея ah(p; u; u)=bh(p; u; u) строго монотонно возрас-
тает по p при любом фиксированном u 2 eVh, где eVh есть ортого-
нальное дополнение kerBh(0) до пространства Vh;Ah(p)+Bh(p)
1);
Ah5) матричные функцииAh(p) иBh(p) принадлежат классу L(R+; Vh).
Здесь величины Ma, Mb и mab считаются не зависящими от h. Поло-
жим N bh := Nh   dim ( kerBh(0)).
Теорема 1.7. При каждом p 2 R+ задача (Ph) имеет конечное
число (скажем nh(p)) собственных чисел hK(p) суммарной крат-
ности N bh и соответствующих им собственных подпространств




Кроме того, если h1(p) 6 h2(p) 6 : : : 6 hN bh(p) есть соб-
ственные числа, пронумерованные с учетом кратности, то функ-
ции p ! hi (p), i = 1; 2; : : : ; N bh, являются непрерывными в нуле,
локально липшиц-непрерывными на (0;1) и строго монотонно воз-
растающими.
Доказательство. Размерность пространства eVh равна N bh.
Поскольку kerBh(p) = kerBh(0) при всех p 2 R+ и kerAh(0) \
kerBh(0) = f0g (см. условие Ah3), то элементы из kerBh(0) не могут
быть собственными элементами. Преобразуем задачу (Ph) к виду
~ah(p; y; v) = ~
hbh(p; y; v); v 2 eVh;
1)Vh;Ah(p)+Bh(p) есть пространство Vh с скалярным произведением ah(p; ; ) + bh(p; ; ).
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где ~ah := ah + bh, ~h := h + 1. Обе формы ~ah и bh положительно
определены на eVh. Отсюда следует существование пар (hK(p); UKh (p))
и свойства пространств UKh (p).
Доказательство остальных утверждений теоремы проводится со-
вершенно аналогично доказательству соответствующих утверждений
теоремы 1.5. 
Замечание 1.2. Сопоставим условия A1 A5 и Ah1  Ah5 . Видим, что формы ah и
bh наследуют свойства невозмущенных форм a и b, кроме условия неотрицательности
формы a. Если условия Ah1  Ah5 дополнить условием
Ah0) Ah(p) > 0; r0 := dim(kerAh(0)),
то можно утверждать также, что (см. аналогичное утверждение теоремы 1.5):
hi (p)! 0 при p! +0, i = 1; 2; : : : ; r0; hr0+1(0) > 0.
4.2. Оценки точности.
Пусть K > 1, K(p) — собственное число кратности rK(p) зада-
чи (P); UK(p) — соответствующее ему собственное подпространство
(см. (1.23), c. 23); целое k связано с K согласно (1.22), c. 23. Пусть
далее hi (p); i = 1; : : : ; N bh — упорядоченные по возрастанию с учетом
кратности собственные числа задачи (Ph), yhi (p) — соответствующие
им собственные элементы. Числа hk(p); 
h
k+1(p) ; : : : ; 
h
k+rK(p) 1(p)
будем рассматривать как приближения собственного числа K(p), а
пространство
UKh (p) := spanfyhk(p); yhk+1(p) ; : : : ; yhk+rK(p) 1(p)g;
как аппрокcимацию собственного подпространства UK(p).
Введем обозначения. Для заданных форм d и dh положим
Ed('h) := sup
vh2Vh;kvhk=1
jd(p; 'h; vh)  dh(p; 'h; vh)j; 'h 2 Vh;
через Ph обозначим ортопроектор в VA(p)+B(p) на Vh. Пусть
h(u) := inf
vh2Vh
ku  vhk+ Ea(Phu) + Eb(Phu); u 2 V;
h(y) := ja(p; y; y)  ah(p; y; y)j+ jb(p; y; y)  bh(p; y; y)j; y 2 Vh:
Дополнительно к условиям Ah1   Ah5 предположим, что
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Ah6) sup
f2Vh; kfk=1
(Eb(f)+Eb(PhT (p)f)+Ea(PhT (p)f))! 0 при h! 0,





Теорема 1.8. Пусть выполнены условия (H1), A1 A5, Ah1 Ah6,
maxu2UK ; kuk=1 h(u)! 0 при h! 0. Тогда для любого p 2 R+ и K > 1
при достаточно малом h имеют место оценки
V (U
K(p); UKh (p)) 6 cK max
u2UK(p); kuk=1
h(u);






где постоянная cK зависит от K(p) и p, но не зависит от h.
Доказательство. Воспользуемся результатами § 2. Исходную
задачу (P) представим в виде
b(p; u; v) = ~a(p; u; v) 8 v 2 V;
где ~a := a+ b,  := (+ 1) 1. При фиксированном p эта задача типа
(P). Задачу (Ph) представим в виде ее аппроксимации (P h ):
bh(p; y; v) = 
h~ah(p; y; v) 8 v 2 Vh;
где ~ah := ah+bh, h := (h+1) 1. Из условий Ah2 , Ah3 и Ah6 следует, что
выполнены условия (H2) и (H3). Поэтому мы можем воспользоваться
теоремой 1.2, из которой следует первая оценка теоремы.
Из теоремы 1.3 вытекает, что






Отсюда следует вторая оценка, поскольку при достаточно малом h
jK(p)  hi (p)j = j1=K(p)  1=hi (p)j 6 cK jK(p)  hi (p)j: 
Глава 2
СКАЛЯРНАЯ ЗАДАЧА О ПОВЕРХНОСТНЫХ
СОБСТВЕННЫХ ВОЛНАХ
В данной главе изучается один численный метод решения задачи
о поверхностных собственных волнах цилиндрических диэлектриче-
ских волноводов, находящихся в однородной окружающей среде, в
приближении слабонаправляющего волновода. Он основан на сочета-
нии метода точных нелокальных граничных условий и метода конеч-
ных элементов.
Рассматривается классическая модель, согласно которой волно-
вод предполагается неограниченным и линейно изотропным, то есть
относительная диэлектрическая проницаемость " волновода не меня-
ется вдоль оси Ox3 и является достаточно гладкой функцией попереч-
ных координат. Будем для определенности считать, что поперечное
сечение волновода 
i есть односвязная ограниченная область в R2,
имеющая кусочно-гладкую границу  := @
i,
" := "1 > 0 в 
e; "+ := max
x2
i
"(x) > "1; min
x2
i
"(x) > "11): (2.1)
где 
e := R2n
i. Магнитная проницаемость волновода всюду предпо-
лагается равной магнитной проницаемости свободного пространства.
Математическая формулировка задачи сводится к нахождению
пар чисел (; k) 2  и ненулевых вещественных u 2 H1(R2), удовле-
творяющих п. вс. в R2 уравнению [18]
 u+ 2u = k2"u; (2.2)




(ru  rv + 2uv) dx = k2
Z
R2
"uv dx 8 v 2 H1(R2):
1)Рассмотрение многосвязных и несвязных областей 
i, так же как и волноводов с размытой
границей (в этом случае необходимо писать знак > вместо > в последнем условии в (2.1)), не
вносит дополнительных трудностей.
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Здесь
 := f(; k) : =p"+ < k < =p"1;  > 0g:
Отметим, что в 
e := R2n
i уравнение (2.2) имеет вид
 u+ p2u = 0; p := (2   k2"1)1=2: (2.3)
Параметр p определяет скорость затухания решения u на бесконеч-
ности и называется поперечным волновым числом.
На задачу (2.2) можно смотреть как на параметрическую спек-
тральную задачу, считая параметром либо , либо k.
§ 1. Постановка задачи в ограниченной области
Введем новую пару неизвестных параметров (; p), предполагая,
что p и k связаны равенством
p = (2   k2"1)1=2; (2.4)
и множество
K := f(; p) :  > 0; 0 < p <
p
("+   "1)="+g:
Легко проверяется, что формула (2.4) устанавливает взаимно-одно-
значное соответствие между  и K.1)
Укажем два метода, каждый из которых позволяет свести исход-
ную задачу в неограниченной области (на плоскости) к задаче в огра-
ниченной области (в круге). Первый метод основывается на диффе-
ренциальном уравнении (2.2), а второй — на ее слабой форме (P1).
1.1. Первый метод.
Рассмотрим новую задачу: найти (; p) 2 K и ненулевые u 2
H1(R2), удовлетворяющие п. вс. в R2 уравнению
 u+ p2u = 2(   1)u;  = "="1: (2.5)
Легко заметить, что уравнение (2.5) переходит в (2.2) при условии
(2.4) и наоборот. Поэтому эти задачи эквивалентны в том смысле,
1)достаточно заметить, что лучи fk = k0;  2 R+g, лежащие в , преобразуются в лучи
fp = p0;  2 R+g из K, p20 = 1  k20"1.










Рис. 1. Разбиение плоскости.
что между их решениями имеется простое взаимно-однозначное со-
ответствие: (; k; u) — решение задачи (2.2) тогда и только тогда,
когда (; p; u) — решение (2.5).
Сведем задачу (2.5) к задаче в ограниченной области, предпола-
гая, что начало координат находится в 
i.
Пусть BR0 := fx : jxj < R0g — круг минимального радиуса R0
такой, что 




1 := R2 n 
 (см. рис. 1).
Решение задачи (2.5) удовлетворяет уравнению (2.3) вне 
i и по-
этому является там гладким. Обозначим через up (u) его сужение
на область 
1 (
). Тогда up удовлетворяет уравнению (2.3), а на  
справедливы равенства
up = u; up  = u:
Здесь  — единичная нормаль из 
 на  , u — производная u в
направлении . Функция up, как решение внешней краевой задачи
 up + p2up = 0; x 2 
1; up = u; x 2  ;
















Здесь (r; ')— полярные координаты с началом в центре BR, Kn(r)—
модифицированная функция Бесселя порядка n. Таким образом, для
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определения (; p; u) получим следующую задачу в круге, в которую
параметр p нелинейно входит в нелокальное краевое условие:
 u+ p2u = 2(   1)u; x 2 
; (2.7)
u + S (p)u = 0; x 2  :
Здесь









Эта задача и есть искомая задача в ограниченной области.
Далее мы исследуем разрешимость задачи (2.7), а также постро-
им и изучим численный метод ее решения на основе метода конечных
элементов. Для этого нам понадобится ее обобщенная (слабая) фор-
мулировка. Она получается стандартным способом: уравнение (2.7),
предварительно умноженное на произвольно выбранную функцию
v 2 V := H1(
), интегрируется по области 
, а затем используется
формула интегрирования по частям и учитывается краевое условие
на  . Обобщенная формулировка задачи (2.7) имеет следующий вид:
найти (; p; u) 2 K  V n f0g такие, что
(P) a(p; u; v) = 2b(u; v) 8 v 2 V;
где
a(p; u; v) := a0(p; u; v) + s1(p; u; v);
s1(p; u; v) := 2
1X
n= 1
Kn(pR) an(u) an(v); (2.8)








(   1)uv dx:
Здесь для комплексного числа z = a + ib, z = a   ib означает его
комплексное сопряжение.
Замечание 2.3. Формы a0 и b, в отличие от формы s1, являются традицион-
ными. Свойства s1 определяются как скоростью убывания с ростом n коэффициентов
Фурье an(u), u 2 V , так и свойствами функций r ! Kn(r) при произвольных n. Далее
мы покажем, в частности, что Kn(r) > jnj при всех r > 0 и n и Kn(r) < jnj + r при
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Замечание 2.4. Условие (; p) 2 K в формулировке задачи (P) не является огра-
ничением. Действительно, множество K допускает следующее эквивалентное опреде-
ление:
K := f(; p) : p > 0;  > ("+=("+   "1))1=2pg:
Если (; p; u) удовлетворяет тождеству (P), то нетрудно видеть, что (1 6  6 "+="1)Z






(2   p2)u2 dx:
Отсюда следует 2 > p2, так как s1(p; u; u) > 0, а также оценка 2 < "+="1(2   p2),
равносильная оценке  > ("+=("+   "1))1=2p; следовательно, (; p) 2 K.
Поэтому задачу (P) можно рассматривать как задачу на собственные значения
относительно 2, а p > 0— считать параметром. Задачи такого типа были рассмотрены
нами в предыдущей главе.
Прежде чем перейти к второму методу вывода задачи (P), рас-
смотрим эквивалентные нормировки пространства H1=2( ) и укажем
гладкие продолжения функций из H1(
) с сохранением класса. На
этой основе мы получим другое представление формы s1.
1.2. Пространство H1=2( ).
Используем общепринятое обозначение H1=2( ) для пространства
следов на   функций изH1(R2) (см., напр., [19, с. 55]); через uj  будем
обозначать след функции u на   1). Норма в H1=2( ) может быть










Известно, что H1=2( )  L2( ), бесконечно-дифференцируемые
функции образуют плотное подмножество в нем. В частности, ряд









u(R') e in'd'; 3) (2.10)
1)понятие следа обобщает понятие сужения. Для гладких функций эти понятия совпадают.
2)две нормы k  k(1) и k  k(2) эквивалентны на V , если c1kuk(2) 6 kuk(1) 6 c2kuk(2) 8u 2 V ,
c1 > 0. Числа c1 и c2 называют постоянными эквивалентности.
3)s = R' есть дуговая координата на  
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то ku   uNk1=2;  ! 0 при N ! 1 (также kuNk1=2;  ! kuk1=2; ).
Отметим, что поскольку uN вещественная функция, то














; r 2 R+;








Доказательство. Вычислим норму kuk1=2; . Пусть uN — от-











(jrvj2 + jvj2) dx
o
:
Хорошо известно, что ~uN является решением следующей внутренней
краевой задачи1):













1)решение этой задачи является бесконечно дифференцируемым в 
.
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Переходя здесь к пределу при N ! 1, получим первую формулу.
Аналогично получается вторая формула. При этом внутренняя крае-
вая задача заменяется на внешнюю (в области 
1), функция Бесселя
In — на Kn. 
Замечание 2.5. Целью данного замечания является вариационное описание








(jrvj2 + jvj2) dx
o
: (2.11)




=2 = cos(k'). Тогда левая часть в (2.11) будет равна
ckIk(R), где все ck = , кроме c0 = 2 (поскольку I n(R) = In(R), см. далее). В правой
части сделаем замену переменных в интеграле (r := r=R), переходя к единичному кругу






















Отсюда следует, в частности, что функция r ! Kn(r) (как и r ! In(r)) — строго
монотонно возрастает при всех целых n и Kk(R) 6 (R=R0)2Kk(R0) при R > R0.
Лемма 2.2. Для всех целых n справедливы оценки
In(r) 6 Kn(r) 6 c20(r) In(r); r 2 R+;
где c0 — непрерывная на (0;1) монотонно убывающая функция;
c0(r)! +1 при r ! 0.
1.2. Пространство H1=2( ). 37





















Рис. 2. На левом рисунке представлены графики функций Kn(r) n для ряда значений
n, на правом — функций Kn(r)=In(r).
Доказательство. Модифицированные функции Бесселя In(z)
и Kn(z) 1) являются линейно независимыми решениями уравнения
z2w00 + z w0   (z2 + n2)w = 0:
Ясно, что K n(z) = Kn(z) и K n(z) = Kn(z). Аналогично I n(z) =
In(z). Поэтому можно ограничиться неотрицательными n.
















нетрудно получить, что Kn(0) = In(0) = n, n > 0. Для определителя
Вронского справедлива формула
W (Kn; In) :=  K 0n(z)In(z) +Kn(z)I 0n(z) = 1=z;
откуда следует, что Kn(r) + In(r) = 1=Kn(r)In(r). Продифференци-
руем это тождество:




Полагая здесь a(r) := (rKn(r)In(r)) 1, f(r) := 2K0n(r), для определе-
ния y(r) := Kn(r)  In(r) получим задачу:
y0(r) + a(r)y(r) = f(r); r > 0; y(0) = 0:
1)относительно свойств этих функций см., напр., [20, c. 247], [21, c. 374]. Далее z означает
комплексную переменную, w0(z) := dw(z)=dz; r 2 R+.
1)f(z)  g(z), если f(z) = g(z) + o(g(z)).
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Так как функции a и f являются неотрицательными (In и Kn —
положительны, Kn(r) — строго монотонно возрастает по r согласно
замечанию 2.5), то y также является неотрицательной, т. е. In(r) 6
Kn(r).
Получим вторую оценку. Из рекуррентных соотношений
 K 0n(z) = Kn 1(z) +
n
z




следуют другие формулы для Kn:






Поскольку 0 < Kn 1(r) < Kn(r) при n > 1 и r > 0, то
n 6 Kn(r) 6 n+ r; Kn(r) > r   n; n > 1; r 2 R+:
Аналогичные рассуждения приводят к оценкам
In(r) = n+ r
In+1(r)
In(r)
> n; In(r) =  n+ rIn 1(r)
In(r)
> r   n;
т. к. In(r) 6 In 1(r) при n > 1. Следовательно,
Kn(r) 6 n+ r 6 2n+ In(r) 6 3 In(r); n = 1; 2; : : :









строго убывает на (0;1) (каждая дробь убывает по r) и C0(r)! +1
при r ! +0, C0(r)! 1 при r ! +1. Полагая c20(r) = maxfC0(r); 3g,
получим искомую оценку Kn(r) 6 c20(r) In(r), n > 0, r 2 (0;1). 
Замечание 2.6. Функции Kn(r)=In(r) для ряда значений n изображены на пра-
вом рисунке 2. При больших значениях r они монотонно стремятся к единице, сохраняя





Следствие 2.2. Нормы k k1=2;  и juj1=2;  эквивалентны; точнее
kuk1=2;  6 juj1=2;  6 c0kuk1=2; ; u 2 H1=2( ):
Здесь постоянная c0 := c0(R0) зависит лишь от R0 1).
1)напомним, что 
 есть круг радиуса R > R0,   := @
.
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Рис. 3. Графики функций (n2 + r2)1=2=In(r) для ряда значений n.
Доказательство. Требуемые оценки непосредственно вытека-
ют из лемм 2.1, 2.2, если учесть, что c0(R) 6 c0(R0). 
Следствие 2.3. Для любой функции u 2 H1(
)
juj1=2;  6 c0kuk1;
; c0 := c0(R0):
Доказательство. Из определения следует, что kuk1=2;  6
kuk1;
. Поэтому juj1=2;  6 c0kuk1=2;  6 c0kuk1;
. 
Замечание 2.7. Норма k  k1=2; , введеная выше, имеет два важных свойства, не
зависящих от радиуса R области 
:
kuk1=2;  6 kuk1;
; u 2 H1(
); kuk1=2;  6 kuk1;
1 ; u 2 H1(
1):
Вторая оценка следует из неравенств kuk1=2;  6 juj1=2;  6 kuk1;
1 . Учитывая следую-
щие оценки, на доказательстве которых мы не будем останавливаться (см. рис. 3):
1 6 (n2 + r2)1=2=In(r) 6 C2(r); r 2 R+; n = 0;1;2; : : :





Имеем kuk1=2;  6 u 1=2; 6 C(r)kuk1=2; . Здесь C2(r) := r=I0(r) — строго монотонно
убывающая функция (см. кривую n = 0 на рис. 3), C2(r)  2=r при малых r. Ясно, что
можно принять R = 1 в (2.14) (при этом изменятся лишь постоянные эквивалентности).
Норма (2.14) наиболее часто используется для нормировки пространства H1=2( ).
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1.3. Свойства функций Kn.
Учитывая важность для нас функций r ! Kn(r), зафиксируем
их свойства, отмеченные в ходе доказательства леммы 2.2, а также
укажем некоторые новые.
Лемма 2.3. При каждом целом n функция z ! Kn(z) является
аналитической 1) в правой полуплоскости C+ := fr + iy : r > 0g и
непрерывной в C+ := fr + iy : r > 0g. Кроме того
Kn(z) = Kn(z); Kn = K n; Kn(0) = jnj; (2.15)
jeKn(z)=zj 6 1; jK0n(z)j 6 2(jnj+ jzj); z 2 C+; n 6= 0; (2.16)
где eKn(z) = Kn(z) Kn(0). При малых z справедливы формулы
eK0(z)  ln 1 1
z

; eK1(z) = z2eK0(z) ; eKn(z)  z
2
2(jnj   1) : (2.17)
При r 2 R+ имеем: jnj 6 Kn(r) 6 jnj + r, 0 6 K0n(r) 6 2jnj, если
n 6= 0; K0(0) = 0, K00(r) > 0 при r > 0.
Доказательство. Известно, что при целых n модифициро-
ванная функция Бесселя Kn является аналитической на z-плоскости
с разрезом вдоль отрицательной вещественной оси, причем в C+ она
не имеет нулей (см., напр., [21, c. 377]). Поскольку
Kn(z) :=  zK 0n(z)=Kn(z) = Kn(0) + zKn 1(z)=Kn(z);
то отсюда следует, что Kn является аналитической в C+ и непрерыв-
ной в C+ n f0g. Непрерывность в нуле следует из асимптотик (2.17),
которые легко вывести из асимптотик в нуле функцийKn (см. (2.12)).
Равенства (2.15), как и оценки jnj 6 Kn(r) 6 jnj+ r при n 6= 0, были
установлены в лемме 2.2.
Докажем первую оценку в (2.16). Функция (z) := eKn(z)=z равна
Kn 1(z)=Kn(z) (см. (2.13)) и является аналитической в C+. Поэтому
максимум ее модуля достигается либо на мнимой оси, либо в бес-
конечно удаленной точке. Поскольку Kn(z) = Kn(z), то достаточно
ограничиться рассмотрением мнимой полуоси f0+iy; y > 0g. В беско-







1)дифференцируемой в смысле комплексного анализа
1.4. Метагармоническое продолжение функции. 41






где H(1)n (y) = Jn(y)+ iYn(y) — функция Ханкеля порядка n. Поэтому


















Докажем вторую оценку в (2.16). Дифференцируя функцию




K2n(z)  z2   n2

=z:
Отсюда при вещественных z = r получим K0n(r) 6 2jnj при n 6= 0,
поскольку Kn(r) 6 jnj + r. При z 2 C+ и n 6= 0 имеем Kn(z) =:
jnj+ z(z), где j(z)j 6 1. Поэтому
K0n(z) = 2jnj(z) + (2(z)  1)z:
Отсюда следует требуемая оценка: jK0n(z)j 6 2(jnj+ jzj). 
Графики функций r ! Kn(r) Kn(0) для ряда значений n приве-
дены на рис. 2. Отметим качественное различие свойств кривых при
n = 0 и n 6= 0. Оно, в основном, объясняется формулами (2.17).
1.4. Метагармоническое продолжение функции.
Положим
H10(
1) := fv 2 H1(
1) : vj  = 0g;
произвольно фиксируем вещественное p, p > 0, и определим функции
1x := minf1; x2g; 1x := maxf1; x2g; x 2 R+:
Отметим, что 1x ! 0 при x! 0.
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Определение 2.3. Функцию up назовем метагармонической в
области D  R2, если  up + p2up = 0 в D.
Определение 2.4. Функцию up 2 H1(R2) назовем метагармо-
ническим продолжением функции u 2 H1(
), если up является мета-






Корректность этого определения вытекает из следующей леммы.
Лемма 2.4. Метагармоническое продолжение up произвольной
функции u 2 H1(
) существует, единственно и
kupk1;R2 6 c(p)kuk1;
;
где c — локально ограниченная функция на (0;1). Кроме того, сим-
метричная неотрицательная форма




 rup  rvp + p2up vp dx; u; v 2 H1(
);
совпадает с формой (2.8) и является ограниченной на H1(
):
0 6 s1(p; u; u) 6Ms(p)kuk21;
; Ms(p) := c20(R0) 1p: (2.18)






(jruj2 + p2u2) dx:













Хорошо известно, что решение этой задачи существует и единственно,
поскольку квадратичный функционал u! juj21;p является ограничен-
ным и коэрцитивным:
1p kuk21;
1 6 juj21;p 6 1p kuk21;
1:
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Функционал jupj21;p нетрудно вычислить в терминах коэффициен-
тов Фурье функции u

 
. Рассуждая также как при доказательстве
леммы 2.1, получим
s1(p; u; u) := jupj21;p = 2
1X
n= 1
Kn(pR) jan(u)j2 8u 2 V:
Положим здесь u := u + tv, t 2 R, v 2 V , и вычислим производную
по t от обеих частей при t = 0. В результате придем к формуле (2.8).
Принимая во внимание следствие 2.3, теперь имеем:















Следствие 2.4. Справедливо тождествоZ

1
 rup  rv + p2up v dx = 0 8 v 2 H10(
1):
Лемма 2.5. Пусть ограниченная функция u является гармони-
ческой или метагармонической вне замкнутого круга BR0, an(uj@BR0)
обозначает коэффициент Фурье функции uj@BR0 2 L2(@BR0). Тогда
при всех целых n и R > R0 справедливы оценки
jan(uj@BR)j 6 (R0=R)jnjjan(uj@BR0)j:
Доказательство. Рассмотрим случай метагармонической функ-
ции u. Воспользуемся представлением (2.6). Оно справедливо в R2 n
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Пусть %n(p) := Kn(Rp)=Kn(pR0). Имеем %n(p) = % n(p) > 0. Исполь-
зуя асимптотики (2.12) функций Бесселя, нетрудно вычислить, что
%n(0) = (R0=R)
jnj. Учтем, что %0n(p) = (Kn(R0p) Kn(Rp))%n(p)=p 6 0,
поскольку функция r ! Kn(r) — возрастающая. Поэтому 0 <
%n(p) 6 %n(0) = (R0=R)jnj при всех n.
Рассмотрим теперь равенство (2.19) в точках r = R и заметим, что
ряд, в силу равенства Парсеваля (см. (2.9)), равномерно сходится на
[0; 2). Умножим обе его части на e ik'=2 и проинтегрируем по ' 2
[0; 2). В результате получим ak(uj@BR) = %k(p)ak(uj@BR0) при всех k.
Отсюда следует искомая оценка: jak(uj@BR)j 6 (R0=R)jkjjak(uj@BR0)j.
Случай гармонической функции u рассматривается аналогично.
В этом случае в формуле (2.19) множитель Kn(pr)=Kn(pR0) доста-
точно заменить на (R0=r)jnj. 
1.5. Второй метод.
Приведем прямое доказательство эквивалентности задач (P1) и (P).
Теорема 2.9. Задачи (P1) и (P) эквивалентны в следующем
смысле. Если (; k; u) — решение задачи (P1), то (; p; uj
) — ре-
шение задачи (P) при p = (2   "1k2)1=2. Обратно: если (; p; u)
— решение задачи (P), то (; k; up) — решение задачи (P1), где
k = ((2   p2)="1)1=2, up — метагармоническое продолжение u.
Доказательство. Пусть (; k; u) удовлетворяет тождеству (P1).
Определим число p согласно (2.4). Тогда (; p) 2 K, поскольку
(; k) 2 . Запишем тождество (P1) в следующем виде:Z











Здесь v произвольная функция изH1(R2). Заметим, что если принять
v = 0 в области 
, то получим тождествоZ

1
(ru  rv + p2uv) dx = 0 8 v 2 H10(
1):
Следовательно, u является метагармонической в 
1 (см. следствие
2.4) и u = up. Ограничимся в (2.20) только такими v 2 H1(R2), что
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v = vp , и учтем определение формы s1. Тогда получим, чтоZ






"uv dx 8 v 2 H1(
): (2.21)














Поэтому тождество (2.21) преобразуется к видуZ






(   1)uv dx:
Следовательно, (; p; uj
) есть решение задачи (P).
Докажем обратное утверждение. Пусть (; p; u) — решение (P).
Определим k = ((2   p2)="1)1=2. Так как (; p) 2 K, то (; k) 2 .
Пусть up и wp — метагармонические продолжения u и произвольного
w 2 V соответственно. Учитывая определение формы s1, имеемZ












Пусть v — произвольная функция из H1(R2) такая, что vj
 = w. В





(rup  r + p2up ) dx = 0:
Учтем это равенство в (2.22). Тогда получимZ











С учетом равенства p2 = 2   "1k2 оно преобразуется к видуZ
R2
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Отсюда следует, что (; k; up) — решение задачи (P1). 
Замечание 2.8. По определению задача (P) зависит от выбора области 
, точ-
нее, зависит от параметра R — радиуса 
. Поэтому правильнее было бы писать (PR),

R,  R и т.д. Чтобы не перегружать обозначения, мы эти зависимости от R будем под-
разумевать и не будем указывать явно. Это соглашение дополнительно оправдывается
тем, что в тройке (; p; u), определяющей решение задачи (P), от R зависит только u,
причем тривиальным образом: u есть сужение на область 
 функции, определенной в
R2, которая не зависит от R. С теоретической точки зрения выбор R не важен при усло-
вии, что 
  
i. C практической точки зрения величина R имеет важное значение и его
выбор будет влиять на эффективность численных методов, которые будут обсуждаться
далее.
Замечание 2.9. По-видимому, D. Givoli был первым, кто предложил использо-
вать метод разделения переменных для получения точного нелокального краевого усло-
вия на фиктивной границе при решении краевых задач в неограниченных областях [23]
[24]. Оператор S  был им назван DtN оператором (Dirichlet-to-Newmann), поскольку
он преобразует, фактически, краевые условия Дирихле на фиктивной границе в усло-
вия Неймана. Мы выбрали конечную (расчетную) область 
 в форме круга исходя из
соображений простоты изложения и проводимых выкладок. Для рассматриваемых на-
ми задач оператор S  нетрудно определить и для эллиптической области 
 (см., напр.,
[25]). Такой выбор оправдан на практике, если волновод 
i является сильно вытянутым
в одном направлении.
1.6. Пространства функций.
Далее нам понадобятся следующие пространства функций, опре-
деленных на области D  R2. Все интегралы ниже понимаются в
смысле Лебега.
Ck(D) — пространство k-раз непрерывно дифференцируемых на
D функций, k > 0; C(D) = C0(D);







; 1 6 p <1;
L1(D) — пространство измеримых по Лебегу существенно огра-
ниченных функций, с нормой
kuk0;1;D = inffM : juj 6M п.в. в 
g;
W kp (D) — пространство Соболева, 1 6 p 61, k — целое число,
W kp (D) = fu : Du 2 Lp(D); jj 6 kg:
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; jj = 1 + 2; 1; 2 > 0; D(0;0)u = u:

















; 0 6 s 6 k:
При p = 2 используются сокращения: Hk(D) = W k2 (D),
kukk;D = kukk;2;D; jujs;D = jujs;2;D:
Определим, наконец, пространство W k1(D) — пространство (k   1)-
раз непрерывно-дифференцируемых в D функций, производные k 1





Пространства Соболева подробно описаны в книгах [26], [27].
§ 2. Существование и свойства решений
Задачу (P) (см. замечание 2.4) далее будем рассматривать как
параметрическую задачу на собственные значения: при каждом за-
данном p > 0 найти такие (; u) 2 R+  V n f0g, что
(P) a(p; u; v) = 2b(u; v) 8 v 2 V:
Формы a и b зависят от функции  := "="1. В данном параграфе
будут использованы лишь следующие свойства этой функции:










> 1 + 0:
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Здесь 0 > 0 1). Предположения о гладкости  в 
i, а также границы
@
i, понадобятся нам в следующих параграфах.
Укажем необходимые в дальнейшем свойства форм a и b. Отме-
тим, что пространство V := H1(
) является гильбертовым. Скаляр-





(ru  rv + uv) dx; u; v 2 V:
2.1. Свойства форм a и b.





(   1)uv dx:
Лемма 2.6. Форма b(; ) является симметричной,
0 6 b(u; u) 6MBkuk21;
; u 2 V:
Порождаемый ею оператор B является самосопряженным, ком-
пактным и неотрицательным 1), kerB = fu 2 V : u = 0 на 
ig.
Доказательство. Поскольку  = 1 вне 
i, то




(   1)u2dx 6MB kuk20;
 6MB kuk21;
; (2.23)
где MB := +   1. Из симметричности и ограниченности формы b
следует самосопряженностьB; компактностьB есть следствие первой
оценки сверху в (2.23) и компактности вложения H1(
)  L2(
).
Отметим, что ядро и образ B являются бесконечномерными. 
Рассмотрим форму a. Она была определена нами при p > 0 сле-
дующим образом:





(ru  rv + p2uv) dx+ 2
1X
n= 1
Kn(pR) an(u) an(v): (2.24)
1)см. соответствующее замечание на с. 30.
1)оператор B в V определяется по теореме Рисса равенством (Bu; v) = b(u; v), u; v 2 V .
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Далее без дополнительных ссылок будем использовать свойства
функций Kn, указанные в лемме 2.3. Поскольку Kn(pR) ! jnj при
p! 0 при всех n, то по определению примем




ru  rv dx+ 2
1X
n= 1
jnj an(u) an(v): (2.25)
В силу этого, далее будем считать, что при всех p 2 R+ форма a
имеет определение (2.24).
Лемма 2.7. При каждом p 2 R+ форма a является симмет-
ричной, неотрицательной и ограниченной,
mA(p)kuk21;
 6 a(p; u; u) 6MA(p)kuk21;
; u 2 V; (2.26)
где mA(p) := 1p, MA(p) := (+ + c20(R0)) 1p.
Если (A(p)u; v) = a(p; u; v) для любых u; v 2 V , то A(p) являет-
ся самосопряженным и неотрицательным оператором; kerA(0) =
fu : u = const в 
g; A(p) + B > mABI, где постоянная mAB > 0
зависит от 
 и ".
Доказательство. Симметричность и неотрицательность фор-
мы a являются очевидными. Напомним, что при p > 0 (см. (2.18))
0 6 s1(p; u; u) 6Ms(p)kuk21;
; Ms(p) := c20(R0) 1p : (2.27)
Ясно, что эти оценки справедливы и при p = 0, т. к. Kn(0) 6 Kn(Rp).
Учитывая их, из (2.24) легко вывести оценки (2.26) (напомним, что
1 6  6 +). Из них следует, что A(p) является самосопряженным и
неотрицательным. Отметим, что mA(0) = 0, mA(p) > 0 при p > 0.
Утверждение о ядре A(0) становится очевидным, если учесть, что




= const; an(u) = 0 при n 6= 0 (коэффи-
циент a0(u) 6= 0 отсутствует в определении a(0; u; u)). Наконец,










Отметим, что  есть непрерывная полунорма на L2(
) и она не обра-
щается в нуль на постоянных в 
 функциях. Хорошо известно, что в
этом случае справедлива оценка (см., напр., [28, c. 25])Z
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где постоянная c
 зависит от области 
. Прибавляя к обеим частям
этой оценки juj21;
, получим: juj21;
 + 2(u) > mABkuk21;
, а из (2.28) —
заключительное утверждение леммы. 
Лемма 2.8. Функция p ! a(p; u; u) является дифференцируе-
мой на (0;1), непрерывной в нуле и строго монотонно возрастаю-
щей при каждом фиксированном u 2 V .
Доказательство. Пусть фиксировано u 2 V . Убедимся, что
ряд, определяющий s1(p; u; u), можно почленно дифференцировать
по p на любом отрезке ! := [!1; !2] из (0;1). Для этого достаточно





сходится равномерно в !. Напомним, что все функции r ! Kn(r)
являются строго монотонно возрастающими, непрерывными в нуле и
аналитическими на (0;1) 1), 0 < K0n(r) 6 jnj + r при r > 0 и n 6= 0.
Пусть ! := maxfK00(pR); pR : p 2 !g. Нетрудно видеть, что ряд s0(p)








= Rs1(0; u; u) + !
Z
 
u2 d  6 D!kuk21;
:
Здесь мы воспользовались оценкой (2.27) при p = 0, равенством Пар-
севаля (см. (2.9)) и непрерывностью вложенияH1(
)  L2( ). Следо-
вательно, ряд s0(p) сходится равномерно на ! (признак Вейерштрас-








u2 dx+ s0(p) 6 DA(p)kuk21;
;
где DA(p) := 2p + +D!. Отсюда следует также, что a(p; u; u) строго
монотонно возрастает по p при фиксированном u.
1)вещественная функция аналитична в области !, если в каждой точке ! она раскладывается
в равномерно сходящийся ряд Тейлора.
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Пусть теперь (p) := maxfK0(pR)=R; pg. Поскольку при всех n
имеем 0 6 Kn(pR)  jnj 6 R (p), то





















 — постоянная вложения H1(
)  L2( ). Отсюда следует, что
a является непрерывной в нуле, так как (p)! 0 при p! 0. 
Следствие 2.5. Оператор A1(p) := A(p) A(0) является неот-
рицательным и компактным при p > 0, kA1(p)k ! 0 при p! 0.
Доказательство. Так как (A1(p)u; u) := a(p; u; u)  a(0; u; u),
то из (2.29) имеем:
0 6 (A1(p)u; u) 6 p2+kuk20;
 + (p)kuk20; :










6 p2+ + c
(p)! 0; p! 0:
2.2. Существование и свойства решений задачи (P).
Напомним операторную формулировку задачи: при каждом за-
данном p > 0 найти такие (; u) 2 R+  V n f0g, что A(p)u = 2Bu.
Рассмотрим также задачу
A(0)u = 2Bu; (2.30)
собственные числа которой определяют критические числа.
Задачи подобного вида были изучены нами в главе 1 (см. § 3, с.
19), где спектральный параметр 2 обозначался через , а параметр
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p пробегал R+ 1). Были доказаны две теоремы (1.4 и 1.5), посвящен-
ные соответственно существованию решений и свойствам дисперси-
онных кривых. Чтобы воспользоваться этими результатами, необхо-
димо проверить пять условий (см. условия A1 A5 на с. 21), которым
должны удовлетворять операторы A(p) и B при p 2 R+ (предыдущий
пункт, фактически, и был посвящен проверке этих условий).
Лемма 2.9. Оператор-функция p! A(p) и оператор B удовле-
творяют условиям A1   A5.
Доказательство. Напомним условия A1 A5 (опуская части,
касающиеся зависимости B от p), а также укажем леммы предыду-
щего пункта, посвященные их проверке.
В леммах 2.6 и 2.7 было доказано, что
mA(p) 6 A(p) 6MA(p)I; p 2 R+; 0 6 B 6MBI;
r0 := dim(kerA(0)) = 1; dim(ImB(p)) =1;
где mA(0) = 0, mA(p) > 0 при p > 0. Эти оценки означают, что
выполнены как условия A1, так и условия A2.
В лемме 2.7 при всех p из R+ была установлена оценка A(p) +
B(p) > mABI, определяющая условие A3. Там же было доказано,
что функция p ! a(p; u; u) строго монотонно возрастает при любом
u 2 V , поэтому отнoшения Рэлея R(p; u) := a(p; u; u)=b(u; u) строго
монотонно возрастает по p на eV 1) (условие A4).
Непрерывность в нуле функции p ! a(p; u; u) была доказана
в лемме 2.8. Там же была установлена ее дифференцируемость на
(0;1). Такие функции локально-липшиц непрерывны, поскольку












 6 L!jp  pj kuk21;
;
где p; p 2 ! := [!1; !2]  (0;1). Таким образом функция p ! A(p),
как и B, принадлежат классу L(R+; V ) (условия A5). 
1)рассматриваемая задача несколько проще, поскольку оператор B не зависит от p.
1) eV есть ортогональное дополнение kerB до пространства VA(p)+B .
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Теорема 2.10. При каждом p 2 R+ существует счетное мно-
жество чисел K(p), K > 1, с единственной точкой накопления
+1, квадраты которых образуют полный набор собственных чисел
задачи (P) при p > 0 и задачи (2.30) при p = 0. Соответству-





Кроме того, если fi(p)g1i=1 есть числа K(p), K = 1; 2; : : :, про-
нумерованные по возрастанию с учетом кратности, то
a) функции p ! i(p) и p ! 2i (p)   p2, i > 1, являются стро-
го монотонно возрастающими, непрерывными в нуле и локально
липшиц-непрерывными на (0;1);
b) 1(p)& +0 при p! +0, 2(0) > 0;










Доказательство. Из теорем 1.4 и 1.5 главы 1, которыми мы
можем воспользоваться благодаря предыдущей лемме, следуют все
утверждения теоремы, кроме утверждений о монотонности функций
p! 2i (p)  p2 и c).
Пусть p > 0. Используем минимаксный принцип Куранта-
Фишера. Имеем:
2i (p) = min





2i (p)  p2 = min
VieV maxv2Vinf0g eR(p; v); eR(p; v) := R(p; v)  p2: (2.31)
Простые преобразования приводят к равенству





(jrvj2 + p2v2) dx+ s1(p; v; v)

:
Теперь из (2.31) следует, что функция p! 2i (p)  p2 является неот-
рицательной и строго монотонно возрастающей.
2)кратность K(p) определим как кратность K2(p) := (K(p))2. Соответствующие им соб-
ственные элементы будем называть также собственными функциями.
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Докажем второе утверждение в с), поскольку первое следует из
принадлежности (i(p); p) множеству K. Обозначим через Br круг
малого радиуса r с центром в такой точке x+ 2 
i, что
"+ = "(x+) = max
x2
i





и пусть Vr есть множество функций из V , равных нулю вне Br. От-
метим, что s1(p; u; u) = 0 на Vr; (x) := "(x)="1 6 "+="1 в Br,
(x)  1 = "+
"1
  1  "+   "(x)
"1






Нетрудно видеть, что для любого v 2 Vr справедлива оценка














Обозначим через (ir; ui) — собственные пары оператора Лапласа в
круге Br при краевых условиях Дирихле (ui продолжим нулем вне
Br). Поскольку ir = r 2i1, то
2i (p) = min




















Переходя здесь к пределу по r ! 0, p ! 1 так, чтобы pr ! 1,
получим второе утверждение с), так как r ! 0, "+=dr ! k20. 
2.3. Аналитичность дисперсионных кривых.
Согласно следствию 2.5 оператор A(p) допускает представле-
ние в виде суммы самосопряженных неотрицательных операторов,
A(p) =: A(0)+A1(p), причем операторы A1(p) являются компактны-
ми и kA1(p)k ! 0 при p ! 0. Оператор A(0) порождается формой
a(0; ; ) (см. (2.25)),








eKn(pR) an(u) an(v); (2.32)
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где eKn(z) = Kn(z) Kn(0). Задачу (P) преобразуем к видуeA(p)u := A0u+A1(p)u = Bu; A0 := A(0) +B;  := 2 +1: (2.33)
Далее покажем, что оператор A1(p), рассматриваемый как возмуще-
ние положительно определенного оператора A0, аналитически зави-
сит от p. Тогда, привлекая аналитическую теорию возмущений ли-
нейных операторов, получим следующее утверждение.
Теорема 2.11. Все собственные числа задачи (P) представ-
ляются аналитическими на (0;1) функциями. Точнее, существу-
ет последовательность скалярных функций i(p) и последователь-
ность вектор-функций ui(p), i = 1; 2; : : :, аналитических на (0;1)
и таких, что для каждой точки p 2 (0;1) последовательность
i(p) представляет полный набор собственных чисел задачи (P), а
последовательность ui(p) образует полное в V= kerB(0) семейство
собственных элементов.
Доказательство. Рассмотрим эквивалентную формулиров-
ку (2.33) задачи (P). Задачи такого типа при более общих пред-
положениях относительно операторов задачи изучались в моногра-
фии [29, c. 520]. Поскольку оператор eA(p) положительно определен
при всех p, то определен самосопряженный и компактный оператор
T (p) := eA 1=2(p)B eA 1=2(p). Он также аналитически зависит от p на
(0;1) [29, c. 523,524]. Ясно, что
T (p)v = (p)v; (p) =:  1(p)  1; u =: eA 1=2(p)v:
Нас интересуют только ненулевые собственные числа семейства T (p).
Так как kerT (p) = kerB(0) при всех p, то они могут быть получены
как решения задачиeT (p)v = (p)v; v 2 eV n f0g; eV := V= kerB(0); (2.34)
где eT (p) есть сужение T (p) на eV . Известно, что все собственные числа
и соответствующие им собственные элементы этой задачи представ-
ляются аналитическими на (0;1) функциями ([29, cм. теорему 3.9
и замечание 3.11 на с. 490]), причем собственные элементы образуют
базис в eV . Отсюда следуют утверждения теоремы, если учесть связь
между исходной задачей и (2.34). 
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Замечание 2.10. Разницу между двумя нумерациями fi(p)g и fi(p)g диспер-
сионных кривых демонстрирует рис. 1, c. 24.
Замечание 2.11. Согласно теореме 2.10 аналитические функции i(p) определе-
ны по непрерывности при p = 0. Аналогичное утверждение, на доказательстве которого
мы не останавливаемся, справедливо и для собственных элементов ui(p).
Докажем аналитичность семейства операторов A1(p). Для этого
достаточно доказать следующее утверждение.
Лемма 2.10. Функция p!
1P
n= 1
eKn(pR) an(u) an(v) при фикси-
рованных u; v 2 V является аналитической на (0;1). Радиус схо-
димости его ряда Тейлора в точке p0 > 0 равен p0.
Доказательство. Пусть фиксированы u; v 2 V , cn :=









Из равенства Парсеваля (см. (2.9), c. 33) и вложения V  L2( ) сле-







jan(v)j2 6 c kuk21;
kvk21;
:
Ряд s(z) преобразуется к виду
s(z) = c0K0(Rz) +Rz
1X
n= 1;n 6=0
cnn(Rz) =: c0K0(Rz) +Rz s1(z):
Функциональный ряд s1 мажорируются рядом s0, так как jn(z)j 6 1
в C+ при n 6= 0. Поэтому s1 сходится равномерно в C+. Поскольку
при каждом n функции n(z), а также K0(z), являются аналитиче-
скими в односвязной области C+, то по теореме Вейерштрасса s1(z), а
следовательно и s(z), являются аналитическими в C+. Отметим, что
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при вещественном положительном z0 = p0, равен в точности p0. Коэф-
фициенты этого ряда представляют собой симметричные, веществен-
ные и ограниченные билинейные формы на V и могут быть получены
разложением в ряд Тейлора в точке z0 функций eKn(Rz) в определе-
нии s(z) и группировкой слагаемых. 
2.4. Множество решений задачи (P1).
Напомним, что задача (P1) является обобщенной формулировкой
задачи нахождения пар чисел (; k) 2  и ненулевых вещественных
u 2 H1(R2), удовлетворяющих п.вс. в R2 уравнению
 u+ 2u = k2"u;
где продольное волновое число k пропорционально частоте электро-
магнитных колебаний !, k2 := "00 !2.
Между множествами решений этой задачи и задачи (P) име-
ется взаимно-однозначная связь, определяемая теоремой 2.9: если
(i(p); p; ui(p)) есть решение задачи (P), i > 1, то (i(p); ki(p); uip(p))
— решение задачи (P1) при ki(p) =
 
2i (p) p2)="1
1=2 и наоборот 1).
Таким образом, из теоремы 2.10, посвященной описанию множества
решений задачи (P), нетрудно получить информацию о множестве и
свойствах решений задачи (P1). Дадим, предварительно, несколько
пояснений.
В задаче (P1) будем считать волновое число k (или !) парамет-
ром, а неизвестными (; u) и будем интересоваться зависимостью ре-
шений от k. Пусть (i(p); ui(p)), i > 1, p 2 (0;1), есть решения зада-
чи (P) и ki(p) =
 
2i (p)   p2)="1
1=2. Тогда решениями задачи (P1)
являются тройки (i(p); ki(p); uip(p)), i > 1, p 2 (0;1). В плоскости
(k; ) кривые
k = ki(p);  = i(p); p 2 (0;1); i = 1; 2; : : :
определяют дисперсионные кривые задачи (P1), параметризованные
поперечным волновым числом p. Согласно утверждению а) теоремы
2.10, функции p ! ki(p), p ! i(p) локально удовлетворяют усло-
вию Липшица, непрерывны в нуле и строго монотонно возрастают.
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Рис. 4. Дисперсионные кривые для волновода прямоугольного поперечного сечения с
размерами 1:5  1; "(x) = 2:0; x 2 
i; "1 = 1. На левом рисунке пунктирной линией
изображена граница области K, на правом — граница .
При p ! 0 имеем ki(p) ! k0i = 0i ="1=21 , i(p) ! 0i . Таким образом,
i-тая дисперсионная кривая начинается в критической точке (k0i ; 0i )
(число !0i := k0i =("00)1=2 называется критической частотой; см. рис.
4, где представлены первые дисперсионные кривые задачи (P) (сле-
ва) и (P1) (справа) для однородного волновода прямоугольного по-
перечного сечения, полученные численно). Ясно, что дисперсионные
кривые допускают параметризацию
i = i(k); k 2 (k0i ;1); i = 1; 2; : : : 1)
Также ясно, что числа 02i являются решениями следующей задачи:
найти (2; u) 2 R+  V nf0g, удовлетворяющие тождеству
(P0) : a(0; u; v) = 2b(u; v) 8 v 2 V:
Напомним, что








Задачу (P0) назовем задачей определения критических чисел. Со-
гласно теореме 2.10
0 = 01 < 
0
2 6 03 6 : : : ; 0i !1; i!1:
1)впрочем, как и парметризацию ki = ki();  2 (0i ;1); i = 1; 2; : : :
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Определим ступенчатую функцию
n(k) := maxfi : k0i < k; i = 1; 2; : : :g:
Ясно, что n(k) в точности равно числу решений (i(k); ui(k)) задачи
(P1) при фиксированном k > 0. Из приведенных выше рассуждений
и теоремы 2.10 непосредственно следует
Теорема 2.12. При каждом k > 0 существует конечное число
собственных чисел K(k), 1 6 K 6 m(k), суммарной кратности
n(k), и соответствующих им собственных подпространств UK(k)
таких, что (K(k); k; u) есть решение задачи (P1) при любом u 2
UK(k). Кроме того, если
0 < 1(k) 6 2(k) 6 : : : 6 n(k)(k);
есть нумерация чисел fK(k)gm(k)K=1 с учетом кратности, то
a) n(k)!1 при k !1; 1(k)! 0 при k ! +0;
b) функции k ! i(k), k > k0i , — строго монотонно возрастают и
локально липшицевы, i = 1; : : : ; n(k);
c) "1=21 k < i(k) < "
1=2




+ , i = 1; : : : ; n(k).
При каждом k > 0, как следует из теоремы, существует по край-
ней мере одно решение задачи (P1). Число решений неограниченно
возрастает с ростом k.
Замечание 2.12. Обратим внимание, что качественное поведение основной дис-
персионной кривой p ! 1(p) на рис. 4 отличается от поведения других кривых. В
частности, она вогнута и экспоненциально приближается к оси ординат при малых p.
Проанализируем поведение 1(p) при малых p. Оператор A(p) имеет вид A(p) =
A(0)+A1(p), где компактный оператор A1(p) определяется формулой (2.32). При малых
p функции eKn(Rp) имеют асимптотику (2.17). Пусть  := p2 ln(1=p), 0 := K0(pR) 
1= ln(1=p). Определим операторы
(A0u; v) := a(0; u; v) + 0 2 a0(u) a0(v);








Тогда задача (P) примет вид
A0u+ E(p)u = 
2(p)Bu:
Используя равенство Парсеваля легко показывается, что kE(p)k 6 c . Поэтому при
малых p задача на собственные значения
A0u = Bu;
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является хорошим приближением задачи (P), поскольку 0 6 2(p)   6 c . Эта зада-
ча зависит от малого параметра 0. Пусть (0; u0) его собственные пары при нулевом
значении 0. Используя теорию асимптотических разложений собственных пар (см.,
напр., [29, теорема 2.6, c. 551]) имеем разложение  = 0 + 10 + O(20). Для простого
собственного числа 1 = (A0u0; u0)=(Bu0; u0). Окончательно получим:
2(p) = 0 + 10 +O(
2
0) +O() = 0 + 1K0(pR) +O(K20(pR)):
Рассмотрим первую собственную пару (21(p); u1(p)). В этом случае 0 = 0, u0 = c —
постоянная в 
 функция (он приналежит ядру A0 при 0 = 0). Поэтому




(   1) dx:
Таким образом, при малых p поведение функции p ! 1(p) совпадает с поведением
функции K1=20 (Rp) (график функции K0(p) см. на левом рис. 2, с. 37).
§ 3. Дискретная задача
Для приближенного решения задачи (P) используем метод Галер-
кина с возмущениями. Абстрактная оценка точности этого метода бы-
ла получена в первой главе (см. теорему 1.8 на с. 29). Для дискретиза-
ции задачи используем метод конечных элементов (МКЭ) с числен-
ным интегрированием, основанный на конформной аппроксимации
Vh пространства Соболева V := H1(
). Наряду с численным инте-
грированием, дополнительное возмущение в метод Галеркина вносит
усечение бесконечной суммы, входящей в определение формы a.
3.1. Пространство конечных элементов.
Опишем кратко конструкцию пространства конечных элементов
Vh (подробнее см. в [30, c. 47], либо [31], [32], либо [33, c. 114]). Пусть
fThgh — семейство точных регулярных триангуляциий круга 
, за-
висящее от малого параметра h > 0. А именно, Th есть такая сово-






; h := max
e2Th
diam(e):
1)общими у элементов могут быть либо сторона, либо вершина; e — замкнутое множество.







Рис. 5. Приграничные (1) и внутренние (2) треугольники,  есть часть @
 или @
i.
Допускается использование элементов двух типов— элементов с тре-
мя прямолинейными сторонами (прямолинейные элементы) и элемен-
тов с двумя прямолинейными и одной криволинейной стороной (кри-
волинейные элементы). С практической точки зрения естественно ис-
пользовать криволинейные элементы только в качестве пригранич-
ных, то есть когда две вершины треугольника e лежат на @
 (окруж-
ности), или на @
i (границе волновода) (см. рис. 5). Для упрощения
изложения будем считать, что @
i является липшицевой, кусочно-
гладкой кривой класса C1.2)
Рассмотрим элемент e 2 Th с вершинами a1, a2 и a3 (либо криво-
линейный, либо прямолинейный). Будем считать, что две его стороны
a1a2 и a1a3 — прямолинейные, а третья лежит на кривой `, парамет-
ризованной дуговой координатой s так, что a2 = (s2), a3 = (s3)
(le = s3   s2 — длина дуги a2a3)1).
Пусть e^ — базисный треугольник в плоскости (x^1x^2) с вершина-
ми a^1 = (0; 0), a^2 = (1; 0), a^3 = (0; 1). Определим отображение
x = xe(x^) := a1 +Bex^+ x^1
(x^2)  I(x^2)
1  x^2 :
Здесь (t) := (s2 + t(s3   s2)); I(t) := a2 + t(a3   a2), 0 6 t 6 1, —
параметрическое представление хорды a2a3;
Be :=

(a2   a1)1 (a3   a1)1
(a2   a1)2 (a3   a1)2

:
Отображение x = xe(x^) задает преобразование e^ на e, сохраняющее
ориентацию, причем ai = xe(a^i). Известно, что это взаимно однознач-
2)Напомним, что 
 = BR  
i, 
i — поперечное сечение волновода.
1)` является либо кривой линией, либо — прямой, ` = fx 2 R2 : x = (s); s 2 [0; L]g.
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ное диффеоморфное отображение, если h— достаточно мало. Точнее,
если
c 1 h2 6 detBe 6 c h2; kBek 6 c h; kB 1e k 6 c h; (2.35)
то




6 c h2 8 x^ 2 e^; (2.36)
k det(Dxe)kj;1;e^ 6 c hj+2; kxekj;1;e^ 6 c hj; j = 1; 2; : : : ; (2.37)
где Dxe — матрица Якоби отображения xe. Здесь и далее буква c
(возможно с индексом) используется для обозначения различных по-
стоянных, не зависящих от h.
Обозначим через x^ = x 1e (x) обратное отображение к xe, через bPm
— множество полиномов степени не выше m на e^, m > 0,






2 ; c 2 R
	
; dim bPm =: M^ := (m+ 1)(m+ 2)
2
:
Введем следующее пространство функций на e:
P em := fp : p(x) = p^(x 1e (x)); p^ 2 bPm; x 2 eg; m > 1:
Если '^i(x^), i = 1; : : : ; M^ , — базис Лагранжа в bPm, m > 1, связанный
с узлами интерполяции !^ := fa^i; i = 1; : : : ; M^g 1), то базис Лагранжа
в P em составляют функции 'ei (x) = '^i(x 1e (x)), i = 1; : : : ; M^ . Они
связаны с с узлами интерполяции !e := faei := xe(a^i); a^i 2 !^g на
элементе e.
Замечание 2.13. Если ` — отрезок прямой (то есть все стороны e прямолиней-
ные), то xe(x^) = a1 +Bex^ — аффинное отображение, а P em — пространство полиномов
степени не выше m. Заметим также, что для криволинейных элементов e функции из
P em не являются полиномами. Тем не менее, сужение произвольной функции из P em на
любую сторону e (в том числе криволинейную) является полиномом степени не выше
m относительно дуговой координаты этой стороны (см., напр., [33, c. 118]).
Триангуляция Th называется регулярной, если выполнены усло-
вия (2.36) и (2.37) для любого элемента e 2 Th. Далее будем предпо-
лагать, что длины сторон элементов из Th имеют порядок h, а углы
треугольников отделены от нуля и  равномерно по h. Этих условий
1)то есть '^i 2 bPm, '^i(a^j) = ij для i; j = 1; : : : ; M^ . Предполагается, что на каждой стороне e^
выбрано m+ 1 равномерно расположенных узла интерполяции, включая вершины элемента.
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достаточно для выполнения (2.35), то есть для обеспечения регуляр-
ности триангуляции.
Аппроксимация Vh пространства V определяется теперь следую-
щим образом:
Vh := fvh 2 C(
) : vhje 2 P em 8 e 2 Thg:
Это пространство конечномерно и базис Лагранжа в нем определяет-
ся обычным способом: если !h := fai; i = 1; : : : ; Nhg — сетка узлов
на 
, образованная различными точками из
Sf!e; e 2 Thg, то уз-
лу al 2 !h ставится в соответствие базисная функция 'l 2 Vh такая,




ci'i(x); x 2 
; ci = uh(ai); uh 2 Vh:
Введем обозначения: u^(x^) := u(xe(x^)) — образ функции u(x), опре-







kuk2k;e; kukk;1;h := max
e2Th
kukk;1;e:
Регулярность триангуляции Th обеспечивает справедливость следую-
щих оценок:
ju^js;p;e^ 6 c hs 2=pkuks;p;e; jujs;p;e 6 c h2=p sju^js;p;e^; (2.38)








 6 c hkkukk+1;h; k = 0; : : : ;m: (2.41)
Здесь s > 0; p 2 [1;1]; kks;p;e, j  js;p;e — норма и полунорма вW sp (e).
Оценка (2.39) называется в теории МКЭ обратным неравенством.
3.2. Формулы численного интегрирования.
Для приближенного вычисления интегралов по области 
 исполь-
зуем составные квадратурные формулы. Пусть m > 1 то же, что и
в определении Vh, а bS — некоторая заданная квадратурная формула
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c^i'(b^i) =: bS('); c^i > 0:
Примеры таких квадратур хорошо известны в литературе (см., напр.,
[33, c. 192]). Например, при m = 1 подходящей является формула c
одним узлом (центр тяжести e^) или с тремя узлами (вершины e^).
Пусть Je(x^) := Dxe(x^) — матрица Якоби преобразования xe,
jJe(x^)j := det Je(x^) > 0 — его якобиан. Тогда следующие формулы



























 jruhj2 + u2h; kuhk20;Vh := Sh u2h:
Теорема 2.13. Пусть триангуляция Th является регулярной,
а квадратурная формула bS точна на полиномах из bP2m 2 и имеет
положительные коэффициенты. Тогда имеют место оценки:
c 1kuhk1;
 6 kuhk1;Vh 6 c kuhk1;
; uh 2 Vh; (2.42)
kuhk0;Vh 6 c kuhk0;
; uh 2 Vh: (2.43)
Доказательство. Пусть e 2 Th, bPm 3 u^(x^) := uh(xe(x^)) — об-




T имеем jruh(x)j = jJ Te (x^)bru^(x^)j.1) Из условий регу-
лярности триангуляции вытекают следующие равномерные по x^ 2 e^
оценки:
c 1h2 6 jJe(x^)j 6 c h2; kJe(x^)k 6 c h; kJ 1e (x^)k 6 c h 1: (2.44)
1)Использование таких квадратур в МКЭ при решении краевых задач для эллиптических
уравнений второго порядка приводит к оптимальным оценкам точности в нормах H1 и L2.
1) br = (@=@x^1; @=@x^2)T .
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Здесь kAk означает спектральную (вторую) норму матрицыA (jAyj 6





jbru^j2 + u^2 dx^  bS jbru^j2 + u^2 =: s^(u^) на bPm; 1)























 kJTk2jJ Truhj2 + u2h 6 c S(uh):
Такие же рассуждения приводят к обратному неравенству S(uh) 6
c I(uh), что доказывает (2.45). Аналогично доказывается, что такжеZ
e
jruhj2 dx  Se
 jruhj2 на P em: (2.46)
Из (2.45) и (2.46) имеем:Z
e
 




(1 + h2)jruhj2 + u2h

:
Отсюда, после суммирования по всем e 2 Th, следуют оценки (2.42).




— норму. Поэтому, как и ранее, имеем:
Se(u
2
h) 6 c h2 bS(u^2) 6 c h2 Z
e^









1)f(u)  g(u) на U , если c1f(u) 6 g(u) 6 c2g(u) для 8u 2 U , c1, c2 не зависят от h и u, c1 > 0.
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 jruhj2 + u2h  Z
e
 jruhj2 + u2h dx:
3.3. Дискретная задача. Свойства решений.
Определим билинейные формы a0h, bh, sN , являющиеся аппрокси-
мациями на Vh Vh форм a0, b и s1 соответственно. Для этого заме-
ним интегралы по области 
 в определении форм a0 и b на составную
квадратуру Sh, бесконечный ряд в определении s1 — конечным. В
итоге получим:
a0h(p; u; v) := Sh(ru  rv + p2 uv);  := "="1;
bh(u; v) := Sh((   1)uv);




Здесь u; v 2 Vh, N > 0. Предполагается, что коэффициенты Фу-
рье функций u и v вычисляются точно. Последнее нетрудно вы-
полнить аналитически, так как u и v на   являются кусочно-
полиномиальными (степени m) функциями относительно угловой ко-
ординаты '.
Отметим, что при аппроксимации формы s1 возникает дополни-
тельный параметр N . Далее будем считать, что N = N(h), поэтому
введем обозначение
ah(p; u; v) := a0h(p; u; v) + sN(p; u; v):
Рассмотрим конечномерную задачу: при каждом p 2 R+ найти
числа h 2 R+ и ненулевые uh 2 Vh такие, что 1)
(Ph) ah(p; uh; v) = h2 bh(uh; v) 8 v 2 Vh:
1)числа h, как и h2, мы далее будем называть собственными числами.
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При p > 0 эта задача является дискретным аналогом задачи (P), при




yi'i, yi = uh(ai); y := (y1; y2; : : : ; yNh)T — вектор












Тогда задача (Ph) может быть записана как параметрическая обоб-
щенная алгебраическая задача на собственные значения:
Ah(p)y = 
h2Bhy; y 2 RNhnf0g:
Задачи подобного вида были изучены нами в главе 1 (см. § 4, с. 26), где
спектральный параметр h2 обозначался через h. Чтобы воспользо-
ваться результатами теоремы 1.7, посвященной существованию реше-
ний задачи и свойствам дисперсионных кривых, необходимо предва-
рительно убедиться, что семейства матриц Ah(p) и Bh удовлетворяют
условиям Ah1   Ah5 на с. 27.
Лемма 2.11. Семейства матриц Ah(p), p 2 R+ и Bh удовле-
творяют условиям Ah1   Ah5.
Доказательство. Учтем, что Kn(r) > 0 при r 2 R+. Привле-
кая лемму 2.4, имеем:
0 6 sN(p; uh; uh) 6 s1(p; uh; uh) 6Ms(p)kuhk21;
:
Учитывая (2.42), также имеем (1p := minf1; p2g, 1p := maxf1; p2g):
a0h(p; uh; uh) > 1p Sh
 jruhj2 + u2h > 1p c 2kuhk21;
 :
Аналогично доказывается неравенство a0h(p; uh; uh) 6 1p c2kuhk21;
.
Из этих оценок следует, что
ma(p)kuhk21;
 6 ah(p; uh; uh) 6Ma(p)kuhk21;
 ; (2.47)
где ma(p) := 1p c 2, Ma(p) := 1p c2 +Ms(p), p 2 R+. Оценки
0 6 bh(uh; uh) 6Mbkuhk21;
; Mb := (+   1)c2; (2.48)
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являются очевидными. Из (2.47) и (2.48) следует, что выполнены
условия Ah1 . Далее, по определению
ah(0; uh; uh) = Sh
 jruhj2+ 2 NX
n= N
jnj jan(uh)j2 > 0:
Учитывая (2.46), имеем kerAh(0) = fuh : uh = const в 
g. Поэтому





> 1 + 0, то, учитывая (2.46) и следствие 2.6,
имеем при c0 := minf1; 0g:
































Отметим, что постоянная mab зависит от 
.
































если u 2 eVh 1), то S(u) 6= 0. Отсюда легко следует, что отнoшение
Рэлея Rh(p; u) := ah(p; u; u)=bh(u; u) строго монотонно возрастает по
p при u 2 eVh (условие Ah4).
Проверим условие Ah5 . Пусть u 2 Vh. Непрерывность в нуле функ-
ции p! ah(p; u; u) доказывается также, как и для формы a (см. лем-
му 2.8). Учитывая, что K0n(r) > 0 при r > 0, имеем:
0 6 d
dp















1) eVh есть ортогональное дополнение kerBh до пространства Vh;Ah(p)+Bh .
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Таким образом, Ah(p) 2 L(R+; Vh). 
Пусть N bh := dim(ImBh). Из теоремы 1.7, с. 27 (см. также заме-
чание 1.2 к нему), непосредственно следует
Теорема 2.14. При каждом p 2 R+ задача (Ph) имеет конечное
число (скажем nh(p)) собственных чисел hK(p) суммарной крат-
ности N bh и соответствующих им собственных подпространств




Кроме того, если 0 6 h1 (p) 6 h2 (p) 6 : : : 6 hN bh(p) есть соб-
ственные числа, пронумерованные с учетом кратности, то:
функции p ! hi (p), i = 1; 2; : : : ; N bh, являются непрерывными в
нуле, локально липшиц-непрерывными на (0;1) и строго монотон-
но возрастающими; h1 (p)! 0 при p! +0; h2 (0) > 0.
§ 4. Оценки точности
При каждом фиксированном p 2 R+ задача (Ph) является схемой
Галеркина с возмущениями для задачи (P). Задачи такого типа были
нами изучены в главе 1.
Пусть, 2i (p) и h2i (p), i = 1; 2; : : : — упорядоченные по возраста-
нию с учетом кратности собственные числа задачи (P) и (Ph) соответ-
ственно, ui(p) и uhi (p) — соответствующие им собственные функции.
Пусть далее K(p) имеет кратность rK = rK(p), K > 1,
K(p) = k(p); k 1(p) < k(p) = : : : = k+rK 1(p) < k+rK(p);
UK(p) := spanfuk(p); : : : ; uk+rK 1(p)g;
UKh (p) := spanfuhk(p); : : : ; uhk+rK 1(p)g:
Целью данного параграфа является оценка зависимости величин
jK(p)   hi (p)j, k 6 i 6 k + rK   1, и раствора V (UK(p); UKh (p))
от параметров h и N дискретной задачи (Ph).
Теорема 1.8, с. 29, приводит к следующим оценкам этих величин:
V (U
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 + Ea(Phu) + Eb(Phu); u 2 V;
h(y) := ja(p; y; y)  ah(p; y; y)j+ jb(y; y)  bh(y; y)j; y 2 Vh;
для заданных форм d и dh
Ed('h) := sup
vh2Vh;kvhk=1
jd('h; vh)  dh('h; vh)j; 'h 2 Vh:
Для того, чтобы воспользоваться оценками (2.49), (2.50), необ-
ходимо предварительно убедиться в выполнении условий (H1), Ah6 .
Фактически, необходимо проверить лишь условие 1)
Ah6) sup
f2Vh; kfk=1
(Eb(f)+Eb(PhT (p)f)+Ea(PhT (p)f))! 0 при h! 0,
поскольку (H1) выполняется очевидным образом (см. (2.40)).
Прежде чем приступить к анализу правых частей в (2.49) и (2.50),
оценим два типа возмущений в формах a и b, а именно возмущений
от использования квадратурных формул и от усечения ряда.
До конца главы будем предполагать, что K > 1 и p 2 R+ явля-
ются фиксированными, "j
i  W 2m1 (
i), а собственные функции u из













i; kukj := kukj;
i + kukj;
n
i; j > 0:
4.1. Оценки погрешности численного интегрирования.












1)здесь T (p) := (A(p) +B) 1B, A(p) и B — операторы задачи (P).
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Лемма 2.12. Пусть bE(f^) = 0 для любого полинома f^ 2 bP2m 1,















, i; j = 1; 2. Тогда
jEhj 6 c kpk2m;1;hh2mkukm;hkvkm;h 8u; v 2 Vh:
Доказательство. Обоснование оценок подобного типа прово-
дится по стандартной в МКЭ схеме: в функционале погрешности осу-
ществляется переход на базисный элемент, используется лемма Брам-
бла — Гильберта и совершается обратный переход на исходный эле-
мент (см., напр, [34, c. 178], [33, c. 176]). Имеет место оценка:
jEe(puv)j = j bE(f^)j 6 kf^k0;1;e^ 6 kf^k2m;1;e^;
где f^ := ^u^v^; ^ := jJe(x^)j p^(x^), p^(x^) := p(xe(x^)), jJe(x^)j — якобиан
преобразования xe. Так как bE( bP2m 1) = 0, то из леммы Брамбла —
Гильберта [35] следует, что
jEe(puv)j 6 c jf^ j2m;1;e^: (2.52)
Поскольку u^; v^ 2 bPm, а полунормы j  ji;1;e^ и j  ji;e^ эквивалентны наbPm, то пользуясь правилом Лейбница, получим:








Из условий регулярности триангуляции (см. оценки (2.36), (2.37),








hs l+2 hl kpkl;1;e = c hs+2kpks;1;e:
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Таким образом, из (2.53) будем иметь:
















kukm;ekvkm;e 6 c h2mkpk2m;1;hkukm;hkvkm;h:






















Поскольку ru = JTe r^u^, Je — матрица Якоби преобразования xe, то














причем j bE(f^)j 6 c jf^ j2m;1;e^. Как и ранее, имеем: j^js;1;e^ 6 c hskpks;1;e,




Отсюда, после суммирования по e 2 Th, следует оценка Eh. 
Следствие 2.7. Пусть "j
i 2 W 2m1 (
i), u; v 2 Vh, p 2 R+. Тогда
ja0(p; u; v)  a0h(p; u; v)j 6 c h2mkukm;hkvkm;h;
jb(u; v)  bh(u; v)j 6 c h2mkukm;hkvkm;h:
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4.2. Вспомогательные утверждения.
Следующие две леммы понадобятся нам при оценке возмущений
метода Галеркина.
Лемма 2.13. Пусть u 2 UK(p), k = 1; 2; : : : ;m. Тогда
ku  Phuk1;
 6 c hkkukk+1; kPhukk;h 6 c kukk: (2.54)
Доказательство. Из эквивалентности норм в VA(p)+B и в V
следует, что проектор Ph ограничен в V и
ku  Phuk1;
 6 c inf
vh2Vh
ku  vhk1;
 8u 2 V:
Первая оценка леммы следует из этой оценки и (2.41), так как
kukk;h = kukk. Из ограниченности Ph в V вытекает справедливость
второй оценки в (2.54) при k = 1, поскольку kPhuk1;h = kPhuk1;
.
Пусть k > 2, h есть такой проектор V на Vh, что
ku  huk1;
 6 c hk 1kukk; ku  hukk;h 6 c kukk:
Например, в качестве h можно выбрать оператор Vh-интерполяции1).
Используя обратное неравенство (2.39), имеем:
khu  Phukk;h 6 c h1 kkhu  Phuk1;
 6
6 c h1 k(ku  huk1;
 + ku  Phuk1;
) 6 c kukk:
Следовательно,
kPhukk;h 6 kukk;h + ku  hukk;h + khu  Phukk;h 6 c kukk: 
Обозначим через A(
) множество функций из H1(
), гармонических
или метагармонических в 
 n 
i. Отметим, что UK(p)  A(
).










1)hu 2 Vh, hu(ai) = u(ai) в каждой точке сетки ai.
2)напомним, что R > R0, R0 := minfr : 
i  Brg
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Доказательство. Имеем: SN(Phu) 6 2(SN(u  Phu) + SN(u)),
Kn(Rp) 6 1pKn(R) (см. замечание 2.5). Поэтому (см. следствие 2.3):
SN(u  Phu) := 2
X
jnj>N




Kn(R) jan(u Phu)j2 6 1p ju Phuj21=2;  6 c ku Phuk21;
:
Из леммы 2.5 следует, что
jan(u)j 6 (R0=R)jnjjan(u0)j; u0 = uj@BR0 :





6 p2 (R0=R)2N juj21=2;@BR0 6 c (R0=R)
2Nkuk21;BR0 6 c (R0=R)
2Nkuk21;
:
Теперь из оценок SN(u Phu) и SN(u) следует требуемое утверждение.
4.3. Оценки возмущений.
Оценим возмущения форм, вызванные численным интегрирова-
нием и усечением ряда. Положим
hm := h
m + (R0=R)
N ; h0 := k(I   Ph)T (p)k+ h2 + (R0=R)N :
Теорема 2.15. Пусть p 2 R+, uh 2 Vh, u 2 UK(p). Тогда
Ea(PhT (p)uh) 6 c h0kuhk1;
; (2.55)
Ea(Phu) 6 c hmkukm+1; (2.56)
ja(p; Phu; Phu)  ah(p; Phu; Phu)j 6 c 2hmkuk2m+1: (2.57)
Доказательство. Имеем для любых fh; vh 2 Vh 1):




1)(a  ah)(p; u; v) = a(p; u; v)  ah(p; u; v).
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Воспользуемся следствием 2.7. Тогда




Kn(Rp) jan(fh)j jan(vh)j: (2.58)





Kn(Rp) jan(vh)j2 6 c kvhk21;
;
kvhkm;h 6 c h1 mkvhk1;
 (обратное неравенство). Используя неравен-
ство Коши — Буняковского и лемму 2.14, получим:
j(a  ah)(p; Phv; vh)j 6 c h2kPhvk1;
kvhk1;










Отметим, что T (p) компактный оператор при каждом p 2 R+,
kvk1;
 6 c kuhk1;
, kv   Phvk1;
 6 k(I   Ph)T (p)k kuhk1;
. Отсюда
следует первая оценка (2.55).
Выберем теперь в (2.58) fh = Phu и учтем оценки (2.54). Получим:
j(a  ah)(p; Phu; vh)j 6 c hm+1kPhukm;hkvhk1;




Из этой оценки следует (2.56). Наконец, выбирая в (2.58) функции
fh = vh = Phu, из (2.54) и леммы 2.14 получим оценку (2.57). 
Теорема 2.16. Пусть uh 2 Vh, u 2 UK(p). Тогда
Eb(uh) 6 c h2kuhk1;
; (2.59)
Eb(Phu) 6 c hm+1kukm; (2.60)
jb(Phu; Phu)  bh(Phu; Phu)j 6 c h2mkuk2m: (2.61)
Доказательство. Согласно следствию 2.7
jb(uh; vh)  bh(uh; vh)j 6 c h2mkuhkm;hkvhkm;h; uh; vh 2 Vh:
Дважды применяя здесь обратное неравенство, получим (2.59). Вы-
бирая uh = Phu, используя (2.54) и обратное неравенство, будем
иметь (2.60). Полагая uh = vh = Phu и учитывая (2.54), полу-
чим (2.61). 
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4.4. Оценки точности приближенных решений.
Используя полученные выше оценки величин, входящих в усло-
вие Ah6 и неравенства (2.49), (2.50), оценим точность приближенного
метода.
Теорема 2.17. Пусть p 2 R+, "j
i  W 2m1 (
i), выполнены усло-
вия гладкости (2.51) и




Тогда при достаточно малом h имеют место оценки:
V (U
K(p); UKh (p)) 6 c hm; jK(p)  hi (p)j 6 c h2m;
где K > 1, i = k; : : : ; k + rK   1, c = c(K; p).
Доказательство. Воспользуемся оценками (2.55), (2.59).
Пусть uh 2 Vh, vh = PhT (p)uh. Тогда
Eb(vh) 6 c h2kvhk1;
 6 c h2kuhk1;
:
Легко видеть, что (R0=R)N 6 hm. Поэтому




h+ k(I   Ph)T (p)k
kuhk1;
:
Отсюда следует справедливость условия Ah6 , поскольку, в силу усло-
вия (H1) и компактности оператора T (p), имеем k(I   Ph)T (p)k ! 0
при h! 0 (см., напр., [4, Лемма 15.4, с. 202]).
Обратимся к оценкам (2.49), (2.50). Из оценок (2.56) и (2.60) полу-
чаем, что Ea(Phu) +Eb(Phu) 6 c hmkukm+1. Следовательно, с учетом
(2.41), имеем h(u) 6 c hmkukm+1. Оценка h(Phu) 6 c h2mkuk2m+1
вытекает непосредственно из (2.57) и (2.61). Таким образом, из оце-
нок (2.49), (2.50) имеем:
V (U
K(p); UKh (p)) 6 c hm; jK2(p)  h2i (p)j 6 c h2m; (2.62)
поскольку, в силу конечномерности пространства UK(p),
max
u2UK(p); kuk=1
kukm+1 6 c; c = c(K; p):
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Ясно, что из (2.62) следует также, что jK(p)  hi (p)j 6 c h2m. 
Замечание 2.14. В случае волновода кругового поперечного сечения (
i = BR0)
естественно выбрать R = R0. Однако этот выбор исключается в формулировке теоремы
(иначе c0 = 1). Преодолеть это ограничение нетрудно, если уточнить лемму 2.14. В
этом случае
SN (Phu) 6 c
 ku  Phuk21;
 + (N + 1) 2mkuk21;
:
Для доказательства этого утверждения достаточно m-раз проинтегрировать по частям
в выражении an(u) при оценке SN (u). Далее, повторяя доказательство теоремы 2.17,




Эта глава посвящена описанию результатов различных вычисли-
тельных экспериментов, целью которых является практическая оцен-
ка точности рассмотренного в предыдущей главе метода. В вычисле-
ниях была использована простейшая схема МКЭ (m = 1 в определе-
нии пространства конечных элементов Vh) и квадратурная формула
с одним узлом в центре тяжести конечного элемента.
§ 1. Некоторые аспекты программной реализации
Напомним формулировку дискретной задачи: при каждом p 2














ции f'igNhi=1 образуют базис Лагранжа в Vh,




bh(u; v) = Sh((   1)uv):
Представим матрицу Ah(p) в виде суммы матриц A0h(p) и SNh (p), где




Отметим, что матрицы A0h(p) и Bh являются обычными для мето-
да конечных элементов. Их вычисление осуществляется известным
алгоритмом сборки, который сводится к однотипным поэлементным
вычислениям. Укажем способ вычисления матрицы SNh (p).
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Пусть в результате триангуляции области 
 ее граница   разбита
точками i на n  равных частей длины h = 2=n . Будем считать
также, что граничные точки последовательно имеют номера от 1 до
n , внутренние — от n +1 до Nh. Поскольку 'i при n +1 6 i 6 Nh









По определению пространства Vh функции 'k, k = 1; 2; : : : ; n , равны






('  k 1)=h; ' 2 [k 1; k] ;
(k+1   ')=h; ' 2 [k; k+1] :






















cos(nl) cos(nk) + sin(nl) sin(nk)

:
Введем в рассмотрение прямоугольные матрицы Qc и Qs размера
n  (N+1) с элементами cos(nl) и sin(nl) соответственно, а также
диагональную матрицу
D(p) = 4 diag(0:5d20K0(pR); d21K1(pR); : : : ; d2N KN(pR)):






Матрицы Qc и Qs вычисляются один раз и при новом значении p пе-
ревычисляется только матрица D(p) . Следовательно, для вычисле-
ния S(p) при данном p требуется порядка O(n N 2) арифметических
1)в сумме
P 0an слагаемое a0 умножается на 0.5
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операций. Выразим это число в терминах h. В силу регулярности
триангуляции n  = O(h 1); из оценок точности метода следует, что
достаточно выбрать N = O(ln(1=h)). Таким образом, для вычисле-
ния S(p) при данном p требуется порядка O(h 1 ln2(1=h)) арифме-
тических операций, тогда как для вычисления матриц A0h(p) и Bh
требуется порядка O(h 2) операций.
Далее мы рассчитаем конкретные волноводы, характеризующих-
ся различной формой поперечного сечения 
i и постоянной проницае-
мостью " 1). Для каждого волновода мы приводим графики дисперси-
онных кривых, а также исследуем точность вычисления собственных
чисел  в зависимости от расчетных параметров h и N .
Опишем алгоритм определения дисперсионных кривых. Напом-
ним, что исходная задача состоит в определении кривых  = (k) и
соответствующих собственных функций u = u(k), зависящих от вол-
нового числа k (k пропорционально частоте электромагнитных коле-
баний !). Предположим, что нас интересуют все дисперсионные кри-
вые и соответствующие им собственные волны в интервале частот
[0; !0] (т. е. при k 2 [0; k0]). Мы знаем, что дисперсионные кривые
лежат в области
0 := f(; k) : "1=21 k 6  6 "1=2+ k; k 2 [0; k0]g:
Используя предлагаемый нами метод, эта задача решается следую-
щим образом. Мы переформулируем задачу в терминах параметров
(; p), вместо (; k), где p = (2   k2"1)1=2. Области 0 взаимно-
однозначно соответствует область K0 параметров (; p),
K0 := f(; p) : p 2 [0; p0]; p 6  6 (p2 + k0"+)1=2g;
где  := ("+=("+   "1))1=2, p0 := ("+   "1)1=2k0.
На отрезке [0; p0] введем равномерную сетку узлов и в каждой
точке сетки pj найдем все собственные числа h2i дискретной задачи
(3.1) из отрезка [2p2j ; p2j + k0"+] и соответствующие им собственные
функции. В результате интерполяции (например, кусочно-линейной)
получим приближенные дисперсионные кривые  = hi (p), лежащие
в областиK0. Положим kh2i (p) := (h2i (p) p2)="1. Найденные кривые
 = hi (p); k = k
h
i (p); p 2 [0; p0];
1)Будем считать, что единицы размерностей выбраны так, что "1 = 1, 0 = 1.
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Рис. 1. Триангуляция области 
 для кругового волновода, R = 1:5, Nh = 146.
образуют в совокупности приближения ко всем искомым дисперсион-
ным кривым точности O(h2m). Отметим, что в результате решения
дискретных задач на собственные значения (мы использовали метод
Ланцоша) определяются приближения лишь к сужениям собственных
функций на круг 
. При необходимости они могут быть метагармо-
нически продолжены вне 
.
§ 2. Волновод кругового поперечного сечения
Рассмотрим однородный волновод с круговым поперечным сече-
нием радиуса 1 и проницаемости " = 2. Этот пример интересен тем,
что для него известно “точное” решение задачи.
Радиус R области 
 был выбран равным 1:5. На рис. 2 изобра-
жены первые семь дисперсионных кривых  = (p) задачи (P), вы-
численные на сетке с 2493 узлами и числом Фурье-гармоник N = 10.
Сплошными линиями обозначено точное решение, точками — при-
ближенное, штриховой линией изображена прямая  = k0p, опреде-
ляющая границу области K. Все дисперсионные кривые лежат выше
этой прямой.
На рис. 3 сплошными линиями изображены первые семь диспер-
сионных кривых  = (k) исходной задачи (P1). Штриховыми ли-
ниями представлены прямые  = kp"+ и  = kp"1, определяющие
границы области .
Представим теперь результаты численного исследования зависи-
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Рис. 2. Первые семь дисперсионных кривых  = (p) для кругового волновода.












Рис. 3. Первые семь дисперсионных кривых  = (k) для кругового волновода,
1(k) = 2(k), 5(k) = 6(k).
§ 3. Волновод квадратного поперечного сечения 83
мости точности метода от параметровNh — общего числа точек сетки
и N — числа Фурье-гармоник. Для фиксированного параметра p = 1
разыскивались собственные значения h задачи (Ph), а затем сравни-
вались с точными. Результаты вычислений представлены в таблице
4:1 для h4 . Из этой таблицы видно, что достаточно выбрать N = 1
или N = 2 и при этом j4   h4 j=j4j  0:7h2.
N n Nh(n ) 45(16) 330(52) 1125(92) 2881(152)
1 0.64 0.748 0.631 0.668
3 0.641 0.748 0.631 0.668
5 0.641 0.748 0.631 0.668
7 0.641 0.748 0.631 0.668
15 0.642 0.748 0.631 0.668
Таблица 4.1: зависимость e = h 2j4   h4 j=j4j при p = 1 от h и N .
§ 3. Волновод квадратного поперечного сечения
Рассмотрим однородный волновод с поперечным сечением в виде
единичного квадрата и проницаемости " = 2:08, для которого извест-
ны результаты физических экспериментов [36]. Круг 
 расположим
так, чтобы центр круга совпадал с центром квадрата 
i, радиус R
круга выберем равным 1:5. Пример триангуляции области 
 приве-
ден на рис. 4.






Рис. 4. Триангуляция области для волновода квадратного поперечного сечения, R = 1:5,
Nh = 151.
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Рис. 5. Первые четыре дисперсионные кривые  = (p) для квадратного волновода.













Рис. 6. Первые четыре дисперсионные кривые  = (k) для квадратного волновода,
1(k) = 2(k).
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На рис. 5 сплошными линиями показаны первые четыре диспер-
сионные кривые  = (p) задачи (P), построенные на сетке с общим
числом узловNh = 2500 и вычисленные при количестве Фурье-гармо-
никN = 10. Нижняя кривая является кратной 1(p) = 2(p), две дру-
гие пересекаются. Экспериментальные данные обозначены точками.
График показывает хорошее соответствие между полученными при-
ближенными решениями и экспериментальными данными. На рис. 6
изображены соответствующие им дисперсионные кривые  = (k)
задачи (P1).
Представим теперь результаты численного исследования зависи-
мости точности метода от параметров Nh и N при p = 1. В отличие
от кругового волновода в данном случае не известно точное решение.
Поэтому за “точное решение задачи” принималось приближенное ре-
шение, полученное на сетке с числом узлов Nh = 6000 (n  = 212).
Результаты вычислений представлены в таблице 4:2 для третьего соб-
ственного значения 3.
N | Nh(n ) 31(16) 341(50) 1012(92)
1 2.26 1.6 1.61
3 2.27 1.61 1.64
5 2.27 1.61 1.64
7 2.27 1.61 1.64
15 2.27 1.61 1.64
Таблица 4.2: зависимость e = h 2j3   h3 j=j3j при p = 1 от h и N .
Из этой таблицы можно заключить, что достаточно выбрать N
равное 3, и при этом j4   h4 j=j4j  1:6h2.
§ 4. Волновод прямоугольного поперечного сечения
Приведем еще один пример волновода, для которого известны
экспериментальные данные [36]. Рассмотрим однородный волновод,
поперечное сечение которого представляет собой прямоугольник раз-
мера 1:5  1 с " = 2:08. Круг 
 расположим так, чтобы центр круга
совпадал с центром прямоугольника 
i, радиус R круга выберем рав-
ным 1:5. Пример триангуляции области 
 приведен на рис. 7.
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Рис. 7. Триангуляция области для прямоугольного волновода, R = 1:5, Nh = 148.
На рис. 8 сплошными линиями показаны первые четыре диспер-
сионные кривые  = (p) задачи (P) для прямоугольного волновода,
построенные на сетке с общим числом узлов Nh = 2179 и вычис-
ленные при количестве Фурье-гармоник N = 10. Экспериментальные
данные обозначены точками. График показывает хорошее соответ-
ствие между полученными приближенными решениями и экспери-
ментальными данными. На рис. 9 изображены соответствующие им
дисперсионные кривые  = (k) задачи (P1).
Представим теперь результаты численного исследования зависи-
мости точности метода от параметров Nh и N . Так как в данном слу-
чае точное решение не известно, то схема исследования такая же, как
в случае квадратного волновода: за “точное решение задачи” прини-
малось приближенное решение, полученное на сетке с общим числом
узлов Nh = 6015 (n  = 212). Результаты вычислений представлены в
таблице 4:3 для третьего собственного значения 3.
N | Nh(n ) 40(17) 304(50) 1016(92)
1 1.36 0.987 0.327
3 1.39 1.19 1.04
5 1.39 1.19 1.05
7 1.39 1.19 1.05
15 1.39 1.19 1.05
Таблица 4.3: зависимость e = h 2j3   h3 j=j3j при p = 1 от h и N .
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Рис. 8. Первые четыре дисперсионные кривые для прямоугольного волновода.











Рис. 9. Первые четыре дисперсионные кривые для прямоугольного волновода.
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Из этой таблицы можно заключить, что достаточно выбрать чис-
ло Фурье-гармоник N = 5, и при этом j3   h3 j=j3j  1:1h2.
§ 5. Волновод с поперечным сечением из трех кругов
Рассмотрим однородный волновод, состоящей из трех касающих-
ся друг друга кругов радиуса 0:4. В этом случае не известно ни точное
решение, ни экспериментальные данные. Радиус R круга 
 был вы-
бран равным 1:5, центр области 
i совпадает с центром 
, " = 2.
Грубая триангуляция области приведена на рис. 10.






Рис. 10. Триангуляция области поперечного сечения волновода, состоящего из трех
касающихся друг друга кругов радиуса 0:4, R = 1:5, Nh=243.
На рис. 11 изображены первые шесть дисперсионных кривых
 = (p) задачи (P), вычисленные на сетке с общим числом уз-
лов Nh = 2226 при количестве Фурье-гармоник N = 10. Первая
и пятая кривые, изображенные на рисунке, являются кратными:
1(p) = 2(p), 5(p) = 6(p). На рис. 12 изображены дисперсионные
кривые  = (k) задачи (P1).
Представим результаты численного исследования зависимости
точности метода от параметров Nh и N . Так как в данном случае
точное решение не известно, то за “точное решение задачи” прини-
малось приближенное решение, полученное на сетке с числом узлов
Nh = 6006 (n  = 216). Результаты вычислений представлены в таб-
лице 4:4 для четвертого собственного значения 4.
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Рис. 11. Первые шесть дисперсионных кривых для волновода с поперечным сечением,
состоящим из трех касающихся друг друга кругов.









Рис. 12. Первые шесть дисперсионных кривых для волновода с поперечным сечением,
состоящим из трех касающихся друг друга кругов.
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N | Nh(n ) 78(16) 335(50) 1093(90)
1 0.5 23.3 92.5
3 0.619 1.67 1.56
5 0.62 1.67 1.57
7 0.62 1.67 1.57
15 0.62 1.67 1.57
Таблица 4.4: зависимость e = h 2j4   h4 j=j4j при p = 1 от h и N .
Из этой таблицы можно заключить, что достаточно выбрать чис-
ло Фурье-гармоник N = 5, и при этом j4   h4 j=j4j  1:6h2.
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