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Abstrat. Here, a Separation Theorem about K-Independent Subspae Analysis (K ∈ {R,C} real or omplex), a
generalization of K-Independent Component Analysis (K-ICA) is proven. Aording to the theorem, K-ISA estimation
an be exeuted in two steps under ertain onditions. In the rst step, 1-dimensional K-ICA estimation is exeuted.
In the seond step, optimal permutation of the K-ICA elements is searhed for. We present suient onditions for the
K-ISA Separation Theorem. Namely, we shall show that (i) spherially symmetri soures (both for real and omplex
ases), as well as (ii) real 2-dimensional soures invariant to 90
◦
rotation, among others, satisfy the onditions of the
theorem.
1 Introdution
(Real) Independent Component Analysis (R-ICA) [1,2℄ aims to reover linearly or non-linearly mixed independent and
hidden soures. There is a broad range of appliations for R-ICA, suh as blind soure separation and blind soure
deonvolution [3℄, feature extration [4℄, denoising [5℄. Partiular appliations inlude, e.g., the analysis of nanial data
[6℄, data from neurobiology, fMRI, EEG, and MEG (see, e.g., [7,8℄ and referenes therein). For a reent review on R-ICA
see [9℄.
Original R-ICA algorithms are 1-dimensional in the sense that all soures are assumed to be independent real valued
random variables. However, appliations where not all, but only ertain groups of the soures are independent may
have high relevane in pratie. In this ase, independent soures an be multi-dimensional. For example, onsider the
generalization of the oktail-party problem, where independent groups of people are talking about independent topis,
or that more than one group of musiians are playing at the party. The separation task requires an extension of R-ICA,
whih an be alled (Real) Independent Subspae Analysis (R-ISA) [10℄, Multi-Dimensional Independent Component
Analysis (MICA) [11℄, Group ICA [12℄, and Independent Vetor Analysis (IVA) [13℄. Throughout the paper, we shall use
the rst abbreviation. An important appliation for R-ISA is, e.g., the proessing of EEG-fMRI data [14℄.
Eorts have been made to develop R-ISA algorithms [11,14,15,16,17,18,12℄. Related theoretial problems onern
mostly the estimation of entropy or mutual information. In this ontext, entropy estimation by Edgeworth expansion
[14℄ has been extended to more than 2 dimensions and has been used for lustering and mutual information testing [19℄.
k-nearest neighbors and geodesi spanning tree methods have been applied in [17℄ and [18℄ for the R-ISA problem. Other
reent approahes searh for independent subspaes via kernel methods [16℄ and joint blok diagonalization [12℄.
Beyond the ase of real numbers, the searh for omplex omponents (Complex Independent Component Analysis,
C-ICA) assumes more and more pratial relevane. Suh problems inlude, beyond others, (i) ommuniation systems,
(ii) biomedial signal proessing, e.g., proessing of (f)MRI and EEG data, brain modelling, (iii) radar appliations, (iv)
frequeny domain methods (e.g., onvolutive models).
There is a large number of existing C-ICA proedures [20,21,22,23,2,24,25,26,27,28,29,30,31,32,33,34,35,36℄. Maximum
likelihood priniple and omplex reurrent neural network are used in [20℄, and [21℄, respetively. The APEX algorithm is
based on Hebbian learning [22℄. Complex FastICA algorithm an be found in [23℄. More solutions are based on umulants:
e.g., [2℄, the JADE algorithm [24,25℄, its higher order variants [26℄, and the EASI algorithm family [27℄. `Rigid-body'
learning theory is used in [28℄. The SOBI algorithm [29℄ searhes for joint diagonalizer matrix, its rened version, the
WASOBI method [30℄ approximates by means of weighted nonlinear least squares. There are omplex variants of the
infomax tehnique, suh as the a split-omplex [31℄ and the fully-omplex infomax [32℄ proedures. Minimax Mutual
Information [33℄ and strong-unorrelating transforms [34,35,36℄ make further promising diretions.
An important observation of previous omputer studies [11,37℄ is that general R-ISA solver algorithms are not more
eient, in fat, sometimes produe lower quality results than simple R-ICA algorithm superimposed with searhes for
the optimal permutation of the omponents. This observation led to the present theoretial work and to some omputer
studies that have been published elsewhere [38,39℄. We treat both the real and the omplex ases.
This tehnial report is onstruted as follows: Setion 2 introdues omplex random variables. In Setion 3 the K-ISA
task is desribed. Setion 4 ontains our Separation Theorem for the K-ISA task. Suient onditions for the theorem
are provided in Setion 5. Conlusions are drawn in Setion 6.
2 Basi Conepts: Matries, Complex Random Variables
We introdue the basi onepts for using omplex random variables. Exellent review an be found in [40℄.
BT is the transposed of matrix B ∈ CL×L. Complex onjugation is denoted by a bar it onerns all elements of a
matrix. The transposed omplex onjugate of matrix B is the adjoint matrix B∗ = B¯T . Matrix B ∈ CL×L is alled unitary
if BB∗ = IL, orthogonal if BB
T = IL, where IL is the L-dimensional identity matrix. The sets of L × L dimensional
unitary and orthogonal matries are denoted by UD and OL, respetively.
A omplex-valued random variable u ∈ CL (shortly omplex random variable) is dened as a random variable of
the form u = uR + iuI , where the real and imaginary parts of u, i.e., uR and uI ∈ RL are real random variables,
i =
√−1. Expetation value of omplex random variables is E[u] = E[uR] + iE[uI ], and the variable an be harater-
ized in seond order by its ovariane matrix cov[u] = E[(u − E[u])(u − E[u])∗] and by its pseudo-ovariane matrix
pcov[u] = E[(u− E[u])(u − E[u])T ]. Complex random variable u is alled full, if cov[u] is positive denite. Throughout
this paper all omplex variables are assumed to be full (that is, they are not onentrated in any lower dimensional
omplex subspae).
3 The K-ISA Model
First, Setion 3.1 introdues the K-ISA task. Setion 3.2 is about the ambiguities of the problem. Setion 3.3 denes the
entropy based ost funtion of the K-ISA task.
3.1 The K-ISA Equations
We dene the omplex (and real) ISA task. The two models are treated together by using the joint notation K ∈ {R,C}.
Assume that we have M hidden and independent omponents (random variables) and that only the mixture of them is
available for observation:
z(t) = As(t), (1)
where s(t) =
[
s1(t); . . . ; sM (t)
]
is a vetor onatenated of omponents sm(t) ∈ Kd. For x m, sm(t) is i.i.d. (independent
identially distributed) in t, si is independent from sj, if i 6= j. The total dimension of the omponents is D := Md. Thus,
s(t), z(t) ∈ KD. Matrix A ∈ KD×D is the so alled mixing matrix whih, aording to our assumptions, is invertible.
The goal of the K-ISA problem is to estimate the original soure s(t) and the unknown mixing matrix A (or its inverse
W, whih is alled the separation matrix ) by using observations z(t) only. We talk about omplex ISA task if K = C
(C-ISA), and real ISA task if K = R (R-ISA). If d = 1, then omplex ICA (C-ICA), and real ICA (R-ICA) tasks are
obtained.
3.2 Ambiguities of the K-ISA Model
Identiation of the K-ISA model is ambiguous. However, there are obvious ambiguities of the model: hidden omponents
an be determined up to permutation of subspaes and invertible transformation within the subspaes. Further details
onerning ambiguities an be found here: R-ICA [41℄, R-ISA [42℄, C-ICA [41,40,42,43℄, C-ISA (see Appendix A).
Ambiguities within subspaes an be lessened. Namely, given our assumption on the invertibility of matrix A, we an
assume without any loss of generality that both the soures and the observation are white, that is,
E[s] = 0, cov [s] = ID, (2)
E[z] = 0, cov [z] = ID. (3)
Below, we treat real and omplex ases separately:
Real ase: It then follows that the mixing matrix A and thus the separation matrix W = A−1 are orthogonal:
ID = cov[z] = E
[
zzT
]
= AE
[
ssT
]
AT = AIDA
T = AAT . (4)
The ambiguity of the ISA task is dereased by Eqs. (2)(3): Now, sm soures are determined up to permutation and
orthogonal transformation.
Complex ase: It then follows that the mixing matrix A and thus the separation matrix W = A−1 are unitary:
ID = cov[z] = E [zz
∗] = AE [ss∗]A∗ = AIDA
∗ = AA∗. (5)
Thus, omponents sm are determined up to permutation and unitary transformation within the subspae.
3.3 The K-ISA Cost Funtion
Now we sketh how to transribe theK-ISA task into the minimization of sum of multi-dimensional entropies for orthogonal
matries (in the real ase) and for unitary matries (in the omplex ase). We shall use these formulations of the K-ISA
task to prove the real and omplex versions of the Separation Theorem (Setion 4).
3.3.1 Real Case The R-ISA task an be viewed as the minimization of mutual information between the estimated
omponents:
I
(
y1, . . . ,yM
)
:=
∫
f(v) ln
[
f(v)∏M
i=1 fm(vm)
]
dv (6)
on the orthogonal group (W ∈ OD), where y = Wz, y = [y1; . . . ;yM ], f and fm are density funtions of y and marginals
ym, respetively. This ost funtion I is equivalent to the minimization of the sum of d-dimensional entropies, beause
I
(
y1, . . . ,yM
)
=
M∑
m=1
H (ym)−H(y) (7)
=
M∑
m=1
H (ym)−H(Wz) (8)
=
M∑
m=1
H (ym)− [H(z) + ln(|det(W)|)]. (9)
Here, H is Shannon's (multi-dimensional) dierential entropy dened with logarithm of base e, |·| denotes absolute
value, `det' stands for determinant. In the seond equality, the y = Wz relation was exploited, and the
H(Wz) = H(z) + ln (|det(W)|) (10)
rule desribing transformation of the dierential entropy [44℄ was used. det(W) = 1 beause of the orthogonality of W, so
ln(|det(W)|) = 0. The H(z) term of the ost is onstant in W, therefore the R-ISA task is equivalent to the minimization
of the ost funtion
J(W) :=
M∑
m=1
H (ym)→ min
W∈OD
. (11)
3.3.2 Complex Case Similarly, the C-ISA task an be viewed as the minimization of mutual information between the
estimated omponents [see Eq. (6)℄, but on the unitary group (W ∈ UD). Here, the Shannon entropy of random variable
CL ∋ u (ym, or y) is the entropy of ϕv(u) ∈ R2L, where
ϕv : C
L ∋ u 7→ u⊗
[ℜ(·)
ℑ(·)
]
∈ R2L. (12)
That is, H(u) := H [ϕv(u)]. Here: ⊗ is the Kroneker produt, ℜ stands for the real part, ℑ for the imaginary part,
subsript 'v' for vetor. One an neglet the last term of the H(y) ost funtion [see, Eq. (7)℄ during optimization (alike
in the real ase). To see this, onsider the mapping
ϕM : C
L×L ∋M 7→M ⊗
[ℜ(·) −ℑ(·)
ℑ(·) ℜ(·)
]
∈ R2L×2L, (13)
where subsript `M ' indiate matries. Known properties of mappings ϕv, ϕM are as follows [45℄:
det[ϕM (M)] = | det(M)|2, (14)
ϕv(Mv) = ϕM (M)ϕv(v). (15)
In words: (14) desribes transformation of determinant, (15) expresses preservation of operation for matrix-vetor multi-
pliation.
1
The following relation holds for the entropy transformation of omplex variables:
Lemma 1 (Transformation of entropy for omplex variables). Let u ∈ CL denote a random variable and let
V ∈ CL×L be a matrix. Then
H(Vu) = H(u) + ln
(
|det(V)|2
)
(16)
Proof.
H(Vu) = H [ϕv(Vu)] = H [ϕM (V)ϕv(u)] = H [ϕv(u)] + ln(| det[ϕM (V)]|) = H [ϕv(u)] + ln(| detV|2) (17)
= H(u) + ln(| detV|2) (18)
The above steps an be justied as follows:
1. the rst equation uses the denition of entropy for omplex variables,
2. then we used property (15),
3. transformed the entropy of random variables in R
2L
[see, Eq. (10)℄.
4. exploited (14), and
5. applied the denition of entropy for omplex variables again.
⊓⊔
Thus H(y) = H(Wz)+ ln(1) = H(z), where unitarity of W is exploited. Further, H(z) is not dependent of matrix W
and thus term H(y) an be negleted during the ourse of optimization. We onlude that the C-ISA task an be written
as the minimization of sum of multi-dimensional entropies. The ost funtion to be optimized within unitary matries:
J(W) =
M∑
m=1
H(ym)→ min
W∈UD
. (19)
4 The R-ISA and C-ISA Separation Theorem
The main result of this work is that the K-ISA task may be aomplished in two steps under ertain onditions. In the
rst step K-ICA is exeuted. The seond step is searh for the optimal permutation of the K-ICA omponents. Setion 4.1
is about the real, whereas Setion 4.2 is about the omplex ase.
4.1 The R-ISA Separation Theorem
We shall rely on entropy inequalities (Setion 4.1.1). Connetion to the R-ICA ost funtion is derived in Setion 4.1.2.
Finally, Setion 4.1.3 ontains the proof of our theorem.
1
Note that this onnetion allows one to redue the C-ISA task (and thus the C-ICA task) to a R-ISA task diretly. Aording
to our experienes, however, methods that rely on the C-Separation Theorem that we present here are muh more eient.
4.1.1 EPI-type Relations (Real Case) First, onsider the so alled Entropy Power Inequality (EPI)
e2H(
∑
L
i=1
ui) ≥
L∑
i=1
e2H(ui), (20)
where u1, . . . , uL ∈ R denote ontinuous random variables (The name of this inequality is R-EPI, beause we shall need
its omplex variant later). This inequality holds for example, for independent ontinuous variables [44℄.
Let ‖·‖ denote the Eulidean norm. That is, for w ∈ RL
‖w‖2 :=
L∑
i=1
w2i , (21)
where wi is the i
th
oordinate of vetor w. The surfae of the L-dimensional unit sphere shall be denoted by SL(R):
SL(R) := {w ∈ RL : ‖w‖ = 1}. (22)
If R-EPI is satised [on SL(R)℄ then a further inequality holds:
Lemma 2. Suppose that ontinuous random variables u1, . . . , uL ∈ R satisfy the following inequality
e2H(
∑
L
i=1
wiui) ≥
L∑
i=1
e2H(wiui), ∀w ∈ SL(R). (23)
This inequality will be alled the R-w-EPI ondition. Then
H
(
L∑
i=1
wiui
)
≥
L∑
i=1
w2iH (ui) , ∀w ∈ SL(R). (24)
Note 1. R-w-EPI holds, for example, for independent variables ui, beause independene is not aeted by multipliation
with a onstant.
Proof. Assume that w ∈ SL(R). Applying ln on ondition (23), and using the monotoniity of the ln funtion, we an see
that the rst inequality is valid in the following inequality hain
2H
(
L∑
i=1
wiui
)
≥ ln
(
L∑
i=1
e2H(wiui)
)
= ln
(
L∑
i=1
e2H(ui) · w2i
)
≥
L∑
i=1
w2i · ln
(
e2H(ui)
)
=
L∑
i=1
w2i · 2H(ui). (25)
Then,
1. we used the relation [44℄:
H(wiui) = H(ui) + ln (|wi|) (26)
for the entropy of the transformed variable. Hene
e2H(wiui) = e2H(ui)+2 ln(|wi|) = e2H(ui) · e2 ln(|wi|) = e2H(ui) · w2i . (27)
2. In the seond inequality, we exploited the onavity of ln. ⊓⊔
4.1.2 Connetion to the Cost Funtion of the R-ICA Task Now we shall use Lemma 2 to proeed. The R-ISA
Separation Theorem will be a orollary of the following laim:
Proposition 1. Let y =
[
y1; . . . ;yM
]
= y(W) = Ws, where W ∈ OD, ym is the estimation of the mth omponent of
the R-ISA task. Let ymi be the i
th
oordinate of the mth omponent. Similarly, let smi stand for the i
th
oordinate of the
mth soure. Let us assume that the sm soures satisfy ondition (24). Then
M∑
m=1
d∑
i=1
H (ymi ) ≥
M∑
m=1
d∑
i=1
H (smi ) . (28)
Proof. Let us denote the (i, j)th element of matrix W by Wi,j . Coordinates of y and s will be denoted by yi and si,
respetively. Further, let G1, . . . ,GM denote the indies of the 1st, . . . ,M th subspaes, i.e., G1 := {1, . . . , d}, . . . ,GM :=
{D − d+ 1, . . . , D}. Now, writing the elements of the ith row of matrix multipliation y = Ws, we have
yi =
∑
j∈G1
Wi,jsj + . . .+
∑
j∈GM
Wi,jsj (29)
and thus,
H (yi) =
= H

∑
j∈G1
Wi,jsj + . . .+
∑
j∈GM
Wi,jsj


(30)
= H



∑
l∈G1
W 2i,l


1
2 ∑
j∈G1 Wi,jsj(∑
l∈G1 W
2
i,l
) 1
2
+ . . .+

∑
l∈GM
W 2i,l


1
2 ∑
j∈GM Wi,jsj(∑
l∈GM W
2
i,l
) 1
2

 (31)
≥

∑
l∈G1
W 2i,l

H


∑
j∈G1 Wi,jsj(∑
l∈G1 W
2
i,l
) 1
2

+ . . .+

∑
l∈GM
W 2i,l

H


∑
j∈GM Wi,jsj(∑
l∈GM W
2
i,l
) 1
2

 (32)
=

∑
l∈G1
W 2i,l

H

∑
j∈G1
Wi,j(∑
l∈G1 W
2
i,l
) 1
2
sj

+ . . .+

∑
l∈GM
W 2i,l

H

 ∑
j∈GM
Wi,j(∑
l∈GM W
2
i,l
) 1
2
sj

 (33)
≥

∑
l∈G1
W 2i,l

 ∑
j∈G1

 Wi,j(∑
l∈G1 W
2
i,l
) 1
2


2
H (sj) + . . .+

∑
l∈GM
W 2i,l

 ∑
j∈GM

 Wi,j(∑
l∈GM W
2
i,l
) 1
2


2
H (sj) (34)
=
∑
j∈G1
W 2i,jH (sj) + . . .+
∑
j∈GM
W 2i,jH (sj) (35)
The above steps an be justied as follows:
1. (30): Eq. (29) was inserted into the argument of H .
2. (31): New terms were added for Lemma 2.
3. (32): Soures sm are independent of eah other and this independene is preserved upon mixing within the subspaes,
and we ould also use Lemma 2, beause W is an orthogonal matrix.
4. (33): Nominators were transferred into the
∑
j terms.
5. (34): Variables sm satisfy ondition (24) aording to our assumptions.
6. (35): We simplied the expression after squaring.
Using this inequality, summing it for i, exhanging the order of the sums, and making use of the orthogonality of matrix
W, we have
D∑
i=1
H(yi) ≥
D∑
i=1

∑
j∈G1
W 2i,jH (sj) + . . .+
∑
j∈GM
W 2i,jH (sj)


(36)
=
∑
j∈G1
(
D∑
i=1
W 2i,j
)
H (sj) + . . .+
∑
j∈GM
(
D∑
i=1
W 2i,j
)
H (sj) (37)
=
D∑
j=1
H(sj). (38)
⊓⊔
Note 2. The proof holds for omponents with dierent dimensions. This is also true for the following theorem.
4.1.3 Proof of the R-ISA Separation Theorem Having this proposition, now we present our main theorem.
Theorem 1 (Separation Theorem for R-ISA). Presume that the sm soures of the R-ISA model satisfy ondi-
tion (24), and that the R-ICA ost funtion J(W) =
∑M
m=1
∑d
i=1 H(y
m
i ) has minimum (W ∈ OD). Then it is suient
to searh for the minimum of the R-ISA task as a permutation of the solution of the R-ICA task. Using the onept of
separation matries, it is suient to explore forms
WR-ISA = PWR-ICA, (39)
where P
(∈ RD×D) is a permutation matrix to be determined.
Proof. R-ICA minimizes the l.h.s. of Eq. (28), that is, it minimizes
∑M
m=1
∑d
i=1 H (y
m
i ). The set of minima is invariant
to permutations and to hanges of the signs. Also, aording to Proposition 1, {smi }, i.e., the oordinates of the sm
omponents of the R-ISA task belong to the set of the minima. ⊓⊔
4.2 The C-ISA Separation Theorem
The proof of the omplex ase is similar to the proof of the real ase. The dierene is in the EPI-type relations that we
apply. Proedure: We dene a C-EPI property and then a C-w-EPI relation starting from the vetor variant of the R-EPI
relation. Then the proof relies on analogous steps with the real ase, that we detail here for the sake of ompleteness.
4.2.1 EPI-type Relations (Complex Case) Let us onsider the vetor variant of the R-EPI relation.
Lemma 3 (vetor-EPI). For independent (nite ovariane random variables) u1, . . . ,uL ∈ Rq holds [46℄ that
e2H(
∑
L
i=1
ui)/q ≥
L∑
i=1
e2H(ui)/q. (40)
Let us dene a similar property for omplex random variables:
Denition 1 (C-EPI). We say that random variables u1, . . . , uL ∈ C satisfy relation C-EPI if
eH(
∑
L
i=1
ui) ≥
L∑
i=1
eH(ui). (41)
Note 3. This holds for independent random variables u1, . . . , uL ∈ C, beause aording to vetor-EPI (q = 2)
e2H(
∑
L
i=1
ui)/2 ≥
L∑
i=1
e2H(ui)/2. (42)
We need to following lemma:
Lemma 4. Let us assume that random variables u1, . . . , uL ∈ C satisfy ondition
eH(
∑
L
i=1
wiui) ≥
L∑
i=1
eH(wiui) ∀w = [w1; . . . ;wL] ∈ SL(C) (43)
that we shall all ondition C-w-EPI. Here, SL(C) denotes the L-dimensional omplex unit sphere, that is
SL(C) :=
{
w = [w1; . . . ;wL] ∈ CL :
L∑
i=1
|wi|2 = 1
}
. (44)
Then
H
(
L∑
i=1
wiui
)
≥
L∑
i=1
|wi|2H(ui) ∀w ∈ SL(C). (45)
Proof. Assume that w ∈ SL(C). Applying ln on ondition (43), and using the monotoniity of the ln funtion, we an see
that the rst inequality is valid in the following inequality hain
H
(
L∑
i=1
wiui
)
≥ ln
(
L∑
i=1
eH(wiui)
)
= ln
(
L∑
i=1
eH(ui) · |wi|2
)
≥
L∑
i=1
|wi|2 · ln
(
eH(ui)
)
=
L∑
i=1
|wi|2 ·H(ui). (46)
Then,
1. we used the relation:
H(wu) = H(u) + ln
(
|w|2
)
(w, u ∈ C) (47)
for the entropy of the transformed variable (see Lemma 1). Hene
eH(wiui) = eH(ui)+ln(|wi|
2) = eH(ui) · eln(|wi|2) = eH(ui) · |wi|2. (48)
2. In the seond inequality, we exploited the onavity of ln. ⊓⊔
4.2.2 Connetion to the Cost Funtion of the C-ICA Task Now we shall use Lemma 4 to proeed. The C-ISA
Separation Theorem will be a orollary of the following laim:
Proposition 2. Let y =
[
y1; . . . ;yM
]
= y(W) = Ws, where W ∈ UD, ym is the estimation of the mth omponent of
the C-ISA task. Let ymi be the i
th
omplex oordinate of the mth omponent. Similarly, let smi stand for the i
th
oordinate
of the mth soure. Let us assume that the sm soures satisfy ondition (45). Then
M∑
m=1
d∑
i=1
H (ymi ) ≥
M∑
m=1
d∑
i=1
H (smi ) . (49)
Proof. Let us denote the (i, j)th element of matrixW by Wi,j . Coordinates of y and s will be denoted by yi and si, respe-
tively. Let G1, . . . ,GM denote the indies belonging to the 1st, . . . ,M th. subspaes, that is, G1 := {1, . . . , d}, . . . ,GM :=
{D − d+ 1, . . . , D}. Now, writing the elements of the ith row of matrix multipliation y = Ws, we have
yi =
∑
j∈G1
Wi,jsj + . . .+
∑
j∈GM
Wi,jsj (50)
and thus,
H (yi) =
= H

∑
j∈G1
Wi,jsj + . . .+
∑
j∈GM
Wi,jsj


(51)
= H



∑
l∈G1
|Wi,l|2


1
2 ∑
j∈G1 Wi,jsj(∑
l∈G1 |Wi,l|2
) 1
2
+ . . .+

∑
l∈GM
|Wi,l|2


1
2 ∑
j∈GM Wi,jsj(∑
l∈GM |Wi,l|2
) 1
2

 (52)
≥

∑
l∈G1
|Wi,l|2

H

 ∑j∈G1 Wi,jsj(∑
l∈G1 |Wi,l|2
) 1
2

+ . . .+

∑
l∈GM
|Wi,l|2

H

 ∑j∈GM Wi,jsj(∑
l∈GM |Wi,l|2
) 1
2


(53)
=

∑
l∈G1
|Wi,l|2

H

∑
j∈G1
Wi,j(∑
l∈G1 |Wi,l|2
) 1
2
sj

+ . . .+

∑
l∈GM
|Wi,l|2

H

 ∑
j∈GM
Wi,j(∑
l∈GM |Wi,l|2
) 1
2
sj


(54)
≥

∑
l∈G1
|Wi,l|2

 ∑
j∈G1
∣∣∣∣∣∣
Wi,j(∑
l∈G1 |Wi,l|2
) 1
2
∣∣∣∣∣∣
2
H (sj) + . . .+

∑
l∈GM
|Wi,l|2

 ∑
j∈GM
∣∣∣∣∣∣
Wi,j(∑
l∈GM |Wi,l|2
) 1
2
∣∣∣∣∣∣
2
H (sj) (55)
=
∑
j∈G1
|Wi,j |2H (sj) + . . .+
∑
j∈GM
|Wi,j |2H (sj) (56)
The above steps an be justied as follows:
1. (51): Eq. (50) was inserted into the argument of H .
2. (52): New terms were added for Lemma 4.
3. (53): Soures sm are independent of eah other and this independene is preserved upon mixing within the subspaes,
and we ould also use Lemma 4, beause W is a unitary matrix.
4. (54): Nominators were transferred into the
∑
j terms.
5. (55): Variables sm satisfy ondition (45) aording to our assumptions.
6. (56): We simplied the expression after squaring.
Using this inequality, summing it for i, exhanging the order of the sums, and making use of the unitary property of
matrix W, we have
D∑
i=1
H(yi) ≥
D∑
i=1

∑
j∈G1
|Wi,j |2H (sj) + . . .+
∑
j∈GM
|Wi,j |2H (sj)


(57)
=
∑
j∈G1
(
D∑
i=1
|Wi,j |2
)
H (sj) + . . .+
∑
j∈GM
(
D∑
i=1
|Wi,j |2
)
H (sj) (58)
=
D∑
j=1
H(sj). (59)
⊓⊔
Note 4. The proof of the proposition is similar when the dimensions of the subspaes are not onstrained to be equal.
The situation is the same in the next theorem.
4.2.3 Proof of the C-ISA Separation Theorem Having this proposition, now we present our main theorem.
Theorem 2 (Separation Theorem for C-ISA). Presume that the sm soures of the C-ISA model satisfy ondi-
tion (45), and that J(W) =
∑M
m=1
∑d
i=1 H (y
m
i ), (W ∈ UD), i.e., the C-ICA ost funtion has minimum. Then it is
suient to searh for the minimum of the C-ISA task (WC-ISA) as a permutation of the solution of the C-ICA task
(WC-ICA). That it, it is suient to searh in the form
WC-ISA = PWC-ICA, (60)
where P
(∈ RD×D) is the permutation matrix to be determined.
Proof. C-ICA minimizes the l.h.s. of Eq. (49), that is, it minimizes
∑M
m=1
∑d
i=1 H (y
m
i ). The set of minima is invariant for
permutations and for multipliation of the oordinates by numbers with unit absolute value, and aording to Proposition 2
{smi } (i.e., the oordinates of the C-ISA task) is among the minima.
We an disregard multipliations with unit absolute values, beause unitary ambiguity within subspaes are present
in the C-ISA task. ⊓⊔
5 Suient Conditions of the Separation Theorem
In the Separation Theorem, we assumed that relations (24) and (45) are fullled for the sm soures in the real and omplex
ases, respetively. Here, we shall provide suient onditions when these inequalities are fullled.
5.1 Real Case
5.1.1 R-w-EPI Aording to Lemma 2, if the R-w-EPI property [i.e., (23)℄ holds for soures sm, then inequality (24)
holds, too.
5.1.2 Real Spherially Symmetri Soures
Denition 2 (real spherially symmetri variable). A random variable u ∈ Rd is alled real spherially symmetri
(or shortly R-spherial), if its density funtion is not modied by any rotation. Formally, if
u
distr
= Ou, ∀O ∈ Od, (61)
where
distr
= denotes equality in distribution.
A R-spherial random variable has a density funtion (under mild onditions) and this density funtion takes onstant
values on onentri spheres around the origin. We shall make use of the following well-known properties of spherially
symmetri variables [47,48℄:
Lemma 5 (Idential distribution of 1-dimensional projetions - Real ase). Let v denote a d-dimensional
variable, whih is R-spherially symmetri. Then the projetion of v onto lines through the origin have idential univariate
distribution.
Lemma 6 (Momenta - Real ase). The expetation value and the variane of a d-dimensional v R-spherially sym-
metri variable are
E[v] = 0, (62)
cov[v] = c(onstant) · Id. (63)
Now we are ready to laim the following theorem.
Proposition 3. For spherially symmetri soures sm (m = 1, . . . ,M) with nite ovariane Eq. (24) holds. Further, the
stronger R-w-EPI property [Eq. (23)℄ also holds and with equality between the two sides [∀w ∈ Sd(R)℄.
Proof. Here, we show that the R-w-EPI property is fullled with equality for R-spherial soures. Aording to (62)(63),
spherially symmetri soures sm have zero expetation values and up to a onstant multiplier they also have identity
ovariane matries:
E[sm] = 0, (64)
cov[sm] = cm · Id. (65)
Note that our onstraint on the R-ISA task, namely that ovariane matries of the sm soures should be equal to Id, is
fullled up to onstant multipliers.
Let Pw denote the projetion to straight line with diretion w ∈ Sd(R), whih rosses the origin, i.e.,
Pw : R
d ∋ u 7→
d∑
i=1
wiui ∈ R. (66)
In partiular, if w is hosen as the anonial basis vetor ei (all omponents are 0, exept the i
th
omponent, whih
is equal to 1), then
Pei(u) = ui. (67)
In this interpretation R-w-EPI [see Eq. (23)℄ is onerned with the entropies of the projetions of the dierent soures
onto straight lines rossing the origin. The l.h.s. projets to w, whereas the r.h.s. projets to the anonial basis vetors.
Let u denote an arbitrary soure, i.e., u := sm. Aording to Lemma 5, distribution of the spherial u is the same for all
suh projetions and thus its entropy is idential. That is,
d∑
i=1
wiui
distr
= u1
distr
= . . .
distr
= ud, ∀w ∈ Sd(R), (68)
H
(
d∑
i=1
wiui
)
= H (u1) = . . . = H (ud) , ∀w ∈ Sd(R). (69)
Thus:
 l.h.s. of R-w-EPI: e2H(u1).
 r.h.s. of R-w-EPI:
d∑
i=1
e2H(wiui) =
d∑
i=1
e2H(ui) · w2i = e2H(u1)
d∑
i=1
w2i = e
2H(u1) · 1 = e2H(u1) (70)
At the rst step, we used identity (27) for eah of the terms. At the seond step, (69) was exploited. Then term eH(u1)
was pulled out and we took into aount that w ∈ Sd(R).
⊓⊔
Note 5. We note that soures of spherially symmetri distribution have already been used in the ontext of R-ISA
in [10℄. In that work, a generative model was assumed. Aording to the assumption, the distribution of the norms of
sample projetions to the subspaes were independent. This way, the task was restrited to spherially symmetri soure
distributions, whih is a speial ase of the general R-ISA task.
Note 6. Spherial variables as well as their non-degenerate ane transforms, the so alled elliptial variables (whih are
equivalent to spherial ones from the point of view of R-ISA) are thoroughly treated in [47,48℄.
5.1.3 Soures Invariant to 90◦ Rotation In the previous setion, we have seen that random variables with density
funtions invariant to orthogonal transformations (R-spherial variables) satisfy the onditions of the R-ISA Separation
Theorem. For mixtures of 2-dimensional omponents (d = 2), invariane to 90◦ rotation sues. First, we observe that:
Note 7. In the R-ISA Separation Theorem, it is suient if some orthogonal transformation of the sm soures, Cmsm
(Cm ∈ Od) satisfy the ondition (24). In this ase, the Cmsm variables are extrated by the permutation searh after the
R-ICA transformation. Beause the R-ISA identiation has ambiguities up to orthogonal transformation in the respetive
subspaes, this is suitable. In other words, for the R-ISA identiation the existene of an Orthonormal Basis (ONB) for
eah u := sm ∈ Rd omponents is suient, on whih the
h : Rd ∋ w 7→ H [〈w,u〉] (71)
funtion takes its minimum. [Here, the 〈w,u〉 := ∑di=1 wiui random variable is the projetion of u to the diretion
w ∈ Sd(R).℄ In this ase, the entropy inequality (24) is met with equality on the elements of the ONB.
Now we present our result onerning to the d = 2 ase.
Proposition 4. Let us suppose, that the density funtion f of random variable u = (u1, u2)(= s
m) ∈ R2 exhibits the
invariane
f(u1, u2) = f(−u2, u1) = f(−u1,−u2) = f(u2,−u1)
(∀u ∈ R2) , (72)
that is, it is invariant to 90◦ rotation. If funtion h(w) = H [〈w,u〉] has minimum on the set {w ≥ 0} ∩ S2(R), it also
has minimum on an ONB.
2
Consequently, the R-ISA task an be identied by the use of the R-ISA Separation Theorem.
Proof. Let
R :=
[
0 −1
1 0
]
(73)
denote the matrix of 90◦ w rotation. Let w ∈ S2(R). 〈w,u〉 ∈ R is the projetion of variable u onto w. The value of
the density funtion of the random variable 〈w,u〉 in t ∈ R (we move t in diretion w) an be alulated by integration
starting from the point wt, in diretion perpendiular to w
fy=y(w)=〈w,u〉(t) =
∫
w⊥
f(wt+ z)dz. (74)
Using the supposed invariane of f and the relation (74) we have
fy(w) = fy(Rw) = fy(R2w) = fy(R3w), (75)
2
Relation w ≥ 0 onerns eah oordinates.
where `=' denotes the equality of funtions. Consequently, it is enough to optimize h on the set {w ≥ 0}. Let wmin be
the minimum of funtion h on the set S2(R) ∩ {w ≥ 0}. Aording to Eq. (75), h takes onstant and minimal values in
the
{wmin,Rwmin,R2wmin,R3wmin}
points. {vmin,Rvmin} is a suitable ONB in Note 7. ⊓⊔
Note 8. A speial ase of the requirement (72) is invariane to permutation and sign hanges, that is
f(±u1,±u2) = f(±u2,±u1). (76)
In other words, there exists a funtion g : R2 → R, whih is symmetri in its variables and
f(u) = g(|u1|, |u2|). (77)
The domain of Proposition (4) inludes
1. the formerly presented R-spherial variables,
2. or more generally, variables with density funtion of the form
f(u) = g
(∑
i
|ui|p
)
(p > 0). (78)
In the literature essentially these variables are alled Lp(R)-norm spherials (for p > 1). Here, we use the Lp(R)-norm
spherial denomination in a slightly extended way, for p > 0.
5.1.4 Takano's Dependeny Criterion We have seen that the R-w-EPI property is suient for the R-ISA Sep-
aration Theorem. In [49℄, suient ondition is provided to satisfy the EPI ondition. The ondition is based on the
dependenies of the variables and it onerns the 2-dimensional ase. The onstraint of d = 2 may be generalized to
higher dimensions. We are not aware of suh generalizations.
We note, however, that R-w-EPI requires that R-EPI be satised on the surfae of the unit sphere. Thus it is satisfatory
to onsider the intersetion of the onditions detailed in [49℄ on surfae of the unit sphere.
5.1.5 Summary of Suient Conditions (Real Case) Here, we summarize the presented suient onditions
of the R-ISA Separation Theorem. We have proven, that the requirement desribed by Eq. (24) for the sm soures is
suient for the theorem. This holds if the (23) R-w-EPI ondition is fullled. The stronger R-w-EPI is valid for
1. soures satisfying Takano's weak dependeny riterion,
2. R-spherial soures (with equality),
3. soures invariant to 90◦ rotation (for d = 2). Speially, (i) variables invariant to permutation and sign hanges, and
(ii)Lp(R)-norm spherial variables belong to this family.
These results are summarized shematially in Table 1.
5.2 Complex Case
We provide suient onditions that fulll (45).
5.2.1 C-w-EPI Aording to Lemma 4, if the C-w-EPI property [i.e., (43)℄ holds for soures sm, then inequality (45)
holds, too.
Table 1. Suient onditions for the R-ISA Separation Theorem.
invariane to 90◦ rotation (d = 2)
(with `=' for a suitable ONB)

speially
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
,,YYYYY
Y
Y
Y
Y
Y
Y
invariane to sign and permutation
speially

Lp(R)-norm spherial (p > 0)
Takano's dependeny
(d = 2)
+3 R-w-EPI

R-spherial symmetry (or elliptial)
[with `=' for all w ∈ Sd(R)℄ks
generalization for d = 2
OO
Equation (24): suient
for the R-Separation Theorem
5.2.2 Complex Spherially Symmetri Soures A omplex random variable is omplex spherially symmetri, or
C-spherial, for short, if its density funtion  whih exists under mild onditions  is onstant on onentri omplex
spheres. We shall show that (45) as well as the stronger (43) C-w-EPI relations are fullled. We need ertain denitions
and some basi features to prove the above statement. Thus, below we shall elaborate on omplex spherials [45℄.
Denition 3 (C-spherial variable). A random variable v ∈ Cd is alled C-spherial, if u = ϕv(v) ∈ R2d R-spherial
[45℄. Equivalent denition for C-spherials is that they are invariant to unitary transformations. Formally, if
v
distr
= Uv, ∀U ∈ Ud. (79)
We need two basi properties of C-spherials [45℄ to prove the theorem. These are analogous to Lemma 5 and Lemma 6:
Lemma 7 (Idential distribution of 1-dimensional projetions - Complex ase). Projetions of C-spherial
variables u ∈ Cd onto any unit vetors in Sd(C) have idential distributions. Formally, for ∀ w1,w2 ∈ Sd(C)
w∗1u
distr
= w∗2u ∈ C. (80)
Lemma 8 (Momenta - Complex ase). For C-spherial variable u ∈ Cd:
E[u] = 0, (81)
cov[u] = c · Id. (82)
We laim the following:
Proposition 5. C-spherial soures sm ∈ Cd (m = 1, . . . ,M) with nite ovarianes satisfy ondition (45) of the C-ISA
Separation Theorem. Further, they satisfy C-w-EPI (with equality).
Proof. Aording to (81) and (82) for C-spherial omponents sm ∈ Cd: E[sm] = 0, cov[sm] = cm · Id. Note that our
onstraint on the C-ISA task, namely that ovariane matries of the sm soures should be equal to identity, is fullled
up to onstant multipliers.
Let Pw denote the projetion to straight line with diretion w ∈ Sd(C), whih rosses the origin, i.e.,
Pw : C
d ∋ u 7→ w∗ · u =
d∑
i=1
w¯iui ∈ C. (83)
The left and right hand sides of ondition (45) orrespond to projetion onto vetor w¯, and projetions onto vetors
ei = [0; ...; 0; 1; 0; ...] (1 in the i
th
position and 0s otherwise), respetively. w¯ ∈ Sd(C) ⇔ w ∈ Sd(C), beause onjugation
preserves length. Given property (80), the distribution and thus the entropy of these projetions are equal. That is (let
u denote an arbitrary soure, i.e., u := sm),
d∑
i=1
wiui
distr
= u1
distr
= . . .
distr
= ud, ∀w ∈ Sd(C), (84)
H
(
d∑
i=1
wiui
)
= H (u1) = . . . = H (ud) , ∀w ∈ Sd(C). (85)
Thus:
 l.h.s. of C-w-EPI: eH(u1).
 r.h.s. of C-w-EPI:
d∑
i=1
eH(wiui) =
d∑
i=1
eH(ui) · |wi|2 = eH(u1)
d∑
i=1
|wi|2 = eH(u1) · 1 = eH(u1) (86)
At the rst step, we used identity (48) for eah of the terms. At the seond step, (85) was exploited. Then term eH(u1)
was pulled out and we took into aount that w ∈ Sd(C).
⊓⊔
5.2.3 Summary of Suient Conditions (Complex Case) Here, we summarize the presented suient onditions
of the C-ISA Separation Theorem. We have proven, that the requirement desribed by Eq. (45) for the sm soures
is suient for the theorem. This holds if the (43) C-w-EPI ondition is fullled. The stronger C-w-EPI is valid for
C-spherially symmetri variables.
These results are summarized shematially in Table 2.
Table 2. Suient onditions for the C-ISA Separation Theorem.
C-spherial symmetry
[with `=' for all w ∈ Sd(C)℄ +3 C-w-EPI +3
Equation (45): suient
for the C-Separation Theorem
6 Conlusions
In this paper a Separation Theorem, a deomposition priniple, was presented for the K-Independent Subspae Analysis
(K-ISA) problem. If the onditions of the theorem are satised then the K-ISA task an be solved in 2 steps. The rst step
is onerned with the searh for 1-dimensional independent omponents. The seond step orresponds to a ombinatorial
problem, the searh for the optimal permutation. We have shown that spherially symmetri soures (for the real and
the omplex ases, too) satisfy the onditions of the theorem. For the real ase and for 2-dimensional soures (d = 2)
invariane to 90◦ rotation, or the Takano's dependeny riterion is suient for the separation.
These results underline our experienes that the presented 2 step proedure for solving the K-ISA task may produe
higher quality subspaes than sophistiated searh algorithms [17℄.
Finally we mention that the possibility of this two step proedure (for the real ase) was rst noted in [11℄.
7 Appendix
A Uniqueness of C-ISA
Here we provide ambiguities of the C-ISA task. The derivation is similar to that of [42℄, slight modiation is used through
mappings ϕv, ϕM [see, Eq. (12) and Eq. (13)℄.
Notations that we need: Let D = dM . Let Gl(L,K) denote the set of invertible matries in KL×L. Let us deompose
matrixV ∈ CD×D into d×d bloks:V = [Vi,j]
i,j=1,...,M
(Vi,j ∈ Cd×d). We say that matrixV is a d×d blok-permutation
matrix, if there is exatly one index j for ∀ i and exatly one i for ∀ j (i, j ∈ {1, . . . ,M}), that Vij 6= 0, and further,
this blok an be inverted. Matries B,C ∈ CD×D are d-equivalent (notation: B ∼d C), if B = CL, where L ∈ CD×D
is a d × d blok-permutation matrix.3 Stohasti variable CD ∋ u = [u1; . . . ;uM ] is alled d-independent, if its parts
u1, . . . ,uM ∈ Cd are independent. Using L: if u is d-independent, then Lu is that, too. Stohasti variable u ∈ RL is
alled normal, if every oordinate is normal. Stohasti variable u ∈ CL is alled normal, if both ℜ(u) and ℑ(u) are
normal. Matrix B ∈ CD×D is alled d-admissible, if for deomposition B = [Bi,j]
i,j=1,...,M
(Bi,j ∈ Cd×d) all Bi,j bloks
are either invertible or indentially 0. (Note: Choosing the oordinates of matrix B from a ontinuous distribution, the
matrix is d-admissible with probability 1.).
Known properties of ϕM , ϕv beyond [(14), (15)℄ [45℄ are:
ϕM (M) nonsingular (singular)⇔M nonsingular (singular), (87)
ϕv(v1 + v2) = ϕv(v1) + ϕv(v2). (88)
To prove our statement, we use the following orollary of the Multivariate Skitovith-Darmois theorem:
Lemma 9 (Corollary 3.3 in [42℄). Let w1 =
∑M
m=1 B
mum and w2 =
∑M
m=1 C
mum, where um are independent random
variables from Rd, matries Bm,Cm ∈ Rd×d are zeros, or they belong to GL(d,R). Then, um belonging to BmCm 6= 0
are normal, provided that w1 and w2 are independent.
Theorem 3 (Ambiguities of C-ISA). Let Gl(D,C) ∋ B = [Bi,j ]i,j=1..M (Bi,j ∈ Cd×d) d-admissible and
s = [s1; . . . ; sM ] d-independent D = dM -dimensional variable, and none of the variables sm ∈ Cd be normal. If Bs
is again d-independent, then B is d-equivalent to the identity, that is B ∼d ID.
Proof. Indiret. Let us assume that Bs is d-independent, nonetheless B ∼d ID does not hold. Then there is a olumn
index j and there are row indies i1 6= i2 for whih Bi1,j,Bi2,j 6= 0 (and beause B d-admissible, thus they are invertible).4
Let us take the parts that orrespond to indies i1, i2 o from Bs:
C
d ∋ yi1 = Bi1,jsj +
∑
m∈{1,...,M}\j
Bi1,msm (89)
C
d ∋ yi2 = Bi2,jsj +
∑
m∈{1,...,M}\j
Bi2,msm (90)
Applying ϕv, and using properties (88) and (15) we have:
R
2d ∋ ϕv(yi1 ) = ϕM (Bi1,j)ϕv(sj) +
∑
m∈{1,...,M}\j
ϕM (B
i1,m)ϕv(s
m) (91)
R
2d ∋ ϕv(yi2 ) = ϕM (Bi2,j)ϕv(sj) +
∑
m∈{1,...,M}\j
ϕM (B
i2,m)ϕv(s
m) (92)
Taking advantage of (87): invertibility of Bi1,j,Bi2,j is inherited to ϕM (B
i1,j), ϕM (B
i2,j). Similarly, matries ϕM (B
i,m)
(i ∈ {i1, i2},m 6= j) are either zero or they are invertible, aording to their anestor Bi,m, whether it is zero or invertible.
If sm ∈ Cd are independent then variables ϕv(sm) ∈ R2d are also independent. Thus, as a result of Lemma 9, ϕv(sj) is
normal, meaning  by denition  that sj is also normal: a ontradition. ⊓⊔
3
Note: this is an equivalene relation, indeed, beause the set of Ls that satisfy the onditions is losed for inversion and for
multipliation.
4
Reasoning: if for all j there is at most one blok (submatrix), whih is non-zero, then: (a) for all j there is exatly one blok,
whih is non-zero and then B ∼d ID, whih is a ontradition, or, (b) there is a j index for whih submatrix B
i,j
has only zeros,
and then the invertibility of B is not fullled.
Note 9. [40℄ has shown an interesting result: for the omplex ase and for d = 1 (C-ICA task) ertain normal soures
an be separated. This result (and thus Theorem 3) may be extended to d > 1, too, but we are not aware of suh
generalization.
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