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Abstract
The bipartite record linkage task consists of merging two disparate datafiles con-
taining information on two overlapping sets of entities. This is non-trivial in the ab-
sence of unique identifiers and it is important for a wide variety of applications given
that it needs to be solved whenever we have to combine information from different
sources. Most statistical techniques currently used for record linkage are derived from
a seminal paper by Fellegi and Sunter (1969). These techniques usually assume in-
dependence in the matching statuses of record pairs to derive estimation procedures
and optimal point estimators. We argue that this independence assumption is un-
reasonable and instead target a bipartite matching between the two datafiles as our
parameter of interest. Bayesian implementations allow us to quantify uncertainty on
the matching decisions and derive a variety of point estimators using different loss
functions. We propose partial Bayes estimates that allow uncertain parts of the bi-
partite matching to be left unresolved. We evaluate our approach to record linkage
using a variety of challenging scenarios and show that it outperforms the traditional
methodology. We illustrate the advantages of our methods merging two datafiles on
casualties from the civil war of El Salvador.
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1 Introduction
Joining data sources requires identifying which entities are simultaneously represented in
more than one source. Although this is a trivial process when unique identifiers of the
entities are recorded in the datafiles, in general it has to be solved using the information
that the sources have in common on the entities. Most of the statistical techniques currently
used to solve this task are derived from a seminal paper by Fellegi and Sunter (1969)
who formalized procedures that had been proposed earlier (see Newcombe et al., 1959;
Newcombe and Kennedy, 1962, and references therein). A number of important record
linkage projects have been developed under some variation of the Fellegi-Sunter approach,
including the merging of the 1990 U.S. Decennial Census and Post-Enumeration Survey to
produce adjusted Census counts (Winkler and Thibaudeau, 1991), the Generalized Record
Linkage System at Statistics Canada (Fair, 2004), the Person Identification Validation
System at the U.S. Census Bureau (Wagner and Layne, 2014), and the LinkPlus software
at the U.S. Center for Disease Control and Prevention (2015), among many others (e.g.,
Gill and Goldacre, 2003; Singleton, 2013).
In this article we are concerned with bipartite record linkage, where we seek to merge two
datafiles while assuming that each entity is recorded maximum once in each file. Most of
the statistical literature on record linkage deal with this scenario (Fellegi and Sunter, 1969;
Jaro, 1989; Winkler, 1988, 1993, 1994; Belin and Rubin, 1995; Larsen and Rubin, 2001;
Herzog et al., 2007; Tancredi and Liseo, 2011; Gutman et al., 2013). Despite the popularity
of the Fellegi-Sunter approach and its variants to solve this task, it is also recognized to
have a number of caveats (e.g., Winkler, 2002). In particular, the no-duplicates within-file
assumption implies a maximum one-to-one restriction in the linkage, that is, a record from
one file can be linked with maximum one record from the other file. Modern implemen-
tations of the Fellegi-Sunter methodology that use mixture models ignore this restriction
(Winkler, 1988; Jaro, 1989; Belin and Rubin, 1995; Larsen and Rubin, 2001), leading to
the necessity of enforcing the maximum one-to-one assignment in a post-processing step
(Jaro, 1989). Furthermore, this restriction is also ignored by the decision rule proposed
by Fellegi and Sunter (1969) to classify pairs of records into links, non-links, and possible
links, and therefore the conditions for its theoretical optimality are not met in practice.
Despite the weaknesses of the Fellegi-Sunter approach, it has a number of advantages
on which we build in this article, in addition to pushing forward existing Bayesian improve-
ments. After clearly defining a bipartite matching as the parameter of interest in bipartite
record linkage (Section 2), in Section 3 we review the traditional Fellegi-Sunter methodol-
ogy, its variants and modern implementations using mixture models, and we provide further
details on its caveats. In Section 4 we improve on existing Bayesian record linkage ideas,
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in particular we extend the modeling approaches of Fortini et al. (2001) and Larsen (2002,
2005, 2010, 2012) to properly deal with missing values and capture partial agreements when
comparing pairs of records. Most importantly, in Section 5 we derive Bayes estimates of
the bipartite matching according to a general class of loss functions. Given that Bayesian
approaches allow us to properly quantify uncertainty in the matching decisions we include
a rejection option in our loss functions with the goal of leaving uncertain parts of the
bipartite matching undeclared. The resulting Bayes estimates provide an alternative to
the Fellegi-Sunter decision rule. In Section 6 we compare our Bayesian approach with the
traditional Fellegi-Sunter methodology under a variety of linkage scenarios. In Section 7
we consider the problem of joining two data sources on civilian casualties from the civil
war of El Salvador, and we explain the advantages of using our estimation procedures in
that context.
2 The Bipartite Record Linkage Task
Consider two datafiles X1 and X2 that record information from two overlapping sets of
individuals or entities. These datafiles contain n1 and n2 records, respectively, and without
loss of generality we assume n1 ≥ n2. These files originate from two record-generating
processes that may induce errors and missing values. We assume that each individual
or entity is recorded maximum once in each datafile, that is, the datafiles contain no
duplicates. Under this set-up the goal of record linkage can be thought of as identifying
which records in files X1 and X2 refer to the same entities. We denote the number of
entities simultaneously recorded in both files by n12, and so 0 ≤ n12 ≤ n2. Formally, our
parameter of interest can be represented by a bipartite matching between the two sets of
records coming from the two files, as we now explain.
2.1 A Bipartite Matching as the Parameter of Interest
We briefly review some basic terminology from graph theory (see, e.g., Lova´sz and Plummer,
1986). A graph G = (V,E) consists of a finite number of elements V called nodes and a
set of pairs of nodes E called edges. A graph whose node set V can be partitioned into two
disjoint non-empty subsets A and B is called bipartite if each of its edges connects a node
of A with a node of B. A set of edges in a graph G is called a matching if all of them are
pairwise disjoint. A matching in a bipartite graph is naturally called a bipartite matching
(see the example in Figure 1).
In the bipartite record linkage context we can think of the records from files X1 and X2
as two disjoint sets of nodes, where an edge between two records represents them referring
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Figure 1: Example of bipartite matching represented by the edges in this graph.
to the same entity, which we also call being coreferent or being a match. The assumption
of no duplicates within datafile implies that edges between records of the same file are not
possible. Furthermore, given that the relation of coreference between records is transitive,
the graph has to represent a bipartite matching, because if two edges had an overlap, say
(i, j) and (i, j′), i ∈ X1, j, j′ ∈ X2, by transitivity we would have that j and j′ would be
coreferent, which contradicts the assumption of no within-file duplicates.
A bipartite matching can be represented in different ways. The matrix representation
consists of creating a matching matrix ∆ of size n1 × n2 whose (i, j)th entry is defined as
∆ij =
{
1, if records i ∈ X1 and j ∈ X2 refer to the same entity;
0, otherwise.
The characteristics of a bipartite matching imply that each column and each row of ∆
contain maximum one entry being equal to one. This representation has been used by a
number of authors (Liseo and Tancredi, 2011; Tancredi and Liseo, 2011; Fortini et al., 2001,
2002; Larsen, 2002, 2005, 2010, 2012; Gutman et al., 2013) but it is not very compact. We
propose an alternative way of representing a bipartite matching by introducing a matching
labeling Z = (Z1, Z2, . . . , Zn2) for the records in the file X2 such that
Zj =
{
i, if records i ∈ X1 and j ∈ X2 refer to the same entity;
n1 + j, if record j ∈ X2 does not have a match in file X1.
Naturally we can go from one representation to the other using the relationship ∆ij =
I(Zj = i), where I(·) is the indicator function. We shall use either representation through-
out the document depending on which one is more convenient, although matching labelings
are better suited for computations.
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2.2 Approaches to Bipartite Record Linkage
The goal of bipartite record linkage is to estimate the bipartite matching between two
datafiles using the information contained in them. There are a number of different ap-
proaches to do this depending on the specific characteristics of the problem and what
information is available.
A number of approaches directly model the information contained in the datafiles (For-
tini et al., 2002; Matsakis, 2010; Liseo and Tancredi, 2011; Tancredi and Liseo, 2011; Gut-
man et al., 2013; Steorts et al., 2013), which requires crafting specific models for each type
of field in the datafile, and are therefore currently limited to handle nominal categorical
fields, or continuous variables modeled under normality. In practice, however, fields that are
complicated to model, such as names, addresses, phone numbers, or dates, are important
to merge datafiles.
A more common way of tackling this problem is to see it as a traditional classification
problem: we need to classify record pairs into matches and non-matches. If we have access
to a sample of record pairs for which the true matching statuses are known, we can train a
classifier on this sample using comparisons between the pairs of records as our predictors,
and then predict the matching statuses of the remaining record pairs (e.g., Cochinwala et al.,
2001; Bilenko et al., 2003; Christen, 2008; Ventura et al., 2013). Nevertheless, classification
methods typically assume that we are dealing with i.i.d. data, and therefore the training
of the models and the prediction using them heavily rely on this assumption. In fact, given
that these methods output independent matching decisions for pairs of records, they lead
to conflicting decisions since they violate the maximum one-to-one assignment constraint
of bipartite record linkage. Typically some subsequent post-processing step is required to
solve these inconsistencies.
Finally, perhaps the most popular approach to record linkage is what we shall call
the Fellegi-Sunter approach, although many authors have contributed to it over the years.
Despite its difficulties, this approach does not require training data and it can handle
any type of field, as long as records can be compared in a meaningful way. Given that
training samples are too expensive to create and datafiles often contain information that
is too complicated to model, we believe that the Fellegi-Sunter approach tackles the most
common scenarios where record linkage is needed. We therefore review this approach in
more detail in the next section, and in the remainder of the article we shall refrain from
referring to the direct modeling and supervised classification approaches.
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3 The Fellegi-Sunter Approach to Record Linkage
Following Fellegi and Sunter (1969), we can think of the set of ordered record pairs X1×X2
as the union of the set of matches M = {(i, j); i ∈ X1, j ∈ X2,∆ij = 1} and the set of
non-matches U = {(i, j); i ∈ X1, j ∈ X2,∆ij = 0}. The goal when linking two files can
be seen as identifying the sets M and U. When record pairs are estimated to be matches
they are called links and when estimated to be non-matches they are called non-links. The
Fellegi-Sunter approach uses pairwise comparisons of the records to estimate their matching
statuses.
3.1 Comparison Data
In most record linkage applications two records that refer to the same entity should be
very similar, otherwise the amount of error in the datafiles may be too large for the record
linkage task to be feasible. On the other hand, two records that refer to different entities
should generally be very different. Comparison vectors γij are obtained for each record
pair (i, j) in X1 ×X2 with the goal of finding evidence of whether they represent matches
or not. These vectors can be written as γij = (γ
1
ij, . . . , γ
f
ij, . . . , γ
F
ij ), where F denotes the
number of criteria used to compare the records. Traditionally these F criteria correspond
to one comparison per each field that the datafiles have in common.
The appropriate comparison criteria depend on the information contained by the records.
The simplest way to compare the same field of two records is to check whether they agree or
not. This strategy is commonly used to compare unstructured nominal information such
as gender or race, but it ignores partial agreements when used with strings or numeric
measurements. To take into account partial agreement among string fields (e.g., names)
Winkler (1990) proposed to use string metrics, such as the normalized Levenshtein edit
distance or any other (see Bilenko et al., 2003; Elmagarmid et al., 2007), and divide the
resulting set of similarity values into different levels of disagreement. Winkler’s approach
can be extended to compute levels of disagreement for fields that are not appropriately
compared in a dichotomous fashion.
Let Sf (i, j) denote a similarity measure computed from field f of records i and j.
The range of Sf can be divided into Lf + 1 intervals If0, If1, . . . , IfLf , that represent
different disagreement levels. In this construction the interval If0 represents the highest
level of agreement, which includes total agreement, and the last interval IfLf represents
the highest level of disagreement, which depending on the field represents complete or
strong disagreement. This allows us to construct the comparison vectors from the ordinal
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variables:
γfij = l, if Sf (i, j) ∈ Ifl.
The larger the value of γfij, the more record i and record j disagree in field f .
Although in principle we could define γij using the original similarity values Sf (i, j),
in the Fellegi-Sunter approach these comparison vectors need to be modeled. Directly
modeling the original Sf (i, j) requires a customized model per type of comparison given that
these similarity measures output values in different ranges depending on their functional
form and the field being compared. By building disagreement levels as ordinal categorical
variables, however, we can use a generic model for any type of comparison, as long as its
values are categorized.
The selection of the thresholds that define the intervals Ifl should correspond with what
are considered levels of disagreement, which depend on the specific application at hand
and the type of field being compared. For example, in the simulations and applications
presented here we build levels of disagreement according to what we consider to be no
disagreement, mild disagreement, moderate disagreement, and extreme disagreement.
3.2 Blocking
In practice, when the datafiles are large the record linkage task becomes too computa-
tionally expensive. For example, the cost of computing the comparison data alone grows
quadratically since there are n1×n2 record pairs. A common solution to this problem is to
partition the datafiles into blocks of records determined by information that is thought to
be accurately recorded in both datafiles, and then solve the task only within blocks. For
example, in census studies datafiles are often partitioned according to ZIP Codes (postal
codes) and then only records sharing the same ZIP Code are attempted to be linked, that
is, pairs of records with different ZIP Codes are assumed to be non-matches (Herzog et al.,
2007). Blocking can be used with any record linkage approach and there are different varia-
tions (see Christen, 2012, for an extensive survey). Our presentation in this paper assumes
that no blocking is being used, but in practice if blocking is needed the methodologies can
simply be applied independently to each block.
3.3 The Fellegi-Sunter Decision Rule
The comparison vector γij alone is insufficient to determine whether (i, j) ∈M, since the
variables being compared usually contain random errors and missing values. Fellegi and
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Sunter (1969) used the log-likelihood ratios
wij = log
P(γij|∆ij = 1)
P(γij|∆ij = 0)
(1)
as weights to estimate which record pairs are matches. Expression (1) assumes that γij is a
realization of a random vector, say, Γij whose distribution depends on the matching status
∆ij of the record pair. Intuitively, if this ratio is large we favor the hypothesis of the pair
being a match. Although this type of likelihood ratio was initially used by Newcombe et al.
(1959) and Newcombe and Kennedy (1962), the formal procedure proposed by Fellegi and
Sunter (1969) permits finding two thresholds such that the set of weights can be divided
into three groups corresponding to links, non-links, and possible links. The procedure
orders the possible values of γij by their weights in non-increasing order, indexing by the
subscript h, and determines two values, h′ and h′′, such that∑
h≤h′−1
P(γh|∆ij = 0) < µ ≤
∑
h≤h′
P(γh|∆ij = 0)
and ∑
h≥h′′
P(γh|∆ij = 1) ≥ λ >
∑
h≥h′′+1
P(γh|∆ij = 1),
where µ = P(assign (i, j) as link|∆ij = 0) and λ = P(assign (i, j) as non-link|∆ij = 1) are
two admissible error levels. Finally, the record pairs are divided into three groups: (1)
those with h ≤ h′− 1 being links, (2) those with h ≥ h′′ + 1 being non-links, and (3) those
with configurations between h′ and h′′ requiring clerical review. Fellegi and Sunter (1969)
showed that this decision rule is optimal in the sense that for fixed values of µ and λ it
minimizes the probability of sending a pair to clerical review.
We notice that in the presence of missing data the sampling distribution of the com-
parison vectors changes with each missingness pattern, and therefore so do the thresholds
h′ and h′′. The caveats of this decision rule are discussed in Section 3.6.
3.4 Enforcing Maximum One-to-One Assignments
The Fellegi-Sunter decision rule does not enforce the maximum one-to-one assignment
restriction in bipartite record linkage. For example, if records i and i′ in X1 are very
similar but are non-coreferent by assumption, and if both are similar to j ∈ X2, then
the Fellegi-Sunter decision rule will probably assign (i, j) and (i′, j) as links, which by
transitivity would imply a link between i and i′ (a contradiction). As a practical solution
to this issue, Jaro (1989) proposed a tweak to the Fellegi-Sunter methodology. The idea
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is to precede the Fellegi-Sunter decision rule with an optimal assignment of record pairs
obtained from a linear sum assignment problem. The problem can be formulated as the
maximization:
max
∆
n1∑
i=1
n2∑
j=1
wij∆ij (2)
subject to ∆ij ∈ {0, 1},
n1∑
i=1
∆ij ≤ 1, j = 1, 2, . . . , n2,
n2∑
j=1
∆ij ≤ 1, i = 1, 2, . . . , n1,
with wij given by Expression (1), where the first constraint ensures that ∆ represents a
discrete structure, and the second and third constraints ensure that each record of X2 is
matched with at most one record of X1 and vice versa. This is a maximum-weight bipartite
matching problem, or a linear sum assignment problem, for which efficient algorithms exist
such as the Hungarian algorithm (see, e.g., Papadimitriou and Steiglitz, 1982). The output
of this step is a bipartite matching that maximizes the sum of the weights among matched
pairs, and the pairs that are not matched by this step are considered non-links. Although
Jaro (1989) did not provide a theoretical justification for this procedure, we now show that
this can be thought of as a maximum likelihood estimate (MLE) under certain conditions,
in particular under a conditional independence assumption of the comparison vectors which
is commonly used in practice, such as in the mixture models presented in Section 3.5.
Proposition 1. Under the assumption of the comparison vectors being conditionally inde-
pendent given the bipartite matching, the solution to the linear sum assignment problem in
Expression (2) is the MLE of the bipartite matching.
Proof.
∆ˆ
MLE
= arg max
∆
∏
i,j
P(γij|∆ij = 1)∆ijP(γij|∆ij = 0)1−∆ij
= arg max
∆
∏
i,j
[P(γij|∆ij = 1)
P(γij|∆ij = 0)
]∆ij
= arg max
∆
∑
i,j
∆ij log
P(γij|∆ij = 1)
P(γij|∆ij = 0)
,
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where the first line arises under the assumption of the comparison vectors being condi-
tionally independent given the bipartite matching ∆, the second line drops a factor that
does not depend on ∆, and the last line arises from applying the natural logarithm. We
conclude that ∆ˆ
MLE
is the solution to the linear sum assignment problem in Expression
(2).
When using ∆ˆ
MLE
there exists the possibility that the matching will include some pairs
with a very low matching weight. Jaro (1989) therefore proposed to apply the Fellegi-
Sunter decision rule to the pairs that are matched by ∆ˆ
MLE
to determine which of those
can actually be declared to be links.
3.5 Model Estimation
The presentation thus far relies on the availability of P(·|∆ij = 1) and P(·|∆ij = 0), but
these probabilities need to be estimated in practice. In principle these distributions could
be estimated from previous correctly linked files, but these are seldom available. As a
solution to this problem Winkler (1988), Jaro (1989), Larsen and Rubin (2001), among
others, proposed to model the comparison data using mixture models of the type
Γij|∆ij = 1 iid∼ M(m), (3)
Γij|∆ij = 0 iid∼ U(u),
∆ij
iid∼ Bernoulli(p),
so that the comparison vector γij is regarded as a realization of a random vector Γij
whose distribution is either M(m) or U(u) depending on whether the pair is a match or
not, respectively, with m and u representing vectors of parameters and p representing the
proportion of matches. The M and U models can be products of individual models for
each of the comparison components under a conditional independence assumption (Winkler,
1988; Jaro, 1989), or can be more complex log-linear models (Larsen and Rubin, 2001).
The estimation of these models is usually done using the EM algorithm (Dempster et al.,
1977). Notice that the mixture model (3) relies on two key assumptions: the comparison
vectors are independent given the bipartite matching, and the matching statuses of the
record pairs are independent of one another.
3.6 Caveats and Criticism
Despite the popularity of the previous methodology for record linkage it has a number
of weaknesses. In terms of modeling the comparison data as a mixture, there is an im-
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plicit “hope” that the clusters that we obtain are closely associated with matches and
non-matches. In practice, however, the mixture components may not correspond with
these groups of record pairs. In particular, the mixture model will identify two clusters
regardless of whether the two files have coreferent records or not. Winkler (2002) mentions
conditions for the mixture model to give good results based on experience working with
large administrative files at the US Census Bureau:
• The proportion of matches should be greater than 5%.
• The classes of matches and non-matches should be well separated.
• Typographical error must be relatively low.
• There must be redundant fields that overcome errors in other fields.
In many practical situations these conditions may not hold, especially when the datafiles
contain lots of errors and/or missingness, or when they only have a small number of fields
in common. Furthermore, even if the mixture model is successful at roughly separating
matches from non-matches, many-to-one matches can still happen if the assignment step
proposed by Jaro (1989) is not used, given that the mixture model is fitted without the
one-to-one constraint, in particular assuming independence of the matching statuses of the
record pairs. We believe that a more sensible approach is to incorporate this constraint
into the model (as in Fortini et al., 2001, 2002; Liseo and Tancredi, 2011; Tancredi and
Liseo, 2011; Larsen, 2002, 2005, 2010, 2012; Gutman et al., 2013) rather than forcing it in
a post-processing step.
Finally, we notice that even if the mixture model is fitted with the one-to-one constraint,
the Fellegi-Sunter decision rule alone may still lead to many-to-many assignments and
chains of links given that it assumes that once we know the distributions P(·|∆ij = 1) and
P(·|∆ij = 0), the comparison data γij determines the linkage decision. Furthermore, the
optimality of the Fellegi-Sunter decision rule heavily relies on this assumption. We have
argued, however, that the linkage decision for the pair (i, j) not only depends on γij but
also depends on the linkage decisions for the other pairs (i′, j) and (i, j′), i′ 6= i, j′ 6= j. In
Section 5 we propose Bayes estimates that allow a rejection option as an alternative to the
Fellegi-Sunter decision rule.
4 A Bayesian Approach to Bipartite Record Linkage
The Bayesian approaches of Fortini et al. (2001) and Larsen (2002, 2005, 2010, 2012) build
on the strengths of the Fellegi-Sunter approach but improve on the mixture model imple-
mentation by properly treating the parameter of interest as a bipartite matching, therefore
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avoiding the inconsistencies coming from treating record pairs’ matching statuses as in-
dependent of one another. Here we consider an extension of their modeling approach to
handle missing data and to take into account multiple levels of partial agreement. The
Bayesian estimation of the bipartite matching (which can be represented by a matching
labeling Z or by a matching matrix ∆) has the advantage of providing a posterior distribu-
tion that can be used to derive point estimates and to quantify uncertainty about specific
parts of the bipartite matching.
4.1 Model for Comparison Data
Our approach is similar to the mixture model presented in Section 3.5, with the difference
that we consider the matching statuses of the record pairs as determined by a bipartite
matching:
Γij|Zj = i iid∼ M(m),
Γij|Zj 6= i iid∼ U(u),
Z ∼ B,
where M(m) and U(u) are models for the comparison vectors among matches and non-
matches, as explained in Section 3.5, and B represents a prior on the space of bipartite
matchings, such as the one presented in Section 4.3.
4.2 Conditional Independence and Missing Comparisons
In this section we provide a simple parametrization for the models M(m) and U(u) that
allow standard prior specification and make it straightforward to deal with missing com-
parisons. Under the assumption of the comparison fields being conditionally independent
(CI) given the matching statuses of the record pairs we obtain that the likelihood of the
comparison data can be written as
L(Z,Φ|γ) =
n1∏
i=1
n2∏
j=1
F∏
f=1
Lf∏
l=0
[
m
I(Zj=i)
fl u
I(Zj 6=i)
fl
]I(γfij=l)
, (4)
where mfl = P(Γfij = l|Zj = i) denotes the probability of a match having level l of disagree-
ment in field f , and ufl = P(Γfij = l|Zj 6= i) represents the analogous probability for non-
matches. We denote mf = (mf1, . . . ,mfLf ), uf = (uf1, . . . , ufLf ), m = (m1, . . . ,mF ),
u = (u1, . . . ,uF ), and Φ = (m,u). This model is an extension of the one considered by
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Larsen (2002, 2005, 2010, 2012), which in turn is a parsimonious simplification of the one
in Fortini et al. (2001), who only considered binary comparisons.
We now need to modify this model to accommodate missing comparison criteria since
in practice it is rather common to find records with missing fields of information, which
lead in turn to missing comparisons for the corresponding record pairs. For example, if a
certain field that is being used to compute comparison data is missing for record i, then
the vector γij will be incomplete, regardless of whether the field is missing for record j.
A simple way to deal with this situation is to assume that the missing comparisons
occur at random (MAR assumption in Little and Rubin, 2002), and therefore we can base
our inferences on the marginal distribution of the observed comparisons (Little and Rubin,
2002, p. 90). Under the parametrization of Equation (4) and the MAR assumption, after
marginalizing over the missing comparisons it can be easily seen that the likelihood of the
observed comparison data can be written as
L(Z,Φ|γobs) =
F∏
f=1
Lf∏
l=0
m
afl(Z)
fl u
bfl(Z)
fl , (5)
with
afl(Z) =
∑
i,j
Iobs(γ
f
ij)I(γ
f
ij = l)I(Zj = i), (6)
bfl(Z) =
∑
i,j
Iobs(γ
f
ij)I(γ
f
ij = l)I(Zj 6= i),
where Iobs(·) is the indicator of whether its argument is observed. For a given matching
labeling Z, afl(Z) and bfl(Z) represent the number of matches and non-matches with
observed disagreement level l in comparison f . From Equations (5) and (6) we can see that
the combination of the CI and MAR assumptions allow us to ignore the comparisons that
are not observed while modeling the observed comparisons in a simple fashion.
Under the previous parametrization it is easy to use the independent conjugate priors
mf ∼ Dirichlet(αf0, . . . , αfLf ) and uf ∼ Dirichlet(βf0, . . . , βfLf ) for f = 1, . . . , F .
4.3 Beta Prior for Bipartite Matchings
We now construct a prior distribution for matching labelings Z = (Z1, Z2, . . . , Zn2) where
Zj ∈ {1, 2, . . . , n1, n1 + j} and Zj 6= Zj′ . We start by sampling the indicators of which
records in file X2 have a match. Let I(Zj ≤ n1) iid∼ Bernoulli(pi), j = 1, . . . , n2, where
pi represents the proportion of matches expected a priori as a fraction of the smallest file
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X2. We take pi to be distributed according to a Beta(αpi, βpi) a priori. In this formulation
n12(Z) =
∑n2
j=1 I(Zj ≤ n1) represents the number of matches according to matching label-
ing Z, and it is distributed according to a Beta-Binomial(n2, αpi, βpi), after marginalizing
over pi. Conditioning on knowing which records in file X2 have a match, that is, condi-
tioning on {I(Zj ≤ n1)}n2j=1, all the possible bipartite matchings are taken to be equally
likely. There are n1!/(n1−n12(Z))! such bipartite matchings. Finally, the probability mass
function for Z is given by
P(Z|αpi, βpi) = (n1 − n12(Z))!
n1!
B(n12(Z) + αpi, n2 − n12(Z) + βpi)
B(αpi, βpi)
,
where B(·, ·) represents the Beta function. We shall refer to this distribution as the beta
distribution for bipartite matchings. Notice that in this formulation the hyper-parameters
αpi and βpi can be used to incorporate prior information on the amount of overlap between
the files. This prior was first proposed by Fortini et al. (2001, 2002) (with fixed pi) and
Larsen (2005, 2010) in terms of matching matrices.
4.4 Gibbs Sampler
We now present a Gibbs sampler to explore the joint posterior of Z and Φ given the observed
comparison data γobs, for the likelihood and priors presented before. Although it is easy
to marginalize over Φ and derive a collapsed Gibbs sampler that iterates only over Z, we
present the expanded version to show some connections with the Fellegi-Sunter approach.
We start the Gibbs sampler with an empty bipartite matching, that is Z
[0]
j = n1 + j
for all j ∈ {1, . . . , n2}. For a current value of the matching labeling Z[t], we obtain the
next values m
[t+1]
f = (m
[t+1]
f0 , . . . ,m
[t+1]
fLf
), u
[t+1]
f = (u
[t+1]
f0 , . . . , u
[t+1]
fLf
), for f = 1, . . . , F , and
Z[t+1] = (Z
[t+1]
1 , . . . , Z
[t+1]
n2 ) as follows:
1. For f = 1, . . . , F , sample
m
[t+1]
f |γobs,Z[t] ∼ Dirichlet(af0(Z[t]) + αf0, . . . , afLf (Z[t]) + αfLf ),
and
u
[t+1]
f |γobs,Z[t] ∼ Dirichlet(bf0(Z[t]) + βf0, . . . , bfLf (Z[t]) + βfLf ).
Collect these new draws into Φ[t+1]. The functions afl(·) and bfl(·) are presented in
Equation (6).
2. Sample the entries of Z[t+1] sequentially. Having sampled the first j − 1 entries of
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Z[t+1], we define Z
[t+(j−1)/n2]
−j = (Z
[t+1]
1 , . . . , Z
[t+1]
j−1 , Z
[t]
j+1, . . . , Z
[t]
n2), and sample a new
label Z
[t+1]
j , with the probability of selecting label q ∈ {1, . . . , n1, n1 + j} given by
pqj(Z
[t+(j−1)/n2]
−j ,Φ
[t+1]), which can be expressed as (for generic Z−j and Φ):
pqj(Z−j,Φ) ∝

exp[wqj(Φ)]I(Zj′ 6= q,∀ j′ 6= j), if q ≤ n1;
[n1 − n12(Z−j)]n2−n12(Z−j)−1+βpin12(Z−j)+αpi , if q = n1 + j;
(7)
and wqj(Φ) = log[P(γobsqj |Zj = q,m)/P(γobsqj |Zj 6= q,u)] can be expressed as
wqj(Φ) =
F∑
f=1
Iobs(γ
f
qj)
Lf∑
l=0
log
(mfl
ufl
)
I(γfqj = l), (8)
for q ≤ n1. From Equations (7) and (8) we can see that at a certain step of the Gibbs
sampler the assignment of a record i in file X1 as a match of record j will depend on the
weight wij(Φ
[t+1]), as long as record i does not match any other record of file X2 according
to Z
[t+(j−1)/n2]
−j . These are essentially the same weights used in the Fellegi-Sunter approach
to record linkage (Section 3). In particular, if there are no missing comparisons, Equation
(8) represents the composite weight proposed by Winkler (1990) to account for partial
agreements. Equation (7) also indicates that the probability of not matching record j with
any record in file X1 depends on the number of unmatched records in file X1 and the
odds of a non-match in file X2 according to Z
[t+(j−1)/n2]
−j . The lower the number of current
matches, the larger the probability of not matching record j.
When using a flat prior on the space of bipartite matchings we obtain an expression
similar to Equation (7), but with a probability of leaving record j unmatched proportional
to 1, indicating that under that prior the odds of a match do not take into account the
number of existing matches. In practice this translates into larger numbers of false-matches
under the flat prior for scenarios where the actual overlap of the datafiles is small, given
that the evidence for a match does not have to be as strong as when using a beta prior for
bipartite matchings. The point estimator ∆ˆ
MLE
presented in Section 3.4 suffers a similar
phenomenon, as we show in Section 6.
5 Bayes Estimates of Bipartite Matchings
From a Bayesian theoretical point of view (e.g., Berger, 1985; Bernardo and Smith, 1994)
we can obtain different point estimates Zˆ of the bipartite matching using the poste-
rior distribution of Z and different loss functions L(Z, Zˆ). The Bayes estimate for Z is
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Figure 2: Toy example of uncertain matching. DOB: Date of birth.
the bipartite matching Zˆ that minimizes the posterior expected loss E[L(Z, Zˆ)|γobs] =∑
Z L(Z, Zˆ)P(Z|γobs). In this section we present a class of additive loss functions that can
be used to derive different Bayes estimates.
In some scenarios some records may have a large matching uncertainty, and therefore
a point estimate for the whole bipartite matching may not be appropriate. In Figure 2 we
present a toy example where a record j in file X2 has three possible matches i, i
′, i′′ in file
X1, making it difficult to take a reliable decision. The approach presented below allows the
possibility of leaving uncertain parts of the bipartite matching unresolved. Decision rules
in the classification literature akin to the ones presented here are said to have a rejection
option (see, e.g., Ripley, 1996; Hu, 2014). The rejection option in our context refers to the
possibility of not taking a linkage decision for a certain record. These unresolved cases can,
for example, be hand-matched as part of a clerical review. We refer to point estimates with
a rejection option as partial estimates, as opposed to full estimates which assign a linkage
decision to each record.
We work in terms of matching labelings Z instead of matching matrices ∆, which means
that we target questions of the type “which record in file X1 (if any) should be matched
with record j in file X2?” rather than “do records i and j match?” Working with Z makes
it explicit that in bipartite record linkage there are n2 linkage decisions to be made rather
than n1 × n2.
We represent a Bayes estimate here as a vector Zˆ = (Zˆ1, . . . , Zˆn2), where Zˆj ∈ {1, . . . , n1,
n1 + j, R}, with R representing the rejection option. We propose to assign different positive
losses to different types of errors and compute the overall loss additively, as
L(Z, Zˆ) =
n2∑
j=1
L(Zj, Zˆj), (9)
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with
L(Zj, Zˆj) =

0, if Zj = Zˆj;
λR, if Zˆj = R;
λ10, if Zj ≤ n1, Zˆj = n1 + j;
λ01, if Zj = n1 + j, Zˆj ≤ n1;
λ11′ , if Zj, Zˆj ≤ n1, Zj 6= Zˆj;
(10)
that is, λR represents the loss from not taking a decision (rejection), λ10 is the loss from a
false non-match decision, λ01 is the loss from a false match decision when the record does
not actually match any other record, and λ11′ is the loss from a false match decision when
the record actually matches a different record than the one assigned to it. The posterior
expected loss is given by
E[L(Z, Zˆ)|γobs] =
n2∑
j=1
εj(Zˆj),
where
εj(Zˆj) = E[L(Zj, Zˆj)|γobs] =

λR, if Zˆj = R;
λ10P(Zj 6= n1 + j|γobs), if Zˆj = n1 + j;
λ01P(Zj = n1 + j|γobs)+
λ11′P(Zj /∈ {i, n1 + j}|γobs), if Zˆj = i ≤ n1.
(11)
The Bayes estimate can be obtained, in general, by solving (minimizing) a linear sum
assignment problem with a (n1 + 2n2)× n2 matrix of weights with entries
vij =

εj(i), if i ≤ n1;
εj(n1 + j), if i = n1 + j;
λR, if i = 2n1 + j;
∞, otherwise.
In this matrix the first n1 rows accommodate the possibility of records in file X2 linking to
any record in file X1, the next n2 rows accommodate the possibility of records in X2 not
linking to any record in X1, and the last n2 rows represent the possibility of not taking
linkage decisions (rejections) for the records in X2. Rather than working with this general
formulation we now focus on some important particular cases that lead to simple derivations
of the Bayes estimates.
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5.1 Closed-Form Full Estimates with Conservative Link Assign-
ments
We first consider the case where we are required to output decisions for all records. In
this case fixing λR = ∞ prevents outputting rejections. Letting λ10 ≤ λ01, λ11′ represents
the idea that the loss from a false non-match is not higher than the possible losses from a
false match. Furthermore, the error of matching j with a record i when it actually matches
another i′ 6= i implies that record i′ will not be matched correctly either, and therefore it
is reasonable to take λ11′ to be much larger than the other losses. In particular we work
with λ11′ ≥ λ10 + λ01.
Theorem 1. If λR = ∞, 0 < λ10 ≤ λ01, and λ11′ ≥ λ10 + λ01 in the loss function given
by Equations (9) and (10), the Bayes estimate of the bipartite matching is obtained from
Zˆ = (Zˆ1, . . . , Zˆn2), where Zˆj is given by
Zˆj =
{
i, if P(Zj = i|γobs) > λ01λ01+λ10 +
λ11′−λ01−λ10
λ01+λ10
P(Zj /∈ {i, n1 + j}|γobs);
n1 + j, otherwise.
Proof. The strategy for the proof is to obtain the optimal marginal value of each Zˆj by
minimizing each term εj(Zˆj) shown in Equation (11). If this approach leads to a proper
bipartite matching then it corresponds to the optimal solution of the problem given that
the constraints Zˆj 6= Zˆj′ for j 6= j′ would hold.
To find the optimal value of Zˆj we can start by finding the optimal label among
{1, . . . , n1}. It is easy to see that i∗ minimizes εj(i) if and only if it maximizes P(Zj =
i|γobs). Now, if i∗ is the best possible match for j, the decision of matching j with i∗ over
not matching j with any other record depends on whether εj(n1 + j) > εj(i
∗), which can
easily be checked to be equivalent to the inequality stated in the theorem.
Given that this solution was obtained ignoring the constraints that require Zˆj 6= Zˆj′
for j 6= j′ we need to make sure that it leads to a bipartite matching. Indeed, given the
conditions on λ10, λ01 and λ11′ we have λ01/(λ01 + λ10) ≥ 1/2 and (λ11′ − λ01− λ10)/(λ01 +
λ10) ≥ 0, which imply that under this solution Zˆj = i only if P(Zj = i|γobs) > 1/2. Since
we are working with a posterior distribution on bipartite matchings we necessarily have
that
∑n2
j=1 P(Zj = i|γobs) ≤ 1, given that the events Z1 = i, Z2 = i, . . . , Zn2 = i are disjoint.
This implies that P(Zj′ = i|γobs) < 1/2 for all j′ 6= j, and so Zˆj′ 6= i for all j′ 6= j. We
conclude that the solution given by the theorem satisfies the constrained problem.
The conservative nature of the Bayes estimates obtained from Theorem 1 are evidenced
from the fact that to declare a match between records j and i we require P(Zj = i|γobs)
to be at least λ01/(λ01 + λ10) ≥ 1/2. Furthermore, in cases where record j has a non-zero
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probability of matching other records besides i, that is, when P(Zj /∈ {i, n1 +j}|γobs) > 0, if
λ11′ > λ10+λ01 the decision rule in Theorem 1 is extra conservative increasing the threshold
λ01/(λ01 + λ10) for declaring matches.
The Bayes estimate of Theorem 1 has an important particular case. Tancredi and Liseo
(2011) derived a decision rule using the entrywise zero-one loss for matching matrices
Le01(∆, ∆ˆ) =
n1∑
i=1
n2∑
j=1
I(∆ij 6= ∆ˆij),
which is equivalent to our additive loss function when λ01 = λ10 = 1, λ11′ = 2 in Equations
(9) and (10), and therefore we obtain the following corollary.
Corollary 1.1 (Tancredi and Liseo (2011)). If λR =∞, λ10 = λ01 = 1, and λ11′ = 2 in the
loss function given by Equations (9) and (10), the Bayes estimate of the bipartite matching
is obtained from Zˆe01 = (Zˆe011 , . . . , Zˆ
e01
n2
), where Zˆe01j is given by
Zˆe01j =
{
i, if P(Zj = i|γobs) > 1/2;
n1 + j, otherwise.
(12)
5.2 Closed-Form Partial Estimates
To emphasize the importance of the rejection option, let us refer to the toy example of
Figure 2, where a record j in file X2 has three possible matches i, i
′, i′′ in file X1. If
each of these matches is equally likely we necessarily have that P(Zj = i|γobs) < 1/2,
and likewise for i′ and i′′. In this case the optimal decision under the entrywise zero-one
loss is to not match j with any record in file X1. On the other hand, in the case of the
bipartite matching MLE ∆ˆ
MLE
(Section 3.4), if the three weights wij, wi′j, wi′′j are equal
and positive then this estimate will arbitrarily match j with one of i, i′, or i′′ (if no other
records are involved). This scenario illustrates the advantage of using a decision rule that
allows us to leave uncertain parts of the bipartite matching unresolved.
We now present a particular case of our additive loss function that allows us to output
rejections and leads to closed-form Bayes estimates. At the end of this section we explain
why the constraints that we consider on the individual losses are meaningful in practice.
Theorem 2. If either 1) λ11′ ≥ λ01 ≥ 2λR > 0, or 2) λ01 ≥ λ10 > 0 and λ11′ ≥ λ01 + λ10,
in the loss function given by Equations (9) and (10), the Bayes estimate of the bipartite
matching can be obtained from Zˆ = (Zˆ1, . . . , Zˆn2), with Zˆj = arg minZˆj εj(Zˆj), where εj(Zˆj)
is given by Expression (11).
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Proof. We need to show that Zˆ is such that if Zˆj ∈ {1, . . . , n1} then Zˆj′ 6= Zˆj for j′ 6= j,
that is, we do not obtain conflicting matching decisions.
1) Assume λ11′ ≥ λ01 ≥ 2λR > 0. According to the construction of Zˆ in the theorem, if
Zˆj = i ∈ {1, . . . , n1} then εj(i) < εj(R), which is equivalent to
P(Zj = i|γobs) > 1− λR
λ01
+
λ11′ − λ01
λ01
P(Zj /∈ {i, n1 + j}|γobs).
Using this inequality along with the restrictions λ11′ ≥ λ01 ≥ 2λR > 0 we obtain
P(Zj = i|γobs) > 1/2, which implies that P(Zj′ = i|γobs) < 1/2 because
∑n2
j=1 P(Zj =
i|γobs) ≤ 1, and therefore Zˆj′ 6= Zˆj for all j′ 6= j.
2) Assume λ01 ≥ λ10 > 0 and λ11′ ≥ λ01 + λ10. If Zˆj = i ∈ {1, . . . , n1} then εj(i) <
εj(n1 + j). In the proof of Theorem 1 we showed that in such case if λ01 ≥ λ10
and λ11′ ≥ λ01 + λ10 then P(Zj = i|γobs) > 1/2, which in turn implies that P(Zj′ =
i|γobs) < 1/2 for all j′ 6= j, and so Zˆj′ 6= i for all j′ 6= j.
We now present a particular case of Theorem 2 that allows an explicit expression for
the Bayes estimate.
Theorem 3. If λ11′ ≥ λ01 ≥ 2λR > 0 and λ10 ≥ 2λR in the loss function given by
Equations (9) and (10), the Bayes estimate of the bipartite matching can be obtained from
Zˆ = (Zˆ1, . . . , Zˆn2), where Zˆj is given by
Zˆj =

i, if P(Zj = i|γobs) > 1− λRλ01 +
λ11′−λ01
λ01
P(Zj /∈ {i, n1 + j}|γobs);(13a)
n1 + j, if P(Zj = n1 + j|γobs) > 1− λRλ10 ; (13b)
R, otherwise.
Proof. From Theorem 2 we know that the constraints λ11′ ≥ λ01 ≥ 2λR > 0 allow the Bayes
estimate to be obtained from the marginal optimal decisions for each Zˆj. We now need to
show: 1) the inequality in (13a) holds true if and only if εj(i) < εj(R), εj(n1 + j); 2) the
inequality in (13b) holds true if and only if εj(n1 + j) < εj(R), εj(i) for all i ∈ {1, . . . , n1}.
1) Firstly, as it had been noted in the proof of Theorem 2, the inequality in (13a) is
equivalent to εj(i) < εj(R). (⇒) Given the previous note we only need to show
εj(i) < εj(n1 + j). Given the constraints λ11′ ≥ λ01 ≥ 2λR > 0, the inequality in
(13a) implies P(Zj = i|γobs) > 1/2, which in turn implies P(Zj = n1 + j|γobs) <
1/2 ≤ 1−λR/λ10 (because λ10 ≥ 2λR), which is equivalent to εj(R) < εj(n1 + j). By
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transitivity we have εj(i) < εj(n1 +j). (⇐) If i = arg minZˆj εj(Zˆj), then in particular
εj(i) < εj(R), which is equivalent to the inequality in (13a).
2) The inequality in (13b) is equivalent to εj(n1 +j) < εj(R). (⇒) We only need to show
that εj(n1+j) < εj(i) for all i ∈ {1, . . . , n1}. If the inequality in (13b) holds true then
P(Zj = n1 + j|γobs) > 1/2, which implies P(Zj = i|γobs) < 1/2, which in turn means
that the inequality in (13a) does not hold true for any i, and therefore εj(R) ≤ εj(i)
for all i ∈ {1, . . . , n1} (because inequality (13a) is equivalent to εj(i) < εj(R)). The
result is obtained by transitivity. (⇐) If n1 + j = arg minZˆj εj(Zˆj), then in particular
εj(n1 + j) < εj(R), which is equivalent to the inequality in (13b).
Under the conditions of Theorem 3, if the only two probable possibilities for record
j are to either match a certain record i or to not match any record, that is, if P(Zj /∈
{i, n1 + j}|γobs) = 0, or if the loss from a false match between records j and i is the same
regardless of the actual matching status of j, that is, if λ11′ = λ01, then we take the decision
Zˆj = i only when P(Zj 6= i|γobs) < λR/λ01, and so for such cases λR/λ01 works as a control
over the probability of a false match. It is therefore sensible to take λR/λ01 to be small,
and in particular the solution in Theorem 3 covers the cases when λR/λ01 ≤ 1/2. For cases
when P(Zj /∈ {i, n1 + j}|γobs) > 0, if λ11′ > λ01, the decision rule in Theorem 3 is more
conservative requiring P(Zj 6= i|γobs) to be even lower than λR/λ01 to declare a match.
Finally, under the conditions of Theorem 3 we take the decision Zˆj = n1 + j only when
P(Zj 6= n1 + j|γobs) < λR/λ10. Given that λR/λ10 works effectively as a control over the
probability of a false non-match, only small values of λR/λ10 are sensible, and the solution
in Theorem 3 covers such cases since it requires λR/λ10 ≤ 1/2.
6 Performance Comparison
We now present a simulation study to compare the performance of the Fellegi-Sunter mix-
ture model approach with the approach presented in Section 4, which for simplicity we
refer to as beta record linkage, given that we use the beta prior for bipartite matchings
(Section 4.3). We consider different scenarios of files’ overlap and measurement error. We
generated pairs of datafiles using a synthetic data generator developed by Christen (2005),
Christen and Pudjijono (2009), and Christen and Vatsalan (2013). This tool allows us to
create synthetic datasets containing various types of fields which can be corrupted with
different types of errors. Since it would be expected for a record linkage methodology to
perform well when the records have a lot of identifying information, we are interested in a
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Table 1: Types of errors per field in the simulation study. Edits: insertions, deletions,
or substitutions of characters in a string. OCR: optical character recognition errors.
Keyboard: typing errors that rely on a certain keyboard layout. Phonetic: uses a list
of predefined phonetic rules. For further details on the generation of these types of
errors see Christen and Pudjijono (2009) and Christen and Vatsalan (2013).
Type of Error
Fields Missing Edits OCR Keyboard Phonetic
Given and Family Names X X X X
Age and Occupation X X
more challenging scenario where decisions have to be made based on only a small number
of fields.
In this simulation each datafile has 500 records and four fields: given and family names,
age, and occupation. For each pair of datafiles there are n12 individuals included in both,
and so we refer to them as their overlap. We generated 100 pairs of datafiles for each
combination of 100%, 50%, and 10% files’ overlap, and 1, 2, and 3 erroneous fields per
record. To generate each pair of datafiles the fields given and family names are sampled
from frequency tables compiled by Christen et al. from public sources in Australia, and
therefore popular names appear with higher probability in the synthetic datasets. Age
and occupation are each represented by eight categories and are sampled from their joint
distribution in Australia. The data generator first creates a number of clean records which
are later distorted to create the datafiles. Each distorted record has a fixed number of
erroneous fields which are allocated uniformly at random, and each field contains a max-
imum of three errors. The types of errors are selected uniformly at random from a set
of possibilities which vary from field to field, as summarized in Table 1. Notice that we
generate missing values only for the fields age and occupation.
For each pair of files we computed comparison data as summarized in Table 2. To
compare names we use the Levenshtein edit distance, which is the minimum number of
deletions, insertions, or replacements that we need to transform one string into the other.
We standardize this distance by dividing it by the length of the longest string. The final
measure belongs to the unit interval with 0 and 1 representing total agreement and total
disagreement, respectively.
We implemented the Fellegi-Sunter mixture model approach using the same likelihood
that we used for beta record linkage (Equation (5)) and the EM algorithm. In our Bayesian
approach we used flat priors on the mf and uf parameters for all f , and also on the
proportion of matches pi (see Section 4.3), that is αpi = βpi = αf0 = · · · = αfLf = βf0 =
· · · = βfLf = 1 for all comparisons f = 1, 2, 3, 4. For each pair of datasets we ran 1,000
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Table 2: Construction of disagreement levels in the simulation study. The Levenshtein
distance is standardized to be in the unit interval.
Levels of Disagreement
Fields Similarity 0 1 2 3
Given and Family Names Levenshtein 0 (0, .25] (.25, .5] (.5, 1]
Age and Occupation Binary Agree Disagree
iterations of the Gibbs sampler presented in Section 4.4, and discarded the first 100 as
burn-in. The average runtime using an implementation in R (R Core Team, 2013) with
parts written in C language was of 22, 32, and 37 seconds for files with overlap 100%, 50%,
and 10%, respectively, including the computation of the comparison data, on a laptop
with a 2.80 GHz processor. The corresponding average runtimes for the Fellegi-Sunter
approach using an R implementation were 11, 18, and 54 seconds per file. Although the
software implementations of both methodologies are not comparable, they indicate that
the Fellegi-Sunter mixture model approach can be much faster. We also implemented a
Bayesian alternative to the beta approach using a flat prior on the bipartite matchings,
but its performance is virtually the same as the Fellegi-Sunter approach, and so we do not
report these results.
6.1 Results with Full Estimates
For each pair of files we obtain a full point estimate of the bipartite matching using each
approach. For the Fellegi-Sunter approach we use the MLE of the bipartite matching
(Section 3.4) and for beta record linkage we use the Zˆe01 estimate obtained from Equation
(12). For each estimate we computed the measures of precision and recall. If Z is the true
bipartite matching labeling, then the recall of an estimate Zˆ is the proportion of matches
that are correctly linked by Zˆ, that is
∑n2
j=1 I(Zˆj = Zj ≤ n1)/
∑n2
j=1 I(Zj ≤ n1), whereas
the precision of Zˆ is the proportion of records linked by Zˆ that are actual matches, that is∑n2
j=1 I(Zˆj = Zj ≤ n1)/
∑n2
j=1 I(Zˆj ≤ n1). A perfect record linkage procedure would lead to
precision = recall = 1. To summarize the performance of the methods under each scenario
of overlap and measurement error we computed the median, first, and 99th percentiles of
these measures across the 100 pairs of datafiles.
In Figure 3 we present the results of the simulation study, where rows show the perfor-
mance of the two approaches and columns show the results for different amounts of overlap
between the files. In each panel solid lines refer to precision and dashed lines to recall,
black lines show medians and gray lines show first and 99th percentiles. We can see from
the first row of Figure 3 that the Fellegi-Sunter mixture model approach has an excellent
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Figure 3: Comparison of the performance of two methodologies for record linkage.
Solid lines refer to precision, dashed lines to recall, black lines show medians, and gray
lines show first and 99th percentiles.
performance when the files have a large overlap, but its precision decays when the overlap
of the files decrease, meaning that this methodology generates a large proportion of false-
matches. These findings agree with the observations made by Winkler (2002) in the sense
that the mixture model approach leads to poor results when the overlap of the files is small
and when the files do not contain a lot of identifying information. Under these scenarios
the mixture model is not able to accurately identify the clusters of record pairs associated
with matches and non-matches, and instead separates a cluster of extreme disagreement
profiles from the rest, leading to a large number of false-matches.
On the other hand, from the second row of Figure 3 we can see that the performance
of the beta approach is remarkable across all scenarios, and even though it deteriorates
when the number of errors increases and when the overlap of the files decreases, it is much
more robust than the Fellegi-Sunter approach. In scenarios where the amount of error is
large and the overlap is small, the uncertainty in the linkage may be quite large, which is
evidenced by the variability of the results in the panel of the second row and third column
of Figure 3. For such cases it can be beneficial to leave uncertain parts of the bipartite
matching undecided. We now show the performance of the beta approach when allowing a
rejection option as introduced in Section 5.2.
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6.2 Results with Partial Estimates
We now present the performance of both methodologies when allowing for a rejection
option. In the case of the Fellegi-Sunter approach this is done by using the Fellegi-Sunter
decision rule presented in Section 3.3 after obtaining the MLE of the bipartite matching.
We use the nominal error levels µ = P(assign (i, j) as link|∆ij = 0) = 0.0025 and λ =
P(assign (i, j) as non-link|∆ij = 1) = 0.005. We fix the nominal error levels as µ = λ/2 to
(nominally) protect more against false-matches.
For beta record linkage we use the Bayes estimate presented in Theorem 3 with λ10 =
λ01 = 1 and λ11′ = 2, so that it is equivalent to adding a rejection option to the Zˆ
e01
estimator used in the previous section. We fix the loss of a rejection at λR = 0.1 so that a
rejection is only 10% as costly as a false non-match. We notice that this partial estimator
is not comparable with the Fellegi-Sunter decision rule in terms of aiming to control the
nominal errors µ and λ.
When we allow rejections it is not meaningful to use the measure of recall anymore
given that we are not aiming at detecting all the matches. Instead, we are now aiming
at being accurate with the decisions that we take. In this section we therefore use two
measures of accuracy for our linkage and non-linkage decisions. The positive predictive
value (PPV) is the proportion of links that are actual matches, and so it is equivalent
to the precision measure used in the last section. The negative predictive value (NPV) is
defined as the proportion of non-links that are actual non-matches, that is
∑n2
j=1 I(Zˆj =
Zj = n1 + j)/
∑n2
j=1 I(Zˆj = n1 + j). In addition we report the rejection rate (RR), defined
as
∑n2
j=1 I(Zˆj = R)/n2, which should ideally be small. A perfect record linkage procedure
would have PPV = NPV = 1 and RR = 0.
As we saw in the last section, when the files have a small overlap the matching uncer-
tainty is large and both procedures have their worst performances. We therefore focus on
the scenario where the files have 10% overlap. In Figure 4 we present the performance of
both methodologies with and without rejections. The PPV (precision) of the Fellegi-Sunter
mixture model approach is very low, and it does not improve much by allowing rejections,
even after using the small nominal false-match rate µ = 0.0025. On the other hand, the
beta approach with rejections leads to a PPV much closer to 1 across all measurement
error levels, and it has a lower rejection rate. We notice that although using the rejection
option helps to prevent the PPV from being too low, as there is more error in the files the
uncertainty in the matching decisions increases, and so does the rejection rate.
The simulation results presented in this section make us confident that beta record
linkage represents a reliable approach for merging datafiles, especially when these contain
a limited amount of information and a small overlap, such as the case that we now study.
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Figure 4: Performance comparison with full and partial estimates of the bipartite
matching. We use datafiles with 10% overlap. In the Fellegi-Sunter mixture model
approach we obtain full estimates using the bipartite matching MLE and partial es-
timates using the Fellegi-Sunter decision rule. In beta record linkage we use Ze01 for
full estimates and Ze01R for partial estimates. Solid lines refer to precision or positive
predictive value (PPV), dashed lines to negative predictive value (NPV), dot-dashed
lines to rejection rate (RR), black lines show medians, and gray lines show first and
99th percentiles.
7 Combining Lists of Civilian Casualties from the Sal-
vadoran Civil War
The Central American republic of El Salvador underwent a civil war from 1980 until 1991.
Over the course of the war a number of organizations collected reports on human rights
violations, in particular on civilian killings. It is unreasonable to assume that any organi-
zation covered the whole universe of violations, but their information can be combined to
obtain a more complete account of the lethal violence. When combining such sources of
information it is essential to identify which individuals appear recorded across the multiple
databases. In particular, this is a crucial step required to produce estimates on the total
number of casualties using capture-recapture or multiple systems estimation (see, e.g., Lum
et al., 2013), or to at least provide a lower bound on that number (Jewell et al., 2013). In
this section we apply the beta record linkage methodology to combine the lists of civilian
casualties obtained from two different sources: El Rescate - Tutela Legal (ER-TL) and the
Salvadoran Human Rights Commission (Comisio´n de Derechos Humanos de El Salvador
— CDHES).
The Los Angeles-based NGO El Rescate developed a database of reports on human
rights abuses linked to the command structure of the perpetrators (Howland, 2008). The
information on human rights abuses was digitized from reports that had been published
periodically during the civil war by the project Tutela Legal of the Archdiocese of San Sal-
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vador. Tutela Legal’s information was obtained from individuals who came to their office
in San Salvador to make denunciations. Personnel from Tutela Legal interviewed the com-
plainants, checked the credibility of the testimonies, and also compared the denunciations
with their existing records to avoid duplication. According to Howland (2008), Tutela Legal
required investigating all denunciations before publishing them as human rights violations,
which gives us confidence on the quality of the information of this datafile. Nevertheless,
these investigations were not carried out when there were military operations or other re-
strictions in the area, therefore leading to many denunciations not being published, which
in turn implies an important undercount of violations in this datafile.
The second datafile comes from the CDHES. According to Ball (2000), between the years
1979 and 1991, the CDHES took more than 9,000 testimonials on human rights violations
that were recorded and stored in written form. Ball (2000) describes the 1992 project
of digitization of all these reports, as well as the construction of a database containing
summary information of the violations. We notice that this database was constructed from
testimonials that were provided to the CDHES shortly after the violations occurred, and
therefore we would expect the details of the events to be quite reliable, that is, the dates
and locations of the events and the names of the victims should be quite accurate, although
this file is not free of typographical errors.
The two datafiles have the following six fields in common: given and family names of
the victim; year, month, day, and region of death. These two datafiles contain some records
corresponding to members of families that were killed the same day in the same location,
and therefore their records share the same information except perhaps for the field of given
name. Given this idiosyncrasy of the datafiles and their limited amount of information we
expect the linkage to be quite uncertain for some records, and therefore the methodology
proposed in this article is well suited to address this scenario.
7.1 Implementation of Beta Record Linkage
In this article, a valid casualty report is defined as a record that specifies given and family
name of the victim, which leads to n1 = 4,420 records for ER-TL and n2 = 1,324 for CD-
HES. The names were standardized to account for possible misspellings that can occur with
Hispanic names, as presented in Sadinle (2014). The number of record pairs is 5,852,080
and for each of them we build a comparison vector using the disagreement levels presented
in Table 3. We use a modification of the Levenshtein distance introduced by Sadinle (2014)
to account for the fact that Hispanic names are likely to be have missing pieces.
We used the same implementation of beta record linkage used in the simulation studies
of Section 6, that is, we used flat priors on the mf and uf parameters for all f , and also
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Table 3: Construction of disagreement levels for the linkage of the ER-TL and CDHES
datafiles. The modified Levenshtein distance is standardized to be in the unit interval.
Levels of Disagreement
Fields Similarity 0 1 2 3
Given Name, Family Name Modified Levenshtein 0 (0, .25] (.25, .5] (.5, 1]
Year of Death Absolute Difference 0 1 2 3+
Month of Death Absolute Difference 0 1 2–3 4+
Day of Death Absolute Difference 0 1–2 3–7 8+
Region of Death Adjacency Same Adjacent Other
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Figure 5: Left panel: Geweke’s Z-scores for chains of record pairs’ matching statuses.
Middle panel: traceplot of the files’ overlap size n12. Right panel: estimated posterior
distribution of n12.
on the proportion of matches pi. We ran 2,000 iterations of the Gibbs sampler presented in
Section 4.4, and discarded the first 200 as burn-in. The runtime was of 46 minutes using
the same implementation as in our simulation studies.
To check convergence we computed numeric functions of the bipartite matchings in the
chain. Given a bipartite matching labeling Z[t] at iteration t we found the files’ overlap size
n12(Z
[t]) and the matching statuses I(Z
[t]
j = i) for all pairs of records. For each of these
chains we computed Geweke’s convergence diagnostic as implemented in the R package
coda (Plummer et al., 2006). In Figure 5 we show the values of Geweke’s Z-scores for the
matching statuses that are not constant in the chain. These scores range around the usual
values of a standard normal random variable, indicating that it is reasonable to treat these
chains as drawn from their stationary distributions. We also present the traceplot of the
files’ overlap size, from which we can see that this chain seems to have converged rather
quickly.
7.2 Linkage Results
In the right-hand side panel of Figure 5 we present the estimated posterior distribution of
the files’ overlap size n12. This distribution ranges between 216 and 274, has a mean and
median of 241, and a posterior 90% probability interval of [227, 256], with a corresponding
interval of [.17, .19] for the fraction of matches n12/n2. We can also obtain the posterior
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Table 4: Comparison of bipartite matching estimates for the Salvadoran casualties
data. We show the cross-classifications of each type of decision (link: Zˆj ≤ n1, rejec-
tion: Zˆj = R, no-link: Zˆj = n1 +j) for the Zˆ
e01R estimate versus Zˆe01, MLE, and MLE
plus the Fellegi-Sunter decision rule. The cells counting the number of records declared
to have links by both estimates contain two values:
∑n2
j=1 I(Zˆj, Zˆ
′
j ≤ n1)
[∑n2
j=1 I(Zˆj =
Zˆ ′j ≤ n1)
]
, for estimates Zˆ and Zˆ′.
Zˆe01 MLE MLE + Fellegi-Sunter
Zˆe01R Total Link NL Link NL Link R NL
Link 136 136 [136] 0 136 [116] 0 133 [116] 3 0
Rejection (R) 169 51 118 167 2 157 10 2
Non-Link (NL) 1,019 0 1,019 861 158 466 375 178
Total 1,324 187 1,137 1,164 160 756 388 180
distribution on the number of unique killings reported to these institutions n1 + n2 − n12,
which has a 90% probability interval of [5488, 5518].
We computed the full estimate Zˆe01, which leads to n12(Zˆ
e01) = 187 links. Comparing
the posterior distribution of n12 with n12(Zˆ
e01) makes it evident that the Zˆe01 estimator
is very conservative when declaring links. Similarly as in our simulation studies, we also
computed the partial estimate Zˆe01R presented in Theorem 3 with λ10 = λ01 = 1, λ11′ = 2,
and λR = .1. Under this partial estimate the preliminary number of links is 136, and
the number of rejections is 169, indicating that after clerical review the final number of
links could be anywhere between 136 and 305, which contains the range of variation of the
posterior of n12. An exploration of the rejections shows that many of them have more than
one record in file 1 that could be a match, similar to the case presented in Figure 2. For
some other cases there is a single best possible match but they have a moderate number of
disagreements that do not allow the pair to be linked right away. In Table 4 we compare
the estimate Zˆe01R against Zˆe01 and also against the bipartite matching MLE with and
without the Fellegi-Sunter decision rule.
We saw that the Fellegi-Sunter mixture model approach has poor performance when
linking files with a small number of fields and with a potentially small overlap, as it is the
case for the files studied in this section. For these files the bipartite matching MLE leads
to a large number links (see Table 4) which indicates that it is probably overmatching, as
we saw from our simulation studies. When we use the Fellegi-Sunter decision rule after the
MLE we obtain a partial estimator that still has a large number of links.
The differences in the results between the Fellegi-Sunter mixture model approach and
beta record linkage can be partially explained from examining the estimates of the mf
and uf parameters under both approaches. While the estimates of the uf are nearly the
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same for all fields for both methodologies, huge discrepancies appear in the mf parameters.
Under the Fellegi-Sunter mixture model approach mˆGivenName = (.015, .001, .008, .976), and
it is nearly the same as uˆGivenName, indicating that the given name field was essentially not
taken into account to separate the class associated with matches, and therefore the clusters
obtained by the mixture model are not appropriate for record linkage. On the other hand
the posterior mean of mGivenName under beta record linkage is (.693, .050, .014, .243), which
actually reflects something we would expect: matches tend to agree in the field given name
(with 69.3% probability).
Although there is no ground truth for these datafiles to fully assess the performance
of our methodology, the exploration of the different bipartite matching estimates and the
results of our simulation studies make us confident that the beta record linkage approach
along with one of the partial estimates presented in Section 5 provide a good way of tackling
the merging of these datafiles.
8 Discussion and Future Work
The mixture model implementation of the Fellegi-Sunter approach to record linkage works
well when there is not a lot of error in the files and their overlap is large. This approach
is also appealing because it is fast, but it is outperformed by the beta approach in a wide
range of scenarios. Beta record linkage provides a posterior distribution on the bipartite
matchings which allows us to use different point estimators, including those that permit
a rejection option with the goal withholding final linkage decisions for uncertain parts of
the bipartite matching. Although the Fellegi-Sunter decision rule was designed for this
same purpose, its optimality relies on the assumption that the linkage decision for a record
pair is determined only by its comparison vector once the distributions of the comparison
data for matches and non-matches are fixed. This assumption clearly does not hold true
in the bipartite record linkage scenario since linkage decisions are interdependent. We also
notice that if we wanted to use the decision rules presented in Section 5 with the estimated
matching probabilities Pˆ(∆ij = 1|γobsij ) from a mixture model we would obtain conflicting
decisions given that the mixture model assumes that the matching statuses of the record
pairs are independent of one another. Our Bayes estimates can however be used with
any Bayesian approach to record linkage that provides a posterior distribution on bipartite
matchings.
Despite the improvements presented in this article there are a number of further exten-
sions that can be pursued. We focused on unsupervised record linkage, but adaptations
to supervised and semi-supervised settings are also desirable. An important extension of
this methodology is to the multiple record linkage context where multiple datafiles need
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to be merged. Although this problem has been addressed by extending the Fellegi-Sunter
approach in Sadinle and Fienberg (2013), such generalization intrinsically inherits the diffi-
culties emphasized in this article and it is too computationally expensive. Finally, Bayesian
approaches to record linkage hold promise in allowing the incorporation of matching un-
certainty into subsequent analyses of the linked data, but formal theoretical justifications
for these procedures have to be developed.
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