Abstract. We introduce and analyze a post-processing for a family of variational space-time approximations to wave problems. The discretization in space and time is based on continuous finite element methods. The post-processing lifts the fully discrete approximations in time from continuous to continuously differentiable ones. Further, it increases the order of convergence of the discretization in time which can be be exploited nicely, for instance, for a-posteriori error control. The convergence behavior is shown by proving error estimates of optimal order in various norms. A bound of superconvergence at the discrete times nodes is included. To show the error estimates, a special approach is developed. Firstly, error estimates for the time derivative of the post-processed solution are proved. Then, in a second step these results are used to establish the desired error estimates for the post-processed solution itself. The need for this approach comes through the structure of the wave equation providing only stability estimates that preclude us from using absorption arguments for the control of certain error quantities. A further key ingredient of this work is the construction of a new time-interpolate of the exact solution that is needed in an essential way for deriving the error estimates. Finally, a conservation of energy property is shown for the post-processed solution which is a key feature for approximation schemes to wave equations. The error estimates given in this work are confirmed by numerical experiments.
Introduction
In this work we analyze the continuous Galerkin-Petrov method (cGP) in time combined with a continuous Galerkin (cG) finite element method in space to approximate the second order hyperbolic wave problem ∂ The system (1.1) is studied as a prototype model for more sophisticated wave phenomena of practical interest like, for instance, elastic wave propagation governed by the Lamé-Navier equations [31] , the Maxwell system in vacuum [30] or wave equations in coupled systems of multiphysics such as fluid-structure interaction and poroelasticity [32, 40] .
The key contribution of this work is the post-processing of the fully discrete space-time finite element solution by lifting it in time from a continuous to a continuously differentiable approximation. For this, a new lifting operator L τ , that is motivated by the work done in [17] for discontinuous Galerkin methods, is introduced. We derive error estimates for the lifted space-time approximation with respect to u, ∇u and ∂ t u in the L (Ω))-norm. The post-processing procedure is computationally cheap and increases the order of convergence for the time discretization by one. Beyond the resulting higher accuracy of the time discretization, the higher convergence rate offers large potential for adaptive time discretization. In [8] (cf. also [19] ), the space-time adaptive finite element discretization of the wave problem (1.1) is studied. For this, goal-oriented error estimation based on the dual weighted residual method [9] is used. This method relies on a variational formulation of the fully discrete problem and a higher order approximation of the dual problem; cf. [9] . Using the continuous Galerkin approximation for the time discretization of the primal problem and the post-processed lifted Galerkin approximation, introduced here, for the discretization of the dual problem provides an efficient framework for future implementations of the dual weighted residual method and goal-oriented a-posteriori error control for wave equations. Moreover, space-time finite element schemes promise appreciable advantages for the approximation of coupled systems of multiphysics, for instance, in fluid-structure interaction or in poroelasticity [32] , where convolution integrals of unknowns are present. Further, variational time discretization schemes may be used for the development of multiscale methods.
Space-time finite element methods with continuous and discontinuous discretizations of the time and space variables for parabolic and hyperbolic problems are well-known and carefully studied in the literature; cf., e.g., [5, 6, 13, 14, 20, 23, 24, 28, 29, 41] . Nevertheless, for some time they have hardly been used for numerical computations. One reason for this might be the increasing complexity of the resulting linear and nonlinear algebraic systems if the approximations are built upon higher order piecewise polynomials in time and space; cf., e.g., [11, 15, 16, 25, 35] . Since recently, they have been applied for the numerical simulation of problems of practical interest; cf., e.g., [1, 2, 3, 12, 15, 19, 26, 27, 35] . Here we restrict ourselves to considering a family of continuous Galerkin-Petrov (cGP) methods in time and continuous Galerkin (cG) methods in space for second-order hyperbolic equations (cGP-cG method). These schemes are particular useful for hyperbolic problems where conservation properties are of importance; cf. Section 6. An extension of our error analysis to discontinuous Galerkin discretizations of the space variables, that have recently been applied successfully to wave problems (cf., e.g., [10, 21, 22, 35] ), is supposed to be straightforward.
For semilinear second order hyperbolic wave equations, an error analysis for the cGP-cG approach with modification of the space mesh in time is given in [29] . Therein, the wave equation is written as a first-oder system in time with the exact solution {u, ∂ t u} which is approximated by a discrete solution {u ( 1.2) In (1.2), we denote by τ and h the time and space mesh sizes. Here, we use nearly the same approach to compute the discrete solution {u In [17] , a post-processing procedure for a discontinuous Galerkin method in time combined with a stabilized finite element method in space for linear first-order partial differential equations is introduced and analyzed. The post-processing of the fully discrete solution lifts its jumps in time such that a continuous approximation in time is obtained. For the lifted approximation error estimates in various norms are proved. In particular, superconvergence of order τ 
, is established for static meshes and k ≥ 1. The analysis of [17] strongly depends on a new time-interpolate of the exact solution. The work [17] uses ideas of [33] where a post-processing is developed for variational time discretizations of nonlinear systems of ordinary differential equations.
In this work, we define a post-processing of the fully discrete cGP-cG space-time finite element approximation {u τ,h } which is a piecewise polynomial in time of order (k + 1) and where the lifting operator L τ is defined recursively on the advancing time intervals. We study the error of the lifted approximation in various norms. In particular, we show that the lifted discrete solution satisfies the error estimate
Thus, the computationally cheap post-processing procedure increases the order of convergence in time by one compared to (1.2). At the discrete time nodes t n defining the time partition (and moreover at all (k + 1) Gauß-Lobatto integration points on each time interval) the lifted ap-
3) amounts to a result of superconvergence at these time points. The proof of (1.3) strongly differs from the proof developed in [17] for first-order partial differential equations. This is a key point of the analysis of this work. The difference in the proofs comes through the stability estimate given in Lemma 5.10. For the second-order hyperbolic problem (1.1), rewritten as a first-order system in time, a weaker stability result compared with [17, Lemma 4.2] is obtained such that in the resulting error analysis some contributions can no longer be absorbed by terms on the left-hand side of the error inequality like in [17] . Therefore, to show (1.3), a completely different approach is developed. Firstly, the error in the time derivatives
Then, a minor extension of the result (1.2) of [29] becomes applicable to the thus obtained problem and to find an estimate for
These auxiliary results then enable us to prove our optimal-order error esti-
A further key ingredient of this work is the construction of a new time-interpolate of the exact solution. The error analysis stronly depends on its specific approximation properties. The construction of the time-interpolate is carried over from the discontinuous Galerkin approximation in time of [17] to the cGP approach here.
This work is organized as follows. In Section 2 basic notation and the formulation of (1.1) as a first-order system in time are given. In Section 3 our space-time finite element discretization and the post-processing of the discrete solution are introduced. In Section 4 interpolation operators are defined and further auxiliary results for our error analysis are provided. Section 5 contains our error analysis. In Section 6 the conservation of energy by the numerical schemes is studied. Finally, in Section 7 our error estimates are illustrated and verified by numerical experiments.
Notation and preliminaries
Throughout this paper, standard notation is used. We denote by H (Ω) and by ⟨⋅, ⋅⟩ the inner product in
′ we denote the dual space of V . For the norms of the Sobolev spaces the notation is
In the notation of norms we do not differ between the scalar-and vector-valued case. Throughout, the meaning is obvious from the context. For a Banach space B we let L In what follows, for positive numbers a and b, the expression a ≲ b stands for the inequality a ≤ C b with a generic constant C that is indepedent of the size of the space and time meshes. The value of C can depend on the regularity of the space mesh, the polynomial degrees used for the space-time discretization and the data (including Ω).
For any given u ∈ V let the operator A ∶ V ↦ V ′ be uniquely defined by ⟨Au, v⟩ = ⟨∇u, ∇v⟩ ∀v ∈ V .
Further, we denote by
with the identity mapping I ∶ H ↦ H. We let
Introducing the unknowns u 0 = u and u 1 = ∂ t u, the initial boundary value problem (1.1) can be recovered in evolution form as follows.
with the initial value
2)
Problem (2.1) admits a unique solution U ∈ X and the mapping {f, 
Assumption 2.2 i) Throughout, we tacitly assume that the solution u of (1.1) satisfies all the additional regularity conditions that are required in our analyses.
ii) In particular, we assume that
The first of the conditions in Assumption 2.2 implies further assumptions about the data {f, u 0 , u 1 } and the boundary ∂Ω of Ω. Improved regularity results for solutions to the wave problem (1.1) can be found in, e.g., [18, Sec. 7.2] . The second of the conditions in Assumption 2.2 will allow us to apply Lagrange interpolation in time to f and its time derivative.
Space-time finite element discretization and auxiliaries
In this section we introduce the space-time finite element approximation of the problem (1.1) by the cGP approach in time and the cG method in space. We define our post-processing of the discrete solution that lifts the continuous Galerkin approximation in time to a continuously differentiable one and, further, yields an additional order of convergence for the time discretization. Further, we give some supplementary results that are required for the error analysis.
Time semi-discretization by the cGP(k) method
We decompose the time interval I = (0, T ] into N subintervals I n = (t n−1 , t n ], where n ∈ {1, . . . , N } and 0 = t 0 < t 1 < ⋯ < t n−1 < t n = T such that I = ⋃ N n=1 I n . We put τ = max n=1,...N τ n with τ n = t n − t n−1 . Further, the set of time intervals M τ ∶= {I 1 , . . . , I n } is called the time mesh. For a Banach space B and any k ∈ N, we let
denote the space of all B-valued polynomials in time of order k over I n . For the semi-discrete approximation of (2.1), (2.2) we introduce for an integer k ∈ N the solution space
and the test space
In order to handle the global continuity of a piecewise polynomial function we introduce the following notation. For a function t ↦ w(t) ∈ B, t ∈Ī, which is a polynomial in t on each interval I n = (t n−1 , t n ], n = 1, . . . , N , we denote by w In (t n−1 ) and w In (t n ) the one-sided limits of values from the interior of I n , i.e.
Since the polynomial w In is continuous at t n , it holds w(t n ) = w In (t n ) for n = 1, . . . , N . In an analogous way to (3.3) we define ∂ t w In (t n−1 ) and ∂ t w In (t n ) as the corresponding limits of the values ∂ t w(t) from the interior of I n and formally we define ∂ t w(t n ) ∶= ∂ t w In (t n ) for n = 1, . . . , N .
We apply the continuous Galerkin-Petrov method of order k (in short, cGP(k)) as time discretization to the evolution problem (2.1), (2.2) . This yields the following semi-discrete problem.
We note that both components
. By choosing test functions supported on a single time interval I n we recast Problem 3.1 as the following sequence of local variational problems on the time intervals I n . Problem 3.2 (Local problem of semi-discrete approximation) For n = 1, . . . , N , find U τ In ∈ (P k (I n ; V )) 2 with U τ In (t n−1 ) = U τ I n−1 (t n−1 ) for n > 1 and
In practice, the right-hand side of (3.4) is computed by means of some numerical quadrature formula. For the cG(k)-method in time, a natural choice is to consider the (k + 1)-point Gauß-Lobatto quadrature formula on each time interval I n = (t n−1 , t n ],
where t n,µ = T n (t µ ) for µ = 0, . . . , k are the quadrature points onĪ n andω µ the corresponding weights. Here, T n (t) ∶= (t n−1 + t n ) 2 + (τ n 2)t is the affine transformation from the reference intervalÎ = [−1, 1] to I n andt µ , for µ = 0, . . . , k, are the Gauß-Lobatto quadrature points onÎ. We note that for the Gauß-Lobatto formula the identities t n,0 = t n−1 and t n,k = t n are satisfied and that the values g In (t n,µ ) for µ ∈ {0, k} denote the corresponding one-sided limits of values g(t) from the interior of I n (cf. (3.3) ). It is known that formula (3.5) is exact for all polynomials in P 2k−1 (I n ; R). Further, by
we denote the k-point Gauß quadrature formula on I n , where t
. . , k, are the quadrature points on I n andω G µ the corresponding weights witht G µ , for µ = 1, . . . , k, being the Gauß quadrature points onÎ. Formula (3.6) is exact for all polynomials in P 2k−1 (I n ; R).
Applying formula (3.5) to the right-hand side of (3.4) yields the following numerically integrated semdiscrete approximation scheme.
Defining the Lagrange interpolation operator
for the Gauß-Lobatto quadrature points t n,µ , with µ = 0, . . . , k, and using the (k + 1)-point Gauß-Lobatto quadrature formula, we recover Problem 3.3 in the following form.
Remark 3.5 Throughout this work, the Lagrange interpolation operator as well as all further operators, that act on the temporal variable only, are applied componentwise to a vector field
. This convention will tacitly be used in the sequel.
A lifting operator
As a key point of our analysis we introduce the lifting operator
is a given value defined later and, for n = 1, . . . , N , it holds that
Here, the function ϑ n ∈ P k+1 (Ī n ; R) is defined by the set of conditions 10) where the points t n,µ for µ = 0, . . . , k denote the (k+1)-point Gauß-Lobatto quadrature formula on the interval I n . Then, the polynomial ϑ n is represented by
with the constant α n being chosen such that
Since ϑ n (t) vanishes at the quadrature points, we get the property that
Since t n,0 = t n−1 and t n,k = t n is satisfied, the implication that
is obvious by means of (3.9) and (3.10). Moreover, from the choice of the terms c n−1 (w τ ) we get that ∂ t L τ w τ ∈ C(Ī; B) which means that the lifting L τ w τ is even continuously differentiable with respect to the time variable, i.e.
Space discretization by the cG(r) method
In this subsection we briefly recall some basic elements on the discretization of the spatial differential operator A by continuous finite element methods. For clarity, we consider here functions depending only on the space variable and return to the space-time setting in Subsection 3.4. Our restriction in this work to continuous finite elements in space is only done for simplicity and in order to reduce the technical methodology of analyzing the post-processing procedure (3.9) to its key points. In the literature it has been mentioned that discontinuous finite element methods in space offer appreciable advantages over continuous ones for the discretization of wave equations. For space-time approximation schemes based on discontinuous discretizations in space we refer to, e.g., [4, 10, 22, 34, 35] and the references therein.
Let T h be a shape-regular mesh of Ω with mesh size h > 0. Further, let V h be the finite element space that is built on the mesh of quadrilateral or hexahedral elements and is given by
where Q r (K) is the space defined by the reference mapping of polynomials on the reference element with maximum degree r in each variable.
Full space-time discretization
In the full space-time discretization we approximate on each interval I n = (t n−1 , t n ] the solution U τ of the time semi-discretization by means of a fully discrete solution U τ,h . For the components of U τ,h the global solution space is X k τ (V h ) and the corresponding test space is Y
) are defined by (3.1) and (3.2), respectively, with B = V h .
In the sequel we use the following assumption, also without mentioning this always explicitly.
Assumption 3.6 For the initial value
h be a suitable approximation which is used as the initial value U τ,h (0) of the discrete solution. Further, we define the time derivative of lifted discrete solution L τ U τ,h at the initial time t = 0 by
For a start, the above-made assumption about U 0,h is sufficient. A more refined choice of U 0,h will be made below. The fully discrete variational problem now reads as follows.
The existence of a unique solution to Problem (3.7) can be proved along the lines of [13, Thm. A.1 and A.3]. The fully discrete local problem on each intervall I n , resulting either from the space discretization of Problem 3.3 or from applying to Problem 3.7 the same arguments as in the semi-discrete case (cf. Section 3.1), then reads as follows.
Problem 3.8 (Numerically integrated fully discrete problem)
Remark 3.9 To the discrete solution
2 with the lifting operator L τ being introduced in Subsection 3.2 and the time derivative ∂ t L τ U τ,h (0) being defined in Assumption 3.6. By construction we have
h is well-defined and continuous at all points ofĪ which implies that
Firstly, we note the following auxiliary result.
Proof. For all n = 1, . . . , N , using integration by parts for the ϑ n -term, we obtain that
since by (3.10) along with t n,0 = t n−1 and t n,k = t n we have that ϑ n (t n−1 ) = 0 and ϑ n (t n ) = 0. The integrand of the second integral on the right-hand side is in P 2k−1 (I n ; R). Then the (k + 1)-point Gauß-Lobatto quadrature formula is exact and the integral vanishes. ∎ Next, we rewrite the variational problem of Lemma 3.10 as an abstract differential equation.
Lemma 3.11 For all n = 1, . . . , N the solution U τ,h of Problem 3.8 satisfies the identity
Proof. To prove (3.20) we use induction in n. For t = 0 the assertion follows from our
along with the continuity of U τ,h on I.
For t = t n,0 = t n−1 we get from (3.9) and (3.11) along with
The last identity in (3.21) follows from the induction assumption.
Next, we note that the integrands of the integrals on the left-hand side of (3.19) are in P 2k−1 (I n ; R). Then the (k + 1)-point Gauß-Lobatto quadrature formula is exact and we can rewrite (3.19) as
Thus, by means of (3.21) and (3.22 
vanishes in k +1 nodes t n,i with i = 0, . . . , k. Therefore, it vanishes for all t ∈ I n which completes the induction and proves (3.20) . ∎
Preparation for the error analysis
Firstly, for our error analysis we need to define some interpolates in time. Further, some auxiliary and basic results are derived. Throughout, let k ≥ 2 be satisfied.
Construction of interpolates in time
In the following, let B be a Banach space satisfying B ⊂ H. First, for a given function w ∈ L 2 (I; B), we define the interpolate Π
Next, a special interpolate in time is constructed. For a function u ∈ C 1 (I; B) we define a timepolynomial interpolate R k+1 τ u ∈ C 1 (I; B) whose restriction to I n = (t n−1 , t n ] is in P k+1 (I n ; B).
For this, we first choose a Lagrange/Hermite interpolate I k+2 τ u ∈ C 1 (I; B) such that, for all n = 1, . . . , N , we have that I k+2 τ u In ∈ P k+2 (I n ; B) and, for n = 0, . . . , N , that I k+2 τ u(t n ) = u(t n ) and
. For k = 1, these conditions fully determine I k+2 τ u, while, for k ≥ 2 values at, for instance, the Gauß-Lobatto quadrature nodes can be prescribed inside each I n ,
If u is smooth enough, then for the standard Lagrange/Hermite interpolate I k+2 τ u it is known that, for each interval I n , it holds
Now, for n = 1, . . . , N we define R k+1 τ u In ∈ P k+1 (I n ; B) by means of the (k + 2) conditions
Finally, we put R k+1 τ u(0) ∶= u(0). In the following we summarize some basic results and properties of the operator R 
The proof of Lemma 4.1 is given in the appendix of this work. (I n ; B) there holds that
The proof of Lemma 4.2 follows directly the proof of [17, Lemma 4.4] . The difference by choosing the Gauss-Lobatto quadrature formula here instead of the Gauss-Radau formula in [17] does not alter the key arguments of the proof. (I n ; B) there holds that
Moreover, the estimate
is satisfied for all u ∈ C 1 (I n ; B). 
Basic results
In this section we summarize some basic results that will be used in Section 5 in our error analysis. For each time interval I n , n = 1, . . . , N , we define the bilinear form
where W and V must satisfy the smoothness conditions W ∈X ×X and V ∈Ỹ ×Ỹ with
in order to guarantee that the bilinear forms are well-defined for all n.
Moreover, using (3.12) along with ⟪A h U τ,h , V τ,h ⟫ ∈ P 2k−1 (I n ; R), we conclude that
Combining (4.11) to (4.12) and (3.19) then proves the assertion (4.10) of the lemma. ∎ Lemma 4.5 Consider the Gauß quadrature formula (3.6). For all n = 1, . . . , N there holds
for all polynomials p ∈ P k (I n ; B) where B is a Banach space with B ⊂ H.
Proof. Let p ∈ P k (I n ; B) be given. By the definition (4.1) of Π k−1 τ there holds that
for all q ∈ P k−1 (I n ; B). Since the integrand is a polynomial in time of degree not greater than 2k − 1, the k-point Gauß formula is exact which implies that
, and ψ i ∈ P k−1 (I n ; R) is the polynomial such that with the Kronecker symbol δ i,µ it holds that ψ i (t G n,µ ) = δ i,µ for all µ = 1, . . . , k. From this we then get thatω G i v 2 = 0 which proves (4.13) for µ = i. ∎ Lemma 4.6 For any u ∈ P k (I n ; H) there holds that
we get by using the inequalities of Cauchy-Young and Cauchy-Schwarz that
Integration in time and space then yields
In
This proves the assertion (4.14). ∎
Error estimates
The overall goal of this work is to prove error estimates for the error defined as
where the Galerkin approximation U τ,h is the solution of Problem 3.8 and the lifted discrete solution L τ U τ,h is defined by (3.9) to (3.11) with the initial data ∂ t L τ U τ,h (0) from Assumption 3.6. In the sequel we use the componentwise representationẼ(t) = {ẽ
observe that the error is evaluated using the post-processed solution L τ U τ,h and thatẼ is continuously differentiable in time on I, if we assume for our analysis that the exact solution U = {u 0 , u 1 } has at least the regularity {u 0 , u
Error stimates for
As an auxiliary result, that will be used in Subsection 5.2 to boundẼ(t), we firstly prove an L ∞ (L 2 )-norm estimate for the time derivative ∂ tẼ (t) of the error (5.1). To this end, we derive a variational problem that is satisfied by ∂ t L τ U τ,h . For brevity, we introduce the abbreviatioñ
and t n,µ , for µ = 0, . . . , k, are the Gauß-Lobatto quadrature points onĪ n . From (5.3) and the global continuity of L k+1 τ f onĪ we get that
with ϑ n ∈ P k+1 (Ī n ; R) being defined by (3.10) and a constant d n−1 (f ) such that the second of the conditions (5.3) is satisfied. For the standard Lagrange/Hermite interpolate L k+1 τ f , the following error estimate is known if f is sufficiently regular
2 be the solution of Problem 3.8. Then, for all n = 1, . . . , N the lifted approximationŨ τ,h defined in (5.2) satisfies the equatioñ
Proof. Recalling (3.9) and that ∂ tŨτ,h ∈ (P k (I n ; V h )) 2 , we get that
For the second term on the right-hand side of (5.7) we note that integration by parts along with (3.10) and ϑ(t n−1 ) = ϑ(t n ) = 0 yields the identity
for all ψ ∈ P k−1 (I n ; R). Here we used that ϑ ′ n ⋅ψ ∈ P 2k−1 (I n ; R) such that the (k+1)-point Gauß-Lobatto formula is exact. By the exactness of of the Gauss-Lobatto formula on P 2k−1 (I n ; R) and (5.8) we then conclude that
For the first term on the right-hand side of (5.7) we conclude by (3.20) that
The last identity directly follows from (5.4) and (5.8). Finally, combining (5.7) with (5.9) and (5.10) proves (5.6). ∎ Theorem 5.1 along with Lemma 3.11 and the exactness of the Gauß-Lobatto formula for ⟪∂ t L k+1 τ F, V τ,h ⟫ ∈ P 2k−1 (I n ; R) then gives us the following corollary.
2 be the solution of Problem 3.8. Then, for all n = 1, . . . , N the time derivative ∂ tŨτ,h ∈ (X k τ,h (V h )) 2 of the lifted approximationŨ τ,h = L τ U τ,h satisfies the variational equation (5.6). Further, for all n = 1, . . . , N it holds that
Remark 5.3
• Assuming that the solution u of (1.1) is sufficiently regular, it holds that the function ∂ t U = {∂ t u, ∂ 2 t u} is a solution of the evolution problem
Sufficient assumptions about the data such that (5.12) is satisfied can be found in, e.g., [18, p. 410, Thm. 5].
• Up to the perturbation term ∫ In ⟪∂ t L k+1 τ F − ∂ t F, V τ,h ⟫ dt on the right-hand side of (5.11), the discrete equation (5.11) can now be regarded as the cGP(k)-cG(r) approximation of the evolution problem (5.12). Further, by Assumption 3.6 we have for the solution ∂ tŨτ,h of (5.11) the initial value ∂ tŨτ,h (0) = −A h U 0,h + P h F (0).
Motivated by the observation of Remark 5.3 our aim is now to estimate the error ∂ t U − ∂ tŨτ,h by applying the error analysis of [29] for the approximation of wave equations by continuous finite element methods in time and space. The analysis in [29] uses in an essential way the assumption that the discrete initial value is derived from the continuous initial value by means of the elliptic projection R h in the first component and the L 2 -projection P h in the second component. Therefore, we have to guarantee that our discrete initial value ∂ tŨτ,h (0) satisfies this assumption with respect to the continuous initial value ∂ t U (0).
In the next lemma we define the discrete initial value U 0,h = {u 0,h , u 1,h } for our fully discrete scheme given in Problem 3.8 and show for this choice that the assumption in [29] on the discrete initial value is satisfied for ∂ tŨτ,h (0) as defined in Assumption 3.6.
Proof. With U τ,h (0) = U 0,h ∶= {R h u 0 , R h u 1 } it follows from Assumption 3.6 that
.
Since by definition (3.14) of R h it holds that
On the other hand, from (5.12) we get that
Together, (5.14) and (5.15) prove the assertion (5.13).
∎
Comparing the discrete problem in [29] with our discrete problem (5.6) for ∂ tŨτ,h , we see that we have to extend the class of discretizations that can be analyzed with the approach of [29] . In the following lemma we present the corresponding slightly extended result of the error analysis in [29] for the cGP(k)-cG(r) approximation of the wave equation. The first extension is that the right hand side in the discrete problem is allowed to be an approximation of the exact right hand side in the continuous problem. The second extension is the presentation of an estimate of the gradient of the error which was not explicitly given in [29] .
Theorem 5.5 Letû be the solution of problem (1.1) with the dataf ,û 0 ,û 1 instead of f, u 0 , u 1 and letf τ be an approximation off such that 16) where the constant C f depends onf but is independent of n, N and τ n . LetÛ τ,h = {û
2 be the discrete solution such thatÛ τ,h In ∈ (P k (I n ; V h )) 2 , for n = 1, . . . , N , is determined by the variational equation
for all test functions φ = {φ 1 , φ 2 } ∈ (P k−1 (I n ; V h )) 2 withF τ ∶= {0,f τ } and by the initial valuê U τ,h In (t n−1 ) =Û τ,h (t n−1 ), whereÛ τ,h (t n−1 ) =Û τ,h I n−1 (t n−1 ) for n > 1 andÛ τ,h (t 0 ) =Û 0,h . Assume thatÛ 0,h ∶= {R hû0 , P hû1 } and that the exact solutionû is sufficiently smooth. Then, for all t ∈ I there holds that
19)
where C t (û) and C x (û) are quantities depending on various temporal and spatial derivatives ofû.
For the key ideas of the proof of Theorem 5.5 we refer to the appendix of this work. We note that the errror estimate (5.19) in the H 1 semi-norm is new. In [29] , error estimates for the L 2 norm in space are presented only. To get (5.19), the estimate (A.5) (cf. appendix of this work) has to be shown in addition to the results of [29] .
From Theorem 5.5 we then conclude the folowing error estimates. Theorem 5.6 Let U 0,h ∶= {R h u 0 , R h u 1 } and assume that the exact solution U = {u 0 , u 1 } ∶= {u, ∂ t u} is sufficiently smooth. Then, for t ∈ I there holds that
21)
where C t (∂ t u) and C x (∂ t u) are quantities depending on various temporal and spatial derivatives of ∂ t u.
Proof. The idea is to apply Theorem 5.5. Since the solution u is sufficiently smooth, the functionû ∶= ∂ t u is the solution of the wave equation (1.1) with the right hand sidef ∶= ∂ t f and the initial conditionsû(0) =û 0 ∶= u 1 and
2 satisfies all the conditions required for the discrete solutionÛ τ,h in Theorem 5.5. In fact, by construction of the lifting L τ U τ,h , for n = 1, . . . , N , it holds thatÛ τ,h In ∈ (P k (I n ; V h )) 2 and thatÛ τ,h In (t n−1 ) =Û τ,h (t n−1 ). Moreover, from U 0,h ∶= {R h u 0 , R h u 1 } and Lemma 5.4 we get thatÛ 0,h =Û τ,h (0) = ∂ t L τ U τ,h (0) = {R hû0 , P hû1 }. Theorem 5.1 implies that, for all n = 1, . . . , N and all φ ∈ (P k−1 (I n ; V h )) 2 , it holds that
Each quadrature formula in the last equation is exact since all integrands are polynomials in t with degree not greater than 2k−1. This implies that the variational equation (5.17) of Theorem 5.5 is satisfied. Thus, we have shown thatÛ τ,h is the discrete solution of Theorem 5.5 for the above defined data. To verify the approximation property forf τ , we use the definition off and f τ , apply the estimate (5.5) and obtain (5.16) with a constant C f = C ∂ k+2 t f C(I;H) . Then, we use Theorem 5.5. Recalling the representation by components, 
Error estimates for L τ U τ,h
This section is devoted to norm estimates for the error
of the post-processed solution L τ U τ,h . For our error analysis we consider the decompositioñ
for all t ∈ I and define the componentsẼ τ,h (t) = {ẽ 0 τ,h (t),ẽ 1 τ,h (t)}. We observe that both Θ and E τ,h are continuously differentiable in time on I if the exact solution U is sufficiently smooth. The function Θ is referred to as the interpolation error. We note that both Θ andẼ τ,h are in the product spaceX 2 withX being defined in (4.9), such that they can be used as arguments in the bilinear formB n h . First, we derive an error estimate for the interpolation error Θ of the decomposition (5.22).
Lemma 5.7 (Estimation of the interpolation error) For all n = 1, . . . , N and m ∈ {0, 1}, there holds that
where ⋅ 0 ∶= ⋅ .
Proof. Let t ∈Ī n . Using the standard approximation properties of the elliptic projection R h defined in (3.14) along with R h u ≲ ∇R h u ≲ ∇u and the approximation property (4.6) of R k+1 τ we find that
This shows (5.23). Similarly, using (4.7) and the fact that ∂ t and R h commute we get that
which proves (5.24). ∎ Next, we address the discrete errorẼ τ,h of the decomposition (5.22) between the interpolation R h R k+1 τ U and the post-processed fully discrete solution L τ U τ,h . We start with auxiliary results.
Proof. We recall from Lemma 4.4 that for all n = 1, . . . , N the identitỹ
is satisfied for all V τ,h ∈ (P k−1 (I n ; V h )) 2 . Under sufficient smoothness assumptions about the exact solution it holds that
By the consistency (3.16) of A h , the identity (5.26) implies that
Combining (5.25) with (5.27) and recalling thatẼ = U − L τ U τ,h proves the assertion. ∎ Lemma 5.9 For all n = 1, . . . , N there holds that
for l ∈ {0, 1} and all Gauß quadrature nodes t G n,µ , with µ = 1, . . . , k, on I n .
Proof. For n = 1, . . . , N and l ∈ {0, 1} we representẽ
with ϑ n ∈ P k+1 (I n ; R) being defined by (3.10) and some properly defined value g n−1 (I
For all polynomials ψ ∈ P k−1 (I n ; R) it follows by using integration by parts and recalling that ϑ(t n−1 ) = ϑ(t n ) = 0 the identity
In the last equality we used that ϑ ′ n ⋅ ψ ∈ P 2k−1 (I n ; R) such that the (k+1)-point Gauß-Lobatto formula is exact. Choosing now, for a fixed µ ∈ {1, . . . , k}, a polynomial ψ ∈ P k−1 (I n ; R) with ψ(t G n,µ ) = 1 and ψ(t G n,l ) = 0 for all l ∈ {1, . . . , k} with l ≠ µ, we get by the k-point Gauß formula that
From (5.30) and (5.31) we thus conlcude that
Together with (5.29), this proves the assertion (5.28). ∎ Lemma 5.10 (Stability) For all n = 1, . . . , N there holds that
Proof. We note that ⟪{∂ tẽ
τ,h }⟫ ∈ P 2k−1 (I n ; R). Further, it holds that I GL τẽ 1 τ,h ∈ P k (I n ; V h ) and A h I GL τẽ 0 τ,h ∈ P k (I n ; V h ). Therefore, we conclude thatB
(5.33) Using Lemma 4.5 along with the exactness of the k-point Gauss quadrature formula Q G n on P 2k−1 (I n ; R) and then applying Lemma 5.9, we obtain for T 1 that
(5.34)
Using the exactness of the k-point Gauss quadrature formula Q G n on P 2k−1 (I n ; R), we get that
Using Lemma 4.5 along with the exactness of the k-point Gauss quadrature formula Q G n on P 2k−1 (I n ; R), we obtain for T 2 that 
Proof. Let Θ = {θ 0 , θ 1 } and
(5.36)
Regarding T 1 , we note that ∂ t θ 0 − θ 1 ∈ V h for all t ∈ I, since by definition u 1 = ∂ t u 0 and thus
we can apply the symmetry of A h for discrete functions and find that
The second and fourth term on the right-hand side of (5.37) vanish by the definition (3.14) of the elliptic projection
(5.38)
Now, we estimate the first term on the right-hand side of (5.37). For this we apply (5.38) for each quadrature point t n,µ with
using the special property (4.4) of the interpolation operator R k+1 τ . Then, we estimate z 2 by means of (4.2) with the Banach space B = H 2 (Ω). The third term on the right-hand side of (5.37) is estimated similarly using z = u 1 (t n,µ ) − R (Ω). Finally, we get from (5.37) that
where we have tacitly assumed that the solution U = {u 0 , u 1 } is sufficiently regular.
Regarding T 2 , we use the representation
The last term on the right-hand side of (5.40) vanishes by the definition (3.14) of the elliptic projection R h . The third term on the right-hand side of (5.40) can be bounded from above by the same type of estimate as used for the third term on the right-hand side of (5.37). For the second term on the right-hand side of (5.40), the well-known L 2 -error estimate for the elliptic projection
is applied, where again the solution u 1 is supposed to be sufficiently regular. For the first term on the right-hand side of (5.40), we use again the relation (4.4) between the interpolation operators R 
Summarizing, we thus conclude from (5.40) that
Combining (5.36) with (5.39) and (5.41) and using (5.42) shows that
Applying Lemma 4.6 and recalling the exactness of the quadrature formula (3.6) yields that
where the latter identity follows from Lemma 5.9. This proves the assertion of the lemma. ∎
Lemma 5.12 (Estimates onẼ
Moreover, there holds for all t ∈Ī that ∇ẽ
Proof. From Lemma 5.8 we conclude that
τ,h } and using Lemma 5.11 yields that
(5.46)
Now, combining the stability property (5.32) ofB n h with (5.46), applying the inequality of Cauchy-Young and, finally, changing the index from n to s implies that
(5.47)
Summing up (5.47) from s = 1 to n shows that
From the triangle inequality and the estimates (5.20) and (5.24) we obtain that
This implies with definition (3.6) that
Substituting this inequality into (5.48) and using the inequality of Poincaré we get that
With the discrete version of the Gronwall lemma (cf. [39, p. 14]) we conclude from (5.50) that
Sinceẽ i τ,h (t 0 ) = 0, with i ∈ {0, 1}, for the choice U 0,h ∶= {R h u 0 , R h u 1 } of the discrete initial value, this estimate along with the Poincaré inequality proves the assertion (5.43).
To show (5.44) and (5.45), we start for the error componentẽ i τ,h ∈ P k+1 (I n , V h ), i ∈ {0, 1}, with the identityẽ
where t ∈Ī n . Taking on both sides the norm ⋅ m , with m ∈ {0, 1} and ⋅ 0 ∶= ⋅ , yields that ẽ
Now, let t ∈Ī be given and n be an index such that t ∈Ī n . Applying (5.43) and (5.49) we get from (5.51) with m = 0 for each i ∈ {0, 1} that ẽ
which proves (5.45).
Similarly to (5.49), we get for the H 1 -norm that 
which proves (5.44). ∎
We are now able to derive our final error estimates for the proposed lifting of the space-time finite element approximation of the solution to (1.1).
Theorem 5.13 (Error estimate for L τ U τ,h ) Let U = {u, ∂ t u} be the solution of the initialboundary value problem (1.1) and let U τ,h be the fully discrete solution of Problem 3.8 with initial value U 0,h ∶= {R h u 0 , R h u 1 } and k ≥ 2. Then, for the errorẼ(t) = {ẽ
and ∇ẽ
Proof. Recalling the error decompositioñ Remark 5.14 • For t = t n and, moreover, for all Gauß-Lobatto points t = t n,µ , µ = 0, . . . , k, n = 1, . . . , N , the cGP(k)-cG(r) approximation U τ,h given by the Problem 3.8 and the lifted approximation L τ U τ,h coincide due to (3.9) along with (3.10); cf. also (3.12) . With respect to the order in time, the error estimate (5.53) thus yields a result of superconvergence for U τ,h in the discrete time nodes t n,µ .
• We note that the error estimates (5.53) to (5.56) are of optimal order in space and time.
Energy conservation principle for f ≡ 0
Finally, we address the issue of energy conservation for the considered space-time finite element schemes. For vanishing right-hand side terms f ≡ 0 it is well-known that the solution u of the initial-boundary value problem (1.1) satisfies the equation of energy conservation ⟨u
Here we prove that the space-time finite element discretization U τ,h being defined in Problem 3.8 as well as the lifted approximation L τ U τ,h being given by (3.8) to (3.10) also safisfy the energy conservation principle at the discrete time points t n . Preserving this fundamental property of the solution to (1.1) is an important quality criterion for discretization schemes of second-order hyperbolic problems.
Lemma 6.1 (Energy conservation for U τ,h and L τ U τ,h ) Suppose that f ≡ 0. Let the initial value be given by U 0,h = {u 0,h , u 1,h }. Then, the fully discrete solution U τ,h = {u
with the lifting operator L τ defined by (3.8) to (3.10) satisfy the energy conservation property that ⟨v
for all n = 1, . . . , N and {v
for n = 1, . . . , N . Changing the index n to m, summing up the identity thus resulting from (6.2) from m = 1 to n, recalling that U τ,h ∈ (C(I; V h )) 2 and using (3.15) then directly implies the assertion (6.1) for {v
. . , N . Therefore the energy conservation (6.1) for U τ,h also yields the energy conservation for the lifted function L τ U τ,h . ∎
Numerical studies
In this section we present the results of our performed numerical experiments. Thereby we aim to illustrate the error estimates given in Theorem 5.13 for the lifted approximation L τ U τ,h with the lifting operator L τ being defined in Subsection 3.2. For the sake of comparison, calculated errors are presented further for the non-lifted space-time approximation U τ,h given by Problem 3.8 . The implementation of the numerical schemes was done in the high-performance Table 7 .1: Calculated errorsẼ = {ẽ 0 ,ẽ
and corresponding experimental orders of convergence (EOC) for the solution U = {u, ∂ t u} of (7.1) and the lifted approximation L τ U τ,h of the cGP(2)-cG(2) space-time discretization of Problem 3.8; cf. (7.3) and (7.4) for the definition of ⋅ L ∞ and ⋅ L 2 .
DTM++/awave frontend solver (cf. [35] ) for the deal.II library [7] . For further details of the implementation including a presentation of the applied algebraic solver and preconditioner we refer to [35, 36] . We note that the given computational results are still based on a former, slightly different definition of the lifting (cf. [35] ) which however shows no impact.
We study the experimental convergence behavior for two different analytical solutions to the wave problem (1.1) on the space-time domain Ω × I = (0, 1) 2 × (0, 1). In the first numerical experiment we investigate the convergence behavior of the time discretization for the solution
In the second numerical experiment we analyze the space-time convergence behavior for
(Ω)) the convergence behavior is studied also with respect to the energy quantities
on the time grid
respectively, for E * ∈ {E,Ẽ} with E(t) = U (t) − U τ,h (t) andẼ(t) = U (t) − L τ U τ,h (t) and the componentwise representations E = {e 0 , e Table 7 .2: Calculated errors E = {e 0 , e
, respectively, and corresponding experimental orders of convergence (EOC) for the solution U = {u, ∂ t u} of (7.2) and the cGP(2)-cG(3) space-time discretization U τ,h of Problem 3.8 with the lifted approximation L τ U τ,h .
In the numerical experiments the domain Ω is decomposed into a sequence of successively refined meshes Ω l h , with l = 0, . . . , 4, of quadrilateral finite elements. On the coarsest level, we use a uniform decomposition of Ω into 4 cells, corresponding to the mesh size h 0 = 1 √ 2, and of the time interval I into N = 10 subintervals which amounts to the time step size τ 0 = 0.1. In the experiments the temporal and spatial mesh sizes are successively refined by a factor of two in each refinement step. In both experiments, we approximate the components of U in X k τ (V h ) with k = 2; cf. (3.1) with B = V h . In particular, this yields a piecewise quadratic approximation in time for U τ,h in Problem 3.8.
In the first convergence study for (7.1) we choose r = 2 for the discrete space (3.13) of the spatial variables such that the spatial part of the solution u in (7.1) is captured exactly by the piecewise polynomials in space of the finite element approach. In Table 7 .1 we summarize the } with E(t) = U (t) − U τ,h (t) and E(t) = U (t) − L τ U τ,h (t), respectively, and corresponding experimental orders of convergence (EOC) for the solution U = {u, ∂ t u} of (7.2) and the cGP(2)-cG(3) space-time discretization U τ,h of Problem 3.8 with the lifted approximation L τ U τ,h with respect to the energy quantities (7.3) and (7.4).
calculated results. They nicely confirm the error estimates (5.53) to (5.56) with respect to the time discretization by showing convergence of fourth order in time for the lifted quantity L τ U τ,h .
In the second convergence study we investigate the space-time convergence behavior. We choose r = 3 for the discrete space (3.13) of the spatial variables. In Table 7 .2 we summarize the calculated results for this experiment. For comparison, we also present the errors U −U τ,h for the non-lifted cGP(2)-cG(3) approximation U τ,h defined by Problem 3.8. The numerical results nicely confirm our error estimates (5.53) and (5.55) by depicting the expected optimal fourth order rate of convergence in space and time. Further, the results of Table 7 .2 demonstrate the gain in accuracy by applying the computationally cheap post-processing in terms of the lifting operator L τ . Finally, in Table 7 .3 we summarize the space-time convergence behavior of the energy quantities (7.3) and (7.4) for the solution (7.2). 
, is of one order lower than the convergence ofẽ 0 with respect to the same norms.
Finally, we note the following observation regarding the choice of the discrete initial values. The numerical results do not seem to depend on the specific type of approximation (of appropriate order and in the underlying finite element space) that is used for the prescribed initial values. In our performed computations, choosing an interpolation of the prescribed initial values instead of their Ritz projection {R h u 0 , R h u 1 }, as it is required by our analysis (cf. Lemma 5.4), yields almost the same errors and experimental order of convergence. Of course, we can make no claim of generality for this computational experience.
Since the left-and right-sided derivatives are both equal to ∂ t u(t n ) we get that R k+1 τ u is differentiable at t n and that the identity ∂ t R k+1 τ u(t n ) = ∂ t u(t n ) holds for all n = 0, . . . , N (note that, for n = 0 and n = N , the derivative ∂ t R k+1 τ u(t n ) is defined as the corresponding one-sided derivative). Using this identity we get from (A.1) and (A.2) that ∂ t R k+1 τ u is continuous at t n from the left and from the right, respectively, for the corresponding values of n. This finally shows that ∂ t R k+1 τ u is continuous at all points t n for n = 0, . . . , N , which completes the proof of Lemma 4.1. ∎
A.2. Proof of Lemma 5.5
Our proof basically follows the lines of the analysis to prove Theorerm 3.1 in [29] . Therefore, we will present here only the modifications that have to be made. Let us mention that the notation in [29] differs from that in this paper, for example, our quantitiesû,Û τ,h = {û 0 τ,h ,û 1 τ,h },f are denoted as u, U = {U 1 , U 2 }, f in [29] . The reader will easily identify also the other differences. Note that, in contrast to [29] , our right hand sideF is independent of the solutionû which simplifies some terms in the error analysis. Further simplifications of the analysis in [29] come from the fact that here we do not allow to change the finite element space V h when going from I n to the next subinterval I n+1 . In particular, this implies that here we have N C = 0 for the term N C of [29] . Now, let us start with the definition of the discrete error E = {E 1 , E 2 } ∶=Û τ,h − W , where W = {W 1 , W 2 } denotes the special approximation of the exact solution {û, ∂ tû } that has been defined in [29] and is recalled below in (A.6). Then, due to our modified right hand sideF τ in the discrete problem (5.17), we will get in the error equation for E (see (3.9) in [29, Lemma 3.2] ) the following additional term T 1 on the right hand side
where φ = {φ 1 , φ 2 } ∈ (P k−1 (I n ; V h ))
2 is an arbitrary test function. Applying the assumption (5.16) onf τ , we get the estimate n . At each place, where the right hand side of (3.9) in [29] has to be estimated (see the derivation of (3.23) and (3.24)), our estimate (A.3) has to be involved. As a consequence the error constant E n t of [29] has to be modified by the constantẼ n t ∶= E n t + E n f . Then, for the discrete error E, we get in the same way as in [29] 
