App marketplaces host millions of mobile apps that are downloaded billions of times. Investigating how people manage mobile apps in their everyday lives creates a unique opportunity to understand the behavior and preferences of mobile device users, infer the quality of apps, and improve user experience. Existing literature provides very limited knowledge about app management activities, due to the lack of app usage data at scale. This article takes the initiative to analyze a very large app management log collected through a leading Android app marketplace. The dataset covers 5 months of detailed downloading, updating, and uninstallation activities, which involve 17 million anonymized users and 1 million apps. We present a surprising finding that the metrics commonly used to rank apps in app stores do not truly reflect the users' real attitudes. We then identify behavioral patterns from the app management activities that more accurately indicate user preferences of an app even when no explicit rating is available. A systematic statistical analysis is designed to evaluate machine learning models that are trained to predict user preferences using these behavioral patterns, which features an inverse probability weighting method to correct the selection biases in the training process. 
INTRODUCTION
The prevalence of smartphone applications (also known as apps) has introduced an evolutionary change to people's everyday lives. By 2014, Apple App Store and Google Play each hosted more than 2 million apps that had been downloaded more than 100 billion times. 1 -3 Many apps are also hosted through other marketplaces, such as Amazon App Store, Samsung App Store, F-Droid, 4 and Fetch. 5 In regions where the native app marketplaces are inaccessible, these third-party marketplaces play a major role in facilitating users to find, download, and manage mobile apps.
To help users find and explore high-quality apps, most app marketplaces gather userinput ratings of apps in the format of like/dislike votes, numerical ratings, or free-text comments. Much work has been done to analyze these ratings [Liu 2012 ]. However, among the hundreds of millions of users who downloaded and used these apps, only a tiny proportion have left reviews [Lim et al. 2015] . Although popular apps are rated heavily, the majority of apps, especially new apps, receive very few or even no ratings, making potentially high-quality apps invisible from the users. Biased, fake, paid-off, and malicious reviews also commonly exist, which compromises the credibility of online ratings as the indicator of users' true preferences of apps [Ott et al. 2012] .
We believe a more credible and more robust indicator of user preferences can be derived from a different signal, the signal of users voting an app using their feet. We hypothesize that users who like an app manage it differently from those who do not. Users' preference toward an app can be revealed by the way they manage the app, and these actions are just like the votes made by the users. Indeed, it is reported that 80% to 90% of mobile apps were downloaded, used only once, and then deleted by a user. 6 These users, although few of them bother to leave a review, are clearly not in favor of the app. However, other users are much more engaged, who download an app, keep it up to date with the updates, and immediately install it back after they get a new device or update the operating system.
More generally, app management activities can include searching, downloading, installing, updating, and uninstalling an app. They can provide much richer and less biased indicators of whether the user actually prefers the app or not. In other words, if one can infer user preferences from the patterns among these app management activities, one could provide an accurate and unbiased indicator of the quality of apps even if they are not rated by any user. Many marketplaces count how many times an app has been downloaded (or how many users have downloaded the app), hoping to provide evidence of the quality of the app when the ratings are rare. These simple counts, however, may not really reflect true user preferences when they are interpreted out of context-the actual sequences of user activities (e.g., a user may download an app but discard it right away). Such a metric can also be easily manipulated, for example, through fake users or repeated downloads.
A deeper understanding of how user preference and app quality can be inferred from user activities is critical. Apparently, this requires analyzing the activity sequences of a large number of real users managing a large number of apps, a dataset that does not exist in the literature. Indeed, previous studies rely on datasets of user activities collected from small groups of volunteers, usually limited to hundreds of users and 1 http://ipod.about.com/od/iphonesoftwareterms/qt/apps-in-app-store.htm. 2 http://www.statista.com/statistics/276623/number-of-apps-available-in-leading-app-stores/. 3 http://www.statista.com/statistics/263794/number-of-downloads-from-the-apple-app-store/. 4 http://f-droid.org/. 5 Fetch has been part of BlueStack: http://www.bluestacks.com. 6 http://www.digitaltrends.com/mobile/16-percent-of-mobile-userstry-out-a-buggy-app-more-than-twice/.
devices [Rahmati and Zhong 2013; due to the inability to collect such large-scale behavioral data.
Recent developments of app marketplaces have opened the channel to collect user activities on a much larger scale. Many marketplaces provide their own native smartphone apps through which their users can manage apps installed on their devices. Through such a tool, sequences of app management activities are collected from millions of users. Even though only particular types of user activities are recorded (e.g., downloading, updating, and uninstalling apps), such large-scale collections of behavioral data already present brand-new opportunities to analysts. Knowledge discovered from these datasets provides not only a better understanding of the behavior of mobile users but also insights for the app marketplaces to assess the quality of apps and to provide effective recommendations to their users.
We present the first analysis of app management activities at the scale of millions of Android users. 7 The behavioral data are collected through a leading app marketplace in China called Wandoujia. 8 Wandoujia serves near half a billion registered users, 50 million of which are active on a daily basis. Developers can upload and publish their apps through Wandoujia, and consumers can search, download, update, install, uninstall, and rate apps through Wandoujia's native app. The behavioral data studied in this article cover timestamped activities of downloading, updating, and uninstalling more than 1 million apps by more than 17 million anonymized users, spanning 5 months (May 1, 2014 to September 30, 2014 . Based on this largest dataset to date, we are able to conduct a comprehensive study of how users manage mobile apps and how their preferences can be inferred from these activities.
In summary, we present the following contributions:
-The first empirical analysis of app management activities collected from millions of users. We characterize how 17 million Android users manage their mobile apps. -A descriptive analysis of how app management activities correlate with user-input ratings of these apps. Surprisingly, we find that more downloads do not indicate higher ratings, especially when explicit ratings are rare. -We identify sequential patterns of user management activities that are actually correlated with online ratings of apps, which can be used as better indicators of user preference and app quality. -We present a systematic evaluation of how well the behavioral indicators from app management activities can be combined with machine learning algorithms to predict the quality of apps. -We introduce a principled statistical method-inverse probability weighting (IPW)-to correct selection biases in the preceding analysis. The new method, borrowed from economics and statistics, not only improves the prediction performance but also provides robust interpretation of the model. The method can be widely applied to data analysis tasks where selection biases exist.
Part of the results were reported in our recent work at WWW 2016 . For those who have read the conference version, this extension includes a comprehensive literature review and many more details and discussions about data collection and data analyses, as well as empirical findings. In particular, we describe how the data 7 Our study has been approved by the research ethics board of the Institute of Software, Peking University. The data are legally used without leaking any sensitive information. A sample of the dataset has been released, along with our previous work [Li et al. 2015b] , which can be accessed at http://www.sei.pku.edu.cn/∼ liuxzh/appdata. For more information, please contact liuxuanzhe@pku.edu.cn. 8 http://www.wandoujia.com/. collection is carefully done to preserve privacy and research ethics. The introduction and application of IPW (Section 6) are completely new.
The rest of the article is organized as follows. We first relate our study to existing literature in Section 2. Section 3 describes the dataset and presents a descriptive analysis of app management activities. Section 4 identifies patterns of app management activities that are correlated with the user ratings of apps. Section 5 presents a prediction analysis to measure how much these activity patterns improve the ranking of apps. We then introduce how to use IPW to correct selection biases in Section 6. We discuss implications and potential limitations of the work in Section 7 and conclude in Section 8.
RELATED WORK
To the best of our knowledge, this is the first empirical study on app management activities at the scale of millions of users and millions of apps. Our work is generally related to the literature of analyzing user preferences and assessing app quality. Recently, analyzing behavioral data collected from smartphones or app stores has attracted much attention. According to the type of data being analyzed, we can categorize existing literature into four aspects.
User Reviews in App Stores
Like other online reputation systems, app stores such as Apple App Store and Google Play have accumulated a large volume of public user reviews. Numerical ratings, either binary or in multiple scales, directly measure the popularity and quality of an app. Textual reviews usually reflect the sentiment of app users and their preferences of apps. Goul et al. [2012] analyzed sentiment in 5,000 reviews to facilitate requirements engineering. In a larger study, Chandy and Gu [2012] analyzed 6,319,661 reviews from Apple App Store for spam classification. Harman et al. [2012] conducted data analysis on technical, nontechnical, and business attributes extracted from user reviews on the Blackberry store.
A large body of work appears more recently. Iacob and Harrison [2013] produced a system that automatically extracts feature requests and bug reports from app reviews. Fu et al. [2013] presented WisCom, a system that analyzes millions of user ratings and narrative comments from app stores. Chen et al. [2014] presented AR-Miner, which collects narrative user reviews and groups them through topic modeling. AR-Miner prioritizes the narrative reviews using a ranking scheme. Park et al. [2015] utilized user reviews to improve mobile app retrieval by designing a topic model, AppLDA, which discards review-only topics. This enables developers to inspect the reviews that discuss features present in the app descriptions. The authors tested the topic model on 1,385,607 reviews mined from 43,041 apps. Khalid et al. [2015] manually categorized 6,390 negative reviews from a sample of 20 free iOS apps and reported the most frequent causes of complaints. Overall, the apps combined more than 250,000 reviews, and so 6,390 reviews is a statistically representative sample at the 95% confidence level. Maalej and Nabil [2015] proposed a classification approach to identify bug reports and feature requests from user reviews. They found that multiple binary classifiers outperform a single multiclass classifier. In particular, it is surprising that some commonly used NLP techniques, such as stopword removal and lemmatization, can negatively affect the performance of classification. Panichella et al. [2015] presented a system that automatically classifies user reviews based on a predetermined taxonomy to support software maintenance and requirements evolution. The authors manually labeled 1,421 sentences extracted from reviews and reported 0.85 precision and 0.85 recall when the system is trained using language structure, content, and sentiment features. Palomba et al. [2015] devised an approach named CRISTAL to guide developers to improve their apps based on informative crowd reviews. Tian et al. [2015] investigated how high-rated apps are different from low-rated apps and summarized 28 factors that can possibly increase an app's ratings. McIlroy et al. [2016] presented a study on app updates in Google Play and proposed to label the types of user issues raised in user reviews. Villarroel et al. [2016] implemented a tool called CLAP, which automatically clusters user reviews and recommends the cluster of reviews that should be prioritized.
Although user reviews have been widely adopted, assessing the quality of apps and learning a user's preference based on only user reviews suffer from data sparseness, ambiguity, and validity-for example, some apps gain very few reviews, and some reviews convey unclear opinions [Lim et al. 2015] .
App Usage Logs
A less biased way to evaluate an app is through observing how the app is actually used by real users. Researchers build auxiliary apps to monitor the activities and performance of other apps installed on the same device. Ravindranath et al. [2012] developed AppInsight, a system that instruments mobile app binaries to automatically identify and characterize the critical paths in user transactions across asynchronouscall boundaries. It logs app usage data such as launching frequency, traffic volume, and access time. The data can provide sufficient information to infer user preferences and interests. However, such a "monitor" app is usually deployed as a system-level service [Agarwal et al. 2010] . Not many users are willing to voluntarily install them on their devices, which creates a major obstacle to conducting this type of research at scale. Although some widely deployed commercial apps such as Flurry 9 and PreEmptive 10 can also be used to monitor app usage, no evidence shows that external researchers can access such data and conduct scientific research. At a small scale, Shi and Ali [2012] analyzed app usage of 100,000 users collected by the GetJar system to provide personalized recommendations. Essentially, the data used in our study are also collected through the log of Wandoujia's management app. The app usage log collected through Wandoujia is by far the largest in the literature, covering millions of users and millions of apps (a sample of the data has been released for public research [Li et al. 2015b] ). Many interesting research problems can be pursued based on such a dataset. For example, Lu et al. [2016] proposed the PRADA method to predict the most popular device models for a given app. The study presented in this article mainly uses the app management activities in the Wandoujia dataset.
Observational Data in Field Studies
Another commonly used approach to observing and understanding user behaviors is field study. A few field studies were conducted based on the LiveLab datasets Rahmati and Zhong 2013; . Rahmati and Zhong [2013] conducted a longitudinal study to collect the network usage data of 24 users, which were used to analyze how users use the network on their smartphones. They also collected actual usage data from 14 teenage smartphone users in a 4-month field study. The same group of authors presented another study that involved 34 iPhone 3GS users and reported how users with different economic backgrounds use smartphones differently . Many other analyses have been done based on similar fields studies, which reported the diversity of cellular usage from different user groups, different app categories, and different OS platforms [Jung et al. 2012; Chittaranjan et al. 2013; Böhmer et al. 2011; Böhmer and Krüger 2013; Falaki et al. 39:6 X. Liu et al. 2010]. For example, similar apps (e.g., weather apps) may have a significant difference in generating network traffic [Sani et al. 2013] . In most of these field studies, devices have to be provided to human subjects. Similar to collecting usage data from instrumented devices, these field studies normally only involve a small group of subjects and are hard to scale.
Our work is distinguished from existing work in two aspects. On one hand, we investigate a particular signal that reflects the users' attitudes toward an app, such as activities of downloading, updating, and uninstalling apps. Such activities are more objective indicators compared to user-input reviews. On the other hand, we analyze collective and longitudinal activities from millions of users spanning 5 months. The data we study have a much larger scale than other app usage data sets in the literature, have much less bias than user reviews, and involve a significantly larger user population than the field studies. The availability of such a dataset provides a unique perspective of understanding user preferences of smartphone apps.
Behavior Sequences and Log Analysis
Our work is also related to the general literature of analyzing user behavior logs, such as search and browsing logs [Jansen 2008; Jiang et al. 2013] , trajectory logs [Zheng and Zhou 2011] , and other types of activity logs [Hu et al. 2008] . Like our work, many explorations on these data also involve sequential data analysis and prediction models. We present the first large-scale analysis of app management logs. Compared to search engine logs, user preferences in app management activities are implicit and have to be inferred carefully. However, users' app management activities are less sensitive to environment-imposed biases, such as the position biases of search results and the location biases of user trajectories. The method that we introduce for correcting selection biases can also be applied to these domains.
A DESCRIPTIVE ANALYSIS
We start by describing the data used in this study. For the completeness of presentation, we include some results that have already been reported in our recent poster paper [Li et al. 2015a] .
The Wandoujia Dataset
Founded in 2009, Wandoujia has grown to be a leading Android app marketplace in China. Up to 2014, Wandoujia has hosted more than 1.5 million apps and has been accessed by more than 200 million Android devices. Users can access Wandoujia via its Web site, its Windows client, and its native management app. The Wandoujia management app works as a system service and functions just like Apple App Store and Google Play. Through the app, a user can conduct various activities to manage the apps on their devices, such as browsing and searching apps, installing and uninstalling apps, and checking and installing updates of apps. Upon the permission of users, the Wandoujia management app logs these management activities and uploads the logs on its own private and secure server.
In our study, we collected app management activities of Wandoujia users spanning 5 months from May to September 2014, covering more than 17 million users (actually devices) and 1 million apps. A timestamped record is logged whenever a user downloads, updates, or uninstalls an app via the Wandoujia management app. The total numbers of users, apps, and activity log entries involved in our study are reported in Table I . There is an average of 227.6 management activities collected per app, which is 13.9 per device. In addition to app management activities, we also collected the complete set of online ratings posted on Wandoujia, with an average of 4.01 per app. Note that similar to Apple App Store and Google Play, the Wandoujia management app records the activities of only the apps that are actually installed, and only the activities that are conducted through the Wandoujia app. Therefore, we do not distinguish between the activities of "downloads" and "installations." When an app is directly downloaded from the Web and installed (i.e., not through the Wandoujia app), this downloading activity is not logged. Similarly, only updating and uninstallation actions conducted through the Wandoujia app are logged. Therefore, our dataset may miss some apps or management activities of certain apps if they are not conducted through the Wandoujia management app.
It is also possible that a user's activity sequence spans longer than 5 months. There may be incomplete activity sequences of certain users and certain apps in our dataset. Nevertheless, given the longitudinal collection and the very large volume of activities, we anticipate that these possible limitations would not have a significant effect on our analyses. In the following, we present some characteristics of app management activities in this dataset.
Indeed, the usage information of the apps can also be very important, such as how often is the app used, as it provides insight into an app's quality. However, such information is not captured by the Wandoujia management app. In addition, the goal of this work is to explore the correlation between management activities and app qualities, so the usage information is not included in our work.
Ethical Consideration
Undoubtedly, collecting and analyzing user behavioral data require careful consideration of research ethics. We took a series of steps to preserve the privacy of involved users in our dataset. First, all raw data collected for this study are kept within Wandoujia's data warehouse servers, which are placed behind the company's firewall. Second, our data collection logic and analysis pipelines were completely governed by three Wandoujia employees to ensure compliance with the commitments of Wandoujia privacy policy in the Terms-of-Use statements. Finally, Wandoujia employees 11 took charge of anonymizing the user identifiers. The dataset includes only timestamped activities and no personal information for the users covered by our study period. No individual user can be identified.
Distributions of Management Activities
We first report a series of distributions that may help validate the representativeness of the data. We start with the distributions of the popularity of apps. The popularity of an app can be measured using either the total number of downloads, the most recent downloads (e.g., in the past week or month), or the total number of users. When an app is rarely rated, a marketplace usually provides such a popularity measure as an indicator of the quality of the app. Figure 1(a) plots the distribution of the number of users per app (i.e., the number of devices on which at least one activity of that app has been logged). The popularity of apps follows a typical power law distribution on this log-log plot. More than 95% apps are downloaded by fewer than 1,000 devices. A few apps are downloaded by millions of devices. This distribution is consistent with 11 One co-author of this paper, Feng Feng, is the co-founder and current CTO of Wandoujia. observations in many other behavior data at the population level [Barabási and Albert 1999] , which usually indicate an effect of "rich get richer." Indeed, the highly ranked apps may attract even more users, whereas barely rated apps are buried in the long tail. Similarly, the number of ratings an app receives also presents a typical power law distribution, which we omit here for brevity.
Figure 1(b) plots the distribution of the number of apps that a user installs on her device. Intuitively, many users use only a few apps, whereas a few others try out a large number of apps. The distribution obeys a power law in its tail distribution, which is also a typical phenomenon of user behaviors [Newman 2005] . We would like to point out that the number of apps installed on a device is likely to be underestimated, as lots of devices have preloaded apps and users might install apps through channels other than Wandoujia. This might have made the distribution not follow one power law distribution over the entire range.
We then look at how the users manage their apps throughout a day. Figure 2 plots the percentages of user activities over 24 hours of a day. Common sense assumes that a download and an updating activity reflect a user's preference toward an app, and an uninstallation indicates that the user is not in favor of the app. We thus aggregate downloading and updating activities (solid blue line) in this plot and compare them with uninstallations (dashed green line). All timestamps are converted to Beijing time (UTC+8), as most Wandoujia users are in China.
As one may anticipate, app management activities start to increase sharply from 7 a.m. and stay high throughout the day. Both downloading/updating and uninstallation activities fall around lunch and dinner. It is interesting to observe clear peaks of both types of activities, indicating that most users may have a routine schedule for managing their apps.
To further investigate whether the users do have a routine schedule of app management, we plot the distribution of the time intervals between any two consecutive activities of the same user ( Figure 3 ). Most consecutive activities are conducted within less than an hour (the leftmost data point), which is not surprising. These are likely to be activities conducted in the same session (e.g., updating a batch of apps). However, when the intervals are larger, we observe rather surprising patterns. There is a peak at every 24 hours, and between two peaks the time interval distributes as a reversed bell-shaped (either normal or Poisson) distribution. This suggests that a user does have a routine time of day for housekeeping-she may not do it every day, but whenever she does it is likely to be around the same time of the day. If we plot the intervals by day instead of by hour, it follows an exponential distribution (the green line).
Many of the preceding results are consistent with common sense, indicating the validity and representativeness of our dataset. Some of them are a bit interesting. For example, the diurnal management activities are performed periodically, which indicates when users access the app marketplaces and the user requests distributions. Such a finding not only makes app marketplace operators optimize their bandwidth and server-side resources for fast content delivery but also provides insights on our following analysis of activity indicators (Section 4.2). 
INFERRING USER PREFERENCES
We learned from Table I that the average number of management activities per app in 5 months is 50 times larger than the average number of ratings in 5 years. This motivates us to explore whether the abundant user activities could be a signal to infer the preferences of users and the quality of apps, either as a complement or a surrogate of the scarce user ratings. We start by demonstrating the limitations of user ratings.
Limitations of User Ratings
Intuitively, an app is considered to be of high quality if it is ranked highly by its users. In practice, however, there are quite a few limitations of directly using such a straightforward metric to assess app quality, as it can suffer from data sparseness and biases.
Most app marketplaces allow users to explicitly rate the apps they installed. For example, Google Play allows users to rate apps on a 1 to 5 scale where one star refers to the lowest quality and five stars refers to the highest. Wandoujia allows users to simply tag an app with "like" or "dislike."
For comparison, we crawled user ratings of all apps from both Wandoujia and Google Play. In this way, given a specific app, we can synthesize its average ratings on both marketplaces. Figure 4 presents a Venn diagram of the apps that have at least one nontrivial management activity sequence (sequence with more than one activity) in our dataset, rated at the two marketplaces. Surprisingly, among the 1 million apps, only a small portion (less than 2%) is rated at both marketplaces. Others do not receive any rating on either one or two of the marketplaces.
For the 18,983 apps that are rated by the users at both marketplaces, we are able to compare their ratings. We explore the correlation of the numbers of ratings an app receives on the two marketplaces, which is plotted in Figure 5 . Generally, the numbers of ratings per app at the two marketplaces are positively correlated. However, there are considerable biases, appearing as the noticeable vertical lines on the left and horizontal lines at the bottom of the plot. These data points refer to the apps that have many ratings on Google Play but very few ratings on Wandoujia, or the opposite. Some of these biases are likely caused by language or culture differences [Lim et al. 2015] , whereas others can be introduced by regional barriers. It was reported that a local app can be very popular in specific areas [Xu et al. 2011] but not so popular in others. For example, the Facebook app has 25,169,686 ratings on Google Play but only 1,644 on Wandoujia.
We then investigate whether the same app receives consistent ratings at the two marketplaces. We compute the average ratings of apps in both marketplaces and correlate them in a scatter plot. The average rating on Google Play is denoted as the score, and the average rating on Wandoujia is denoted as the likerate, computed as follows. These two notations will be used throughout the rest of the article. Score = stars number of ratings
(1) Likerate = number of likes number of likes + number of dislikes (2) Figure 6 presents a positive correlation between the scores on Google Play and the likerates on Wandoujia for apps with at least five ratings on Wandoujia (7,513 in total). This indicates that user ratings are consistent overall at the two marketplaces. However, one can also easily identify many different or even contradictory ratings. The Pearson coefficient r of this correlation is 0.35, which becomes much smaller if we include apps with fewer ratings (0.30 for apps with at least three ratings, and 0.19 for all rated apps).
The comparison of user ratings at two marketplaces indicates that user ratings may be a trustful measurement of the quality of apps that have received many ratings, but it suffers from severe problems of sparseness and biases for apps that are rarely rated. Other types of review biases have been discussed in the literature. For example, it is reported that Asian users are less likely to commit their ratings [Lim et al. 2015] . There has been debate whether users who like or dislike an app are more likely to leave a review. In addition, there is also a prevalence of fake reviews [Ott et al. 2011] or review spams [Jindal and Liu 2008] , as developers can manipulate the ratings by hiring the crowd to rate their apps (known as a water army in China). These problems have limited the effectiveness of users ratings as the sole indicators of app quality, Fig. 6 . Average ratings that the apps received from both marketplaces. Each app is represented as a grey point in the scatter plot, and its x/y coordinates (in log scale) indicate the likerates from Wandoujia and scores from Google Play, respectively. A binned curve is overlaid to show the correlation.
especially for those with fewer ratings. For these apps, it is critical to find alternative signals that better indicate their quality.
Activity Indicators
Most app marketplaces have recognized the limitation of user ratings. When the number of ratings is small, many marketplaces (e.g., Google Play) also report the total number of times an app is downloaded/installed, with the assumption that more downloads indicate better quality of the app. Some variants are also adopted, such as the number of users/devices that have downloaded the app (e.g., Wandoujia) or the number of most recent activities (e.g., Apple App Store). These metrics are generally extracted from the actual user activities instead of online ratings.
4.2.1. Popularity Indicators. Although how the users use an app intuitively implies how they like the app, can simple metrics such as the number of downloads reflect this preference? To verify this, we correlate the number of downloading activities to the likerate of an app, assuming that the likerate is a more objective measure of app quality when the ratings are abundant.
Motivated by the findings in Figure 6 , we rank all apps that have received at least five ratings based on how many times they are downloaded in the 5 months, split them into equal-size bins, and plot the means of each bin in Figure 7 . As the number of downloads follows a power law distribution, we plot the x-axis in log scale. A few observations can be made.
When the number of downloads is small (e.g., less than 1,000), it is negatively correlated with the average likerate. In other words, the more times an app is downloaded, the more likely it is disliked by users. This is rather counterintuitive and may occur for several reasons. Apps that are not frequently downloaded may be sensitive to fake "like" ratings, either artificially boosted by paid-off reviewers or maliciously rated down by their competitors. When the number of downloads exceeds 10,000, the correlation becomes positive but is still quite weak. In either case, this indicates that the number of downloads alone is at best a weak indicator of app quality, which may even be invalid for unpopular and new apps. We then explore whether the number of users/devices is more reliable. Unfortunately, it seems that such a metric is not a promising signal. From Figure 8 , we see that the number of users (devices) installing an app is even negatively correlated with its likerate, although the correlation is quite weak.
Another intuitive assumption is that an uninstallation may indicate that the user disfavors an app. Although app marketplaces normally do not report this statistic, we can compare the number of uninstallations of an app to its user ratings. Instead of using the raw number of uninstallations, we introduce a metric called the D/U ratio, which is computed as the total number of downloads divided by the total number of uninstallations. Intuitively, the lower the D/U ratio, the more likely the app is disfavored. To validate this hypothesis, we plot the D/U ratio and the corresponding likerate in Figure 9 . Again, we rank all apps with at least five ratings by D/U ratio and split them into equal-size bins.
Interestingly, when the D/U ratio is below 1, a positive correlation is observed between the D/U ratio and the likerate. When the D/U ratio is over 1, however, the correlation becomes negative. In either case, the correlation is rather weak and presents a long error bar. Apparently, the D/U ratio is also at best a vulnerable indicator of user preference. To infer user preferences from activities, one needs to dig deeper.
Although marketplaces have explored simple activity indicators such as the number of downloads or the number of users to complement user ratings of apps, unfortunately they are at best weakly correlated with app quality. This sounds discouraging, but can we find better indicators from app management activities? 4.2.2. Sequential Indicators. An important understanding of user activities is that they are not independent but always appear as sequences of events. Indeed, when search engines utilize users activities as implicit feedback about the relevance of documents, the sequences of actions are usually more indicative than single clicks. For example, Joachims et al. [2005] found that the sequence of actions where a user skips a higherranked search result but clicks on one ranked below emits a signal that the user finds the lower-ranked document more relevant than the higher-ranked one. Analogically, we anticipate that some sequential patterns of the app management activities may be better indicators of app quality than downloading actions alone. For example, we find that the sequence of uninstallation-downloading (UD) activities (i.e., a user uninstalls an app and later on reinstalls it) may be a good indicator of the user liking the app (which is why he reinstalled it). To verify this finding, we plot the proportion of these UD patterns among all users of an app and correlate it with the likerate of the app. Since not all apps have a UD activity sequence, we plot only those that have such a sequence.
Interestingly, the average number of UD sequences per user is generally positively correlated with the likerate of the app (Figure 10 ). This is promising, indicating that some user activity sequences may be good indicators of user preferences and app quality. Unfortunately, the UD sequences are relatively rare. Among 30,614,327 user activity sequences that have at least two actions, only 4% contain a subsequence of UD. If a marketplace uses this metric directly, it may yield even smaller coverage than the online ratings. Are there other activity patterns that are both indicative and more frequent? Can these patterns, although individually weaker signals of app quality, be combined into stronger indicators? Although generally positive, the correlation in Figure 10 is still quite weak. How much better can sequential indicators from app management activities assess app quality? We are motivated to find all such sequential indicators and combine them in a systematic way.
A COMPARATIVE ANALYSIS
The correlation between the UD sequence and the likerate seems promising, which inspires us to find all sequential indicators like those and study them in a systematic way. We focus on answering an important question: how much better can these indicators measure user preferences and app quality compared to the existing measures used by the app marketplaces? The answer to this question may motivate the marketplaces to adopt these indicators and improve their current systems. To find this answer, we need a formal task and evaluation metric(s) with which any combination of activity indicators can be fairly compared to the existing indicators currently used by the app marketplaces.
The Ranking Task
To help users find and explore high-quality apps, most marketplaces provide rankings of apps based on either user ratings or other indicators. Ranking by the number of downloads or the number of users is particularly useful when the ratings are rare. To fairly compare new and existing indicators, we adopt this practical scenario and rank the same set of apps based on one indicator or a set of indicators combined through an algorithm. A method is better if it ranks high-quality apps higher and low-quality apps lower.
However, obtaining the ground truth of app quality is difficult, if there exists one at all. In this analysis, we use the ratings of apps as a surrogate of app quality. More specifically, we use the likerate of an app as the standard of its quality, as defined in Equation (2). Indeed, user ratings suffer from sparseness and biases, and cannot be aligned with the version of an app. However, it makes sense to judge the app quality/popularity when the user ratings are plentiful. In addition, we have to rely on them when nothing better is available. Readers could reproduce the results when a more reliable gold standard becomes available.
To ensure that the metric of likerates is reliable, we only look at apps with sufficient ratings. How many is sufficient? As in Section 4.2, we could use a threshold cutoff such as five ratings. In this analysis, we use a more rigorous definition, which will be described in Section 5.2. Although in the evaluation process we look at only apps with sufficient ratings, it should be noted that the activity indicators assessed to be effective can be easily applied to unrated or rarely rated apps and can provide a meaningful ranking of those.
Evaluation Metrics
Kendall's tau. When using ratings as the gold standard, the goodness of a ranking method (either by a single indicator or by a combination of indicators) can be measured by how much the ranking of apps it produces agrees with the ranking of apps by the likerates. Statistically, this agreement can be measured by Kendall's tau, which is widely used to compare two ranking lists [Manning et al. 2008] . It measures the difference between the number of concordant pairs in two ranked lists and the number of discordant pairs, normalized by the total number of ordered pairs:
where i, j are two apps, x i , y i are the orders of the two apps in two ranking lists, and
is an indicator function that values 1 if the expression is true and 0 otherwise. The value of τ approaches 1 if the two rankings match perfectly, -1 if they are completely opposite, and 0 if they are independent. Although Kendall's tau has a solid statistical foundation, there are two limitations when applying it to practice. It takes the whole list into consideration where top-ranked items contribute equally to items ranked at the bottom. In reality, the users normally browse apps from the top, and therefore having high-quality apps ranked to the top is more important than having low-quality apps ranked at the bottom. Moreover, like other correlation scores, τ is hard to be interpreted intuitively, which is a critical issue for the marketplaces.
Mean average precision. To complement Kendall's tau, we introduce another evaluation metric, the mean average precision (MAP), which is widely used in information retrieval literature to measure the relevance of a ranked list of documents [Manning et al. 2008] . The advantage of MAP is that it puts more weight on the top-ranked items, and as a "precision" its value is somewhat interpretable. However, MAP takes a binary value (good or bad) as the ground truth of every item (unlike Kendall's tau, which takes a ranking of items as the truth). In our data, such a binary decision is not directly available, which must be transformed from the likerates.
A straightforward way of doing this is to treat all likerates that are greater than 0.5 as "good" and those less than 0.5 as "bad." This is equivalent to summarizing a voting system with majority votes, a commonly adopted strategy in election and crowd-sourcing [Easley and Kleinberg 2010] . When the votes are rare, this simple strategy becomes problematic. Even when an app has abundant ratings, one single rating could have flipped the sign of the gold standard. Therefore, we filter the apps using a statistical test and only trust those with a likerate significantly higher or lower than 0.5 (there are significantly more likes or dislikes in the ratings). We used a twotail proportion test with a confidence level of 0.05. Apps that pass this test would have many ratings and a considerable difference between positive and negative ratings. To ensure that the comparisons are fair and the results are faithfully compliant to the true reality, in the rest of this article, all methods will be evaluated using the apps in the test set that has passed the proportion test. We present the details of the experimental setup later in Section 5.4.1.
Baseline: Ranking by Popularity
As described, most marketplaces are already using popularity indicators, such as the number of downloads or the number of users to rank and recommend apps. How effective are these indicators?
We use Kendall's tau to measure the effectiveness of the rankings of apps by the two popularity indicators. Ranking by the number of users yields a τ of -0.244, and ranking by the number of downloads yields a τ of -0.237 on the test set of 1,423 apps. This is disappointing, showing that the current indicators used by the marketplaces do not accurately reflect the app quality, even negatively correlated. It is surprising, however, as the perceived quality of popularity ranking does not seem that bad. One possibility is that although the complete ranking is ineffective, it is probably doing a good job on top-ranked apps (and the users always browse from the top). Indeed, the MAP scores of ranking using the number of users and the number of downloads are 0.857 and 0.863, which look reasonable.
This contradiction between two metrics is actually meaningful: apps with many good ratings are more likely to be used and therefore rise to the top of the popularity listyet another process of "rich-get-richer." A reasonable MAP and a miserable τ presents good news to the popular apps and bad news to the long-tail and new apps.
Having the understanding of the baselines, we are eager to know how much the sequential indicators from app management activities could improve the ranking of apps. Will they improve the ranking overall, thus providing an opportunity to lesserrated apps? If so, will the improvement be at an expense of compromising the topranked apps? Can multiple indicators be combined as a joint force? In the following, we present a comprehensive evaluation of the predictive power of activity indicators.
Predictive Power of Activity Indicators
We believe that there are multiple patterns of app management activities that are good indicators of user preferences and app quality in addition to the UD pattern studied in Section 4. Although one can test the effectiveness of such patterns one by one, a more interesting question is whether the combination of these patterns can rank the apps much better. There could be many ways to combine multiple indicators. We cast this as a machine learning problem. In other words, we treat each potential activity indicator as a feature and learn a model from data that combines these features and makes predictions of the quality of an app.
5.4.1. Experimental Setup. Specifically, given any set of activity indicators (features), we train a regression model that predicts the likerate of an app. We explore various standard and state-of-the-art machine learning algorithms for this purpose, including ridge regression (Ridge) [Hoerl and Kennard 1970] , lasso regression (Lasso) [Tibshirani 1996 ], random forest (RF) regression [Breiman 2001] , and gradient boosted regression tree (GBRT) [Friedman 2002 ]. These algorithms provide a representative coverage of methods that combine features linearly and nonlinearly.
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To evaluate the predictors, from the set of 57,016 apps that have at least one rating and at least one nontrivial management activity sequence on Wandoujia (see Figure 4) , we randomly select 50,000 apps for training and hold out the remaining 7,016 apps as the test set (the same split in Section 5.2 and 1,423 after filtering by the proportion test). All prediction methods in this article are evaluated, and all evaluation metrics are computed using these 1,423 apps. The hyperparameters of every algorithm are selected using a fivefold cross validation on the training set (by optimizing either Kendall's tau or MAP), including the regularization parameter for Ridge and Lasso and the number of trees and number of nodes for RF and GBRT. We then train a model with the best-performing parameters on the entire training set and evaluate it on the test set.
Feature Extraction.
We start with a set of simple indicators and then move to two other sets that make use of the sequential patterns and the time interval information. In the rest of this article, we use D to represent download, P for update, and U for uninstallation actions.
Unit features. We first extract a set of features for every app that includes the number of devices (denoted as #Dev), the average number of actions per device (denoted as Avg.Act), and the number of unit activities (D/P/U) per device. These simple features can be easily adopted by the production systems of marketplaces. Note that some of the features are already considered by the marketplaces (i.e., #Dev and D).
The performance of models with unit features is presented in Table II . Compared to the ranking methods currently used by the marketplaces, even just adding other unit features will largely improve performance. The improvements of MAP from 0.857 to 0.863 to 0.933 and tau from -0.244 to -0.237 to 0.092 over the two baselines are statistically significant with a p-value 0.01. The significance level of MAP improvement is tested with a two-sided paired t-test and tau improvement with a randomization test [Smucker et al. 2007 ]. The same tests are used for the rest of the article. This improvement appears not only in the entire ranking list (Kendall's tau becomes positive) but also among the top-ranked apps (a significant improvement of MAP). This is promising, indicating that a combination of activity indicators better predicts the quality of both popular apps and the long tail. Among the four algorithms, GBRT achieves better results under both metrics, and tree-based methods outperform the linear regressions overall.
Sequential features (sequence-n).
The success of unit features motivates us to further explore more complicated activity indicators-patterns like UD studied in Section 4. Compared to unit indicators that treat management activities independent of each other, the order between consecutive actions are likely to be a good indicator of user preference. For example, the behavior of downloading an app and then uninstalling it sends an opposite message to the behavior of uninstalling an app and then downloading it again. In general, if we consider the actions of every user managing every app as an ordered sequence, then such ordered activities appear to be a subsequence of length two.
To systematically study these sequential indicators, for every user of every app that has at least two actions, we construct a sequence of five possible symbols: three actions (D, P, and U) and two auxiliary symbols (start (S) and end (E)), which indicate the start and end of a sequence. For example, the sequence SDPPUDE indicates that the user first downloaded the app, updated it twice, uninstalled it, and then decided to reinstall it, with no further actions recorded. The unit indicators (D/P/U) can now be seen as the subsequences of length one (or unigrams) and the UD and DU patterns can be seen as bigrams. Given any n, we can enumerate all subsequences with n or fewer consecutive actions. The average number of these n-grams per device, together with #Dev and Avg.Act, constitute the set of sequence-n features. For example, the sequence-2 feature set includes #Dev and Avg.Act, 3 unigram features (D/P/U), and 15 bigram features (SD/SP/SU/DD/DP/DU/DE/PD/PP/PU/PE/UD/UP/UU/UE). Notice that some sequential features, like UP (uninstallation followed by updating), might sound counterintuitive, as in reality one cannot update an app without downloading it first. This is because only activities that are conducted through the Wandoujia app are logged, and the user may have downloaded the app from other sources. In addition, a sequence does not necessarily begin with D, as the app may be preloaded or installed before the 5-month period. We vary the n from one to five in our experiments, as a larger n may make some features very sparse and lead to overfitting.
The performance of sequential features is presented in Table III . Note that sequence-(n-1) features are always a subset of sequence-n features. Most of the best results are observed when length-3 or length-4 features are used. When the length of subsequences is greater than four, the performance begins to drop. Compared to unit features, the best-performing sequential features increases tau from 0.092 to 0.118 ( p-value = 0.16) and MAP from 0.933 to 0.942 ( p-value 0.01). With an investigation of the importance of individual features (e.g., the coefficients in Ridge), we notice that there are quite a few incomplete patterns, such as UU and UP. Some actions must have been omitted in these patterns simply because they were not captured by the Wandoujia app. App management activities only represent a small subset of activities that a user does with an app. Between consecutive D/P/U activities, there may be other actions (e.g., clicking, browsing, and grouping) that are not logged but quite indicative. This suggests that the predictive power of the activity patterns may still be underestimated. Without observing these activities, we are not able to verify the hypothesis. Nevertheless, the time interval between two consecutive 
Time intervals (T-sequential).
The length of time intervals between consecutive activities can be indicative. Intuitively, an uninstallation immediately following a download indicates a stronger negative preference than an uninstallation that happens weeks or months after downloading. Incorporating time intervals into the sequential activity patterns is not easy, as the length of the intervals is continuous. However, recall from Figure 3 that the intervals between consecutive activities follow a cyclic pattern every 24 hours and an exponential trend overall. Therefore, we decide to discretize the intervals into days. In other words, we insert a time symbol T into the activity sequences, with each of its appearances indicating a complete day (24 hours) between two consecutive activities. Two consecutive activities within a day will include a hyphen (-) in the new sequence. We also consider an interval longer than 4 days to be long enough and substitute four or more consecutive Ts with an asterisk (*). An activity sequence therefore becomes something like SDTTP*P-UTDE. We then fill in the sequential features with time intervals. For example, the feature DPU in the previous feature set is extended to DTP-U, DTTP-U, D*PTTU, and so on. These extended sequential features, together with #Dev and Avg.Act, constitute the set of time-interval-inserted sequential (T-sequential) features.
The consideration of time intervals has significantly increased the number of features, exposing the models to the potential threat of overfitting. We consider a feature selection strategy that filters out features not significantly correlated with the likerates. Specifically, we compute the Pearson correlation between every feature and the likerates of apps based on the training data, and only keep those with a p-value smaller or equal to 0.05. The performance of T-sequential features are presented in Table IV , with and without feature selection. We see that by inserting time intervals into sequential features, the best result of MAP increased from 0.942 to 0.951 ( p-value 0.01) and the best result of tau increased from 0.118 to 0.172 ( p-value 0.01), surprisingly achieved by Lasso. Feature selection generally has improved the linear methods but does not improve the tree-based methods, suggesting that the tree-based methods are more robust to overfitting.
Putting it all together. The last exploration we do is put all features together and test whether it further improves the ranking performance. As unit features are a subset of sequential features, we essentially combine sequence-3 features and their time interval-inserted extensions. The same feature selection is used to reduce the Table V . We see that GBRT still achieves the highest MAP, bringing the metric to above 0.95. This MAP improvement over the best result of T-sequential features is significant with a p-value 0.01. The best result of tau does not improve.
Discussion
Overall, combining multiple indicators extracted from app management activities significantly outperforms the ranking methods used by the marketplaces, increasing Kendall's tau from -0.24 to 0.17 and the MAP from 0.86 to 0.95. The result is encouraging, showing that these activity indicators improve the accuracy of both the complete ranking of apps (good news to unpopular and new apps) and the top-ranked apps (good news to popular apps). Indeed, during the experiments, we observed some rather interesting behaviors of the predictors, which may provide insights for the marketplaces on how to better rank the apps and how to explain the ranking.
5.5.1. Feature Analysis. One surprising observation is that the highest tau score (0.1716) is achieved by Lasso (when the hyperparameter is tuned using tau). In most other cases, the performance of Lasso is inferior to GBRT and RF. We found that with Lasso, only one feature has a nonzero coefficient, which is the pattern SD-U from the Tsequential feature set. This means that the first action that we observed from a user is downloading the app, and then he uninstalled the app within 24 hours. Intuitively, this suggests that the user downloaded the app, tried it a few times, found it disappointing or even annoying, and then uninstalled it without hesitation. The time interval is quite sensitive. Lasso also identified the corresponding SDU from the sequential patterns, but its predictive power is much weaker (0.10 vs. 0.17). The coefficient of the feature is negative, meaning that the smaller fraction of users who did this, the higher the quality of the app. This is rather interesting, suggesting that if we care about the accuracy of the orders between all apps, especially the apps that are not ranked at the top (unpopular/new apps or low-quality apps), one indicator is better than many. A marketplace could immediately adopt this finding in its system and provide a ranking of apps in the reverse order of this indicator, with an easy explanation of the top-ranked apps: "everyone who installs it keeps it." We anticipate that this would be particularly useful for promoting new and high-quality apps.
It is much harder if our goal is to optimize the top-ranked apps. To achieve a high MAP, every method has utilized a combination of many features. We investigate the best performer, achieved by GBRT with both the T-sequential features and the sequence-n features. In particular, we look at the importance of each feature in the GBRT model and the Pearson r correlation between the feature and likerate. We observe that many of the important features are variants of DU, such as SD-U, D-UE, and D-U, and they all have negative correlations with the likerate (r < −0.18). Interestingly, D*UE is also among the most important features but is positively correlated with the likerate (r = 0.02). Notice that D*UE requires a long interval (≥72 hours), so the users must have kept the app for some time. Other important features include the variants of DD and the variants of UU. The UD indicator that we presented in Section 4 is ranked 48th by importance in the best-performing GBRT among the 207 features in total.
Error Analysis.
Both metrics show an overall agreement between the predicted result and the observed likerate. There are still many mistakes made in the predictions. Admittedly, all algorithms have their limits. Yet we are curious about whether the "gold standard" is well grounded. In other words, do the observed likerates reflect the true preference of the users? Table VI shows details about the most overpredicted and underpredicted apps-apps with a predicted likerate much higher or lower than observed. Compared to the statistics of all test apps, both overpredicted and underpredicted apps have fewer ratings and fewer users, implying the curse of data sparseness. Among the most underpredicted apps, there are generally more ratings than users. Although the popularity of apps might rise and fall, and the 5-month data might not include all users, the unexpected high ratio of ratings over users still makes us suspicious of rating manipulations.
Among the 1,423 apps in the test set, 36.6% of them are games, constituting the largest category. However, the ratio of games is 45.1% among the significantly overpredicted apps, which differs significantly from the overall ratio ( p-value = 0.04, χ 2 test). One possible explanation is that users might have different expectations and attitudes to different categories of apps. Another possibility is that game users are less likely to leave positive ratings and more likely to leave negative ratings, probably due to the difference in user demographics. Similarly, we see that the proportion of News Readers is smaller in the overpredicted apps ( p-value = 0.01, χ 2 test). In either case, this suggests biases in online ratings, which limit their effectiveness as the gold standard of app quality. This also suggests that incorporating additional information (e.g., app category) to user behaviors may further improve the performance of prediction. In the preceding analysis, we choose not to use information other than app management activities, as the goal is to fairly measure the effectiveness of the activity indicators. Additional information such as app profiles, user demographics, and textual reviews may be explored in the future task to optimize the prediction of app ratings.
CORRECTING SELECTION BIAS THROUGH IPW
The error analysis presented in Table VI motivates us to further consider whether systematic biases exist in the analysis pipeline and whether correcting these biases could further improve the prediction performance.
In our experimental setup, we randomly split apps into a training set and a test set. The training and tuning process is performed on the entire training set. Ideally, we could use all apps in the testing set to evaluate the trained models. However, not all apps have enough ratings to determine whether users' attitudes toward them are positive or negative. In fact, for many apps that received only a few ratings, any additional rating, either like or dislike, could significantly diverge the average likerates. To ensure that the gold standard for evaluation is robust, we had to filter the apps in the test set and keep only the apps that have significantly more likes or dislikes (see Section 5.2 for details). Indeed, only 20.2% apps are left after the proportion test.
The proportion test, although a principled treatment, creates biases between the training set and the filtered test set. Features of the apps in the filtered test set no longer share the same distribution as those of the apps in the training set. Intuitively, the more people using an app (represented by the NSEQ feature), the more ratings it may get, and the more likely that it passes the proportion test. The filtered test set, therefore, may not be the perfect set to evaluate the models learned from the training set. In addition, the apps in the training set that would have been filtered out (those with noisy likerates) may affect the performance of the prediction models.
An easy way out is to apply the same filter to the training set as well. By doing this, we can artificially match the distributions in training and test and potentially improve the prediction performance. However, we will also lose information by throwing away 80% of the apps in the training set. These apps are not randomly picked and are more likely to be newly released or unpopular ones. Such filter can result in a mismatch between the distribution of the selected apps for analysis and the distribution of the true population of apps, thus putting apps with fewer ratings in an unfair position in our ranking task.
Essentially, the biases result from nonrandomly selecting examples for testing proposes. Such biases are also known as selection biases, which have been well studied in other domains, such as statistics [Little and Rubin 2014] , economics [Heckman 1979; Imbens and Wooldridge 2009] and epidemiology [Hernán et al. 2004 ], yet they have been largely neglected in data mining and machine learning studies (except for very few studies, such as Huang et al. [2006] ).
Correcting selection biases is critical for drawing convincing conclusions from behavioral analyses. To this end, there have been various methods proposed in the statistics and econometrics literature, such as instrumental variables, regression discontinuity, matching, and weighting methods [Imbens and Wooldridge 2009; Blundell and Dias 2009; Imbens and Rubin 2015] . Different approaches require different assumptions or certain types of features being available. In this work, we adopt a principled statistical method, namely IPW [Rosenbaum and Rubin 1983] , which is commonly used to deal with selection biases in observational studies. Compared to other methods, IPW is the most applicable approach for our setting, and its assumptions are satisfied in our data. Two recent studies [Schnabel et al. 2016; Wang et al. 2016 ] also adopted this method in different machine learning tasks. These studies were published while this article was under review.
Unless specified, in the remainder of this section we will use the term selection or selected to denote an app passing the proportional test and having significantly more likes or dislikes.
Inverse Probability Weighting
Let X ∈ R n denote the feature representation of an app and y ∈ [0, 1] denote the likerate of an app. We use a binary variable d ∈ {0, 1} to represent whether the app is selected. d = 1 means that the app is selected-that is, it passes the proportional test. Our goal is to learn a model to predict y based on X while we only know the true y values for the selected apps. The other apps with "missing" y values cannot be used for training directly. Selection biases are introduced if we simply ignore these apps.
If we can assume that apps with similar properties (denoted as X ) have similar ratings (denoted as y), denoted as y ⊥ ⊥ d | X, we could replace the missing y values with the y values of similar apps (where similarity has to be defined carefully). For each unselected app, we may match it with some selected apps based on its feature representation (matching on X ) and assign the y values of the matched apps as the y values for this unselected app. In this way, all apps have y values and can be used for training, and the selection biases are corrected.
However, finding similar apps may be difficult, and we may easily fall into "the curse of dimensionality." Rosenbaum and Rubin [1983] 
is the probability of being selected, also known as the propensity score. Therefore, instead of finding apps with similar features, we can find apps with similar probabilities of being selected. In other words, we are matching on P(X).
Considering that in the real world an app is either selected or unselected, we can only estimate the propensity score. Once the propensity score is estimated, we do not necessarily need to perform the matching. Instead, we can reweight each selected app with the inverse of its propensity score. Each selected app represents 1/P(X) apps that share the same propensity score. The less likely an app is selected (smaller P(X)), the more similar apps (in P(X)) it represents. After reweighting, the selected apps represent all training apps regardless of being selected or not, and they have no missing y value. To ensure that apps of all propensity scores are represented, there should be selected apps around the propensity score of each unselected app and vice versa. In other words, the support of the propensity scores of both selected and unselected apps should overlap. Such a requirement is known as the common support assumption, which can be verified once propensity scores are estimated.
Therefore, IPW follows a two-stage process: in the first stage, we estimate the propensity score. This is done by training a classifier that predicts whether or not an app is selected. The trained classifier is then applied to all apps to predict the probabilities of being selected. In the second stage, which is the analysis stage, we reweight the selected apps and build a regression model to predict their likerates, as shown in Section 5.4.
Intuitively, IPW can be applied to any data mining scenario where items with certain properties are overrepresented or underrepresented in the sample (compared to the true population). It works by strengthening the voice of underrepresented items and downweighting the voice of overrepresented items in the mining stage.
Before going through the details of the two stages, we introduce the experiment setting and the baseline for comparison. We choose to start with the model with the highest tau (0.172) in Section 4.2.2, namely Lasso on T-sequential features, with the parameter tuned to optimize tau. We also choose Lasso on sequence-2 features. This feature set includes only 20 features, making it easier to interpret the result.
We summarize the results of first filtering the training set and then correcting selection biases later in Table VIII , where the first row is copied directly from Tables III and  IV for comparison. We use the same training/test set split and report the tau/MAP on the test set when the hyperparameter is tuned to optimize tau/MAP with fivefold cross validation on the training set. We also report the number of features selected when tau is optimized.
Because we filter both the training set and the test set, the data becomes sparser. To ensure that it does not result in awfully skewed feature distributions, we performed feature normalization for all apps (in training and test): since the number of users follows a power law distribution, we take the logarithm of the NSEQ feature; we also bound the value of every feature within three standard deviations from its mean, Fig. 11 . Binned average propensity score and true selection ratio for each algorithm. calculated based on the training set. As shown in the second row of Table VIII , this feature normalization alone barely affects the performance of the baseline. Expectedly, filtering both the training and test set without reweighting leads to a sharp increase in tau, bringing it from 0.17 to 0.28 on T-sequential features and from 0.10 to 0.25 on sequence-2 features, as shown in the third row of Table VIII . Such a benefit comes from matching the distributions of the training set and the test set. As mentioned, however, such an improvement may be an artifact of the selection biases and may not generalize to reality. We need to correct the selection biases using IPW.
6.1.1. First Stage: Propensity Score Estimation. In the first stage, we estimate the propensity score of each app-that is, the probability of the app being selected. Because we observe the binary outcome, whether or not the app can pass the proportion test, the first stage can be accomplished by training a classification model. In our case, we compare various classification algorithms, including a linear method, logistic regression (Logit), and two nonlinear methods, gradient boosted decision tree (GBDT) and RF. We used sequence-2 features as introduced in Section 5.4.2, as adding more features may lead to overfitting for the first stage.
The classification models are both trained with and applied to apps in the training set. However, it is not enough for the classifier to achieve good accuracy. More importantly, the classifier should not overfit. Therefore, we use cross validation to find the best model: we randomly sample 20% of apps from the training set as a hold-out validation set and use the remaining 80% of the training set to train models. The training and validation accuracy for each algorithm is reported in Table VII . It can be observed that all three models achieve an accuracy of 83.8% to 83.9% on the validation set. RF reaches a higher training accuracy of 86.5%, which may suggest overfitting.
On average, only one out of five apps are selected, so guessing all apps as not selected would yield a baseline accuracy of 80.2%. Considering this, the 83% accuracy that we get is not astonishingly high. However, the purpose of the first stage is not to predict whether an app is selected but rather to establish a good estimate of the probability that an app with certain properties is selected. To evaluate the quality of the propensity score, we partition the apps into equal-size bins based on their propensity scores. Since we know whether an app is actually selected or not, we calculate the selection ratio of apps in each bin and plot it in Figure 11 . If the propensity score is estimated correctly, the selection ratio of each bin should equal the mean propensity score of the apps in the bin. In other words, we should expect a line close to y = x. Indeed, we observe that for GBDT and Logit, the bin-bin curves for both the training and validation sets are quite close to the y = x line, whereas for RF, the curves divert from y = x and fall into different directions. For comparison, we also plot an ill-estimated model (Logit without feature normalization), where both curves are far away from y = x. We can conclude that GBDT and Logit both give us reasonable estimations of propensity scores. Indeed, the two methods produce similar propensity scores for most apps, with ρ = 0.98 and RMSE = 0.035. Figure 11 also indicates that there are indeed both selected and unselected apps in each propensity score bins, ensuring that the common support assumption in IPW is satisfied.
In the next stage, we will use two sets of propensity scores, one estimated by GBDT and the other by Logit, to reweight the training instances.
6.1.2. Second Stage: Regression Model with Reweighted Apps. We reweight the training instances with the inverse of the propensity scores estimated in the first stage and redo the likerate prediction task. All four preceding models can deal with weighted regression. Here, we choose Lasso to build all second-stage prediction models. With Lasso, we can identify the features selected in different settings (i.e., with/without filtering or IPW). The coefficients estimated for different features can also be examined, which provides an interpretable way to understand the changes caused by IPW.
When comparing the last three rows in Table VIII , we see that after reweighting, the best tau score increased significantly from 0.284 to 0.322, whereas the best MAP score decreased slightly. The results are consistent whether GBDT or Logit is used in the first stage of IPW, demonstrating the robustness of the process. Even with sequence-2 features, we are able to reach a tau score above 0.30 (compared to the best tau score 0.172 in Section 4.2.2). The large improvement in tau and minimal influence on MAP is intriguing. Remember that tau measures the ranking accuracy of the entire ranked list, whereas MAP highly focuses on top-ranked items-this suggests that IPW effectively improves the predictions for the majority of apps but does not necessarily improve the predictions for top-ranked apps. This reassures the effectiveness of IPW as the reweighting benefits underrepresented apps, in our case mostly the long-tail apps. The popular apps have a high probability to be selected anyway and thus are less likely to be affected by IPW.
The purpose of correcting selection biases is not only to improve the prediction accuracy on the test data but also to correct the learned model so that it more generally reflects the reality. It is interesting to validate this by looking at the features selected by Lasso before and after IPW (when the hyperparameters are tuned to optimize tau).
As mentioned in Section 4.2.2, before the training set is filtered, only one feature is selected from either feature set (DU from the sequence-2 set and SD-U from the Tsequential set). The trained models inevitably underfit. When the training set is filtered but not reweighted (where selection biases are introduced), many more features are selected (51 from the T-sequential set and 17 from the sequence-2 set). With IPW, however, the number of selected features drops significantly (21 from the T-sequential set and 5 from the sequence-2 set). IPW improves the generalizability of the trained models, where a model with a much smaller degree of freedom can achieve a higher test accuracy.
We can further compare the coefficients of particular features across different settings. One extremely interesting feature is DU in the sequence-2 set. Before the training set is filtered, the coefficient of DU is -0.01, which can be naturally explained, as uninstalling an app right after downloading implies negative preference. When the training set is filtered but not yet reweighted, the coefficient becomes 0.05, with the sign flipped. After IPW, the sign becomes normal again and the coefficients are −0.06 and −0.07 (reweighting based on GBDT and Logit, respectively). The flipping sign strongly suggests that simply filtering the training set introduces selection bias, which invalidates the model and makes it hard to interpret; such biases are corrected by IPW.
The other four features (and signs of their coefficients) selected from the sequence-2 set include NSEQ (-), AVE_ACTION (+), DP (+), and PE (+). The features selected from the T-sequential set also include NSEQ (-), AVE_ACTION (+), and multiple variants of DP, such as SD*P (+) and D*PE (+), and multiple variants of DU, such as DUE (-) and SDTTTU (-). Again, the prediction models trained after IPW are consistent and interpretable.
6.1.3. Error Analysis. Similar to Section 5.4.2, we analyze the prediction errors after applying IPW. Compared to the results before applying IPW (Table VI) , no significantly underpredicted apps are found, but there are more overpredicted apps (i.e., 183 (after IPW) versus 162 (before IPW)). A closer look at these overpredicted apps reveals that they have even fewer users (162.77 vs. 343.55) and ratings (42.60 vs. 68.95) on average. On the one hand, with fewer users, the extracted features could be noisy, which can affect the prediction accuracy. On the other hand, with fewer ratings, the ground truth (average likerates) could have larger variation, which can also result in a large prediction error.
Games and news readers are still more likely to be overpredicted, which implies that the particular process of IPW can still be improved. For example, categories and profile information of apps may be considered at both stages, and it may be meaningful to separate the prediction of the number of ratings and the likerates. In general, one may apply more powerful machine learning tools to further improve the accuracy of propensity score estimation. We leave these potential improvements as future work.
IMPLICATIONS AND LIMITATIONS
Thus far, we have presented how app management activities can help predict app quality. In this section, we discuss some takeaway implications and potential limitations.
Implications
Many findings from our analysis are directly useful for app marketplaces, app developers, and data miners. We found that the number of downloads of an app is not a good indicator of users' preference or app quality; it actually yields a negative coefficient in the regression analysis. Using the number of downloads alone to rank apps may be misleading and simply triggers the bandwagon effect, which is unfair to new apps and high-quality niche apps. App marketplaces can immediately take actions. When ratings are rare, simple patterns of app management activities are much more robust indicators of user preference. Even using one single pattern, DU, the quality of apps can be ranked accurately and fairly, which is especially valuable for new and high-quality apps. Multiple time-aware sequential patterns can be combined with a machine learning algorithm to further improve the ranking accuracy.
For app developers, it is also important to understand that app management activities indicate user preferences. If possible, capturing early signals such as DU may help the developers identify potential problems of their apps early on and make improvements in time. Understanding the temporal patterns of app management activities can also help the developers effectively schedule the release and updates of their apps.
For data miners, a desirable takeaway is the effectiveness of IPW. Indeed, in many scenarios they had to prune the data for modeling purposes (e.g., dropping inactive users, infrequent words, short documents, long-tail queries). Such heuristic pruning improves model performance empirically but also introduces mismatched distributions and selection biases. IPW is a principled and powerful tool to correct selection biases, which may improve both the prediction performance and model consistency.
Limitations
Considerable care and attention have been given to ensure the rigor of our study. We are also aware of a few limitations that are not able to be conquered with our current analysis. Understanding them may help readers use our findings with caution.
First, this work relies on the app management activities to derive user preferences. These indicators are more ubiquitous and reliable, as user ratings may be sparse and of low quality. Combined with machine learning techniques, it is demonstrated that the app management activities can accurately predict user preferences. In reality, a model will be trained on apps with sufficient ratings and applied to apps with fewer ratings, as long as sufficient management activities are logged. The model could fail if an app has too few management activities. Still, there are way more apps with sufficient activities than apps with sufficient ratings. Those rarely rated apps with enough management activities would benefit tremendously from the prediction.
Second, the data we study are collected from a single app store. Although we demonstrated that ratings for the same apps mostly correlate over multiple app stores (see Section 4.1), there are considerable biases introduced by languages and cultures, which may result in different distributions of the types of apps, different types of devices, and even different distribution of ratings. compared the ratings of 1,464 equivalent apps between Apple App Store and Google Play and found that about 20% were not rated equally. Additionally, different app stores have different rating models for apps. For instance, Google Play employs the five-scale model, whereas Wandoujia employs binary votes. We believe that users behaviors of managing apps are more robust signals of user preference, but the market biases should still be carefully considered if cross-store data are available.
Third, our study does not distinguish the versions of apps. Since the dataset spans 5 recent months, it is quite possible that some apps have evolved over multiple versions. Users may like a specific version but dislike and uninstall another version of the same app. Unfortunately, Wandoujia did not distinguish the ratings committed to specific versions of apps, which may affect the robustness of our results. In other words, there may be mismatched distributions of apps and app versions between the behavioral data and the rating data. Our analysis may be biased toward newer apps and newer versions of apps. Such biases should be addressed when detailed metadata of app ratings are available.
Last but not the least, our study does not make further analysis on features other than management activities. For example, it is reported that there can be some devicespecific bugs Lu et al. 2016] . For instance, some apps may be incompatible or even crash down on specific device models or operation systems. One may also associate the app management activities with the brands and operating system information of devices, and it would be interesting to explore whether apps are more likely to be uninstalled under a particular environment. Additionally, the category information of an app can also be utilized in the machine learning models to further improve prediction accuracy. These signals are left out in the present analysis to keep our main conclusion clean.
CONCLUSION
In this article, we have presented an empirical analysis of a very large collection of app management activities of smartphone users. The data were collected through a leading Android marketplace in China. We demonstrated that users download, update, and uninstall apps differently when they like or dislike the apps. These app management activities indicate that the users "vote with their feet," which can effectively supplement the biases and sparsity of online ratings of apps. We identified behavioral patterns that serve as indicators of the user's preferences on apps, which can be integrated by machine learning algorithms that predict the ratio of positive ratings of the apps. With potential selection biases corrected by a principled statistical method, IPW, the prediction can be improved significantly.
Some surprising findings from our analysis may be directly useful for app marketplaces or app developers. For example, we demonstrated that the number of downloads of an app is not a good indicator of users' preference or the quality of the app. We also notice that users have a routine schedule to manage apps on their mobile devices. Several simple patterns of the activities provide a general ranking of apps that is surprisingly accurate, which may be used to effectively promote new and high-quality apps. Multiple time-aware sequential patterns can be combined with a machine learning algorithm and significantly improve the accuracy of top-ranked apps.
Since Wandoujia is a marketplace that is most popular in China, it is interesting to explore the uniquely local characteristics of Wandoujia and compare them to other marketplaces, such as Google Play. It is also a natural extension of this work to correlate the app management activities with the patterns of how users interact with the apps, or with the narrative reviews of apps. It is desirable to integrate the knowledge derived from the management behaviors into the recommender systems of apps.
