Solving systems of nonlinear equations is a relatively complicated problem in which arise in a diverse range of sciences. There are a number of different approaches have been proposed. In this paper, we employ the imperialist competitive algorithm (ICA) for solving systems of nonlinear equations. Some well-known problems are presented to demonstrate the efficiency of this new robust optimization method in comparison to other known methods.
Introduction
Systems of nonlinear equations arise in a diverse range of sciences such as economics, engineering, chemistry, mechanics, medicine and robotics etc. The problem is nondeterministic polynomial-time hard when the equations in the system do not exhibit nice linear or polynomial properties. However, a number of different approaches have been proposed such as Luo at al. [1] and Mo et al. [2] used a combination of chaos search and Newton type methods and a combination of the conjugate direction method (CD) respectively. In the same way, M. Jaberipour [3] used particle swarm algorithm but there still exist some obstacles in solving systems of nonlinear equations. The most widely used algorithms are Newton-type methods, though their convergence and effective performance can be highly sensitive to the initial guess of the solution supplied to the methods. So the algorithm would fail with the improper initial guess. For this reason, it is necessary to find an efficient algorithm for solving systems of nonlinear equations. Let the form of systems of nonlinear equations be                  f 1 (x 1 , x 2 , ..., x n ) = 0 f 2 (x 1 , x 2 , ..., x n ) = 0 . . . f n (x 1 , x 2 , ..., x n ) = 0
In order to transform (1) to an optimization problem, we will use the auxiliary function:
The equations system is reduced to the same form in the approach used in [3] . In section 2, we describe the imperialist competitive algorithm (ICA). In sections 3, some well-known systems are presented to demonstrate the effectiveness and robustness of the proposed ICA. Then, in section 4, we study some numerical tests. At the end, the conclusion is indicated in section 5.
Imperialist competitive algorithm
In this paper, we employ Imperialist competitive algorithm (ICA) to solve systems of nonlinear equations. Recently, a number of methods have been proposed for solving systems of nonlinear equations such as genetic algorithms [4] , particle swarm algorithm [3] . ICA is a new evolutionary algorithm for optimizations which is inspired by imperialist competitive [5] . It is good to mention that ICA is a robust method based on imperialism which is the policy of extending the power and rule of a government beyond its own borders [6] . In this algorithm, we start with an initial population as initial countries. Some of the best countries among the population are selected to be the imperialists. The rest of the population is divided among the mentioned imperialists as colonies. Then, the imperialistic competition begins among all the empires. The weakest empire which can not increase its power and it is not able to succeed in this competition will be eliminated from the competition. As a result, all colonies move toward their relevant imperialists along with competition among empires. Finally, the collapse mechanism will hopefully cause all the countries to converge to a state which there exists just one empire in the world (in the domain of the problem), and all the other countries are colonies of that one empire. The robust empire would be our solution.
Generating initial empires
Finding an optimal solution is the goal of optimization. We generate our countries which are the randomized solutions as population [5] . In an N-dimensional problem, a country is an 1 × N array defined as follow:
We should generate N pop of them. The cost of each country is the cost of f (x) at the variables (x 1 , x 2 , ..., x n ). Then
We select N imp of the most powerful countries to form the empires. The remaining N col of the population will be the colonies. As a result, we will have two types of countries: imperialist and colony. Now, we divide the N col colonies among N imp imperialists. We define the normalized cost of an imperialist by
where c n is the cost of nth imperialist and C n is its normalized cost. The normalized power of each imperialist is defined by
So, the initial number of colonies of an empire will be
where No.C n is the initial number of colonies of nth empire and N col is the number of all colonies. To divide the colonies for imperialists, we randomly choose No.C n of colonies to give them to the nth empire.
Moving the colonies of an empire toward the imperialist
Each colony moves toward the imperialist by x-units in the direction is the vector from colony to imperialist. x will be a random variable with uniform distribution. Then
where d is the distance between colony and imperialist. β causes the colony to get closer to the imperialist. We have put β = 2 for all of our problems. To get different points around the imperialist we have to add a random amount of deviation to the direction of movement like θ which is equal to 0.5 in this paper. 
Revolution
In each iteration, a number of colonies in an empire are replaced with the same number of new generated countries. We have done this by generating some new countries and replacing them with some colonies of that empire, randomly. This action is called revolution which has a sensitive roll in this paper. The number of colonies of the empire which is supposed to be replaced with the same number of new generated countries is:
where N.R.C is the number of revolutionary colonies. This will improve the global convergence of the ICA and prevent it to stick on a local minimum [10] .
Exchanging positions of the imperialist and a colony
While moving a colony may access to a better position than that of imperialist. So, the imperialist moves to the position of that colony and vise versa.
Total power of an empire
Total power of an empire depends on its own all colonies as follow:
where ξ is a position coefficient. We have used the value of 0.02 for in all of our problems.
Imperialistic competition
All empires are in competition with each other to take possession of colonies of other empires and control them. As a result, the power of the weaker empires gradually begins to decrease and the power of more powerful ones increase. To get to this goal, we find the possession probability of each empire based on its total power. The normalized total cost is
where T.C n and N.T.C n are respectively total cost and normalized total cost of nth empire. Now we could be able to calculate the possession probability of each empire by
To divide the mentioned colonies among empires based on the possession probability of them. The vector P is formed as
and also the vector R with uniformly distributed elements
Finally, we have vector D by
The elements of D will hand the mentioned colonies to an empire whose relevant index in D is maximum.
The eliminated empire
When an empire loses all of its colonies, will collapse and became one of the rest colonies.
Convergence
At the end, we will have the most powerful empire with no any competitor and all colonies will be under the control of this unique empire. So, all the colonies will have the same costs as the unique empire has. It means that there is no difference between colonies and their unique empire. In this ideal world, we put an end to our algorithm.
Proposed Method
Since the proposed RevolutionRate in [10] is fixed during each process, so, in some problems, especially in the systems of nonlinear equations, ICA falls in the local optimum. In this paper, to improve the efficiency of the algorithm, a similar behavior to mutation in GA is simulated. Therefore, in each process, a random number on (0,1) is produced. If it was less or equal to RevolutionRate, the position of a colony randomly changes. Otherwise, does not change. In each iteration, this is applied on each colony of an empire. This method raises the efficiency of ICA significantly.
Experiment and results
In this section, we have investigated the performance of ICA with four benchmark functions.
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where min f (x) = −3.3220. The ICA was run 10 times and the parameters were same to Test 1 with 300 iterations. The results of Mo et al. [2] and ours are shown in Table 4 and Table 5 respectively with the same parameters. The global solutions in [3] were
with the convergence history shown in Figure 4 . The ICA reached to the best result with the same parameters in Table 1 quicker than PSO in [3] as follow
and the convergence history is shown in Figure 5 with the same 50 iterations.
Test 4:
This example was given in [3] 
The solution of this function is -1.21598D. The results of [3] and ICA for D=10 and D=100 are comparable in Table 6, Table 7 and Table 8 respectively. The variables in both algorithm were in (3, 13) and our number of countries are 300 as [3] . The ICA found the optimal solution for D=10 before approximately 70 iterations and it found the optimal solution for D=100 before approximately 700 iterations, much better than PPSO in [3] . See Figure 6 , Figure 7 and Figure 8 too. 
Case study
Six standard systems are selected from the literature to demonstrate the efficiency of the ICA for solving systems of nonlinear equations.
Case 1: Geomety size of thin wall rectangle girder section = 9369,
= 6835,
b = T he width o f the section h = T he hight o f the section t = T he thickness o f the section
The results in [3] were printed incorrectly as shown in Table 9 . The best solutions obtained by the ICA method has been listed in Table 10 and compares them with correct results reported by Mo et al. [2] and Luo et al. [1] . It isobvious from Table 10 that the results of the ICA method outperform other three results with the same 300 iterations and 250 countries as population and other parameters are shown in Table 1 . Case 2:
The solution in [2] and [3] was (4, 3, 1) . The ICA method got the same result but the convergence history of ICA is better with 300 iterations and 250 countries while [3] had been reached with 1000 iterations and 250 population to the answer. See Figure 9 and Figure 10 . with 50 iteration and 250 countries. Figures 11 and 12 shows the convergence history of Case 3.
Case 4: Neurophysiology Application
We considered the example proposed in [7] and [12] . The best known solution in [7] among 12 different solutions has been shown in Table 11 beside the exact solution of ICA with the same 300 countries and 200 iterations in [7] . The best results of [7] The This problem has been solved by filled function method in [8] and proposed problem in [13] .
The known solution of Case 6 in [8] , [13] and our results are shown in Table 12 with 1000 iterations and 300 countries. 
Discussion
There are a diverse range of mathematical methods and evolutionary algorithms for optimization problems especially for solving systems of nonlinear equations. In this paper, the efficiency of ICA for optimization of different examples are compared to different methods such as Hybrid Approach with Chaos Optimization and Quasi-Newton [1] , Conjugate Direction Particle Swarm Optimization (CDPSO) [2] , Proposed Particle Swarm Optimization (PPSO) [3] , Genetic Algorithm (GA) [7] , A New Filled Function Method [8] , Homotopies Exploiting Newton Polytopes [12] . In all results, ICA outperforms other mentioned methods with less iteration than other discussed methods. For example we reached to the exact solution of Test 1 with 400 iterations in comparison to [2] with 1000 iterations. Table 8 shows results for a large scale problem which ICA performs well. The efficiency of proposed method is due to manipulation of the revolution policy of ICA. We implement the similar strategy to mutation as a revolution in ICA [14] . This significantly improves the performance of ICA. The statistical results of tests and cases with 30 independent runs in Table 13 show the stability and convergence of our proposed method. we use One-Sample t-test for a comparison of the average of cases (observed averages) and the countries (expected averages) with an adjustment for our five cases in the sample and the standard deviation of the average (See Table 14 ).
Conclusions and future works
This paper proposes a new efficient approach for solving systems of nonlinear equations. The system of nonlinear equations was transformed into a multi-objective optimization problem. The goal was to obtain values as close to zero as possible for each of the involved objectives. Some well-known problems were presented to demonstrate the efficiency of the Imperialist Competitive Algorithm ( ICA ) in comparison with other algorithms such as PPSO, CDPSO, GA, Filled Function Method, Homotopies Exploiting Newton Polytopes. This paper aims to improve the revolution policy of ICA as mentioned in Section 3. Therefore, proposed method reached to more accurate solutions than other methods. As a future work, we are planning to extend ICA on solving the boundary value problems such as Harmonic and Biharmonic equations. Furthermore, the normal distribution can be used instead of uniform distribution to achieve better results. It is noteworthy that the convergence speed could be raised by the use of chaos theory for θ [9] .
