Abstract. We make a complete wavelet analysis of asymptotic properties of distributions. The study is carried out via Abelian and Tauberian type results, connecting the boundary asymptotic behavior of the wavelet transform with local and non-local quasiasymptotic properties of elements in the Schwartz class of tempered distributions. Our Tauberian theorems are full characterizations of such asymptotic properties. We also provide precise wavelet characterizations of the asymptotic behavior of elements in the dual of the space of highly time-frequency localized functions over the real line. For the use of the wavelet transform in local analysis, we study the problem of extensions of distributions initially defined on R \ {0} to R; in this extension problem, we explore the asymptotic properties of extensions of a distribution having a prescribed asymptotic behavior. Our results imply intrinsic properties of functions and measures as well, for example, we give a new proof of the classical Littlewood Tauberian theorem for power series.
Introduction
The aim of this paper is to provide a local analysis of distributions through the analysis of their wavelet transforms at boundary points. This will be done via a Tauberian approach. Our Abelian-Tauberian type results imply intrinsic properties of functions as well, for example, we will derive from them the nowhere differentiability of the Weierstrass function even in an average sense, Example 3, the celebrated Littlewood Tauberian theorem [25] , Example 5, while in Examples 2 and 4 we consider Fourier series with gaps and in Example 6 we examine the asymptotics of monotone functions and non-negative measures via their wavelet transforms. Applications are also indicated in Remarks 1 and 2.
The wavelet transform is a powerful tool for studying local properties of functions. Usually, the wavelet analysis presents two main important features [4, 6, 18, 23, 28, 41] : the wavelet transform as a time-frequency analysis tool, and the wavelet analysis as part of approximation and function space theory (see also [4, 16, 17, 27] and references therein for another approach to the time-frequency analysis). The existent applications of wavelet methods in local analysis are very rich. In [39] , the wavelet transform is effectively applied to the analysis of differentiability properties of functions; it is deeply involved in the analysis of regularity notions. One could mention its vital role for the analysis of various classes of spaces, for example, ZygmundHölder type spaces and 2-microlocal spaces (cf. [19] , [35] , [36] , [21] - [23] , [28] , [39] ), and hence for the study of pseudodifferential operators within such classes (see [3, 18, 20, 23, 28] ).
In this article, we are mainly concerned with the Schwartz class of tempered distributions. While it is totally clear what one means by the pointwise regularity and the asymptotic properties of a function, it is not so clear for a distribution. Schwartz definition of a distribution itself makes no allusion to pointwise properties, and, at a first look, suggests that one could hardly talk about them.
It is then interesting to mention that there are indeed local notions which can be used to measure pointwise properties of distributions. One may even talk about the value of a distribution at point, if one interprets it in the sense of Lojasiewicz [26] . Naturally, not all distributions have a value at a point. The Lojasiewicz notion admits a natural generalization, the quasiasymptotic behavior, which may be used to describe pointwise asymptotic properties of distributions as well as asymptotic properties at infinity. The quasiasymptotics were introduced by Zavialov [54] as a result of his investigations in quantum field theory, and further developed by him, Vladimirov and Drozhzhinov (see [7] - [10] , [47] - [50] ). Later on, the theory had its main developments within the study of integral transforms, convolution equations, partial differential equations, multiresolution expansions and Abelian and Tauberian theory (see [7] - [10] , [13] - [15] , [30] - [33] , [38] , [47] - [53] ).
Ideas of quasiasymptotics have also important connections with problems in Fourier analysis, especially the case of Lojasiewicz notion for point values which has been widely used to study various problems of summability for Fourier series and integrals ( [12] , [43] - [45] , [52] ).
The main goal of this paper is to provide a complete study of the quasiasymptotic behavior of distributions through the wavelet transform which can be thought as a sort of mathematical microscope analyzing a distribution on various length scales around any point of the real axis. Therefore, this transform is very suitable for studying the quasiasymptotic behavior, which actually measures scaling self-similarities of distributions at an asymptotic level. We would like to point out that our results are related to those of Drozhzhinov and Zavialov, though with a different approach. In fact, the Tauberians from [8] make use of wavelets with finitely many vanishing moments, while here we employ wavelets with infinitely many vanishing moments.
The examples mentioned at the beginning of this introduction show that our analysis, connecting abstract notions from distribution theory with the wavelet transform, gives a powerful new tool for the local analysis of functions as well. Main structural theorems based on our results from previous papers are important and formulated in Theorems 1 and 2. Tauberian results are also given in the form of theorems; Theorems 3-7 are devoted to the behavior at a finite point while Theorems 8-11 are dedicated to the behavior at infinity. The Tauberian results for finite points relate the quasiasymptotics with asymptotics of the wavelet transform over cones with vertex at the boundary and the Tauberian estimate:
|W ψ f (x 0 + ε cos ϑ, ε sin ϑ)| ≤ C ρ(ε) (sin ϑ) m , for a suitable comparison function ρ. The unbounded term (sin ϑ) −m in (1.1) gives to the results a very general character with mild constrains.
The paper is organized as follows. We recall in Section 2 the basic facts from distribution wavelet analysis, following Holschneider [18] ; we also briefly discuss the notion of quasiasymptotics. Section 3 connects the boundary asymptotic behavior of the wavelet transform through Abelian theorems and Tauberian characterizations of the quasiasymptotic behavior in S 0 , the dual of the space of highly time-frequency localized functions S 0 [18] . In addition, we provide examples related to point values of distributions which correspond to Abelian type results and have some interesting consequences when applied to the Weierstrass function. We study in Section 4 the consequences of asymptotic relations in S 0 within the space of tempered distributions. Moreover, we shall study in Section 4 a slightly more general problem, that is, the asymptotic properties of extensions to R of distributions initially defined on R \ {0} and having a prescribed asymptotic behavior; here we follow the approach from [42, 43] , and complement some results. Notice that the latter is also important from a mathematical physics perspective, since it is of relevance for renormalization procedures in quantum field theory [2] . Sections 5 and 6 are the most important ones; there we obtain the Tauberian theorems for quasiasymptotics of tempered distributions in terms of the wavelet transform. These Tauberian theorems are complete inverse theorems to the Abelian ones from [32, 33] . They can also be considered as generalizations of the results from [19] to our distributional context. Within these sections, applications of the Tauberian results are given through examples and remarks. Finally, Appendix 7 contains the proof of a technical lemma from Section 3 (Lemma 1).
Preliminaries and Notation
The set of positive real numbers is denoted by R + and as usual its closure is denoted by R + = [0, ∞). Similarly, we use notation R − and R − ; R 0 = R \ {0}. The sets of positive and negative integers are denoted by Z + and Z − ; N = {0, 1, 2, . . . }. The set H denotes the upper half-plane, that is,
The Schwartz spaces of tests functions and distributions on the real line are denoted by D(R) and D (R), respectively; the spaces of smooth rapidly decreasing function and its dual, the space of tempered distributions, are denoted by S(R) and S (R) ( [34] ). The Fourier transform is defined by
and extend to S (R) by duality. By a progressive distribution or function, we mean one whose Fourier transform is supported by R + ; similarly, the term regressive refers to those whose Fourier transform is supported by R − . We will follow [18] for the wavelet analysis of distributions. The space of highly time-frequency localized progressive functions over the real line S + (R) is the set of those elements of S(R) which are progressive functions; correspondingly, S − (R) consists of those ones which are regressive. The space S 0 (R) is defined then as S 0 (R) = S − (R) ⊕ S + (R) and it is called the space of highly time-frequency localized functions over R. Alternatively, φ ∈ S 0 (R) if φ ∈ S(R) and
We note that S 0 (R) is a closed subspace of S(R). The dual spaces of S + (R), S − (R) and S 0 (R) (these spaces provided with the relative topology inhered from S(R)) are S − (R) = (S + (R)) , S + (R) = (S − (R)) and S 0 (R), respectively. It should be noticed that the space S + (R) defined above is different from the one used in [47] , for example. Note that there is a continuous linear projector from S (R) onto S 0 (R), given by the transpose of the trivial inclusion from S 0 (R) to S(R). Due to the Hahn-Banach theorem, this map is surjective; however, there is no continuous right inverse for this projection [13] . Note also that the kernel of this projection is the space of polynomials; hence, the space S 0 (R) can be regarded as the quotient space of S (R) by the space of polynomials. If f ∈ S (R), we will keep calling by f the projection of f to S 0 (R).
By a wavelet we mean an element ψ ∈ S 0 (R). The wavelet transform of f ∈ S (R) with respect to a wavelet ψ is given by the C ∞ -function on H
where
. The wavelet η is called a reconstruction wavelet for the wavelet ψ if the two constants
are non-zero and equal to each other; in such case we write
If ψ admits the reconstruction wavelet η, we have the desingularization formula for f ∈ S 0 (R) and φ ∈ S 0 (R)
Therefore, the wavelet transform is injective on S 0 (R); on the other hand, the injectivity of this integral transform fails when it is considered over S (R) because the moment vanishing condition (2.1) gives that the wavelet transform of any polynomial vanishes. Note that any wavelet admits a reconstruction wavelet as long as suppψ ∩ R + = ∅ and suppψ ∩ R − = ∅. We will mainly use wavelets admitting a reconstruction wavelet. An explicit example of one of such wavelets is ψ given in the Fourier side byψ(x) = e −|x|− 1 |x| , x ∈ R, which is itself its own reconstruction wavelet. We now change our attention to the concept of quasiasymptotic behavior of distributions [15, 30, 42, 43, 46, 47] . The idea of quasiasymptotics is to look for asymptotic representations at either small scale or large scale. Specifically, we look for asymptotics
in the distributional sense, that is, holding after evaluation at each test function
If one assumes that ρ is defined, positive and measurable near 0 (resp. ∞) and that g is a non-zero distribution, then relation (2.4) forces ρ to be a regularly varying function [1] and g a homogeneous distribution having the degree of homogeneity equal to the index of regular variation of ρ [15, 30, 47] . Since any regularly varying function ρ can be written as
where L is a slowly varying function, we may only talk about slowly varying functions in the rest of our discussion. Recall [1] a measurable real valued function defined and positive on an interval of the form (0, A] (resp. [A, ∞)), A > 0, is called slowly varying at the origin (resp. at infinity) if
Observe that slowly varying functions are very convenient objects to be employed in wavelet analysis since they are asymptotically invariant under rescaling at small scale (resp. large scale). Recall,
is said to have quasiasymptotic behavior of degree α at x = x 0 with respect to the slowly varying function L if
exists (and is finite) for each φ ∈ D(R).
Note that the Banach-Steinhaus theorem implies that there must be a distribution g ∈ D (R) such that the above limit (2.6) is equal to g(x), φ(x) , for each φ ∈ D(R). As remarked before, if g = 0, then it must be a homogeneous distribution of degree α. We recall that all homogeneous distributions on the real line are linear combinations of either x α + and x α − , if α / ∈ Z − , or δ (k−1) (x) and x −k , if α = −k ∈ Z − . For these special distributions we are following the notation from [15] ; other special distributions that we will use are H(x), the Heaviside function, sgn x, the signum function, and the pseudo-functions Pf H (±x) /x k , k ∈ Z + . Example 1. Point values of distributions. An important special case of Definition 1 is the value of distributions at a point in the sense of Lojasiewicz [26, 44] , which is obtained when α = 0 and L = 1. A distribution f is said to have a (distributional) point value at x 0 in the sense of Lojasiewicz if
In such a case we write f (x 0 ) = γ, distributionally. Note ( [26, 46] 
Analogously to the quasiasymptotics at finite points, one defines the quasiasymptotics at infinity.
Definition 2.
A distribution f ∈ D (R) has quasiasymptotic behavior of degree α at infinity in D (R) with respect to a slowly varying function L if there exists g ∈ D (R) such that
Contrary to the case at points, the quasiasymptotic behavior at ∞ is not a local property, since any distribution of compact support satisfies the Estrada-Kanwal moment asymptotic expansion [15] :
We may also talk about quasiasymptotics in other spaces of distributions, say A the dual of a suitable space of functions A, meaning that f ∈ A and the test functions in (2.6), resp. (2.7), can be taken from A. There is an obvious dependence on the space of generalized functions to be employed, so to denote the quasiasymptotics at infinity, we will indistinctly use the two convenient notations
Likewise, an analogous notation will be used for quasiasymptotics at finite points.
In this article we are mainly interested in tempered distributions. It is very well known [46] that if f ∈ S (R) and it has quasiasymptotic behavior at a point in D (R), then it will have the same quasiasymptotic behavior in S (R) at the point. The same assertion holds for quasiasymptotics at infinity [42, 43, 47] .
3. Characterization of Quasiasymptotics in S 0 (R) 3.1. Abelian Type Results. Recently, the asymptotic behavior of the wavelet transform of a distribution having a quasiasymptotic behavior at a point has been investigated in ( [32, 33] ). Indeed, it is fairly easy to show that
The above result is of Abelian nature. Let us mention that to conclude (3.2), it is enough to assume a weaker hypothesis. Indeed, if we only assume the quasiasymptotic behavior of a tempered distribution in the space S 0 (R), we are still able to deduce (3.2). Actually, the angular asymptotic behavior over cones with vertex at x 0 can also be obtained.
Then, given any 0 < σ ≤ π/2 and r > 0, we have
Proof. In view of (3.3), the Banach-Steinhaus theorem and the compactness of the set (3.5)
we have, as ε → 0 + ,
We have a similar assertion at ∞ (with a similar proof).
We now provide some applications of Proposition 1 to distributions given by trigonometric series with exponential gaps. We will obtain (Example 3) a stronger conclusion than the usual nowhere differentiability for the Weierstrass function. For this purpose, we first give Example 2 which is interesting in itself.
Example 2. This example shows how to construct distributions with no point values in the sense of Lojasiewicz (cf. Example 1).
Let {λ n } ∞ n=0 be a lacunary sequence in the sense of Hadamard, that is, a sequence of positive numbers such that there are a n 0 ∈ N and σ > 1 such that
c n e iλnx , where the series is convergent in S (R). Furthermore, suppose that at a given x 0 the point value f (x 0 ) exists in the sense of Lojasiewicz. Then, by selecting ψ ∈ S 0 (R) with suppψ ⊂ [σ
andψ(1) = 1, the lacunarity of {λ n } n∈N 0 implies that for m large enough, ψ(λ n /λ m ) = 0 if m = n. After a quick calculation, we get Note that exactly the same argument applies to distributions of the form ∞ n=0 c n cos(λ n x) and ∞ n=0 c n sin(λ n x). We refer to [44] for related results to this example.
Example 3. A stronger conclusion than the usual nowhere differentiability for Weierstrass's function.
Recall the Weierstrass functions is
It is continuous and bounded. We look at its first derivative (understood in the distributional sense, of course!)
Since obviously (β/γ) n = o(1), it follows from Example 2 that w (x 0 ) does not exist in the sense of Lojasiewicz at any x 0 ∈ R. In particular, w is nowhere differentiable. It should be emphasized that the non-existence of the Lojasiewicz point value of the derivative is much stronger than non-differentiability (example: h(x) = x −1 sin x is not differentiable at 0, in the ordinary sense, but h (0) = 0, distributionally). In fact, for the Weierstrass function it means [26, 46] that w is nowhere differentiable even in an average sense, namely, for any 
We will show in this example that if α / ∈ N, then g = 0. Since suppf
. If we use the same wavelet from Example 2 and apply Proposition 1, we conclude that
However, we have some degree of freedom over the wavelet, and different choices of ψ lead to different values of the right hand side of the above equation; therefore, C + = 0. In conclusion, we have shown that the only behavior f can have is
is a necessary condition for this to hold.
3.2. Tauberian Type Results. Our next goal is to provide inverse results for the results of Abelian type given in Propositions 1 and 2, under some natural additional Tauberian conditions. Actually, we characterize below quasiasymptotics in S 0 (R) in terms of the wavelet transform. Later, we will use this characterization to study the quasiasymptotic behavior in the space S (R) (Sections 5 and 6). We begin with the case at ∞.
Proposition 3. Let f ∈ S 0 (R). Let ψ ∈ S 0 (R) be a wavelet admitting a reconstruction wavelet. The following two conditions:
and the existence of constants γ, β, M > 0 such that
are necessary and sufficient for the existence of a distribution g such that
In this case we have
Proof. That (3.10) is necessary follows from the Abelian result, Proposition 2. The necessity of (3.11) follows from the characterization of bounded sets in S 0 (R) (c.f. [18, Thm. 28.0.1]). We now focus in showing the converse.
We claim that the linear span of B is dense in S 0 (R). Let h ∈ S 0 (R). If we suppose that
then, by wavelet desingularization, we have that for every φ ∈ S 0 (R),
and hence h = 0. Thus, by the Hahn-Banach theorem, we conclude that the linear span of B is dense in S 0 (R). Furthermore, let F = {f λ ; λ ≥ 1} where
). The estimate (3.11) and the characterization of bounded sets in S 0 (R) (c.f. [18, Thm. 28.0.1]) imply that F is a bounded family in S 0 (R), which in turn implies, by the Banach-Steinhaus theorem, that F is an equicontinuous set. It is known that for equicontinuous sets the pointwise convergence over a complete test space and over some dense subset coincide. But observe that (3.10) exactly gives us the convergence over the linear span of B; so, for some g ∈ S 0 (R), we have f λ → g, λ → ∞, in the weak sense.
We now consider the asymptotic behavior at finite points. The Tauberian condition which we shall use may be referred as a Vladimirov-DrozhzhinovZavialov type Tauberian condition. Actually, they have made extensive use of these types of conditions in the study of Tauberian theorems for local behavior of generalized functions in terms of several integral transforms, see [7, 8, 47, 48] .
We will use the following lemma in the proof of Proposition 4 below. It essentially allows one to pass from a local Tauberian estimate to a global one. Its proof is technically difficult, and we shall postpone it for the Appendix at the end of the article. Lemma 1. Let f ∈ S 0 (R). Let ψ ∈ S 0 (R) be a wavelet admitting a reconstruction wavelet. Then
for some m ∈ R, if and only if there exist γ, β, M > 0 such that
The Tauberian characterization of quasiasymptotics at finite points in S 0 (R) is given by the following proposition.
Proposition 4. Let f ∈ S 0 (R). Let ψ ∈ S 0 (R) be a wavelet admitting a reconstruction wavelet. The following two conditions:
exists, and the existence of m ∈ N such that the Tauberian estimate (3.13) holds, are necessary and sufficient for the existence of a distribution g such that
Proof. Let us first show that (3.15) is valid for all (b, a) ∈ H. Indeed, for (b, a) ∈ H fixed, write b = r cos ϑ and a = r sin ϑ, with r > 0 and 0 < ϑ < π. Then we have that
So, we are in the right to write M b,a := r α M cos ϑ, sin ϑ . By Lemma 1, the estimate (3.13) implies the stronger Tauberian estimate (3.14). Observe that having now (3.14) and (3.15) valid for all (b, a) ∈ H, the arguments given in the proof of Proposition 3 may lead us to the converse, but we choose to present an alternative version of the proof. Let η be a reconstruction wavelet for ψ. Notice that the function given by J(b, a) = M b,a , (b, a) ∈ H, is measurable and satisfies the estimate
hence it is in S (H). Moreover, because of (3.15) and (3.14), we can use Lebesgue dominated convergence theorem and the wavelet desingularization formula to conclude that for each φ ∈ S 0 (R)
Since the last limit exists for each φ ∈ S 0 (R), it follows that f has quasiasymptotic behavior in the space S 0 (R) and that g satisfies (3.16) and
In conclusion, we have characterized the quasiasymptotic behavior of distributions in the space S 0 (R) in terms of the asymptotic behavior of the wavelet transform at approaching points of the boundary. Our main aim is now to extend these results to S (R), that is, we want to give Tauberian theorems for quasiasymptotics (in S (R)) at points and infinity of tempered distributions in terms of the behavior of the wavelet transform. We have reduced this question to the following one: If f ∈ S (R) has quasiasymptotics at x = x 0 or x = ∞ in S 0 (R), what can we say about the existence of the quasiasymptotics of f at x = x 0 or x = ∞ in S (R)? A complete answer to this question will be discussed in the next section.
4. Quasiasymptotic extension from S 0 (R) to S (R).
We reformulate the problem with the aid of the Fourier transform. Let S(R + ), respectively S(R − ), be the closed subspace of S(R) consisting of functions having support in R + , respectively R − . Note F(S + (R)) = S(R + ), F(S − (R)) = S(R − ). The space D(R + ) has different nature than S(R + ); it is defined as the set of those elements of φ ∈ D(R) such that supp φ ⊂ R + (not R + ). Similarly for D(R − ). Their dual spaces are then
We also consider the spaces D(R 0 ), S(R 0 ) := S(R − ) ⊕ S(R + ) and their dual spaces D (R 0 ) and S (R 0 ), respectively.
The problem of extending distributions from S 0 (R) to S (R), together with its asymptotic properties, can be reduced to that of extending distributions from S (R 0 ) to S (R). For S 0 (R) different extensions to S (R) differ by polynomials, and on S (R 0 ) extensions to S (R) differ by distributions concentrate at the origin, i.e., finite sums of δ, the Dirac delta distribution, and its derivatives. Indeed, the images under Fourier transform of S + (R) and S − (R) are F(S + (R)) = S (R + ) and F(S − (R)) = S (R − ), respectively; finally the image of S 0 (R) under Fourier transform is S (R 0 ).
We first analyze quasiasymptotics at finite points. Suppose f ∈ S (R) and
then if we take Fourier transform and replace ε = λ −1 , we obtain the equivalent expression
Therefore the problem we are addressing is equivalent to the problem of determining the quasiasymptotic behavior of a tempered distribution at infinity upon knowledge of quasiasymptotics at infinity in S (R 0 ). Since S (R 0 ) = S (R − ) ⊕ S (R + ) is enough to work in the space S (R + ). We will consider a slightly more general problem. The problem is basically solved by the results of [42, Thm. 4.1-4.3], we state them and add new information below. We want to make some comments about extension of distributions initially defined in R 0 to R. Observe that this problem is of vital importance for renormalization procedures in quantum field theory ( [2, 24, 49, 50] ). It also has much relevance to the study of singular integral equations on spaces of distributions [14] . For simplicity, we discuss the problem of extending a distribution from R + to R.
The spaces D(R + ) and S(R + ) are defined as the restriction of the corresponding test functions to R + . Their dual spaces D (R + ) and S (R + ) are identifiable [47, pp.13-14] with the spaces of distributions and tempered distributions supported by R + , respectively. Therefore, in discussing extensions of distributions defined on R + to R is enough to consider the extension to R + . In general, it is not true that a distribution f 0 ∈ D (R + ) should have an extension to D (R + ). The necessary and sufficient conditions [15] for a distribution f 0 ∈ D (R + ) to admit extensions to D (R + ) is the existence of β ∈ R such that
We call f 0 ∈ D (R + ) extendable to R + if (4.3) holds. In relation to the extendable distributions, the notation D 31 (R + ) is used in [14, At extending distributions and asymptotic relations, new terms in the asymptotics could appear. In fact, for some cases, we need to consider the so called associate asymptotically homogeneous functions from [42, 46] . A positive measurable function c is said to be associate asymptotically homogeneous of degree zero at infinity, resp. at the origin, with respect to a slowly varying function L if it is defined in some interval of the form [A, ∞) (resp. (0, A]), A > 0, and there exists β such that
for each a > 0. These functions are also known as de Haan functions [1] . After all these preliminaries, we can state our first theorem.
be an extendable distribution to R + . Let α ∈ R and L be slowly varying at infinity. Suppose that
Then f 0 ∈ S (R + ) and the quasiasymptotics holds in S (R + ). Moreover, let f ∈ S (R + ) be any extension of f 0 .
(i) If α > −1, then f has the quasiasymptotic behavior (4.5) in S (R).
(ii) If α < −1 and α / ∈ Z − , then there exist constants a 0 , . . . , a n−1 , n < −α, such that
as λ → ∞ in S (R). The constants depend on the choice of the extension f .
(iii) If α = −k, k ∈ Z + , then g is of the form g(x) = C Pf H(x)/x k and there are (k − 1) constants a 0 , . . . , a k−2 and an associate asymptotically homogeneous function c of degree 0 with respect to L satisfying
The constants and the function c depend on the choice of the extension f .
Proof. The statements (i), (ii), and (iii), are direct consequences of [42, Thm.4.1-4.3], it also follows that f is a tempered distribution. Since f 0 is the restriction of f to D(R + ), we infer that f 0 ∈ S (R + ); furthermore, by the same reason, the quasiasymptotic behavior (4.5) holds in that space.
Corollary 1. Let f ∈ S (R).
Let α ∈ R, x 0 ∈ R and L be slowly varying at the origin. Suppose that
(i) If α < 0, then f has the quasiasymptotic behavior (4.9) in S (R).
(ii) If α > 0 and α / ∈ Z + , then there exists a polynomial p, of degree less than α, such that
(iii) If α = k, k ∈ N, then g is of the form g(x) = C − x k − +C + x k + +βx k log |x| , and there are a polynomial p of degree at most (k − 1) and an associate asymptotically homogeneous function c, satisfying (4.4), such that
.
Proof. As in (4.2), take Fourier transform to f (x 0 + · ). In S 0 (R), we have unique decompositions e ix 0 xf = f − + f + andĝ = g − + g + , where f ± , g ± ∈ S (R ± ). A direct application of Theorem 1 to f ± , g ± and L(1/λ) yields the result on the Fourier side.
We now extend Theorem 1 to quasiasymptotics at the origin. The proof of the next theorem is an adaptation of the arguments from [42, Sec.4] to our context.
Then f 0 is extendable to R + . Moreover, if f ∈ D (R + ) is an extension of f 0 to R + , one has that: (i) If α / ∈ Z − , then there exist constants a 0 , a 1 , . . . , a m−1 such that
(ii) If α = −k, k ∈ Z + , then g is of the form g(x) = C Pf H(x)/x k and there exist an associate asymptotically homogeneous function c satisfying
for each a > 0, and constants a k , a k+1 , . . . , a m−1 such that (4.15)
Furthermore, if one assume that f 0 ∈ S (R + ), then f ∈ S (R + ) and the asymptotic expansions (4.13) and (4.15) hold in S (R). 
as ε → 0 + , uniformly for x ∈ [1/2, 1]. Setting x = 1 and replacing x by ε, we obtain that
in the ordinary sense. Therefore, F is actually continuous on [0, 1) and the asymptotic formula (4.16) holds in D (R). Let
m , differentiating (4.16) m-times, we see that f 1 has the quasiasymptotic behavior (4.12) in D (R), and f 1 is an extension of f 0 . The rest follows from the observation that f − f 1 is a distribution concentrated at the origin, and hence it is a sum of the Dirac delta distribution and its derivatives. 
Differentiating the last expression (m − k)-times, we get
m , k more differentiations of (4.17) and the formula
imply that
is concentrated at the origin, and hence we obtain (4.15).
The same arguments given in the proof of Corollary 1, but now using Theorem 2, lead to the following corollary.
Corollary 2. Let f ∈ S (R). Let L be slowly varying at infinity and α ∈ R. Suppose that
(i) If α / ∈ N, then there exists a polynomial p, which may be chosen to be divisible by x max{0, [α]+1} , such that
(ii) If α = k, k ∈ N, then g is of the form g(x) = C − x k − +C + x k + +βx k log |x| , and there are a polynomial p, which may be chosen divisible by x k+1 , and an associate asymptotically homogeneous function c, satisfying (4.4), such that
as λ → ∞ in S (R).
Tauberian theorems for quasiasymptotics at points.
As a consequence of our analysis from Sections 3 and 4, we obtain the Tauberian theorems for quasiasymptotics at points of tempered distributions. The proofs of the next three theorems follow at once by applying Proposition 4 and Corollary 1. Theorem 3. Let f ∈ S (R) and α < 0. Suppose that the wavelet ψ ∈ S 0 (R) admits a reconstruction wavelet. Necessary and sufficient conditions in terms of the wavelet transform for f to have quasiasymptotic behavior at x = x 0 of degree α with respect to a slowly varying function L are the existence of the limits
and the existence of m such that
In such a case there is a homogeneous distribution g of degree α such that
Theorem 4. Let f ∈ S (R) and α > 0, α / ∈ N. Suppose that the wavelet ψ ∈ S 0 (R) admits a reconstruction wavelet. Conditions (5.1) and (5.2) are necessary and sufficient for the existence of a polynomial p of degree less than α such that f − p has quasiasymptotic behavior of degree α with respect to L at the point x = x 0 . In such a case there is a homogeneous distribution g of degree α such that M b,a = W ψ g(b, a).
Theorem 5. Let f ∈ S (R) and k ∈ N. Suppose that the wavelet ψ ∈ S 0 (R) admits a reconstruction wavelet. Conditions (5.1) and (5.2) with α = k are necessary and sufficient for the existence of a distribution of the form g(x) = C − x k − + C + x k + + βx k log |x| , a polynomial p of degree at most (k − 1), and an associate asymptotically homogeneous function c, satisfying (4.4), such that
Remark 1. Theorems 3-5 have an interesting variant involving uniformity. Let {f t } t be a family of distributions indexed by t ∈ Λ. For instance, in the case of Theorem 4, (5.1) and (5.2) with f = f t with uniformity in t are necessary and sufficient for the existence of polynomials {p t } t such that f t − p t have uniform quasiasymptotics with respect to t, namely, for each ϕ ∈ S(R) there holds
In fact, straightforward modifications of our arguments lead to the desired uniformity. Similar considerations are valid for Theorems 3 and 5. Such results can be used to study local properties of distributions at different points simultaneously, they will be the subject of our further investigations of vector-valued wavelet transforms with applications within various function spaces.
5.1.
Applications of the Tauberian Theorems. We now give an application of our Tauberian theorems. We provide a new proof of Littlewood's Tauberian theorem for the converse of Abel theorem on power series [25] . The celebrated Littlewood's Tauberian theorem states that if
c n e −yn = γ and if the Tauberian hypothesis c n = O(1/n) is satisfied, then
We will give a "wavelet proof " of this theorem based on Theorem 5.
c n e in(b+ia) .
Then, F is analytic in z = b + ia, for a > 0. Observe that (5.4) tells us that F (ia) → γ, as a → 0 + . We actually have a stronger assertion under the Tauberian hypothesis, namely, non-tangential convergence.
Lemma 2. There is C > 0 such that
Furthermore, for each (b, a) ∈ H we have that
Proof. Let s(x) = 0≤n<x c n . First, we prove that s(x) = O(1) as x → ∞. Indeed, by (5.4) and the condition |c n | ≤ M/n, we have that for suitable positive constants C 0 and C 1
We now show (5.6). We have
where C does not depend on a, b, and ε. In particular, F is bounded over cones with vertex at the origin. It is well known that for bounded analytic functions the existence of radial limits is equivalent to non-tangential limits [5] ; hence (5.7) follows.
Our plan is to apply Theorem 5 to show the existence of c such that
and later to use (5.4) and deduce that indeed f (0) = γ in the sense of Lojasiewicz (cf. Example 1). This will imply (5.5), as we shall see.
Letψ 1 (x) = e −|x|− 1 |x| and choose ϕ ∈ S(R) such thatφ is real-valued and ϕ(x) = e −x , for x ≥ 0. Consider the wavelet ψ = ϕ * ψ 1 . If 0 < a ≤ 1 and ε ≤ 1, we have with a suitable constant C 2
so the Tauberian estimate (cf. (5.2)) for the wavelet transform of f has been established. Next, a quick calculation shows that for fixed (b, a) ∈ H (here
Therefore, Lemma 2 gives us the right to apply Lebesgue's dominated convergence theorem to conclude that
So, (5.8) follows now from Theorem 5. On the other hand, if we evaluate (5.8) at ϕ, we have
c n e −εn = γ.
Our conclusion from this wavelet analysis is that f (0) = γ, distributionally.
Here comes the final step in our argument. Let σ > 0 be an arbitrary positive number. Choose an even test function θ ∈ S(R) such that 0 ≤θ ≤ 1,
we obtain then lim sup
Since σ was arbitrary, we conclude that ∞ n=0 c n = γ, as required.
Remark 2. The presented Tauberian results and Remark 1 give a new approach for the investigations of local properties of functions, for example in the Hölder and Zygmund classes involving 2-microlocal characterizations, through their wavelet transforms. We will give examples which correspond to the classical ones in our forthcoming papers.
5.2.
Tauberian Conditions for α ≥ 0. We may formulate Tauberian conditions in order to guarantee quasiasymptotic behavior in the case α ≥ 0. We also point out that test functions can always be found satisfying the hypothesis of the next two corollaries [11] .
Corollary 3. Let the hypotheses of Theorem 4 be satisfied. Let n = [α]. Let ϕ ∈ S(R) be such that its moments
implies that f has quasiasymptotic behavior of degree α with respect to L at the point x = x 0 .
Proof. By Theorem 4, there exist (n + 1) constants c 0 , c 1 , . . . , c n and a homogeneous distribution g of degree α such that
Evaluating the last asymptotic expansion at ϕ and comparing with (5.9), one has that
which readily implies that c j = 0, for each 0 ≤ j ≤ n.
Corollary 4. Let the hypothesis of Theorem 5 be satisfied and α = k. Let ϕ ∈ S(R) be such that its moments
for some constant C, implies that f has quasiasymptotic behavior of degree k with respect to L at the point x = x 0 .
Proof. Comparison between (5.10) and (5.3), evaluated at ϕ, gives that the polynomial vanishes and the asymptotic relation
from where we obtain the result.
Our next Tauberian theorems makes use of quasiasymptotic boundedness [43] as the Tauberian condition. We call the distribution f quasiasymptotic bounded of degree α at x = x 0 with respect to a function L, slowly varying at the origin, if f (x 0 + ε ·)/(ε α L(ε)) is a weak bounded set in S (R), for ε small enough. In this case we write
∈ N, and L be a slowly varying function at the origin. Let ψ ∈ S 0 (R) be a wavelet admitting a reconstruction wavelet. Suppose that the following limits exist:
Then, the Tauberian condition
implies the existence of a homogeneous distribution g of degree α such that M b,a = W ψ g(b, a) and
Conversely, the quasiasymptotic behavior (5.13) implies (5.11) and (5.12).
Proof. 
. But if we evaluate (5.12) at ϕ, we obtain (5.9), and thus, Corollary 3 yields the result in this case.
Theorem 7. Let f ∈ S (R), x 0 ∈ R, k ∈ N, and L be a slowly varying function at the origin. Let ψ ∈ S 0 (R) be a wavelet admitting a reconstruction wavelet. Suppose that the following limits exist:
implies the existence of a distribution, having the form g(x) = C − x k − + C + x k + + βx k log |x|, and an associate asymptotically homogeneous function c, satisfying (4.4), such that M b,a = W ψ g(b, a) and
Moreover, c(ε) = O(L(ε)). Additionally, if there exists ϕ ∈ S (R) satisfying (5.10) and having non-zero k th -moment, i.e. µ k = ∞ −∞ x k ϕ(x)dx = 0, then f has quasiasymptotic behavior of degree k with respect to L.
Proof. As in the proof of Theorem 6, we obtain that (5.14) and (5.15) imply f satisfies an asymptotic expansion of the form (5.3) ; furthermore, evaluating the asymptotic relation (5.3) at a φ with non-zero first k moments and using the quasiasymptotic boundedness (5.15), we obtain (5.16) and c(ε) = O(L(ε)). Evaluating (5.16) at ϕ, we obtain that c(ε) ∼ BL(ε), for some constant B. This completes the proof.
6. Tauberian theorems for quasiasymptotics at infinity.
We now state the Tauberian theorems for asymptotic behavior at infinity, the proofs of Theorem 8 and Theorem 9 follow immediately from Proposition 3 and Corollary 2. The proofs of Corollaries 5-6 and Theorems 10-11 are analogous to those of Corollaries 3-4 and Theorems 6-7, and then we choose to omit them. Theorem 8. Let f ∈ S (R) and α / ∈ N. Suppose the wavelet ψ ∈ S 0 (R) admits a reconstruction wavelet. Necessary and sufficient conditions in terms of the wavelet transform for the existence of a polynomial p such that f − p has quasiasymptotic behavior at infinity of degree α with respect to a slowly varying function L are the existence of the limits
and the existence constants of γ, β, M > 0 such that
for all (b, a) ∈ H and λ ≥ 1. In such a case there is a homogeneous distribution g of degree α such that
Theorem 9. Let f ∈ S (R) and k ∈ N. Suppose the wavelet ψ ∈ S 0 (R) admits a reconstruction wavelet. The conditions (6.1) and (6.2) with α = k are necessary and sufficient for the existence of a distribution of the form g(x) = C − x k − + C + x k + + βx k log |x| , a polynomial p, which is divisible by x k+1 , and an associate asymptotically homogeneous function c, satisfying (4.4), such that
Example 6. Let f be an non-decreasing functions having tempered growth and being supported by [0, ∞). Assume also that α ≥ 0. In this case, the conditions (6.1) and (6.2) are necessary and sufficient for f to have asymptotic behavior
Indeed, the necessity follows at once. For the sufficiency, observe the support condition imposed to f leads to the quasiasymptotic behavior
, for some C, which implies the asymptotic behavior in the ordinary sense (cf. [47, p. 124] ). Of course, similar conclusions hold for non-negative measures and their primitives. . Let ϕ ∈ S(R) be such that its moments µ j := ∞ −∞ x j ϕ(x)dx = 0, for n < j. The condition
implies that f has quasiasymptotic behavior of degree α with respect to L at infinity.
Corollary 6. Let the hypothesis of Theorem 9 be satisfied. Let ϕ ∈ S(R) be such that its moments
for some constant C, implies that f has quasiasymptotic behavior of degree k with respect to L at infinity.
Theorem 10. Let f ∈ S (R), α / ∈ N, and L be a slowly varying function at infinity. Let ψ ∈ S 0 (R) be a wavelet admitting a reconstruction wavelet. Suppose that the following limits exist:
Conversely, the quasiasymptotic behavior (6.8) implies (6.6) and (6.7).
Theorem 11. Let f ∈ S (R), k ∈ N, and L be a slowly varying function at infinity. Let ψ ∈ S 0 (R) be a wavelet admitting a reconstruction wavelet. Suppose that the following limits exist:
implies the existence of a distribution having the form g(x) = C − x k − + C + x k + + βx k log |x| and an associate asymptotically homogeneous function c, satisfying (4.4), such that M b,a = W ψ g(b, a) and
Moreover, c(λ) = O(L(λ)). Additionally, if there exists ϕ ∈ S (R) satisfying (6.5) and having non-zero k th -moment, i.e. µ k = ∞ −∞ x k ϕ(x)dx = 0, then f has quasiasymptotic behavior of degree k with respect to L. Remark 3. We give several remarks about progressive and regressive distributions. In the case of a progressive wavelet ψ we say that η is a reconstruction wavelet for it if just the positive frequency part of (2.3) is satisfied. Analogously for regressive ones.
Suppose first that f ∈ S + (R). Since only the positive frequency part of a wavelet is relevant for the wavelet transform of f , and any non-vanishing ψ ∈ S + (R) is its own reconstruction wavelet, it is enough to assume in Propositions 3 and 4 that ψ is an arbitrary non-zero element of S + (R). Likewise, if f ∈ S − (R), Propositions 3 and 4 hold for an arbitrary non-zero regressive ψ ∈ S − (R).
Assume now that f ∈ S (R) is a progressive distribution, that is, suppf ⊆ [0, ∞). Then, Theorems 3-11 hold if ψ is an arbitrary non-zero element of S + (R). Similarly, for a regressive distribution, they hold for a arbitrary non-zero regressive ψ ∈ S − (R).
Appendix: Proof of Lemma 1
Before going over the proof, we need some additional wavelet concepts [18] .
The space S(H) of highly localized function over H is defined as those smooth functions on H such that
for all m, n, k, l ∈ N. It is topologized in the obvious way. We will also consider its dual space, S (H). Any locally integrable function F of "slow growth" on H, that is,
for some C > 0 and integers m, l ∈ N, can be identified with an element of S (H). Our convention for identifying it with an element of S (H) is to keep using the notation F ∈ S (H) and the evaluation of F at Φ ∈ S(H) is given by
One defines the wavelet synthesis M ψ : S (H) → S 0 (R) by
Suppose η is a reconstruction wavelet for ψ, we will make use of the projection operator of S (H) onto the image of the wavelet transform [18] , it is given by the projector 1
If the distribution F is a locally integrable distribution of slow growth on H, it is possible to write the projection by the integral transform Proof of Lemma 1. Clearly (3.14) implies (3.13). Thus, we will prove that (3.13) ⇒ (3.14). We assume that x 0 = 0 for simplicity. Let η be a reconstruction wavelet for ψ. Let F = χ I W ψ f where χ I is the characteristic function of the set I = |b| ≤ 1, 0 < a ≤ 1. Let G = W ψ f − F . Consider f 0 = c The plan is to show that each W ψ h and W ψ f 0 satisfy an estimate of type (3.14).
We will show first that W ψ h(b, a) = o (a ∞ ) uniformly for b in a neighborhood of the origin as a → 0 + . Let σ be a positive real number. We use the characterization of the singular support of distributions given in [18, Thm. 27.0.2], and conclude that h is C ∞ in (−1/2, 1/2). In particular, h(εx) = o(ε ∞ ), and so the wavelet characterization of bounded sets in S 0 (R) [18, Thm. 28 .0.1] implies that W ψ h satisfies an estimate of the form (3.14).
Let us now show that W ψ f 0 satisfies an estimate of the form (3.14). Observe that (3. we obtain that for a ∈ 0, ε −1 , b ∈ −ε −1 , ε −1
In addition, we can assume that α+m ≥ 1. We also need to make a technical assumption over L which can be always made since only the values of L near 0 matter for our considerations; indeed we can assume ([46, Section 2], [1, p.25] ) that there exists a constant M 2 > 0 such that
, for all ε, x > 0. Let (7.4) β = α + m + 3, γ = max {m + 2, α + β + 1} .
Find now a constant M 3 > 0 such that (1 + |b|) −β .
In the following, we will also make repeated use of the elementary inequality (7.6) 1 + |x + y| ≤ (1 + |x|) (1 + |y|) .
Then for 0 < ε ≤ 1, we have from (7.2), (7.3) and (7.6) that To estimate the last three integrals, we make use of (7.4), (7.5) and the elementary inequality (7.6). We have Hence (3.14) is satisfied with M = 2 α+m+6 M 1 M 2 M 3 .
