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a b s t r a c t
We study the online batch scheduling problem on parallel machines with delivery times.
Online algorithms are designed on m parallel batch machines to minimize the time by
which all jobs have been delivered. When all jobs have identical processing times, we
provide the optimal online algorithms for both bounded and unbounded versions of this
problem. For the general case of processing time on unbounded batch machines, an online
algorithm with a competitive ratio of 2 is given when the number of machines m = 2 or
m = 3, respectively.Whenm ≥ 4, we present an online algorithmwith a competitive ratio
of 1.5+ o(1).
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider the online scheduling problem on m parallel batch machines to minimize the time by which
all jobs have been delivered. For each job Jj, it has a release time rj, a processing time pj and a delivery time qj. There are m
parallel batch machines and sufficient number of vehicles. Once a job finishes its processing on a batch machine, it should
be delivered to its destination by a vehicle. Let Cj be the completion time on the batchmachine of Jj, and Lj the time bywhich
Jj has been delivered, i.e., Lj = Cj + qj. Our goal is to minimize the time Lmax, by which all jobs have been delivered, i.e.,
Lmax = max
j
{Lj : Lj = Cj + qj}. This problem can be described as Pm|rj, qj, B, online|Lmax.
In classicmachine scheduling problems, amachine canprocess atmost one job at a time. Lee et al. [3] introduced the batch
schedulingmodel. In our paper, the batchmodel is a burn-inmodel. A batchmachine can process up to B jobs simultaneously
as a batch. The processing time of a batch Bi is the longest processing time of all jobs in the batch, and jobs in Bi have the
same beginning time and completion time. Once a batch starts to be processed, we cannot stop it. The batch machine could
be bounded B < +∞ if the bound B of each batch size is finite, or unbounded B = +∞ if B is sufficiently large.
In this paper, the online setting is over-time. Each job becomes available until its release time which is not known in
advance. Once a job Jj arrives, all its characteristics are known and it could be considered to be processed. Even the number
of jobs n is unknown until the last job has been scheduled.
The standard measure of quality of online algorithms is competitive ratio. For minimum optimal problem, an online
algorithm is called ρ-competitive if, for any instance, the cost output by the online algorithm is at most ρ times the optimal
offline cost. The competitive ratio of an online algorithm is defined as the infimum of all values ρ. Moreover, if there are is
not an online algorithm with competitive ratio less than L for some problem, we call the lower bound of this problem as L.
If the competitive ratio ρ of an algorithm for this online problemmatches the lower bound, i.e. ρ = L, we call the algorithm
optimal, or best possible.
Hoogeveen and Vestjens [2] first study the online problem 1|rj, qj, online|Lmax. They show that the lower bound is
(
√
5 + 1)/2, and give the best possible algorithm. On identical parallel machines, the lower bound could not be smaller
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than 1.5 (see Vestjens [8]). Hall and Shmoys show that the competitive ratio of the LS algorithm is 2. Liu [5] gives a 1.618-
competitive algorithm for two machines.
For the batch version 1|rj, qj, B, online|Lmax, it is easy to see that the lower bound could not be smaller than (
√
5+ 1)/2
even if pj = 1 and qj = 0 [1,9]. Tian et al. [6] give a 2-competitive algorithm for the unbounded case and a 3-competitive
algorithm for the bounded case. When all jobs’ processing times are the same, i.e. pj = p, they provide optimal algorithms
for both bounded and unbounded cases with competitive ratios of (
√
5+ 1)/2.
Zhang et al. [9] address the problem Pm|rj, B = +∞, online|Cmax. They give a lower bound m+1
√
2, and present an online
algorithm with a competitive ratio of 1 + αm, where αm = (1 − αm)m−1. When all jobs have identical processing times,
Zhang et al. [10] show that the lower bound could not be smaller than 1+ βm for the unbounded case and (
√
5+ 1)/2 for
the bounded case, where (1 + βm)m+1 = 2 + βm. They also provide the optimal algorithms for both cases. For the general
case on unbounded machines, Liu et al. [4] and Tian et al. [7] prove that the lower bound is 1+ (√m2 + 4−m)/2, and give
different optimal algorithms independently. Thus the problem Pm|rj, B = +∞, online|Cmax is settled.
Here are some notations used in the paper. For any job set J , denote by r(J), p(J), and q(J), the minimum release time,
the largest processing time, and the largest delivery time of jobs in J , respectively. Let S(Bi) be the beginning time of batch
Bi. For any batch Bi, denote by J(i)(p(i), q(i)) and J∗(i)(p
∗
(i), q
∗
(i)), the longest job and the job having the largest delivery time
of Bi, i.e., p(i) = p(Bi) and q∗(i) = q(Bi). We also use U(t) to denote the set of all unscheduled jobs available at time t . Let
φ = (√5− 1)/2.
Inspired by [6,10], we study the problems Pm|rj, pj = p, qj, B < +∞, online|Lmax and Pm|rj, pj = p, qj, B =
+∞, online|Lmax in Sections 2 and 3, and give the optimal online algorithms respectively. In Section 4, we consider
Pm|rj, qj, B = +∞, online|Lmax. When m = 2, a 2-competitive algorithm H2 is given. Improving from the algorithm H2,
we get an algorithm Hm for the case m ≥ 3. And the competitive ratio of Hm is 1.5 + o(1), which is 1.5 when m intends to
infinity.
2. The bounded case with identical processing times
In this section, we assume that all jobs have the same processing times on bounded batch machines. This problem can
be expressed as Pm|rj, pj = p, qj, B < +∞, online|Lmax. A batch is called full if it contains exactly B jobs. Otherwise, it is
non-full. Without loss of generality, we assume that the first job arrives at time 0.
It is well known that, for offline version of bounded batch scheduling problem on a single machine with identical release
times, the FBLPT (Full-Batch Longest Processing Time) rule can be used to achieve the minimal makespan. It is also used
to design an online algorithm. Similar to the FBLPT rule, we have the FBLDT (Full-Batch Largest Delivery Times) rule, and
provide an algorithm Hoff based on the FBLDT rule.
Hoff : Index the jobs such that q1 ≥ q2 ≥ · · · ≥ qn. Group the first B jobs as a batch, the next B jobs as another batch and so
on(The last batch may be non-full). Schedule the batches one by one whenever there is an idle machine.
Theorem 1. For the problem Pm|pj = p, qj, B < +∞|Lmax, the algorithm Hoff is optimal.
Proof. Since all jobs have the same processing times, the job having larger delivery time should be processed earlier. It is
easy to get an optimal schedule matching Hoff by pairwise interchange argument. 
By Theorem 1, it is better to schedule the jobs with larger delivery times. Now we give an online algorithm based on the
FBLDT rule. By this algorithm, the schedule begins at t = φp.
Algorithm HB
Set t = φp. Repeat:
Apply FBLDT to U(t). If there are more than m batches, then process the first m batches in [t, t + p] among all available
batches. Otherwise, process all the available batches. Let t = t + p.
Theorem 2. For the problem Pm|rj, pj = p, qj, B < +∞, online|Lmax, Algorithm HB is optimal.
Proof. Let σ andπ be the schedule obtained by AlgorithmHB and an optimal schedule. According to AlgorithmHB, we know
that any batch in σ starts at (φ + i)p, where i ≥ 0 and is an integer. Let Jl be the first job such that Ll(σ ) = Lmax(σ ), which
starts at (φ + k)p. Without changing the value obtained by Algorithm HB and increasing the optimal value, we can remove
all jobs processed at or after (φ+ k)p except Jl. Suppose that rl < (φ+ k)p. Otherwise, we have Lmax(σ ) = (φ+ k+ 1)p+ ql
and Lmax(π) ≥ (φ + k+ 1)p+ ql, which implies that σ is an optimal schedule.
For convenience, we denote by Ii the interval [(φ + i)p, (φ + i+ 1)p) (0 ≤ i ≤ k).
Let Ix be the last interval before Jl such that during Ix in σ at least one of the following conditions holds:
1. there is at least one idle machine,
2. there is at least one non-full batch,
3. there is at least one job with a delivery time smaller than ql.
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If Ix exists, let G(l) denote the set which consists of job Jl and all jobs between Ix and Jl in σ . Otherwise, let G(l) denote the
set of job Jl and all jobs scheduled before Jl in σ . Due to the definition of Ix, all jobs in G(l) have delivery time no less than ql.
We shall refer to Ix as the interference interval for the schedule σ as it may delay the start times of the jobs in G(l).
If Ix exists, then by the definition of G(l), all jobs in G(l) are released after (φ + x)p. We have that Lmax(π) ≥ (φ + x)p+
(k− x)p+ ql = (φ + k)p+ ql and Lmax(σ ) = (φ + k+ 1)p+ ql, where k ≥ 1. Hence, we have
Lmax(σ )
Lmax(π)
≤ (φ + k+ 1)p+ ql
(φ + k)p+ ql ≤ 1+
p
(φ + 1)p = 1+ φ.
Which means that Lmax(σ ) ≤ (1+ φ)Lmax(π).
If Ix does not exist, then due to the definition of G(l), we have that Lmax(π) ≥ (k + 1)p + ql and Lmax(σ ) = (φ + k + 1)
p+ ql. Thus Lmax(σ )− Lmax(π) ≤ φp ≤ φLmax(π)which means that Lmax(σ ) ≤ (1+ φ)Lmax(π).
Since the lower bound is 1+ φ, Algorithm HB is optimal. 
3. The unbounded case with identical processing times
In this section, we deal with the problem Pm|rj, pj = p, qj, B = +∞, online|Lmax. According to [10], the lower bound
cannot be smaller than 1 + βm, where (1 + βm)m+1 = 2 + βm. Since B is infinite, we just need to decide when to start
unscheduled jobs. Without loss of generality, we assume that the first job arrives at time 0.
Similar to HB, we consider to start a batch at time [(1+ βm)k − 1]p. Since (1+ βm)m+1 = 2+ βm and k ≥ 1, we have
(1+ βm)k+m − 1 = (1+ βm)k−1(2+ βm)− 1 = (1+ βm)k + (1+ βm)k−1 − 1 ≥ (1+ βm)k.
Thus, the batch, which starts at [(1 + βm)k − 1]p, will complete not after [(1 + βm)k+m − 1]p. The algorithm and its
competitive analysis are as follows.
Algorithm H∞
Step1. Set k = 1, t = βmp.
Step 2. If |U(t)| > 0, put all jobs of U(t) in batch Bk and start Bk at time t on machine k (modm). Otherwise, Bk = ∅.
Step 3. Set k = k+ 1, and t = [(1+ βm)k − 1]p. Return to Step 2.
According to Algorithm H∞, batch B(i−1)m+j should be assigned on machine Mj. We have proved that the batch which
starts at [(1 + βm)k − 1]p will complete before or at the time [(1 + βm)k+m − 1]p. Therefore, the batch Bk+m can start its
processing on the same machine at [(1+ βm)k+m − 1]p. The beginning time of any batch Bi is [(1+ βm)i − 1]p.
Theorem 3. The competitive ratio of algorithm H∞ is 1+ βm.
Proof. Let σ and π be the schedule produced by H∞ and an optimal schedule. Choose any job Jj, and denote the batch
containing it by Bk. We have rj > S(Bk−1) (set S(B0) = 0). Note that Lj(σ ) = (1+βm)kp+ qj and Lj(π) ≥ (1+βm)k−1p+ qj.
Thus,
Lj(σ )/Lj(π) ≤ 1+ βm,∀Jj
Therefore, Lmax(σ )/Lmax(π) ≤ 1+ βm.
Since the lower bound cannot be smaller than 1+ βm, Algorithm H∞ is optimal. Its competitive ratio is 1+ βm. 
4. The general case on unbounded machines
In this section, we first give a 2-competitive online algorithm for P2|rj, qj, B = +∞, online|Lmax. Then, for the casem ≥ 3,
we provide an algorithm with a competitive ratio of 1.5+ o(1), which is not greater than 2.
We partition U(t) into two sets A(t) and B(t).
A(t) = {Jj|qj ≥ αpj, Jj ∈ U(t)},
B(t) = {Jj|qj < αpj, Jj ∈ U(t)},
where α depends onm. Whenm = 2, set α = φ.
Now we give an algorithm for P2|rj, qj, B = +∞, online|Lmax. Denote two machines byM1 andM2.
Algorithm H2
(1) WhenM1 is idle and A(t) is not empty, start all jobs in A(t) at t onM1 if t ≥ (1+ φ)r(A(t))+ φp(A(t)). Otherwise, wait.
(2) WhenM2 is idle and B(t) is not empty, start all jobs in B(t) at t onM2 if t ≥ (1+ φ)r(B(t))+ φp(B(t)). Otherwise, wait.
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By Algorithm H2, the jobs of A(t) are assigned to be processed on M1 and jobs of B(t) on M2. For convenience, let Ai
and Bi be the batch processed on M1 and M2, respectively. By the algorithm, jobs of Bi arrive after S(Bi−1). If S(Bi) =
(1 + φ)r(Bi) + φp(Bi), we call Bi is a regular batch. Otherwise, it is called a non-regular batch. For a non-regular batch
Bi, S(Bi) = S(Bi−1)+ p(Bi−1) and S(Bi) > (1+ φ)r(Bi)+ φp(Bi). There are similar definitions and properties for batch Ai on
M1.
Denote by σ and π , the schedule produced by H2 and an optimal schedule. We have an important property about the
schedule σ according to the following lemma given in [10]:
Lemma 1 ([10]). If Bi is a regular batch, then Bi+1 or Bi+2 is also a regular batch.
This lemma also holds for batches on M1. According to Lemma 1, the consecutive batches Bi and Bi+1 both cannot be non-
regular batches. Note that φ+φ2 = 1. If Bi is regular and Bi+1 is not, we have S(Bi)+p(i) = S(Bi+1) > (1+φ)S(Bi)+φp(i+1).
Then, p(i) > φS(Bi)+ φp(i+1) ≥ φ2p(i) + φp(i+1). Therefore, (1− φ2)p(i) > φp(i+1), i.e. p(i) > p(i+1).
Let Jv be the first job such that Lv(σ ) = Lmax(σ ). Now we check all possible cases.
Lemma 2. If Jv is processed on M1, Lmax(σ )/Lmax(π) ≤ 2.
Proof. Assume that Jv belongs to batch Al, then Jv = J∗(l).
If J(l) = J∗(l) and Al is a regular batch, we have Lmax(σ ) = (1 + φ)(r(Al) + p(l)) + q(l) and Lmax(π) ≥ r(Al) + p(l) + q(l).
Therefore, Lmax(σ )/Lmax(π) ≤ 1+ φ.
If J(l) = J∗(l) and Al is a non-regular batch, we have Lmax(σ ) = S(Al−1)+p(l−1)+p(l)+q(l) and Lmax(π) ≥ S(Al−1)+p(l)+q(l).
Therefore, Lmax(σ )− Lmax(π) ≤ p(l−1) ≤ Lmax(π).
Thus, if J(l) = J∗(l) we can get Lmax(σ )/Lmax(π) ≤ 2. We continue our proof under the assumption J(l) is not J∗(l).
Case 1. If Al is regular, then Lmax(σ ) = S(Al) + p(l) + q∗(l) = (1 + φ)(r(Al) + p(l)) + q∗(l). For the optimal value, we have
Lmax(π) ≥ r(Al)+ p(l)+ q(l) ≥ r(Al)+ (1+φ)p(l) and Lmax(π) ≥ r(Al)+ q∗(l). Thus, 2Lmax(π) ≥ 2r(Al)+ (1+φ)p(l)+ q∗(l) ≥
Lmax(σ ).
Case 2. If Al is not regular, then Lmax(σ ) = S(Al−1) + p(l−1) + p(l) + q∗(l). Note that q(l) ≥ φp(l) and q(l−1) ≥ φp(l−1). For the
optimal value, we have (1) Lmax(π) ≥ S(Al−1)+ p(l)+ q(l) ≥ φp(l−1)+ (1+ φ)p(l); (2) Lmax(π) ≥ r(Al−1)+ p(l−1)+ q(l−1) ≥
(1+ φ)p(l−1); (3) Lmax(π) ≥ S(Al−1)+ q∗(l).
By (1)× φ + (2)× φ2 + (3), we have
2Lmax(π) ≥ S(Al−1)+ φ2p(l−1) + p(l) + φp(l−1) + q∗(l)
= S(Al−1)+ p(l−1) + p(l) + q∗(l) = Lmax(σ ).
The proof is complete. 
Lemma 3. If Jv is processed on M2, Lmax(σ )/Lmax(π) ≤ 2
Proof. Assume that Jv belongs to batch Bl; then Jv=J∗(l). Obviously, when J(l) = J∗(l), we can get Lmax(σ )/Lmax(π) ≤ 2 bymaking
similar analysis as Lemma 2. The following proof is under the assumption that J(l) is not J∗(l).
Case 1. Bl is regular. Lmax(σ ) = (1 + φ)(r(Bl) + p(l)) + q∗(l). Note that p∗(l) ≥ (1 + φ)q∗(l), we have (1) Lmax(π) ≥ r(Bl) + p∗(l)+ q∗(l) ≥ r(Bl)+ (2+ φ)q∗(l) and (2) Lmax(π) ≥ r(Bl)+ p(l).
By (1)× φ2 + (2)× (1+ φ), we have
2Lmax(π) ≥ 2r(Bl)+ (1+ φ)p(l) + q∗(l) ≥ Lmax(σ ).
Case 2. Bl is not regular. Lmax(σ ) = S(Bl−1)+ p(l−1) + p(l) + q∗(l). Without changing the value obtained by the algorithm and
increasing the optimal value, we assume that there is only one job J(l−1) (r(Bl−1), p(l−1), 0) in Bl−1. Note that p∗(l) ≥ (1+φ)q∗(l)
and p(l−1) > p(l).
1. J(l) and J∗(l) are scheduled on the same machine in π . If they are scheduled in the same batch, then Lmax(π) ≥ S(Bl−1) +
p(l) + q∗(l). Otherwise, Lmax(π) ≥ S(Bl−1) + p(l) + p∗(l) ≥ S(Bl−1) + p(l) + q∗(l). Therefore, Lmax(σ ) − Lmax(π) ≤ p(l−1) ≤
Lmax(π).
2. J(l−1) and J∗(l) are scheduled on the samemachine inπ . If they are scheduled in the same batch, then Lmax(π) ≥ p(l−1)+q∗(l).
Otherwise, Lmax(π) ≥ p(l−1) + p∗(l) ≥ p(l−1) + q∗(l). Therefore, Lmax(σ )− Lmax(π) ≤ S(Bl−1)+ p(l) ≤ Lmax(π).
3. J(l−1) and J(l) are scheduled on the same machine in π . If they are scheduled in the same batch, then Lmax(π) ≥
p(l−1) + S(Bl−1) ≥ p(l−1) + φp(l−1) ≥ p(l−1) + φp(l). Otherwise, Lmax(π) ≥ p(l−1) + p(l) ≥ p(l−1) + φp(l). Since
p(l) ≥ p∗(l) ≥ (1 + φ)q∗(l), we can derive that Lmax(π) ≥ p(l−1) + q∗(l). Therefore, Lmax(σ ) − Lmax(π) ≤ S(Bl−1) + p(l) ≤
Lmax(π).
Hence we get this lemma. 
Theorem 4. The competitive ratio of Algorithm H2 is 2.
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Proof. By Lemmas 2 and 3, we know that the competitive ratio of Algorithm H2 is at most 2. Now we give an instance to
show that the bound is tight. At time 0, two jobs J1(1, φ) and J2(0, 1+ φ) arrive. They are put in the same batch and started
at time φ. In the optimal schedule, J2 is processed before J1 at time 0. Lmax(σ ) = 2(1+ φ), and Lmax(π) = 1+ φ. Therefore,
the competitive ratio of Algorithm H2 is 2. 
Similar to the idea of AlgorithmH2, we get the following algorithm. Ifm is odd, letm = 2k+1. Otherwise, letm = 2k+2,
where k ≥ 1 and is an integer. Note that ⌈m/2⌉ = k+ 1. Whenm = 2k+ 1, α = k2+k−1
k2+2k+1 . Whenm = 2k+ 2, α = k+1k+2 .
Algorithm Hm:
(1) WhenmachineMj ofM1,M2, . . . ,M⌈m/2⌉ is idle and A(t) ≠ ∅, make decision as follows. If t ≥ (1+ δ)r(A(t))+ δp(A(t)),
process all jobs in A(t) at t onMj. Otherwise, wait.
(2) When machineMj ofM⌈m/2⌉+1, . . . ,Mm is idle and B(t) ≠ ∅, make decision as follows. If t ≥ (1+ δˆ)r(B(t))+ δˆp(B(t)),
process all jobs in B(t) at t onMj. Otherwise, wait.
Where δ = 1/⌈m/2⌉ and δˆ = 1/⌊m/2⌋.
Denote by σ and π , the schedule produced by Hm and an optimal schedule. According to Algorithm Hm, we can get this
property about σ .
Lemma 4. In σ , any batch Bi scheduled on machine Mj, j = 1, . . . , ⌈m/2⌉, is a regular batch, i.e. S(Bi) = (1+ δ)r(Bi)+ δp(Bi).
Proof. Note that ⌈m/2⌉ = k + 1 whether m is an odd number 2k + 1 or an even number 2k + 2. Suppose to the contrary
that there exists at least one non-regular batch on machine Mj, j = 1, . . . , k + 1. Let Bv be the first one, which starts at
t = S(Bv) > (1+ δ)r(Bv)+ δp(Bv). Thus on every machineMj, j = 1, . . . , k+ 1, there is one batch processed in [r(Bv), t].
These k + 1 batches start before r(Bv) and complete not before t . For ease of description, we denote these batches by
B′1, . . . , B
′
k+1 such that S(B
′
1) < S(B
′
2) < · · · < S(B′k+1). Since Bv is the first non-regular batch, the batches B′1, · · ·, B′k+1 are
regular.
Since Bv is not regular, we have min
1≤i≤k+1{S(B
′
i) + p′(i)} ≥ S(Bv) > (1 + δ)r(Bv) + δp(Bv). By r(Bv) > S(B′k+1), we derive
that min
1≤i≤k+1{S(B
′
i)+ p′(i))} > (1+ δ)S(B′k+1).
We will prove that S(B′k+1) >
1
1−jδ S(B
′
k+1−j), j = 1, . . . , k. (*)
In fact, when j = 1, we have S(B′k+1)+ p′(k+1) > (1+ δ)S(B′k+1), then
p′(k+1) > δS(B
′
k+1) > (1+ δ) · δS(B′k)+ δ2p′(k+1).
We get p′(k+1) >
δ
1−δ S(B
′
k). Therefore,
S(B′k+1) > (1+ δ)S(B′k)+ δp′(k+1) >
1
1− δ S(B
′
k).
Then the inequality (*) is right for j = 1.
Now let j ≥ 2 and the inequality (*) is true for 1, . . . , j− 1, then S(B′k+1) > 11−(j−1)δ S(B′k+2−j). Thus,
S(B′k+2−j)+ p′(k+2−j) > (1+ δ)S(B′k+1) >
1+ δ
1− (j− 1)δ S(B
′
k+2−j).
We have
p′(k+2−j) >
jδ
1− (j− 1)δ S(B
′
k+2−j) >
jδ
1− (j− 1)δ [(1+ δ)S(B
′
k+1−j)+ δp′(k+2−j)].
This implies that
(1+ δ)(1− jδ)
1− (j− 1)δ p
′
(k+2−j) >
jδ(1+ δ)
1− (j− 1)δ S(B
′
k+1−j).
Then, p′(k+2−j) >
jδ
1−jδ S(B
′
k+1−j).
Therefore,
S(B′k+2−j) > (1+ δ)S(B′k+1−j)+ δp′(k+2−j) >
1− (j− 1)δ
1− jδ S(B
′
k+1−j).
Reminding of S(B′k+1) >
1
1−(j−1)δ S(B
′
k+2−j), we can get S(B
′
k+1) >
1
1−jδ S(B
′
k+1−j). Hence the inequality (*) is true.
According to the inequality (*) and δ = 1/(k+ 1), we have
(1+ δ)S(B′k+1)− S(B′1)− p′(1) >
1+ δ
1− kδ S(B
′
1)− S(B′1)− p′(1)
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= (k+ 1)S(B′1)− p′(1)
≥ (k+ 1)δp′(1) − p′(1) = 0.
Therefore, we get (1+ δ)S(B′k+1) > S(B′1)+ p′(1), which contradicts
min
1≤i≤k+1{S(B
′
i)+ p′(i)} > (1+ δ)S(B′k+1).
This means that Bv is regular. Therefore, any batch Bi scheduled on machineMj is a regular batch, for j = 1, . . . , k+ 1. 
Note that the proof of Lemma 4 has no connection with qj. Hence, by making similar analysis, we can derive that any
batch onMj, j = ⌈m/2⌉ + 1, . . . ,m, is regular. Therefore, we have the following lemma:
Lemma 5. In σ which is produced by Algorithm Hm, any batch is regular.
Let Jv be the first job such that Lv(σ ) = Lmax(σ ). Assuming that Jv belongs to batch Bl, then Jv = J∗(l). Wemake competitive
analysis by checking all possible cases where Bl is scheduled.
Lemma 6. If Bl is scheduled on Mj, j = 1, . . . , ⌈m/2⌉, then Lmax(σ ) ≤ (1+ R1)Lmax(π), where R1 = (1+ δ)/(1+ α).
Proof. Since Bl is regular, we have Lmax(σ ) = (1+ δ)(r(Bl)+ p(l))+ q∗(l). Since α ≤ 1 and δ ≤ 1, we have αδ + δ ≤ 1+ δ.
Then δ ≤ (1+ δ)/(1+ α) = R1.
For the optimal value, we have (1) Lmax(π) ≥ r(Bl)+ p(l)+ q(l) ≥ r(Bl)+ (1+ α)p(l) and (2) Lmax(π) ≥ r(Bl)+ q∗(l). Then
by (1)× R1 + (2), we get
(1+ R1)Lmax(π) ≥ (1+ R1)r(Bl)+ (1+ δ)p(l) + q∗(l)
≥ (1+ δ)r(Bl)+ (1+ δ)p(l) + q∗(l) = Lmax(σ ).
The result holds. 
Lemma 7. If Bl is scheduled on Mj, j = ⌈m/2⌉ + 1, . . . ,m, then Lmax(σ ) ≤ (1+ R2)Lmax(π), where R2 = δˆ + α/(1+ α).
Proof. Since Bl is regular, we have Lmax(σ ) = (1 + δˆ)(r(Bl) + p(l)) + q∗(l). For the optimal value, we have (1) Lmax(π) ≥
r(Bl)+ p(l) and (2) Lmax(π) ≥ r(Bl)+ p∗(l) + q∗(l) ≥ 1+αα q∗(l). Then by (1)× (1+ δˆ)+ (2)× α/(1+ α), we can derive that
(1+ R2)Lmax(π) ≥ (1+ δˆ)(r(Bl)+ p(l))+ q∗(l) = Lmax(σ ).
The result follows. 
Theorem 5. The competitive ratio of Algorithm Hm is
ρ =

ρ1 = 1+ (k+1)(k+2)k(2k+3) , if m = 2k+ 1
ρ2 = 1+ (k+2)2(k+1)(2k+3) , if m = 2k+ 2,
where k ≥ 1 and is an integer.
Proof. Whenm = 2k+ 1, δ = 1/(k+ 1), δˆ = 1/k, the competitive ratio of Algorithm Hm is at most
ρ = 1+max{R1, R2} = 1+max

1
1+ α ×
k+ 2
k+ 1 ,
1
k
+ α
(1+ α)

.
When α = k2+k−1
k2+2k+1 , ρ achieves its minimal value
ρ1 = 1+ (k+ 1)(k+ 2)k(2k+ 3) .
Whenm →+∞, ρ1 → 1.5.
Whenm = 2k+ 2, δ = 1/(k+ 1), δˆ = 1/(k+ 1), the competitive ratio of Algorithm Hm is at most
ρ = 1+max{R1, R2} = 1+max

1
1+ α ×
k+ 2
k+ 1 ,
1
k+ 1 +
α
(1+ α)

.
When α = k+1k+2 , ρ achieves its minimal value
ρ2 = 1+ (k+ 2)
2
(k+ 1)(2k+ 3) .
Whenm →+∞, ρ2 → 1.5.
Similar to the one in Theorem 4, we can present an instance to show that the bound ρ is tight. 
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It is easy to see that ρ < 2 when m ≥ 4. When m = 3, ρ = 2.2 > 2. We can easily make a small modification for
Algorithm Hm for m = 3 : (1) set α = 1; (2) process jobs in A(t) on M1 if t ≥ (1 + δ)r(A(t)) + p(A(t)); (3) process jobs in
B(t) onM2 orM3 if t ≥ (1 + δˆ)r(B(t)) + δˆ(B(t)), where δ = 1 and δˆ = 1/2. Then, we can get its competitive ratio as 2 by
making a similar proof.
Our results in this section can be described as follows:
1. Whenm = 2, upper bound is 2.
2. Whenm = 3, upper bound is 2.
3. Whenm = 2k+ 1, k ≥ 2, upper bound is ρ1 = 1+ (k+1)(k+2)k(2k+3) .
4. Whenm = 2k+ 2, k ≥ 1, upper bound is ρ2 = 1+ (k+2)2(k+1)(2k+3) .
Whenm tends to+∞, both ρ1 and ρ2 tend to 1.5.
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