The ability to process events in their temporal and sequential context is a fundamental skill made mandatory by constant interaction with a dynamic environment. Sequence learning studies have demonstrated that subjects exhibit detailed -and often implicitsensitivity to the sequential structure of streams of stimuli. Current connectionist models of performance in the so-called Serial Reaction Time Task (SRT), however, fail to capture the fact that sequence learning can be based not only on sensitivity to the sequential associations between successive stimuli, but also on sensitivity to the associations between successive responses, and on the predictive relationships that exist between these sequences of responses and their effects in the environment. In this paper, we offer an initial exploration of an alternative architecture for sequence learning, based on the principles of Forward Models.
Introduction

Sequence Learning
Most aspects of cognition -consider for instance segmenting speech, riding a bicycle, planning your next day, apprehending music, reading -involve the ability to process sequences of events. Constant interaction with a dynamic, changing environment thus makes sensitivity to sequential structure a fundamental ability of cognitive beings. Laboratory studies of sequence learning have, over the past fifteen years or so, documented how participants can come to exhibit sensitivity to the sequential structure of streams of stimuli through, for instance, differences in their reaction time to items that are or are not predictable based on the temporal context in which they occurred. In such situations, participants are typically asked to react to each element of sequentially structured and typically visual sequences of events (e.g., Nissen & Bullemer [20] ). Several versions of this basic paradigm can be distinguished. In rulebased paradigms, sequences either conform or fail to conform to an abstract rule that describes permissible transitions between successive stimuli. Rule-based paradigms can in turn involve either deterministic (e.g., Lewicki , Hill, & Bizot [18] ) or probabilistic rules, as when the stimulus material is generated based on the output of finite-state grammars (e.g., Cleeremans [1] ). By contrast, in the more common simple repeating sequence paradigm, a single sequence containing fixed regularities is repeated many times to produce a training set (e.g., Nissen & Bullemer, [20] ). In this context, two issues continue to elicit debate. The first is to determine the exact nature of what is being learned in these situations. The second is to determine the extent to which sequence learning can occur implicitly, that is, without intention, and without verbalizeable knowledge of the acquired regularities. In this paper, we focus on the first issue: What type of information is learned in sequence learning? A good starting point to think about these issues is the Simple Recurrent Network (SRN) introduced by Elman [9] , which we briefly describe in the following section.
The SRN model of sequence learning
The SRN network ( Figure 1 ) uses back-propagation to learn to predict the next element of a sequence based only on the current element and on a representation of the temporal context that the network has developed. To do so, it uses information provided by so-called context units which, on every step, contain a copy of the network's hidden unit activation vector from the previous time step. Previous work [1] [3] [4] has shown that the SRN is able to account for about 80% of the variance in sequential choice reaction time data. The SRN suffers from a number of limitations as a general model of sequence learning, however. Consider for instance a piano player. It only takes a moment to realize that several parallel sequences of events are unfolding concurrently in such a situation: Not only is the player processing a sequence of visual events as he reads the notes on the sheet of music, but he is also concurrently (1) producing a sequence or responses (the successive keystrokes) and (2) experiencing the consequences of his actions, that is a sequence of auditory tones. In other words, three sequences of events are involved: A sequence of stimuli S (the printed notes), a sequence of responses R (the keystrokes), and a sequence of effects E (the tones). Such a setting therefore provides opportunities to learn not only about the sequential relationships between successive stimuli (SS learning), but also about associations between successive responses (RR learning) and possible associations related also to the effects (RE learning).
Most theories have so far assumed that sequence learning only involves stimulus to stimulus (SS) relations, that is, that the system learns to anticipate future stimuli based on the current stimulus and on the temporal context in which it occurs [4] , [16] . Other theories assume that it is response to response (RR) associations that are learned [19] , or a combination of both SS and RR relationships [10] . Further, as each response always follows the presentation of a new stimulus, Ziessler [26] has proposed that subjects might also learn to predict the appearance of each stimulus as an effect of their previous response. In this sense, participants thus learn response-effect associations. Moreover, researchers like Hommel [15] have studied learning of stimulus -responseeffect (SRE) associations, where subjects' responses are followed by an additional effect (usually a tone). Hommel showed that the presence of an effect facilitates responses independently of the stimulus. Finally, an additional SRE study [14] also demonstrated that even when the effects are irrelevant to the next stimulus, they still enhance reaction times. This enhancement is further proportional to the time that lapses between response and effect. Importantly, this study also suggests that responses in such situations are influenced by anticipation of their effects. Thus, sequence learning cannot be considered to be exclusively stimulus or response -based. Multiple learning systems instead contribute to performance (see [5] for a review). The implication of different neural circuits is also supported based on neuro -imaging evidence (see [25] for example). Addressing these issues from the point of view of developing relevant computational models therefore requires such models to distinguish between the respective contributions of perception, action, and memory to performancesomething that the SRN is ill-equipped to deal with because it simply fails to distinguish between stimuli and responses at the level of its output units. In the next section, we explore a different class of networks (the forward models) in which the distinction of different input modalities, responses and anticipated stimuli is a feature of the architecture itself.
Forward Models
Forward Models, introduced in the connectionist literature by Jordan and Rumelhart [17] , (but see also relevant in [11] , [22] ) and are aimed at solving the following problem: In many control systems, the actions that need to be performed so as to realize some goal cannot be reinforced directly. To see this, consider how your brain learned to issue the correct motor commands to the muscles of your arms when you first mastered the ability to reach for and grasp objects. Nothing in the world directly indicated to your motor cortex what the relevant patterns of activation were so as to make your arm move in the desired position. Rather, the only feedback that is available is based on comparisons between representations of the target perceptual state (your arm grasping the object) and of the actual perceptual state (the current position of your arm). Forward models make it possible to use this indirect feedback so as to learn the appropriate actions. Thus, the goal state and the current state are provided as inputs to the system, which then learns two different things on each interaction with its environment: (1) to predict the consequences of different actions, (2) to select actions appropriate to attaining its goals. To achieve this, FMs typically involve two interacting modules, as shown in Figure 2 : Figure 2 . A general Forward Model includes two interacting modules. The inverse/control module produces actions based on the current state and the goal state. The forward/predictor module predicts the next state, that is, the consequences of carrying out the action in the environment. The model can learn proper actions based on desired future-environmental states or future anticipation. Considering sequence learning, RT depends not purely on the input, but on multiple Stimulus -Action -Effect relations that may exist. Therefore, a Forward Model is an ideal tool in connectionism to model such multi-dimensional dependencies.
The first module -the "inverse" or "control" part -takes the current state and the goal state as inputs. Based on that, it produces a response -an action that will influence the environment. The second module, which is called the "forward" or "predictor" part, receives both the current state and the current action as inputs and learns to predict the consequences of the action. Forward models are interesting not only from the perspective of learning how to control a system, but also from the perspective of understanding the relationships between perception and action. As a case in point, such models correspond almost exactly to the premises of the "enactive view" recently developed by Noë and O'Regan [21] (see also Varela [24] ), which takes as a starting point that perception and action, far from constituting the terminal points of a purely feedforward system going from one to the other, instead interact constantly.
Training in Forward Models
Simulation and training phases overlap: The model learns constantly. Training is always performed in two sequential cycles, one for the forward/predictor module of the model and one for the inverse/control module ( Figure 2 ). In the first cycle, the current state and the objective state are presented to the network. Activity propagates through the first module -the control module -and generates an action on the output units of this module. At the very beginning of training the output value (represented action) will be just random. Based on this arbitrary response, we simulate the environment to find out what consequence this action will have. Then, we use this consequence as a target to train only the forward/predictor module of the model. In this way, after several cycles, the forward/predictor module comes to evaluate/predict how the environment will respond to the actions executed by the model.
In a second cycle, we use the same input used in the first cycle but instead of using the environment's simulated response as target pattern of the forward/predictor output, we use the goal that has been set -also as input -for the objective state. Then, we 'freeze' the weights of the forward/predictor module of the model so that only the weights of the control module will be adapted and we back-propagate the error based on the difference between our objective output pattern and the actual output. This way we force the control module to provide, after several training cycles, correct actions that will bring the future environmental state close to the desired objective, while we leave the forward/predictor module (which has to evaluate the environment) intact.
A forward model of sequence learning
How can we apply Forward Models to sequence learning? As the weakness of the SRN being one dimensional can not justify for a possible multi-modal contribution in sequence learning, we have examined the use of the Forward Model as a possible representative connectionist scheme for SRT tasks. Forward models can build modular architectures with multiple inverse/control and predictor modules as explained in [12] , [25] and are capable to model actions as 6 well as to predict effects of these actions in the environment. In this work we have implemented a single pair of an action -predictor system, and we show how it can be used to account for anticipation in SRT tasks, by modeling the subject's reaction time and the Response to Stimulus Interval (RSI) * To model the SRT task, we have used the following variation of FM, as shown in Figure 3 . The input that the inverse/control section receives at the beginning represents the next stimulus (location) that appears on the screen of the participant during the experiment. The participant then provides a response, pressing the corresponding key for this stimulus, that is the Action output value of the inverse/control section. As the participant repeats the block several times, he learns to predict the next value in the sequence. This prediction is represented by the output value from the forward/predictor part of the model which is then sent as a feed-back input to the inverse/control section of the network before the next stimulus arrives. If the predicted value is correct, it facilitates a faster response, as the new stimulus is congruent with network's prediction. To represent response time (RT) and the RSI, we do not propagate the activation in the input all at once. Instead, we use a cascade scheme similar to [6] where the activation values are propagated over a sequence of cascade-cycles and input increases linearly until a threshold † is reached. If the forward/predictor module of the model has made a correct prediction, then when the new stimulus is blended to the predicted, it will result to a high activation value that will take only a few cascade cycles to accumulate and reach the required threshold. This small number of cascade cycles represents a small RT for the subject. Contrary, when a wrong prediction is blended with the new stimulus that arrives, since that the two maximum values of their two vectors do not coincide, it will require the accumulation of several cascade cycles until the required threshold is finally reached and produce a response. Consequently, response that will be provided by the inverse/control module of the network after several cascade cycles will represent the longer RT from the participant during the SRT task experiment
Manipulating the RSI
To explore the capacity of our model to account for sequence learning, we turned to a recent experiment carried out in our laboratory in which we studied the effects of manipulating the temporal variable [8] . More precisely, we explored how changes in the response-to-stimulus interval in the SRT task influenced sequence learning. In our experiments, the RSI could take three different values (RSI=0, 250, and 1500 ms). Experimental data (see Figure 5 ) have shown that reaction times tend to decrease over 15 blocks of practice but increase dramatically when the repeating sequence is switched to a transition sequence of the SRT task. This pattern of results was observed whatever the value of the RSI. Moreover, participants responded reliably faster when the RSI increased. Direct measures of learning, further revealed that higher value of the RSI tends to improve explicit sequence learning (see [8] ). Here, we will simply focus, as a first step, on the ability of the forward model to account for the reaction time differences between the three RSI conditions in the SRT task.
To enable the model to represent RSI timing during training, we cascaded the activation transmitted from the output units of the prediction module to the input units of the inverse/control module in the model. The number of allowed back-propagated cycles represents different RSI values. For the highest RSI value (RSI1 in Figure 4 ), all cascade cycles were propagated and consequently 100% of the activation was transmitted and accumulated to the input units. For smaller RSI values, fewer cycles, result to 80% and 60% of the activation for the 8 intermediate (RSI2) and lower (RSI3) values of the RSI respectively. The more cycles transmitted, the higher the accumulated activation in the input, and the faster the network reaches threshold and provides a response when new stimulus arrives. Thus, the result is a faster reaction time. In contrast, a small number of feed-back transmitted cascades, will result in lower accumulated activation value in the input, lower blended value when stimulus arrives and more necessary cycles to reach the threshold and provide a response. As an effect, the network will have a longer RT as is the case in the empirical data. Figure 4 shows simulated reaction times for the three conditions. The figure makes it clear that the RSI manipulation influences the model's performance in the same way as for human participants. RTs are smaller when the RSI increases. RT decreases with practice in all three conditions but increases when the sequence is switched to a different one in the thirteenth block. The simulated transfer effect is lower when no RSI is used as compared to the other two conditions. More research is needed to assess whether this discrepancy between experimental (in which transfer was equivalent in all three conditions) and simulated results is due to the set of parameters we have used in our simulations. Further simulations of performance in objective tests such as generation and recognition tasks [8] will be performed. In the network model, this allows more cascade cycles to propagate from the forward/predictor module and feedback-influence the inverse/control module. As a result, the inverse/control module is ready when the new stimulus arrives and RT is small (only a couple of cascade cycles) as is the case with the empirical data from the subjects. 
Conclusions
Forward models appear to be a useful framework in which to think about sequence learning, particularly in the context of recent research that indicates that learning involves the simultaneous mastery of multiple modalities of sequential information. More importantly perhaps, forward models elegantly capture the fact that action is continuously influenced by the anticipated consequences of its effects (see Hesslow, [13] ). In this respect, forward models represent a straightforward implementation of recent ideas about the relationships between action, memory, and perception, as embodied for instance in Noë and O'Regan's enactive view [21] or in Hoffmann's ideo-motor principle [14] . In this paper, we have only begun to explore how forward models can be applied to sequence learning. The model as it stands now is incomplete and limited in different ways, but it represents a promising first start towards an architecture for sequence learning that makes it possible to address a much wider range of empirical data than is currently possible with the SRN.
