Abstract. In the field of radial basis functions mathematicians have been endeavouring to find infinitely differentiable and compactly supported radial functions. This kind of functions is extremely important. One of the reasons is that its error bound will converge very fast. However there is hitherto no such function which can be expressed in a simple form. This is a famous question. The purpose of this paper is to answer this question.
Introduction
In this paper we raise a new function Φ(x) := e −α(1+tan
where α > 0, x ∈ R n and x denotes the Euclidean norm of x. The infinite differentiability of Φ can be shown by routine investigation, and we omit it. What's difficult is to show its positive definiteness. In order to make it useful in scattered data interpolation, this problem has to be overcome. This is the main theme of the next section.
Positive Definiteness
It's well known that positive definiteness is just conditional positive definiteness of order zero. Here we adopt the definition of [1] for conditional positive definiteness. Before showing that the map defined in (1) is positive definite, let's define φ(t) := e −α(1+tan
In other words, φ( x ) = Φ(x) for x ∈ R n , where α > 0 is a constant. In order to make this paper easier to understand, let's analyze the derivatives of φ( √ t) of order up to four. It's easily seen that with u = tan
By induction, we find
where F j (α, u) is a polynomial of α, u with integer coefficients. Note that
where a j ∈ Z + and a kl ∈ Z for all k, l.
Lemma 2.1 Suppose F j is defined as in (3) for j ≥ 1. There exists a number
Proof. By Theorem1 of [1] and Theorem2.2 of [2] , for each 1
Proof. By Theorem1 of [1] and Theorem2.2 of [2] , it suffices to show that (−1)
, where φ is as in (2) . For j = 0, 1, 2, it's trivial. We begin with j = 3.
For j = 3,
where u = tan π 2 t and
The terms in the brackets equal
For 3 ≤ α, (α − 3)u + 2α − 3 > 0. For 2 ≤ α < 3, and u ≥ 1, it's obvious that 2αu 2 + (α − 3)u + 2α − 3 > 0. For 2 ≤ α < 3, and 0 < u < 1, we have |(α − 3)u| < 1 and 2α − 3 ≥ 1. This leads to 2αu
2 + (α − 3)u + 2α − 3 > 0. In any case, F 3 (α, u) ≥ 0 for 0 < u < ∞ and α ≥ 2.
We now investigate the case j = 4. For j = 4,
where
1+u 2 . The crucial part of G(α, u) is the first three terms. The three terms equal
u) > 0 for α > 2 and u ≥ 2. These lead to g α (u) > 0 for α ≥ 2 and u ≥ 2. It's then easy to see that G(α, u) > 0 for α ≥ 2 and u ≥ 2.
Before analyzing G(α, u) for α ≥ 2 and 0 < u < 2, let's find
The first two terms of
The first four terms of (6) equal
Now, let α = 2. Then
We are going to analyze the value of G(2, u) for 1 ≤ u ≤ 2. Note that for 1 ≤ u ≤ 2, (1 + u) 4 ≥ 4(1 + u) 2 . By this the first five terms of (9) can easily be analyzed as follows.
Then
Now,
The sum of (11) and (12) is 128u 5 + 1024u 4 + 256u 2 + 128u − 256 which is larger than 0 if u ∈ [1, 2] . Thus, the sum of the first five terms of (9) is positive. It's trivial to see that the sum of the other terms is also positive.
for u ∈ [1, 2] . Since G(2, 1) > 0, by (8) and (13), we get G(α, u) ≥ 0 for α ≥ 2 and u ∈ [1, 2] .
The next task is to analyze G(α, u) for α ≥ 2 and u ∈ (0, 1). We first let α = 2 and u ∈ (0, 1). In this case, This result together with (8) shows that G(α, u) ≥ 0 for α ≥ 2 and u ∈ (0, 1). Our conclusion thus follows. ♯ Remark. For dimensions higher than four, the value of α can be analyzed analogously. It's a bit more tedious, but not difficult. For each increase of the dimension by two, the order of the derivative of φ( √ t) has to be increased by one.
