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Height growth of solutions and
a discrete Painleve´ equation
A Al-Ghassani1 and R G Halburd2
Abstract
Consider the discrete equation
yn+1 + yn−1 =
an + bnyn + cny
2
n
1− y2n
,
where the right side is of degree two in yn and where the coefficients
an, bn and cn are rational functions of n with rational coefficients.
Suppose that there is a solution such that for all sufficiently large n,
yn ∈ Q and the height of yn dominates the height of the coefficient
functions an, bn and cn. We show that if the logarithmic height of yn
grows no faster than a power of n then either the equation is a well
known discrete Painleve´ equation dPII or its autonomous version or
yn is also an admissible solution of a discrete Riccati equation. This
provides further evidence that slow height growth is a good detector
of integrability.
1 Introduction
For discrete equations, integrability appears to be closely related to the slow
growth of various measures of complexity [20]. For example, algebraic en-
tropy [6, 14, 5] measures the degree growth of iterates as a function of the
initial conditions, while in the Nevanlinna approach [2, 12], one considers the
order of growth of meromorphic solutions. A discrete equation on a number
field is said to be Diophantine integrable if the logarithmic height of solutions
grows polynomially [10]. The last two approaches are connected by Vojta’s
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dictionary [21], which relates ideas from Nevanlinna theory (the value dis-
tribution of meromorphic functions) to those in Diophantine approximation.
See [9] for a survey of different approaches to detecting integrability in dis-
crete systems.
This paper concerns a Diophantine analogue of a classification result of
Halburd and Korhonen [11] using Nevanlinna theory. Specifically, we will
study discrete equations of the form
yn+1 + yn−1 =
an + bnyn + cny
2
n
1− y2n
, (1)
where an, bn and cn are in Q(n) and the degree of the right side of equation
(1) is two. The logarithmic height of a rational number x = a/b, where a and
b have no common factors, is h(x) = logH(x), where H(x) = max{|a|, |b|}
is the height. A discrete equation such as (1) is said to be Diophantine
integrable if the logarithmic height of its solution yn over a number field
grows no faster than a power of n [10]. Abarenkova et al [1] used height
growth to estimate the entropy of a map. Slow height growth has been used
as an efficient numerical test in [15, 4, 17, 16, 7].
The purpose of this paper is to prove the following.
Theorem 1 Let r0 be sufficiently large and let (yn)n≥r0 ⊂ Q \ {−1, 1} be a
solution of (1), where an, bn and cn are rational functions of n with coeffi-
cients in Q and the right side of (1) is of degree two in yn. If
r∑
n=r0
max{1, h(an), h(bn), h(cn)} = o
(
r∑
n=r0
h(yn)
)
(2)
as r →∞, then either
1. an = αn+ β, bn = γ, cn = 0 for constants α, β, γ; or
2. yn also solves the discrete Riccati equation
yn+1 =
1/2(an + θbn − 2θ) + yn
1− θyn
, where θ = −1 or 1; or (3)
3. lim sup
r→∞
log log
∑r
n=r0
h(yn)
log r
≥ 1.
2
This result first appeared in the PhD thesis of the first author.
A solution of equation (1) satisfying (2) will be called admissible. Of the
three possible outcomes described in Theorem 1, the first says that equation
(1) is the discrete Painleve´ equation dPII (see Nijhoff and Papageorgiou [18])
or its autonomous version (α = 0), the second says that yn solves a well
known linearisable discrete Riccati equation and the third implies that h(yn)
grows faster than any power of n. If equation (1) has more than two one-
parameter families of admissible solutions, they cannot both solve discrete
Riccati equations of the form described by the second conclusion unless the
equation is dPII. In case 1 with α = 0, equation (1) can be derived from the
addition law on an elliptic curve, for which it is known that the logarithmic
height grows quadratically.
The full version of dPII allows an to have the more general form an =
αn+ β + δ(−1)n, where δ is another constant. We do not capture this form
as we have assumed that the coefficients an, bn and cn are rational functions
of n. This assumption simplifies some of the arguments.
Diophantine integrability is a property of all solutions, not just those that
are admissible. Our method involves working with one solution at a time,
so an admissibility-type condition is necessary to avoid counterexamples in
which an, bn and yn are chosen arbitrarily and then cn is determined by
equation (1).
Of central importance in our proof of Theorem 1 is the fact that there
is a simple relationship between the height of a rational number x and a
certain sum over all non-trivial absolute values of x. For a fixed prime p, the
p-adic absolute value of a non-zero rational number x is |x|p = p
−r, where
x = m
n
pr for integers m, n and r such that p6 |mn. The p-adic absolute values
are non-Archimedean, which means that they satisfy the stronger triangle
inequality |x + y|p ≤ max{|x|p, |y|p}. The usual absolute value, denoted by
| · |∞, is Archimedean. Ostrovski’s Theorem says that, up to equivalence,
the only non-trivial absolute values on Q are the p-adic absolute values, | · |p
and the usual absolute value | · |∞. In terms of these absolute values, we
have the important identity
h(x) =
∑
p≤∞
log+ |x|p, (4)
where the sum is taken over all finite primes and p = ∞ (the “prime at
infinity”) and log+ y := max{0, log y}.
3
One of the first properties of discrete equations to be used to identify dis-
crete Painleve´ equations was singularity confinement [8, 19], which involves
the behaviour of solutions as one iterates through a singularity of the equa-
tion. For equation (1), one needs to examine the singular values y = 1 and
y = −1. In order to resolve indeterminacies that arise in future iterates, we
consider the initial conditions yk−1 = κ, yk = θ + ǫ, where κ is arbitrary,
θ2 = 1 and ǫ is small (as we will take the limit ǫ → 0 after a finite number
of steps). Generically we find that, after taking the limit ǫ → 0, ym = ∞
for infinitely many m > k. However, for certain choices of an, bn and cn, the
singularity appears to be confined to a finite number of iterates.
At the heart of the proof of Theorem 1 are some calculations that look
very much like those described above for singularity confinement. The main
difference is that we have to consider not only the case in which 1 − θyk is
small with respect to the usual absolute value, but also cases in which it is
small with respect to p-adic absolute values. The identity (4) is eventually
used to convert certain statements about absolute values into statements
about logarithmic heights. The following theorem is an example of such an
expression of singularity (non-)confinement in terms of absolute values. It
should be stressed, however, that we do not make assumptions about the
long term behaviour of solutions or whether they are eventually confined.
For each absolute value | · |p, ǫk ≡ ǫk,p, which is defined precisely in equation
(16), determines a length scale in terms of the coefficients ak, bk, ck and a
finite number of their shifts.
Theorem 2 Let (yn)
k+3
n=k−1 ⊂ Q \ {−1, 1} satisfy
yn+1 + yn−1 =
an + bnyn
1− y2n
,
where k is sufficiently large and the right hand side of the equation is ir-
reducible. Assume that for a fixed absolute value |.|p (p ≤ ∞) we have
|yk−1|p ≤ |1 − θyk|
−1/2
p for θ = 1 or −1. Furthermore, for sufficiently small
δ > 0, if |1− θyk|p < ǫk (where ǫk is defined in (16)), then
(i) yk+1 =
ak + θbk
2(1− θyk)
+ Ak, where |Ak|p ≤ |1 − θyk|
−1/2
p if p < ∞ and if
p =∞, |Ak|∞ ≤
11
10
· |1− θyk|
−1/2
∞ .
(ii) yk+2 = −θ +
(
θak + bk − 2bk+1
ak + θbk
)
(1− θyk) +Bk,
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where |Bk|p ≤ |1− θyk|
3/2−5δ
p if p <∞ and if p =∞, |Bk|∞ ≤
1
2
· |1−
θyk|
3/2−5δ
∞ .
(iii) yk+3 =
(
ak+2 − θbk+2 − θ(θak + bk − 2bk+1)
)
2(1 + θyk+2)
+ Ck, where |Ck|p ≤ |1 +
θyk+2|
−(2/3+2δ)
p if p <∞ and if p =∞, |Ck|∞ ≤ 2|1 + θyk+2|
−(2/3+2δ)
∞ .
Theorems 1 and 2 can easily be extended to arbitrary number fields (finite
field extensions of the rationals) as there is a simple analogue of the identity
(4) in this case.
In [10], it was shown that if an equation of the form
yn+1 + yn−1 = R(n, yn), (5)
where R is rational, has an admissible solution, then degyR(n, y) ≤ 2. The
case R(n, yn) = (an+ bnyn+ cny
2
n)/y
2
n was studied in [13]. There are essential
technical difficulties which distinguish the two cases and consequently the
analysis used to treat each of them. The fact that, for certain an, bn and cn,
there are solutions of equation (1) that also satisfy discrete Riccati equations
requires a more subtle analysis.
2 Proof of Theorem 1
First we consider the case in which cn 6≡ −2, 0 or 2. We introduce a quan-
tity ǫn, which provides a scale with respect to which we measure distances
between iterates and certain singular values. For any finite set of rational
functions {f1, . . . , fm} of n, there exists K ∈ N such that for every function
fj that is not identically zero, fj(n) is finite and nonzero for all n ≥ K.
Throughout this paper we will refer to such an integer K, which may need
to be increased a finite number of times, without further comment. Since
the right side of equation (1) is of degree 2, neither of the rational func-
tions an + bn + cn nor an − bn + cn vanishes identically. For n > K, define
the sets Xn,0 =
{
1/2, bn, cn, c
−1
n−1, c
−1
n+1
}
, Xn,± = {(an ± bn + cn)
−1, (an+1 ±
bn+1 + cn+1)/2, (an−1 ± bn−1 + cn−1)/2, (cn+1 ± 2)
−1, (cn−1 ± 2)
−1} and let
Xn = Xn,+ ∪ Xn,0 ∪ Xn,−. For a fixed sufficiently small δ > 0 we define ǫn
(∀n > K) by
ǫ−δn = κp max
x∈Xn
{|x|p}, (6)
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where κp = 1 for p < ∞ and κ∞ = 10. Equation (6) allows us to estimate
certain combinations of the coefficients an, bn, cn in terms of ǫn. For example,
for p <∞, we have |cn|p ≤ ǫ
−δ
n ⇒ ǫ
δ
n ≤ |cn|
−1
p . For the Archimedean absolute
value (p =∞), we have 10|cn|∞ ≤ ǫ
−δ
n ⇒ ǫ
δ
n ≤
1
10
|cn|
−1
∞ .
Lemma 3 Let (yn) ⊂ Q \ {−1, 1} be a solution of equation (1) where an, bn
and cn are in Q(n) and cn is a rational function not identically 0 or ±2.
Furthermore, assume that the numerator and the denominator of (1) are
coprime. For a fixed prime p ≤ ∞ and k > K, let ǫk be as defined in (6). If
|1− θyk|p < ǫk for θ = 1 or −1, then either
|yk+1|p ≥
1
|1− θyk|1−δp
and |1± θyk+2|p ≥ ǫk+2,
or
|yk−1|p ≥
1
|1− θyk|1−δp
and |1± θyk−2|p ≥ ǫk−2.
Proof : The definition of ǫ−δn in (6) implies that ǫn ≤ 1. Furthermore when
p = ∞ or p = 2, ǫn < 1. First we consider the non-Archimedean case for a
fixed prime p <∞. Let |1− θyk|p < ǫk for some k > K, where θ = 1 or −1.
From equation (1) we have
(yk+1 + yk−1)(1 + θyk) =
ak + θbk + ck
1− θyk
− θbk − ck(1 + θyk). (7)
So from equations (6) and (7),
|1− θyk|
−(1−δ)
p <
ǫδk
|1−θyk|p
≤ |ak+θbk+ck|p
|1−θyk|p
≤ |(yk+1 + yk−1)(1 + θyk) + θbk + ck(1 + θyk)|p
≤ max{|yk+1 + yk−1|p · |1 + θyk|p, |bk|p, |ck|p · |1 + θyk|p}. (8)
From (6), |bk|p ≤ ǫ
−δ
k ≤ ǫ
−(1−δ)
k < |1 − θyk|
−(1−δ)
p . Similarly, |ck|p < |1 −
θyk|
−(1−δ)
p . Also, |1 + θyk|p = |2 − (1 − θyk)|p ≤ max{|2|p, |1 − θyk|p} ≤
max{1, ǫk} = 1. Therefore, (8) reduces to |1− θyk|
−(1−δ)
p ≤ |yk+1 + yk−1|p ≤
max{|yk+1|p, |yk−1|p}. Without loss of generality, we choose the maximum to
be |yk+1|p and for the rest of the proof we use |yk+1|p ≥ |1− θyk|
−(1−δ)
p .
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From |1− θyk|p < ǫk and |yk+1|p ≥ |1− θyk|
−(1−δ)
p , we have
ǫ
−(1−δ)
k < |yk+1|p ≤ max{1, |1± yk+1|p} = |1± yk+1|p.
Rewriting equation (1) as yk+2+ck+1+θ = (ak+1+bk+1+ck+1)/[2(1−yk+1)]+
(ak+1−bk+1+ck+1)/[2(1+yk+1)]+θ(1−θyk), we have |yk+2+ck+1+θ|p < ǫ
1−2δ
k .
From (6),
ǫk ≤ ǫ
δ
k ≤ |ck+1 + θ ± θ|p = |(yk+2 + ck+1 + θ)± θ(1∓ θyk+2)|p
≤ max{|yk+2 + ck+1 + θ|p, |1∓ θyk+2|p} = |1∓ θyk+2|p,
for δ < 1/3, which proves the lemma for non-Archimedean absolute values
(p <∞).
The Archimedean case (p =∞) is similar. We have
10|1− θyk|
−(1−δ)
∞ <
10ǫδk
|1− θyk|∞
≤
|ak + θbk + ck|∞
|1− θyk|∞
≤ |(yk+1 + yk−1)(1 + θyk) + θbk + ck(1 + θyk)|∞
≤ |yk+1 + yk−1|∞ · |1 + θyk|∞ + |bk|∞ + |ck|∞ · |1 + θyk|∞. (9)
Also |1 + θyk|∞ ≤ |1 − θyk|∞ + |2|∞ < ǫk + 2 < 3. Finally we have from
(6) that |bk|∞ < |1 − θyk|
−(1−δ)
∞ and |ck|∞ < |1 − θyk|
−(1−δ)
∞ . So (9) gives
10|1−θyk|
−(1−δ)
∞ < 3|yk+1+yk−1|∞+ |bk|∞+3|ck|∞ < 3|yk+1+yk−1|∞+4|1−
θyk|
−(1−δ)
∞ . Therefore, 2|1− θyk|
−(1−δ)
∞ ≤ |yk+1 + yk−1|∞ ≤ |yk+1|∞ + |yk−1|∞.
Hence, either |yk+1|∞ ≥ |1 − θyk|
−(1−δ)
∞ or |yk−1|∞ ≥ |1 − θyk|
−(1−δ)
∞ , which
proves the first assertion of the lemma. Without loss of generality, we take
|yk+1|∞ ≥ |1− θyk|
−(1−δ)
∞ .
We have |1 ± yk+1|
−1
∞ <
5
4
ǫ
(1−δ)
k , so |yk+2 + ck+1 + θ|∞ ≤ |ak+1 + bk+1 +
ck+1|∞/(2|1− yk+1|∞) + |ak+1− bk+1 + ck+1|∞/(2|1 + yk+1|∞) + |1− θyk|∞ <
1
8
ǫ1−2δk +
1
8
ǫ1−2δk + ǫk < 9ǫ
δ
k. This gives 10ǫ
δ
k ≤ |ck+1+θ±θ|∞ = |(yk+2+ck+1+
θ)± θ(1∓ θyk+2)|∞ < 9ǫ
δ
k + |1∓ θyk+2|∞. Hence, |yk+2+ ck+1 + θ|∞ ≤ 9ǫ
δ
k <
9|1∓ θyk+2|∞. Now 10ǫk+2 < 10ǫ
δ
k+2 ≤ |ck+1+ θ± θ|∞ = |(yk+2+ ck+1+ θ)±
θ(1∓ θyk+2)|∞ ≤ 10|1∓ θyk+2|∞. 
We are now ready to prove the following.
Theorem 4 Let (yn) ⊂ Q\{−1, 1} be an admissible solution of the equation
(1), where an, bn and cn are rational functions of n with cn 6= 0 or ±2 and
the right hand side of (1) is of degree 2 in yn for all sufficiently large n. Then
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there exists an integer r0 such that for all r ≥ r0 and F < 2, the summed
logarithmic height
hr(yn) =
r∑
n=r0
h(yn) =
r∑
n=r0
∑
p≤∞
log+ |yn|p,
satisfies hr(yn) ≥ F
rD for some D > 0.
Proof : We will show that there is a number τ < 2 such that for each
absolute value |.|p (∀p ≤ ∞) on Q and for all r ≥ r0,
r∑
n=r0
(
log+
1
|1− yn|p
+ log+
1
|1 + yn|p
)
≤ τ
r+1∑
n=r0
log+ |yn|p. (10)
We can then sum this inequality over all absolute values to show that the
summed logarithmic height grows exponentially.
Fix a prime p ≤ ∞ and an integer r0 > K and define the four sets
A±r = {n : r0 ≤ n ≤ r and |1∓ yn|p < ǫn},
B±r = {n : r0 ≤ n ≤ r and ǫn ≤ |1∓ yn|p < 1},
where ǫn is given by equation (6). We now show that A
+
r ∩A
−
r = ∅. For any
n ∈ A+r we have |1− yn| < ǫn. If p <∞,
ǫn ≤ ǫ
δ
n ≤ |2|p ≤ max{|1− yn|p, |1 + yn|p} = |1 + yn|p,
so n 6∈ A−r . The same conclusion holds in the Archimedean case since ǫn < 1
and so
1 < |2|∞ − ǫn ≤ |1− yn|∞ + |1 + yn|∞ − ǫn < |1 + yn|∞.
Lemma 3 shows that for each n ∈ A±r , we can define σ
±
n = −1 or 1 such
that |yn+σ±n |p ≥
1
|1∓yn|
1−δ
p
. Lemma 3 also shows that {n+ σ+n |n ∈ A
+
r } ∩ {n+
σ−n |n ∈ A
−
r } = ∅ and that∑
k∈A+r
log+
1
|1− yk|p
+
∑
k∈A−r
log+
1
|1 + yk|p
≤
1
1− δ
( ∑
k∈A+r
log+ |yk+σ+k
|p +
∑
k∈A−r
log+ |yk+σ−k
|p
)
≤
1
1− δ
r+1∑
k=r0−1
log+ |yk|p. (11)
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Recalling the definition of ǫk in (6), we have∑
k∈B±r
log+
1
|1± yk|p
≤
∑
k∈B±r
log+ ǫ−1k =
1
δ
∑
k∈B±r
log+
(
κpmax
x∈Xk
{|x|p}
)
≤
1
δ
r∑
k=r0
(
log+ κp +
∑
x∈Xk
log+ |x|p
)
=:Mp. (12)
So from the inequalities (11) and (12) we see that for all primes p ≤ ∞,
r∑
k=r0
(
log+
1
|1− yk|p
+ log+
1
|1 + yk|p
)
≤
1
1− δ
r+1∑
k=r0−1
log+ |yk|p + 2Mp.
To get the height, we sum over all the primes (p ≤ ∞) which yields
r∑
k=r0
h
(
1
1− yk
)
+
r∑
k=r0
h
(
1
1 + yk
)
≤
1
1− δ
r+1∑
k=r0−1
h(yk) +Rr, (13)
where
Rr =
2
δ
r∑
k=r0
∑
x∈Xk
h(x) +
r − r0
2
log 10 = o
(
r+1∑
k=r0−1
h(yk)
)
,
where the second equality follows from our admissibility condition (2). Fur-
thermore, we have |h ((1− θyk)
−1)− h(yk)|∞ ≤ log 2, where θ = 1 or −1.
So we see that the summed logarithmic height satisfies hr+1(yk) ≥ 2(1 −
δ)hr(yk) + o(hr+1(yk)) and hence for any ν > 0 there is a constant D > 0
such that
hr(yk) ≥
(
2(1− δ)
1 + ν
)r
D. (14)
For sufficiently small δ, ν, 1 < F = 2(1−δ)
1+ν
< 2, which proves the theorem. 
Now we consider the case in which cn vanishes identically, i.e.
yn+1 + yn−1 =
an + bnyn
1− y2n
. (15)
Our strategy is again to prove an inequality of the form (10) with τ < 2.
The integer K is chosen such that for all n > K, an + bn and an − bn are
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nonzero and each of the expressions ±an + bn − 2bn+1, ±an + bn − 2bn−1 and
an± bn ± (±an−2 + bn−2− 2bn−1) is either identically zero or for all n > K it
is nonzero.
In the following definition of ǫn we take the maximum over a set for
which we ignore those elements that are undefined (or infinite) and take the
maximum of all the remaining finite elements. For sufficiently small δ > 0
and for all n > K we define ǫn by
ǫ−δn = κpmax
{
|2|−1p , |1/2|p · |an ± bn|p, |1/2|
−1
p · |an ± bn|
−1
p , |an+1|p, |bn+1|p,
|an−1|p, |bn−1|p, |1/2|p · |an+2 ± bn+2|p, |1/2|p · |an−2 ± bn−2|p,
| ± an + bn − 2bn+1|p, | ± an + bn − 2bn−1|p, |an ± bn|
−1
p ,
| ± an + bn − 2bn+1|
−1
p , | ± an + bn − 2bn−1|
−1
p , |an ± bn|p,
|1/2|−1p · |an ∓ bn ∓ (±an−2 + bn−2 − 2bn−1)|
−1
p
}
, (16)
where κp = 1 if p < ∞ and κ∞ = 10. It is evident from the definition that
ǫn ≤ 1 when p <∞ and p 6= 2, while ǫn < 1 when p =∞ or p = 2.
We again define the sets A±r and B
±
r as in (11). The points of A
±
r will be
called ±1 points (since yn is close to ±1 with respect to the absolute value).
As in the proof of Theorem 4, it can be shown that if |1 − θyn|p < ǫn for
θ = 1 or −1, then |1 + θyn|p ≥ ǫn. Hence A
+
r ∩A
−
r = ∅. The admissibility of
yn then implies that
r∑
n=r0
(
log+
1
|1− yn|p
+ log+
1
|1 + yn|p
)
=
∑
n∈A+r
log+
1
|1− yn|p
+
∑
n∈A−r
log+
1
|1 + yn|p
+Φr,
where
∑
p≤∞Φr = o(hr+1(yn)).
We construct a number of disjoint subintervals containing only 1 points,
-1 points and points where yn is sufficiently large to make a significant con-
tribution to the right hand side of the inequality (10).
Definition 5 Suppose that |1 − θyk|p < ǫk, for some k ∈ Z and θ = 1 or
θ = −1. Then the oscillating sequence S containing k is the longest interval
in Z (possibly unbounded) satisfying the following conditions.
1. If k + 2l ∈ S then |1− (−1)lθyk+2l|p < ǫk+2l;
2. If {k+2l−1, k+2l} ⊆ S, then |yk+2l−1|p ≥ |1− (−1)
lθyk+2l|
−(1−δ)
p ; and
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3. If {k + 2l, k + 2l + 1} ⊆ S, then |yk+2l+1|p ≥ |1− (−1)
lθyk+2l|
−(1−δ)
p .
If |1 − θyn|p < ǫn then either |yn+1|p ≥ |1 − θyn|
−(1−δ)
p or |yn−1|p ≥ |1 −
θyn|
−(1−δ)
p , so every ±1 point lies in an oscillating sequence containing at
least two elements. For a fixed oscillating sequence S and r ≥ r0, we will
now obtain a suitable upper bound for∑
n∈S∩A+r
log+
1
|1− yn|p
+
∑
n∈S∩A−r
log+
1
|1 + yn|p
. (17)
Case 1: Let m+1 be the total number of 1 points and -1 points in S∩ [r0, r]
and assume that m ≥ 2. Let I be the shortest subinterval of S ∩ [r0, r]
containing these ±1 points. Let k be the first term in I, so that |1−θyk|p < ǫk
for some choice of θ = −1 or 1. Then I = {k, k + 1, . . . , k + 2m} and
contains exactly m points on which yn is big in the sense that |yk+1|p ≥ |1−
θyk|
−(1−δ)
p , |yk+2m−1|p ≥ |1 − (−1)
mθyk+2m|
−(1−δ)
p and |yk+2l+1|p ≥ max{|1 −
(−1)lθyk+2l|
−(1−δ)
p , |1−(−1)l+1θyk+2l+2|
−(1−δ)
p }, for all l = 1, . . . , m−2. Hence∑
n∈S∩A+r
log+
1
|1− yn|p
+
∑
n∈S∩A−r
log+
1
|1 + yn|p
=
m∑
l=0
log+
1
|1− (−1)lθyk+2l|p
=
m∑
l=1
l
m
log+
1
|1− (−1)lθyk+2l|p
+
m−1∑
l=0
m− l
m
log+
1
|1− (−1)lθyk+2l|p
=
m−1∑
l=0
l + 1
m
log+
1
|1− (−1)l+1θyk+2l+2|p
+
m−1∑
l=0
m− l
m
log+
1
|1− (−1)lθyk+2l|p
≤
1
1− δ
m−1∑
l=0
(
l + 1
m
+
m− l
m
)
log+ |yk+2l+1|p
=
m+ 1
(1− δ)m
m−1∑
l=0
log+ |yk+2l+1|p =
m+ 1
(1− δ)m
∑
n∈S∩[r0,r]
log+ |yn|p
≤
3
2(1− δ)
∑
n∈S∩[r0,r]
log+ |yn|p,
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where the last inequality follows from m ≥ 2.
Case 2: There are exactly two ±1 points in S ∩ [r0, r]. Define k such that
these points are k and k + 2. That is, for some choice of θ = ±1, we have
|1 − θyk|p < ǫk and |1 + θyk+2|p < ǫk+2. We will use the following corollary
of Theorem 2.
Corollary 6 Fix a prime p ≤ ∞. For some k > K let ǫk be given (16) and
suppose that for θ = 1 or −1, |1 − θyk|p < ǫk, |yk−1|p ≤ |1 − θyk|
−1/2
p and
|1+ θyk+2|p < ǫk+2. Assume that ak−θbk−θ(θak−2+ bk−2−2bk−1) 6≡ 0, then
|yk+3|p > |1 + θyk+2|
−1/2
p .
Proof: We begin with the non-Archimedean case p <∞. From part (iii) of
Theorem 2 and the definition (16) , we have
|1 + θyk+2|
−(1−δ)
p <
ǫδk+2
|1 + θyk+2|p
≤
|ak+2 − θbk+2 − θ(θak + bk − 2bk+1)|p
|2|p · |1 + θyk+2|p
= |yk+3 − Ck|p ≤ max{|yk+3|p, |Ck|p}. (18)
From Theorem 2 we have that for sufficiently small δ > 0, |Ck|p ≤ |1 +
θyk+2|
−2/3−2δ
p ≤ |1+θyk+2|
−(1−δ)
p . So (18) reduces to |yk+3|p > |1+θyk+2|
−(1−δ)
p ≥
|1 + θyk+2|
−1/2
p .
For the Archimedean absolute value, κ∞ = 10 in (16), giving
10|1 + θyk+2|
−(1−δ)
p <
10ǫδk+2
|1 + θyk+2|p
≤
|ak+2 − θbk+2 − θ(θak + bk − 2bk+1)|p
|2|p · |1 + θyk+2|p
= |yk+3 − Ck|p ≤ |yk+3|p + |Ck|p
≤ |yk+3|p + 2|1 + θyk+2|
−2/3−2δ
p ≤ |yk+3|p + 9|1 + θyk+2|
−(1−δ)
p .
So |yk+3|p > |1+ θyk+2|
−(1−δ)
p ≥ |1+ θyk+2|
−1/2
p which completes the proof. 
Hence if ak − θbk − θ(θak−2 + bk−2 − 2bk−1) 6≡ 0, then either |yk−1|p >
|1− θyk|
−1/2
p or |yk+3|p > |1+ θyk+2|
−1/2
p . This says that, even if neither k−1
nor k + 3 is in S, at least one of yk−1 or yk+3 has to be moderately large.
Without loss of generality, we assume that |yk−1|p > |1−θyk|
−1/2
p . For η > 0,
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we have ∑
n∈S∩A+r
log+
1
|1− yn|p
+
∑
n∈S∩A−r
log+
1
|1 + yn|p
= log+
1
|1− θyk|p
+ log+
1
|1 + θyk+2|p
= η log+
1
|1− θyk|p
+ (1− η) log+
1
|1− θyk|p
+ log+
1
|1 + θyk+2|p
≤ 2η log+ |yk−1|p +
1− η
1− δ
log+ |yk+1|p +
1
1− δ
log+ |yk+1|p
= 2η log+ |yk−1|p +
2− η
1− δ
log+ |yk+1|p. (19)
So we can reduce the coefficient of log+ |yk+1|p by introducing a contribution
from yk−1. If k− 1 ∈ S, this is not problematic and an upper bound for (19)
is
max
(
2− η
1− δ
, 2η
)∑
n∈S
log+ |yn|p.
However, if k−1 6∈ S then we need to be careful because we will later sum our
estimates for (17) over all oscillating sequences. When we do this we might
need to “share” the term k − 1 with another oscillating sequence, in which
case it will appear twice in the upper bound and we will need to sum the
contributions. Note that the term k− 1 here cannot be part of a subinterval
I of the type considered in case 1 above as such subintervals of oscillating
sequences have only ±1 points as endpoints. There could, however, be two
adjacent oscillating sequences S1 and S2 both of the type considered in the
present case (case 2) that need to share the contribution from yk−1. If so,
then summing over the contributions for both oscillating sequences would
give the upper bound
2− η
1− δ
log+ |yk−3|p + 4η log
+ |yk−1|p +
2− η
1− δ
log+ |yk+1|p
which, in turn, is bounded from above by
max
(
2− η
1− δ
, 4η
) k+1∑
n=k−3
log+ |yn|p.
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Note that k − 1 could also be part of an oscillating sequence of the type we
are about to consider in case 3.
Case 3: There is exactly one k1 ∈ S ∩ [r0, r] such that |1 − θyk1|p < ǫk1
for θ = −1 or 1. Since S has at least two points, we know that either
|yk1−1|p ≥ |1 − θyk1|
−(1−δ)
p or |yk1+1|p ≥ |1 − θyk1|
−(1−δ)
p . Without loss of
generality, we assume the latter. Note that since k1 ∈ S ∩ [r0, r], then
k1 + 1 ∈ S ∩ [r0, r + 1]. So∑
n∈S∩A+r
log+
1
|1− yn|p
+
∑
n∈S∩A−r
log+
1
|1 + yn|p
= log+
1
|1− θyk1|p
≤
1
1− δ
log+|yk1+1|p.
It is conceivable that k1 +1 is adjacent to, or part of, a sequence of the type
considered in case 2 in such a way that it plays the role of k−1 in the analysis
above of that case. In other words, summing over the contributions of these
two oscillating sequences in the left side of (10) leads to a term of the form(
1
1− δ
+ 2η
)
log+ |yk1+1|p
on the right hand side.
If both ak − bk − ak−2 − bk−2 + 2bk−1 and ak + bk − ak−2 + bk−2 − 2bk−1
are nonzero then combining our results from the above cases, we have
r∑
n=r0
(
log+
1
|1− yn|p
+ log+
1
|1 + yn|p
)
≤ τ
r+1∑
n=r0
log+ |yn|p + Φr,
where
τ = max
(
3
2(1− δ)
,
2− η
1− δ
, 2η, 4η,
1
1− δ
+ 2η
)
.
In particular, choosing η = 3/8 and δ sufficiently small, we have τ = 3/4 +
(1− δ)−1 < 2. Since
∑
p≤∞Φr = o(hr+1(yn)), we see that
hr(yn) ≤
τ
2
hr+1(yn) + o(hr+1(yn)), (20)
so hr(y) grows exponentially with r.
The argument above is based on the fact that Corollary 6 guarantees
that if ak − θbk − θ(θak−2 + bk−2 − 2bk−1) 6≡ 0 then there can be no special
oscillating sequences as defined below.
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Definition 7 The special oscillating sequence Sp starting with k is Sp =
{k, k + 1, k + 2}. It is an oscillating sequence of length 3 starting with k in
Z such that |1− θyk|p < ǫk, |yk+1|p ≥ max
{
|1− θyk|
−(1−δ)
p , |1+ θyk+2|
−(1−δ)
p
}
and |1 + θyk+2|p < ǫk+2. Also, we have |yk−1|p ≤ |1− θyk|
−1/2
p and |yk+3|p ≤
|1 + θyk+2|
−1/2
p .
Note that there are two types of special oscillating sequences depending
on whether θ = 1 or θ = −1. In order for hr(yn) to grow sub-exponentially,
there must be infinitely many special oscillating sequences. If there are in-
finitely many special oscillating sequences of both types then both ak− bk−
(ak−2+ bk−2−2bk−1) and ak+ bk+(−ak−2+ bk−2−2bk−1) must vanish, which
characterises part (i) of the theorem. The rest of this section will be a care-
ful analysis of the case in which there are infinitely many special oscillating
sequences of one kind only, corresponding to a fixed value of θ = ±1. For the
rest of this section when we refer to special oscillating sequences we mean
those sequences of the form θ, ∞, −θ, for this fixed value of θ (where “∞”
refers to a large term).
We define fn by
fn = (1− θyn)yn+1 − yn. (21)
So yn+1 = (fn + yn)/(1− θyn), yn−1 = (yn − fn−1)/(1 + θyn), and (15) yield
yn+1 + yn−1 =
(fn − fn−1) + (2 + θfn + θfn−1)yn
1− y2n
=
an + bnyn
1− y2n
.
Hence
(bn − 2− θfn − θfn−1)yn = fn − fn−1 − an. (22)
If for all n, bn − 2− θfn − θfn−1 = 0, then fn − fn−1 − an = 0 and
fn =
1
2θ
(θan + bn − 2).
This shows that yn solves the discrete Riccati equation (3).
Next consider the case bn − 2− θfn − θfn−1 6= 0, ∀n > K. From (22) we
have
yn =
fn − fn−1 − an
bn − 2− θfn − θfn−1
. (23)
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Taking the logarithmic height of both sides of (23) and using some elementary
properties of heights, we have
h(yn) = h
(
fn − fn−1 − an
bn − 2− θfn − θfn−1
)
≤ h(fn − fn−1 − an) + h
(
1
bn − 2− θfn − θfn−1
)
= h(fn − fn−1 − an) + h(bn − 2− θfn − θfn−1)
≤ 2h(fn) + 2h(fn−1) + h(an) + h(bn) + log 24.
Summing both sides of the inequality above and using the fact that hr(fn)
is a non-decreasing function of n, we have
hr(yn) ≤ 4hr+1(fn) + hr(an) + hr(bn) + (r − r0 + 1) log 24. (24)
From (21) we have
fn + θ = θ(1− θyn)(1 + θyn+1). (25)
For every prime p ≤ ∞, we define a set Cp ⊂ Z such that it consists of all
the big terms in special oscillating sequences i.e. the terms ∞s in the form:
θ, ∞, −θ. For a fixed prime p and sufficiently large r0, we have
r∑
n=r0
log+
1
|fn + θ|p
=
∑r
n = r0
n ∈ Cp
log+ 1
|fn+θ|p
+
∑r
n = r0
n+ 1 ∈ Cp
log+ 1
|fn+θ|p
+
∑r
n = r0
n 6∈ Cp and n+ 1 6∈ Cp
log+ 1
|fn+θ|p
. (26)
In the above inequality we split the interval [r0, r] into points that are in
special oscillating sequences (where n, n + 1 ∈ Cp) and points in any other
oscillating sequence that is not special. Note that for n ∈ Cp, we have
|1 + θyn+1|
−(1−δ)
p ≤ |yn|p. Therefore, for n ∈ Cp we have
log+
1
|fn + θ|p
= log+
1
|1− θyn|p · |1 + θyn+1|p
≤ log+ |1− θyn|
−1
p · |yn|
1
1−δ
p
= log+ |1− θyn|
−1
p · |yn|
δ+1−δ
1−δ
p = log
+ |1− θyn|
−1
p · |yn|p · |yn|
δ
1−δ
p
≤
δ
1− δ
log+ |yn|p + log
+
∣∣∣∣ yn1− θyn
∣∣∣∣
p
.
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Since |yn|p is big, it is away from θ and −θ. If p < ∞, then |yn|p = |θ −
θ(1 − θyn)|p ≤ max{1, |1 − θyn|p} = |1 − θyn|p, since |yn|p > 1. Hence,
the term log+
∣∣∣ yn1−θyn ∣∣∣p vanishes. For p = ∞ we have the following relation
ǫ−δn+1 < ǫ
−(1−δ)
n+1 < |1 + θyn+1|
−(1−δ)
∞ ≤ |yn|∞ ≤ 1 + |1 − θyn|∞ which yields
ǫ−δn+1 − 1 ≤ |1 − θyn|∞. Consequently,
1
|1−θyn|∞
≤ 1
ǫ−δn+1−1
. Starting with
|yn|∞ ≤ 1+|1−θyn|∞ then dividing both sides by |1−θyn|∞ implies
|yn|∞
|1−θyn|∞
≤
1
|1−θyn|∞
+ 1 ≤ 1
ǫ−δn+1−1
+ 1. Therefore,
∣∣∣ yn1−θyn ∣∣∣∞ ≤ 14 + 1 = 54 since 5 ≤ ǫ−δn+1,
giving∑
p≤∞
r∑
n = r0
n ∈ Cp
log+
1
|fn + θ|p
≤
δ
1− δ
hr(yn) + (r − r0 + 1) log(5/4). (27)
Similarly,∑
p≤∞
r∑
n = r0
n+ 1 ∈ Cp
log+
1
|fn + θ|p
≤
δ
1− δ
hr+1(yn) + (r − r0 + 1) log(5/4). (28)
Summing over all p ≤ ∞ in (26) and using (25), (27) and (28) yields
hr(fn)− (r − r0 + 1) log 2 ≤ hr
(
1
fn + θ
)
≤
2δ
1− δ
hr+1(yn) + 2(r − r0 + 1) log(5/4)
+
∑
p≤∞

r∑
n = r0
n+ 1 6∈ Cp
log+
1
|1− θyn|p
+
r∑
n = r0
n 6∈ Cp
log+
1
|1 + θyn+1|p
 .
Therefore,
hr(fn) ≤
2δ
1− δ
hr+1(yn) + (r − r0 + 1) log(25/8) +Br+1, (29)
where
Br =
∑
p≤∞

r∑
n = r0
n+ 1 6∈ Cp
log+
1
|1− θyn|p
+
r∑
n = r0
n− 1 6∈ Cp
log+
1
|1 + θyn|p
 .
(30)
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From our previous analysis of oscillating sequences that are not special,
it follows from (20) that
Br ≤ τ
∑
p≤∞
r+1∑
n = r0
n 6∈ Cp
log+ |yn|p +Rr. (31)
Recall that τ < 2 and Rr is an expression that involves the summed loga-
rithmic heights of the coefficients an and bn. Applying the shift r → r+1 in
(29) and (31), then using the result in (24) yields
hr(yn) ≤
8δ
1− δ
hr+2(yn) + 4τ
∑
p≤∞
r+3∑
n = r0
n 6∈ Cp
log+ |yn|p + R̂r+2, (32)
where R̂r+2 = o(hr+2(yn)).
Now we consider the following inequality
∑
p≤∞
r∑
n=r0
{
log+
1
|1− yn|p
+ log+
1
|1 + yn|p
}
≤
∑
p≤∞

r∑
n = r0
n+ 1 ∈ Cp
log+
1
|1− θyn|p
+
r∑
n = r0
n− 1 ∈ Cp
log+
1
|1 + θyn|p
+Br.
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Recall that if n + 1 ∈ Cp (or n− 1 ∈ Cp), then |yn+1|p ≥ |1 − θyn|
−(1−δ)
p (or
|yn−1|p ≥ |1 + θyn|
−(1−δ)
p ). Using this fact and (31) we have∑
p≤∞
r∑
n=r0
{
log+
1
|1− yn|p
+ log+
1
|1 + yn|p
}
≤
2
1− δ
∑
p≤∞
r+1∑
n = r0
n ∈ Cp
log+ |yn|p + τ
∑
p≤∞
r+1∑
n = r0
n 6∈ Cp
log+ |yn|p +Rr
=
2
1− δ
∑
p≤∞
r+1∑
n = r0
n ∈ Cp
log+ |yn|p +
2
1− δ
∑
p≤∞
r+1∑
n = r0
n 6∈ Cp
log+ |yn|p
−
2
1− δ
∑
p≤∞
r+1∑
n = r0
n 6∈ Cp
log+ |yn|p + τ
∑
p≤∞
r+1∑
n = r0
n 6∈ Cp
log+ |yn|p +Rr
=
2
1− δ
hr+1(yn)−
(
2
1− δ
− τ
)∑
p≤∞
r+1∑
n = r0
n 6∈ Cp
log+ |yn|p +Rr. (33)
This implies that
2hr(yn) ≤
2
1− δ
hr+1(yn)−
(
2
1− δ
− τ
)∑
p≤∞
r+1∑
n = r0
n 6∈ Cp
log+ |yn|p + R˜r, (34)
where R˜r = o(hr(yn)) as r →∞.
Considering the two inequalities in (32) and (34), we have two cases to
consider depending on whether the expression
∑
p≤∞
∑r+1
n = r0
n 6∈ Cp
log+ |yn|p is
very small compared to hr+1(yn) on a large set. In either case we obtain an
inequality of the form hr+s(yn) ≥ αhr(yn), for some α < 1 and s > 0, on
a set of infinite logarithmic measure, which implies conclusion (iii) of the
theorem.
Case 1: Assume that there is a sufficiently small constant c > 0 such that∑
p≤∞
r+1∑
n = r0
n 6∈ Cp
log+ |yn|p ≤ chr+1(yn),
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on a set of infinite discrete logarithmic measure. Then (32) implies
hr(yn) ≤
(
8δ
1− δ
+ 4τc
)
hr+3(yn) + R̂r+2,
on a set of infinite discrete logarithmic measure.
Case 2: Assume that
∑
p≤∞
r+1∑
n = r0
n 6∈ Cp
log+ |yn|p > chr+1(yn),
on a set of infinite discrete logarithmic measure. Using this inequality in (34)
yields
2hr(yn) ≤
[
2
1− δ
−
(
2
1− δ
− τ
)
c
]
hr+1(yn) + R˜r.
Since
[
2
1−δ
− ( 2
1−δ
− τ)c
]
< 2 for sufficiently small δ.
Conclusion (iii) of the theorem follows from the following with wr =
hr(yn).
Lemma 8 Let (wn)n≥n0 (n0 > 0) be a non-decreasing sequence of positive
numbers. For a fixed real number α > 1 and a fixed positive integer s we
define
F = {n ≥ n0 : wn+s ≥ αwn}. (35)
If F has infinite discrete logarithmic measure, i.e.
∑
n∈F
1
n
=∞, then
lim sup
r→∞
log logwr
log r
≥ 1. (36)
Proof: Define a sequence (rn) using induction as follows. Let r0 = min(F )
and for all n > 0, define rn = min(F ∩ [rn−1 + s,∞)). Hence, rn+1 ≥ rn + s
and F ⊆ ∪∞n=0[rn, rn + s]. This yields wrn+1 ≥ wrn+s ≥ αwrn for all n ≥ 0.
Iterating this relation recursively yields
wrn ≥ α
nwr0 . (37)
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We use the notation ⌊x⌋ to denote the integer part of x in the following chain
of inequalities. Assume that there is a constant ε > 0 and an integer m > 1
such that rn ≥ n
1+ε for all n > m. Then there is a constant E such that∑
j∈F
1
j
≤ E +
∞∑
n=m
⌊n1+ε⌋+s∑
k=⌊n1+ε⌋
1
k
≤ E +
∞∑
n=m
∫ n1+ε+s
n1+ε−2
dt
t
≤ E +
∞∑
n=m
(
(s+ 2)n−(1+ε) +O(n−2(1+ε))
)
<∞.
But this is a contradiction to our assumption that F has infinite discrete
logarithmic measure. Therefore, there exists a subsequence (rnk) such that
rnk < n
1+ε
k for all k ≥ 0. From (37) we have wrnk ≥ α
nkwr0. Hence,
lim sup
r−→∞
log logwr
log r
≥ lim sup
k−→∞
log logwrnk
log rnk
≥ lim sup
k−→∞
log logαnkwr0
logn1+εk
= lim sup
k−→∞
log (nk logα+ logwr0)
(1 + ε) lognk
≥
1
1 + ε
.
Since ε > 0 is arbitrary small number, this proves the lemma. 
This concludes the case in which cn ≡ 0. The cases cn ≡ ±2 are similar
except that the existence of Riccati solutions is prohibited by the assumption
in the theorem that the degree of the right side of equation (1) is two.
3 Proof of Theorem 2
For a fixed absolute value |.|p, assume that |1 − θyk|p < ǫk for some k > K,
where θ = −1 or 1. First we rewrite equation (15) as
yk+1 + yk−1 =
1/2(ak + θbk)
1− θyk
+
1/2(ak − θbk)
1 + θyk
. (38)
It follows that
Ak := yk+1 −
1/2(ak + θbk)
1− θyk
=
1/2(ak − θbk)
1 + θyk
− yk−1. (39)
We begin by considering non-Archimedean absolute values (p <∞). In this
case
|Ak|p ≤ max
{
|1/2|p · |ak − θbk|p
|1 + θyk|p
, |yk−1|p
}
. (40)
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Note that ǫδk ≤ |2|p ≤ max{|1 − θyk|p, |1 + θyk|p}. If |1 − θyk|p > |1 + θyk|p,
then we obtain the contradiction ǫδk < ǫ. Hence ǫ
δ
k ≤ max{|1 − θyk|p, |1 +
θyk|p} = |1+ θyk|p. This implies |1 + θyk|p
−1 ≤ ǫ−δk < |1− θyk|
−δ
p . Using this
relation and (16) in (40) yields |Ak|p ≤ max
{
|1− θyk|
−2δ
p , |1− θyk|
−1/2
p
}
=
|1− θyk|
−1/2
p .
Consider
Bk := (yk+2 + θ)−
(
θ −
2bk+1
ak + θbk
)
(1− θyk). (41)
Incrementing equation (15) we obtain
Bk =
ak+1
(1− yk+1)(1 + yk+1)
+
bk+1
(1− yk+1)(1 + yk+1)(yk+1 − Ak)
−
bk+1Akyk+1
(1 − yk+1)(1 + yk+1)(yk+1 − Ak)
. (42)
Now
|1− θyk|p
−(1−δ) <
ǫδk
|1− θyk|p
≤
|1/2|p · |ak + θbk|p
|1− θyk|p
= |yk+1 − Ak|p. (43)
So |1−θyk|
−(1−δ)
p < max{|yk+1|p, |1−θyk|
−1/2
p } ≤ max{|yk+1|p, |1−θyk|
−(1−δ)
p }
= |yk+1|p. Hence, ǫ
−(1−δ)
k < |1 − θyk|
−(1−δ)
p ≤ |yk+1|p = |1 − (1 ± yk+1)|p ≤
max{1, |1± yk+1|p} ≤ max{ǫ
−(1−δ), |1± yk+1|p}, giving
|1± yk+1|
−1
p ≤ |1− θyk|
1−δ
p . (44)
Moreover, we have from the first part of the theorem that
|yk+1|p ≤ max
{
|1/2|p · |ak + θbk|p
|1− θyk|p
, |Ak|p
}
≤ |1− θyk|
−(1+δ)
p . (45)
Taking the p-adic absolute value of equation (42) and using the estimates
above, we get
|Bk|p ≤ max
{
|1− θyk|
2−3δ
p , |1− θyk|
3−4δ
p , |1− θyk|
3/2−5δ
p
}
.
Hence |Bk|p ≤ |1− θyk|
3/2−5δ
p , as required.
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Next we have
Ck := yk+3 −
(ak+2 − θbk+2 − θ(θak + bk − 2bk+1))
2(1 + θyk+2)
.
Incrementing equation (15) twice and eliminating yk+3 from the above yields
Ck =
1/2(ak+2 + θbk+2)
1− θyk+2
−
ak + θbk
2(1− θyk)
+
θ(θak + bk − 2bk+1)
2(1 + θyk+2)
− Ak.
Combining the two middle terms and using part (ii) in the numerator gives
Ck =
1/2(ak+2 + θbk+2)
1− θyk+2
−
Bk(ak + θbk)
2θ(1 + θyk+2)(1− θyk)
− Ak. (46)
From part (ii) of the theorem, we have
|1 + θyk+2|p ≤ max
{
|θak + bk − 2bk+1|p
|ak + θbk|p
|1− θyk|p, |Bk|p
}
≤ max{|1− θyk|
1−2δ
p , |1− θyk|
3/2−5δ
p } < ǫ
1−2δ
k , (47)
where we have used (16). Also, ǫδk ≤ |2|p ≤ max{|1+ θyk+2|p, |1− θyk+2|p} ≤
max{ǫ1−2δk , |1− θyk+2|p} = |1− θyk+2|p. Hence
|1− θyk+2|p
−1 ≤ ǫ−δk < |1− θyk|
−δ
p . (48)
Note that if |θak + bk − 2bk+1|p 6≡ 0, then
|1− θyk|
1+2δ
p = |1− θyk|p · |1− θyk|
2δ
p < |1− θyk|pǫ
2δ
k
≤ |θak+bk−2bk+1|p
|ak+θbk|p
|1− θyk|p = |(1 + θyk+2)−Bk|p ≤ max {|1 + θyk+2|p, |Bk|p}
≤ max
{
|1 + θyk+2|p, |1− θyk|
3/2−5δ
p
}
= |1 + θyk+2|p.
So |1 + θyk+2|
−1
p < |1− θyk|
−(1+2δ)
p .
If |θak + bk − 2bk+1|p 6≡ 0 then the second term in (46) satisfies∣∣∣∣ Bk(ak + θbk)2θ(1 + θyk+2)(1− θyk)
∣∣∣∣
p
≤ |1− θyk|
1/2−6δ
p · |1 + θyk+2|
−1
p ≤ |1− θyk|
−1/2−8δ
p ,
(49)
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where we have used (16). From equation (46) we have
|Ck|p ≤ max
{
|1/2|p·|ak+2+θbk+2|p
|1−θyk+2|p
,
∣∣∣ Bk(ak+θbk)2θ(1+θyk+2)(1−θyk)∣∣∣p , |Ak|p
}
≤ max
{
|1− θyk|
−2δ
p , |1− θyk|
−1/2−8δ
p , |1− θyk|
−1/2
p
}
= |1− θyk|
−1/2−8δ
p , (50)
where we have used (48), (49) and the first part of the theorem. From (47)
we have |1 + θyk+2|p ≤ |1− θyk|
1−2δ
p . So for sufficiently small δ
|Ck|p ≤ |1− θyk|
−(1/2+8δ)
p ≤ |1 + θyk+2|
−1/2−10δ
p ≤ |1 + θyk+2|
−2/3−2δ
p .
Now if |θak + bk − 2bk+1|p ≡ 0, then the upper bound on the second term
in (46) is∣∣∣∣ Bk(ak + θbk)2θ(1 + θyk+2)(1− θyk)
∣∣∣∣
p
=
|1 + θyk+2|p · |ak + θbk|p
|2|p · |1 + θyk+2|p · |1− θyk|p
≤ |1− θyk|
−(1+δ)
p .
Consequently,
|Ck|p ≤ max
{
|1/2|p · |ak+2 + θbk+2|p
|1− θyk+2|p
,
∣∣∣∣ Bk(ak + θbk)2θ(1 + θyk+2)(1− θyk)
∣∣∣∣
p
, |Ak|p
}
≤ max{|1− θyk|
−2δ
p , |1− θyk|
−(1+δ)
p , |1− θyk|
−1/2
p } = |1− θyk|
−(1+δ)
p .
Since |1 + θyk+2|p = |Bk|p ≤ |1 − θyk|
3/2−5δ
p , it yields that |1 − θyk|
−(1+δ)
p ≤
|1+θyk+2|
−(1+δ)
3/2−5δ
p ≤ |1+θyk+2|
−2/3−2δ
p . Hence, |Ck|p ≤ |1+θyk+2|
−2/3−2δ
p which
proves the last part of the theorem for the non-Archimedean absolute value.
Estimates for the Archimedean case (p = ∞) are similar to the above.
Here we will derive the estimate for |Ak|p only. Since 2 = |2|∞ ≤ |1−θyk|∞+
|1 + θyk|∞ < ǫk + |1 + θyk|∞ < 1 + |1 + θyk|∞, we have |1 + θyk|
−1
∞ < 1. So
equation (39) gives
|Ak|∞ ≤
|1/2|∞ · |ak − θbk|∞
|1 + θyk|∞
+ |yk−1|∞ ≤
1
10
ǫ−δk · 1 + |1− θyk|
−1/2
∞
≤
1
10
|1− θyk|
−δ
∞ + |1− θyk|
−1/2
∞ ≤
11
10
|1− θyk|
−1/2
∞ ,
for sufficiently small δ, which proves the first part of the theorem for p =∞.

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