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Near-Optimal Signal Detector Based on Structured
Compressive Sensing for Massive SM-MIMO
Zhen Gao, Linglong Dai, Chenhao Qi, Chau Yuen, and Zhaocheng Wang
Abstract—Massive spatial modulation (SM)-MIMO, which em-
ploys massive low-cost antennas but few power-hungry transmit
radio frequency (RF) chains at the transmitter, is recently
proposed to provide both high spectrum efficiency and energy
efficiency for future green communications. However, in massive
SM-MIMO, the optimal maximum likelihood (ML) detector has
the prohibitively high complexity, while state-of-the-art low-
complexity detectors for conventional small-scale SM-MIMO suf-
fer from an obvious performance loss. In this paper, by exploiting
the structured sparsity of multiple SM signals, we propose a
low-complexity signal detector based on structured compressive
sensing (SCS) to improve the signal detection performance.
Specifically, we first propose the grouped transmission scheme at
the transmitter, where multiple SM signals in several continuous
time slots are grouped to carry the common spatial constellation
symbol to introduce the desired structured sparsity. Accordingly,
a structured subspace pursuit (SSP) algorithm is proposed at the
receiver to jointly detect multiple SM signals by leveraging the
structured sparsity. In addition, we also propose the SM signal
interleaving to permute SM signals in the same transmission
group, whereby the channel diversity can be exploited to further
improve the signal detection performance. Theoretical analysis
quantifies the performance gain from SM signal interleaving, and
simulation results demonstrate the near-optimal performance of
the proposed scheme.
Index Terms—Spatial modulation (SM), massive MIMO, signal
detection, structured compressive sensing (SCS), signal interleav-
ing.
I. INTRODUCTION
Spatial modulation (SM)-MIMO exploits the pattern of one
or several simultaneously active antennas out of all avail-
able transmit antennas to transmit extra information [1], [2].
Compared with small-scale SM-MIMO which only introduces
the limited gain in spectrum efficiency, massive SM-MIMO
is recently proposed by integrating SM-MIMO with massive
MIMO working at 3∼6 GHz to achieve higher spectrum
efficiency [1]. In massive SM-MIMO systems, the base station
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(BS) uses a large number of low-cost antennas for higher
spectrum efficiency but only one or several power-hungry
transmit radio frequency (RF) chains for power saving, while
the user can compactly employ the multiple receive diversity
antennas with low correlation [2]. Since the power consump-
tion and hardware cost are largely dependent on the number of
simultaneously active transmit RF chains (especially the power
amplifier), massive SM-MIMO outperforms the traditional
MIMO schemes in higher spectrum efficiency, reduced power
consumption, lower hardware cost, etc. In practice, SM can
be adopted in conventional massive MIMO systems as an
energy-efficient transmission mode. Meanwhile, massive SM-
MIMO can be also considered as an independent scheme to
reduce both the power consumption and hardware cost. To
date, in addition to the combination of massive MIMO and
SM, the concept of SM has also been integrated into various
applications [2] including cognitive radio [3], [4], physical-
layer security [5].
SM-MIMO maps a block of information bits into two
information carrying units: the spatial constellation symbol
and the signal constellation symbol. For massive SM-MIMO,
due to the small number of receive antennas at the user
and massive antennas at the BS, the signal detection is a
challenging large-scale underdetermined problem. When the
number of transmit antennas becomes large, the optimal
maximum likelihood (ML) signal detector suffers from the
prohibitively high complexity [6]. Low-complexity signal vec-
tor (SV)-based detector has been proposed for SM-MIMO
[6], but it is confined to SM-MIMO with single transmit
RF chain. In [7]–[9], the SM is generalized, where more
than one active antennas are used to transmit independent
signal constellation symbols for spatial multiplexing. Linear
minimum mean square error (LMMSE)-based signal detector
[1] and sphere decoding (SD)-based detector [10] can be used
for SM-MIMO systems with multiple transmit RF chains. But
they are only suitable for well or overdetermined SM-MIMO
with Nr ≥ Nt, and suffer from a significant performance
loss in underdetermined SM-MIMO systems with Nr < Nt,
where Nt and Nr are the numbers of transmit and receive
antennas, respectively. Due to the fact that the number of
active antennas is smaller than the total number of transmit
antennas, SM signals have the inherent sparsity, which can be
considered by exploiting the compressive sensing (CS) theory
[11], [12] for improved signal detection performance. By far,
CS has been widely used in wireless communications [13]–
[16], and the CS-based signal detectors have been proposed for
underdetermined small-scale SM-MIMO [15], [16]. However,
their bit-error-rate (BER) performance still has a significant
2gap compared with that of the optimal ML detector, especially
in massive SM-MIMO with large Nt, Nr, and Nr ≪ Nt.
To this end, this paper proposes a near-optimal structured
compressive sensing (SCS)-based signal detector with low
complexity for massive SM-MIMO. Specifically, we first
propose the grouped transmission scheme at the BS, where
multiple SM signals in several successive time slots are
grouped to carry the common spatial constellation symbol
to introduce the desired structured sparsity. Accordingly, we
propose a structured subspace pursuit (SSP) algorithm at the
user to detect multiple SM signals in the same transmission
group, whereby their structured sparsity is leveraged for im-
proved signal detection performance. Moreover, the SM signal
interleaving is proposed to permute SM signals in the same
transmission group, so that the channel diversity can be ex-
ploited. Theoretical analysis and simulation results verify that
the proposed SCS-based signal detector outperforms existing
CS-based signal detector.
Notation: Boldface lower and upper-case symbols represent
column vectors and matrices, respectively. ⌊·⌋ denotes the
integer floor operator. The transpose, conjugate transpose, and
Moore-Penrose matrix inversion operations are denoted by
(·)T , (·)∗ and (·)†, respectively. The lp norm operation is
given by ‖ · ‖p, and | · | denotes the cardinality of a set.
E {·}, var {·}, Re {·}, and Im {·} are operators to take the
expectation, variance, the real part, and the imaginary part of
a random variable. Tr {·} is the trace operation for a matrix. If
a set has n elements, the number of k-combinations is denoted
by the binomial coefficient
(
n
k
)
. The index set of non-zero
entries of the vector x is called the support set of x, which
is denoted by supp{x}, xi denotes the ith entry of the vector
x, and Hi denotes the ith column vector of the matrix H.
xΓ denotes the entries of x defined in the set Γ, while HΓ
denotes a sub-matrix of H with indices of columns defined
by the set Γ.
II. SYSTEM MODEL
The SM-MIMO systems can be illustrated in Fig. 1. The
transmitter has Nt transmit antennas but Na < Nt transmit
RF chains, and the receiver has Nr receive antennas. Each
SM signal consists of two symbols: the spatial constellation
symbol obtained by mapping
⌊
log2
(
Nt
Na
)⌋
bits to a pattern
of Na active antennas out of Nt transmit antennas, and Na
independent signal constellation symbols coming from the M -
ary signal constellation set (e.g., QAM). Hence, each SM
signal carries the information of Nalog2M+
⌊
log2
(
Nt
Na
)⌋
bits.
At the receiver, the received signal y ∈ CNr×1 can be
expressed as y = Hx + w, where x ∈ CNt×1 is the SM
signal transmitted by the transmitter, w ∈ CNr×1 is the
additive white Gaussian noise (AWGN) vector with indepen-
dent and identically distributed (i.i.d.) entries following the
circular symmetric complex Gaussian distribution CN (0, σ2w),
H=R
1/2
r H˜R
1/2
t ∈ CNr×Nt is the correlated flat Rayleigh-
fading MIMO channel, entries of H˜ are subjected to the i.i.d.
distribution CN (0, 1), Rr and Rt are the receiver and trans-
mitter correlation matrices, respectively [17]. The correlation
matrix R is given by rij = r|i−j|, where rij is the ith row and
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Fig. 1. Spatial constellation symbol and signal constellation symbol in SM-
MIMO systems, where Nt = 4, Na = 1, and QPSK are considered as an
example.
jth column element of R, and r is the correlation coefficient
of neighboring antennas.
It should be pointed out that since H is used for conveying
information, it should be known by the receiver and can be
acquired by channel estimation [17]. To achieve both high
spectrum efficiency and energy efficiency for future green
communications, massive SM-MIMO, which employs massive
low-cost antennas but few power-hungry transmit RF chains
at the BS to serve the user with comparatively small number
of receive antennas, is recently proposed [1]. However, its
signal detection is a challenging large-scale underdetermined
problem, since Nt, Nr can be large and Nr ≪ Nt, e.g.,
Nt = 64 and Nr = 16 are considered [1].
For the SM signal x, the spatial constellation symbol of⌊
log2
(
Nt
Na
)⌋
bits is mapped into the spatial constellation set
A, where the pattern of Na active antennas selected from
Nt transmit antennas is regarded as the spatial constellation
symbol. Hence there are |A| = 2⌊log2(NtNa)⌋ kinds of patterns
of active antennas, i.e., supp {x} ∈ A. Meanwhile, the signal
constellation symbol of the ith active antenna, denoted as
x(i) for 1 ≤ i ≤ Na, is mapped into the M -ary signal
constellation set B. Therefore, the signal detection in SM-
MIMO can be formulated as the MNa2⌊log2(NtNa)⌋-hypothesis
detection problem. Clearly, the optimal signal detector to this
problem is ML signal detector, which can be expressed as [1]
xˆML = arg min
supp(x)∈A,x(i)∈B,1≤i≤Na
‖y −Hx‖2. (1)
However, the computational complexity of the optimal ML
signal detector is O(MNa2⌊log2(NtNa)⌋), which can be unreal-
istic when Nt, Na, and/or M become large.
To reduce the complexity, SV-based signal detector has
been proposed [6], but it only considers the case of Na =
1. LMMSE-based signal detector with the complexity of
O(2NrN2t + N3t ) [1] and SD-based signal detector with the
complexity of O(max{N3t , NrN2t , N2rNt}) [10] have been
proposed for well or overdetermined SM-MIMO with Nr ≥
3Nt. However, for underdetermined SM-MIMO systems with
Nr < Nt, these detectors suffer from a significant performance
loss [16]. Since only Na transmit antennas are active in each
time slot for power saving and low hardware cost, there are
only Na < Nt nonzero entries in x, and thus the SM signal
has the inherent sparsity. By exploiting such sparsity, the CS-
based signal detectors have been proposed for SM [14]–[16].
[14] proposed a spatial modulation matching pursuit (SMMP)
algorithm to detect multi-user SM signals in the uplink massive
SM-MIMO systems. In [15], [16], the CS-based signal detec-
tors are proposed for underdetermined single-user SM-MIMO
systems with Nr < Nt in the downlink. The normalized
compressive sensing (NCS) detector (with the complexity of
O(2NrN2a+N3a )) in [15] first normalizes the MIMO channels
and then uses orthogonal matching pursuit (OMP) algorithm
to detect signals. [16] developed a basis pursuit de-noising
(BPDN) algorithm (with the complexity of O(N3t )) from the
classical basis pursuit (BP) algorithm to detect SM signals.
However, both NCS and BPDN detectors are based on the
framework of CS theory, and such CS-based signal detectors
still suffer from a significant performance gap compared
with the optimal ML detector when Nt/Nr becomes large,
especially in massive SM-MIMO systems with Nr ≪ Nt [16].
III. PROPOSED SCS-BASED SIGNAL DETECTOR
In this section, an SCS-based signal detector is proposed
for downlink single-user massive SM-MIMO, which can be
illustrated in Fig. 2. We first propose a grouped transmission
scheme and an SM signal interleaving at the transmitter. Then,
the corresponding deinterleaving and SSP algorithm for signal
detection at the receiver are provided, whereby multiple SM
signals with the structured sparsity are jointly processed for the
improved signal detection performance with low complexity.
A. Grouped Transmission and Interleaving at the Transmitter
Similar to conventional SM-MIMO systems, we assume
that signal constellation symbols in the proposed scheme
are mutually independent. However, unlike conventional SM
signals, where spatial constellation symbols are independent
in different time slots, we propose the grouped transmission
scheme at the transmitter, where every G SM signals in G
consecutive time slots are considered as a group, and SM
signals in the same transmission group share the same spatial
constellation symbol, i.e.,
supp
(
x(1)
)
= supp
(
x(2)
)
= · · · = supp (x(G)) , (2)
where x(1), x(2), · · · , x(G) are SM signals in G consecutive
time slots. Due to the conveyed common spatial constellation
symbol, x(1), x(2), · · · , x(G) in the same transmission group
share the same support set and thus have the structured
sparsity. It is clear that to introduce such structured sparsity,
the effective information bits carried by spatial constellation
symbols will be reduced. However, as will be discussed in Sec-
tion IV-C and demonstrated in our simulations, such structured
sparsity allows more reliable signal detection performance and
eventually could even improve the BER performance of the
Fig. 2. Illustration of the proposed SCS-based signal detector, where Nt = 4,
Nr = 2, Na = 1, G = 2, and QPSK are considered. The used spatial and
signal constellation symbols can be illustrated in Fig. 1. Note that the white
dot bock in MIMO channels denotes the deep channel fading.
whole system without the reduction of the total bit per channel
use (bpcu).
On the other hand, due to the temporal channel correlation,
channels in several consecutive time slots can be considered
to be quasi-static, i.e., H(1) = H(2) = · · · = H(G), where
H(t) for 1 ≤ t ≤ G is the channel associated with the tth SM
signal in the group. This implies that if channels used for SM
fall into the deep fading, such deep fading usually remains
unchanged during G time slots, and the corresponding signal
detection performance will be poor. To solve this issue, we
further propose the SM signal interleaving at the transmitter.
Specifically, after the original SM signals x(t)’s are generated,
the actually transmitted signals are given by Π(t)x(t)’s, where
each column and row of Π(t) ∈ CNt×Nt only has one non-
zero element with the value of one, and Π(t) can permutate
the entries in x(t). We consider that Π(t)’s for 1 ≤ t ≤ G
are different in different time slots, and they are predefined
and known by both the transmitter and receiver. In this way,
the active antennas vary in different time slots from the same
transmission group even though x(t)’s share the common
spatial constellation symbol. Hence, the channel diversity can
be appropriately exploited to improve the signal detection at
the receiver. Note that the object of the SM signal interleaving
is the spatial constellation symbol after constellation mapping,
which is different from the widely used bit-interleaving whose
object is the bit stream before constellation mapping [18]. In
Section IV-B, such diversity gain will be further discussed.
4Algorithm 1 Proposed SSP Algorithm.
Input: Received signal y(t), the channel matrix H′(t), and the
number of active antennas Na, where 1 ≤ t ≤ G.
Output: Estimated SM signal xˆ(t) for 1 ≤ t ≤ G.
1: Ω0 = ∅; % Empty Ω0 as ∅, and Ωk is
the estimated support set in the kth iteration.
2: r(t) = y(t), ∀t; % Initial residual, r(t) is the
residual associated with the tth SM signal.
3: k = 1; % k is the iteration index.
4: while k ≤ Na do
5: a(t) =
(
H′
(t)
)∗
r(t), ∀t; % Correlation
6: Γ=argmax
Γ˜
{
G∑
t=1
∥∥∥a(t)
Γ˜
∥∥∥2
2
, Γ˜ ∈ A,
∣∣∣Γ˜
∣∣∣=min {2Na, Nr} if k = 1
or
∣∣∣Γ˜
∣∣∣=min {Na, Nr −Na} if k > 1
}
; % Estimate poten-
tial supports.
7: Ξ = Ωk−1 ∪ Γ; % Merge estimated supports
in the previous and current iteration.
8: b(t)Ξ =
(
H′
(t)
Ξ
)†
y(t), ∀t; % Least squares
9: Ωk = argmax
Ω˜
{
G∑
t=1
∥∥∥b(t)
Ω˜
∥∥∥2
2
, Ω˜ ∈ A and
∣∣∣Ω˜
∣∣∣=Na
}
;
% Prune the estimated support set.
10: c(t)
Ωk
=
(
H′
(t)
Ωk
)†
y(t), ∀t; % Least squares
11: r(t) = y(t) −H′(t)c(t), ∀t; % Compute residual
12: k = k + 1;
13: end while
14: xˆ(t) = c(t), ∀t;
B. SCS-Based Signal Detector at the Receiver
At the receiver, the received signal in the tth time slot can
be expressed as
y(t) = H(t)Π(t)x(t) +w(t)
= H′
(t)
x(t) +w(t), 1 ≤ t ≤ G, (3)
where H′(t) = H(t)Π(t) can be considered as the deinterleav-
ing processing.
From (3), we observe that x(t)’s share the structured sparsity
due to the grouped transmission scheme at the transmitter,
but they have different non-zero values due to the mutually
independent signal constellation symbols. According to the
theory of SCS, the structured sparsity of x(t)’s can be exploited
to improve the signal detection performance compared with
the conventional CS-based signal detectors [11]. Under the
framework of SCS theory, the solution to (3) can be achieved
by solving the following optimization problem:
min
supp(x(t))∈A
(
G∑
t=1
∥∥x(t)∥∥q
p
)1/q
,
s.t. y(t)=H′
(t)
x(t), supp
(
x(t)
)
= supp
(
x(1)
)
, 1 ≤ t ≤ G.
(4)
In this paper, based on the classical subspace pursuit (SP)
algorithm [12], we propose an SSP algorithm by utilizing the
structured sparsity to solve the optimization problem (4) in a
greedy way, where p = 0 and q = 2 are advocated [11].
The proposed SSP algorithm is described in Algorithm 1.
Specifically, Lines 1∼3 perform the initialization. In the kth
iteration, Line 5 performs the correlation between the MIMO
channels and the residual in the previous iteration; Line 6
obtains the potential true indices according to Line 5; Line
7 merges the estimated indices obtained in Lines 8∼9 in the
previous iteration and the estimated indices in Line 6 in the
current iteration; after the least squares in Line 8, Line 9
removes wrong indices and selects Na most likely indices;
Line 10 estimates SM signal according to Ωk; Line 11 acquires
the residue. The iteration stops when k > Na 1.Compared with
the classical SP algorithm which only reconstructs one sparse
signal from one received signal, the proposed SSP algorithm
can jointly recover multiple sparse signals with the structured
sparsity but having different measurement matrices, where the
structured sparsity of multiple sparse signals can be leveraged
for improved signal detection performance. Therefore, the
classical SP algorithm can be regarded as a special case of
the proposed SSP algorithm when G = 1, and more details
will be further discussed in Section IV-A. Another difference
should be pointed out that in the steps of Line 6 and 9
in Algorithm 1, the selected support set should belong to
the predefined spatial constellation set A for enhanced signal
detection performance. However, the classical SP algorithm
and existing CS-based signal detectors do not exploit this
priori information of the expected support set [15], [16].
By using the proposed SSP algorithm, we can acquire the
estimation of the spatial constellation symbol according to
supp
(
xˆ(t)
)
’s and the rough estimation of signal constellation
symbols. By searching for the minimum Euclidean distance
between the rough estimation of signal constellation symbols
and legitimate constellation symbols, we can finally estimate
signal constellation symbols.
IV. PERFORMANCE ANALYSIS
In this section, we will provide the performance analysis
from four aspects as follows.
A. Comparison Between SCS-Based Signal Detector and CS-
Based Signal Detectors
Typically, existing CS-based signal detectors utilize one
received signal vector to recover one sparse SM signal vec-
tor, which is equivalent to solving the single measurement
vector (SMV) problem in CS, i.e., y = Hx + w. If
multiple sparse signals share the common support set and
identical measurement matrix, i.e.,
[
y(1),y(2), · · · ,y(G)] =
H
[
x(1),x(2), · · · ,x(G)]+w, the reconstruction of x(t)’s from
y(t)’s for 1 ≤ t ≤ G can be considered as the multiple
measurement vectors (MMV) problem in SCS theory [11].
The SCS theory has proven that with the same size of the
measurement vector, the recovery performance of SCS algo-
rithms is superior to that of conventional CS algorithms [11].
This implies that with the same number of receive antennas
1For the classical SP algorithm, when the residual of current iteration is
not less than that of the last iteration, the iteration stops and the estimation
in the last iteration is used as the final output, which is different from the
proposed stopping criterion with the fixed number of iteration. Simulation
results confirm both stopping criteria are equivalent in most cases and they
share the very similar performance for the proposed SSP algorithm. Besides,
for real-time or delay sensitive applications, it is usually desirable to have the
number of iteration be fixed or bounded, so that the speed of decoding and
power consumption is manageable.
5Nr, the proposed SCS-based signal detector can outperform
conventional CS-based signal detectors.
Compared with the conventional MMV problem, our for-
mulated problem (4) is to solve multiple sparse signals with
the common support set but having different measurement
matrices due to the proposed SM signal interleaving. Hence
both conventional SMV problem and MMV problem can be
considered as the special cases of our problem. If Π(t)’s are
identical, our problem (4) becomes the conventional MMV
problem, and furthermore if G = 1, it reduces to the SMV
problem. Therefore, our formulated problem can be regarded
as a generalized MMV (GMMV) problem.
B. Performance Gain from SM Signal Interleaving
We discuss the performance gain from the SM signal inter-
leaving by comparing the detection probability of the proposed
SSP algorithm with and without SM signal interleaving. Since
CS algorithms are nonlinear, it is difficult to exactly provide
the closed-form expression of the signal detection probability.
Hence, we consider a simplified scenario with Na = 1 and
uncorrelated Rayleigh-fading MIMO channels. Let m be the
index of the active antenna, and for any given l, H′(t)l ’s for
1 ≤ t ≤ G are mutually independent2, where 1 ≤ m, l ≤ Nt.
Based on these assumptions, the received signal is given by
y(t) = α(t)H′
(t)
m + w
(t)
, for 1 ≤ t ≤ G, where α(t) ∈ B
denotes the signal constellation symbol carried by the active
antenna in the tth time slot. To identify the active antenna, the
proposed SSP algorithm relies on the correlation operation in
Line 5 of Algorithm 1, i.e.,
Cl ,
G∑
t=1
∣∣∣(y(t))∗H′(t)l
∣∣∣2=G∑
t=1
∣∣∣(α(t)H′(t)m +w(t)
)∗
H′
(t)
l
∣∣∣2=G∑
t=1
∣∣∣F (t)m,l
∣∣∣2,
(5)
where F (t)m,l =
(
α(t)H′
(t)
m +w
(t)
)∗
H′
(t)
l for 1 ≤ l ≤ Nt. Due
to large Nr in practice, we have Re
{
F
(t)
m,m
}
∼ N (µ1, σ21)
with µ1 = 0, σ21 =
(N2
r
+N
r
)σ2
s
2−δ(M=2) +
N
r
σ2
w
2 , and Im
{
F
(t)
m,m
}
∼
N (µ2, σ22) with µ2 = 0, σ22 = (1−δ(M=2))(N2r+Nr)σ2s2 +
N
r
σ2
w
2 according to central limit theorem [19]. Similarly, both
Re
{
F
(t)
m,l
}
and Im
{
F
(t)
m,l
}
follow the distribution N (µ3, σ23)
with l 6= m, µ3 = 0, σ23 = Nrσ
2
s
2 +
N
r
σ2
w
2 . The associ-
ated proof will be provided in Appendix. Note that σ2s =
Tr
{
E
{
x(t)
(
x(t)
)T}}
, and Re
{
F
(t)
m,l
}
and Im
{
F
(t)
m,l
}
∀l
are mutually independent. Moreover, we can have Cm ∼
σ22χ
2
G + σ
2
1χ
2
G and Cl ∼ σ23χ22G with l 6= m, where χ2n
is the central chi-squared distribution with the degrees of
freedom n [19]. Since Algorithm 1 only has one iteration
and |Γ| = |Ξ| = 2 in the iteration for Na = 1, we consider
PGMMV
(
Cm − C [2]l > 0|l 6= m
)
as the correct active antenna
detection probability, where C [1]l > C
[2]
l > · · · > C [Nt−Na]l
with l 6= m are sequential statistics. The probability density
functions (PDFs) of Cm and Cl with l 6= m are denoted by
2In our problem, measurement matrices H′(t)’s are not mutually inde-
pendent, since H′(t)’s are generated by permuting the columns of H(1) =
H
(2) = · · · = H(G) with different permutation matrices. Fortunately, we
can appropriately design Π(t)’s to guarantee that H′(t)
l
’s for a given l are
mutually independent, and the proposed SM signal interleaving enables us to
approach the performance gain of the ideal case with mutually independent
H
′(t)
’s, which will be verified in Section V.
f1(x) and f2(x), respectively. The PDF of Cl[2] with l 6= m
is f [2]2 (x) =
(Nt−Na)!
(Nt−Na−2)!
(F2 (x))
Nt−Na−2(1− F2 (x))f2 (x),
where F2 (x) is the cumulative density function of f2(x). In
this way, we have
PGMMV
(
Cm−C
[2]
l >0|l 6=m
)
=
∫∞
0
∫∞
−∞
f (x) f
[2]
2 (x−z) dxdz.
(6)
For the conventional MMV problem with identical channel
matrices, similar to the previous analysis, we have Cm ∼
Gσ22χ
2
1 + Gσ
2
1χ
2
1 and Cl ∼ Gσ23χ22 with l 6= m. Similarly,
we can also get PMMV
(
Cm − C [2]l > 0|l 6= m
)
.
To intuitively compare the signal detection probability,
we compare PMMV (Cm − Cl > 0| l 6= m) and
PGMMV (Cm − Cl > 0| l 6= m) when σ2s/σ2w → ∞ and
G are sufficient large. In this case, Cm − Cl can be
approximated to the Gaussian distribution N (µ4, σ24)
with µ4 = G
(
µ21 + µ
2
2 − 2µ23 + σ21 + σ22 − 2σ23
)
,
σ24 = G
∑3
i=1 2σ
4
i + 4µ
2
iσ
2
i . In this way, we can obtain
that PGMMV (Cm − Cl > 0| l 6= m) ≈ Q(−µ4/σ4),
where Q-function is the tail probability of the
standard normal distribution [19]. By contrast,
for conventional MMV case, we can obtain that
PMMV (Cm − Cl > 0| l 6= m) ≈ Q(−µ4/(
√
Gσ4)). Clearly,
PMMV is larger than PGMMV due to µ4 > 0 and G > 1,
which implies that an appropriate SM signal interleaving will
lead to the improved signal detection performance.
To achieve the goal that H′(t)l ’s, ∀l, are mutually indepen-
dent as much as possible, we consider the pseudo-random per-
mutation matrix Π(t), which can be predefined and known by
both the BS and user. In Section V, simulation results confirm
the good performance gain of the channel diversity from SM
signal interleaving, whose performance gain approaches that
of the case of mutually independent channel matrices in the
same group.
C. Spectral Efficiency
The proposed scheme has the spectrum efficiency
Nalog2M+log2 |A| /G bpcu due to the grouped transmission
scheme, which is slightly smaller than conventional SM-
MIMO systems with Nalog2M+log2 |A| bpcu. In SM-MIMO,
the detection of spatial constellation symbols is essential since
it is the prerequisite of the following detection of signal
constellation symbols. Conventional low-complexity signal
detectors such as CS-based signal detectors perform poorly in
massive SM-MIMO systems, and thus the signal constellation
symbol is usually limited to low-order modulation to guarantee
the reliable signal detection. However, the detection of spatial
constellation symbol can be improved by the proposed scheme,
so higher-order modulation of signal constellation symbol can
be used to achieve the same or even higher bpcu. Besides, the
spectrum efficiency can be further increased by using a large
number of low-cost transmit antennas to expand the degree
of spatial freedom in massive SM-MIMO. Finally, simulation
results in the following section will show that even with small
G = 2, the proposed SCS-based signal detector can achieve
much better BER improvement even with higher total bpcu
than the conventional signal detectors.
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Fig. 3. Comparison of the simulated and analytical SCSER of the SCS-based
signal detector in different cases over uncorrelated Rayleigh-fading MIMO
channels, where Nt = 64, Nr = 16, Na = 1, and 8-PSK are considered.
D. Computational Complexity
The optimal ML signal detector has the computational
complexity of O(MNa2⌊log2(NtNa)⌋), which is prohibitively
high when Na, Nt, and/or M become large. The conventional
signal detectors [1], [10], [16] have the complexity of O(N3t )
as mentioned in Section II, which implies that their complexity
is still high in massive SM-MIMO systems with large Nt. By
contrast, for the proposed SCS-based signal detector, the main
computational burden comes from the step of least squares
with the computational complexity of O(G(2NrN2a + N3a ))
[20], or equivalently O(2NrN2a +N3a ) per SM signal in each
time slot. This indicates that the proposed SCS-based signal
detector enjoys the same order of complexity with the CS-
based signal detector [15].
V. SIMULATION RESULTS
A simulation study was carried out to compare the perfor-
mance of the proposed SCS-based signal detector with that
of the conventional LMMSE-based signal detector [1] and
the CS-based signal detector [16]. The performance of the
optimal ML detector [9] is also provided as the benchmark
for comparison.
Fig. 3 compares the simulated and analytical spatial con-
stellation symbol error rate (SCSER) of the SCS-based signal
detector in different cases over uncorrelated Rayleigh-fading
MIMO channels, where Nt = 64, Nr = 16, Na = 1, and
8-PSK are considered. For the GMMV case, “i.i.d.” denotes
the case that H′(t) = H(t) for 1 ≤ t ≤ G and H(t)’s are
independently generated, while “interleaving” denotes the case
that H(1) = H(2) = · · · = H(G) and H′(t) = H(t)Π(t) with
different permutation matrices Π(t)’s. From Fig. 3, we can
find that the analytical SCSER derived in Section IV-B have
the good tightness with the simulation results. In addition, the
proposed SCS-based signal detector outperforms the conven-
tional CS-based signal detector, since the structured sparsity
of multiple sparse SM signals is exploited for the improved
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Fig. 4. SCSER of different signal detectors over correlated Rayleigh-fading
MIMO channels, where rt = rr = 0.4, Nt = 64, Nr = 16, Na = 1, and
8-PSK are considered.
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Fig. 5. BER comparison between the traditional CS-based signal detector
and the proposed SCS-based signal detector over correlated Rayleigh-fading
MIMO channels, where rt = rr = 0.4 and Nr = 16.
SCSER. Moreover, since the channel diversity can be exploited
to further improve the SCSER, the SCS-based signal detec-
tor with mutually independent channel matrices (GMMV) is
superior to that with identical channel matrices (MMV) by
more than 4 dB if the SCSER of 10−3 is considered. Finally,
the performance of the SCS-based signal detector with SM
signal interleaving approaches that with mutually independent
channel matrices, which indicates that the proposed SM signal
interleaving can fully exploit the channel diversity.
Fig. 4 provides SCSER comparison of different signal detec-
tors over correlated Rayleigh-fading MIMO channels, where
both the channel correlation coefficients at the transmitter and
receiver are rt = rr = 0.4 [17], Nt = 64, Nr = 16, Na = 1,
and 8-PSK are considered. The conventional LMMSE-based
signal detector works poorly due to Nr ≪ Nt. The SCS-based
signal detector with interleaving outperforms the conventional
CS-based signal detector and SCS-based signal detector with-
7out interleaving. Moreover, it has the similar performance
with that with mutually independent channel matrices (i.e.,
H′
(t)
= H(t) for 1 ≤ t ≤ G and H(t)’s are independently
generated), which indicates the good performance gain of the
channel diversity from interleaving even in correlated MIMO
channels.
Fig. 5 provides the BER performance comparison of the
existing CS-based signal detector and the proposed SCS-based
signal detector with interleaving over correlated Rayleigh-
fading MIMO channels with rt = rr = 0.4 and Nr = 16. The
existing scheme adopts two transmission modes: 1) Nt = 64,
Na = 1, BPSK with 7 bpcu and 2) Nt = 65, Na = 2, no
signal constellation symbol with 11 bpcu. In contrast, the SCS-
based signal detector with Nt = 65, Na = 2 and G = 2
adopts QPSK and 8-PSK, respectively, and the corresponding
data rates are 9.5 bpcu and 11.5 bpcu. From Fig. 5, it can
be observed that the proposed SCS-based signal detector with
even higher bpcu achieves better BER performance than the
conventional CS-based signal detector. For example, when
BER of 10−3 is considered, the proposed SCS-based signal
detector with 9.5 bpcu outperforms the conventional CS-based
signal detector with 7 bpcu by about 2 dB.
In Fig. 6, we compare the BER performance between
the conventional CS-based signal detector and the proposed
SCS-based signal detector with interleaving over correlated
Rayleigh-fading MIMO channels with rt = rr = 0.4 and
different G’s, where an extreme case that Nt = 65, Nr =
3, Na = 2, and 8-PSK is considered3. The conventional
CS-based signal detector works poorly, since the limitation
Nr ≥ 2Na + 1 is required by conventional CS theory [11].
By contrast, the BER performance of the proposed SCS-based
signal detector improves when G becomes large, since the SCS
theory can relax the limitation as Nr ≥ Na + 1 [11].
Fig. 7 compares the performance of the proposed SCS-
based signal detector with interleaving and the optimal ML
signal detector, where rt = rr = 0.4, Nt = 65, Nr = 16,
Na = 2, and 8-PSK are considered. From Fig. 7, we can
find that with the increasing G, the BER performance gap
between the SCS-based signal detector and the optimal ML
signal detector becomes smaller. When G ≥ 2, the SCS-based
signal detector approaches the optimal ML signal detector with
a small performance loss. For example, if the BER of 10−4
is considered, the performance gap between the SCS-based
signal detector with G = 3 and the optimal ML detector is
less than 0.2 dB. Thus, the near-optimal performance of the
proposed SCS-based signal detector can be verified.
VI. CONCLUSIONS
This paper has proposed a near-optimal SCS-based signal
detector with low complexity for the emerging massive SM-
MIMO. First, the grouped transmission scheme can introduce
the desired structured sparsity of multiple SM signals in
the same transmission group for improved signal detection
3The proposed scheme may require a relatively large number of receive
antennas to achieve its competitive advantage, and it can be applied for the
mobile stations such as laptop or tablet, where the relatively large number of
antennas may be possible at the mobile stations, especially when the higher
working frequency of 3∼6 GHz is considered.
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performance. Second, the SSP algorithm can jointly detect
multiple SM signals with low complexity. Third, by using SM
signal interleaving, we can fully exploit the channel diversity
to further improve the signal detection performance, and the
performance gain from SM signal interleaving can approach
that of the ideal case of mutually independent channel matrices
in the same transmission group. Besides, we have quantified
the performance gain from SM signal interleaving. Simulation
results have confirmed that the proposed low-complexity SCS-
based signal detector outperforms conventional signal detec-
tors with near-optimal performance.
APPENDIX
We will investigate the distribution of Fm,l =
(αH′m +w)
∗
H′l, where the superscript (t) is omitted
for simplicity. Specifically, let hm,n, hl,n, and wn denote the
nth element of the vector H′m, H′l, and w, respectively. In
8this way, we have Fm,l = α
∑Nr
n=1 h
∗
m,nhl,n+
∑Nr
n=1 w
∗
nhl,n .
Since Fm,l can be expressed as the summation of multiple
mutually independent random variables, Fm,l approximately
follows the Gaussian distribution, when Nr is sufficiently
large according to central limit theorem. Obviously, we have
E
{
Fm,l
}
= 0, since Re {hl,n} = hrl,n, Im {hl,n} = hil,n,
Re {hm,n} = hrm,n, and Im {hm,n} = him,n follow N (0, 0.5),
both Re {wn} = wrn and Im {wn} = win follow N (0, σ2w/2),
and E {α} = 0. For the case of m = l, we have
Fm,m = α
∑Nr
n=1 |hm,n|
2 +
∑Nr
n=1 w
∗
nhm,n
=
∑Nr
n=1 Re {α}
(
(hrm,n)
2 + (him,n)
2
)
+ hrm,nw
r
n + h
i
m,nw
i
n
+i
∑Nr
n=1 Im {α}
(
(hrm,n)
2 + (him,n)
2
)
− hrm,nw
i
n + h
i
m,nw
r
n.
(7)
Furthermore, we can have
E
{
Re
{
Fm,m
}2}
= E


(
Nr∑
n=1
Re {α}
(
(hrm,n)
2 + (him,n)
2
)
+ hrm,nw
r
n + h
i
m,nw
i
n
)2

= E
{
Nr∑
n=1
Re{α}2
(
(hrm,n)
4 + (him,n)
4
)
+ (hrm,nw
r
n)
2 + (him,nw
i
n)
2
}
+E
{
Re{α}2
Nr∑
n1=1
Nr∑
n2=1
(
(hrm,n1h
i
m,n2
)
2
+ (him,n1h
r
m,n2
)
2
)}
+E
{
Re{α}2
Nr∑
n1=1
Nr∑
n2=1,n2 6=n1
(
(hrm,n1h
r
m,n2
)2 + (him,n1h
i
m,n2
)
2
)}
+E
{
Re {α}
Nr∑
n1=1
Nr∑
n2=1
(
(hrm,n1 )
2 + (him,n1 )
2
)
× (hrm,n2w
r
n2
+ him,n2w
i
n2
) + hrm,n1w
r
n1
him,n2
win2
}
=
3E{Re{α}2}Nr
2
+
Nrσ
2
w
2
+
E{Re{α}2}N2r
2
+
E{Re{α}2}Nr(Nr−1)
2
+ 0
= E
{
Re{α}2
}
(N2r +Nr) +
Nrσ
2
w
2
.
(8)
Similarly, we have
E
{
Im
{
Fm,m
}2}
= E
{
Im{α}2
}
(N2r +Nr) +Nrσ
2
w/2.
(9)
For BPSK with M = 2, we have E
{
Re{α}2
}
= σ2s
and E
{
Im{α}2
}
= 0, while for the higher constellation
modulation with M > 2 (e.g., M -QAM or M -PSK), we have
E
{
Re{α}2
}
= σ2s/2 and E
{
Im{α}2
}
= σ2s/2.
For the case of m 6= l, the associated result can be derived
similarly to (7) and (8).
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