Abstract Evaluative techniques offer a tremendous potential for on-line controller design. However, when the optimization space is large and the performance metric is noisy, the time needed to properly evaluate candidate solutions becomes prohibitively large and, as a consequence, the overall adaptation process becomes extremely time consuming. Distributing the adaptation process reduces the required time and increases robustness to failure of individual agents. In this paper, we analyze the role of the four algorithmic parameters that determine the total evaluation time in a distributed implementation of a Particle Swarm Optimization algorithm. For a multi-robot obstacle avoidance case study, we explore in simulation the lower boundaries of these parameters with the goal of reducing the total evaluation time so that it is feasible to implement the adaptation process within a limited amount of time determined by the robots' energy autonomy. We show that each parameter has a different impact on the final fitness and propose some guidelines for choosing these parameters for real robot implementations.
Introduction
Human design of high-performing robotic controllers is not a trivial task for a number of reasons. In the first place, even the simplest of modern robots have a large number of sensors and actuators, which implies a large number of control parameters to optimize. Secondly, real systems often present discontinuities and nonlinearities, making it difficult to apply well-understood linear control techniques. Finally, when porting the designed controller to real robots there might be an unexpected performance drop due to a number of factors such as imperfections in fabrication, changes in the environment, or modeling inaccuracies.
Machine-learning techniques are an alternative to human-guided design that can address some of the previously mentioned challenges. They can automatically synthesize robotic controllers in large search spaces, coping with discontinuities and nonlinearities, and find innovative solutions not foreseen by human designers by working with a pool of potentially very diverse candidate solutions. Furthermore, the learning process can be implemented fully on-board, enabling automatic adaptation to the underlying hardware and environment.
However, the main drawback of working with a pool of candidate solutions is the amount of time needed to evaluate all candidates, which is substantially larger than that required to generate them. Moreover, due to several sources of uncertainty, such as sensor noise, manufacturing tolerances, or lack of strict coordination in multirobot settings, it may be necessary to re-evaluate some solutions to gather sufficient statistics for meaningful adaptation. Because of these two reasons, the adaptation process is considered an expensive optimization problem.
Implementing the adaptation process in a distributed fashion brings two distinct advantages. Firstly, it reduces the required evaluation time through parallelization. Secondly, it increases robustness by avoiding a critical point of failure, which is of particular interest in real robot implementations.
Thus, the goal of this paper is to analyze how different algorithmic parameters in a distributed implementation affect the total evaluation time and resulting fitness. We aim to reduce the total evaluation time such that it is feasible to implement the adaptation process within the limits of the robots' energy autonomy without renouncing the benefits of a population-based learning algorithm.
Related Work
Particle Swarm Optimization (PSO) is a relatively new metaheuristic originally introduced by Kennedy and Eberhart [8] . PSO is inspired by the movement of flocks of birds and schools of fish, and represents a set of candidate solutions as a swarm of particles moving in a multi-dimensional space. Particles can recall at which position of the search space they obtained their best performance and also the position of the best performing particle in a pre-established neighborhood.
Because of its simplicity and versatility, PSO has been used in a wide range of applications such as antenna design, communication networks, finance, power systems, and scheduling. Within the robotics domain, popular topics are robotic search, path planning, and odor source localization [13] .
PSO is well suited for distributed/decentralized implementations due to its distinct individual and social components and the use of the neighborhood concept. Most of the work on distributed implementations has been focused on benchmark functions running on computational clusters [1, 3, 16] . Implementations with mobile robots are mostly applied to odor source localization [9, 17] , and robotic search [6] , where, as opposed to optimizing a set of control parameters for the task at hand, the particles' position is usually directly matched to the robots' position in the arena. Thus, the search is conducted in two dimensions and with few or even only one local extrema. For these reasons, even though robotic search is a challenging practical task, it does not represent a complex optimization problem.
An example of a more challenging on-line optimization problem is the work of Floreano and Mondada [5] , who used Genetic Algorithms to optimize the weights of an artificial neural network controller. The task was to navigate a path and avoid obstacles with a tethered mobile robot. Even though the population manager and other resource-intensive tasks were carried out on a dedicated off-board computer, this study was still able to show the advantages of evaluation with hardware in the loop. For example, the evolved direction of motion was a result of the interplay between the robot morphology (higher density of proximity sensors facing forward) and the environment in which it was deployed. It is worth noting that the experiment required 67 hours of total evaluation time, and it would require the same time to recreate it nowadays since the limit was not imposed by computational capabilities but rather by the wall-clock time needed to gather enough information on the quality of the candidate solutions.
Most of the research on optimization in noisy environments has focused on evolutionary algorithms [7] . The performance of PSO under noise has not been studied so extensively. Parsopoulos and Vrahatis showed that standard PSO was able to cope with noisy and continuously changing environments, and even suggested that noise may help to avoid local minima [12] . Pan et al. [11] proposed a PSO variation based on statistical tests to select particles, but was only applied to benchmark functions with added gaussian noise.
Pugh et al. showed that PSO could outperform Genetic Algorithms on benchmark functions and for certain scenarios of limited-time learning under the presence of noise [14, 15] . Pugh also showed that PSO can perform satisfactorily with low population sizes, a result that is of particular interest for multi-robot implementations because a smaller number of robots can be used while leaving the optimization process robust to connectivity issues between the robots.
Materials and Methods
This paper is focused on a case study of obstacle avoidance, a basic behavior in robotics. Robots navigate autonomously in a square arena of 1 m 2 in which walls and other robots are the only obstacles. We use the same metric of performance as Floreano and Mondada [5] , which consists of three factors, all normalized to the interval [0, 1] (Eq. 1).
V is the average wheel speed, ∆ v the wheel speed difference, and i the proximity sensor activation value of the most active sensor. Each factor is calculated at each time step and then averaged for the total number of time steps in the evaluation period. This function rewards robots that move quickly, turn as little as possible, and spend as little time as possible near obstacles. We chose the obstacle avoidance task because it is scalable in the number of robots, requires basic sensors and actuators that are available in most mobile robots, and the chosen performance metric can be fully evaluated with on-board resources. Thus, it can serve as a benchmark for testing distributed learning algorithms with real robots in the same way that standard benchmark functions are used in numerical optimization.
Our experimental platform is the Khepera III mobile robot, a differential wheeled vehicle with a diameter of 12 cm. The Khepera III is equipped with nine infra-red sensors as well as five ultrasound sensors for short and medium range obstacle detection. Our experiments were carried out in simulation using Webots [10] , a realistic, physics-based, submicroscopic simulator that models dynamical effects such as friction and inertia. In this context, by submicroscopic we mean that it provides a higher level of detail than usual microscopic models, faithfully reproducing intrarobot modules (e.g., individual sensors and actuators).
The controller architecture is an artificial neural network of two units with sigmoidal activation functions, and a single output per unit to control the two motors. Each neuron has 12 input connections: the 9 infrared sensors, a connection to a constant bias speed, a recurrent connection from its own output, and a lateral connection from the other neuron's output, resulting in 24 weight parameters in total.
The adaptation algorithm is the noise-resistant variation of PSO introduced by Pugh et al. [15] , which operates by re-evaluating personal best positions and aggregating them with the previous evaluations (in our case a regular average performed at each iteration of the algorithm). The movement of particle i in dimension j depends on three components: the velocity at the previous step weighted by an inertia coefficient w, a randomized attraction to its personal best x * i, j weighted by w p , and a randomized attraction to the neighborhood's best x * i ′ , j weighted by w n (Eq. 2). rand() is a random number drawn from a uniform distribution between 0 and 1.
The neighborhood presents a ring topology with one neighbor on each side. Particles' positions and velocities are initialized randomly with a uniform distribution in the [-20, 20 ] interval, and their maximum velocity is also limited to that interval. The robots' pose (position and orientation in the arena) is randomized at the beginning of each evaluation. At the end of each optimization run, the best solution is tested with 40 evaluations of 30 s, and the final performance is the average of these final evaluations. The total evaluation time for PSO depends on four factors: population size (N p ), individual candidate evaluation time (t e ), number of iterations of the algorithm (N i ), and number of re-evaluations of the personal best position associated with each candidate solution within the same iteration (N re ), as shown in Eq. 3.
If we assume that there is a fixed upper limit for the total evaluation time, an increase in any of the parameters would result in a proportional decrease in the rest. In a parallelized or distributed implementation, fitness evaluations are distributed among N rob robots, and the wall-clock time t wc required to evaluate candidate solutions is reduced (Eq. 4).
It is worth noting that the number of robots is not necessarily the same as the population size. In fact, the choice of the population size depends on the dimension of the search space and the complexity of the task, while the choice of number of robots is based on more experimental considerations (e.g., availability of robots, targeted number of robots needed for a specific mission in a given environment). Thus, a robot may have several particles to evaluate within the same candidate solution pool as opposed to only one. A full optimization of the algorithmic parameters to minimize the total evaluation time would be a computationally very expensive problem, due to the large number of candidate configurations, the combination of continuous and discrete parameters, the large variation between runs, and the possible existence of local optima. Thus, our approach is to analyze each parameter individually, taking into account its impact on the final performance as compared to a full-time adaptation baseline.
Our baseline set of parameters, based on the work of Pugh et al [14] , is shown in Table 1 . This set of parameters amounts to a total evaluation time of approximately 417 hours if carried out on a single robot, what we refer to as full-time adaptation.
To complement our robotic case study and add more generality, we also perform runs on four traditional mono and multi-modal benchmark functions without noise: the sphere, Rosenbrock's, Rastrigin's, and Griewank's, defined in Eq. 5. The baseline parameters for the algorithm ran on benchmark functions are also shown in Table 1 . 
Results and Discussion
The results of this paper are presented as follows: Section 4.1 introduces the discussion with a comparison of the fitness as a function of the total evaluation time. In Sections 4.2 to 4.5 we analyze each of the four previously mentioned algorithmic parameters and propose guidelines for setting their values. Finally, in Section 4.6 we apply the proposed guidelines to reduce the total evaluation time and compare the results with the full-time adaptation.
Parameter comparison
In the first place, we started from the total evaluation time baseline of 417 h and reduced N p , N i , and t e individually to 5, 5, and 5 s respectively, while keeping the other two parameters at their baseline values, plotting the three curves in the same graph for better comparisons. We performed 100 independent runs for each set of parameter values and with 1, 2, 4, and 8 robots. When multiple robots were considered, all of them were learning in parallel. All runs were performed in a 1x1 m arena unless noted otherwise. The resulting fitness can be observed in Figure 1 . In all cases, reducing the evaluation span t e has the least impact on the resulting fitness, followed by N p and N i . When comparing the same total evaluation time across different numbers of robots, it can be noted that as the number of robots increases, the arena becomes more crowded and obstacle avoidance becomes harder, thus causing the average fitness to decrease. Also, performances are noisier (see larger error bars in lower right corner) and therefore there is less impact of a decreased N p or N i (flatter profile than with 1-2 robots). The following sections present a more detailed analysis of each individual parameter. 
Evaluation Span
To analyze the effect of the evaluation span, we reduced t e from 150 s to 5 s, with 20 s steps in the higher range and 5 s steps in the low range. We did 100 runs for each value, and plotted the mean and standard deviation in Figure 2 , left.
The mean fitness remains fairly constant for 30 s < t e < 150 s for all number of robots. In fact, the difference in fitness between 150 s and 30 s is not statistically significant in all cases (Mann-Whitney U test, 5% significance level). For t e < 30 s the fitness starts to decrease, although at different rates for different numbers of robots. In particular, for 8 robots t e can be reduced to 10 s without a major change in fitness, which suggests that a crowded arena may allow for shorter evaluation spans due to more frequent collisions, and thus more opportunities to learn to avoid them. It is interesting to note that reducing the evaluation span does not seem to increase the fitness variation between runs.
The evaluation span parameter depends on the task and the environment. With the goal of trying to explain the lower limits for our task, we varied the evaluation span for several arena sizes using one robot (Figure 2, right) . In this case, the point where performance starts to drop occurs at longer evaluation spans for larger arena sizes (15 and 25 seconds for 4 and 8 meters respectively). We suspect this point is related to the minimum time it takes to have at least one collision. In fact, if the robot moves in a straight line at a maximum speed of 0.25 m/s, it takes 16 and 32 seconds to cross one side of an arena of 4 and 8 meters respectively. Therefore, the robot speed and environment size can be used as guidelines to choose an evaluation span. We suggest that, in general, the minimum evaluation span should guarantee at least one interaction of the robot with other components of the environment relevant to the task at hand.
Re-evaluations
We then compared the performance of noise-resistant PSO with standard PSO to determine if re-evaluations improve performance in limited time scenarios. For any given set of parameters, noise-resistant PSO takes twice as much evaluation time as standard PSO due to the personal best re-evaluations. In order to perform a fair comparison, if we remove re-evaluations we need to double one of the other parameters to keep total evaluation time constant. We thus compared four alternatives: re-evaluations, doubled iterations, doubled evaluation span, and doubled population size. We performed 100 runs for each algorithmic variant and plotted the final fitness in Figure 3 .
In the single robot case, noise-resistant PSO performed significantly worse than standard PSO with doubled iterations and doubled population size. However, as the number of robots is increased, the relative performance of noise-resistant PSO improves: for 2 robots there is no significant difference, and for 4 and 8 robots noiseresistant PSO significantly outperforms standard PSO with doubled iterations and doubled population size. It is worth noting that there is no significant difference between doubling population size and number of iterations for all number of robots, and that doubling the evaluation span performs significantly worse in all cases except for 8 robots.
These results suggest that the decision to invest time in re-evaluations depends on the amount of uncertainty in fitness evaluations. In fact, as the arena becomes more crowded, there is more uncertainty in fitness evaluations, which depend both on the performance of other robots (avoiding other robots is easier if other robots are also trying to avoid you) and on initial conditions such as position in the arena (a robot is more likely to be trapped against a corner in a crowded arena).
Re-evaluations may also reduce the effect of heterogeneities on solution sharing in multi-robot evaluations, as shared solutions are re-evaluated at each iteration and thus can be dropped if they do not perform as well as they had done on other robots. The final advantage of re-evaluations can be seen in the case of dynamic environments, where a previously found good solution may no longer be valid after a certain amount of time. Thus, re-evaluations seem to be a good recommendation in general for multi-robot learning scenarios.
Population Size
Both for our robotic case study and the benchmark functions, the population size was reduced from 100 to 30 in steps of 10, and from 30 to 5 in steps of 5, in order to obtain more data points in what we expected to be an interesting region, while keeping all the other parameters the same as in the baseline. We did 100 independent runs for each value, results are shown in Figure 4 , left and Figure 5 .
It is clear from figures 1 and 5 that, at least with our baseline parameters, reducing the population size is better in terms of mean fitness than reducing the number of iterations, both for obstacle avoidance and for all benchmark functions 1 . Now the question that arises is how low should we set the population size? While there is no clear consensus in PSO literature [2] , there are a few guidelines based on the dimension D of the search space such as
Another approach is to start with a fixed value such as N p = 40 and restart the algorithm with a larger N p if early convergence is noticed. However, it is hard to determine if a restart is needed, especially when the maximum feasible fitness is not clear beforehand, which is often the case when learning robotic behaviors.
In Figure 4 , left we note a slight change in the fitness slope at around N p = 25, but this effect is much more clear in the case of the benchmark functions f 2 , f 3 , and f 4 ( Figure 5 , N p = 25 and 500 default iterations, as mentioned in Table 1 , corresponding to 12500 function evaluations).
Also, when population size becomes small, more outliers appear due to runs that fail to converge to a satisfactory solution. This can be noted in the higher standard deviation seen in reduced N p as compared to reduced N i with the same total evaluation time (see Figure 1) .
Thus, because of higher fitness, lower variance, the possibility to distribute particles among robots, and the impracticality of the restart process, we prefer to err on the side of larger population sizes, and we suggest the following guideline: 
PSO iterations
For our robotic case study, the number of iterations was reduced from 50 to 5 in steps of 5, again keeping all the other parameters the same as in the baseline. We did 100 independent runs for each parameter value, results are shown in Figure 4 , right. The chosen benchmark functions traditionally use larger values of N i , so we chose 500 as a baseline and reduced it to 50 in steps of 50 (see Figure 5 ). We observed a nearly linear performance drop for obstacle avoidance and on benchmark functions f 3 and f 4 . For f 1 and f 2 , the behavior of N i was similar to that of N p , but with a worse fitness overall.
Given that N i is the easiest parameter to adjust on the fly, this parameter seems suitable for trade-offs between performance and available learning time. That is, for a fixed available time t wc , we suggest using the previous guidelines to determine the 3 other parameters and allocate all remaining time to N i using Eq. 7, which is derived from Eq. 4.
Limited Time Adaptation
For our limited time adaptation runs, we set a maximum total evaluation time of 8 h, which if distributed among 8 robots results in a wall-clock time of 1 h, about one third of the battery autonomy of our robots 3 . Following our proposed guidelines, we used N p = 24, t e = 20 s, N re = 1, and N i = 30, and run the adaptation process in simulation for N rob = {1, 2, 4, 8} (see Figure 6 ). The fitness difference between full-time and limited time adaptation is 17%, 17%, 14%, and 9% for 1, 2, 4, and 8 robots respectively. These values are relatively low considering the evaluation time was reduced more than 52 times. More importantly, both limited and full-time adaptation converged to the same obstacle avoidance strategy, regardless of the number of robots: going back and forth between walls in a straight line, reversing the direction of motion every time an obstacle was detected. We verified the sameness of the solution strategies by analyzing the trajectories described by the robots, focusing on the step length and angle distributions as described in [4] . 
Conclusion
We analyzed the effect of the four PSO algorithmic parameters that determine total evaluation time for a case study of multi-robot limited time learning of an obstacle avoidance behavior. Each parameter was varied independently, and based on the resulting fitness we proposed guidelines to choose these parameters for the case of multi-robot distributed learning. To add more generality to our guidelines, we ran analogous tests on benchmark functions traditionally used for numerical optimization problems.
For the population size parameter, we suggested to use at least the dimension of the search space D, and to use the number of robots if it is greater than D to take advantage of parallel evaluations and increased robustness. We proposed using the robot speed and environment size as guidelines to choose an evaluation span that guarantees at least one interaction of the robot with other components of the environment relevant to the task at hand. Due to the inherent uncertainty in controller evaluations when using more than one robot, we showed that re-evaluations have a positive impact in multi-robot learning scenarios. The last parameter, the number of iterations, can be adjusted to fit the total evaluation time available.
By applying our guidelines, we were able to reduce the total adaptation time to an amount which can be easily completed without fully depleting the batteries of the individual robots. This resulted in a maximum quantitative performance drop of 17% but with no observable difference in the qualitative behaviors of the solutions. Even though we employed the PSO algorithm, we believe that the evaluation time issues and the guidelines presented in this paper are not limited to PSO and are relevant to population-based multi-robot learning in general.
Our next step is to validate these results with real robots. In particular, we intend to study the effect of asynchronous updates and dynamic neighborhood topologies on multi-robot learning. In the future, we hope to extend our analysis to tasks of increasing complexity, requiring a higher degree of coordination between robots. We are also interested in exploring PSO variations and other population-based algorithms that can be applied to limited-time distributed learning. Our final goal is to devise a set of general guidelines for fast, robust adaptation of high-performing robotic controllers.
