Abstract. 4 We evaluate the skill of a methodology to identify optimal sensor place-5 ments for catchment-scale snow observatories using LiDAR and machine learn- isting network (23 sensors, RMSE 10.1%). We asses the optimal long-term 18 deployment strategy using hourly snow-depth data from the existing network
regression trees and kriging can then be used to estimate snow distribution across unin-48 strumented regions [Balk and Elder , 2000; Erickson et al., 2005; Erxleben et al., 2002; 49 Fassnacht et al., 2003; Harshburger et al., 2010] .
50
To enhance the physiographic representativeness of existing snow-measurement net-51 works, recent research has investigated the feasibility of using wireless-sensor networks to 52 distribute spatially-dense snow measurements over a broader landscape (Figure 1 ). Prior 53 work [Kerkez et al., 2012] and [Rice and Bales, 2010] showed that wireless-sensor networks 54 can be configured to provide simultaneous measurements of snow-depth distribution, so-55 lar forcing, and subsurface exchange across a 1-km 2 region. Based on these findings, 13
Superposition, with mixing parameters, π k :
Subject to:
The complete log-likelihood function is given by: Gaussian mixture model.
136
The converged Gaussian mixture model is shown in Figure 4 . Optimal sensor placements 
152
X ∼ GP (m, K)
We used a squared exponential covariance function (Equation 6), which depends on four , where y i is the measured snow depth at point i, and σ i is the measurement 159 varaince at y i .
OROZA ET AL.: OPTIMAL SNOW SENSOR PLACEMENTS
Supervised updates
In addition to estimating the spatial mean of the snow depth, the Gaussian process 
We investigated how many sensors are needed in the proposed methodology by examin-
178
ing the error in the snow-depth model in a range of placement scenarios. In the first set of 179 scenarios, we began the unsupervised placements with 2 sensors, increasing to 23 sensors.
180
The optimal number of sensors was taken to be when marginal improvement in RMSE 181 was less than 1%. With the optimal number of unsupervised placements determined, we 182 examined the uncertainty in the Gaussian Process snow-depth estimate. We extracted 183 a feature space of the regions corresponding to the highest 10% of model uncertainty.
184
The optimal placements were determined by running the Gaussian mixture model again 
3. Results
Unsupervised placements
We found that the autocorrelation parameters of the snow-depth model are not reliably 
Existing network
The snow depth model estimated from the existing placements has higher error (RMSE 
Long-term analysis
In WY2011-WY2013, the correlation coefficients of slope, aspect, elevation and canopy
252
show consistent inter-annual patterns. Canopy is the strongest predictor of snow depth. 
