The paper considers the eigenvalue problem
Introduction
In this paper we discuss the eigenvalue problem
where the function g has the following properties. 
Thus g represents a potential well that deepens as λ > 0 increases. In (1.1), both α and λ are real numbers and we are concerned with the following question. Given α > 0, does there exist a value of λ for which the problem has a positive solution? More precisely, a number λ is said to be an eigenvalue of (1.1) whenever there exists u ∈ H 1 (R N )\{0} such that
In our discussion we take advantage of the additional regularity of eigenfunctions that follows from our assumptions.
Proposition 1.1. If g satisfies (G1) and v ∈ H 1 (R N ) is an eigenfunction of (1.1), then v ∈ W 2,p (R N ) for all p ∈ [2, ∞). Hence v ∈ C 1 (R N ).
Proof. See [9, Corollary 2.15] for example, or [7] for a deeper treatment.
There are values of α for which (1.1) has no eigenvalues and the following quantities enable us to clarify the situation. Let ξ 1 be the first eigenvalue of the Dirichlet problem −∆ϕ = ξϕ in Ω ϕ ∈ H 1 0 (Ω), Ω is given by (G1).
(1.2)
As is well known, ξ 1 > 0, and there is a unique eigenfunction satisfying the conditions We begin by establishing the following result concerning the quantity Γ. 
, where
Furthermore, the value of S N can be found in [6] , for example. Problem (1.1) may have no eigenvalues λ in the interval (−∞, α). In order to formulate a precise result of this kind, we introduce the following condition.
We use this condition in the next result to ensure that the Schrödinger operator (ii) If Γ < α < ξ 1 , then there exists a unique eigenvalue λ = Λ(α) of (1.1) having a positive eigenfunction. Furthermore, Λ(α) > α, and it is simple in the sense that
All other eigenvalues of (1.1) are less than Λ(α), 1 and their eigenfunctions change sign.
(iii) The function Λ ∈ C ∞ ((Γ, ξ 1 )) and is strictly increasing with
is characterized as the unique value of λ for which Σ α (λ) = 0, where
In other words, Λ(α) is the unique value of λ for which 0 is the infimum of the spectrum of the Schrödinger operator
Remark 1.6. Of course the alternative point of view in which λ is fixed and we seek values of α for which (1.1) has a solution is the standard eigenvalue for the Schrödinger operator −∆ + λg(x), and it is well understood. However, even for this problem, our work yields the following non-trivial conclusion. If α(λ) denotes the lowest eigenvalue of −∆ + λg(x), then α(λ) increases from Γ to ξ 1 as λ increases from Γ to ∞. A more intuitive form of this result is obtained by shifting the top of the potential well to the level zero. In this case, (1.1) can be written as
where ρ = α − λ, and we have
where ρ(λ) is the lowest eigenvalue of this problem.
Our work involves describing the eigenvalue λ as a function of the parameter α rather than the eigenvalue α as a function of the parameter λ in the traditional treatment. We were confronted by this form of the problem in our work [10] on the following nonlinear eigenvalue problem, which has (1.1) as its asymptotic linearization.
where g satisfies (G1) and f has the following properties.
Replacing f (u) by its asymptotic linearization (α + 1)u leads to (1.1) with α > 0.
Proof of Lemma
Since g ϕ ≡ 0, on R N , this implies that ϕ is an L 2 -eigenfunction of −∆ on R N . However, as is well known (see [9, Theorem 3.8] for example), −∆ has no such eigenfunctions and hence Γ < ξ 1 .
(
showing that Γ ε.
There exists R = R(C) > 0 such that
Then we set
where ω N denotes the (N −1)-dimensional measure of the unit sphere in R N . Hence
and set
by dominated convergence, and
Therefore there exists k 0 such that
It follows that
and the proof of (iv) is complete.
Existence and properties of Λ(α)
It follows from Proposition 1.1 that any eigenfunction u of problem (
, and this leads us to introduce a Schrödinger operator having u as an eigenfunction. Define
with spectrum σ(A λ ) and essential spectrum σ e (A λ ) = [λ−α, ∞) (see [9, Section 3] for example). Furthermore, setting
where
(see [9, Theorem 3.10] for example). In fact, all the quantities just mentioned depend on α as well as λ. In most of the discussion, the value of α is fixed and it is the variation with respect to λ that is of interest. However, when the dependence on α is relevant, we use the more explicit notation
If we set 
and so there exists u ∈ H 1 (R N ) such that R N u 2 dx = 1 and
It follows that R N (1 − g)u 2 dx > 0 and that Γ < α. On the other hand, if Γ < α, then there exists u ∈ H 1 (R N ) such that
Proof. (i) By the definition of a λ , we see that, for all λ, µ ∈ R and u ∈ H 1 (R N ),
Suppose that λ ∈ S α . Then there exists u ∈ H 1 (R N ) such that
it follows that Σ(µ) < 0 for all µ α such that |λ − µ| (ii) Let ϕ 1 ∈ H 1 0 (Ω) be the eigenfunction of (1.2) satisfying (1.3), and set
We now have ϕ ∈ H 1 (R N ) and
Hence there is a Lagrange multiplier ξ ∈ R such that
Putting v = ϕ, we see that ξ = ξ 1 − α = 0, and then
since gϕ ≡ 0 in R N . As in the proof of Lemma 1.2(iv), this is in contradiction to the fact that −∆ has no eigenfunctions in L 2 (R N ). Hence Σ(λ) < 0 if α = ξ 1 too.
(iii) Suppose now that Γ < α < ξ 1 . Then α ∈ S α by Lemma 3.2, and there +∞) , and for any integer n α, there exists
Since g(x) 0, this implies that
and so {u n } is bounded in H 1 (R N ). Passing to a subsequence, still denoted by u n , we may assume that, for some u ∈ H 1 (R N ),
Since lim |x|→+∞ g(x) = 1, there exists a compact set K ⊂ R N such that g(x) 1 2 for almost all x / ∈ K. By (3.6), we have
that is,
and so
Since K is compact, this implies that 1 lim
However,
and hence
and, by (3.4),
On the other hand, by (3.6),
However, g(x) ≡ 0 inΩ and g(x) > 0 in R N \Ω by (G1). Hence this implies that u = 0 a.e. on R N \ Ω and u = 0 a.e. on R N \ Ω.
Since Ω has a Lipschitz boundary, we have u ∈ H 1 0 (Ω), where u is the restriction of u to Ω (see [1, Lemma A 5.11] for example). By (
since R N u 2 dx = 1 and α < ξ 1 , which contradicts (3.7). Thus Λ(α) = sup S α < +∞. For any ε > 0, it follows from (3.3) that
and this means that λ − ε ∈ S α for any ε > 0. Therefore λ = sup S α = Λ(α). Conversely, if λ = Λ(α), it follows from Lemma 3.3 that λ / ∈ S α ∪ T α , and, since λ α, we must have Σ(λ) = 0.
Consider α, β ∈ (Γ, ξ 1 ) with α < β. Since Σ α (Λ(α)) = 0, it follows from Lemma 3.1 that there exists
showing that Λ(α) ∈ S β and consequently Λ(β) > Λ(α).
is a Fredholm operator of index zero. Let {v n } ⊂ X, v n n v weakly in X, and let
where (iii) By part (ii), we know that for any α ∈ (Γ, ξ 1 ), there exists Λ(α) ∈ (α, +∞) such that Σ α (Λ(α)) = 0, and it is a strictly increasing function of α by Lemma 3.4. Suppose that {α n } ⊂ (Γ, ξ 1 ) is an increasing sequence such that α n n → ξ 1 
and |u| 2 = 1}, and so a
and |u| 2 = 1} 0. This means that Λ / ∈ S ξ1 , contradicting the fact that S ξ1 = [ξ 1 , ∞), which was established in Lemma 3.3. Thus lim α →ξ1− Λ(α) = ∞.
Let τ = lim α →Γ+ Λ(α), and observe that since Λ(α) > α, we must have τ Γ. Let us suppose that τ > Γ. Consider a decreasing sequence {α n } such that α n n → Γ. As in part (ii), there exists
Hence {∆z n } is bounded in L 2 (R N ), from which it follows that {z n } is bounded in H 2 (R N ). Passing to a subsequence, we suppose henceforth that z n n z weakly in
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