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ABSTRACT 
Electronic Kal x-ray isotope shifts have been measured for 
Sn 116-124, Sm 148-154, W 182-184, W 184-186, and W 182-186 using a 
curved crystal Cauchois spectrometer. The analysis of the measure-
ments has included the electrostatic volume effect, screening by the 
transition electron as well as the non-transition electrons, normal and 
specific mass shifts, dynamical nuclear quadrupole polarization, and 
a radiative correction effect of the electron magnetic moment in the 
nuclear electric field. Results for the i sotopic changes in the 
nuclear charge radii are obtained. Where other experimental data are 
available, the agreement with the present measurements i s satisfactory. 
Comparisons with several nuclear model predictions yield only partial 
agreement. 
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I. INTRODUCTION 
The variation of atomic energy levels with atomic number (Z) 
is well understood today. Our present understanding rests upon the 
firm foundation of several decades of exploration of the level syste-
matics among the elements. Historically, these early researches formed 
the grand entranceway into our present structure of knowledge concern-
ing the nature of matter. The isotope shifts (I.S.) are far more subtle 
and form rather a small side door not even today fully opened. The I.S. 
are produced when the neutron number (N) is varied, for a given Z. The 
shifts are in general unequal for the various atomic levels. These 
unequal level shifts give rise to changes in transition energies such 
as the x-ray I.S. which are the subject of this thesis. 
There are three mechanisms through which an added neutron 
produces electronic level shifts. Firstly, there is the so-called 
volume effect, where the atomic level shifts are proportional to the 
changes in root mean square (rms) nuclear charge radius. The primary 
interaction in this case is the monopole electric force between the 
nucleus and the electrons. The added neutron usually "dilutes" the 
proton distribution, thereby decreasing its resemblance to a point 
charge. The atomic electrons become less tightly bound as a result. 
Another "volume effect" one or two orders of magnitude smaller results 
from the nuclear charge radius dependence of the interaction between 
the nuclear electric field and the radiative correction to the electron 
magnetic moment. The second mechanism is the "mass shift" produced by 
adding a neutron. This is a change in the kinetic energy of the 
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nuclear mass as it recoils agains t the motion of the electrons. The 
mass shift decreases in energy with increasing mass number A while the 
volume effect increases. The third mechanism, "dynamical nuclear 
polarization," comes into play when an added neutron changes the ten-
dency of the nucleus and the electrons toward mutual deformations in 
shape. This effect occurs only for deformed nuclei, and is more than 
an order of magnitude smaller than the "volume effect." 
I.S. measurements provide information on the changes in rms 
nuclear charge radii among isotopes of a given element. In the case of 
x-ray I.S., the volume effect may be accurately calculated. With the 
aid of a calculation of the ma ss shift included in the present work and 
an available estimate of the dynamical nuclear polarization effect, 
I.S. data may be interpreted to yield charge radii differences more 
precise than those obtained by other methods such as electron scatter-
ing experiments. 
Observations of I.S. in the heavier elements (volume effect 
dominant) began in 1919 l). This and other early measurements involved 
shifts in optical transitions and employed standard optical interfero-
metric techniques and unseparated isotopes. In the early 1930's, 
several theoretical calculations of the I.S. were carried out 2), 
followed by many optical I.S. measurements continuing to the present 
time. A recent review of the optical I.S. result s has been compiled 
by D. N. Stacey 3) Several r esearchers have contributed to the 
refinement of the I.S. theory and will be referred to in the pages 
following. 
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The detection of x-ray I.S. and hyperfine structure 
line broadening effects was attempted unsuccessfully by 
several workers in the period from 1931 to 1953 4 )• The 
I.S. was not seen because the experimental uncertainty vas 
an order of magnitude too large. The effect_ of hyperfine 
structure on x-ray line broadening is of second order and 
still lies beyond experimental reach today (for electronic 
atoms). In 1965 Brockmeier and Boehm 5:) reported the first 
observatdon of an x-ray I .s. They measured the shift of the 
K"('l x ray for the 1mir U 233-238 using a. curved crystal DuMond 
spectrometer and separated isotopes. Soon aftenrards, Sumba.ev 
and Mezentsev 6 ' 7 ) reported observations of x-ray I .s. for 1Io 
92-94-100,. Nd 144-148-150, and Sm 144-150-152 using a curved 
crystal Cauchois spectrometer technique l'lhich vas adopted al so 
for the experiments described in this thesis. 
The present measurements l'fere carried out for the 
isotope pairs Sn 116-124, Sm 148-154, W 182-184, W 184-186,: and 
W 182-186. For ea.ch pair, the shift of the vKKK~l x ray ,-as 
measured. The data have been interpreted to yield the changes 
in the rms nuclear charge radii and the results are coopared 
-to theoretical estimates and other I.s. measurements. 
With the emergence of high resolution Ge (Li) 'f' -ray 
detectors in the 1960's, x-ray I.s. and hyperfine structure obser-
vations in ouonic atoms have been greatly facilitated. While 
current muonic I. s. results are some1rhat less precise than those 
of the present work, there is potentially more information con-
tained in muonic experiments owing to the greater nuclear 
penetration of the muonic states. Arneb work is currently in 
progress in the attempt to improve the l!IUOnic e~periruental 
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and theoretical techniques in order to realize the full potential of 
the field 8 ). Similarly there are hopes of improving the electronic 
x-ray I.S. technique to allow the precise measurement of even the small 
single-neutron shifts. 
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II. THE ISOTOPE SHIFT AS A NUCLEAR PROBE 
A. Introduction 
Isotope shifts are changes in atomic transition energies 
between atoms whose nuclei have the same charge but different neutron 
number. In the heavier nuclei (z)40) the observed shift is due pri-
marily to the change in the rms nuclear charge radius, the so-called 
volume effect. 
The volume effect results primarily from the dependence of 
the atomic levels on the nuclear charge distribution through the elec-
trostatic interaction between the nuclear and the electronic charges. 
In general the electrons become less tightly bound as the rms nuclear 
charge radius increases. The interaction between the radiative cor-
rection to the electron magnetic moment and the nuclear electric field 
is also volume dependent. In the case of nuclei whose quadrupole 
deformations vary greatly from one isotope to another, electric quadru-
pole interactions constitute a small correction to the monopole term. 
The interaction producing the volume effect is understood, and the 
electronic wave functions for at least the inner electrons are capable 
of accurate calculation. Therefore, observation of the I.S. can yield 
information concerning the change in nuclear charge radius with neutron 
number. 
A mass shift is associated with the change in the kinetic 
energy of the nucleus with neutron number in the atomic C.M. system. 
Part of the mass shift may be simply accounted for by replacing the 
electron mass by its reduced mass in the Schroedinger equation. In 
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many electron atoms there is an additional term which has been evaluated 
for the cases of interest here. 
As described in the next subsection the I.S. is largest for 
a transition between l evels of greatly differing nuclear penetration. 
This is the reason fo.r choosing the Kal x ray (LIII -+ K) in preference 
to other x rays in the present experiments. An advantage of x-ray I.S. 
measurements over optical I.S. measurements lies in the possibility of 
calculating the relevant wave functions in the region of the nucleus 
much more accurately. Screening corrections are an important source of 
uncertainty in the case of optical I.S. evaluations. 
B. The Volume Effect 
An early calculation of x-ray r.s. was carried out by 
Wertheim 9). He used first-order perturbation theory with relativistic 
Coulomb wave functions as a basis and the difference between the poten-
tials of a point charge and a finite nuclear charge distribution as the 
perturbation. Because the perturbation energy is not small near r = 0, 
the perturbation calculation is not very accurate, and Wertheim there-
fore applied approximate and. sizeable corrections to his results. 
A more accurate method of calculation due to Broch lO) does · 
not use perturbation theory, but uses the difference of the radial 
Dirac equations for the electrons of two isotopes to obtain an 
expression for the r.s. The method is described in detail by Bodmer, 11) 
who calculates numerical shifts for optical levels only however. 
Ba.bushkin 12) has u sed the Broch method to calculate I.S. for x-ray 
levels . The wave function s 13) used by Ba.bushkin were obtained by the 
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14) Sommerfeld method , solutions being sought inside and 
outside the nucleus in terms of combinations of regular and 
irregular Coulomb functions. Screening of the K level was 
taken into account using Slater's rule 15), and amounts to 
only a fev percent. 
The basic expression for the level shifts due t .o 
the finite nuclear size is given by Babushkin as 
4E = >n cR2 [ g (R) f (R) - g· (R) f (R)J. 
o e e o 
R is the "nuclear radius," g (R) and f (R) are the relativistic 
0 0 
K Coulomb wave function components evaluated at R, and g (R) 
e 
a.nd f (R) are the finite nuclear size K wave function components 
e 
evaluated at R. 
The shift of the LIII level is neglected in comparison to 
that of the K level in these calculations. Wertheim 9 ) estimated 
the contribution to the I.S. frora an LII electron to be on the order 
of 1% of that from a K electron for Z in the region of Sn, Sm, and 
W. The contribution of an LIII electron is in turn at least an 
order of magnitude smaller than that of an LII electron because of 
the vanishing LIII density at the nucleus. The neglect of the LIII 
shift would therefore appear to contribute no significant error. 
Ba.bushkin finds the I .s. proportional to 0 R/R where [ R 
is the isotopic change in R. As discussed below, the K shell 
electron density is largely constant over the extent of the nucleus. 
This leads to an approximat.e result that the I .s. depends only on 
the rms charge radii of the nuclei. We may without significant 
loss of precision take R to be the equivalent radius of a 
uniform charge distribution with the same rms charge radius 
as the actual nucleus in question: 
provides inform~tion on tJR/R. 
R = #n The I .s. 
rms. 
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An insight into the dependence of the I.S. on the various 
moments of the nuclear charge distribution may be gained as follows. 
Consider a first order perturbation expression for the I.S. where the 
perturbation is the electrostatic interaction between the change 
in the nuclear charge density between two isotopes, and the K electron 
density p • For a spherical nucleus, 
e 
00 
o ( 6 E) = 16 Tr 2 e2 f drN 2 rN oP(rN) 
0 
Assuming a nuclear density cutoff at R we 
R 
- J dre J dr 
r2 
rN 0 
have 
R r 
o ( D.E) = 16 7r 2 e2 f 
0 
2 drN rN &P(rN) f ~~fare 
If we expand Pe inside the 
(r ) 
rN 
nucleus in the form 
(a + b r2 + c r4 ) 
r2 ? 
0 0 
·o 
r2 
e Pe (re). 
r2 (re). e Pe 
II.l 
where r and s are dimensional constants, we get by substitution 
0 
cO R 
o ( Ll E) -16 7r2e2 f 2 o p (rN) f dr (ar3 + br5 + cr7 4) = drN rN s3 r2 3 5r2 0 7ro 0 rN 
and finally 
o(.1.E) = 4 7r z 2 [ a o Er~F +b o Er~F + c oEr~F l e g 20 II.2 53 ro2 42 ~ 0 
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A relativistic calculation of the electronic K wave function 
parameters of (II.l) after the method described by Rose l6) for the 
case Z = 62 and A : 151 yields the result 
i ( 4 E) - 124 7r Ze2 
3 
y;2(o)[ h Er~+ 0.033 • (rh> + 0.004 •<£B2]rr.3 
ro2 ro 
where r 0 has the value 1.2 x lo-
13(151)1/3 cm. and ~OEMF is the 
(single) K electron density at the nucleus. · The relative size of the 
three terms of the expansion above may be readily estimated for the 
case of a uniform nuclear charge distribution to be l/0.047/0.007. 
Higher order terms are expected to become progressively smaller . These 
results show that, allowing for an experimental uncertainty of a few 
percent, one can meaningfully interpret the I.S. as an effect of the 
mean sq_uare radius only. In this case the coefficient of o Er~ ) . 
in (II.3) would be readjusted slightly to partly compensate for the 
omission of the 0 Er~termK 
For non-spherical nuclei, the eq_uivalent radius R vari es with 
the deformation for constant nuclear volume . Fradkin l7) shows that 
R2 = R" [ 1 + t + O ( ~ 3 )] 
Ylhere f3 and R may be defined by 
RN(B,4>) =R [1+ ~~ (B,4>] 
for axially symmetric de formations . RN ( 8 , </> ) describes a surface of 
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constant nuclear density. The x-ray I.S. calculated by Babushkin l2), 
which will be employed to extract the nuclear data from the present 
experiments, have taken this effect of deformation into account up to 
second order in /3 • A later investigation by Babushkin lB) shows that 
including terms of order /3 3 and non-axial deformations does not alter 
the calculated shifts to a significant extent. 
From Equations (II.l), (II.2), and(II.3) it can be seen that 
with neglect of the small variation of the electronic density over the 
nuclear extent, the I.S. is proportional to the K electron charge den-
sity at the nucleus. What we really have written down is the K level 
shift, not the isotope shift. But the LIII shift way be expressed 
similarly and may be neglected because of the very small penetration 
of an LIII electron into the nucleus. The important point is that the 
I.S. is proportional to the change in electron density at the nucleus. 
In this respect the isotope shift is similar to the isomer shift as 
pointed out by Reiner and Wilets l9). The significance of ·this point 
was recognized by Wertheim 9), who included the effects of changes in 
the nuclear penetration of the electrons not involved in the fluor-
escence transition due to the change in screening between a K hole and 
an LIII hole. One should include these small penetration changes 
because the I.S. depends on the total change in the electron density at 
the nucleus; it reflects a shift of the atomic system as a whole. 
The contribution of the K electron not involved in the Kal 
transition may be estimated by ascribing all of its screening to the 
other K electron. In the case of Z = 50 this screening produces a O~M 
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decrease in the density at the nucleus 9). Thus the K electron not 
involved in the transition decreases the I.S. by about 2r:/o . For the two 
LI electrons we find (Z = 50) the electronic screening decreases nu-
clear penetration by a factor 0.88. Ascribing a ll of the screening to 
the K shell and taking the penetration at~ 1/6 that of the K shell 20), 
we get a contribution -12 x 2 x 1/6 x 1/2 = -'Cfo, where the factor 1/2 
arises becauses only half the K shell changes in the Kal transition. 
The contributions of other electrons may be negl ected because their 
nuclear penetration is smaller and it changes by a relatively smaller 
amount since these electrons (except for LI! ) tend to lie outside the 
distributions of both levels involved in the Kal transition . The 
results of these corrections are given in Table 1. 
Another type of volume effect must also be taken into con-
sideration. The interaction between the nuclear ele ctric field and the 
radiative correction to the electron magnetic moment depends on the rms 
nuclear charge radius. The effect has been estimated by Breit and 
Clendenin 21) to contribute to the I.S . in the ratio 
Za(2 p + 1)( 2p + 3) 
8 Tr r ( p + 1) 
0 
to the electrostatic volume effect previously discussed where 
P a~l - (Z a )2 
and r 0 = 1.2 x io-13 Al/3 cm. This contribution is included in the 
interpretation of the I.S. data in Section VI. 
z 
42 
50 
62 
74 
92 
- 12 -
TABLE 1 
Corrections to the Calculated I.S. Due to 
Contributions by Non-transition Electrons 
Screened Penetration Correction to 
K ~ K L1 
0.98 o.86 2 2 
0.98 o.88 2 2 
0.985 0.91 1.5 1.5 
0.99 0.925 1 1 
0.99 0.94 1 1 
I.S. (%) 
Total 
4 
4 
3 
2 
2 
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It is convenient, to a d opt · a sta ndard I. s. for purposes 
of communication. This standa rd shift is tha t which would be 
produced if the equiva lent nuclear charge radius were given by 
R = 1.2 x l0-13 Al/3 cm. In this case 
~A • 
3A 
The values 6 (A E)B of this standa r d I. s. calculate d by 
Babushkin 12 ) are given in Column 2 of Table 2. The correction 
factors to be applied to cf ( A E)B for the cha nge s in the 
screening of the electrons not involved in the transition 
appear in Column 3. In Column 4 are the correction f a ctors 
for the electron magnetic moment intera ction. 
C. Nuclea r Pola riza tion 
In strongly de formed nucle.i there is expected to be 
a. dynamical qua drupole int e r action between the nucle us and the 
atomic el e ctrons. When this inte raction is present to a different 
degree in tvo isotopes being compared, such a s in the case of 
Sm 148-154 , the dynamica l qua drupole interaction will contribute 
to the observed I.s. 
Reiner and Wilets l 9 ) have c a lcul ated this energy 
shift by using second order perturb~tion theory. The quali-
tative picture is tha t the atomic K shell become s slightly 
distorted by the adnixture of d-sta tes and the spin zero 
nucleus also admixes d-st ates. This ma y be viewed p a rtly as 
a correlation between the motion of the K electrons a nd the 
orient ation of the nuclea r qua drupole moment which r e sults in 
a slight decre a s e in the energy of the atomic system. 
Since the qua drupole moment is proportiona l to the 
deformation parameter B, a. second order perturba tion calcul ation 
r e sults in a. shift proportional to 0( ~O FK The sta tic effect. 
1 2 
O(AE)B 
Isotope Pair (mv) 
Sn 116-124 76.9 
Sm 148-154 177 .o 
w 182-184 152 
w 184-186 151 
w 182-186 303 
TABLE 2 
Calculated Isotope Shifts 
3 4 5 
C 0 R R E C T I 0 N F A C T 0 R S 
Contributions Magnetic Nuclear 
by non-transition moment polari-
electrons interaction zation 
0.96 0.944 1 
0.97 0.942 0 .980 
0.98 0.937 1.015 
0.98 0.937 1.002 
0.98 0.937 1.008 
6 
d(AE)std 
(mv) 
69.7 
158.4 
141.7 
138.9 
280.6 
t-' 
+:"" 
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of the deformation previously me ntioned is al s o proportiona l 
to 0( 13 2 ), a nd Reiner and Wilets have expressed their results 
as a ratio of the two effects. Their r esult is 
= Z a 
4 'Ir 
= - z 
1722 
which indicates th~t the effect of the po l a riza tion shift 
is to decrea se the deformation contribution to the I.S. 
by a few percent. Using the intrinsic deforma tions listed 
by Babus hkin l 3-) we arrive at the correction f a ctors for 
the pol a rization effect shown in Column 5 of Table 2. The 
v a lues of. 0 (A E) std obt.a ined by applying' the correction 
factors to Colwnn 2 are giv en in c ·olumn 6. 
D. Mass Shifts 
The v a riation of nuclear mass from one isotope to 
another is responsible for part of the obse rved· I.S. The mass 
shift contribution dominates the total shift for 1 ight elements,: 
while for Sn(Z = 50) the mass shift is a fev times smaller than 
the volume shift and becomes rel a tively less i mporta nt vith 
increasing nucl ear mass. 
In the center of momentum coordinate syste m of an 
atom, the tota l kinetic energy T ma y be approxima ted by the 
nonrelativistic expres s ion. 
where 't. is the momentum of the i th electron, m is the electr.on ma ss 
1 
and M the nuclear mass. The s e cond term ~epre sents the recoil of the 
nucleus to the n e t electronic momentum as seen in the c e nter of momen-
- 16 -
tum system of electrons plus nucleus. If we extract the cross product 
from the second term we have 
_. z z _. .... t ~ -O~ z - P1 -t T = +pi +Lpi. pj = L: L: pi .Pj 2M 2M 2µ - M icl i:l i:l i:l 
J:l J:l 
i~j i)j 
where µ = mM M+m 
is the reduced electron mass. The first term above (the only one 
present for single electron atoms) accounts for what is well known as 
the "normal mass shift." Its effect is to require that the electron 
mass be replaced by its reduced mass in the SchroeU.inger equation and 
in the approximation that spin orbit forces are neglected in comparison 
to Coulomb forces, this replacement results in a linear contraction of 
the spectrum of the form E( µ ) = 
Hughes and Eckart 22 ). 
µ E(m) as shown for example by 
m 
The cross term above accounts for what is known as the Hughes-
Eckart effect 22 ) or the "specific mass shift." Its effect bas been 
calculated in first order perturbation theory in the present work for 
the Kal transition for Z : 42, 50, 62, and 74 using the radial wave 
functions of He rman and Skillman 23). The details of the calculation 
are as described in an earlier ca lculation of this effect by Vinti 24) 
for several transitions in Mg. The method is outlined below. 
Let the specific mass shift term be represented by u 
u = L: 
i) j 
..... p. 
J 
M 
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If U represents the determinantal wave function of the unexcited atomic 
electrons, we may express the specific mass shift of the Kal x ray by 
~bq = < u I (]'2p I u > < u I u1s I u > 
where 
and similarly for uis· These operators are sums over the pairs 
involving the 2p or ls orbitals involved in the Kal transition. 
Because we are interested only in the difference in the shifts of the 
levels 2p and ls we need not use the operator u which is summed over 
all pairs of electrons. The observable contribution of the specific 
mass shift is given by 
where A and A + o A are the mass numbers of the isotopes being com-
pared. 
The wave function for the pth orbit may be expressed as a 
product of space times spin <PP ( r, e , 1> ) X P ( a z). The functions 
~ and X form orthonormal sets. Then since 
<"'u IPl'Pv> = o 
unless f µ - J, v : ± 1, we have 25) 
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where the sum over µ runs over s and d states only and ~ µ,2p is a 
Kronecker delta on the spins. The matrix element ofuls may be 
similarly expressed and will involve a sum over p states. The formulae 
for the matrix elements ( l{Jµ IP I l{J u) have been worked out by Vinti 24 ) 
in the forms 
where 
[ (2£ +l) (2}, -1) J -1/2 
and 
OQ 
F(n, £ ;n ', .£-1)=t J R(n j,) { dR(n', £ -1Jftr- [ (£ -lVr] R(n', £-1) } 
r2dr, o · 
R(nf) being the radial function for the orbital nl with normalization 
JR2r2dr = 1. 
This evaluation is valid only in the absence of configuration inter-
action. In the situation of present interest, we have only a single 
hole in the inner shells (K or LIII), which allows no alternative 
coupling possibilities for the shells. For the outer shells where 
configuration interaction occurs, the effect can be neglected because 
of the small radial overlap of these electrons with those in the K and 
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LIII shells. It was found for the case s Z = 42, 50, 62 and 74 con-
sidered here that the contribution of the outer electrons was small 
enough so that calculations made with a Pd.(Z = 48) electron configura-
tion were in error by less than 1% by neglecting the actual outer 
electron configurations. 
Making the approximation that all the electrons in a given 
atom move in the same central field (an approximation used in obtaining 
the radial wave function s ) 23) the radial integral may be cast in the 
form which was numerically evaluated: 
co 
F( n, l ; n ' , f -1) = (2mRy)l/2(1/2)(E(n', p -1) - E(n £ ~EnfFoEn ', £-1) 
0 
where the Ry is the Ryderg energy, m the electron mass, and E the 
(negative) electronic level energy. T'ne unit of r is the Bohr radius. 
The results of the calculations are given in Table 3 and 
Figure 1 along with the normal mass shifts for comparison. The 
observable shift is obtained from the plotted A~b according to the 
formula o ( ~ E )M = A ~b x o A 
:A2 where A is the average mass number of 
the isotope pair. The specific mass shift is approx imat ely -1/3 times 
the normal mass shift for the range of Z considered . The results for 
the specific mass shift are expected to be accurate to better than 1M~I 
the error stemming largely from the approximate r adial functions. Rel-
ativistic corrections should not be important since the next order 
relativistic correction to the perturbing ope r ator is of the form 
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TABLE 3 
Normal and Specific Mass Shifts of the Kal X Ray 
Isotope Pair Normal Mass Shift Specific Mass Shift Total Mass S.hift 
(rnv) (mv) (mv) 
Mo 92-100 
-8.28 +2.76 -5.52 
Sn 116-124 -7.65 +2.52 -5.13 
Sm 148-154 
-5.75 +1.87 -3.88 
w 182-184 
-1.93 +o.61 -1.32 
w 184-186 -1.89 +0.60 -1.29 
w 182-186 -3.82 +1.21 -2.61 
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Figure 1. Specific and normal mass shifts for the Kal x ray. The 
mass shifts are obtained from the plotted A t:. E by the 
2 . 
formula o ( t:. E)M = (A t:.E) x oA/A where o A is the mass 
difference between the isotopes and A is the average mass 
number. The observable mass shift is the sum of the normal 
and specific mass shift contributions. 
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- ~ 2 
-(EP .. P.) ). J 
which is negligibly small compared to 
because of the large nuclear mass M. 
E. Small Effects 
The Lamb shift contributes to the I.S. through its dependence 
upon the reduced electron mass. Kroll and Lamb 26) have given an 
expression for the Lamb shift of the K level (including vacuum polari-
zation): 
8 a3z4 
4.Ek = 3 Ir 
(Ry) ( ln ~ - 1n 2 + b5 - 1 ) A K 5 0 (II. 4) 
where (Ry)A is the Rydberg energy with reduced mass appropriate to a 
nucleus of mass number A, and K0 is an average excitation energy of the 
atom, approximated here by the Kol x-ray energy for the atom in 
question . We have 
Eoy~ 
: M 
M+m 
x (Ry) 
ct> 
- (1 + 1 ) 
1836A 
(Ry) 
00 
, and 
(II. 5) 
Using Equations (II.4) and (II.5) we obtain contributions to 
· the Sn 116-124, Sm 148-154, and W 182-186 r.s. of 0.025 mv, 0.023 mv, 
and 0.018 mv, respectively. Although the Lamb shift formula (II.4) is 
subject to important corrections from terms of higher order in a Z 
the very small shift yielded by (II.4) compar ed to the observed shifts 
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(on the order of 25 mv or larger) would seem to justify neglecting the 
role of the Lamb shift in the present observations • 
.An electron-neutron interaction reported by Havens, Rainwater, 
and Rabi 27) has been discussed by Wilets and Hill 28) The ratio of 
tbe expected effect to the nuclear volume effect is predicted to be 
about 0.017 for Sn and less for Sm and W. However, it is possible that 
this effect may be absent or considerably smaller for the addition of 
neutron pairs as in the cases under consideration here. This effect 
will be neglected in the analyses of the present experiments. 
The monopole counterpart to the quadrupole polarization 
effect discussed in the previous subsection has been estimated by Reiner 
and Wilets l9) and found to be several orders of magnitude smaller than 
the quadrupole polarization effect. Monopole polarization will there-
fore be ignored. The analogous dipole polarization effect is expected 
to be yet smaller than the monopole effect. Therefore it will also be 
ignored. 
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III. EXPERnIENTAL METHOD 
A. General Description 
The method used here to measure x-ray shifts was first 
employed by Sumbaev and Mezentzev in connection with chemical shift 29) 
and I.S. 6,7) experiments. This technique is well suited to the 
problem of measuring x-ray line shifts on the order of one-thousandth 
of the natural line width. These small shifts have been measured as 
described below with a precision of a few percent. 
Excitation of the KQl x rays to be studied was accomplished by 
placing target material in the beam of bremsstrahlung x rays produced by 
a medical x-ray tube. The x-ray fluorescent radiation emitted by the 
target was analyzed by a Cauchois spectrometer programmed to scan over 
the region of the Kal x ray. A scintillation counter located behind a 
narrow receiving slit served as detector for t he spectrometer. The 
wavelength comparison between sample s was made by scanning over the Kal 
profile in discrete steps with the sample material being interchanged 
at each step of the scanning. Thus the profiles of the Kal x rays of 
both samples were traced out with each scan across the Kal region. The 
pulses from the scintillation detector were amplified, processed by a 
single channel differential discriminator, counted in a single channel 
scaler, and read out onto a card punch after each counting interval 
while the samples were being interchanged. The system functioned 
automatically with repetitive scannings of the Kal region. Details of 
the apparatus and procedure are given in following subsections. A 
schematic diagram of the system is shown in Figure 2 . 
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Figure 2. Cauchois spect rometer and control system. The crystal to 
receiving slit dis tance is approx i mately 2 M. 
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Since only the shift between the wavelengths of the samples 
was to be measured, only one "side" of the diffraction pattern was 
observed in contrast to absolute wavelength measurements where both 
"sides" are scanned in order to establish the zero point of the wave-
length scale. Also, the region of scan was sufficiently narrow to 
allow holding the target stationary during the scan, the diffraction 
crystal rotation being the only motion during the scanning of a given 
Kal profile· 
B. Excitation of the Kal X Rays 
Fluorescent Kal transitions were excited by bombarding the 
target with bremsstrahlung x rays supplied by a medical-type wolfram 
anode x-ray tube. The target was positioned near the exit window of 
the x-ray tube so as to receive maximum irradiation from the tube. In 
order to minimize background counts and simplify shielding against stray 
radiation, the x-ray beam was limited to a size not much larger than the 
target by the insertion of a 1/4 inch thick lead diaphragm with a 
central circular aperture at the exit window of the x-ray tube. 
The intensity of the fluorescent Kal radiation depends on the 
operating conditions of the x-ray tube and the configuration of the 
target. The optimum target configuration is described in the next sub-
section. The intensity averaged over angles of the bremsstrahlung 
radiation per unit energy interval from a thick-target tube, such as 
that employed here, decreases approximately linearly with increasing 
energy: 
dI : const. (Emax - E) dE 
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where E = eV and Vis the tube voltage 3o). Since each x-ray quantum 
max 
carries an energy E, the corresponding dependence for the number of x 
rays per unit energy interval is obtained by dividing by E; 
dN = const. { eV E -1 } dE 
This relation shows that, for given tube current, more x rays 
are produced at all energies as the tube voltage is increased. 
In the present experiment it was desirable to maximize the 
number of bremsstrahlung x rays just above the K ejection threshhold. 
Therefore, the maximum possible tube voltage and current values of 160 
Kv and about 20 ma. were used in the present experiments. 
The external x-ray beam was directed at a small angle with 
respect to the lead tunnel shown in Figure 2 so that the portion of the 
beam not interacting with the target would be largely absorbed and 
dissipated inside the lead tunnel. 
C. The Sample Configuration 
Since I.S. are about a thousand times smaller than x-ray line 
widths, it is necessary to measure the shift between two isotopically 
separated samples, each one highly enriched in a particular isotope.* 
The isotopic compositions of the samples used in the present experi-
ments are shown in Table 4. 
*The observable effect of the I.S. for a sample containing t wo or more 
isotopes in comparable amounts would be an undetectably small increase 
in line width. This widening effect is o~ second order in the I.S. 
compa red to the line width, whereas the shift in profile centers 
between two enriched sample s is first order in this small ratio. 
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TABLE 4 
Target Mass Number Isotopic Composition 
(Atomic 'fo) 
Sn 116 112 0.01 
114 0.03 
115 0.08 
116 95.60 
117 1.63 
11.8 1.48 
119 0.27 
120 0.63 
122 0.11 
124 0.16 
Sn 1O1~ 116 o.43 
117 0.30 
118 1.17 
119 0 .110 
120 1.75 
122 1.21 
124 94. 74 
Sm 148 144 0.1 
1.47 1.1 
148 95.37 
149 1.45 
150 o.45 
152 0.92 
154 0.62 
Sm 154 147 0.04 
148 0.04 
149 0.19 
150 0.04 
152 o. 39 
154 99.30 
w 182 182 94. 32 
183 2.54 
184 2.32 
186 0.82 
w 184 182 1.83 
183 2.02 
184 94.22 
186 1.93 
w 186 182 0.45 
183 0.33 
184 2.16 
186 97.06 
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The samples used were the oxides Sno2, Sm2o3, and wo3 obtained 
from Oak Ridge National laboratory. Each sample of a given element was 
processed by ORNL according to a standardized procedure, the last step 
of which was to roast the material in the presence of oxygen, which 
would eliminate hydrated forms and oxides of lower oxidation state. The 
effects of possible chemical dissimilarity between samples of a given 
element and the steps taken to avoid error from this source are dis-
cussed in Section V. 
The powdered sample was arranged to provide maximum counting 
rate consistent with minimizing intensity variations over the sample. 
These variations can couple with spectrometer aberrations to cause 
aberrational shifts. The spectrometer aberrations are discussed in the 
next subsection. 
If the bremsstrahlung excitation beam were of unlimited 
extent and the spectrometer crysta l aperture indefinitely large, then 
maximum intensity from a given sample would be obtained by using very 
thin targets to eliminate shielding of one atom by another. The spec-
trometer crystal was about 4x5 cm., smaller than the bremsstrahlung 
beam, and so places an upper limit on the useable extent of the target. 
The second criterion, that of minimizing relative intensity variations 
among the targets under comparison, .leads to the choice of a definite 
target thickness. This is so because the excitation rays and the 
fluorescent rays must enter and leave on opposite sides of the target. 
The optimum target thickness "t" minimizes fluorescent intensity varia-
tions over the target surface due to small deviations from the average 
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target thickness because the slope of the intensity vs. thickness 
curve is zero at this point. By using µ, the absorption cross section 
for Kal fluorescent radiation just below the K edge, and by assuming a 
single absorption cross- section l' 1 for the exciting radiation we· can 
express t approximately as 
t = in< µ I l' 1) 
µ - ll 
1 
With this estimate as a starting point, the optimum thickness was 
determined experimentally using non-enriched samples. Results could be 
transferred to the enriched isotopes by measuring the density of each 
powder. The procedure was . to set the spectrometer on the profile peak 
and then compare the counting rates of several samples of constant 
diameter and graduated thicknesses. Cylindrical lucite holders, each 
having a cylindrical cavity of prescribed dimensions and a loading port, · 
were used to contain the powder. A holder is illustrated in Figure 3. 
The samples of graduated thickness were mounted in the sample wheel and 
were successively exposed to the beam for counting. The results of 
such an experiment for the W case are shown in Figure 4. Optimum 
thicknesses for isotopically natural tin, samarium, and wolfram as 
determined by this method are 0.0671, 0.118, and 0.175 g/cm2 respec-
tively. These results may be extended to other elements by means of 
the interpolated curve of optimum target thickness vs. Z shown in 
Figure 5. 
The optimum thicknesses lead to target diameters of 2.5 to 
3 cm. with the amounts of enriched material available. Slightly 
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Figure 3. Sample Holder. The lucite holder has a cylindrical cavity 
of the optimum thickness for the particular experiment, and 
I 
a single loading port. The cavity diameter varied from 2.5 
to 3.0 cm. and the cavity thickness from 13 to 69 mil for 
the different experiments. 
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Figure 4. Optimum wolfram target thickness . The data points represent 
the counting rates for sample holders of varying cavity 
thickness and constant diameter with the spectrometer set 
at the wolfram Kal peak center. 
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Figure 5. Optimum target thickness vs. A. A smooth curve has been 
drawn between the three data points obtained by the method 
illustrated in Figure 4. These results apply to samples 
of natural isotopic composition. 
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larger counting rates could have been achieved by using thinner and 
larger targets (as l arge as the crystal aperture) but this counting 
rate criterion was sacrificed to the more i mportant one of eliminating 
relative intensity variations over the target by using the optimum 
thicknesses in the actual experiments. There were of course intensity 
variations over the target caused by the particular angular distribu-
tion of the exciting bremsstrahlung radiation, but this variation is 
of no concern since it is common to the two samples under comparison. 
Two further steps taken to reduce fluorescent intensity varia-
tions over the sample were to grind the powder to sufficient fineness to 
pass through a 200 mesh sieve, and to rotate the cylindrical target 
about its center at about 10 rpm during the counting . The rotation has 
the effect of averaging the intensity over one of the two degrees of 
freedom of the target surface. The effects of the residual intensity 
variations over the samples are treated in the error discussion of 
Section V. 
The area of the sample seen by the Cauchois spectrometer was 
determined by the circular aperture in the lead insert placed near the 
sample end of the l ead tunnel shown in Figure 2. Another similar 
insert was placed near the crystal end of the tunnel. The latter insert 
served only to absorb scattered radiation. Because of the angle between 
the direction of the external bremsstrahlung beam (which was perpendic-
ular to the sample plane) and the central sample-to-crystal line, the 
sample presented an elliptical cross -section to the spectrometer in the 
absence of the defining lead ins ert. The diameters of the lead inserts 
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were chosen to be about 1M-1R~ smaller than the minor axis of this 
ellipse. 
D. The Cauchois Spectrometer 
The curved crystal spectrometer used in these experiments was 
designed by H. Henrikson and is described in detail elsewhere 31 ). The 
apparatus is shown schematically in Figure 2. For use with the moder-
ately large diffracting angles of the present experiments, a collimator 
consisting of a simple lead tunnel was found sufficient to block the 
direct beam from the detector. 
The crystal pivot was attached to a sine screw mechanism. A 
Slo-Syn motor was mounted to step the sine screw through small, constant 
angular increments. Rotating the sine screw resulted in rotation of the 
curved crystal. Using the 310 planes of quartz for first order diffrac-
tion the smallest possible step size corresponded to an increment of 
10 milli-X.U. (M.X.U.) in wavelength. The automatic spectrometer 
control system, described in the next subsection, allowed the basic 
10 M.X.U. step to be compounded so that larger steps could be pro-
· grammed when desired. 
In general, the scanning of a Dumond or Caucbois spectrometer 
requires displacement of the source or the detector as well as rotation 
of the curved crystal in order to maintain the conditions for Bragg 
diffraction. In the present case however, the total scanning angle has 
an order of magnitude of only one minute of arc. The sample displace-
ment to accompany a scan of this arc is about 0.2 mm. This small dis-
placement was automatically t aken care of in the present experiments 
because the curved crystal was l arge enough to allow t he crystal area 
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actually in use to shift by 0.2 mm during the scanning. The only 
sample motion necessary was the slow rotation to reduce aberrations. 
T"ne receiving slit was positioned at the focus of the spec-
trometer and its width set at the optimum value for each of the 
elements studied. The optimum slit width is such that the observed 
profile width is greater than the profile width observed with a very 
narrow slit by the factor of approximately'1'2. This choice of slit 
width minimizes the error in the determination of the center of the 
profile for a given duration of measurement by minimizing the ratio of 
profile width to the square root of the average counting rate. If we 
consider the profile to have unit second moment and fold it with a 
rectangular step (the slit) of width W (and second moment W2/12) we 
obtain for the convolute a second moment 1 + v/2/12. The average 
counting rate is very nearly (neglecting background) proportional to 
W. The uncertainty therefore varies like 
+ w2/12 
w 
This function has its minimum at w2 : 12, in which case the convolute 
has its second moment equal to twice that of the unfolded profile. 
Neglecting the "small" change in shape of the profile before and after 
folding with the rectangular step, the full width at half maximum will 
increase approximately by the factor -,./2 at the optimum slit width. 
Figure 6 illustrates the relative sizes of the slit and the unfolded 
and folded profiles under this optimum condition. 
In considering aberrations of the Cauchoi s spectrometer it is 
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Figure 6. Profile broadening at optimum slit width. The unfolded 
and folded profiles have half-widths of 1 and v'2 
(arbitrary units) respectively. The slit width is 1.47 
on the same arbitrary scale. 
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important to note that to each point on the plane of the extended 
sample corresponds a narrow strip about 1/60 mm. wide on the 'crystal 
where the diffraction maximum occurs. This small width corresponds to 
the 13 seconds of arc constituting the mosaic width of the curved 
crystal. As a result, each small area of the sample uses a unique 
area of the curved crystal to diffract its Bragg angle radiation. Now 
different parts of the curved crystal do not focus their Bragg diffrac-
ted rays at exactly the same point due to the vertical divergence 
effect (foci are circular sections, not lines), random crystal imper-
fections, non-uniformities in bending, and inexact location of the slit 
at the optimal distance from the crystal. T'ne vertical divergence 
effect contributes a wavelength aberration given approximately by the 
formula 
where A. is the wavelength of the diffracted radiation, s is the 
receiving slit height (the crystal aperture height is assumed to be of 
similar size) and R is the crystal-to-slit distance. For the present 
measurements in tin we take A. ~RMM X.U., s ~ 2 cm., and R ~ 2M. 
The result is 
L\A.. ~ 6 M.X.U. 
By experimenting with small sources located in various positions with 
respect to the crystal, the total variation in focal point is observed 
to have a standard deviation of about 10 M.X.U. Thus samples with 
different intensity distributions over their surfaces will show an 
apparent -wavelength shift . By rotating the samples we effectively 
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remove azimuthal intensity variations, but radial variations remain. 
The magnitude of the systematic error introduced into the measurements 
by this aberration effect is discussed in Section V. 
E. Spectrometer Control System 
The spectrometer control system was devised by R. T. 
Brockmeier to allow automatic scanning of the spectrometer with variable 
step size and counting time. 'When operated in the automatic mode . the 
spectrometer repeated indefinitely a measurement cycle consisting of a 
thirty-five point scan of a prescribed region, a rewind past the scan 
starting point, and a rapid step to the scan starting point. The 
rewind beyond the starting point and the uni-directional scanning 
eliminated problems of backlash in the-sine screw and other parts of 
the crystal rotation mechanism. 
The counting interval was the same for each of the thirty-
fi ve scan points and could be programmed for any integral number of 
seconds from 1 to 9999 . Timing i nformation was derived from the 60 cps 
line frequency. The first three and last three steps of the scan were 
adjustable in size from 20 to 200 M.X. U. with the 310 quartz planes in 
first order, and the middle 28 steps were adjustable from 10 to 100 
M.X.U. under the same conditions. Using larger steps at the extremes 
of the scan range was more efficient than using only one step size 
because the extremes of the scan were essentially background measure-
ments. 
The choice of counting interval was determined by the compro-
mise between minimizing drift errors and minimizing dead time losses 
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due to unnecessarily frequent sample interchanges . The sample inter-
change process required about 5 seconds. With the 20 second counting 
interval used in these experiments, counting efficiency was about Bo%. 
Estimates of the statistical error introduced by random drifts indi-
cated that the statistical uncertainties in the measured shift were 
only 10 to 20% greater than they would have been in the absence of any 
drifts. The error in the absence of drifts was calculated from the 
observed profile widths and counting rates. Maximum efficiency is 
obtained when the uncertainty contribution from drifts is equa l to that 
due to readout time losses. The 20 second counting interval proved to 
be a reasonable choice in this respect. 
In the present experiments two samples A and B were compared 
by placing them alternately in the bremsstrahlung beam at the source 
position for the spectrometer. The counting sequence used was to count 
A, B, A step spectrometer, count B, A, B step spectrometer, etc. Since 
the number 35 of counting positions over the scan i s odd, the sample 
order alternated with each scan. 
F. Detector and Readout Systems 
An NaI(T j, ) scintillation counter was used to detect the x 
rays passing through the receiving slit. The pulse signals were fed 
from the photomultiplier anode to a preamplifier and amplifier in cas- · 
cade. The output pulses were then analyzed by a single channel differ-
ential discriminator adjusted to accept only the photopeak pulses. Tbe 
pulses from the di scriminator were stored in a single channel scaler 
with 105 count capacity. At the end of each 20 second counting interval 
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the scaler was automatically read out onto an I BM card punch machine and 
cleared. The card readout proved to be reasonably trouble-free and was 
convenient for data reduction by computer. 
The highest counting rates encountered in these experiments 
were on the order of 2500 counts per second and did not approa ch the 
limits of the pulse handling capacity of the system. 
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IV. DATA REDUCTION 
A. Introduction 
Because the line shifts in these experiments were 
to be determined to within approximately a. ten-thousa ndth 
of the profile line widths, data reduction was carried out 
vi th the aid of a computer. The general procedure Yras t .o 
divide the data into blocs corresponding to approximately 
three hours of running time. For each d a ta bloc a least 
square fi't was made to each of the two profiles correspond-
ing to the two samples be ing compared. The data of each bloc 
then yielded a value for the I.S. equal to the difference 
between the peak center parameters of the profiles of the 
two samples. The values of the shifts obta ined from each 
data bloc were then averaged. This average then r epresented 
the uncorrected I.S. value for the experiment. 
The uncertainty in the measured value of the I.S. 
was obta ined from the spread of v a lues among the shifts ob.-
tained from the individual data blocs. All uncertaintie s 
quoted below represent the sta nda rd deviation of the mean. 
The data reduction procedure •rill be discussed in greater 
detail in the subsections to follow. 
B. Procedure 
The ro.w data were broken down into blocs. Each bloc 
conta ine d the d a ta from four s c a ns across the profile. A bloc 
repre sented approximately thre e hours of running time a.nd the 
experiments conta ine d from seventy-s even to one hundred thirty-
five such blocs. The bloc size was selected t o be s mall 
enough so that a number of expe rimental v a lues l a rge 
enough for statistical a n a lysi s could be obtained, but larg e 
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enough to avoid requiring excessive computing time. Counts taken at 
given spectrometer positions were summed over the four scans comprising 
a data bloc. A data bloc was thus characterized by 35 numbers for each 
of the two samples, corresponding to the 35 point scan of the spec-
trometer. 
A least squares program was used to make a five parameter fit 
to each of the two profiles of each data bloc. The fitting function 
consisted of a Gaussian with peak height, half width, and center posi-
tion parameters plus a background with average value and slope parame-
ters. Figure 7 shows a typical profile from one data bloc and its 
corresponding least squares fit. The slight systematic difference in 
shape between the fitting function and the data is not a source of 
concern in the present experiment for reasons explained in the next 
subsection. 
The experimental value for the line shift for a single data 
bloc corresponded to the difference between the peak center parameters 
of the least square fits for the profiles of the two samples. In this 
way a large number of single values of the experimental shift were 
obtained, one value for each of the data blocs. 
A second computer program written by R. T. Brockmeier averaged 
the shift values to obtain the final shift value for the experiment. 
This program also computed the uncertainty in the final value by . 
calculating the standard deviation of the mean according to the formula 
~t>i -)2 (T : - x 
i=l 
'1N(N-l) 
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Figure 7. Least squares fit to Sn Kae.l x-ray profile. The 
data are taken from a typical data unit bloc. 
The Sn h~l vavelength is A = 489.57 X.U. and the 
half-~v-idth of the fitting . profile is r l = 0.4014 
x.u. 
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In the above formula u is the standard deviation of the mean, N the 
number of data blocs, x the mean value for the shifts, and x. the shift 
1 
values corresponding to the individual data blocs. Small corrections 
must be made to the mean value to obtain the true experimental shift. 
These corrections concern isotopic impurities of the samples, spectrom-
eter (3 point corrections, and corrections for elastic scattering and 
will be discussed in Section V. 
Frequency plots of the uncorrected shift values for the 
individual data blocs are shown in Figure 8. The widths of these dis-
tributions reflect the statistical uncertainties in the measurements. 
The analysis of the data profiles of the two samples included 
the quantity x2 defined below which is a measure of the correspondence 
between the ·data and the fitting function. We define 
x2 = 1 
N 
where N = 35 for the number of data points, Yi represents the values of 
the data to be fit, x1 is the fitting function evaluated at the point i 
and u 1 are the uncertainties in the data values. All five parameters 
of the fit plus :X 2 for each sample were listed and averaged and the 
standard deviations about their means were calculated. Differences 
and ratios of the quantities for the two samples were also calculated 
by the same computer program. Point plots were made by computer of 
these quantities for each of the two samples thus showing the variations 
from one data bloc to another and between one sample and the other. 
These plots were quite useful in detecting malfunctions of the system, 
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Figure 8. Frequency plot of uncorrected shifts. The data segment 
for the plot is the standard data unit bloc and the shifts 
are plotted at the nearest integral tenth of an M.X.U. 
>-
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0 
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especially since many types of malfunctions have virtually no detectable 
effect on the shift result itself, but do show up in one or more of the 
other quantities analyzed. For example a spectrometer step of irregular 
siz.e would have little effect on the shift result since both profiles 
would be rather similarly affected. The malfunction would produce 
noticeably unusual values for the profile width and peak center parame-
ters however. 
C. Systematic Errors 
While a Gaussian function bas been used to fit the line 
profiles, a glance at Figure 7 will show that the actual line profiles 
differed to a small but visible extent from a Gaussian shape. The 
largest deviations occurred at the extremities of the profile where the 
characteristic Lorentzian tails are apparent. Because of this small 
shape mismatch, the half-width and average background parameters of the 
least square fits were not truly representative of the data. These 
experiments involved only a comparison, however, and the important point 
is that the profiles from the two samples had the same shape to a very 
high degree. The precautions taken in defining the position of the 
target and in minimizing intensity variations insured that shape differ-
ences were indeed small. The residual shape differences may be identi-
fied with what we have previously termed aberrational shifts. The 
magnitude of these shifts is discussed in Section V. The profiles were 
expected to be slightly asymmetric due to random defects in the diffrac-
ting crystal. But such shape irregularities were common to the profiles 
of both samples, and the fit value for the peak center parameter 
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defined a center for the slightly irregular line profile . Since the 
measured shift value involved the difference between two such peak 
center parameters, any small systematic shape assymetry which may have 
been present did not cause error in the shift measurements. 
In addition to the systematic differences in shape between 
data profile and fitting function there were also random shape differ-
ences caused primarily by random variations in x-ray output over the 
duration of the four scans comprising the data for a given least square 
fit. The relatively frequent interchange of samples insured that such 
random variations were reflected nearly equally in the profiles of both 
samples. Very small res idual differences between the shapes of the 
profiles of the two samples were of a random nature and were reflected 
by a slightly larger standard deviation of the measurements about their 
mean without modifying the value of the mean itself. In order to 
examine contributions to systematic error due to the data fitting 
procedure itself, let us consider the effect of small shape differences 
on the peak center value obtained through a least square fit. By 
writing down and minimi zing the expression for :x2 it may be easily 
shown for the case of a continuous data function that the peak center 
parameter resulting from a l east squares fit of a single Gaussian 
function to the sum of several Gaussian functions with relative dis-
placements small compared to their widths is simply the average of 
the centers of the individual components weighted by their respective 
areas. Corrections to this desired result are of higher order in the 
ratio of the small displacement to the profile width. Using the value 
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10 M.X.U. for a typical aberrational shift from Section III, the higher 
order correction amounts to a relative error on the order of 10-9 in 
the shift values. Since an uncertainty of the order 10-2 in the shift 
values is present from other sources, as discussed in Section V, syste-
matic errors introduced by the method of data reduction itself may be 
neglected. 
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V. · EXPERIMENTAL RESULTS AND ERROR ANALYSIS 
A. The Uncorrected Shifts 
It is convenient to express the directly observed shifts in 
units of a screw division. One screw division corresponds to one half 
. 
revolution of the sine screw of the spectrometer. The present spec-
trometer was designed so that for diffraction by the 310 planes of 
quartz (as in the present experiments) the screw division scale corre-
sponds to the M.X.U. (10-14cm.) wavelength scale. In the case of the 
tin I.S. experiment however, allowance for the spectrometer {3 point 
must be made to convert screw division units to M.X.U. as discussed in 
Subsection B. Column 2 of Table 5 shows the directly observed shifts in 
screw division units. The uncertainties in Column 2 represent the 
effects of both counting statistics and random drift in the experimental 
apparatus. The shift sign convention is such that a positive number 
indicates a harder x ray for the lighter isotope of the pair. This sign 
convention will be applied to shifts expressed in terms of both wave-
length and energy. 
Several modifications of the directly observed values of 
Column 2 must be made to obtain the true I.S. These corrections and 
allowances for systematic errors are discussed in the subsections to 
follow. 
B. Spectrometer ~ Point Corrections 
If the position of the receiving slit and the orientation of 
the curved crystal on the spectrometer pivot mount are such that the 
zero of the screw division scal e (pivot arm perpendicular t o sine screw) 
TABLE 5 
l 2 3 I 4 I 5 I 6 7 I 8 9 
C o r r e c t i o n F a c t o r s Column 8 Isotope Pair Uncor rected Corrected 
Shift* Spect rometer Elasti c I sotopic Internal Measur ed I . S. for Mass 
(Screw /J Point Scattering Composition Consi stency Shi ft 
Di vi sions ) (M.X.U.) (mv.) ( mv.) 
Sn 116-124 o. 570 ! 0.020 0.982 1 1.040 l o. 582 ! 0. 023 30.0 :! 1.2 35.2: 1.3 ~ 
\ 
Sm 148-154 2.059 !: 0.023 l l 1.017 l 2. 094 ! 0.025 272.2 ! 3. 3 276. 1 ! 3.5 
w 182-184 . + 0.281 - 0.038 l + 1.058 - 0.02 1.067 1. 009 o. 320 ! 0. 037 91.0 !10. 5 92-3 !:10. 5 
w 184-186 0. 188 ~ 0.029 l 1.058 ! 0.02 1.024 1.010 0.206 : 0.028 58.6 ! 8.o 59.9 ! 8.0 
w 182-186 o. 477 ! 0.035 l l.058 !: 0.02 1.048 0.994 0. 526 ! 0.035 149. 6 !:10.0 152.2 :10.0 
*I,S. s i gn convent ion i s t when t he harder x ray bel ongs to t he l i ghter isotope . 
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does not correspond to the zero of the true wavelength scale, then not 
only will wavelength values read on the screw division scale be in error, 
but also the dispersion in the M.X.U. scale will be different from that 
in the screw di vision scale. From the Bragg formula n X = 2d sin () one 
obtains the dispersion formula no>.. = 2d cos () (a() ) • Thus the disper-
sion i s proportional to the cosine of the diffracting angle (). A 
shift measured in screw divisions is transformed to an X.U. shift by 
multiplication by the factor cos e1/cos e2 where o1 is the Bragg angle 
for the wavelength in question and 02 is the angle indicated by the 
position of the spectrometer sine screw. 
For the cases of wolfram and samarium the spectrometer (3 
point was within 1 X.U. of the zero of the screw division scale and the 
~ point correction could be neglected. For the case of tin however, 
the curved crystal was intentionally rotated from its normal a lignment 
so that the Kal line at 489.57 X.U. could be accommodated . This change 
was necessary s ince the spectromet er sine screw had sufficient travel 
to accommodate wavelengths only up to 4oo X.U. T'ne (3 point correction 
factor for the tin experiment amounted to 0.982 as shown in Column 3 
of Table 5. 
C. Elastic Scattering Corrections 
A small percentage of the x r ays passing through the receiving 
slit originate not from the fluorescence of the sample materi al, but 
from x rays scattered elastically by the sample material. These are 
x r ays or i ginating from the external tube whose wavelength is jus t 
e qual to the Kal wavelength of the sampl e materia l. Therefore they 
satisfy the conditions for Bragg diffract ion in t he spectrome ter. If 
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the wavelength distribution of the radiation from the wolfram anode of 
the external tube is sufficiently like a straight line over the region 
of the Kal x-ray scan, as it is in the cases of tin and samarium, this 
small amount of elastic scattering merely contributes to the background; 
In the case of the wolfram measurements however, the external radiation 
of course has a resonance peak at the wolfram Kal energy. 
Thus, in the case of wolfram the elastic scattering process 
will ·add a contribution to the peak as well as to the background. Th:i.,s 
elastic scattering piece is independent of the isotopic composition of 
the sample and will therefore decrease the shift observed between the 
two samples. As a first step in estimating the correction to be applied 
:for the elastic scattering in the wolfram measurements, a sample of 
tantalum (Z = 73) foil of optimum thickness was placed in the spectrome-
ter and a scan of the wolfram ( Z = 74) Kal region was carried out. The 
peak to background ratio in the resulting profile was found to be 2.1. 
With a wolfram sample in the spectrometer a scan of the same region 
yielded a peak to background r a tio of approxima tely 40. The elastic 
scattering contribution to the wolfram Kal peak with the wolfram sample 
was then assessed to be 2.1 expressed. in units of the common background 
level. Thus the peak to background ratio for the fluorescent component 
with the wolfram sample is gi ven by 4o-2.1:::::38, and the ratio of 
elastically scattered x rays to fluorescent x rays with the wolfram 
sample is equal to 2.1/38 = 0.055. Th·e observed shifts in the wolfram 
experiments must therefore be multiplied by the factor l/0.945 to obtain 
the true shifts between the samples. Including an estimate of the error 
involved in the above procedure we obtain a correction f a ctor of 1.058 :t 
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.02 as indicated in Column 4 of Table 5. 
D. Isotopic Composition Corrections 
The samples used in these experiments were enriched 
isotopically. The actual isotopic compositions of the 
samples used are given in Table 4. This information was 
supplied by OR1'1L who carried out the mass separations. 
Since the samples used were not quite isotopically pure, 
a. small correction must be applied to the observed shifts. 
In order to make such a correction exact it would be neces-
sary to know the actual I.s. among the various isotopes. 
However, since the corrections to be made are relatively 
small it is sufficient to ha.ve approximate information on 
the relative shifts, which in this case will be obtained 
from optical I.S. data. 
The calculational procedure used in m~king the 
isotopic composition correction is described below. The 
relative optic a l shift d~ta used in the corrections are pre-
sented in Table 6. The wavelengths of the Kal x rays are given 
by A z,A = CZ + A A z,A where A. A Z,A a.re the values given in 
Table 6 and cz is a constant for a given _value of Z which has 
been suppressed. The units are arbitrary. The degree of 
precision of the relative optica~ shift data necessary in 
order to make errors from this source negligible is only on 
the order of 20-30%, which is a much larger error than would 
be expected from these data. In the formulae below we deal 
with a vector space of dimensionality equal to the nu~ber 
of stable isotopes of the element considered. X is the 
-lA -'B 
observed I.S. and S and S are the isotopic compositions of the two 
samples being compared normalized so that the scalar sum of the com-
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TABLE 6 
Relative Optical I.S. Data Used in Correcting for the 
Isotopic Composition of the Targets. The values in 
parentheses have been obtained by interpolation. 
Isotope Relative Wavelength 
w 032) i8o 
182 o.68 
183 (l.18) 
184 l.68 
186 2.56 
Sm 032) ill 
147 (1) 
148 2 
·-149 (2. 57) 
150 3.14 
152 4.81 
154 5.72 
Sn 033) 112 
114 6.7 
115 (9.8) 
116 12.9 
117 (15.25) 
118 17 .6 
119 (19.8) 
120 22.0 
122 23.5 
124 25.0 
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_.. 
ponents is equal to one. The vector ;\ represents the true wavelengths 
_. 
of the Kal x rays for the various isotopes. The vector A defined below 
contains the relative r.s. information obtained from the optical data • 
.... The scalar b and vector c defined below which relate the relative iso-
tape wavelengths to the absolute wavelengths can be considered unknowns 
since they do not appear in the final results for the isotopic composi-
tion correction given in Equation (v.3). The vector c is defined to 
have equal components along each axis of the vector space. We define 
_. ~A ...aB 
D = o-- - S • Then we have 
....... 
A.• D = X 
..& 
Introducing the relative I.S. information (A) we set 
~ ~ ~ 
;\: bA + c 
.a .I> ~ 
(V.l) 
(V.2) 
Eliminating X from ( V. 1) we have bA ~ D + c • D = X. Solving for b, 
we have 
....... 
b = X - c • D A • !J 
Substitution in (V.2) gives 
We then have 
-4 _. ) 
_. (X-c. • D 
X= A·TI 
true I.S. = A. 
1 
.,) ~ 
A • D 
- ~ ~ From the def'initions of the vectors c and D it follows that c · D : 0. 
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Therefore, 
true I.S. = X(Al - ~F 
... ~ 
A • D 
The corr~ction factor to be applied to the observed wolfram shifts is 
therefore given by 
correction factor = 
A • D 
The numerical correction factors are given in Column 5 of Table 5. 
E. Internal Consistency Constraint 
In the case of wolfram three shifts were measured in the 
present experiments: Wl82-184, W184-186, and Wl82-186. The values of 
Column 2 of Table 5 corrected by the factors of Columns 3 to 5 are 
independent measurements. The precision of these measurements may be 
improved by applying the constraint 
r.s.(182-184)f = c [r.s.(182- 184)0 
A2(182-184 ) 
+ I.S.(182-186 )0 - I.S.(184-186)0] 
A 2( 182-186) +A 2( 184-186 ) 
with similar equations for the other two cases. The subscript 11 0 11 
indicates the values of Column 2 corrected by the factors of Columns 3 
to 5 and "f" indicates the final value. The A's are the uncertaintie s . 
in the I.S. and C is a normalization factor given by 
c. [ ,.2 E1~O-1U4F + ,.2(182-186): • .2(184-186 )]-1 · 
Analagous formulae apply to the other two measured wolfram shifts . The 
uncertainties in the I.S. values are reduced approximately by the 
factor..J273 :::::::0.82 by application of the constraint illustrated above . 
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The correction factors resulting from this internal consistency con-
straint are given in Column 6 of Table 5. 
F. Aberrational Errors 
Ideally the center of the profile produced by the Cauchois 
spectrometer is invariant with respect to small displacements of the 
source. In practice however, profile shifts OD the order of 10 M.X.U. 
may be produced by placing a relatively small source in various posi-
tions with respect to the crystal. Such shifts may be called aberra-
tions and result from the vertical divergence effect and from imper-
fections in the crystal structure and bending. Aberrational shifts may 
be produced not only by varying the position of a small sample but also 
by varying the intensity distribution across the surface of an extended 
sample like the ones used in the present experiments. The observed 
profile may then be considered to be a weighted sum of the constituent 
profiles from different parts of the crystal, the weights being in 
proportion to the luminosity of that part of the sample associated with 
the particular area of the crystal . 
Direct measurement of aberrational shifts using two sample 
holders similar to those used in t he measurements, but containing 
Datural ~tM4 at optimum thickness yielded a shift of 0.00 ± .04 M.X.U. 
A second experimental method was employed to better estimate 
the magnitude of the aberrational shifts to be expected in these 
experiments . In this method two wolfram samples were prepared. These 
samples were similar to those used in the actual measurements except 
that both samples were of natural isotopic composition, and both were 
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of only half the optimum thickness. Because the aberrational shifts 
depend on the variations in intensity across the surface of the 
extended samples , they will be exaggerated by the samples of half-
optimum thickness. Intensity variations are much greater for a given 
variation in actual thickness for these samples . The samples used in 
the actual I.S. experiments were prepared with sufficient care to 
insur e that they came within 5% of the optimum mass thickness. Assuming 
the maximum 5% error in mass thickness we estimate from Figure 4 a 
slope of 700 cm2/g-sec. at the operating point 5% l ess than the optimum 
thickness of 0.1753 g/cm2 • With the linear extrapolation from the 
figure at 0.14 g/cm2 thickness down to 0 we can approximate the slope 
at half optimum thickness to be about 4550 cm2/g - sec. Thus the half 
optimum thickness targets can be expected to mul tiply aberrational 
shifts by the factor 4550/700 = 6.5 when compared to those of optimum 
thickness used in the actual experiments . The shift measured between 
the wolfram samples of half optimum thickness was 0 .04 ± 0.05 M.X.U. 
The deviation of this value from 0 represents the effect of aberra-
tional shifts . Applying the adjustment fact or 1/6.5 we then estimate 
the aberrational error in the actual I.S. experiments to be on the 
order of 0.006 M. X.U. 
With this estimate of the aberrational error as a guide a 
value 0.01 M.X.U. has been adopted as the uncertainty due to this 
source . The final values of the I.S. with unce rtainties including this 
contribution from the aberrational error are given in Columns 7 and 8 
of Table 5 in wavel ength and energy units . 
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G. Chemical Shift Errors 
Systematic error due to chemical shifts in the Kal x-ray 
energies must als o be considered if the two samples are of different 
chemical composition. Such chemical shifts between the oxides of tin 
and the metal itself have been measured by Sumbaev and Mezentsev 34), 
and Gokhale et al. 35) in this laboratory using a technique similar to 
that employed in the present measurements. The chemical shifts 
observed by these investigators between SnO and Sno2 i s about 80 mv., 
which is several times larger than the measured Sn 116-124 I.S. One 
would also expect to find x-ray shifts between different crystalline 
forms of a single compound. These shifts have not yet been observed, 
but they would be expected to be somewhat smaller than the shifts 
between compounds of differing oxidation state such as SnO and Sno2 • 
The chemica l compounds used in the present experiments were Sno2 , W03, 
and Sm2o3, prepared by ORNL by standardized procedures so that all 
isotopic samples of a given element received the same chemical pro-
cessing. In order to verify that the isotopic samples were of 
identical chemical s tructure, high resolution powder pictures were 
obtained of each sample using a Guinier camera. With this method it 
was possible to distinguish between and identify not only compounds of 
different oxidation states but also different crystalline structures of 
a given compound. 
In the case of the WO samples, an upper limit of l i was 
3 
placed on the presence of forms other than the unique monoclinic 
structure described in the literature 36) for wo3 at room temperature • 
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For the upper limit of the systematic error to be expected in the 
wolfram measurements we may then take 100 mv., a typical chemical shift 
value, which at the upper limit of l~ impurity would constitute a shift 
of 1 mv. This uncertainty may be neglected in comparison to those from 
sources previously discussed. Longer Guinier camera exposure in the 
case of the Sno2 samples established an upper limit of 0.25% on the 
presence of impurities along with the expected tetragonal structure. 
We thus estimate the systematic error contribution in this case to be 
about 0.25 mv. which again will be neglected in comparison to the 
larger uncertainties from other sources. 
In the case of Sm203, four crystalline structures are indi-
cated in the literature to be possible at room temperature. In the 
samarium samples as received from ORNL three of the structures were 
found to be present in the Sml48 sample while the Sm154 sample con-
tained a mixture of all four structures. By heating the samples in air 
at 1300° C for twenty-four hours the samples were reduced to a single 
B-type structure in agreement with the observations of Curtis and 
Johnson 37). In this case an upper limit of 0.5% is estimated on the 
level of impurity structures after the roasting process. This yields 
0.5 mv. as an upper limit of error which again may be neglected. A 
comparis on of I.S. measurements in the samarium case before and after 
reduction to a unique crystalline form may be used to give semiquanti-
tative estimates of the Kal shift caused by differences in crystal 
structure. It is difficult to estimate accurately the relative 
amounts of the four crystalline s tructures present in the samarium 
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samples before the roasting treatment. However, the difference in the 
shift measurements before and after roasting of (-6.4:1: 4.6) mv and an 
estimate of 10% difference in crystal mixture population indicates that 
shifts among samples of Sm2o3 of different crystal structures of the 
order of magnitude of 50 mv might be expected. 
Guinier exposures of the Sm2o3 samples after completion of 
the I.S. measurement showed no structural changes due to exposure of 
the material to the x-ray radiation. 
H. Final Observed Shifts 
The final observed I.S. values are given in Columns 7 and 8 
of Table 5 in wavelength and energy units. The uncertainty represents 
one standard deviation. In Column 9 are the I.S. values of Column 8 
corrected by subtracting the normal and specific mass shifts. In the 
next section the information on the change in the nuclear charge radii 
will be extracted from the data according to the discussion of 
Section II. 
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VI. NUCLEAR SIZE RESULTS 
In this section are the results for the changes in rms 
nuclear charge radii as determined by the measured I.S. and the calcu-
lated nuclear-atomic coupling described in Section II. The calculations 
of Section II have been estimated to contribute an over-all uncertainty 
of '2?f, to the results. This uncertainty is included in the error esti-
mates given below. Discussion of the results will be reserved to the 
next section. 
Column 2 of Table 7 contains the theoretical I.S. values 
o (A E)B calculated by Babushkin 12). Babushkin' s results have taken 
into account the electrostatic volume effect, including the screening 
effect on the electron making the transition of the other electrons in 
the atom. Column 3 of Table 7 is a revision of the results of Column 2 
made by including the effects of the screening by the electron involved 
in the transition on the other atomic electrons, nuclear polarization, 
and the radiative correction to the electron magnetic moment inter-
action. The entries of Column 3, o (A E)std' are the predicted I.S. 
assuming a rms nuclear radial dependence of 1.2 x lo-13 A l/3 cm. It 
should be noted that in order to include the small effects of nuclear 
polarization in the values of Column 3, information on the deformations 
of the nuclei was necessary. For this purpose the deformations given 
by Babushkin 13) were employed. The nuclear polarization effect con-
tributes about 4% to the I.S. in the case of Sm 148-154 and is negli-
gible in the cases of Sn and W here considered. 
1 2 
Isotope O(AE) 
Pair 
Sn 116-124 76.9 
Sm 148-154 177 .o 
w 182-184 152 
w 184-186 151 
J 
w 182-186 303 
TABLE 7 
Nuclear Size Results 
3 4 
c(A E) std O(AE)exp 
(mv) (mv) 
69.7 35.1 1.3 
158.4 276.1 3.5 
141.7 92.3 l0.5 
138.9 59.9 8.0 
28o.6 152.2 10.0 
5 
6 (AE)exp/ 6 (A E)std 
0.504 0.025 
1. 743 0.042 
0.651 0.079 
' 
o.431 0.061 
0.542 0.038 
1 
-..:J 
I\) 
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In Column 4 of Table 7 the mass shift corrected r.s., 
o( 6E)exp are repeated for comparison to the theoretical values of 
Column 3. Column 5 contains the ratio o ( 6E)exp/ 0 ( 6E)std formed from 
the values of Columns 3 and 4. This ratio represents the actual change 
in rms nuclear charge radius expressed in units of oR = ·1.2 x lo-13. 
o (A1/3) cm. The heavier isotope was the larger in all _of the cases 
met with in the present experiments. The uncertainties expressed are 
due to both the measurements and the coupling calculations and should 
therefore provide an indication of the over-all precision of the 
results. 
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VII. DISCUSSION OF RESULTS 
A. Direct Experimental Comparisons 
It is the aim of this subsection to make such direct experi-
mental comparisons a s are possible in order to test the general agree-
ment of the present results with independent measurements. These 
comparisons will be relatively free of error due to theoretical calcu-
lation but will be limited in number as a result. 
There are no other atomic x-ray measurements among the Sn or 
W isotopes. For the case of Sm, however, we have the measurements of 
Sumbaev and .Mezentsev 7 ) which give the shifts 
and 
Sm 144-150 
Sm 144-152 
o( 6E) = Ol~R ± 20 mv 
o ( 6 E) = 340 :!: 20 rnv 
Since the present experiment with Sm. involved the isotopes 148 and 154, 
direct comparison i s not possible. We may make use of the fairly high 
preci sion of the relative optical e l ectron shift measurements which 
have been carried out for all the above isotopes of Sm to make a com-
parison more indirect, but still not too dependent upon theoretical 
assumptions or calculations. Using the val ue (272.2 ± 3.3) mv of the 
Sm 148-154 shift measured in the present work, and the results for 
the relative optical shifts 
Sm 144 148 150 152 154 
relative energy. 
{arbitrary units) 0 2 3.14 4.81 5.72 
given by Brix and Kopfermann 32) J we can derive the values expected for 
the shifts measured by Sumbaev and Mezentsev given above. A3suming a 
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negligible uncertainty in the relative optical results we obtain the 
shifts 
and 
Sm 144-150 
Sm 144-152 
& ( 6E) = 230 ± 3 mv 
o ( 6 E) = 352 ± 4 mv 
The results derived from the present experiment show good agreement 
with the measurements of Sumbaev and Mezentsev. 
B. Indirect Experimental Comparisons 
Here we shall compare the results of the present experiments 
to similar measurements involving the optical shift and muonic x-ray 
shift techniques. The nature of the agreement in such comparisons 
depends on the accuracy of the theoretical calculations of the I.S. in 
each of the cases as well as the accuracy of the measurements involved. 
In Table 8 the nuclear size results of the three methods are 
compared. The muonic x-ray data 38) * have been extrapolated by using 
relative shift information from optical measurements in the case of 
the Sn 116-124 entry. The optical results are from a compilation by 
Babushkin l3). It should be noted that the theoretical values 
& ( 6 E)std for the optical I.S. _have included only the volume effect 
and screening by the non-transition electrons. The comparisons of 
Table 8 are illustrated in Figure 9 which shows the agreement to be 
good except for the ratio of the shifts in Wl82-184 and Wl.84-186. The 
optical shift measurements 32 ) give the result 0.88 for t his ratio. 
The uncertainty in this value ought not to be more than a few percent. 
*The muonic x-ray values presented here are averages of the Kal 
and Ka2 shift results. 
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TABLE 8 
Comparison of X-Ray, Optical, and Muonic I.S. 
Isotope Pair 
o( ~bFexp/ o ( ~bFstd 
Present X-Ray Work Optical µ X Ray 
Sn 116-124 0.504 ± 0.025 0.33 ;f; 0.15 (0.41 ± 0.04) 
Sm 148-154 1. 743 ± 0.042 1.67 ± 0.35 
w 182-184 0.651 ± 0.079 o. 45 .± 0.08 0.65 ;f; 0.10 
w 184-186 o.431 ± 0.061 o. 4o ::!:: 0.07 0.55 ± 0.10 
w 182-186 o. 542 :I: 0.038 o. 42 ± 0.07 0.60 ± 0.07 
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Figure 9. Comparison of x-ray, optical, and muonic r.s. The data 
are from Table 8. 
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The present measurements yield a value 0.64 ± 0.12 for this ratio. A 
third value 0.78 ± 0.28 may be obtained from the µ shift experiments38) 
but the uncertainty here is too large to provide much help in settling 
the discrepancy between the optical and x-ray results. Although spe-
cific mass corrections for the optical I.S. are not known, (the optical 
data has been corrected only for the normal mass shift) it seems highly 
unlikely that they could be of sufficient importance to produce the 
observed discrepancy. Additional measurements would seem to be . 
desirable. 
C. The Brix~hopfermann Diagram 
Figure 10 is a Brix-Kopfermann diagram 3?) summarizing the 
I.S. data for the cases of Sn, Sm, and W. The optical shift results 
are subject to an uncertainty on the order of 20% because of the large 
screening_ correction to the penetration of t he optical electrons into 
the nucleus. This screening uncertainty does not apply to the relative 
size of the shifts from one isotope pair to another of the same 
element. The uncertainty in the relative optical shift is largely 
experimental in nature and should be about 5% or smaller. In the case 
of the x-ray I.S. the screening corrections to the electron penetration 
are smaller and more easily estimated. In this case absolute accuracy 
is limited primarily by the experimental uncerta inty which may be 
minimized by measuring the x-ray shifts between isotopes of the maximum 
neutron separation possible. The x-ray aud optical data may then be 
considered complementary in nature, the optical data providing the 
relative shifts and the x-ray data providing the absolute calibration 
- 8o -
Figure 10. Brix-Kopferrnann diagram comparison of present results 
with optical and muonic x-ray I.S. The points repre-
sent two-neutron shifts and are plotted against the 
neutron number of the heavier isotope. 
8(6E)Exp 
8(6E)Std 
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of the shifts. For lighter elements such as Sn (Z = 50) the complemen-
tarity is not so complete since the unknown specific mass corrections 
in the case of the optical measurements make even the relative shifts 
subject to an uncertainty above the small experimental one. Even in 
such cases however, the synthesis of the x-ray and optical shift data 
along the lines described above would appear to be the best method of 
analysis at the present time . More numerous and more precise x-ray 
· shift measurements could well eliminate the need for reliance on the 
optical data for the relative shifts. In the case of wolfram, the 
present results are presented independently of the optical data since 
they involved two-neutron shifts. 
In Figure 10 the optical data are connected by a dashed line 
for each element. A single bar represents the absolute uncertainty for 
t he group. Since the relative uncertainties are smaller, the uncer-
tainty makes it possible to shift the groups a s a whole up or down on 
the diagram. The re sults of the present x-ray shift measurements are 
presented as points connected by a solid line . Again a single error 
bar represents the absolute uncertainty for the group after "normali-
zation" of the optical results by the x-ray results in the cases of 
Sn and Sm. 
D. Macroscopic Nuclear Models 
In the so-called macroscopic approach to the analysis of I.S. 
phenomena, nuclear properties are supposed to vary gradually and 
smoothly from one nuclide to another, without the abrupt discontinui-
ties characteristic of a shell model . The earliest and most simple 
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macroscopic approaches to the prediction of the I.S. assumed the rms 
charge radius to vary as cAl/3, with the numerical coefficient "c" 
being taken from the current electron scattering results. This con-
stant density model gave rise to the first of the "I.S. anomalies" 
because the observed shifts are on the average only about one half of 
the value predicted by this model. This "anomaly" is clearly illus-
trated by the well-known Brix-Kopfermann diagram (Figure 11) showing 
the optical shift data given by Babushkin l3) 
The Al/3 model has been refined by adopting the more accurate 
formula for the average equivalent nuclear charge radius given by 
Elton 39). He found the best fit to electron scat t ering data to be 
R D 1.121 Al/3 + 2.426 A-1/3 - 6.614 A-1 • 
The adoption of this radial dependence on A leads to the prediction of 
a somewhat smaller I.S. than does the Al/3 model, the reduction factor 
assuming values of 0.90 to 0.833 from 82Pb to 37Rb, respectively 12 ). 
This small reduction in the predicted shifts is four or five times too 
small to account for the I.S. "anomaly." 
The crude Al/3 model and its refinement by the Elton formula 
suffer from the assumption that the variation of the nuclea r charge 
radius along the "mass stability valley," well described by the Al/3 
law or its refinements, is identical to the variation of the nuclear 
_charge radius along the direction of neutron addition. This assump-
tion may be abandoned by allowing the charge radius to vary differ-
ently along the "mass stability valley" and along the lines of constant 
z. The difference in charge radius variation along the two directions 
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Figure 11. Brix-Kopfermann diagram of optical I.S. The points 
represent two-neutron shifts and are plotted a gainst 
the neutron number of the heavier i s otope. Different 
symbols are used only to improve clarity. 
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of the Z-N plane is ascribed to the interplay between the nuclear 
Coulomb energy and the bulk compressibility of nuclear matter. That 
is, the addition of a proton to a given nucleus may be expected to 
increase the nuclear charge radius more than the addition of a neutron 
because in the former case the additional Coulomb repulsion acts to 
further expand the nucleus if it has finite compressibility. The corn-
pressibility analysis as applied to. the I.S. is described in detail by 
several authors 4o, 4l,ll). 
Aside from the limitations inherent in a "bulk" treatment of 
nuclear properties, the theory suffer,s from the unwarranted neglect of 
interactions which compete with the variation of Coulomb energy with 
nuclear density to change the nuclear radius. Such terms would include, 
for example, neutron-proton symmetry energies ll). For this reason, 
compressibility coefficients based on I.S. data and calculated in-
eluding only the Coulomb repulsion effect cannot be expected to 
contribute much to our knowledge about the compressibility of nuclear 
matter. 
In the case of deformed nuclei, a change in the intrinsic 
quadrupole deformation between isotopes also contributes to the I.S. 
as discussed in Section II. Fradkin l7) has introduced the concept of 
"quadrupole deformation compressibility" in analogy with what might be 
called the "monopole compres sibility" mentioned above. The deformation 
compressibility is a phenomenological approach to provide an additional 
degree of freedom to accommodate the I.S. data. The numerical value 
of the deformation compressibility parameter chosen by Fradkin de-
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creases the deformation contribution to the -I.S. by approximately one 
half. In this way the classical 4o) second isotope shift anomaly con-
cerning variations of the I.S. in the regions of deformed nuclei may 
be· fairly well accounted for. 
The third classical anomaly of the even-odd staggering is of 
course not dealt with in the bulk theory. Irregular variations of the 
I.S. within the reach of present experimental methods are als o ignored 
in this analysis. Further, the i mportant phenomena of isomer shifts 
are outside the framework of the bulk theory. Recent isomer shift 
+ + 
experiments involving the 0 and 2 states of Sm 152 have been carried 
out using Moessbauer technique 42) and also with muonic atoms 43). 
These studies show that 
between these states. The present Sm 148-154 experiment yielded 
between the two i s otopes . For a single-neutron shift in Sm we would 
then expect, on the average, 
oR ::::: 3 x lo-3 
R 
The isomeric charge radius change is thus about 1/6 of the single-
neutron isotopic change in this case . A precise calculation of nuclear 
charge radius effects would be required to recognize such level effects. 
In summary then, the macroscopic nuclear analysis is able to reproduce 
the average trend of the Brix-Kopfermann di a gram well, but lacks t he 
capability to explain local variations and provides only limited i mpli-
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cations concerning nuclear structure because of its phenomenological 
nature. 
In comparing the present mass-shift corrected results with 
the predictions of the macroscopic model, we have included all the 
atomic effects as set forth in Section II. The theoretical values of 
Babushkin 12,13) which include effects of the compressibilities, defor-
mation, and Elton's radius formula are used with modification for the 
effects of screening by the transition electron, nuclear polarization, 
and the interaction between the nuclear electric field and the electron 
magnetic moment. The ratios &( .t.E)ex/ &(.t. E)bulk are presented in 
Table 9. 
E. Microscopic Nuclear Models 
It is clear that a theoretical model must allow for single 
particle or shell effects if it is to explain the observed fluctuations 
in the I.S. between neighboring isotope pairs as in the case of Sn 
(see Figure 11). A calculation based on such a model has been made by 
Bunatyan and Mikulinskii 44 ). These authors apply to the case of the 
I.S. of near-spherical nuclei the nuclear theory developed by Migdal 45) 
and larkin 46) which is based on the Fermi liquid theory of landau 47). 
In this model of a finite Fermi system, two phenomenological quasi-
particle interaction constants are introduced in order to best reproduce 
the I.S. and quadrupole moment data. One constant characterizes the 
intranuclear interaction in the internal regions of the nucleus and the 
other constant applies to interactions at the nuclear surface. The 
general agreement between the I. S . data and these cal culations is good 
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TABIE 9 
Isotope Pair o ( ~ E) ex/ o ( ~ E )bulk 
Sn 116-124 0.83 ± 0.03 
Sm 148-154 l. 55 ± 0.02 
w 182-184 1.29 .:!: 0.15 
w 184-186 o. 73 .;I: 0.10 
w 182-186 0.99 ± 0.07 
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for Z ) 60. For Z ( 60 the calculated shifts are about twice as large 
as the experimental values . Local I.S. variations are partially repro-
duced. The trend of experimental quadrupole moments is also attained, 
but somewhat different interaction constants from those employed in the 
I.S. case were used to bes t reproduce the quadrupole moment data. A 
compa rison between the ca lculated I.S. for the even Sn isotopes, the 
optical data, and the optical data renormalized by the present work is 
given in. Table 10. The renormalization of the optical data by use of 
the present results improves the agreement with the calculated values. 
It should be noted that the optical and present Sn results differ by 
the factor 0.654 because of both different measurements and different 
atomic coupling calculations which provide relative factors of 0.722 
and 0.906 respectively. Since the values of Bunatyan and Mikulinskii 
in Table 10 are based on the atomic coupling calculation used for the 
optical data their values strictly should be increased by 1/.906 in 
order to make a comparison with the present results. 
An I.S. calculation has also been carried out by Uher and 
Sorenson 48) using the pairing plus quadrupole model. In this treat-
ment the nuclear system i s divided into a core plus a few valence 
particles. Monopole and quadrupol e polarizations of the core by the 
valence particles are treated in a phenomenological manner. The 
independent particle configuration of the valence particles is admixed 
by the pairing plus quadrupole interaction and the resulting wave 
functions are used to calculate the I.S. Only near-spherical nuclei 
of the even-even and odd-even types are treated. All but one of the 
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TABLE 10 
o( AE)exp/ o( AE)std o ( AE)ca1c/o ( AE)std 
Isotope Pair 
Optical Data Present Data Bunatyan et al Uher et al 
Calculation Calculation 
Sn 112-114 0.58 ± .15 0.89 ± 0.04 0.94 o.498 
Sn 114-116 0.58 ± .15 0.89 :I:. 0.04 0. 94 0.501 
Sn 116-118 o.44 ± .15 o.68 ± 0.03 0.95 o.482 
Sn 118-120 o.45 ± .15 o.68 ± 0.03 0.97 o.462 
Sn 120-122 0.22 ± .15 0.34 ± 0.02 o.43 0.458· 
Sn 122-124 0.22 ± .15 0.34 ± 0.02 o.43 o.461 
Sm 148-150 1. 54 ;f: • 36 1.48 ± 0.04 - 1.176 
Sm 150-152 2.25 ± .47 2.16 ± 0.05 - 3.481 
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phenomenological parameters in the model are determined by satisfying 
average charge radius effects over the periodic table, while the 
remaining one is selected to give the best agreement with both isotope 
and isomer shifts. The average trends of the I. S . data are well repro-
duced by the calculations. There is only partial success in reprodu-
cing the abrupt local variations, as in the case of the Sn isotopes. 
In this model these local variations are caused largely by changes in 
the quadrupole interaction. 
In Table 10 the calculations for Sn and Sm are compared with 
the results of optical shift and the present measurements. The entries 
under the present work heading are renormalizations of the optical 
results using the present x-ray data. In comparing the Sm results, 
again one must be aware that of the 0.96 ratio of optical to present 
results, a factor 0.89 5 arises from the different atomic coupling 
effects included and a factor 1.07 comes from the measurements them-
selves. Again the theoretical values of lfuer and Sorenson are based 
on the atomic coupling used for the optical data so that the theoreti-
cal values should be increased by the factor l/0.895 when being com-
pared to the present results in Table 10. 
A recent calculation by Perey and Schiffer 49) incorporating 
an isospin dependent term in the nuclear optical potentia l has suc-
ceeded in reproducing the general trend (radii increasing more slowly 
than A1/3) of the I.S . data. In this calculation the isospin term of 
the potential was taken to have the same Woods-Saxon shape a s the 
scalar part, and the well depth was chosen to match the l ast-proton 
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binding energy. Unfortunately, no numerical predictions are given for 
the heavier nuclei (A)50) which are involved in the present study. An 
extension of this calculation to provide such numerical values would 
appear to be extremely valuable. 
In summary, the microscopic calculations so far available are 
only partially successful in explaining the irregular variations of the 
I.S. among neighboring pa irs of isotopes of a given element. In light 
of the new and more precise data being provided by both muonic and 
electronic x-ray I.S., further attempts at microscopic nuclear calcula-
tions would be desirable. More precise calculations of some of the 
x-ray I.S. atomic coupling effects such as nuclear polarization, 
screening effects, and the magnetic moment interaction would also be 
of value. 
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APPENDIX 
Uncorrected Shift Data 
As described in Section IV, the data were organized into 
standard blocs, each of which yielded a single shift va lue. In 
Tables lla - e the shift values for the individual blocs are listed 
along with the mean shift for each of the five experiments. The 
uncertainty given is the standard deviation of the mean. The indi-
vidual shift values are plotted in Figure 12 vs. run number. 
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TABLE lla 
Uncorrected Uncorrected 
Run Sn 116- 124 Shif t Run Sn 116-124 Shift 
Number (Scr ew Divisi ons ) Number ( Scr ew Divis i ons ) 
1 o. 58258 46 o. 46891 
2 0.33351 47 0.09868 
3 o. 51610 48 0.13902 
4 o. 48111 49 o . 50378 
5 0.75816 50 0. 61921 
6 o. 47327 51 0.70664 
7 o. 45830 52 0. 31504 
8 0. 68071 53 0. 61167 
9 0. 57024 54 o. 58207 
10 0. 65213 55 0.70656 
11 0. 55200 56 o. 45837 
12 0.50582 57 0. 38192 
13 o. 43528 58 0. 60966 
14 0. 29255 59 0. 34985 
15 0. 63228 60 0. 51338 16 o. 30557 61 0. 63165 
17 0.60982 62 o. 59137 18 0. 38446 . 63 0.77925 
19 0.77447 64 0.57613 
20 0. 85919 65 0.76116 
21 0. 88720 66 0.17950 
22 0.74056 67 0.27335 
23 o. 36372' 68 o. 52300 24 o. 54201 69 o.42102 
25 0 .88918 70 0.73965 26 0.75265 71 0. 60881 
27 0. 60717 72 o. 73259 28 0.78827 73 0 .94527 
29 0. 61059 74 o . 41303 
30 o. 54802 75 0.56421 31 0. 53822 76 0.58349 
32 o. 42849 77 0.77533 
33 0.63938 78 0 .52110 
34 0.80073 79 o. 44995 
35 0.52606 80 o. 30496 
36 0. 39552 81 0. 63106 
37 0. 36556 82 0. 57623 38 0 .78815 83 0.61742 
39 0 .87425 
4o 0.83571 
41 0.93768 Aver age Shift = + 0 . 569773 ;!:: 0.020351 42 0.32360 
43 0.70563 
44 0.80757 
45 o.47337 
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TABLE llb 
Uncorrected Uncorrected 
Run Sm 148-154 Shift Run Sm 148-154 Shift 
Number (Screw Divisions) Number (Screw Divisions) 
l 2.00024 46 l.69273 
2 2.19218 47 2.31161 
3 l.64372 48 2.51584 
4 i.56989 49 2.26780 
5 1.89668 50 1.90686 
6 2.09317 51 2.52086 
7 1.65201 52 l.94864 
8 l.88854 53 2.41268 
9 2.20409 54 2.18463 
10 2.108oo 55 2.14173 
11 i.93261 56 2.05473 
12 2.1288o 57 2.18825 
13 l.89768 58 2.23301 
14 2.45796 59 2.16903 
15 1.89827 60 l.9014o 
16 2.30995 61 l.86709 
17 2.19631 62 2.02257 
18 l. 74537 63 2.24721 
19 i.97961 64 l.99236 
20 l.82954 65 2.09374 
21 2.01454 66 2.05666 
22 2.03831 67 1.86962 
23 2.20908 68 2.15766 
24 2.04515 69 2.24601 
25 l.84491 70 i.95870 
26 2.10512 71 1.88742 
27 l.99377 72 2.06544 
28 2.42670 73 2.02557 
29 1.86268 74 2.14472 
30 2.14875 75 2.09111 
31 l.95178 76 2.19923 
32 2.22328 77 2.40533 
33 2.29737 
34 2.09550 
35 l.85941 Average Shift 
= 2.058919 * 0.022910 36 2.07499 
37 2.14482 
38 2.01700 
39 2.22866 
4o 1.87865 
41 2.05709 
42 1.89563 
43 1.80917 
44 2.13618 
45 1. 77342 
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TABLE llc 
Uncorrected Uncorrected 
Run W 182-184 Shift Run W 182-184 Shift 
Number (Screw Divisions) Number (Screw Divisions) 
1 -0.38640 46 o.43595 
2 0.25415 47 0.24670 
3 0.57106 48 0.96253 
4 0.21349 49 0.69126 
5 0.24604 50 0.39599 
6 o.4o838 51 o.45451 
7 0.99640 52 -0.05966 
8 0.02062 53 0.60344 
9 0.00431 54 o.41759 
10 0.09484 55 -0.07212 
11 0.17979 56 0.33973 
12 
-0. 32713 57 0.55203 
13 0.38092 58 -0.07716 
14 0.29012 59 0.26187 
15 0.27253 60 0.61978 
16 1.18166 61 0.17481 
17 -0.08915 62 0.55560 
18 0. 78188 . 63 0.07542 
19 0.16811 64 
-0.29913 
20 0.17674 65 0.87681 
21 
-0.58338 66 0.63076 
22 0.21692 67 0.95488 
23 0.19416 68 0.16359 
24 0.21852 69 o. 36731 
25 o. 52847 70 o.48341 
26 o.46034 71 0.17541 
27 0.38783 72 0.41090 
28 
-0.25783 73 0.33365 
29 o. 74526 74 0.11138 
30 -0.05647 75 o.42394 
31 o.4o8o6 76 0.65791 
32 0.15074 77 0.35026 
33 -0.11353 78 0.92783 
34 -0.25542 79 o.48283 
35 0.19696 8o 0.16663 
36 0.18605 81 0.08823 
37 -0.04876 
38 0.18460 
39 0.28384 
40 o. 49985 
Average Shift : 0.281013± 0.037648 
41 -0.22841 
42 0.14132 
43 -0.27961 
44 o. 27446 
45 0.18487 
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TABLE lld 
Uncorrected Uncorrected 
Run W 184-186 Shift Run W 184-186 Shift 
Number (Screw Divisions) Number (Screw Divisions) 
1 -0.29292 41 o.48213 2 0.16378 42 0. 22681 
3 -0.39760 43 0.85773 4 o.42643 44 
-0.08287 
5 0.05047 45 o.45875 6 0.06374 46 
-0.26777 
7 0.30857 47 
-0.28558 8 0.22261 48 
-0.19625 
9 0. 95003 49 0.04162 10 0.17113 50 -0.08626 
11 0. 28843 51 0.37875 12 0.01075 52 0.09853 
13 -0.65334 53 0.10115 14 0.23460 54 0.29319 
15 0.12652 55 -0. 40247 
16 0.14497 56 0.93967 
17 -0.35483 57 0.50289 18 0.05008 - 58 
-0.12264 
19 0.08448 59 0.08470 20 
-0.06543 60 0.90611 
21 0.02781 61 0.02722 
22 0.05534 62 0.21833 
23 -0.26083 63 0.-87714 24 0.35258 64 0.19722 
25 o.80411 65 0.07270 26 0. 29146 66 0.66194 
27 -0.38577 67 0.69428 28 
-0.15470 68 0.27282 
29 -0.02530 69 o. 59732 
30 -o.46555 70 0.10767 
31 -0.55396 71 -0.14432 
32 -0.23147 72 0.68085 
33 -0.13336 73 o.46280 
34 0.60691 74 o.42195 
35 -0.17041 75 0.34375 
36 o.47328 76 o.47896 
37 1.12211 77 0.37782 
38 -0.02738 78 0.10954 
39 o. 51459 79 0.13324 4o -0.13101 80 0.53613 
Uncorrected 
Run W 184-186 Shift 
Number (Screw Divisions ) 
81 0. 15969 
82 0.08176 
83 0.26991 
84 0.02621 
85 -0.35136 
86 o·.21704 
87 -0. 00199 
88 
-0. 43750 
89 0.02811 
90 0.22079 
91 o.43941 
92 -0. 20014 
93 0. 05416 
94 -0.19837 
95 o.41151 
96 o.41931 
97 0. 10557 
98 0. 26693 
99 o. 49462 
100 
-0.27563 
101 o. 4o678 
102 0.66701 
103 -0.05786 
104 o. 43617 
105 0. 24466 
106 0. 30384 
107 0.33578 
108 0.14191 
109 0.05973 
110 0.13768 
111 o. 41971 
112 0.06722 
113 0. 36957 
114 
-0. 10653 
115 0. 10389 
116 -M KOPS1~ 
117 0.19783 
118 0.09918 
119 o. 4o941 
120 o . 79194 
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TABLE lld 
Cont . 
Run 
Number 
121 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
132 
133 
134 
135 
Average Shift 
= 
Uncorrected 
W 184-186 Shift 
( Screw Divisions ) 
-0.17248 
0. 21055 
-0.08777 
0.75692 
0 .61668 
0.04220 
o.48957 
0 .38928 
0. 02546 
0.28217 
0.60046 
0. 32853 
0. 42026 
0. 50350 
0. 10350 
0. 187606 ± 0. 029207 
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TABLE lle 
Uncorrect ed Uncor rected 
Run W 182-186 Shift Run W 182-186 Shift 
Number (Scr ew Divisions ) Number ( Screw Divi s i ons ) 
1 0.15355 41 0.71031 
2 -0. 24159 42 0. 26777 
3 o. 4O11~U 43 1.00805 
4 0. 19582 44 0.76257 
5 0. 27039 45 0.73158 
6 0. 66054 46 o. 43448 
7 0. 62824 47 0.36703 
8 o. 64702 48 1.05464 
9 o. 57163 49 -0. 16619 
10 o. 4o123 50 0. 60258 
11 0.66539 51 . -0.09605 
12 i.18765 52 -0 .00202 
13 -o.184o1 53 0. 90585 
14 0. 25730 54 0. 51503 
15 0. 28225 55 o.45492 
16 0. 22054 56 0.15326 
17 0. 80341 57 0.18400 
18 0.13200 58 0. 34485 
19 0.35980 59 o. 42391 
20 0 .17674 60 0.15584 
21 -0.04728 61 l. 30388 
22 1.25846 62 o. 57426 
23 0 .70341 63 0.18289 
24 o. 34494 64 1.22719 
25 0. 28554 65 0.76124 
26 o. 31698 . 66 -0.18497 
27 0.62378 67 0.09119 
28 0.61248 68 o. 50403 
29 0.12811 69 0.10629 
30 0.03618 70 0. 37776 
31 0. 57658 71 0. 11437 
32 o. 53986 72 0.99064 
33 0. 17481 73 0.65886 
34 1.04385 74 0.88791 
35 o. 84680 75 0. 56552 
36 i.09498 76 -0.12125 
37 0 .75041 77 0. 14215 
38 0.37299 78 -0.16022 
39 o. 43427 79 o. 71874 
4o o. 42474 8o o.45365 
Run 
Number 
·81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
91 
Uncorrected 
W 182-186 Shift 
(Screw Divisions) 
1.13937 
0. 60300 
0.06067 
o. 43474 
0.82749 
0.29875 
1.00618 
0.63928 
0.63425 
0.21001 
0.72183 
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TABLE lle 
Cont. 
Run 
Number 
92 
93 
94 
95 
96 
97 
98 
99 
100 
101 
Uncorrected 
w 182-186 Shift 
(Screw Divisions) 
0.83071 
0. 60050 
o .48433 
0.39952 
o. 72703 
0.60593 
0.17665 
0.65399 
0.10078 
o.9008o 
Average Shift : 0.477165 ± 0.035443 
0 
3 
2 
-::J" 
. 
x 2 '=£ 
-~ 
LL 
s: 0 (/) 
0 
-I l&J ~ 2 frl 
a:: 
cc 
0 
(.) 
0 ~ 
_, 
2 
0 
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