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De´formations formelles des reveˆtements sauvagement
ramifie´s de courbes alge´briques
Jose´ Bertin et Ariane Me´zard
Abstract : In this paper we study formal moduli for wildly ramified Galois covering.
We prove a local-global principle. We then focus on the infinitesimal deformations of the
Z/pZ-covers. We explicitly compute a deformation of an automorphism of order p which
implies a universal obstruction for p > 2. By deforming Artin-Schreier equations we obtain
a lower bound on the dimension of the local versal deformation ring. At last, by comparing
the global versal deformation ring to the complete local ring in a point of a moduli space,
we determine the dimensions of the global and local versal deformation ring.
1 Introduction
Soit k un corps alge´briquement clos de caracte´ristique p > 0 et soit W (k) l’anneau des
vecteurs de Witt de k. Soit π : C → Σ un reveˆtement de´fini sur k entre deux courbes
alge´briques comple`tes et lisses. Nous cherchons a` relever ce reveˆtement a` un anneau de val-
uation discre`te complet R dominantW (k). Des motivations pour aborder un tel proble`mes
peuvent eˆtre trouve´es dans l’expose´ de Oort ([Oo]) et dans les travaux re´cents de Green
et Matignon ([GrMa1], [GrMa2]).
Nous nous limitons au cas ou` le reveˆtement est galoisien de groupe G. Le rele`vement de π
a` R est e´quivalent au rele`vement a` R de la courbe C et de l’action du groupe G. Lorsque
les groupes d’inertie sont d’ordre premier a` p, autrement dit si la ramification est mode´re´e,
nous savons que le proble`me de rele`vement a une solution ([Gro1], [Oo]). En revanche s’il
y a de la ramification sauvage, ce proble`me peut conduire a` des obstructions.
Ces obstructions sont de nature locales (voir notamment [Be], [GrMa1]). Par exemple elles
peuvent porter sur le caracte`re d’Artin attache´ a` un point x de C dont le groupe d’in-
ertie Gx a un ordre divisible par p. En ge´ne´ral, elles s’expriment comme obstructions a`
Mots cle´s : anneau de de´formation versel, obstruction, reveˆtement de courbes alge´briques, ramifi-
cation sauvage, e´quations d’Artin-Schreier, espaces de modules.
la de´formation d’un sous-groupe fini du groupe des automorphismes de k[[T ]]. Sekiguchi,
Oort et Suwa ([SeOoSu]) ont e´tudie´ le proble`me du rele`vement de π en travaillant sur les
de´formations globales de C et G. Nous adoptons un autre point de vue : nous introduisons
les de´formations locales pour lesquelles la courbe C est remplace´e par un voisinage formel
d’un point fixe et G par le groupe d’inertie Gx (d’ordre divisible par p) correspondant.
Notre premier re´sultat (The´ore`me 3.3.6) est l’e´nonce´ d’un principe local-global qui relie les
de´formations globales des de´formations locales. Un re´sultat de cette nature avait de´ja e´te´
utilise´ par Green et Matignon ([GrMa1]). D’apre`s la the´orie classique des de´formations,
les de´formations locales (ou globales) sont de´crites par un anneau local complet. Notons
RGx l’anneau associe´ aux de´formations locales. Graˆce au principe local-global, nous ra-
menons l’e´tude du rele`vement de π a` l’e´tude de l’anneau RGx . Nous pouvons rapprocher
le proble`me de la description de RGx a` celui introduit par Mazur portant sur les anneaux
de de´formations universels de repre´sentations galoisiennes ([Ma],[Me´]). Cette description
est en ge´ne´ral complique´e. Nous identifions l’espace tangent de RGx au groupe H
1(Gx,Θ),
avec Θ le Gx-module des champs de vecteurs formels au point x. Puis nous montrons que
les obstructions appartiennent a` H2(Gx,Θ). Lorsque Gx est un p-groupe cyclique, nous
calculons les dimensions de ces groupes de cohomologies.
Notre second re´sultat porte sur la description de RGx pour Gx cyclique d’ordre p. Le
rele`vement en caracte´ristique ze´ro est alors possible ([GrMa1],[SeOoSu]). Notons m le
conducteur de Hasse de Gx. En mettant en e´vidence une obstruction cohomologique non
triviale universelle, nous prouvons que si p > 2 et si (m, p) 6= (1, 3), alors RGx est toujours
singulier. Par un argument de de´formations des e´quations d’Artin-Schreier, nous minorons
la dimension de Krull de RGx . Le principe local-global et un re´sultat de Harbater ([Ha])
permettent alors de prouver que cette borne infe´rieure est effectivement la dimension de
Krull. Si le conducteur est m = 1, l’anneau RGx est de´crit explicitement a` l’aide d’une
unique e´quation que nous identifions a` un polynoˆme de Tchebychev. Enfin pour les petites
valeurs de m (m < p− 1), nous observons que RGx est d’intersection comple`te.
2 De´formations locales et globales
Soit Λ un anneau de valuation discre`te complet de caracte´ristique 0 de corps re´siduel k ;
nous pouvons choisir Λ = W (k). Conside´rons la cate´gorie Ĉ dont les objets sont les Λ-
alge`bres locales R noetheriennes comple`tes, avec k ∼= R/MR pour MR ide´al maximal de
R ; les fle`ches sont les Λ-morphismes d’anneaux locaux. La cate´gorie C est la sous-cate´gorie
pleine de Ĉ forme´e des objets qui sont de longueur finie comme Λ-modules. En particulier
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notons k[ε], ou` ε2 = 0, l’anneau de C des nombres duaux sur k. Une surjection A′ → A
dans C est une petite extension si son noyau a est principal et ve´rifie aMA′ = 0.
Soit C → C/G un reveˆtement sauvagement ramifie´, que nous identifierons au couple
(C,G), compose´ d’une k-courbe alge´brique projective lisse C et d’un sous-groupe fini G de
Autk(C) d’ordre divisible par p. Un point x ∈ C est un point de ramification sauvage si le
stabilisateur (le sous-groupe d’inertie) Gx au point x a un ordre divisible par p. Ces points
vont jouer le roˆle de points singuliers et vont contribuer aux de´formations du reveˆtement.
Rappelons brie`vement la terminologie usuelle ([DeMu],[La],[Sc]). Une de´formation de (C,G)
a` A objet de C est une classe d’isomorphismes G-e´quivariants induisant l’identite´ sur C
de couples (X,G) de´finis par
-un rele`vement de C a` A, i.e. une courbe propre et lisse p : X → SpecA avec un isomor-
phisme p−1(0) ∼= C (c’est-a`-dire la fibre de X au-dessus du point ferme´ de SpecA est C).
-un rele`vement de G a` X en un sous-groupe de AutA(X), tel que l’isomorphisme C ∼=
p−1(0) = X ⊗A k soit G-e´quivariant.
Nous de´finissons ainsi un foncteur covariant
Dgl : C → Ens, A 7→ {de´formations de (C,G) a` A}
Ce foncteur est dit foncteur des de´formations de (C,G). L’indice gl de Dgl indique que
nous de´formons globalement la courbe.
Soit deux foncteurs covariants D,D′ : C → Ens. Un morphisme de foncteurs φ : D → D′
est lisse si pour toute petite extension de C A→ A′, φ induit un morphisme surjectif
D′(A′)։ D(A′)×D(A) D
′(A)
Le foncteur covariant D admet une de´formation verselle si : ([Sc] §2) Il existe R objet de
Ĉ tel que D(k[ε]) ∼= MR/M
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R, et un morphisme lisse de foncteurs ξ : D → HomΛ(R, ·).
Le couple (R, ξ) est dit de´formation verselle et l’anneau R est dit anneau de de´formations
versel. Si ξ est un isomorphisme de foncteur, alors (R, ξ) est dit de´formation universelle,
et l’anneau R est dit anneau de de´formations universel.
Soit TC le faisceau tangent a` la courbe, dual du faisceau des diffe´rentielles Ω
1
C/k. Comme
TC est un G-faisceau, les groupes de cohomologie H
i(G, TC) sont naturellement des G-
modules.
The´ore`me 2.1 Le foncteur des de´formationsDgl de (C,G) admet une de´formation verselle,
et si H0(C, TC)
G = 0, cette de´formation est universelle.
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Preuve : Il suffit de reprendre la de´monstration de Schlessinger ([Sc] §3.7) qui e´tablit
l’existence d’une de´formation verselle du foncteur des de´formations de C, en constatant
que les constructions faites sont compatibles avec l’action de G.
L’hypothe`se du the´ore`me 2.1 est ve´rifie´e par exemple si la courbe C est de genre g ≥ 2, car
alors H0(C, TC) = 0 et dans ce cas Dgl admet une de´formation universelle. Par le the´ore`me
d’alge´brisation de Grothendieck (FGA, [Gro3]) le sche´ma formel qui pro-repre´sente Dgl est
alge´brisable, donc est le comple´te´ formel d’une courbe propre et lisse sur SpecR uniquement
de´finie. De plus l’action de G provient d’une action sur cette courbe. Nous allons a` pre´sent
de´finir le foncteur des de´formations infinite´simales. Soit y ∈ C/G image d’un point de
ramification sauvage x ∈ C. Notons Gx le stabilisateur de x, ÔC,x ∼= k[[T ]] l’anneau local
comple´te´ de la courbe C au point x et T̂C,x la fibre comple´te´e du faisceau tangent au
point x. Il en de´coule une “repre´sentation” de Gx dans k[[T ]], c’est-a`-dire un morphisme
injectif Gx →֒ Autk[[T ]]. Un repre´sentant (X,G) d’une de´formation de (C,G) a` A de´finit
de meˆme une repre´sentation Gx →֒ AutA[[T ]] qui par la re´duction par le morphisme
canonique A→ k ∼= A/MA redonne la repre´sentation initiale de Gx sur k[[T ]].
Ceci sugge`re de formuler le proble`me suivant : fixons un sous-groupe fini de Autk[[T ]] note´
G en absence d’ambigu¨ıte´ avec le sous-groupe des automorphismes de la courbe C. Nous
obtenons une repre´sentation ρ¯ : G →֒ Autk[[T ]]. Pour A objet de C, de´finissons le foncteur
des de´formations infinite´simales DG de ρ¯ : G →֒ Autk[[T ]] :
DG : C → Ens A 7→

rele`vement G→ AutA[[T ]] modulo
la conjugaison par un e´le´ment
de ker(AutA[[T ]]→ Autk[[T ]])

Les proprie´te´s ne´cessaires a` l’application du crite`re de Schlessinger se ve´rifient aise´ment.
The´ore`me 2.2 Le foncteur DG des rele`vements infinite´simaux de ρ¯ : G →֒ Autk[[T ]]
admet une de´formation verselle.
Contrairement au cas global, ce rele`vement versel n’est en ge´ne´ral pas universel.
3 Principe local-global
Dans ce paragraphe nous allons relier les de´formations globales du reveˆtement induit par
(C,G) aux de´formations locales associe´es aux points de branchement sauvage. Le re´sultat
obtenu peut eˆtre rapproche´ du principe local-global utilise´ par Green et Matignon [GrMa1]
dans le cadre de la ge´ome´trie rigide.
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3.1 Rappel sur la cohomologie e´quivariante
Dans ce paragraphe, nous rappellons brie`vement les notions de cohomologie e´quivariante
qui sont ne´cessaires pour de´crire en termes cohomologiques le morphisme local-global ;
pour plus de de´tails voir, par exemple [Gro2].
Fixons X un sche´ma de type fini sur k et supposons que le groupe (fini) G agit sur X (les
e´nonce´s de cette partie seront applique´s a` la courbe C). Soit OX le faisceau des fonctions
sur X . Supposons que tout point de X admet un voisinage affine G-stable (ce qui est en
particulier ve´rifie´ si X est projectif). Alors le sche´ma quotient Σ = X/G est de´fini ; d’apre`s
[KaMa] ce passage au quotient est compatible aux changements de base.
Un (G,OX)-module est unOX -module quasi-cohe´rent sur lequel G agit. Soit F un (G,OX)-
module, nous avons une action naturelle de G sur Hq(X,F ). Si π : X → Σ = X/G, nous
pouvons conside´rer le faisceau note´ πG∗ (F ) sur Σ de´fini par : si V est un ouvert de Σ,
V 7→ Γ(V, π∗(F ))
G = Γ(π−1(V ), F )G
Nous de´finissons deux foncteurs covariants et exacts a` gauche sur la cate´gorie des (G,OX)-
modules :
πG∗ et Γ
G(X, •)
avec ΓG(X,F ) = Γ(X,F )G. Les de´rive´es de ces foncteurs sont respectivement un faisceau
de modules sur X/G note´ X q(G,F ) = RqπG∗ (X,F ) et un groupe H
q(G,F ) = RqΓG(X,F ).
Le k-espace vectoriel Hq(G,F ) est le groupe de cohomologie e´quivariante de G a` coefficients
dans le G-faisceau F .
Remarque 3.1.1 Vu que Γ(Σ, πG∗ (F )) = Γ(X,F )
G, nous avons ΓGX = ΓΣ ◦ π
G
∗ ; d’ou` les
deux suites spectrales convergentes d’aboutissement H•(G,F ) :
′Ep,q2 = H
p(Σ, RqπG∗ (F ))⇒ H
p+q(G,F )
′′Ep,q2 = H
p(G,Hq(X,F ))⇒ Hp+q(G,F )
Rappelons comment calculer la cohomologie G-e´quivariante par un proce´de´ a` la Cˇech (voir
[Gro2]). Soit U = {Ui} un recouvrement fini de X par des ouverts affines G-stables. Notons
Cq(U , F ) le qie`me-faisceau des germes de cochaˆınes de Cˇech ; par de´finition pour U ouvert
de X
Γ(U, Cq(U , F )) =
∏
(i0,··· ,iq)
Ui0∩···∩Uiq 6=∅
Γ(U ∩ Ui0 ∩ · · · ∩ Uiq , F )
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Rappellons que le complexe de Cˇech Cq
δ
→ Cq+1 est une re´solution de F , ou` la diffe´rentielle
de Cˇech est de´finie par :
∀ω ∈ Cq, δ(ω)i0···iq+1 =
q+1∑
λ=0
(−1)λresU∩Ui0∩···∩Uiq+1 (ωi0···ˆiλ···iq+1)
Soit Γ(X, Cq) = Cq(U , F ) ; c’est un G-module car Cq est un G-faisceau, et nous pouvons
former la re´solution standard de ce G-module
Cp,q = Cp(G,Cq(U , F ))
La diffe´rentielle d : Cp,q → Cp+1,q de la cohomologie des groupes et la diffe´rentielle δ :
Cp,q → Cp,q+1 font du groupe bigradue´ {Cp,q} un complexe double. Notons
d = d+ δ
la diffe´rentielle totale. Donc pour ω ∈ Cp,q, nous avons
d(ω) = d(ω) + (−1)pδ(ω)
Notons (C•, d) le complexe simple associe´ au complexe double.
The´ore`me 3.1.2 Le complexe (C•, D) permet de calculer la cohomologie e´quivariante, et
Hq(C•) ∼= Hq(G,F )
(Voir [Go],[Gro2]). Graˆce au the´ore`me 3.1.2, nous pouvons de´crire les groupes de coho-
mologie H1(G, TC) et H
2(G, TC). Soit ω = {{ζ
σ
i }, {δij}} ∈ C
1,0⊕C0,1. Nous avons dω = 0
si et seulement si −δ{ζσi }+ d{δij} = 0 et {ζ
σ
i } et {δij} sont des 1-cocycles :
ζστi = ζ
σ
i + σ(ζ
τ
i ), δik = δij + δjk sur Ui ∩ Uj ∩ Uk
Donc ζσj − ζ
σ
i = σ(δij) − δij sur Ui ∩ Uj . La diffe´rentielle d : C
0,0 → C1,0 ⊕ C0,1 a pour
image d{γi} = {{σγi − γi}, {γj − γi}}. Ainsi
H1(G, TC) =
{{ζσi }, {δij}}
{{σγi − γi}, {γj − γi}}
Un 2-cocycle est un triplet (δ, γ, β) avec {δijk} un 2-cocycle de Cˇech, {βi(σ, τ)} est un
2-cocycle au sens de la cohomologie des groupes (pour i fixe´) et {γij(σ)} est la composante
de bidegre´ (1,1) ; donc
σδijk − δijk = γjk(σ)− γik(σ) + γij(σ) = 0
σγij(τ)− γij(στ) + γij(σ) + βj(σ, τ)− βi(σ, τ) = 0
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3.2 Identification de l’espace tangent et des obstructions
Revenons a` l’e´tude du foncteur des de´formations Dgl (voir §2) et notons tDgl = Dgl(k[ε])
l’espace tangent au foncteur Dgl.
Proposition 3.2.1 Nous avons tDgl
∼= H1(G, TC).
Preuve : Il s’agit de de´crire une de´formation de (C,G) a` k[ε], i.e. une de´formation X de
C a` k[ε] et un rele`vement de G a` X . La de´formation X est localement triviale, c’est-a`-dire,
il existe un recouvrement ouvert affine C = ∪iUi, tel que nous ayons des trivialisations
locales de la de´formation X de C
Xi
∼
→ Ui ⊗k k[ε]
non G-e´quivariantes. L’action de G sur Xi induit une action sur Ui ⊗k k[ε] qui est de´crite
par une classe de cohomologie ζi = {ζi,σ}σ∈G ∈ H
1(G,Γ(Ui, TC)) ; plus pre´cisement l’action
de G sur Γ(Ui, TC) est l’action tordue par ζi :
r → r + ζi(σ)(r)ε
Sur Xi ∩ Xj il y a deux trivialisations locales de la structure de sche´ma et les actions
induites de G. Il y a compatibilite´ de ces donne´es par l’isomorphisme G-e´quivariant de
transition
ϕij : (Ui ∩ Uj)⊗ k[ε]→ (Ui ∩ Uj)⊗ k[ε]
La G-e´quivariance s’e´crit ϕijζj(σ) = ζi(σ)
σϕij . L’automorphisme ϕij est de´crit par une
de´rivation {δij} ∈ Γ(Ui ∩ Uj , TC) :
{ϕij(r)} = {r + δij(r)ε}, r ∈ Γ(Ui ∩ Uj , TC)
La condition de G-e´quivariance s’e´crit alors δij + ζj(σ) = ζi(σ) +
σ δij ; soit encore
σδij − δij = ζj(σ)− ζi(σ)
Donc {ζi(σ), δij} de´finit une classe de cohomologie deH
1(G, TC) vu la description pre´ce´dente
de ce groupe. Remarquons enfin que le changement de ζi(σ) et de δij par des 1-cobords,
revient a` changer les trivialisations locales, donc donne la meˆme classe de cohomologie
dans H1(G, TC). D’ou` la proposition.
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Nous allons de la meˆme fac¸on identifier les obstructions au rele`vement de (C,G) a` des
classes de 2-cohomologie. Soit A′ → A une petite extension de C et (X,G) un repre´sentant
d’une de´formation [(X,G)] ∈ Dgl(A) a` A de (C,G). Comme H
2(C, TC) = 0 (vu que
dimkC = 1), il n’y a pas d’obtruction a` relever le sche´ma X de A a` A
′. Il ne reste plus
qu’a` relever G, pour cela raisonnons localement. Soit {Ui} un recouvrement de X par des
ouverts affines G-stables. Choisissons un rele`vement de A a` A′ du sche´ma affine Xi (de
support Ui) en X˜i ; pour re´sumer, nous avons la situation suivante :
X˜i → SpecA
′
Xi
↑
→ SpecA
↑
Ui
↑
→ Speck
↑
Au-dessus de Ui∩Uj , nous avons deux de´formations de Xi∩Xj a` A
′ donc un isomorphisme
(non unique)
σij : X˜j |Ui∩Uj
∼
−→ X˜i|Ui∩Uj
qui se re´duit a` l’identite´ sur A. L’automorphisme infinite´simal de X˜i|Ui∩Uj∩Uk
θijk = σijσjkσ
−1
ik sur Ui ∩ Uj ∩ Uk
est de´crit par une de´rivation δijk ∈ Γ(Ui ∩ Uj ∩ Uk, TC) :
θijk = Id + εδijk
Et {δijk} est un 2-cocycle de Cˇech de classe nulle car H
2(C, TC) = 0. A pre´sent il faut
relever l’action de G. Pour σ ∈ G, notons σ˜i un rele`vement quelconque de σi = σ|Xi . Donc
sur l’ouvert Xi ∩Xj :
X˜j |Xi∩Xj
∼
σij
→ X˜i|Xi∩Xj
X˜j |Xi∩Xj
σ˜j ∼↑
∼
σij
→ X˜i|Xi∩Xj
σ˜i ∼↑
Ce diagramme n’est a priori pas commutatif, introduisons un automorphisme infinite´simal
de X˜i|Ui∩Uj de “de´faut” fij(σ) de´fini par σij σ˜j = fij(σ)σ˜iσij , sur Xi ∩Xj . Pour σ, τ ∈ G,
la comparaison de σ˜i et τ˜i avec (σ˜τ)i introduit l’automorphisme infinite´simal de X˜i de
“de´viation” de´fini par σ˜iτ˜i = gi(σ, τ)(σ˜τ )i et {gi(σ, τ)} fournit un 2-cocycle de G dans
Γ(Ui, TC).
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Nous allons prouver que les donne´es locales {θijk}, {fij(σ)}, {gi(σ, τ)} de´finissent un 2-
cocycle et donc une classe de cohomologie de H2(G, TC). De plus si nous changeons les
identifications locales, alors ce cocycle est simplement alte´re´ par un cobord.
Lemme 3.2.2 Nous avons la relation fij(σ)
σfij(τ)gi(σ, τ)fij(στ)
−1 = σijgj(σ, τ)σ
−1
ij .
Preuve : En effet σij σ˜j τ˜j = σijgj(σ, τ)(σ˜τ )j et
σij σ˜j τ˜j = fij(σ)σ˜iσij τ˜j = fij(σ)σ˜ifij(τ)τ˜iσij
= fij(σ)
σfij(τ)σ˜iτ˜iσij = fij(σ)
σfij(τ)gi(σ, τ)(σ˜τ )iσij
= fij(σ)
σfij(τ)gi(σ, τ)fij(στ)
−1σij(σ˜τ )j
D’ou` la relation attendue sur Xi ∩Xj :
σijgj(σ, τ) = fij(σ)
σfij(τ)gi(σ, τ)fij(στ)
−1σij
Comme gj(σ, τ) est un automorphisme infinite´simal et que le groupe de ces automor-
phismes est abe´lien, isomorphe au groupe additif des champs de vecteurs, nous pouvons
e´crire σijgj(σ, τ)σ
−1
ij = gj(σ, τ). Nous obtenons ainsi la relation
fij(σ)
σfij(τ)fij(στ)
−1 = gj(σ, τ)gi(σ, τ)
−1
Le changement de notation γij = f
−1
ij permet de reconnaˆıtre la relation de 2-cocyle pour
le triplet {θ, f, g}. Il reste entre les donne´es {θ, f, g} une autre relation qui s’identifie avec
la relation de 2-cobord : sur Xi ∩Xj ∩Xk, nous avons les automorphismes :
X˜kσ˜k
σjk
−→ X˜j σ˜j
σij
−→ X˜iσ˜i
Par conse´quent σijσjkσ˜k = θijkσikσ˜k. Or
σijσjkσ˜k = σijfjk(σ)σ˜jσjk = fjk(σ)σij σ˜jσjk = fjk(σ)fij(σ)σ˜iθijkσik
Et
θijkσikσ˜k = θijkfik(σ)σ˜iσik
D’ou` la relation
fjk(σ)fij(σ)fik(σ)
1 σθijkθ
−1
ijk = 1
c’est-a`-dire la relation de 2-cobord en bidegre´ (1,2). Enfin il est facile de voir que le
changement des identifications locales alte`re le cocycle par un 2-cobord, donc ne change
pas sa classe de cohomologie. Nous avons ainsi e´tabli
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Proposition 3.2.3 Soit (X,G) un repre´sentant d’un e´le´ment de Dgl(A). La donne´e d’un
rele`vement de la courbe X de A a` A′ de´finit une classe de cohomologie dans H2(G, TC)
dite classe d’obstruction de la de´formation de (X,G) de A a` A′. Il existe une de´formation
de (X,G) de A a` A′ si et seulement si cette classe d’obstruction est nulle.
3.3 Construction du morphisme local-global
L’objectif de ce paragraphe est de relier le foncteur des de´formations Dgl aux foncteurs
des de´formations infinite´simales de´finis au-dessus des points de ramification sauvage (voir
1.1,1.2).
Soit y1, . . . , yr ∈ C/G les points images des points de ramification sauvage de C → C/G.
Pour 1 ≤ i ≤ r, notons xi un point au-dessus de yi et Gxi son stabilisateur. Soit Dloc =∏
iDGxi ou` DGxi est le foncteur des de´formations infinite´simales de l’action induite de Gxi
sur ÔC,xi
∼= k[[T ]]. Le choix du point xi est sans importance, car si nous changeons xi en
autre point x′i de son orbite sous G, nous obtenons un foncteur DGx′
i
isomorphe a` DGxi .
Par localisation en ces points, nous de´finissons un morphisme
φ : Dgl → Dloc
qui a` une de´formation X de (C,G) a` A objet de C associe les de´formations infinite´simales
des Gxi →֒ Autk[[T ]] a` A. Notons tDloc = Dloc(k[ε]) l’espace tangent au foncteur Dloc.
Lemme 3.3.1 Le faisceau R1πG∗ (TC) sur C/G est concentre´ aux points yi, et nous avons
R1πG∗ (TC)yi
∼= H1(Gi, T̂C,xi)
Preuve : Le foncteur RnπG∗ (TC) est “local”, c’est-a`-dire pour V ouvert de C/G
RnπG∗ (TC)|V = R
nπG∗ |pi−1(V )(TC |pi−1(V ))
Nous nous restreignons alors a` un ouvert affine V , c’est-a`-dire nous supposons que C (et
C/G) est affine, ainsi
Hp(C/G,RqπG∗ (TC)) = 0, si p > 0, et H
p(G,Hq(C, TC)) = 0, si q > 0
Donc les deux suites spectrales ′Ep,q2 et
′′Ep,q2 conduisent a` :
H0(C/G,RqπG∗ (TC))
∼= Hq(G, TC) ∼= H
q(G,Γ(C, TC))
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Donc dans le cas affine, les faisceaux RqπG∗ (TC) et H
q(G, TC)˜ = Hq(G,Γ(C, TC))˜ co¨ınci-
dent. Le foncteur de localisation e´tant exact, nous obtenons par passage a` la fibre en
y ∈ C/G
RqπG∗ (TC)y = H
q(G, πG∗ (TC)y)
Enfin comme Hq(G, πG∗ (TC)y) est un module de longueur finie (annule´ par l’ordre de G),
nous obtenons pour x au-dessus de y,
Hq(G, πG∗ (TC)y)
∼= Hq(G, πG∗ (TC)ŷ ) ∼= Hq(G, ∏
x→y
T̂C,x) ∼= H
q(Gx, T̂C,x)
Lemme 3.3.2 L’application H1(G, TC) → H
0(C/G,R1πG∗ (TC))
∼= ⊕ri=1H
1(Gi, TˆC,xi) est
surjective de noyau l’espace tangent au foncteur des de´formations localement triviales.
Preuve : Conside´rons la suite spectrale en degre´ total p+ q = 1
′Ep,q2 = H
p(C/G,RqπG∗ (TC))⇒ H
p+q(G, TC)
Comme ′E2,02 = H
2(C/G, πG∗ (TC)) = 0, nous obtenons
′E0,12 =
′ E0,1∞ ; nous avons e´galement
′E1,02 =
′ E1,0∞ ; d’ou` la suite exacte
0→ H1(C/G, πG∗ (TC))→ H
1(G, TC)→ H
0(C/G,R1πG∗ (TC))→ 0
D’apre`s le lemme 3.3.1,
H0(C/G,R1πG∗ (TC)) = ⊕
r
i=1H
1(Gi, T̂C,xi)
D’ou` l’application surjective H1(G, TC) → ⊕
r
i=1H
1(Gi, T̂C,xi) qui est la diffe´rentielle de
φ, de noyau l’espace tangent au foncteur kerφ qui peut eˆtre identifie´ au foncteur des
de´formations localement triviales.
Passons a` une analyse analogue du terme H2(G, TC).
Lemme 3.3.3 Nous avons H2(G, TC) ∼= ⊕
r
i=0H
2(Gxi, T̂C,xi).
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Preuve : Si y ∈ C/G et x ∈ π−1(y), alors
R2πG∗ (TC)ŷ ∼= H2(Gx, T̂C,x)
En effet cette fibre est nulle en dehors des points y images de points de ramification
sauvage, donc le (TC/G)y-module de longueur finie R
2πG∗ (TC)y ve´rifie l’isomorphisme an-
nonce´. Dans la suite spectrale ′Ep,q2 = H
p(C/G,RqπG∗ (TC)), nous avons
′E2,02 = 0 car
H2(C/G, πG∗ (TC)) = 0, et
′E1,12 = 0 carR
1πG∗ (TC) est a` support fini, doncH
1(C/G,R1πG∗ (TC)) =
0. Ainsi par de´ge´ne´rescence, nous obtenons
′E0,22 = H
0(C/G,R2πG∗ (TC)) = H
0(C/G,⊕R2πG∗ (TC)y)
∼= H2(G, TC)
D’ou` le re´sultat annonce´.
Remarque 3.3.4 Nous pouvons rapprocher ces re´sultats de la proposition 1.5 de Deligne
Mumford [DeMu] qui e´tablit un morphisme local-global similaire pour le foncteur des
de´formations de courbes stables, les points de branchement sauvage se substituant aux
points doubles.
The´ore`me 3.3.5 Le morphisme φ : Dgl → Dloc est lisse.
Preuve : Soit u : A′ → A une petite surjection de C ; nous avons le diagramme suivant
Dgl(A
′)
φ
→ Dloc(A
′)
Dgl(A)
u↑
φ
→Dloc(A)
u↑
Soit [(X,G)] ∈ Dgl(A) tel que φ(X) se rele`ve a` A
′ en φ˜(X). Les obstructions a` relever X et
φ(X) a` A′ co¨ıncident, comme cette dernie`re est nulle, nous avons donc une de´formation X˜
de (X,G) a` A′. Les e´le´ments φ(X˜) et φ˜(X) diffe`rent de l’action d’un e´le´ment de l’espace
tangent δ ∈ tDloc ; or φ est surjective sur les espaces tangents donc δ admet un ante´ce´dent
par φ dans tDgl . Enfin si nous corrigeons X˜ par cet ante´ce´dent nous obtenons l’e´galite´
φ(X˜) = φ˜(X) ; d’ou` la lissite´ de φ.
The´ore`me 3.3.6 Soit Ri l’anneau de de´formations versel de DGxi et Rgl l’anneau de
de´formations (uni)versel de Dgl. Alors R1⊗ˆ · · · ⊗ˆRr est l’anneau de de´formations versel
de Dloc et
Rgl = (R1⊗ˆ · · · ⊗ˆRr)[[U1, . . . , UN ]]
avec N = dimkH
1(C/G, πG∗ (TC)).
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4 Le cas G cyclique
Nous supposons dore´navant que G est un p-groupe cyclique. L’objet de ce paragraphe
est l’e´tude de l’anneau de de´formations versel local des de´formations d’une repre´sentation
G →֒ Autk[[T ]]. Nous commenc¸ons par de´crire l’espace tangent et les classes d’obstruction
de ce proble`me de de´formations. Puis lorsque G est cyclique d’ordre p, nous mettons en
e´vidence pour tout p > 2 une classe d’obstruction non triviale universelle.
4.1 L’espace tangent
Supposons a` pre´sent que G est un groupe cyclique d’ordre pn. Fixons un ge´ne´rateur σ de
G et notons
σ · T = fσ(T ) = T +
∑
j≥e
ajT
j
avec e > 1 et ae 6= 0 (l’action de G est suppose´e non triviale). Le groupe G s’identifie alors
au groupe de Galois de l’extension k((T ))/k((Y )) avec k[[Y ]] = k[[T ]]G la k-alge`bre des
invariants de G. Soit le k[[T ]]-module libre Θ = k[[T ]]
d
dT
des k-de´rivations continues. Il
y a une action naturelle du groupe Autk[[T ]] sur Θ et donc une action de G sur Θ. Les
de´formations de la repre´sentation G →֒ Autk[[T ]] sont donc de´crites par les groupes de
cohomologies H1(G,Θ), H2(G,Θ). Nous voulons trouver dimkH
1(G,Θ) et dimkH
2(G,Θ)
en fonction des invariants de l’extension totalement ramifie´e k((T ))/k((Y )), c’est-a`-dire
de la filtration de G par les groupes de ramification supe´rieurs ([Se2] IV). Comme G est
cyclique, nous avons ([Se1] VIII 4)
H1(G,Θ) =
kerN
Imδ
et H2(G,Θ) =
kerδ
ImN
pour N, δ ope´rateurs de Θ, k[[Y ]]-line´aires de´finis par
N(h) =
pn−1∑
i=0
σih, δ(h) = σh− h, h ∈ Θ
Il s’agit d’abord d’e´tudier l’ope´rateur nilpotent d’ordre pn, δ = σ−1, vu comme ope´rateur
k[[Y ]]-line´aire de k[[T ]] ou plus ge´ne´ralement de E = T βk[[T ]] pour un β ∈ N fixe´. Notons
Ej = kerδ
j = {x ∈ E, δjx = 0}, 0 ≤ j ≤ pn
une suite de´croissante de k[[Y ]] sous-modules sans torsion de E. Comme δ−1(Ej) = Ej+1,
δ induit une application k[[Y ]]-line´aire injective
δ¯ :
Ej+1
Ej
−→
Ej
Ej−1
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dont l’image est un k[[Y ]]-module libre sans torsion. Nous rappellons que ⌈x⌉ de´signe la
partie entie`re supe´rieure de x et ⌊x⌋ de´signe la partie infe´rieure de x.
The´ore`me 4.1.1 Soit β l’exposant de la diffe´rente de k((T ))/k((Y )). Alors
dimkH
1(G,Θ) = dimkH
2(G,Θ) =
⌊
2β
pn
⌋
−
⌈
β
pn
⌉
Preuve : Remarquons d’abord que
H1(G,E) = tors
(
E
δ(E)
)
=
Epn−1
δ(E)
ou` tors de´signe le sous-module de torsion.
En effet kerN est un sous-k[[Y ]]-module de E et le k[[Y ]]-module E/ kerN est sans tor-
sion. La dernie`re e´galite´ s’obtient en remarquant que δ(E) ⊂ Epn−1 et si x ∈ E ve´rifie
δy = lx, alors δp
n−1(lx) = lδp
n−1(x) = 0 donc x ∈ Epn−1. Enfin Epn−1/δ(E) est de torsion
car Epn−1 et δ(E) sont des k[[Y ]]-modules de meˆme rang p
n − 1.
Nous cherchons donc la dimension du k-espace vectoriel V =
Epn−1
δ(E)
. Ce k[[Y ]]-module V
est filtre´ par les sous modules
V j =
Ej + δ(E)
δ(E)
∼=
Ej
δ(Ej+1)
, 1 ≤ j ≤ pn − 1
et V 0 = 0 ; ainsi l’ordre de V ve´rifie
|V | =
pn−2∑
j=0
|V j+1/V j| =
pn−2∑
j=0
|Qj|
pour
Qj ∼=
Ej+1
δ(Ej+2) + Ej
∼= Coker
(
δ¯ :
Ej+2
Ej+1
→
Ej+1
Ej
)
Donc nous avons
|V | =
∣∣∣∣Coker(E ∼= EpnEpn−1 → Epn−1Epn−2 → · · · → E2E1 → E1
)∣∣∣∣
d’ou` |V | = |Coker(E → E1)|. Nous avons l’e´galite´ entre ope´rateurs δ
pn−1 = N = 1 + σ +
· · ·+ σp
n−1. Par conse´quent
|V | =
dimkE
1
dimkδp
n−1(E)
= dimk
kerδ
N(E)
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et ainsi dimkH
1(G,E) = dimkH
2(G,E). Pour obtenir les dimensions des groupes de
cohomologie H1(G,E), H2(G,E), il suffit donc d’e´tudier H2(G,E).
Pour le calcul de dimkH
2(G,Θ), il est commode d’identifier le G-module Θ a` un sous-G-
module de k[[T ]]. Soit D la diffe´rente de k((T ))/k((Y )),
D ∼= (T β) avec β =
∞∑
j=1
(|Gj| − 1)
les Gj e´tant les groupes de ramification supe´rieurs ([Se2]). Nous avons un isomorphisme
de G-modules : Θ ∼= D. En effet, posons jσ =
dfσ
dT
; nous ve´rifions alors que {jσ} est un
cocycle de G dans k((T ))∗. D’apre`s le the´ore`me 90 d’Hilbert c’est un cobord, c’est-a`-dire il
existe j ∈ k((T ))∗ tel que ∀σ ∈ G, jσ = j/σj. Nous pouvons prendre j =
dY
dT
, Y e´tant la
norme de T . Par de´finition vT (j) = β. Donc la multiplication par T
β dans k((T )) e´tablit
un G-isomorphisme de Θ ∼= k[[T ]] avec le G-module T βk[[T ]] muni de l’action standard.
Nous avons
H2(G,E) =
kerδ
N(E)
=
E ∩ k[[Y ]]
N(E)
Or d’une part E ∩ k[[Y ]] est le plus petit ide´al de k[[T ]] contenant Y et T β. Donc
E ∩ k[[Y ]] = Y ⌈β/p
n⌉k[[T ]]
D’autre part nous connaissons l’image de la trace ([Se2] V 3) :
N(E) = Y ⌊2β/p
n⌋k[[T ]]
D’ou` le the´ore`me annonce´.
L’e´galite´ dimkH
1(G,Θ) = dimkH
2(G,Θ) peut e´galement eˆtre de´duite du the´ore`me de
Herbrand. Dans le paragraphe suivant nous pre´cisons la structure de H1(G,Θ) comme
module sur k[[Y ]] = k[[T ]]G.
4.2 Une obstruction universelle
Soit R un anneau complet de valuation discre`te de corps re´siduel k et k ⊂ R ; donc
R = k[[Y ]]. Soit K = k((Y )) son corps des fractions. Conside´rons l’e´quation
Xp −X = φ ∈ k((Y )) (1)
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Il est bien connu que si vY (φ) = −m < 0, avec p ∧ m = 1, alors l’e´quation (1) est
irre´ductible et de´finie une extension p-cyclique de conducteur de Hasse m. Cela signifie
que si {Gi} est la filtration de G par les groupes de ramification supe´rieurs, nous avons
G = G0 = · · · = Gm et Gm+1 = {1}
Supposons dore´navant cette condition re´alise´e, et soit L = K(ξ), ou` ξ est une racine de (1).
L’extension L/K est d’Artin-Schreier et η = ξ est un ge´ne´rateur d’Artin-Schreier, c’est-a`-
dire L = K(η) et ηp− η ∈ K. Notons que tout ge´ne´rateur d’Artin-Schreier est de la forme
η = jξ + ψ, ou` j ∈ F∗p et ψ ∈ K. Nous pouvons parler plus ge´ne´ralement des ge´ne´rateurs
d’Artin-Schreier η de conducteur donne´m avec η ∈ k((Y )), la cloˆture alge´brique de k((Y )).
Soit ϕ ∈ Autk[[Y ]] un automorphisme continu. Nous pouvons prolonger ϕ a` Autk((Y )),
donc ϕ agit sur les ge´ne´rateurs d’Artin-Schreier. Nous avons le lemme :
Lemme 4.2.1 Soit ξ et η deux e´le´ments d’Artin-Schreier de conducteur m. Alors il existe
un automorphisme continu ϕ ∈ Autk[[Y ]] tel que ϕ(ξ) = η.
Preuve : Soit φ ∈ k((Y )) tel que vY (φ) = −m, avec p ∧ m = 1. Commenc¸ons par
de´montrer qu’il existe Z ∈ k[[Y ]] vY (Z) = 1 (c’est-a`-dire Z est une variable) tel que
φ = Z−m. Il existe ψ ∈ k[[Y ]]∗ avec φ = Y −mψ. Comme m est premier a` p, Y m − ψ = 0
est une equation se´parable modulo Y . Ainsi d’apre`s le lemme d’Hensel, Tm − ψ a m
racines distinctes. Soit P (Y ) l’une de ces racines ; alors φ = (Y −1P (Y ))m = Z−m avec
Z = P (Y )−1Y ∈ k[[Y ]] une variable. Donc il existe deux variables Z,W ∈ k[[Y ]] telles que
ξp − ξ = Z−m, ηp − η = W−m
Soit ϕ ∈ Autk[[Y ]] tel que ϕ(Z) = W . Alors ϕ(ξ) est solution de Xp − X = W−m et il
existe j ∈ Fp avec ϕ(ξ) = η + j. Soit ση ∈ Autk[[Y ]] avec ση(η) = η + 1. Nous avons
σ−jη ◦ ϕ ∈ Autk[[Y ]] et σ
−j
η ◦ ϕ(ξ) = η.
Ainsi les automorphismes d’ordre p et de conducteur m de k[[T ]] sont deux a` deux con-
jugue´s et en particulier conjugue´s a` σ0, ou` σ0(T ) = T (1+T
m)−1/m. La proposition suivante
est analogue a` 1.3(a) [Ma] :
Proposition 4.2.2 Soit ρ¯ et ρ¯′ deux repre´sentations de G dans Autk[[T ]] conjugue´es par
un e´le´ment de δ¯ ∈ Autk[[T ]]. Alors les anneaux de de´formations versels Rρ¯ et Rρ¯′ de ρ¯ et
ρ¯′ respectivement sont isomorphes.
16
Pour e´tudier les anneaux de de´formations versels de repre´sentations d’un groupe cyclique
d’ordre p dans Autk[[T ]], il suffit donc d’e´tudier les de´formations de l’automorphisme
d’ordre p
σ0(T ) =
T
(1 + Tm)1/m
, p ∧m = 1
Lemme 4.2.3 L’e´le´ment
h(T )
d
dT
=

d
dT
si m = 1
T d
dT
si m > 1
repre´sente un e´le´ment non nul de H1(G,Θ).
Preuve : Rappelons que H1(G,Θ) ∼=
kerN
Imδ
et N(h(T )) =
p−1∑
i=0
σi0(h(T ))
(
dσi0(T )
dT
)−1
.
Comme
(
dσi0(T )
dT
)−1
= (1 + iTm)1+1/m, nous avons si m > 1
N(h(T )) = N(T ) =
p−1∑
i=0
T
(1 + iTm)1/m
(1 + iTm)1+1/m =
p−1∑
i=0
T + iTm+1 = 0
et si m = 1
N(h(T )) = N(1) =
p−1∑
i=0
(1 + iT )2 =
p−1∑
i=0
1 + 2iT + i2T 2 = 0
Donc h(T ) ∈ kerN . Pour f ∈ k[[T ]], vT (δ(f)) ≥ m, donc h(T ) 6∈ Imδ.
Soit A un objet de C. De´former suivant la direction tangentielle de´finie par h(T )
d
dT
,
conduit a` e´tudier les automorphismes suivants :
σa(T ) =
T
(1 + aTm)1/m
pour a ∈ 1 +MA si m > 1
σa(T ) =
T + a
1 + T + a
pour a ∈MA si m = 1
Commenc¸ons par le cas m > 1, p > 2, et l’observation e´le´mentaire
Lemme 4.2.4 Soit A objet de C, a ∈ 1 +MA et
σa(T ) = T/(1 + aT
m)1/m
Nous avons σpa = Id si et seulement si 1 + a+ · · ·+ a
p−1 = 0.
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Lemme 4.2.5 Supposons p > 2, m > 1 tels que p ∧ m = 1. Soit A′ → A une petite
extension et a ∈ MA tel que σ
p
a = Id. La classe d’obstruction a` relever σa de A a` A
′ est
nulle si et seulement si 1 + a′ + · · ·+ a′p−1 = 0.
Preuve : Il s’agit de relier la condition du lemme 4.2.4 a` une obstruction cohomologique,
c’est-a`-dire a` une classe de H2(G,Θ). Soit π : A′ → A une petite extention de noyau tA′,
et a ∈ 1 +MA tel que σ
p
a = Id. Pour obtenir l’obstruction cohomologique a` relever σa de
A a` A′, nous relevons a en a′ ∈ A. Ainsi
1 + a′ + · · ·+ a′
p−1
∈ tA′ et a′
p
= 1
et l’obstruction cohomologique dans H2(G,Θ) est de´termine´e par le cocycle (ϕi,j)i,j∈Fp
de´fini par
σia′σ
j
a′ = ϕi,jσ
i+j
a′
les exposants e´tant pris modulo p. Donc
ϕi,j =
 1 si i+ j < pσpa′ si i+ j ≥ p i, j < p
L’exposant de la diffe´rente est β = (m+1)(p−1) et H2(G,Θ) est le k[[Y ]]-module cyclique
H2(G,Θ) =
kerδ
ImN
∼=
(Y )⌈β/p⌉
(Y )⌊2β/p⌋
Y e´tant la norme de T et l’isomorphisme de la preuve du the´ore`me 4.1.1
h(T )
d
dT
7→ h(T )
dY
dT
e´tant e´tendu aux classes de cohomologie. Dans cette identification, ϕi,j = hi,j
d
dT
corre-
spond a`
hi,j =
 0 si i+ j < pσpa′(T )− T si i+ j ≥ p i, j < p
D’ou` la classe d’obstruction est la classe de hp−1,1
d
dT
= (σpa′(T )− T )
d
dT
. Pour ve´rifier que
cette classe est non nulle, observons que,
σpa′(T )− T =
T
(a′p + (1 + a′ + · · ·+ a′p−1)Tm)1/m
− T = −
1
m
(1 + a′ + · · ·+ a′
p−1
)Tm+1
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Il suffit alors de ve´rifier
vY
(
hp−1,1(T )
dY
dT
)
<
⌊
2β
p
⌋
(2)
Cette ine´galite´ est e´quivalente a`
vT (hp−1,1) + β = (m+ 1)p < p⌊2(m+ 1)(p− 1)/p⌋
E´crivons 2(m+ 1) = pu+ u′ avec 0 ≤ u′ < p. Nous avons
⌊2(m+ 1)(p− 1)/p⌋ =
 u(p− 1) si u′ = 0u(p− 1) + u′ − 1 sinon
Si u′ ≥ 1, le re´sultat est clair. Si u′ = 0 l’ine´galite´ est assure´e pourvu que p > 2 et
(m, p) 6= (1, 3). Ce qui de´montre l’ine´galite´ (2) et le lemme.
Revenons a` pre´sent au cas m = 1, p > 2.
Lemme 4.2.6 Soit A objet de C, a ∈MA,
σa(T ) =
T + a
1 + T + a
et Ma =
 1 a
1 1 + a

Nous avons σpa = Id si et seulement si M
p
a = Id.
Preuve : Soit Ap, Bp, Cp, Dp ∈ Z[a] tels que
Mpa =
Ap Bp
Cp Dp

L’automorphisme σa s’identifie a` l’homographie de matrice Ma. Ainsi
σpa = Id⇐⇒ σ
p
a(T ) = T ⇐⇒ ApT +Bp = T (CpT +Dp)
σpa = Id⇐⇒ Ap = Dp, Bp = Cp = 0⇐⇒M
p
a = αId, pour α ∈ Z[a]
Supposons Mpa = αId pour α ∈ Z[a]. Comme Ma mod MA = M0, la matrice M
p
a rele`ve
Mp0 = Id a` A. Donc α ≡ 1 mod MA. Par ailleurs detMa = 1 donc detM
p
a = α
2 = 1. Ces
deux conditions sur α entraˆınent que α = 1. D’ou`
αpa = Id⇐⇒M
p
a = Id
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Soit Tp, Sp−1 les polynoˆmes de Tchebychev respectivement de premie`re et de seconde espe`ce
Tp(X) =
1
2
⌊p/2⌋∑
l=0
 p− l
l
 p
p− l
(−1)l(2X)p−2l
Sp−1(X) =
(p−1)/2∑
l=0
 p− 1− l
l
 (−1)l(2X)p−1−2l
Par de´finition, si 2X = Z + Z−1, nous avons
2Tp(X) = Z
p + Z−p, (Z − Z−1)Sp−1(X) = Z
p − Z−p
Lemme 4.2.7 Nous avons
Mpa = Id⇐⇒ Sp−1(a/2 + 1) = T (a/2 + 1)− 1 = 0
Preuve : Posons z =
2 + a +
√
(2 + a)2 − 4
2
. En diagonalisant Ma, nous obtenons
Mpa =
 −zp−z−pz−z−1 a2 + zp+z−p2 zp−z−pz−z−1
((
z−z−1
2
)2
− a
2
4
)
zp−z−p
z−z−1
zp−z−p
z−z−1
a
2
+ z
p+z−p
2

Donc Mpa = Id si et seulement si
zp − z−p
z − z−1
= 0 et zp + z−p = 2
A l’aide des polynoˆmes de Tchebychev de premie`re et seconde espe`ce ces conditions
s’e´crivent
Sp−1(x) = 0 et Tp(x)− 1 = 0 pour 2x = z + z
−1 = 2 + a
Lemme 4.2.8 L’ide´al (Tp(X/2+1), Sp−1(X/2+1)) de W (k)[X ] est principal et engendre´
par
ψ(X) =
(p−1)/2∑
l=0
 p− 1− l
l
 (−1)l(X + 4)(p−1)/2−l
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Preuve : En e´tudiant les racines de Tp(X) − 1 et Sp−1(X), vus comme polynoˆmes de
C(X) nous pouvons montrer
φ(X) = (Tp(X)− 1) ∧ Sp−1(X) = 2
(p−1)/2
(p−1)/2∏
l=1
(X − cos
2lπ
p
)
Pre´cisement
φ(X) = Sp−1
(√
X + 1
2
)
=
(p−1)/2∑
l=0
 p− 1− l
l
 (−1)l(2(X + 1))(p−1)/2−l
Enfin a` l’aide de la trigonome´trie hyperbolique, nous obtenons une e´quation de Be´zout
U(X)(Tp(X)− 1) + V (X)Sp−1(X) = φ(X)
avec U(X) = −
1
2
φ(X) et,
V (X) =
1
4
⌊p/2⌋∑
l=0
 p− l
l
 p
p− l
(−1)l(2(X + 1))(p+1)/2−l
Comme les entiers premiers a` p sont inversibles dans W (k), cette relation de Be´zout est
encore valable dans W (k)[X ], meˆme apre`s le changement de variables Y = X/2+ 1. Donc
l’ide´al (Tp(X/2 + 1), Sp−1(X/2 + 1)) de W (k)[X ] est principal et engendre´ par ψ(X) =
φ(X/2 + 1).
Soit A′ → A une petite extension de C de noyau tA′, a ∈ MA tel que σ
p
a = Id et a
′ un
rele`vement de a dans A′. La classe d’obstruction a` relever σa de A a` A
′ est la classe de
h(T )
d
dT
dans H2(G,Θ), avec
σpa′(T )− T = −
a′T 2
1 + a′T
= th(T )
Par re´currence sur n ∈ N, nous pouvons montrer que Mna′ est de la forme
Mna′ =
An a′Cn
Cn An + a
′Cn

Ainsi
σpa′(T )− T =
ApT + a
′Cp
CpT + Ap + a′Cp
− T =
a′Cp − a
′CpT − CpT
2
CpT + Ap + a′Cp
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Or Cp ≡ 0 mod MA, donc Cp = tcp avec cp ∈ k et a
′Cp = 0.
De meˆme Ap ≡ 1 mod MA, donc Ap = 1 + tap avec ap ∈ k. D’ou`
σpa′(T )− T =
−cpT
2t
1 + tap + tcpT
= −cpT
2(1− tap − tcpT ) = (−cpT
2)t
Donc la classe d’obstruction est la classe de −cpT
2dY
dT
∈
(Y )⌈β/p⌉
(Y )⌊2β/p⌋
. Par conse´quent cette
classe est nulle si et seulement si cp = 0. Remarquons que si cp = 0, alors detM
p
a′ =
1 + 2tap = 1 donc ap = 0. Donc nous avons montre´ que l’obstruction cohomologique est
nulle si et seulement si Mpa′ = Id. Pour re´sumer nous avons le lemme suivant (analogue du
lemme 4.2.5)
Lemme 4.2.9 Supposons m = 1, p > 2. Soit A′ → A une petite extension de C, a ∈MA
tel que σpa = Id et a
′ un rele`vement de a a` A′. La classe d’obstruction a` relever σa de A a`
A′ est nulle si et seulement si Tp(a
′/2 + 1)− 1 = Sp−1(a
′/2 + 1) = 0.
Ces re´sultats pre´liminaires e´tant e´tablis, nous pouvons de´montrer
The´ore`me 4.2.10 Soit p > 2, m ≥ 1 tels que p ∧m = 1. Soit
σ0 : G→ Autk[[T ]]
une repre´sentation de conducteur de Hasse m. Si m > 1 alors nous avons un morphisme
surjectif
Rσ0 ։W (k)[[X ]]/
( p−1∑
j=0
(1 +X)mj
)
Si m = 1 et p > 3, Rσ0
∼= W (k)[[X ]]/(ψ(X)). En particulier si m = 1 et p > 3 ou si
m = 2 et p = 5, l’anneau de de´formations versel Rσ0 est d’intersection comple`te. Enfin si
m = 1 et p = 3 le proble`me de de´formations est rigide.
Preuve : Si (m, p) = (1, 3), dimkH
1(G,Θ) = dimkH
2(G,Θ) = 0, le proble`me de de´formations
est donc rigide. Pour (m, p) 6= (1, 3) ce re´sultat s’obtient graˆce a` l’e´tude du mode`le local
σ0(T ) = T (1 + T
m)−1/m puis la proposition 4.2.2 conclut.
Commenc¸ons l’e´tude du mode`le local par le cas m = 1, p > 3.
D’apre`s les lemmes 4.2.7, 4.2.8, l’automorphisme
σX(T ) =
T +X
1 + T +X
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de´finit une de´formation de σ0 a` W (k)[[X ]]/(ψ(X)). Par de´finition de l’anneau versel, nous
avons un morphisme
u : Rσ0 →W (k)[[X ]]/(ψ(X))
Comme
dimkH
1(G,Θ) = ⌊4(p− 1)/p⌋ − ⌈2(p− 1)/p⌉ = 1
le morphisme u induit un isomorphisme sur les espaces tangents de W (k)[[X ]]/(ψ(X))
et de Rσ0 . Nous allons montrer que u est un isomorphisme en de´montrant que le cou-
ple (W (k)[[X ]]/(ψ(X)), σX) de´finit une de´formation verselle. Notons D le foncteur de
de´formations de σ0 et hW (k)[[X]]/(ψ(X)) le foncteur des homomorphismes
hW (k)[[X]]/(ψ(X)) = HomW (k)(W (k)[[X ]]/(ψ(X)), ·)
Il suffit donc de ve´rifier que le morphisme de foncteurs
D → hW (k)[[X]]/(ψ(X))
est lisse. Soit A′ → A une petite extension de C et a ∈MA tel que σ
p
a = Id. Si [σa] ∈ D(A)
se rele`ve dans D(A′) alors, par de´finition, l’obstruction a` relever σa de A a` A
′ est nulle.
Alors pour a′ relevant a a` A′, σpa′ = Id (Lemme 4.2.9). Donc le morphisme de foncteurs est
lisse, et
Rσ0
∼= W (k)[[X ]]/(ψ(X))
Un raisonnement essentiellement identique permet de traiter le cas m > 1.
Remarque 4.2.11 Si m = 1 et p > 3, Rσ0 est d’intersection comple`te et Rσ0/pRσ0 =
k[X ]/(X(p−1)/2). En effet d’apre`s le lemme 4.2.8, les racines de ψ(X) = φ(X/2 + 1) sont
les 2(cos
2lπ
p
− 1) pour l ∈ {1, . . . , (p− 1)/2}. Donc ψ(X), vu comme polynoˆme de Q[X ],
est le polynoˆme minimal de e2ipi/p + e−2ipi/p − 2 ∈ Z[e2ipi/p]. Or Q(e2ipi/p + e−2ipi/p) est une
extension de Q totalement ramifie´e en p d’indice (p − 1)/2. Donc tous les coefficients de
degre´ infe´rieur a` (p− 1)/2 de ψ(X) sont divisible par p.
Exemple 4.2.12 Supposons (p,m) = (5, 2). Dans ce cas dimkH
1(G,Θ) = 1. D’apre`s le
the´ore`me 4.2.10 l’anneau de de´formations versel de l’automorphisme d’ordre p de´fini par
σ0(T ) = T/(1 + T
2)1/2 est
Rσ0
∼= W (k)[[X ]]/
( p−1∑
j=0
(1 +X)mj
)
Donc Rσ0 est d’intersection comple`te.
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4.3 De´formations des e´quations d’Artin-Schreier
E´crivons m = pq− l, l ∈ [1, p[. Soit ζ une racine de l’unite´ d’ordre p. Posons S = W (k)(ζ),
π une uniformisante de S. Nous construisons une de´formation lisse d’un automorphisme
σ0 d’ordre p et de conducteur m avec n parame`tres inde´pendants sur S, ou`
n =
 q si l = 1q − 1 sinon
Dans cette construction nous utilisons une ide´e de Sekiguchi, Oort et Suwa [SeOoSu],
exploite´e par Green et Matignon [GrMa2] qui permet de voir l’e´quation d’Artin-Schreier
(de´finissant l’automorphisme σ0) comme la re´duction modulo π d’une e´quation de Kum-
mer. En de´formant ces e´quations, c’est-a`-dire en prenant A = S[[x1, . . . , xn]] pour anneau
de coefficients, nous de´finissons une extension L du corps des fractions de A[[t]]. Pour
obtenir la de´formation recherche´e, il suffit d’identifier la normalisation de A[[t]] dans L, qui
est naturellement munie d’un automorphisme d’ordre p, a` une alge`bre de se´ries formelles.
Cette strate´gie est valable pour tout l ∈ [1, p[ cependant les cas l = 1 et l 6= 1 doivent eˆtre
e´tudie´s se´pare´ment.
Soit λ = ζ−1 ; donc pλ−j ≡ 0 (modπ), si 0 ≤ j < p−1, pλp−1 ≡ −1 (modπ). Conside´rons
l’e´quation de Kummer
(X + λ−1)p − λ−p = t−m (3)
qui de´finit une extension cyclique du corps des fractions K de S[[t]]. L’e´quation (3) est
e´quivalente a`
X−p = tm
(
1 +
p
λ
X−1 + · · ·+
p
λp−1
X−(p−1)
)
(4)
Cette e´quation montre que X−1 appartient a` la normalisation B de S[[t]] dans L = K(X).
Par re´duction modulo π l’e´quation (4) conduit a` l’e´quation d’Artin-Schreier de conducteur
m
Xp −X = t−m (5)
de´finissant l’automorphisme σ0 de k[[t]] par σ0(X) = X + 1.
Commenc¸ons par e´tudier le cas l = 1. Posons ξ = Xtq. L’e´quation d’Artin-Schreier (5)
s’e´crit
ξp − t(p−1)qξ = t (6)
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et l’e´quation (3)
(λξ + tq)p − tqp = λpt (7)
Lemme 4.3.1 La normalisation B de S[[t]] dans L est l’anneau des se´ries formelles S[[ξ]].
Preuve : L’e´quation (7) e´quivaut a`
ξp +
p
λ
ξp−1tq + · · ·+
p
λp−1
ξt(p−1)q = t (8)
Donc ξ ∈ B et (8) est de la forme F (ξ, t) = 0 avec ∂F
∂t
= 1 mod (ξ, t) ; nous pouvons
alors re´soudre cette e´quation implicite en t et plonger S[[t]] dans S[[ξ]], ce qui conduit a`
B = S[[ξ]].
Nous de´formons l’e´quation (6) par la substitution de tq par a(t) = tq+x1t
q−1+· · ·+xq. Cela
signifie que nous conside`rons a` pre´sent l’anneau des se´ries formelles A = S[[x1, . . . , xq]] et
de la meˆme manie`re nous de´formons (8) en
t = ξp +
p
λ
ξp−1a(t) + · · ·+
p
λp−1
ξa(t)p−1 (9)
qui modulo π se re´duit a`
t = ξp − ξa(t)p−1 (10)
Le lemme suivant se de´montre de manie`re analogue au lemme 4.3.1
Lemme 4.3.2 Soit L l’extension du corps des fractions de A de´finie par (9). Alors la
normalisation de A[[t]] dans L est B = A[[ξ]].
Pour traiter le cas l 6= 1, notons le lemme suivant :
Lemme 4.3.3 Soit B un anneau inte´gralement clos de corps des fractions L. Soit u et v
e´lements de B, r, s ∈ N avec r ∧ s = 1 et ur = vs. Alors il existe ξ ∈ B tel que u = ξs.
Preuve : Soit les coefficients de Be´zout cr + ds = 1. Nous avons ucr = u1−ds = vcs, donc
u = ξs avec ξ = vcud ∈ L. Comme B est inte´gralement clos, ξ ∈ B.
25
Supposons d’abord A = S ; il re´sulte de l’e´quation (4) que nous pouvons extraire une
racine m-e`me Z = X−1/m dans MB et
Zp = t
(
1 +
p
λ
X−1 + · · ·+
p
λp−1
X−(p−1)
)1/m
(11)
Si L est l’extension du corps des fractions K de A[[t]] de´finie par l’e´quation (4), nous
de´duisons de (11) que t ∈ A[[Z]] et donc que la normalisation B de A[[t]] dans L est A[[Z]]
(comparer au the´ore`me II 4.1 de [GrMa1] qui utilise un crite`re local de bonne re´duction
pour un rele`vement de l’e´quation d’Artin-Schreier a` un anneau de valuation discre`te).
Notons que par re´duction modulo π, l’inclusion S[[t]] ⊂ S[[Z]] donne la normalisation
k[[Z]] de k[[t]] dans l’extension d’Artin-Schreier k((t))(X), Xp − X = t−m de´finie par
l’e´quation (5), avec Z = X−1/m.
Pour de´former ce reveˆtement, nous pouvons re´pe´ter tel quel l’argument pre´ce´dent. Comme
pour le cas l = 1, changeons le parame`tre X en ξ = Xtq. Supposons maintenant que
l’anneau de base est A = S[[x1, . . . , xq−1]]. Soit a(t) = t
q + x1t
q−1 + · · · + xq−1t. Par
rapport au cas l = 1, nous annulons le terme constant. En effet contrairement au cas l = 1
l’e´quation (4) de´forme´e
tl = ξp +
p
λ
ξp−1a(t) + · · ·+
p
λp−1
ξa(t)p−1 (12)
n’est pas d’Eisenstein. En l’e´crivant
(a(t)ξ−1)p = a(t)pt−l
(
1 + · · ·+
p
λp−1
(a(t)ξ−1)p−1
)
nous allons pouvoir e´tablir le lemme analogue au lemme 4.3.2, pourvu que a(T )ξ−1 ∈ B,
pour B la normalisation de A[[t]] dans l’extension de Kummer L/K. C’est le cas si nous
supprimons le terme constant de a(t) ; donc a(t)t−l est un polynoˆme. Nous pouvons de
nouveau utiliser le lemme 4.3.3 pour obtenir l’existence d’un e´le´ment η ∈ MB tel que
ξ = ηl. Nous avons encore
Lemme 4.3.4 La normalisation de A[[t]] dans l’extension de Kummer L de K est l’alge`bre
des se´ries formelles B = A[[η]].
Preuve : L’e´quation (12) montre que la norme de ξ est tl ; par suite la norme de η est de
la forme ǫt avec ǫl = 1, ce qui permet de supposer que la norme de η est t. Le polynoˆme
minimal de η est de la forme F (t, η) = ηp + c1η
p−1 + · · · + cp−1η + t = 0 ou` ci ∈ A[[T ]].
Comme dans le lemme 4.3.1, cette e´quation implicite peut eˆtre re´solue en t ; autrement dit
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nous pouvons exprimer t comme se´rie formelle en η. Donc t ∈ A[[η]]. Alors l’alge`bre locale
A[[η]] qui est un A[[t]]-module de type fini est de dimension de Krull dimKrullA+ 1, donc
est l’alge`bre des se´ries formelles en η sur A. Cette alge`bre est un sous-anneau inte´gralement
clos de B, donc B = A[[η]].
Analysons a` pre´sent cette de´formation au niveau infinite´simal. Pour abre´ger la discussion,
nous nous limitons au cas l 6= 1, le cas l = 1 se traitant de manie`re analogue. Fixons
j ∈ [1, q − 1] et spe´cialisons les variables xi = 0 si i 6= j et xj = ε (ε
2 = 0). Alors
a(t) = tq + εtq−j
La construction pre´ce´dente fournit une de´formation σ de l’automorphisme d’Artin-Schreier
σ0 a` k[ε][[η]], ou` 
ηl = ξ
tl = ξp
(
1− (a(t)ξ−1)p−1
)
σ(ξ) = ξ + a(t)
L’automorphisme initial σ0 est de´crit par les relations σ0(ξ) = ξ + t
q
0
tl0 = ξ
p − t
q(p−1)
0 ξ
Regardons t0 et t comme fonctions implicites de la variable η. E´crivons
σ(η) = σ0(η) + εφj(η) avec φj ∈ k[[η]]
De´terminons la direction tangentielle associe´e a` cette de´formation infinite´simale. Pour cela
nous avons besoin du lemme suivant :
Lemme 4.3.5 Nous avons vη(φj) = p(q − j)− (l − 1).
Preuve : E´crivons t = t0 + εb pour b ∈ k[[η]] et observons que vη(b) ≥ 1. En effet
tl = tl0 + εlt
l−1
0 b = ξ
p − ξt
q(p−1)
0 + ε(p− 1)ξt
(p−2)(q−j)
0 + εq(p− 1)ξbt
q(p−1)−1
0
D’ou` lb = (p− 1)ξt
(p−2)(q−j)−(l−1)
0 + q(p− 1)bξt
q(p−1)−l
0 et vη(b) ≥ 1. Par ailleurs
σ(η)l = σ(ξ) = (σ0(η) + εφj(η))
l
Donc σ0(ξ) + εlσ0(η)
l−1φj(η) = ξ + t
q + εtj et lσl−10 (η)φj(η) = qt
q−1
0 b(η) + t
q−j
0 . Ce qui
donne la valuation de la se´rie φj(η) : vη(φj) = p(q − j)− (l − 1).
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Lemme 4.3.6 Les classes
[
φj
d
dξ
]
∈ H1(G,Θ) sont inde´pendantes.
Preuve : Pour de´montrer ce lemme nous avons besoin d’une description de H1(G, θ)
comme k[[t0]]-module. Pour cela, nous allons d’abord de´finir une k[[t0]]-base de k[[T ]]
relativement a` laquelle δ est triangulaire supe´rieur. Pour tout x, y ∈ k[[T ]], par re´currence
sur n ≥ 1, il est clair que
δn(xy) =
∑
i,j≤n, i+j≥n
anijδ
ixδjy avec ai,n−i =
(
n
i
)
, 0 ≤ i ≤ n
et que
∀ ξ ge´ne´rateur de E2/E1, ∀ 2 ≤ n ≤ p− 1, ξ
n ∈ En+1 et δ
n(ξn) = n!(δξ)n
Remarquons qu’il existe ξ ∈ E2 − E1 tel que si 0 ≤ j ≤ i ≤ p− 1 alors
vT (δ
j(ξi)) = pqj + l(i− j) avec l = vT (ξ) ∈ [1, p[ et m = pq − l
En effet, nous pouvons choisir ξ ∈ E2 dont la classe engendre le k[[Y ]]-module E2/E1,
nous pouvons meˆme supposer que ξ ∈ Tk[[T ]] ; alors pour l = vT (ξ) nous avons 1 ≤ l < p ;
car si l ≥ p, alors ξY −1 ∈ E2. Comme vT (δξ) = l +m et δξ ∈ E1 = k[[Y ]], nous obtenons
vT (ξ) = l ∈ [1, p[, vT (δξ) = l +m = pq
Ensuite nous raisonnons par re´currence sur j en observant que si p ne divise pas vT (z)
alors vT (δz) = vT (z) +m. Posons :
γ(j) =
⌊
jpq + l(p− 1− j)
p
⌋
= jq +
⌊
l(p− 1− j)
p
⌋
Alors zj = Y
−γ(j)δj(ξp−1), 0 ≤ j ≤ p − 1 est un ge´ne´rateur de Ep−j/Ep−j−1. En effet, si
j = p−1 alors zp−1 = Y
(p−1)l(p−1)!(δξ)p−1 est une unite´ de k[[Y ]]. Si j < p−1, supposons
que zj ne soit pas un ge´ne´rateur de Ep−j/Ep−j−1. Il existe alors θ ∈ Y k[[Y ]], ξ ∈ Ep−j et
η ∈ Ep−j−1 tels que zj = θξ + η, donc δ
p−j−1(zj) = θδ
p−j−1(ξ).
Or d’une part δp−j−1(zj) = Y
−γ(j)(p− 1)!δ(ξ)p−1 a pour valuation
vT (δ
p−j−1(zj)) = pq(p− 1− j)− p
⌊
l(p− 1− j)
p
⌋
D’autre part comme vT (θ) ≥ p et vT (δ
p−j−1(ξ)) ≥ vT (ξ) + (p − j − 1)m, nous obtenons
par comparaison
pq(p− 1− j)− p
⌊
m(p− 1− j)
p
⌋
≥ p+ (p− j − 1)m
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et vu que m = pq− l, l(p− 1− j)− p
⌊
l(p− 1− j)
p
⌋
≥ p ; ce qui est exclu. Par conse´quent
la famille {z0, . . . , zp−1} est une k[[Y ]]-base de k[[T ]] avec
δ(zj) = Y
γ(j+1)−γ(j)zj+1, 0 ≤ j ≤ p− 2 et δ(zp−1) = 0
Il ne reste plus qu’a` voir que la structure de H1(G,Θ) comme k[[Y ]]-module est donne´e
par
H1(G,Θ) ∼= ⊕
p−1
j=1
k[[Y ]]
(Y q+sj)
avec sj ≥ −1 et sp−1 =
 0 si l = 1−1 si l 6= 1 . Nous observons d’abord que vT (zj) = rj est le
reste de l(p−1−j) modulo p et que pour 0 ≤ j ≤ p−1, ces restes sont deux a` deux distincts.
Rappelons que Θ et la diffe´rente D sont G-isomorphes et que D = T βk[[T ]] avec β =
(m + 1)(p− 1). Pour (uj)0≤j≤p−1 ∈ (k[[Y ]])
p, on a
∑p−1
j=0 ujzj ∈ D si et seulement si pour
tout j,
pvY (uj) + rj ≥ (p− 1)(pq − l + 1)
c’est-a`-dire si et seulement si vY (uj) ≥ pq − (l − 1)− q + 1 si rj < l − 1vY (uj) ≥ pq − (l − 1)− q si rj ≥ l − 1
Donc
D = ⊕p−1j=0k[[Y ]]Y
pq−(l−1)−q+s′
jzj avec s
′
j =
 1 si rj < l − 10 si rj ≥ l − 1
Posons wj = Y
pq−(l−1)−q+s′
jzj pour 0 ≤ j ≤ p − 1, s
′′
j = γ(j + 1) − γ(j) − q et sj+1 =
s′j + s
′′
j − s
′
j+1 pour 0 ≤ j ≤ p− 2. Alors δ(wj) = Y
q+sj+1wj+1. D’ou`
H1(G,Θ) ∼= tors
(
D
δ(D)
)
∼= ⊕
p−1
j=1
k[[Y ]]
(Y q+sj)
Nous pouvons maintenant de´montrer le lemme annonce´.
En effet par le lemme 4.3.5,
vη(φj
dt0
dξ
) = p(q − j)− (l − 1) + β = p(pq − (l − 1)− q + q − j)
Par conse´quent la composante de φj
dt0
dξ
sur wp−1 = t
pq−(l−1)−q+s′p−1
0 zp−1 est non nulle. Le
coefficient relatif a` wp−1 de φj
dt0
dξ
a pour valuation en t0, q−j−s
′
p−1. Donc ces composantes
dans H1(G,Θ)G sont inde´pendantes.
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The´ore`me 4.3.7 Soit m = pq − l, q ≥ 1 et l ∈ [1, p − 1]. L’anneau versel pour un
automorphisme σ0 de conducteur m a un quotient formellement lisse : Rσ0 ։ W (k)(ζ)[[x1, . . . , xq]] si l = 1Rσ0 ։ W (k)(ζ)[[x1, . . . , xq−1]] si l 6= 1
Si p = 2, pour tout conducteur m (impair), l’anneau de de´formations versel d’un auto-
morphisme d’ordre 2 est l’alge`bre des se´ries formelles
W (k)[[X1, . . . , Xm+1
2
]]
Il n’y a donc pas d’obstruction au proble`me de rele`vement.
Remarque 4.3.8 Le the´ore`me 4.3.7 a pour conse´quence ge´ome´trique en caracte´ristique
2, le fait qu’un point de branchement de conducteur m se de´ploie dans une de´formation
ge´ne´rique en d =
m+ 1
2
points de conducteur 1. Notons aussi que le the´ore`me 4.3.7 joint
au the´ore`me 3.3.6 redonne le re´sultat de Laudal et Lønsted ([LaLø] Theorem 2), c’est-a`-
dire si C est hyperelliptique et σ est l’involution hyperelliptique alors l’anneau (uni)versel
de de´formations global est une W (k)-alge`bre de se´ries formelles.
Dans le cas ge´ne´ral (G cyclique d’ordre p), le the´ore`me 4.3.7 entraˆıne une minoration de la
dimension de Krull de l’anneau versel local. Dans le paragraphee suivant, nous montrons
que cette minoration est une e´galite´.
5 Un espace de modules pour les reveˆtements ga-
loisiens
Fixons n ≥ 3 premier a` p. Rappelons la de´finition d’une structure de niveau n ([DeMu],
[KaMa]). Soit C une courbe lisse projective de genre g ≥ 1 et J(C) la jacobienne de C.
Notons C[n] = J(C)[n] le sous-groupe des points de n-division de J(C). Rappelons que
pour S un Z[1/n]-sche´ma et C une S-courbe projective et lisse, le S-sche´ma en groupe
C[n] = J(C)[n]→ S
est fini e´tale sur S ([KaMa] Proposition 1.6.4).
Une structure de niveau n pour la courbe C/S, est un isomorphisme ϕ de S-sche´mas en
groupes
C[n]
ϕ∼
−→ (Z/nZ)2gS = (Z/nZ)
2g × S
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Pour S un sche´ma tel que n soit inversible dans OS, notons (C/S, ϕ) le couple compose´
d’une S-courbe π : C → S lisse et projective, et d’une structure de niveau ϕ (le niveau
est fixe´ e´gal a` n). Un isomorphisme τ : (C/S, ϕ)
∼
−→ (C ′/S, ϕ′) est un S-isomorphisme
τ : C
∼
−→ C ′ tel que le triangle ci-dessous soit commutatif :
f : C ′[n]
τ [n]
∼
→ C[n]
(Z/nZ)2gS
←
∼
ϕ
∼
ϕ ′ →
ou` τ [n] est l’isomorphisme induit par l’image re´ciproque L → τ ∗(L) de Pic(C ′) sur Pic(C).
Rappelons la proprie´te´ de rigidite´ ([KaMa]) :
Proposition 5.1 Si S est connexe, il y a e´quivalence entre les proprie´te´s suivantes :
i. τ [n] est l’identite´ en un point s ∈ S
ii. τ [n] est l’identite´
iii. τ est l’identite´.
Soit SchZ[1/n] la cate´gorie des sche´mas S tels que n est inversible sur OS ; de´finissons un
foncteur contravariant Mg,n (g ≥ 1) par
Mg,n : SchZ[1/n] → Ens, S 7→
{
classes d’e´quivalence [C/S, ϕ]
}
Rappelons le re´sultat fondamental ([DeMu], [KaMa] pour g = 1) :
The´ore`me 5.2 Le foncteur Mg,n est repre´sentable par un Z[1/n]-sche´ma quasi-projectif
note´ Mg,n appele´ le sche´ma modulaire des courbes de genre g de niveau n.
La repre´sentabilite´ de Mg,n signifie en particulier qu’il existe une Mg,n-courbe universelle
avec structure de niveau n
Cg,n →Mg,n
Si (C/S, ϕ) est une S-courbe projective lisse munie d’une structure de niveau n, il existe un
unique morphisme f : S →Mg,n tel que C soit S-isomorphe a` Cg,n×Mg,n S et ϕ s’identifie
a` l’image re´ciproque de la structure de niveau universelle sur Cg,n. Si S est connexe, le
groupe Gl2g(Z/nZ)S est le groupe des automorphismes du S-sche´ma constant (Z/nZ)
2g
S .
Ainsi Gl2g(Z/nZ)S ope`re sur l’ensemble des structures de niveau n porte´es par la courbe
C/S par :
α ∈ Gl2g(Z/nZ)S , α[C/S, ϕ] = [C/S, α ◦ ϕ]
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Dire que α[C/S, ϕ] = [C/S, ϕ] signifie qu’il existe un automorphisme τ (unique par la
proprie´te´ de rigidite´) de C/S tel que le diagramme suivant soit commutatif
C[n]←
τ [n]
C[n]
(Z/nZ)2gS
∼ ϕ↓
←
α
(Z/nZ)2gS
∼ ϕ↓
Soit G un sous-groupe (fini) du groupe Aut(C/S) et soit ϕ une structure de niveau n sur
C/S.
Lemme 5.3 Supposons S connexe. Pour tout point s ∈ S, l’image Gs de G dans Gl2g(Z/nZ)
G →֒ Aut(Cs)→ Aut(Cs[n])
ϕs∼
−→ Gl2g(Z/nZ)
est inde´pendante de s ∈ S ; autrement dit, ϕ(G) est un sous-groupe constant de Gl2g(Z/nZ)S.
Fixons a` pre´sent un sous-groupe G ⊂ Gl2g(Z/nZ). Notons (C/S, ϕ, θ) le triplet constitue´
d’une S-courbe alge´brique lisse comple`te de genre g ≥ 1 munie d’une struture ϕ de niveau n
et d’une action fide`le θ deG sur C/S qui est ϕ-adapte´e, c’est-a`-dire telle que l’isomorphisme
ϕ soit G-e´quivariant ; ou encore que pour tout σ ∈ G
ϕ ◦ θ(σ)−1[n] = σ ◦ ϕ
Deux triplets (C/S, ϕ, θ) et (C ′/S, ϕ′, θ′) sont isomorphes s’il existe un S-isomorphisme
τ : C
∼
−→ C ′ qui est G-e´quivariant et qui rend le diagramme suivant commutatif
C[n]←
τ [n]
C ′[n]
(Z/nZ)2gS
←
∼
ϕ
′
∼
ϕ →
Notons que si τ [n] est G-e´quivariant, alors τ est G-e´quivariant d’apre`s le the´ore`me de
rigidite´ 5.1. Si n est premier a` p, nous pouvons de´finir le foncteur contravariant Mg,n,G
par
Mg,n,G : S 7→ {classes d’e´quivalence [C/S, ϕ, θ]}
The´ore`me 5.4 Le foncteur Mg,n,G est repre´sentable par le sous-sche´ma ferme´ des points
fixes de G sur Mg,n :
Mg,n,G =M
G
g,n
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Preuve : Observons tout d’abord que de l’action naturelle de Gl2g(Z/nZ) sur Mg,n
de´coule une action de G. Le sous-sche´ma des points fixes de G a pour points
Hom(S,MGg,n)
∼= Hom(S,Mg,n)
G
autrement dit le morphisme f : S → Mg,n se factorise par Mg,n si et seulement si pour
tout g ∈ G, g · f = f . Il s’agit alors d’identifier les points de Mg,n,G(S) avec ceux de
Mg,n(S)
G.
Soit [C/S, ϕ, θ] ∈Mg,n,G(S), par le foncteur d’oubli de l’action de G, on obtient un couple
(C/S, ϕ) dont la classe a` isomorphisme pre`s est bien de´finie ; on a donc un point [C/S, ϕ] ∈
Mg,n(S). Ce point est fixe´ par G, car, par de´finition, pour tout g ∈ G, θ(g) ∈ Aut(C/S)
induit exactement g via ϕ.
Ce foncteur d’oubli est bien injectif. En effet si [C/S, ϕ, θ] et [C ′/S, ϕ′, θ′] ont meˆme image
alors [C/S, ϕ] = [C ′/S, ϕ′]. Donc il existe un S-isomorphisme
τ : C
∼
→ C ′
qui rend le diagramme suivant commutatif
C[n]←
τ [n]
∼
C ′[n]
(Z/nZ)2gS
←
∼
ϕ
′
∼
ϕ →
Les actions de G via ϕ et ϕ′ sont G-e´quivariantes, donc τ [n] est G-e´quivariant ; par rigidite´,
τ est aussi G-e´quivariant. Donc τ est un isomorphisme entre les triplets (C/S, ϕ, θ) et
(C ′/S, ϕ′, θ′).
Pour montrer la surjectivite´, prenons [C/S, ϕ] ∈Mg,n(S)
G. Par de´finition pour tout g ∈ G
il existe un unique automorphisme τ(g) :
τ(g) : C
∼
−→ C
qui est ϕ-compatible, c’est-a`-dire tel que le diagramme suivant commute
C[n]←
τ(g)[n]
∼
C[n]
(Z/nZ)2gS
←
∼
ϕ
∼
ϕ →
Ensuite on observe que le morphisme θ : g 7→ τ(g) de´finit une action de G sur C/S. D’ou`
la surjectivite´.
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Il existe une courbe universelle avec structure de niveau n et action de G de´finie sur
Mg,n,G :
πg,n,G : Cg,n,G →Mg,n,G
Il se peut que Mg,n,G ne soit pas connexe. Alors si pour tout x ∈ Mg,n,G, nous notons
Cx = π
−1
g,n,G(x), le genre de Cx/G n’est pas force´ment constant. Nous fixons alors un genre
g′ et nous nous limitons a` l’e´tude des seules composantes connexes de Mg,n,G le long
desquelles le genre des courbes Cx/G est constant et e´gal a` g
′ (nous supposons ce proble`me
non vide !).
5.1 L’espace modulaire de Harbater
Fixons une courbe affine lisse U . Soit Σ sa comple´tion et G un p-groupe fini. Harbater
([Ha]) a e´tudie´ la varie´te´ des G-reveˆtements e´tales de U , c’est-a`-dire de Σ avec points de
branchements contenus dans Σ−U . Ici, et contrairement a` la situation conside´re´e dans les
paragraphes pre´ce´dents, deux reveˆtements galoisiens e´tales de U de groupe G, π : C → U
et π′ : C ′ → U sont e´quivalents s’il existe un isomorphisme τ : C
∼
−→ C ′ tel que π′τ = π.
Dans [Ha], Harbater prouve que les classes de G-reveˆtements e´tales de U sont les points
d’un espace de modules fin, qui est une limite inductive d’espaces affines.
Nous allons de´tailler le cas particulier G = Z/pZ et U = P1 − {b1, . . . , br}. Dans ce
cas un reveˆtement galoisien e´tale de U , c’est-a`-dire une courbe C, est de´crit par le corps
k(C) = k(t)(ξ), avec ξ solution de l’e´quation d’Artin-Schreier
ξp − ξ = a(t) ∈ Γ(U,OU)
La classe du reveˆtement est de´termine´e par la classe de la fraction rationnelle a(t) modulo
l’image de Γ(U,OU) par l’application p : x 7→ x
p − x. D’ou` la suite exacte qui de´crit
l’ensemble des points du sche´ma de Harbater H(U) ([Ha])
0 −→
Γ(U,OU)
k
p
−→
Γ(U,OU)
k
−→
 classes dereveˆtements
→ 0 (13)
Notons [a(t)] ∈ H(U) l’image de a(t) ∈ Γ(U,OU).
Soit b ∈ Σ − U , un point de branchement ; soit t′ le parame`tre local t − t(b) (resp. t−1 si
b = ∞) en b. De manie`re analogue a` (13), les extensions Z/pZ-cycliques de k((t)) sont
classifie´es par un ge´ne´rateur d’Artin-Schreier, c’est-a`-dire, par la classe de a ∈ k((t′))
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modulo k[[t′]] + p(k((t′))).
Nous avons l’analogue local de (13),
0 −→
k((t′))
k[[t′]]
p
−→
k((t′))
k[[t′]]
−→
 classes de reveˆtementsde Speck((t′))
→ 0 (14)
Definition 5.1.1 Appellons partie polaire en b, un polynoˆme de Laurent
t =
m∑
j=1
αj
t′j
, ou` αj = 0 si p|j
et αm 6= 0. L’entier m, premier a` p, est la longueur de t.
Lemme 5.1.2 Dans chaque classe de
k((t′))
k[[t′]] + p(k((t′)))
il y a une unique partie polaire.
Preuve : Conside´rons la classe de a(t′) pour
a(t′) =
m∑
j=1
αj
t′j
∈ k((t′))
Montrons d’abord qu’il existe une partie polaire dans la classe de a. Supposons que a n’est
pas une partie polaire. Soit j(a) le plus grand indice j ∈ [1, m] tel que p divise j et αj 6= 0.
Notons j(a) = pl et αj(a) = β
p pour β ∈ k∗. Alors
b(t′) = a(t′)− p
(
β
t′l
)
appartient a` la classe de a et si b n’est pas une partie polaire, j(b) < j(a). Il est alors
imme´diat que la classe de a contient une partie polaire et que celle-ci est unique.
Soit maintenant, π : C → P1 un G-reveˆtement e´tale sur U = P1 − {b1, . . . , br}, de´termine´
par la classe de a(t) ∈ Γ(U,OU). Pour tout point bi ∈ P
1 − U , 1 ≤ i ≤ r, soit ti la partie
polaire de a(t) dans k((t′i)) et soitmi sa longueur. Remarquons que mi est le conducteur du
reveˆtement au point bi. Nous obtenons ainsi une application de´finie sur l’espace modulaire
de Harbater H(U) de U :
[a(t)] 7→ {t1, . . . , tr} (15)
Nous avons ([Ha] Proposition 2.7) :
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Proposition 5.1.3 L’application (15) est un isomorphisme de l’espace modulaire de Har-
bater H(U) sur les r-uplets de reveˆtements locaux aux points bi ∈ P
1 − U , 1 ≤ i ≤ r.
La relation entre a(t) et les parties polaires {t1, . . . , tr} est la de´composition en e´le´ments
simples
a(t) =
r∑
i=1
ti
Fixons a` pre´sent en chaque point bi, 1 ≤ i ≤ r, le conducteur mi (c’est-a`-dire la longueur
de la partie polaire ti). L’espace modulaire correspondant H(U, {mi}1≤i≤r) ve´rifie
H(U, {mi}1≤i≤r) ∼= (A
1
∗)
r × (A1)r
′
avec r′ =
∑r
i=1(mi − ⌊mi/p⌋ − 1). En particulier sa dimension est
dimkH(U, {mi}1≤i≤r) =
r∑
i=1
(
mi −
⌊
mi
p
⌋)
Citons aussi le corollaire suivant du re´sultat de Harbater dont nous ferons usage pour
G = Z/pZ ([Ha] Corollary 2.4) :
Corollaire 5.1.4 Soit G un p-groupe fini et U = A1. Tout G-reveˆtement de Speck((t′))
(t′ = t−1) se prolonge de manie`re unique en un G-reveˆtement de P1, e´tale sur A1 =
P1 − {∞}.
5.2 De´termination de la dimension de Krull
Soit Rσ l’anneau de de´formations versel local associe´ a` un automorphisme σ d’ordre p de
conducteur m de k[[T ]]. Le groupe cyclique d’ordre p, G =< σ > s’identifie au groupe
d’inertie a` l’infini d’un G-reveˆtement π : C → P1 e´tale sur A1. Fixons une structure de
niveau n sur la courbe C. Posons N = m + 1. Le genre g de C est donne´ par la relation
de Riemann-Hurwitz :
g =
(N − 2)(p− 1)
2
Nous pouvons exclure le casm = 1 car alors l’anneau Rσ est de´crit explicitement (The´ore`me
4.2.10) et nous pouvons e´galement supposer p 6= 2 (The´ore`me 4.3.7). Dans la suite nous
nous plac¸ons donc dans le cas p > 2 et m > 1. Ainsi le genre du reveˆtement C de P1, e´tale
sur A1, est g ≥ 2 sauf si (p,m) = (3, 2). Dans cette situation exceptionnelle, nous pouvons
remplacer C par un reveˆtement de P1 ramifie´ en deux points 0 et ∞, avec le conducteur
m = 3 en chaque point. Donc dore´navant les reveˆtements conside´re´s sont de genre g ≥ 2.
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Un tel reveˆtement π : C → P1, de´fini sur k, se re´alise comme un point x d’un espace
modulaire M = Mg,n,G. Cet espace est de´fini sur Z[1/n]. Par changement de l’anneau de
base, nous pouvons supposer qu’il est de´fini sur W (k). Le point x appartient alors a` la
fibre spe´ciale de M.
Lemme 5.2.1 L’anneau Rgl de de´formations (uni)versel de (C,G) est relie´ a` M par
Rgl ∼= ÔM,x
Preuve : L’anneau local complet ÔM,x pro-repre´sente le foncteur
F : C → Ens, A 7→
 rele`vement α ∈ Hom(SpecA,M)de x ∈ Hom(Speck,M)

Par oubli de la structure de niveau, nous de´finissons un morphisme lisse
φ : F → Dgl
Et
dφ : F (k[ε])
∼
−→ Dgl(k[ε])
est bijectif. En effet si (X,G) est une de´formation de (C,G) a` k[ε], alors la structure
de niveau fixe´e sur C se rele`ve de manie`re unique a` X . Par de´finition, nous obtenons
Rgl ∼= ÔM,x.
La dimension de Krull de ÔM,x, c’est-a`-dire la dimension de M, est connue lorsque p ne
divise pas l’ordre de G (ramification mode´re´e). Nous allons prouver que cette dimension est
inde´pendante de l’hypothe`se sur l’ordre de G, c’est-a`-dire meˆme si G est cyclique d’ordre
p.
Proposition 5.2.2 Nous avons dimKrull ÔM,x = N − 2.
Comme dans le cas de la ramification mode´re´e, nous souhaitons comparer M a` un sche´ma
de “configuration”, celui forme´ par les points de branchement, suppose´s mobiles. Le
proble`me est que ce nombre n’est pas constant dans une de´formation, contrairement au
cas mode´re´. Nous contournons cette difficulte´ de la manie`re suivante (voir [Be] §2 Propo-
sition) :
Lemme 5.2.3 Soit π : X → S un S-point de M, X et S k-sche´mas de type fini (k
alge´briquement clos). Le sche´ma des points fixes Fix = XG de G (cyclique) sur X est un
diviseur de Cartier relatif de degre´ N .
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Preuve : Soit s ∈ S et x ∈ Xs = π
−1(s) un point de Fix = XG ; x est un point ferme´
de la fibre Xs car l’automorphisme σ n’est pas l’identite´ sur Xs. L’anneau local OXs,x
est de valuation discre`te. Choisissons une uniformisante t de OXs,x que nous relevons en
T ∈Mx ⊂ OX,x. Nous avons alors
Mx =MsOX,x + TOX,x
Nous allons prouver que l’ide´al I du sous-sche´ma Fix a pour e´quation locale en x, σ∗(T )−T .
Un e´le´ment y ∈Mx peut se mettre sous la forme
y ≡ Pl(T ) mod M
l+1
x
ou` l ≥ 1 et Pl(T ) est un polynoˆme a` coefficients dans l’image par π
∗ de OS,s dans OX,x de
degre´ infe´rieur a` l ; autrement dit
y ≡
∑
i≤l
riT
i mod Ml+1x
Alors modulo Ml+1x ,
σ∗(y)− y =
∑
i≤l
ri(σ
∗(T i)− T i) =
∑
i≤l
ri(σ
∗(T )i − T i)
Or σ∗(T )i − T i = (σ∗(T )− T )λi avec λi ∈ OX,x, ainsi
σ∗(y)− y ∈ OX,x(σ
∗(T )− T ) +Ml+1x
et Ix ⊂ OX,x(σ
∗(T )− T ) +Ml+1x pour tout l ≥ 1, ce qui entraˆıne l’e´galite´
Ix = OX,x(σ
∗(T )− T )
Il est clair que Fix est un diviseur de Cartier relatif. La fibre de Fix en un point ge´ome´trique
s de S est le sous-sche´ma des points fixes de σ sur la fibre Xs, donc
Fixs =
r′∑
i=1
(ai + 1)wi
ou` w1, . . . , wr′ sont les points fixes de conducteurs respectifs a1, . . . , ar′ (ai = 0 si p 6= 0
dans k(s)). Le degre´ est N =
∑r′
i=1(ai + 1).
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Le lemme 5.2.3 nous permet de de´montrer la proposition 5.2.2, de la fac¸on suivante :
D’apre`s le lemme 5.2.3 pour la courbe universelle
Cg,n,G →M
nous obtenons un diviseur de Cartier relatif note´ F = Fg,n,G ⊂ Cg,n,G.
Soit Σ = Cg,n,G/G et τ : Cg,n,G → Σ, h : Σ → M les morphismes correspondants. Re-
marquons que τ est fini et plat de rang p = |G|. Il est alors possible de former l’image
directe τ∗(F) = D, qui est un diviseur de Cartier relatif de Σ au-dessus de M de degre´ N
([Mu] Lecture 10). Par hypothe`se, les fibres de h sont de genre ze´ro, c’est-a`-dire que les
fibres ge´ome´triques sont des droites projectives (h est un fibre´ tordu en droites projectives).
Notons M0 la fibre spe´ciale de M → Spec(W (k)). Si Z ⊂ M0 est une composante
irre´ductible avec x ∈ Z et Z horizontale (Z 6⊂ M0), alors dimZ = 1 + dimZη ou` Zη
est la fibre ge´ne´rique. Du fait que les reveˆtements cycliques de degre´ p se rele`vent en car-
acte´ristique ze´ro, une telle composante horizontale existe. Dans le cas de la ramification
mode´re´e, la dimension deM est connue, nous avons dimZη = N−3, donc dimZ = N−2.
Nous nous limitons a` pre´sent aux composantes verticales. Pour estimer dimOM0,x, nous
pouvons conside´rer un voisinage e´tale de x dans M0. En particulier comme h : Σ → M
est lisse, h posse`de, localement pour la topologie e´tale, une section. Nous pouvons donc
supposer que la courbe induite ΣV → V est un produit V × P
1. Fixons une trivialisation
φ : ΣV
∼
−→ V × P1. Cela signifie que pour tout point ge´ome´trique v ∈ V , nous avons une
identification privile´gie´e
φv : Σv = Cv/G
∼
−→ P1
La fibre Dv de D est un diviseur de Σv :
Dv =
r′∑
i=1
(ai + 1)bi
ou` b1, . . . , br′ sont les points de branchement de Cv → Σv ∼= P
1 et a1, . . . , ar′ les conducteurs
respectifs. Nous de´finissons ainsi un morphisme
δ : V → DivN (P
1), v 7→ φv(Dv)
Soit PGL(1) le groupe des automorphismes de la droite projective P1k. Formons le mor-
phisme
∆ : V × PGL(1)→ DivN (P
1), ∆(v, h) = h(δ(v))
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(Nous utilisons la meˆme notation h pour un e´le´ment de PGL(1) et son action sur DivN(P
1)).
Nous pouvons supposer que
∆(x, 1) = D0 = (m+ 1)∞
Soit D =
∑r′
i=1(ai + 1)bi un point ge´ome´trique de DivN(P
1). En particulier
∑r′
i=1(ai +
1) = N + 1. Examinons la fibre ∆−1(D). Un point de cette fibre est un couple (z, h) ∈
V × PGL(1) tel que h(φv(Dv)) = D. Si nous remplac¸ons les courbes ΣV et CV par leurs
images re´ciproques par la projection V × PGL(1) → V , nous obtenons par restriction a`
Z = ∆−1(D) le diagramme
CZ → Z
ΣZ = CZ/G
←→
En corrigeant l’identification φv : Σ(v,h)
∼
→ P1 par h ◦ φv, nous obtenons un isomorphisme
ΣZ ∼= Z × P
1, tel que pour tout z ∈ Z, le diviseur de branchement de Cz → Σz = P
1
est constant e´gal a` D. Par restriction a` U = P1 − Supp(D), nous obtenons une famille de
G-reveˆtements e´tales de U parame´tre´e par Z ; d’ou` un morphisme Z → H(U, {ai}1≤i≤r′)
dans l’espace modulaire de Harbater des G-reveˆtements e´tales de U avec conducteurs fixe´s
en les points de P1 − U . Ce morphisme est a` fibres finies, donc
dimZ ≤ dimkH(U, {ai}1≤i≤r′)
soit encore
dimZ ≤
r′∑
i=1
(ai − ⌊ai/p⌋)
Pour conclure, conside´ronsW ⊂ V une composante irre´ductible passant par x. Conside´rons
la stratification naturelle
DivN(P
1) = ∪∑
i
(ai+1)=N+1
σ(a1, . . . , ar′)
avec σ(a1, . . . , ar′) l’ensembles des diviseurs forme´s de r
′ points distincts avec les mul-
tiplicite´s respectives a1 + 1, . . . , ar′ + 1 (ai ≥ 0). La cellule σ(a1 + 1, . . . , ar′ + 1) est
irre´ductible de dimension r′ ; Supposons que
∆(W × PGL(1)) ⊂ σ(a1 + 1, . . . , ar′ + 1)
et ∆(W ) ∩ σ(a1 + 1, . . . , ar′ + 1) 6= ∅. Comme la fibre de ∆ en un point ge´ome´trique de
∆(W ) est de dimension majore´e par
∑r′
i=1(ai − ⌊ai/p⌋), nous obtenons
dimW × PGL(1) ≤ r′ +
r′∑
i=1
(ai − ⌊ai/p⌋) ≤
r′∑
i=1
(ai + 1) = N
Donc dimW ≤ N − 3, ce qui termine la preuve de la proposition.
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5.3 Calcul de dimkH
1(G, TC) et conclusion
Revenons a` la situation ge´ne´rale d’un reveˆtement cyclique de degre´ p sur le corps k :
C → Σ = C/G, avec les points de branchement b1, . . . , br et m1, . . . , mr leurs conducteurs
respectifs. Soit gΣ le genre de la courbe Σ.
Lemme 5.3.1 Soit r ⊂ C le diviseur de ramification, dont l’ide´al en un point est la
diffe´rente ; nous avons la formule ge´ne´rale de ramification
Ω1C
∼= OC(r)⊗ π
∗(Ω1Σ)
Preuve : Le reveˆtement e´tant se´parable, nous avons la suite exacte
0→ π∗Ω1Σ → Ω
1
C → Ω
1
C/Σ → 0
D’apre`s [Se2] III Proposition 14, OC(r) ∼= Ω
1
C ⊗ π
∗(Ω1Σ)
−1. La conclusion en de´coule.
Proposition 5.3.2 Nous avons
dimkH
1(G, TC) = 3gΣ − 3 +
r∑
i=1
⌈
2βi
p
⌉
pour βi = (mi + 1)(p− 1).
Preuve : Soit r ⊂ C le diviseur de ramification, ainsi d’apre`s la formule ge´ne´rale de
ramification
Ω1C
∼= OC(r)⊗ π
∗(Ω1Σ)
soit encore
TC ∼= OC(−r)⊗ π
∗(TΣ)
D’ou`
π∗(TC) ∼= TΣ ⊗ π∗(OC(−r)) ∼= TΣ ⊗ (OΣ ∩ π∗(OC(−r)))
Calculons d’abord le terme entre parenthe`se ; soit y ∈ Σ. La fibre au point y est
OΣ,y si y 6∈ {b1, . . . , br}, et OΣ,bi
(⌊
βi
p
⌋
bi
)
si y = bi
car si p(xi) = bi, l’ide´al de r dans OC,xi est la diffe´rente, donc est de valuation βi. Donc
πG∗ (TC) = TΣ ⊗OΣ
(
−
r∑
i=1
⌊
βi
p
⌋
bi
)
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Ainsi la contribution “globale” a` H1(G, TC) ve´rifie
H1(Σ, πG∗ (TC))
∼= H1
(
Σ,OΣ
(⌊
βi
p
⌋
bi
))
∼= H0
(
Σ,Ω⊗2Σ
(
−
r∑
i=1
⌊
βi
p
⌋
bi
))
le dernier isomorphisme provenant de la dualite´ de Serre. Alors la formule de Riemann-
Roch donne
dimkH
1(Σ, πG∗ (TC)) = 3gΣ − 3 +
r∑
i=1
⌊
βi
p
⌋
La contribution “locale” a` H1(G, TC) est de dimension
r∑
i=1
dimkH
1(G, T̂C,xi) =
r∑
i=1
⌈
2βi
p
⌉
−
⌊
βi
p
⌋
D’ou`
dimkH
1(G, TC) = 3gΣ − 3 +
r∑
i=1
⌈
2βi
p
⌉
Nous pouvons maintenant obtenir la dimension de l’anneau de de´formation versel local,
associe´ a` un automorphisme σ de conducteur m. Nous supposons m ≥ 2 et p ≥ 3. Par le
principe local-global (The´ore`me 3.3.6), en supposant qu’il n’y a qu’un point de branche-
ment, l’anneau de de´formations universel global ve´rifie
dimKrullRgl = N − 2 = dimKrullRσ + dimkH
1(Σ, πG∗ (TC))
D’apre`s le calcul pre´ce´dent, nous obtenons (gΣ = 0)
dimkH
1(Σ, πG∗ (TC)) = −3 +
⌊
β
p
⌋
Comme N + 1 = m+ 2,
dimKrullRσ = m+ 2−
⌊
β
p
⌋
D’ou` le re´sultat :
The´ore`me 5.3.3 Soit Rσ l’anneau de de´formations versel de´fini par un automorphisme
σ d’ordre p et de conducteur m = pq − l (q ≥ 1 et l ∈ [1, p− 1]). Nous avons
dimKrullRσ =
 q si l 6= 1q + 1 si l = 1
Et si p > 2, m < p− 1 et (m, p) 6= (1, 3), Rσ est une intersection comple`te de dimension
1.
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Il serait inte´ressant de savoir si la proprie´te´ d’intersection comple`te est toujours vraie pour
d’autres valeurs de m et de p par exemple pour m = p− 1.
Nous obtenons aussi le corollaire suivant qui a pour conse´quence un re´sultat de Green
et Matignon ([GrMa2]) lorsque m < p − 1 (le re´sultat de Green et Matignon est encore
valable pour m = p− 1).
Corollaire 5.3.4 Soit S un anneau de valuation discre`te complet contenant W (k). Sup-
posons m < p− 1. Alors il y a seulement un nombre fini de classes de conjugaison d’auto-
morphismes d’ordre p de S[[T ]] qui induisent sur la fibre spe´ciale k[[T ]] un automorphisme
de conducteur m.
Preuve : Soit σ un automorphisme de k[[T ]] de conducteur m. La donne´e d’un auto-
morphisme de S[[T ]] qui induit σ, de´finit une de´formation de σ et par conse´quent un
W (k)-automorphisme
u : Rσ → S
La dimension de Krull de Rσ est 1, donc dimKrullRσ/pRσ = 0. Par conse´quent Rσ est un
W (k)-morphisme de type fini. Supposons Rσ =
∑r
i=1W (k)ei. Notons Pi(Y ) un polynoˆme
unitaire a` coefficients dans W (k) tel que Pi(ei) = 0. Alors u est de´termine´ par les images
yi = u(ei) ∈ S qui ve´rifient Pi(yi) = 0. Il n’y a qu’un nombre fini de solutions possibles
pour un tel choix et donc pour u.
Il est possible de de´terminer dans certains cas les conducteurs d’une de´formation ge´ne´rique :
Corollaire 5.3.5 Soit u et v ∈ [1, p − 1] de´finis par l’e´quation de Be´zout up − vl = 1.
Supposons que v divise p − 1 (par exemple si l = 1). Le rele`vement de (C,G) de´fini par
l’e´quation d’Artin-Schreier de´forme´e
ξp − a(t)p−1ξ = tl, avec a(t) =
 t
q + x1t
q−1 + · · ·+ xq si l = 1
tq + x1t
q−1 + · · ·+ xq−1t sinon
a pour conducteur q − 1 fois p− 1 et une fois p− l.
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