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Abstract
We investigate the spectral properties of the product of M complex non-Hermitian random
matrices that are obtained by removing L rows and columns of larger unitary random matrices
uniformly distributed on the group U (N +L). Such matrices are called truncated unitary matrices
or random contractions. We first derive the joint probability distribution for the complex eigenval-
ues of the product matrix for fixedN, L, andM , given by a standard determinantal point process in
the complex plane. The weight however is non-standard and can be expressed in terms of the Meijer
G-function. The explicit knowledge of all eigenvalue correlation functions and the corresponding
kernel allows us to take various large N (and L) limits at fixed M . At strong non-unitarity, with
L/N finite, the eigenvalues condense on a domain inside the unit circle. At the edge and in the
bulk we find the same universal microscopic kernel as for a single complex non-Hermitian matrix
from the Ginibre ensemble. At the origin we find the same new universality classes labelled by M
as for the product ofM matrices from the Ginibre ensemble. Keeping a fixed size of truncation, L,
when N goes to infinity leads to weak non-unitarity, with most eigenvalues on the unit circle as for
unitary matrices. Here we find a new microscopic edge kernel that generalizes the known results
for M = 1. We briefly comment on the case when each product matrix results from a truncation
of different size Lj.
PACS: 02.10.Yn, 02.30.Cj, 02.50.Sk
MSC: 15B52, 33E20, 60B20
1 Introduction
The topic of products of random matrices first introduced in [1] has seen a certain renaissance in
recent years. Such products have been applied in a variety of disciplines ranging from the problem
of entanglement in quantum mechanics [2, 3], quantum chromodynamics with chemical potential [4],
combinatorics [5] to finance [6], wireless telecommunications [7] and image processing [8]. See Ref. [9]
and references therein for a general and recent overview of random matrix theory (RMT).
In this work we are interested in products of random matrices which are related to the unitary
group, namely truncations thereof also called sub-unitary or random contractions. In general, unitary
matrices play an important role in time evolution in quantum mechanics or matrix valued diffusion
[10]. Another classical problem where (sub-) unitary random matrices have been extensively used is
that of chaotic scattering on mesoscopic devices, as reviewed e.g. in [11]. Typically the scattering
process is represented by a unitary S-matrix, and the reflection or transmission between the leads of
such a device are sub-matrices of the S-matrix. We refer to [12] for a recent review on scattering in
chaotic systems using RMT. It is therefore very interesting to study also the spectral properties of
such sub-unitary matrices obtained from truncating the full S-matrix, and such an analysis has been
already made for a single random matrix in [13]. Subunitary matrices have also been considered in the
context of many-body quantum states and a one-component plasma of charges on the pseudo-sphere
[14]. Previously an alternative representation of subunitary matrices was constructed in [15]. Here
the concept of weak non-unitarity was introduced by adding an imaginary finite rank perturbation
to the Gaussian Unitary Ensemble, leading to the same correlations as in [13] for truncated unitary
matrices, in the limit where the size of truncation is kept fixed while the matrix size goes to infinity.
Truncations of orthogonal matrices have also been considered, see [13, 16], which are used when the
system fulfills additional symmetries (e.g. time reversal invariance).
Very recently the joint probability distribution and spectral properties of the complex eigenvalues
[17, 18, 19, 20, 21, 22] and the real singular values [23, 24, 25, 26] of products of M random matrices
of size N ×N have been computed for finite N and M . The matrices that were multiplied were drawn
from the Ginibre ensemble [27] of non-Hermitian matrices with a Gaussian probability distribution.
Such exact results open up the possibility of a rigorous asymptotic large N analysis. First steps
in that direction have already been taken in these works. Prior to these finite-N results it had
already been observed, that when multiplying random matrices from different ensembles a large degree
of universality can be seen [28], at least regarding the limiting mean density that was derived in
[7, 22, 29, 30].
It is the purpose of this paper to extend this approach to the product of several truncated unitary
random matrices. Several questions may serve as a further motivation. Can the aforementioned ana-
lytic solution for finite N be extended to such ensembles of matrices, and what are the corresponding
universality classes in the large N limit? Second, in [13] the truncation of a unitary matrix was viewed
as a mean to introduce decoherence in a quantum system. How does such a system evolve in several
steps?
In order to partly answer some of these questions we consider the product ofM truncated (or sub-)
unitary matrices Xj , with j = 1, . . . ,M , which originate each from truncating a unitary matrix of size
N +Lj distributed with respect to the Haar measure of the unitary group U (N +Lj) by removing Lj
rows and columns. Obviously the resulting product matrix is non-unitary and its complex eigenvalues
lie inside the unit disk. We want to study the spectral properties of the product matrix, first at
fixed N, Lj, and M , and then in various large N limits, always keeping M fixed in this work. When
writing up this paper a related paper [20] appeared, where among other results the same product of
truncated unitary matrices is considered, for fixed N, Lj , andM , only. Whenever we can compare the
results from the first part of our paper they agree with their findings. Moreover very recently another
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work [22] co-authored by one of the authors was published as a preprint discussing the general case
of products of rectangular matrices. Those products also comprise truncated unitary matrices which
were given as an example. However the derivation for those matrices was not as thoroughly discussed
as it is done here. In [22] only the macroscopic limit with Lj ∝ N →∞ and fixed M was presented.
Neither a discussion of local fluctuations nor an analysis of universality were given in [22] or in [20] as
it will be considered here. The focus of [22] lied on weak commutation relations of random matrices
and general algebraical structures of them which were derived for all three Dyson indices (β = 1, 2, 4)
in a unifying way.
The remainder of this paper is organized as follows. In section 2 we calculate the joint probability
density of the product matrix as well as of its complex eigenvalues in subsection 2.1. Because it leads to
a standard determinantal point process, with the eigenvalues repelling each other through the modulus
square of the Vandermonde determinant, all k-point density correlation functions immediately follow,
once the weight function is determined in subsection 2.2. In appendix C we also consider a more
general setting, when the individual factors Xj result from truncations of random unitary matrices
of different sizes, N + Lj, down to the dimension N . Section 3 is devoted to various large N limits
starting with the strong non-unitary limit in subsection 3.1. Here L/N remains fixed and positive, and
various universal results are recovered for the eigenvalue correlation functions, depending on whether
the fluctuations at the edge, in the bulk or at the origin are considered. The weak non-unitarity
large N limit when keeping L fixed is performed in subsection 3.2. Here we find a new class of
correlation functions for M > 1 at the edge of the unit circle. We conclude in section 4. Some further
technical details about the measure and the joint probability distribution are collected in two further
appendices A and B, respectively.
2 The solution for finite N
We consider the product of M random matrices X(M) = XMXM−1 · · ·X1. Each of these random
matrices Xj has the size N ×N and is truncated from a larger (N +L)× (N +L) unitary matrix Uj .
The unitary matrices Uj are identically, independently distributed via the normalized Haar-measure
on U (N + L). We recall the measure of the product matrix X(M) in subsection 2.1 and derive the
joint probability density of its complex eigenvalues as well as all k-point density correlation functions.
In subsection 2.2 the weight function is determined in terms of the Meijer G-function, giving several
examples. In appendix C we generalize this result to different truncations of the individual Xj ,
resulting from unitary matrices of different sizes N + Lj truncated to N , i.e. Lj 6= Li.
2.1 Probability measure and joint probability density
Consider a square N ×N sub-block X of a single unitary random matrix U distributed according to
the Haar-measure on the unitary group U (N + L) [13]
U =
(
X W
V Y
)
∈ U(N + L) . (2.1)
This block is a random matrix which is usually referred to as truncated unitary random matrix, or
random contraction, cf. [13, 14, 31]. The probability measure for truncated matrices with L ≥ 0 is
dµ(X) ∝ d[X]
∫
det−L[ıH − 1N ] exp[tr (XX† − 1N )(ıH − 1N )] d[H], (2.2)
where we integrate over a N × N Hermitian matrix H. Let L ≥ 1 in the following, since L = 0
corresponds to the full Haar measure of U (N) defined by a Dirac delta function, see eq. A.3. In the
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case L ≥ N this integral can be readily performed,
dµ(X) ∝ detL−N (1N −XX†)Θ(1N −X†X)d[X]. (2.3)
This measure is also known as Jacobi measure [32]. The symbol Θ denotes the matrix Heaviside
function which is equal to one for positive definite matrices and zero otherwise; d[X] is a shorthand
notation for the flat measure d[X] =
∏
ij dℜeXijdℑmXij . In appendix A we briefly recall the derivation
of eq. (2.2) and of the Jacobi measure (2.3) for truncated matrices.
We are interested in the product X ≡ X(M) = XM · · ·X1 of M independent truncated matrices
Xj , for j = 1, . . . ,M . The probability measure for such a product is
dν(X) = d[X]
∫
δ(X −XM · · ·X1)
M∏
j=1
dµ(Xj) , (2.4)
with dµ(Xj) given by eq. (2.2). The Dirac delta function of a complex matrix A is defined as the
product of the Dirac delta functions of its real independent variables, i.e. δ(A) =
∏
i,j δ
(2)(Aij),
where the two-dimensional Dirac delta function for a complex variable z is given as δ(2)(z) ≡ δ(ℜe(z))
δ(ℑm(z)).
We are going to derive the joint probability density function for the eigenvalues of the product
matrix X. To this end we parameterize the measure (2.4) using the generalized Schur decomposition
[17, 33] Xj = U
†
j (Zj + Tj)Uj−1 for j = 1, . . . ,M with Uj ∈ U(N), U0 = UM , Zj being complex
diagonal Zj = diag(zj1, . . . , zjN ), and Tj complex strictly upper triangular. In this parametrization
the matrix X takes the form X = U †M (Z + T )UM , where Z = ZM · · ·Z1 is diagonal and T is upper
triangular, i.e. Z+T = (ZM +TM ) · · · (Z1+T1). The diagonal elements of the Z-matrix play the role
of the complex eigenvalues of X. In other words the eigenvalues of X can be calculated as products of
diagonal elements of the diagonal matrices Zj as zn =
∏M
j=1 zjn, for n = 1, . . . , N . Note that although
the zn’s are the eigenvalues of X, the zjn’s are not the eigenvalues of Xj . In this parametrization the
measure dν(X), see eq. (2.4), yields
dν({Zi, Ti, Ui}) ∝
∣∣∣∣∣∆
(
M∏
k=1
Zk
)∣∣∣∣∣
2
×
M∏
i=1
(∫
det−L[ıHi − 1N ] exp[tr (U †i (Zi + Ti)(Zi + Ti)†Ui − 1N )(ıHi − 1N )] d[Hi]
)
d[Zi]d[Ti]dχ(Ui) ,
(2.5)
where
∆(Z) =
∏
1≤a<b≤N
(za − zb) (2.6)
is the Vandermonde determinant for Z = diag(z1, . . . , zN ), dχ(Ui) is the Haar measure for the unitary
group U (N), and d[Zi], d[Ti] and d[Hi] are flat measures for Zi, Ti and the N ×N Hermitian matrix
Hi = H
†
i . The square of the Vandermonde determinant arises as a Jacobian for this parametrization
[17].
The joint probability density function for the eigenvalues of the product matrixX can be calculated
by integrating out all degrees of freedom but Z in the measure (2.5),
P (N,L,M)(z1, . . . , zN ) =
∫
δ(Z − ZM · · ·Z1)dν({Zi, Ti, Ui}). (2.7)
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The integration over the Ui’s completely factorizes in eq. (2.7) since they can be absorbed in the
Hermitian matrices Hi’s. Then the integration over the Ti’s and Ui’s (2.7) reads
P (N,L,M)(z1, . . . , zN ) ∝
∫
δ(Z − ZM · · ·Z1)
∣∣∣∣∣∆
(
M∏
k=1
Zk
)∣∣∣∣∣
2 M∏
i=1
W
(L)
1 (Zi)d[Zi], (2.8)
where
W
(L)
1 (Zi) ∝
∫
det−L[ıHi − 1N ] exp[tr ((Zi + Ti)(Zi + Ti)† − 1N )(ıHi − 1N )] d[Hi]d[Ti] (2.9)
for i = 1, . . . ,M . The integration over each Ti and Hi can be done explicitly [13],
W
(L)
1 (Zi) ∝
N∏
n=1
w
(L)
1 (zin) =
N∏
n=1
L
π
(1− |zin|2)L−1Θ(1− |zin|). (2.10)
Note that this result is true for any L > 0 independently of whether or not the condition L ≥ N is
fulfilled. We briefly recall the calculation of this integral in appendix B. The constant L/π is added
for convenience in order to ensure the normalization
∫
w
(L)
1 (z)d
2z = 1. Inserting this result into (2.8)
we obtain
P (N,L,M)(z1, . . . , zN ) ∝ |∆N (Z)|2W (L)M (Z) , (2.11)
with a weightW
(L)
M (Z) which factorizes into a product over one-point weights for the diagonal elements
of Z = diag(z1, . . . , zn),
W
(L)
M (Z) =
N∏
n=1
w
(L)
M (zn) . (2.12)
The individual one-point weights are given by
w
(L)
M (zn) =
∫
CM
δ(2)
zn − M∏
j=1
zjn
 M∏
i=1
w
(L)
1 (zin)d
2zin. (2.13)
The weight w
(L)
M to be computed in the next subsection 2.2 only depends on the modulus of the
argument w
(L)
M (z) = w
(L)
M (|z|). The one-point weights w(L)M for the product of M matrices are con-
structed from the one-point weights for the single matrices, see w
(L)
1 in eq. (2.13). Their definition is
equivalent to the one of the probability density function for a random variable being the product of
M independently, identically distributed complex random numbers. The integral equation (2.13) can
be transformed into a factorized form via the Mellin transform as we shall see in the next subsection.
The joint probability density function (2.11) with the overall normalization factor can be written in
the standard form [34]
P (N,L,M)(z1, . . . , zN ) =
1
N !
∏N−1
j=0 hj
N∏
n=1
w
(L)
M (zn)
N∏
a<b
|zb − za|2 (2.14)
with
hj =
∫
w
(L)
M (z)|z|2jd2z =
(∫
w
(L)
1 (z)|z|2jd2z
)M
=
(
L+ j
L
)−M
. (2.15)
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This normalization can be deduced by applying the orthogonal polynomial method in the complex
plane [31, 34] to the weight w
(L)
M (z). Since the weight only depends on the modulus of z, the cor-
responding orthogonal polynomials pj(z), defined through
∫
w
(L)
M (z)pi(z)p
∗
j (z)d
2z = hiδij , are monic,
pj(z) = z
j . The joint probability density function (2.14) can then be written in a determinantal form
P (N,L,M)(z1, . . . , zN ) =
1
N !
det
1≤a,b≤N
[
K(N,L,M)(za, zb)
]
, (2.16)
with the kernel
K(N,L,M)(u, v) =
√
w
(L)
M (u)w
(L)
M (v) T
(N−1,L,M)(uv∗) (2.17)
which is given in terms of the following truncated series
T (N−1,L,M)(x) =
N−1∑
j=0
(
L+ j
j
)M
xj . (2.18)
The upper limit of the sum corresponds to the value of the first superscript of T (N−1,L,M), in this case
N − 1. The determinantal form (2.16) is particularly helpful when one wants to calculate the k-point
correlation function [34]
R
(N,L,M)
k (z1, . . . , zk) ≡
N !
(N − k)!
∫
CN−k
P (N,L,M)(z1, . . . , zN ) d
2zk+1 . . . d
2zN = det
1≤a,b≤k
[
K(N,L,M)(za, zb)
]
.
(2.19)
The eigenvalue density can be readily read off from Eq. (2.19) as
R
(N,L,M)
1 (z) = K
(N,L,M)(z, z) = w
(L)
M (|z|)T (N−1,L,M)(|z|2). (2.20)
In Sec. 3 we study the asymptotic behavior of the kernel (2.17) and of the eigenvalue density (2.20)
in various limits. To this end we need to independently calculate the asymptotic behavior of the
one-point weight functions w
(L)
M (z), eq. (2.13), and of the truncated series T
(N−1,L,M)(z) in eq. (2.18).
In the ensuing subsections we discuss the one-point weight function and then the truncated series.
For the joint probability density function and the kernel in the more general case of truncations
resulting from matrices of different sizes N + Lj we refer the reader to appendix C.
2.2 One-point weight functions
We will now determine the family of one-point weights (2.13) w
(L)
M (z) recursively, which only depend
on the modulus |z|. For M = 1 the weight is given by w(L)1 (z) = (L/π)(1 − |z|2)L−1Θ(1 − |z|), see
eq. (2.10). For M ≥ 2 we proceed as follows. Using polar coordinates zi = rieıϕi one can represent
the integral (2.13) as an M -fold Mellin-convolution
w
(L)
M (z) =
(2L)M
2π
∫
[0,1]M
δ
(
|z| −
M∏
m=1
rm
)
M∏
i=1
(
1− r2i
)L−1
dri , (2.21)
which can be turned into the standardM -fold convolution by a further substitution, ri = e
−ϑi/2. This
changes the multiplicative constraint in the Dirac delta function to an additive one
w
(L)
M (z) =
LM
π
∫
RM+
δ
(
2ln|z|+
M∑
m=1
ϑm
)
M∏
i=1
(
1− e−ϑi
)L−1
dϑi . (2.22)
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These expressions will be helpful in the following sections to derive the asymptotic behavior of the
weight for large argument. Alternatively one can take advantage of the following recursion relations
in order to determine the weight,
w
(L)
M+1(z) = 2π
1∫
0
w
(L)
1 (r)w
(L)
M
(z
r
) dr
r
= 2π
1∫
0
w
(L)
1
(z
r
)
w
(L)
M (r)
dr
r
. (2.23)
They directly follow from eq. (2.13). As we show below these relations are especially helpful when one
wants to explicitly determine the form of weights for given L and M in terms of elementary functions.
Note that for weights with the support |z| ≤ 1 the integrand in the last equation is non-zero only for
r ∈ [|z|, 1], so one can, in this case, replace the lower integration limit by |z|.
Since the weight function w
(L)
M (z) depends on its argument z only through the modulus |z|, it is
convenient to introduce an auxiliary function Ω
(L)
M (x) with a real positive argument
w
(L)
M (z) ≡
1
π
Ω
(L)
M (|z|2) . (2.24)
The support of Ω
(L)
M is [0, 1]. The factor 1/π ensures its normalization,∫ 1
0
Ω
(L)
M (x)dx =
∫ 1
0
Ω
(L)
M
(|z|2) d|z|2 = ∫
|z|≤1
w
(L)
M (z)d
2z = 1 , (2.25)
and keeps the recurrence relation simple,
Ω
(L)
M+1(x) =
∫ 1
0
Ω
(L)
1 (y)Ω
(L)
M
(
x
y
)
dy
y
=
∫ 1
0
Ω
(L)
1
(
x
y
)
Ω
(L)
M (y)
dy
y
. (2.26)
The lower integration limit for this particular combination of weights can be replaced by x since the
integrand is zero for y < x. The Mellin transform
MM (s) =
∫ 1
0
Ω
(L)
M (x)x
s−1dx (2.27)
is the key to solve the recursion (2.26). The recursion (2.26) assumes the form
MM+1(s) = MM (s)M1(s) = (M1(s))
M+1. (2.28)
The simplicity of this relation uncovers the importance of the Mellin transform for product matrices.
The inverse Mellin transform1 yields the following one-point weight function
w
(L)
M (z) =
1
π
Ω
(L)
M
(|z|2) = 1
π
1
2πi
∫ c+i∞
c−i∞
(M1(s))
M |z|−2sds . (2.29)
It remains to calculate the Mellin transform of the weight function for M = 1, w
(L)
1 (z). It reads
M1(s) = π
∫ 1
0
w
(L)
1 (
√
x)xs−1dx = L
∫ 1
0
(1− x)L−1xs−1dx = Γ(s)Γ(L+ 1)
Γ(s+ L)
=
(
s+ L− 1
s− 1
)−1
. (2.30)
1The constant in the contour is chosen as c > k + 1, such that the k-th moment of the weight is bounded.
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Employing Eq. (2.29), we see that the one-point weight is
w
(L)
M (z) =
(L!)M
π
∫
C
(
Γ(−u)
Γ(L− u)
)M
|z|2u du
2πı
Θ(1− |z|)
=
(L!)M
π
GM, 0M,M
(
L,...,L
0,...,0
∣∣∣∣ |z|2)Θ(1− |z|)
=
(L!)M
π
|z|2LGM, 0M,M
(
0,...,0
−L,...,−L
∣∣∣∣ |z|2)Θ(1− |z|) . (2.31)
The expression involves a Meijer G-function, see [35], for which we have used an identity in the last line.
The contour C goes from −ı∞ to +ı∞ and leaves the poles of the Gamma functions in the numerator
to the right of the contour line. For different truncations N + Lj → N of the single matrices in the
product matrix this weight can be trivially generalized by replacing the prefactor (L!)M by L1! · · ·LM !
and the indices L in the upper row of the Meijer G-function by the Lj ’s, see appendix C.
For small M and L the formulae (2.31) can be expressed in terms of elementary functions. Let us
first illustrate this for L = 1. In this case Ω
(1)
1 (x) = 1 for x ∈ [0, 1] and 0 otherwise. The function
Ω
(1)
M (x) vanishes for x /∈ [0, 1], too. In particular we have
w
(1)
2 (z) =
1
π
∫ 1
0
Ω
(1)
1 (y)Ω
(1)
1
( |z|2
y
)
dy
y
=
1
π
∫ 1
|z|2
dy
y
Θ(1− |z|) = ln
(|z|−2)
π
Θ(1− |z|) , (2.32)
and generally
w
(1)
M+1(z) =
1
π
∫ 1
|z|2
Ω
(1)
M
( |z|2
y
)
dy
y
Θ(1− |z|) = ln
M
(|z|−2)
πM !
Θ(1− |z|) , (2.33)
as can be easily seen by induction. Similarly one can find the consecutive Ω
(2)
M ’s for L = 2
Ω
(2)
1 (x) = 2(1 − x) Θ(1− x) ,
Ω
(2)
2 (x) =
(
− 8(1− x)− 4(1 + x)ln(x)
)
Θ(1− x) ,
Ω
(2)
3 (x) =
(
48(1 − x) + 24(1 + x)ln(x) + 4(1− x)ln2(x)
)
Θ(1− x) , etc.
(2.34)
or do the same for larger L. The function Ω
(L)
M always takes the form of a polynomial of order L− 1
in x and of order M − 1 in ln(x) because of the general relation
Ω
(L)
M (x) = (L!)
M
∫
C
xu∏L−1
l=0 (l − u)M
du
2πı
Θ(1− x) (2.35)
=
(L!)M
(M − 1)!
L−1∑
l=0
∂M−1
∂µM−1
 xl−µ∏
1≤j≤L
j 6=l
(j − l + µ)M
∣∣∣∣∣∣
µ=0
Θ(1− x) ,
where we have employed the residue theorem. In general the term Ω
(L)
M+1(x) ∼ lnM (1/x) dominates
the region around the origin which is exactly the same as for L = 1. For L = 1 we obtain eq. (2.33),
and for L = 2 we have
Ω
(2)
M (x) =
2M
(M − 1)!
∂M−1
∂µM−1
(
x−µ
(µ+ 1)M
+
x1−µ
(µ− 1)M
)∣∣∣∣
µ=0
Θ(1− x) (2.36)
=
2M
(M − 1)!
M−1∑
m=0
(−1)M+m (2M − 2−m)!
(M − 1−m)!m!
(
x+ (−1)m+1) lnm(x) Θ(1− x) ,
agreeing with the special cases in eqs. (2.34).
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2.3 Truncated series
In this subsection we list some useful representations of the truncated series (2.18) which is simply
the kernel (2.17) at finite-N without the weight functions,
T (N,L,M)(x) =
N∑
j=0
(
L+ j
j
)M
xj (2.37)
=
1
(L!)M
 M∏
j=1
∂L
∂yLj
(1− (y1 · · · yM)N+L+1
1− y1 · · · yM
)∣∣∣∣∣∣
yj=x1/M
(2.38)
=
∫ 2pi
0
dϕ
2π
MFM−1
(
L+1,...,L+1
1,...,1
∣∣∣∣ e−ıϕ) 1− (xeıϕ)(N+1)1− xeıϕ (2.39)
= N
1∫
0
(
L+Nξ
Nξ
)M
xNξ
N∑
j=0
δ(j −Nξ)dξ. (2.40)
Each representation will become useful when deriving specific asymptotic expansions.
Note that apart from the representation (2.38) all representations of the truncated series T (N,L,M)(x)
can be easily generalized to a product of matrices with different truncations as it is discussed in ap-
pendix C. In the representations (2.37) and (2.40) one has only to replace the exponentiated binomials
by a product of binomials with different Lj’s and in the representation (2.39) one has to replace the
indices L+1 in the upper row of the hypergeometric function MFM−1 by Lj+1. This generalization is
not that simple for the representation (2.38) as can be easily checked by writing the rational function
as a geometric sum.
3 Asymptotic behavior for large N
In this section we consider the asymptotic behavior of the model for large N → ∞ and for fixed M .
Other important limits are postponed to forthcoming publications. We distinguish two cases: (1) an
extensive truncation where the number of truncated columns and rows, L, is of order N , and (2) a
weak truncation where L is constant. The former one corresponds to an ensemble of matrices that
strongly breaks the unitarity of the matrices drawn from the original ensemble while the latter one
corresponds to an ensemble of weakly non-unitary matrices.
3.1 Strong non-unitarity: N,L → ∞ and α = L/N fixed
Let us denote the ratio of the size N of the truncated matrices and the size N + L of the original
unitary matrices before truncation by
µ ≡ N
N + L
=
1
1 + α
< 1 and 0 < α ≡ L
N
. (3.1)
We keep µ < 1 fixed while taking the limit N →∞.
First we study the macroscopic behavior in subsection 3.1.1 and derive the limiting eigenvalue
density. In particular we show that the limiting eigenvalue density covers a disk centered at the origin
of the complex plane with radius µM/2 < 1. This is very different from the eigenvalues of a unitary
matrix distributed on the unit circle. We call this limit with such an extensive truncation, L ∼ N ,
the strong non-unitarity regime.
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In subsections 3.1.2 and 3.1.3 we turn to the microscopic limit, showing that the eigenvalue fluctu-
ations in the bulk and at the edge of the support of the macroscopic eigenvalue density have the same
local universal behavior as the Ginibre ensemble. Finally in subsection 3.1.4 we discuss the behavior
of the kernel at the origin and show that it falls into the same universal classes labeled by M as the
product of Ginibre matrices [17].
3.1.1 Macroscopic regime
Here we calculate the mean limiting eigenvalue density for N → ∞. We first derive the asymptotic
behavior of the truncated series (2.18) and, then, of the one-point weights (2.31) in the large N limit
while keeping the eigenvalues of order unity, 0 < |z| < 1. These two results constitute the eigenvalue
density (2.20).
For the truncated series we employ the representation (2.40). The sum of Dirac delta-functions
can be omitted to leading order in the 1/N -expansion. This amounts to substituting the sum over j
by an integral over ξ = j/N running from zero to one and normalized to unity. The binomial symbol
containing ξ in the remaining integral is approximated by Stirling’s formula, i.e.(
L+Nξ
Nξ
)
≈
√
α+ ξ
2πξL
α−L exp [N ((α+ ξ) ln (α+ ξ)− ξlnξ)] , (3.2)
so we have (2.40)
T (N,L,M)(|z|2) ≈
√
N2
(2πL)M
α−ML
1∫
0
(
α+ ξ
ξ
)M/2
exp [Nf(ξ)] dξ (3.3)
with the real function
f(ξ) =M
(
(α+ ξ) ln (α+ ξ)− ξlnξ + ξln|z|2/M
)
. (3.4)
The large N behavior of this integral can be found by employing Laplace’ method (saddle point
method for a real function in the exponent). The idea is to replace the exponential function of the
integrand by a Gaussian with the width of order 1/
√
N and the maximum located at ξ0 given by the
saddle point equation
ln
(
α+ ξ0
ξ0
)
+ ln
(
|z|2/M
)
= 0 . (3.5)
This yields for the saddle point
ξ0 =
α
|z|−2/M − 1 =
µ−1 − 1
|z|−2/M − 1 . (3.6)
In case of varying truncations, Lj 6= Li for j 6= i, (see appendix C) the corresponding saddle point
equation would be more involved. The saddle point equation (3.5) is generically equivalent to a
polynomial equation of order M .
For |z| < µM/2 the maximum of f(ξ) is located inside the integration range [0, 1] of the integral
(3.3). When |z| is close to µM/2, or more precisely when |z| − µM/2 is of order 1/√N , a part of the
Gaussian lies inside the integration range and a considerable part outside, while when |z| − µM/2 ≪
1/
√
N the whole Gaussian lies outside the integration range. This means that in this approximation
the integral (3.3) is given by the integral over the Gaussian times a factor corresponding to the fraction
of the Gaussian that lies inside the integration range. This factor is approximated by a complementary
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error function, erfc
(
a
√
N(|z| − µM/2)
)
, with some positive constant a. This function changes its value
from one to zero for |z| in a narrow interval whose width is of order 1/√N . The width tends to zero
for N →∞ and the function reduces to the Heaviside step function
T (N,L,M)(|z|2) ≈
√
1
M(2πL)M−1
|z|(1−M)/M
(
1− |z|2/M
)−LM−1
Θ(µM/2 − |z|). (3.7)
One should remember that for large but finite N the Heaviside step function in the last equation
should be rather replaced by the complementary error function. We will come back to this point in
subsection 3.1.3 when discussing the fluctuations in the microscopic limit at the edge of the spectrum.
To complete the derivation of the large N limit for the kernel (2.17) we also need to calculate the
limiting weight w
(L)
M (z), eq. (2.13). We determine it using eq. (2.22). By integrating out ϑM we
obtain an integral representation
w
(L)
M (z) =
LM
π
Θ(1− |z|)
∫
R
M−1
+
(
1− |z|2 exp
[
M−1∑
m=1
ϑm
])L−1 M−1∏
i=1
(
1− e−ϑi
)L−1
dϑi , (3.8)
which is well suited for a saddle point analysis for large L and fixed |z|. The maximum of the (M −1)-
dimensional integrand is located at the point (ϑ
(0)
1 , . . . , ϑ
(0)
M−1) given by the following M −1 equations:
1
1− eϑ(0)j
=
|z|2
|z|2 − exp[−∑M−1m=1 ϑ(0)m ] , ∀j ∈ 1, . . . ,M − 1 . (3.9)
They have a unique symmetric solution ϑ
(0)
1 = . . . = ϑ
(0)
M−1 = −(2ln|z|)/M . When expanding around
this saddle point we have to calculate the determinant of the (M − 1) × (M − 1) Hessian matrix at
the saddle point, i.e.
det
[
|z|−2/M
(1− |z|−2/M )2 (1 + δab)
]
1≤a,b≤M−1
=
M |z|2(M−1)/M
(1− |z|2/M )2(M−1) . (3.10)
Summarizing the steps we find the asymptotic formula for N →∞
w
(L)
M (z) ≈
√
(2πL)M−1
M
L
π
|z|(1−M)/M
(
1− |z|2/M
)ML−1
Θ(1− |z|) (3.11)
for the one-point weights. One should note that the corresponding expression for the one-point weights
would be more complicated for varying truncations Lj since in that case the saddle point equation for
the counterpart of the integral (3.8) would have generically a non-symmetric solution. The symmetric
solution is particular and does not apply to the general case of different truncations proposed in
appendix C.
Inserting the eq. (3.7) and eq. (3.11) in eq. (2.20) we obtain the normalized level density
ρ(µ,M)(z) ≡ lim
N,L→∞
1
N
R
(N,L,M)
1 (z) =
α
πM
|z|2(1−M)/M
(1− |z|2/M )2Θ(µ
M/2 − |z|). (3.12)
It agrees with the result derived in Ref. [13, 36] for M = 1 and [37] for general M . We see that the
support of this function is a disk of radius µM/2 which is smaller than the radius
√
µ of a single matrix
11
(M = 1) in the product since µ ≤ 1. Note that by changing variables, z = |z|eıφ → v = |z|1/M eıφ, one
obtains
d2zρ(µ,M)(z) = d2vρ(µ,1)(v) , (3.13)
which means that the product of M independent truncated matrices has the same limiting density as
the M -th power of a single random matrix drawn from the same ensemble for N → ∞. This is due
to the self-averaging property of isotropic matrices [37]. This also agrees with what was found for the
product of M Ginibre matrices [7, 17, 22, 29, 30]. One should also note that the density can be made
globally flat on its support by the following reparameterization z → ẑ =
√
(1− µ)/(1− |z|2/M )eıφ
that gives
ρ̂(µ,M)(ẑ) =

1
πµ
,
√
1− µ ≤ |ẑ| ≤ 1,
0 , otherwise .
(3.14)
This is the well-known limiting ring distribution of the Ginibre ensemble of rectangular matrices of
dimensions N × (N+L) whose ratio µ = N/(N +L) is kept constant in the large N limit, see ref. [38].
We conclude this subsection by considering truncations much larger than the remaining matrix,
L≫ N . Here the parameter µ becomes very small, being approximately equal to µ ≈ N/L≪ 1. In this
case the radius of the support of the eigenvalue density of the product X(M) is of order (N/L)M/2 ≪ 1.
This can be fixed by rescaling all matrices in the product by a factor (N/L)1/2, Xj = (N/L)
1/2Yj, and
we obtain a product matrix Y ≡ Y (M) = YM · · ·Y1 whose eigenvalue density has a support of radius
one. Moreover the probability measure for individual matrices Yj in the product becomes Gaussian
in this limit, as follows from eq. (2.3)
dµ
(√
N
L
Y
)
∝ detL−N
(
1N − N
L
Y †Y
)
Θ
(
1N − N
L
Y †Y
)
d[Y ]
≈ exp
[
−NTrY †Y
]
d[Y ] .
(3.15)
In the second step of the calculation we assumed that N/L≪ 1 and used the following approximation
det(1 − α−1A) = exp(Tr ln(1 − α−1A)) ≈ exp(−α−1TrA) that holds for |α−1| ≪ 1. We also omitted
the Heaviside function because the matrix in its argument becomes automatically positive definite
in the limit α−1 = N/L → 0. In other words in the regime L ≫ N the behavior of the product of
independent truncated unitary matrices is equivalent to the product of independent Ginibre matrices.
3.1.2 Bulk fluctuations
In the previous subsection we determined the large N asymptotic behavior of the truncated series (3.7),
T (N,L,M)(uv∗) ≈ 1√
M(2πL)M−1
(uv∗)(1−M)/(2M)
(
1− (uv∗)1/M
)−LM−1
Θ(µM/2 − |z|) , (3.16)
and of the one-point weight (3.11),
w
(L)
M (u) ≈
√
(2πL)M−1
M
L
π
|u|(1−M)/M
(
1− |u|2/M
)ML−1
Θ(1− |z|) , (3.17)
which we repeat here for completeness. Together they build up the kernel (2.17) which is given by
K(N,L,M)(u, v) =
√
w
(L)
M (u)w
(L)
M (v) T
(N−1,L,M)(uv∗) . (3.18)
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Note that with complex arguments the truncated series contains a phase, whereas the weights only
depending on the modulus do not. These formulae hold inside the disk of radius µM/2. The kernel
vanishes when either u or v lie outside the disk.
In this subsection we determine the microscopic large N limit in the bulk of the spectrum. This
can be analyzed by studying the kernel (3.18) for two neighboring points,
u = z +
1√
N
δu and v = z +
1√
N
δv, (3.19)
both located in the vicinity of the point z in the bulk, i.e. 0 < |z| < µM/2, with |z|, |δu| and |δv|
of order unity. The calculation is carried out as a 1/
√
N -expansion up to second order, by inserting
(3.19) into the expressions for the limiting truncated series (3.16) and weights (3.17). Technically it is
easier when the u- and v-dependent factors are first exponentiated and then Taylor expanded in the
two variables in the standard way,
exp[g(u, v∗)] ≈ exp
[
g(z, z∗) +
1√
N
(δu, δv∗)(∂ug, ∂v∗g)
T
+
1
2N
(δu, δv∗)
(
∂u∂ug ∂u∂v∗g
∂v∗∂ug ∂v∗∂v∗g
)
(δu, δv∗)T
]
(3.20)
up to higher order terms, where g is a general action. In the limit of large N and L only the factors
with an exponent proportional to L will contribute. We obtain the following result for the truncated
series
T (N,L,M)(uv∗) ≈ 1√
M(2πL)M−1
|z|(1−M)/(M)
(
1− |z|2/M
)−LM−1
× exp
[
L|z|2(1−M)/M√
N(1− |z|2/M ) (δuz
∗ + δv∗z) +
L|z|2(1−M)/M
NM(1− |z|2/M )2 δuδv
∗
]
× exp
[
− L|z|
2(1−2M)/M
2N(1− |z|2/M )
(
1− 1
M(1− |z|2/M )
)
(δu2z∗ 2 + δv∗ 2z2)
]
, (3.21)
and for the weight at argument u
w
(L)
M (u) ≈
√
(2πL)M−1
M
L
π
|z|(1−M)/M
(
1− |z|2/M
)ML−1
× exp
[
− L|z|
2(1−M)/M
√
N(1− |z|2/M )(δuz
∗ + δu∗z)− L|z|
2(1−M)/M
NM(1− |z|2/M )2 δuδu
∗
]
× exp
[
L|z|2(1−2M)/M
2N(1− |z|2/M )
(
1− 1
M(1− |z|2/M )
)
(δu2z∗ 2 + δu∗ 2z2)
]
. (3.22)
Inserting these two asymptotic results into eq. (3.18) we obtain the following expression for the limiting
microscopic kernel in the bulk of the spectrum,
K
(µ,M)
bulk (δu, δv) ≡ limN,L→∞
1
N
K(N,L,M)(u, v)
= ρ(µ,M)(z)eıΦ(δu,δv) exp
[
−2πρ(µ,M)(z)
(
1
2
|δu|2 + 1
2
|δv|2 − δuδv∗
)]
(3.23)
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where we have introduced the phase
Φ(δu, δv) ≡ L|z|
2(1−M)/M
√
N(1− |z|2/M )ℑm((δu− δv)z
∗)
− L|z|
2(1−2M)/M
2N(1− |z|2/M )
(
1− 1
M(1− |z|2/M )
)
ℑm
(
(δu2 − δv2)z∗ 2
)
. (3.24)
It is a real function which is antisymmetric Φ(δu, δv) = −Φ(δv, δu) under exchanging its arguments.
Thus the phase factor cancels out in the expression for the k-point correlation functions given by the
determinants of the kernel (2.19). The remaining part of the expression (3.23) contains the macroscopic
density (3.12) at the point z where we zoom in. It is equivalent to the Ginibre kernel [27] which is
universal [39, 40, 41]. When changing variables to
δuˆ =
√
2πρ(µ,M)(z) δu , δvˆ =
√
2πρ(µ,M)(z) δv (3.25)
we obtain the identical expression for the microscopic bulk kernel as in the Ginibre ensemble [27].
As a last remark, note that in the previous subsection 3.1.1 on the macroscopic behavior we found
in the limit µ→ 0 the product of Ginibre matrices. In this limit, the universal microscopic bulk kernel
of a product of Ginibre matrices was already found [17]. Additionally universality in the bulk holds
for all values of 1 > µ ≥ 0 including the limit µ→ 0.
3.1.3 Edge fluctuations
We are going to derive the asymptotic behavior of the kernel (2.17) in the large N limit for fixed
α = N/L, for u, v lying close to each other and close to the edge. More precisely, we consider
u = µM/2eıϕ +
1√
N
δu and v = µM/2eıϕ +
1√
N
δv (3.26)
in the vicinity of a point z = µM/2eıϕ on the edge of the support of the distribution (3.12), and |δu|
and |δv| are both of order unity. Since the level density is rotationally invariant we assume that ϕ = 0
without loss of generality.
As before we begin with calculating the truncated series (3.3) using the saddle point method,
except that now we do this for the sum T (N,L,M)(uv∗) of a complex argument uv∗. We obtain an
analogous expression as (3.3) except that ln |z|2 is replaced by the principal value of ln(uv∗)
ln(uv∗) ≈M ln(µ) + µ
−M/2
√
N
(δu+ δv∗)− µ
−M
2N
(δu2 + δv∗ 2) ≡M ln(µ) +A+B . (3.27)
Here we define the terms A and B of order 1/
√
N and 1/N , respectively, while neglecting higher order
terms in the expansion. The saddle point ξ0 fulfils an equation analogous to (3.5), except that |z|−2/M
is replaced by (uv∗)−1/M , and is expanded as in eq. (3.27),
0 = f ′(ξ0) =M ln
(
α+ ξ0
ξ0
)
+M ln(µ) +A+B. (3.28)
Recall the definition of the action f in eq. (3.4). This leads to the following expression for the solution
ξ0 of the saddle point equation, expanded up to leading order:
ξ0 ≈ 1 + µ
−M/2
√
N M(1− µ)(δu + δv
∗) ≡ 1 + A
M(1− µ) . (3.29)
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This expansion can be also directly obtained from eq. (3.6). The saddle point |ξ0| ≤ 1 is located in
the vicinity of the upper integration interval at ξ = 1. Therefore we can no longer replace the integral
by a Gaussian integration over the whole real axis when expanding ξ = ξ0 − δξ/
√
N . Instead we
have to set a lower bound of the integral over δξ at A/(M(1 − µ)). Integrating over δξ we obtain a
complementary error function,
T (N,L,M)(u, v∗) ≈
√
N2
(2πL)M
α−ML exp[Nf(ξ0)]
√
π
−2Nf ′′(ξ0) erfc
[
A
M(1− µ)
√
−Nf
′′(ξ0)
2
]
,
(3.30)
given in terms of the notation from eqs. (3.28) and (3.29) above, cf. eq. (3.3). While in the last
two terms the limiting value −f ′′(ξ0 = 1) = M(1 − µ) is legitimate, we still need to expand the first
exponential factor exp[Nf(ξ0)] up to second order in 1/
√
N using eqs. (3.27) and (3.29). Collecting
all terms to that order we finally arrive at
T (N,L,M)(uv∗) ≈ (1− µ)
−LM−1µ−(M−1)/2
(2πL)(M−1)/2
√
M
exp
[√
Nµ−M/2(δu+ δv∗)
]
(3.31)
× exp
[
−µ
−M
2
(δu2 + δv∗ 2) +
µ−M
2M(1 − µ)(δu+ δv
∗)2
]
erfc
[
µ−M/2√
2M(1 − µ)(δu+ δv
∗)
]
.
Let us come to the calculation of the asymptotic behavior of the one-point weight for large N and
L. Applying the result (3.11) to u and v in our edge scaling regime, see eq. (3.26), the two leading
terms of the 1/
√
N expansion yield
w
(L)
M (u) ≈
√
(2πL)M−1
M
L
π
µ−(M−1)/2 (1− µ)ML−1 exp
[
−
√
Nµ−M/2(δu + δu∗)
]
× exp
[
µ−M
2
(
1− 1
M(1− µ)
)
(δu2 + δu∗ 2)− µ
−M
M(1− µ)δuδu
∗
] (3.32)
and analogously for w
(L)
M (v). Summarizing the results (3.32) and (3.31) the microscopic limit of the
kernel at the edge is
K
(µ,M)
edge (δu, δv) ≡ limN,L→∞
1
N
K(N,L,M)(u, v)
=
µ−M
πM(1− µ) exp [ıΦ(δu, δv)] exp
[
− µ
−M
2M(1− µ)
(|δu|2 + |δv|2 − 2δuδv∗)]
× erfc
[
µ−M/2√
2M(1 − µ) (δu+ δv
∗)
]
, (3.33)
where Φ(δu, δv) = −Φ(δv, δu) is a real phase,
Φ(δu, δv) =
√
Nµ−M/2ℑm(δu− δv) + µ
−M(1−M + µM)
2M(1 − µ) ℑm(δu
2 − δv2) . (3.34)
The phase factors exp[ıΦ] cancel out in the determinantal structure of the k-point correlation func-
tion (2.19) and, thus, are irrelevant in the spectral statistics. What remains is the universal error
function kernel that agrees with that of the Ginibre ensemble [34, 42, 43] after changing to new
variables
δuˆ ≡ µ
−M/2√
M(1− µ)δu. (3.35)
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In particular the microscopic density at the edge is then given by
ρ
(µ,M)
edge (δu) = K
(µ,M)
edge (δu, δu) =
µ−M
πM(1− µ)erfc
[√
2µ−M
M(1− µ) |δu|
]
, (3.36)
which is the universal result [34, 42, 43].
We expect that the universal results (3.33) and (3.36) also hold in the general setting with different
truncations, see appendix C. Since the saddle point equations are highly complicated in this case we
have not proven it here.
3.1.4 Fluctuations at the origin
While studying the asymptotic behavior of the kernel in the vicinity of the origin for N → ∞ it is
convenient to introduce a rescaled variable δz with |δz| of order one,
z = L−M/2δz , (3.37)
and express results in δz. One could alternatively use a variable δz′ in the scaling formula z =
N−M/2δz′ but since α = L/N is kept fixed in the limit N → ∞, δz and δz′ differ by an inessential
constant δz = αM/2δz′ which does not affect the N -dependence of the scaling.
For N →∞ the truncated series asymptotically behaves like
T (N,L,M)(|z|2) ≈
∞∑
j=0
|δz|2j
[j!]M
= 0FM−1
(
−
1,...,1
∣∣∣∣ |δz|2) (3.38)
resulting from (2.37). Note that this asymptotic result does not change at all when choosing different
truncations of the matrices in the product matrix X(M), see appendix C.
The asymptotic behavior of the one-point weights (2.13) can be derived from the first line of the
integral representation (2.31) using the following asymptotic behavior of the Gamma function:
lim
L→∞
Γ(L− u)
Γ(L)
eu ln(L) = 1 . (3.39)
This directly leads to
w
(L)
M (z) ≈
LM
π
GM, 00,M
(
−
0,...,0
∣∣∣∣ |δz|2) . (3.40)
Also this result can be readily generalized to the situation of different truncations N +Lj → N of the
matrices in the product matrix, see appendix C, by replacing the prefactor LM by L1 · · ·LM .
Now we have all constituents needed for the microscopic limit of the kernel (2.17) at the origin.
Combining eqs. (3.38) and (3.40) we obtain
K
(µ,M)
origin (δu, δv) ≡ limN,L→∞L
−MK(N,L,M)(u+ L−M/2δu, v + L−M/2δv)
=
1
π
√
GM, 00,M
(
−
0,...,0
∣∣∣∣ |δu|2)GM, 00,M (−0,...,0∣∣∣∣ |δv|2) 0FM−1(−1,...,1∣∣∣∣ δuδv∗) . (3.41)
The kernel agrees with the microscopic kernel at the origin for the complex eigenvalues of products
of Ginibre matrices [17] hinting to a universal property of product matrices. The same result follows
for the model with different truncations described in appendix C, whenever all Lj → ∞. Only the
rescaling has to be changed from L−M/2 to
∏M
j=1 L
−1/2
j .
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As a check, one can regain the Ginibre kernel [27] from eq. (3.41) for M = 1,
K(µ,M=1)(u, v) =
1
π
exp
[
−|δu|
2
2
− |δv|
2
2
+ δuδv∗
]
. (3.42)
Indeed it is identical with the kernel (3.23) in the bulk of the spectrum since the origin is not a
distinguished point for M = 1. For M = 2 the Meijer G-function and hypergeometric function reduce
to a K-Bessel and I-Bessel function respectively, which agree with the kernel found previously in a
two-matrix model describing the low-energy limit of QCD [4], with large chemical potential, see e.g.
[44] as well as [45].
Using the expression (3.41) the microscopic level density at the origin is given by
ρ
(µ,M)
origin (δz) = K
(µ,M)
origin (δz, δz) =
1
π
GM, 00,M
(
−
0,...,0
∣∣∣∣ |δz|2) 0FM−1(−1,...,1∣∣∣∣ |δz|2) . (3.43)
Note that this rescaled density has a logarithmic singularity
lim
|δz|→0
ρ
(µ,M)
origin (δz) ≈ lnM−1|δz| (3.44)
at the origin for M > 1. Indeed the following two limits hold:
lim
|δz|→0
0FM−1
(
−
1,...,1
∣∣∣∣ |δz|2)→ 1 ,
lim
|δz|→0
GM, 00,M
(
−
0,...,0
∣∣∣∣ |δz|2) ≈ (lnM−1|δz|2)/(M − 1)! . (3.45)
For M = 1 however this singularity is absent, as can be seen from eq. (3.42). Thus the level density
takes a constant value at the origin, ρ(µ,M=1)(δz) = 1/π, as in [13] and the Ginibre ensemble [27].
We emphasize and briefly comment on the case of more general truncations Lj from appendix C.
Due to the lack of the corresponding large N expressions for the truncated series (3.7) and one-point
weight (3.8) an expansion is non-trivial. However, from universality arguments we expect that both
bulk and edge fluctuations should also match with the universal Ginibre results in this case as it is
the case for the fluctuations at the origin.
3.2 Weak non-unitarity: N → ∞ and L fixed
In this section we consider a limit called weak non-unitarity limit introduced and studied for M = 1
in [13], where N is taken to infinity while L is kept fixed. For fixed L many things simplify since the
matrices Xj and their product X
(M) are almost unitary in the limit N →∞. Indeed we shall see that
almost the whole eigenvalue spectrum of X(M) is concentrated in the vicinity of the unit circle in the
complex plane. The macroscopic density becomes a delta function of the modulus as shown in the
next subsection, whereas nontrivial universal correlations will be found when studying the inner edge
of the unit circle in subsection 3.2.2.
3.2.1 Macroscopic regime
The macroscopic level density can be readily derived via its moments
〈zaz∗ b〉 = 1
N
∫
C
zaz∗ bR
(N,L,M)
1 (z)d
2z =
δab
N
N−1∑
j=0
(
L+ j
j
)M(L+ j + a
j + a
)−M
, (3.46)
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see Eqs. (2.18), (2.31), (2.20), and (2.15). The large N asymptotics (L is fixed) of these moments is
given by
〈zaz∗ b〉 ≈ δab
1∫
0
[
Γ(L+Ny + 1)Γ(Ny + a+ 1)
Γ(Ny + 1)Γ(L +Ny + a+ 1)
]M
dy ≈ δab. (3.47)
These moments correspond to a level density uniformly distributed on the complex unit circle,
ρ(L,M)(z) =
1
π
δ(1 − |z|2). (3.48)
This result is indeed also true for the general case of a product of random matrices originating from
different truncations, see appendix C.
Let us visualize what the meaning of the quite straightforward result (3.48) is. For |z| of order
unity and for large N,L the density can be well approximated by the expression
ρ(N,L,M)(z) =
1
N
K(N,L,M)(z, z) ≈ L
πNM
|z|2/M−2
(1− |z|2/M )2ΘN
((
N
N + L
)M/2
− |z|
)
, (3.49)
which can be obtained from (3.12) by replacing α by L/N and µ by N/(N + L). Here ΘN (x) is a
sigmoidal function that changes between zero and one in a narrow crossover region of width ∼ 1/√N .
In the limit N → ∞ it approaches the step function Θ(x). The exact form of this function depends
on N,L,M but it is not essential for the argument that we are going to give below. In the first
order approximation one can think of ΘN (x) as of the step function Θ(x). For fixed L,M the limit
N → ∞ is non-uniform and has to be taken carefully. If one takes the limit point-wise one obtains
limN→∞ ρ
(N,L,M)(z) = 0 which is of course wrong since the integral of the eigenvalue density has to
be normalized. In fact the formula (3.49) gives the correct normalization
∫
ρ(N,L,M)(z)d2z ≈ L
πNM
∫ ( NN+L )M/2
0
r2/M−2
(1− r2/M )2 2πrdr = 1 . (3.50)
To resolve this discrepancy it is instructive to calculate the integral of the density ρ(N,L,M)(z) over
a disk with radius slightly smaller than one, for example r = (1 − cN−1/2)M/2 where c is a positive
constant. When N is large enough this radius is smaller than the cut-off R = (N/(N + L))M/2 in
the Heaviside-distribution in eq. (3.49) so the disk lies entirely inside the support of the eigenvalue
density. While choosing the constant c one should also take into account that the function ΘN in
(3.49) does not have a sharp threshold at R, but rather a sigmoidal one that extends on an interval
[R− σN−1/2, R + σN−1/2], which represents a smeared cut-off. One should choose c > σ to keep the
disk radius smaller than the lower value of the smeared cut-off to avoid interference with the finite N
boundary effects. For all points inside such a disk ΘN in equation (3.49) can be replaced by one and
the fraction of eigenvalues inside the disk is given for large N by the following integral
p ≈ L
πNM
∫
|z|≤(1−cN−1/2)
M/2
ρ(N,L,M)(z)d2z =
L
πNM
∫ (1−cN−1/2)M/2
0
r2/M−2
(1− r2/M )2 2πrdr . (3.51)
Changing the integration variable to x = r2/M we find that for N →∞
p ≈ L
N
∫ 1−cN−1/2
0
dx
(1− x)2 =
L
N
(
c−1N1/2 − 1
)
−→ 0 . (3.52)
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The fraction of eigenvalues inside the disk of radius r = (1− cN−1/2)M/2 ≈ 1− (cM/2)/N1/2 tends to
zero as 1/N for N →∞ and the disk radius becomes one. This means that the whole interior of the
disk contains almost no eigenvalues and all of them are squeezed in a narrow strip around the unit
circle. In the limit N →∞ the disk becomes an open disk. It contains no eigenvalues as shown above
(3.52) while the integral over the whole disk of radius one contains all eigenvalues (3.50). This means
that all eigenvalues condense on the unit circle for N →∞ and hence
lim
N→∞
1
N
K(N,L,M)(z, z) = ρ(L,M)(z) =
1
π
δ(1− |z|2), (3.53)
cf. the result (3.48). For this reason we will only zoom into the vicinity of the unit circle in the next
subsection. In the microscopic limit it can be shown that the correlations in the bulk and at the origin
of the complex unit disk are highly suppressed, too.
3.2.2 Edge fluctuations
Consider a point on a unit circle z = eıφ. Due to the rotational symmetry we can choose z = 1 (φ = 0)
without loss of generality. We are interested in eigenvalue correlations measured at two points in the
vicinity of z = 1
u = 1− δu
N
, and v = 1− δv
N
, (3.54)
where |δu| and |δv| are of order unity. As usual, the first step of the calculation is to determine the
large N behavior of the truncated series (2.18) with argument
uv∗ = 1− 1
N
(δu+ δv∗) +
1
N2
δuδv∗ . (3.55)
We employ the representation (2.38). Changing variables in eq. (2.38) yi = 1 − ti/N , where the ti’s
are of order one, leads to the following asymptotic expression:
T (N,L,M)(uv∗) ≈ (−N)
MLN
(L!)M
 M∏
j=1
∂
∂tj
L(1− exp [−(t1 + · · ·+ tM )]
t1 + · · ·+ tM
)∣∣∣∣∣∣∣
tj=(δu+δv∗)/M
. (3.56)
Hereby we used the following approximation formulae for large N : y1 · · · yM ≈ 1− (t1+ . . .+ tN )/N ,
yN+L+1i = (1− ti/N)N+L+1 ≈ e−ti , and (uv∗)1/M ≈ 1− (δu+ δv∗) /(NM) neglecting O(N−2) terms.
The differential operator in eq. (3.56) acts on the function which is effectively a function of t =
t1 + . . . + tM . Changing the derivatives in this operator to ∂/∂ti = (∂t/∂ti)∂/∂t = ∂/∂t we obtain
T (N,L,M)(uv∗) ≈ N
ML+1
(L!)M
(
− ∂
∂t
)ML(1− e−t
t
)∣∣∣∣∣
t=(δu+δv∗)/M
. (3.57)
This formula cannot be easily extended to a general truncation of the matrices in the product, see
appendix C, because of the reason discussed in the paragraph after eq. (2.40). Nevertheless we expect
that the simple replacement ML→ L1 + . . .+ LM and (L!)M → L1! · · ·LM ! should do the job.
Let us again switch to the calculation of the one-point weight. Starting from eq. (2.22) the weight
reads
w
(L)
M (u) ≈
LM
π
∫
RM+
δ
(
M∑
m=1
ϑm − 1
N
δRu
)
M∏
i=1
(
1− e−ϑi
)L−1
dϑi (3.58)
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in the weak non-unitarity regime, where we introduced an abbreviation δRu = δu+ δu
∗ = 2ℜeδu. We
change the integration variables to θi given by ϑi =
1
N δRu θi. For large N the expansion
e−ϑi = 1− δRu θi/N is sufficient up to O(1/N2) corrections. We obtain
w
(L)
M (u) ≈
LM
π
Θ(δRu)
(
1
N
δRu
)ML−1 ∫
[0,1]M
δ
(
M∑
m=1
θm − 1
)
M∏
i=1
θL−1i dθi
=
LMN1−ML
π
Θ(δRu) (δRu)
ML−1
M−1∏
j=1
 1∫
0
θL−1(1− θ)jL−1dθ
 , (3.59)
and finally
w
(L)
M (u) ≈
(L!)MN1−ML
(ML− 1)!π (δRu)
ML−1Θ(δRu) . (3.60)
This result can indeed be readily extended to a product of random matrices originating from different
truncations N+Lj → N , see appendix C, by replacingML→ L1+ . . .+LM and (L!)M → L1! · · ·LM !.
This is the reason why we expect the same generalization of the asymptotic result (3.57) for the
truncated series T (N,L,M)(uv∗).
Collecting both asymptotic formulae (3.57) and (3.60) we find
K
(L,M)
weak (δu, δv) ≡ limN→∞
1
N2
K(N,L,M) (u, v)
=
Θ(ℜeδu)Θ(ℜeδv)
π(ML− 1)!
(
4(ℜeδu)(ℜeδv))(ML−1)/2 (− ∂
∂t
)ML(1− e−t
t
)∣∣∣∣∣
t=(δu+δv∗)/M
.
(3.61)
The factor 1/N2 results from the change of variables in the microscopic limit (3.54) which introduces
N−2 to the Jacobian d2δud2δv = N−4d2ud2v. Note that u and v are complex variables. The limiting
eigenvalue density (2.20) is
ρ
(L,M)
weak (δu) = K
(L,M)
weak (δu, δu) =
Θ(ℜeδu) (2ℜeδu)ML−1
π(ML− 1)!
(
− ∂
∂t
)ML(1− e−t
t
)∣∣∣∣∣
t=2(ℜeδu)/M
. (3.62)
This result agrees with the one found in Ref. [13] for M = 1. Note that the correlation functions
that follow from eq. (3.61) also agree for M = 1 with the correlation functions found in [15] for
non-Hermitian finite rank perturbations of rank L of GUE matrices.
As a check one can show that the bulk fluctuations in the strong non-unitarity limit can be
recovered from those of the weak non-unitarity regime by applying the following rescaling
δu→ Lr0 +
√
Lδuˆ and δv → Lr0 +
√
Lδvˆ , r0 ∈ R (3.63)
to eq. (3.61) and taking the limit of large L. In more detail, the exponential factor can be dropped in
the t-derivatives of eq. (3.57) since it is highly suppressed. We obtain(
− ∂
∂t
)ML(1− exp [−t]
t
)∣∣∣∣∣
t=(δu+δv∗)/M
≈ (ML)! 1
tML+1
∣∣∣∣
t=(δu+δv∗)/M
. (3.64)
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The expansion of the ML-th power in the weight (3.60) is straightforward. Retaining terms up to
second order in 1/
√
L we arrive at
lim
L→∞
K
(L,M)
weak (δu, δv) ≈
M
4πLr20
exp
[
−M
8r20
(|δuˆ|2 + |δvˆ|2 − 2δuˆδvˆ∗)
]
× exp
[
−ıM
√
L
2r0
ℑm(δuˆ− δvˆ) + ı M
8r20
ℑm((δuˆ)2 − (δvˆ)2)
]
. (3.65)
The phase factor in the last line cancels in the correlation functions. What remains is the Ginibre
kernel with some scale factor. This factor is proportional to the macroscopic level density
ρ(µ,M)(z = 1− r0) ≈ M
4πr20
, (3.66)
that is obtained from eq. (3.12) by expanding it in r0 for α = 1. The reason for α = 1 lies in the fact
that the ratio L/N , cf. its definition (3.1), does not make any sense in the scaling limit N ≫ L≫ 1.
Thus one has to omit this term.
4 Conclusions
We have studied the complex eigenvalues of products of truncated unitary random matrices. These are
obtained by removing rows and columns from larger unitary matrices of the same size or of different
sizes. Our investigations generalize previous works on spectral properties of a single truncated unitary
matrix [13] as well as of products of random matrices taken from the Ginibre ensemble [17]. We mainly
concentrated on the question, whether in the large matrix size limit the local spectral fluctuations
also called microscopic limit lead to the same universal correlations know from non-Hermitian random
matrix theory, namely the Ginibre ensemble, or if they give rise to new universality classes. This study
adds an important part to the full picture of the spectral properties of product matrices consisting of
a finite number of matrices recently discussed in several works [17, 18, 19, 20, 21, 22, 23, 24, 25, 26].
Our strategy was to first derive exact results for products of M matrices of size N , resulting from
truncations of unitary matrices of size(s) N + L (or N + Lj) by L (or Lj, with j = 1, . . . ,M), for
all parameters finite. Those results are in agreement with the very recently published works [20, 22].
In the next step two large N limits were identified, namely when both N and L become large with
L/N finite, named strong non-unitarity, and when L remains finite at large N , named weak non-
unitarity. We emphasize that the large N limits were not done before and are the main focus of our
investigations.
In the strong non-unitarity limit, the complex eigenvalues become concentrated in a supporting
disk inside the unit circle (the support for unitary matrices). Three regimes were separately analyzed.
At the edge and in the bulk of the support we found the same universal spectral correlations as for the
Ginibre ensemble (equivalent to a single truncated unitary matrix at M = 1) [39, 40, 41, 34, 42, 43].
The same feature was previously found for products of M matrices of the Ginibre ensemble [17]. At
the origin the same microscopic correlation functions as for M products of Ginibre matrices [17] were
derived. Therefore these classes labelled byM are also universal. Note that for a single Ginibre matrix
with M = 1 the origin is not special and displays the same local spectral statistics as in the bulk.
At weak non-unitarity the majority of complex eigenvalues condense on the unit circle, just as for
unitary matrices. Nevertheless, microscopically they still spread out inside the complex unit disk, with
a width of the order 1/
√
N . Zooming into these edge fluctuations a new class of correlations labelled
again by M were found, generalizing previous results for a single truncated unitary matrix [13].
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It remains to be shown how much of this picture changes when considering different truncations
Lj in the large N limit. Only at strong non-unitarity at the origin and in the weak non-unitarity
limit we could show that the same class of universal correlations persists compared to using the same
truncation L for all matrices. Such investigations are currently under way. It would also be very
interesting to try to use our findings in various applications mentioned in the introduction.
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A The measure for truncated unitary matrices
We briefly derive the measure for the ensemble of N ×N matrices obtained by truncation of a single
unitary matrix U distributed with respect to the Haar measure dχ(U) of U (N + L). The truncation
selects the upper left block X which we choose for simplicity to be quadratic2 of size N × N from a
unitary matrix of size (N + L)× (N + L)
U =
(
X W
V Y
)
. (A.1)
The probability measure forX is obtained by integrating over the remaining blocks: V of size L×N ,W
of size N×L and Y of size L×L. It is convenient to represent the Haar measure for U as a flat measure
with a matrix Dirac delta function which selects unitary matrices dχ(U) = δ(1N+L − UU †)d[U ]. We
have
UU † =
(
XX† +WW † XV † +WY †
Y X† + YW † V V † + Y Y †
)
(A.2)
and d[U ] = d[X]d[Y ]d[W ]d[V ], to be inserted in
dχ(X) =
∫
δ
(
1N+L − UU †
)
d[U ] . (A.3)
This result is equivalent with lemma 7 in [20] proven by a QR-decomposition.
The integration over Y , W and V is performed in two steps. First we integrate out V and Y , by
introducing an integral representation of the Dirac delta function for (N + L) × (N + L) Hermitian
matrices
δ(A) =
1
πN22N
∫
exp [ıtrAH] d[H] =
1
πN22N
∫
exp [trA(ıH − 1N+L)] d[H] , (A.4)
where H = H† and A = A†. The shift introduced in the second expression is useful for ensuring the
absolute convergence over the integrals in V and Y , see the calculation below. After subdividing H
2The more general result readily follows and is quoted at the end of this section.
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in appropriate subblocks Hj, j = 1, 2, 3, where H1, H3 are Hermitian, we have
dµ(X) ∝ d[X]
∫
exp
[
tr
(
UU † − 1N+L
)(
ı
(
H1 H2
H†2 H3
)
− 1N+L
)]
d[H1]d[H2]d[H3]d[V ]d[W ]d[Y ]
∝ d[X]
∫
det−L−N [ıH3 − 1 L] exp
[
tr (XX† +WW † − 1N )(ıH1 − 1N )
]
× exp
[
trH†2(XX
† +WW †)H2(ıH3 − 1L)−1 − tr (ıH3 − 1 L)
]
d[H1]d[H2]d[H3]d[W ]
∝ d[X]
∫
δ(XX† +WW † − 1N ) det−L−N [ıH3 − 1 L]
× exp
[
trH†2H2(ıH3 − 1 L)−1 − tr (ıH3 − 1 L)
]
d[H2]d[H3]d[W ]
∝ d[X]
∫
δ(XX† +WW † − 1N ) d[W ] . (A.5)
In the first step we have integrated out V and Y which are Gaussian, leading to determinants with
powers −N and −L, respectively. In the second step we have rewritten the integral over H1 as a
Dirac delta function of the invariant XX†+WW † = 1N . The Gaussian integral over H2 results in an
additional power of +L of the same determinant and finally the integral over H3 decouples and merely
contributes to the global normalization constant. The only nontrivial contribution to the measure of
X comes from the remaining constraint of the upper left corner in eq. (A.2).
The remaining integral can be computed by writing the Dirac delta function as an integral em-
ploying eq. (A.4) and finally integrating over W , i.e.
dµ(X) ∝ d[X]
∫
exp[tr (XX† +WW † − 1N )(ıH1 − 1N )] d[H1]d[W ]
∝ d[X]
∫
det−L[ıH1 − 1N ] exp[tr (XX† − 1N )(ıH1 − 1N )] d[H1]
= d[X]
∫
det−L[ıH1 − 1N ] exp[tr (X†X − 1N )(ıH1 − 1N )] d[H1]. (A.6)
The last two integrals over H1 are versions of the Ingham-Siegel integral as discussed in [46]. However
we have to distinguish two cases. For the case L ≥ N we find
dµ(X) ∝ d[X]detL−N [1N −XX†]Θ(1N −XX†) (A.7)
yielding the result given at the beginning of the paper (2.3). Note that one can equivalently derive
the result (A.7) from eq. (A.5) by the following change of variables W →
√
1N −XX†W . Exactly in
this kind of derivation the condition L ≥ N becomes immediate. The matrix WW † has N − L zero
modes in the case N > L such that the remaining Dirac delta function δ(WW † − 1N ) can never be
satisfied. Thus for the case N > L we have to remain with the integral representation (A.6).
For completeness we mention that repeating all the steps given above one obtains exactly the
same result for a rectangular truncation, that is when the block X is an N1 ×N2 rectangular matrix.
Denoting the complementary dimensions of truncated blocks by L1 and L2 fulfilling the condition
L1 −N2 = L2 −N1 ≥ 0 where N1 + L1 = N2 + L2 is the dimension of the original Haar distributed
unitary matrix, the result reads
dµ(X) ∝ d[X] detL1−N2(1N2 −X†X) Θ(1N2 −X†X)
∝ d[X] detL2−N1(1N1 −XX†) Θ(1N1 −XX†).
(A.8)
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B Joint probability density of the eigenvalues
In this appendix we briefly recall how to integrate out the strictly upper triangular matrix Ti in the
integral (2.9). We are looking for an explicit expression only depending on the elements of the diagonal
matrix Zi as given in eq. (2.10). Such an expression can be derived using a Schur decomposition (we
pursue this idea, too) in [13, 20, 22], see also [14] for the case L ≥ N . Here we repeat the derivation
for the sake of self-consistency and completeness.
For simplicity we will drop the index i in this appendix. Let us only recall that T is strictly upper
triangular, that is Tab = 0 for N ≥ a ≥ b ≥ 1 on the diagonal and below. Furthermore we introduce a
matrix S = Z+T which is (not-strictly) upper triangular and becomes quite convenient in the ensuing
discussion. Our goal is to calculate the following integral
IN =
∫
det−L[ıH − 1N ] exp[tr (S†S − 1N )(ıH − 1N )] d[H]d[T ] (B.1)
which is equivalent to eq. (2.9) up to a constant. We keep an explicit index N on the left hand side
since we are going to do this integral recursively in the matrix size N . In the calculations below
we will also use reduced matrices of size N − 1. They will be denoted by 1N−1, H ′, T ′, and S′,
respectively. They are obtained from 1N , H, T , and S by removing the N -th column and the N -th
row. In particular we split the matrices S and H in four blocks
S =
(
S′ ~v
~0T zN
)
and H =
(
H ′ ~w
~w† hN
)
(B.2)
built of (N − 1)× (N − 1) blocks S′ and H ′ and 1× 1 blocks consisting of single elements zN ∈ C and
hN ∈ R. Additionally the off-diagonal blocks correspond to vertical and horizontal vectors consisting
of N − 1 elements. The elements of the vertical vectors ~v and ~w are equal to vj = SjN and wj = HjN ,
j = 1, . . . , N − 1, respectively. All elements of the horizontal vector ~0T are equal to zero. Using these
conventions we can reduce the matrix dimension from N to N − 1 in the integral (B.1)
IN =
∫
det−L
[
ıH ′ − 1N−1 + ~w~w
†
ıhN − 1
]
(ıhN − 1)−L (B.3)
× exp[tr (S′ †S′ − 1N−1)(ıH ′ − 1N−1) + (~v†~v + |zN |2 − 1)(ıhN − 1)]
× exp[ı ~w†S′ †~v + ı~v†S′ ~w]d[H ′]d[T ′]d[w]d[v]dhN
Here we applied the following identity
det
[
A B
C D
]
= det (D) det
(
A−BD−1C) , (B.4)
where in our case the first factor is the determinant of a 1 × 1 matrix. In the first step we integrate
over ~v such that we have
IN ∝
∫
det−L
[
ıH ′ − 1N−1 + ~w~w
†
ıhN − 1
]
(ıhN − 1)−L−N+1 exp[(|zN |2 − 1)(ıhN − 1)] (B.5)
× exp
[
tr (S′ †S′ − 1N−1)(ıH ′ − 1N−1)− ~w
†S′ †S′ ~w
1− ıhN
]
d[H ′]d[T ′]d[w]dhN .
In the next step one can shift H ′ → H ′ − ı ~w~w†/(1 − ıhN ) which is legitimate since we do not cross
any pole of the determinant. Then we end up with a Gaussian integral in ~w which can be done,
IN ∝
∫
det−L
[
ıH ′ − 1N−1
]
(ıhN − 1)−L exp[(|zN |2 − 1)(ıhN − 1)] (B.6)
× exp
[
tr (S′ †S′ − 1N−1)(ıH ′ − 1N−1)
]
d[H ′]d[T ′]dhN .
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The integral over hN can be performed via the residue theorem and we find the recursion
IN ∝ w(L)1 (zN )IN−1 (B.7)
with
w
(L)
1 (zN ) ∝
(
1− |zN |2
)L−1
Θ(1− |zN |2) . (B.8)
Note that the function on the right hand side is independent of N . The only part that depends on N
is the coefficient which was skipped. Inserting this result into eq. (B.7) we eventually obtain
IN ∝
N∏
n=1
w
(L)
1 (zn) ∝
N∏
n=1
(
1− |zn|2
)L−1
Θ(1− |zn|2) , (B.9)
in agreement with eq. (2.10) and [13, 14, 20, 22].
C The model with different truncations
Let us consider a neat generalization where the matrices Xj have still the same size N × N but
they were truncated from unitary matrices of different size, Uj ∈ U(N + Lj), with Lj > 0 for all
j = 1, . . . ,M . Then the measure of the product matrix X reads
dν(X) = d[X]
∫
det−Lj [ıH1 − 1N ] exp[tr (X†X − 1N )(ıH1 − 1N )] d[H1] (C.1)
=
M∏
j=1
detLj−N (1N −X†jXj)Θ(1N −X†jXj)d[Xj ],
where the second line only applies in the case Lj ≥ N . The question is what the one-point weight
function will look like. To reach this goal we go along the same lines as in the previous subsections.
Notice that the Vandermonde determinant in the joint probability density (2.14) remains un-
changed since the generalized Schur decomposition still applies, such that we have
P (N,L1,...,LM ,M)(Z) =
1
N !
M∏
j=0
N−1∏
l=0
(
Lj + l
l
)−1 N∏
a<b
|za − zb|2
N∏
n=1
w
(L1,...,LM )
M (zn) , (C.2)
with the normalized one point weight function
w
(L1,...,LM )
M (zn) =
∫
CM
δ(2)
zn − M∏
j=1
zjn
 M∏
i=1
Lj
π
(1− |zin|2)Lj−1Θ(1− |zin|2)d2zin . (C.3)
It is obviously symmetric in the indices Lj. For L1 = . . . = LM = L we have w
(L,...,L)
M = w
(L)
M in
comparison to the former sections.
Again the one-point weight satisfies a recurrence relation
w
(L1,...,LM )
M (z) = 2π
∫ 1
0
w
(LM )
1 (r
′)w
(L1,...,LM−1)
M−1
( z
r′
) dr′
r′
, (C.4)
as well as with other permutations of the indices Lj on the right hand side which is very similar to
the one in Eq. (2.23). The recurrence relation in terms of the Mellin transform
M
(L1,...,LM )
M (s) =
1∫
0
Ω
(L1,...,LM )
M (s)x
s−1dx, with Ω
(L1,...,LM )
M (|z|2) =
1
π
w
(L1,...,LM )
M (z) (C.5)
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reads
M
(L1,...,LM )
M (s) =M
(L1,...,LM−1)
M−1 (s)M
(LM )
1 (s) =
M∏
m=1
M
(Lm)
1 (s) . (C.6)
The inverse Mellin transform yields the one-point weight w
(L1,...,LM )
M . Hereby we can benefit from the
known result of the Mellin transform M
(Lj)
1 , cf. eq. (2.30). Thus the one-point weight is
w
(L1,...,LM )
M (z) =
1
π
∫
C
M∏
l=1
Ll!
Γ(−u)
Γ(Ll − u)
|z|2u du
2πı
Θ(1− |z|) (C.7)
=
1
π
M∏
l=1
Ll! G
M, 0
M,M
(
L1,...,LM
0,...,0
∣∣∣∣ |z|2) Θ(1− |z|) .
Indeed our former result (2.31) can be easily retained by setting L1 = . . . = LM = L. Also the
moments of this weight can be easily computed and we find∫
C
w
(L1,...,LM )
M (z)|z|kd2z =
M∏
m=1
(
Lm + k/2
k/2
)−1
, (C.8)
which is a generalization of Eq. (2.15). The corresponding kernel from which the k-point correlation
functions are built up reads
K(N,L1,...,LM ,M)(u, v) =
√
w
(L1,...,LM )
M (u)w
(L1,...,LM )
M (v)
N−1∑
j=0
M∏
m=1
(
Lm + j
j
)
(uv∗)j , (C.9)
cf. eq. (2.19). The joint probability density, weight function and kernel agrees with the results from
[20, 22].
Note that most of the discussion of the asymptotics and the universality of the kernel (2.17) carries
over or can be trivially generalized to the kernel (C.9). Only the large N -asymptotics in the strong
non-unitarity regime where one has to zoom into the local scale of the bulk and of the soft edge is quite
involved due to the non-trivial saddle point equations arising from the choice L1 6= L2 6= . . . 6= LM .
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