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Abstract. The types of codes dealt with in detail are prefix codes, suffix codes, and two special 
classes of biprefix codes called infix codes and outfix codes. Conditions are given under which 
polynomially bounded D0L languages form codes of each of these types. 
A concept of homomorphism is defined for D0L systems. It is demonstrated that when E is a 
homomorphic mage of a D0L system D and L(E) is infinite, then: If L(E) is a code of any of 
the types listed above, then L(D) is also a code of the same type. A concept of derivative is 
defined for D0L systems that is closely related to a special type of homomorphism based on the 
erasure of finite symbols. Code properties "Of linearly bounded D0L languages are studied in 
detail. The results are then extended to apply to polynomially bounded D0L languages through 
the use of the newly introduced erivative concept. 
It is shown that for every polynomially bounded D0L language L, L\{I} is a commutative 
equivalent of a prefix code. Every D0L language is shown to be the union of (1) a finite set, (2) 
a finite number of D0L languageseach of which has a singleton as alphabet, and (3) a commutative 
equivalent of a prefix code. 
1. Background and introduction 
A D0L scheme is a pair S = (A, h) where A is a finite nonempty set and h is 
a homomorphism from A* into itself. A D0L system is a triple D = (A, h, w) where 
(A, h) is a D0L scheme and w is a non-empty string in A*. Each such D0L system 
D generates a D0L language L(D)={hi(w):i>~O}. Let p(x) be a polynomial with 
integer coefficients. Then the D0L system D is said to be bounded by p(x) if, for 
each i >I 0, the length of hi(w) <-<-p(i). A D0L system is polynomiaUy bounded if the 
system is bounded by some polynomial p(x). 
It was proved in [4] that each infinite polynomially bounded D0L language is 
either a prefix code or a suffix code. This result is the starting point of the present 
work. Here, a detailed investigation is made of the connection between code 
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properties and structural properties of polynomially bounded D0L languages. This 
is done by separating the problem into two parts: (1) the study of the linearly 
bounded D0L languages (see Section 5), and (2) the study of what we have called 
the derivatives of D0L systems (see Section 4). In Section 6 these parts are re- 
integrated to give a new treatment of the relationship between the code properties 
and the structural properties of polynomially bounded D0L languages. 
Our concern with code properties has been expanded to include not only prefix 
codes and suffix codes but also biprefix codes and what we have called infix codes 
and outfix codes. The main results in Section 5 have the pattern: Let L be the 
language generated by a linearly bounded D0L system D. Then either L has extremely 
strong code properties or L has extremely restricted structural properties. Proposi- 
tions 5.7, 5.8, 5.10, 5.11 and Corollaries 5.13, 5.14, 5.15 have this form. 
The central point of Section 4 is that code properties possessed by the language 
generated by the derivative D' of a D0L system D must hold for the language 
generated by D (see Corollary 4.1). When Sections 4 and 5 are combined in Section 
6 the main results take the form: Let L be the language generated by a polynomially 
bounded D0L system D. Then either L has extremely strong code properties or the 
language F generated by the final infinite derivative of D has extremely restricted 
structural properties. Theorem 6.2 and Corollary 6.3 have this form. The result from 
[4] that was stated above is obtained again in the present context as Corollary 6.1. 
Schutzenberger and Perrin have called attention to the concept of commutative 
equivalents of prefix codes (see [1, 9]). In Corollary 7.1, we combine Corollary 6.1 
with the results on finite D0L languages given in [4] and [5] to assert that, for 
polynomially bounded D0L languages L, L\{ 1 } is always a commutative equivalent 
of a prefix code. This leads to a result that links arbitrarily D0L languages with 
commutative quivalents of prefix codes (see Theorem 7.3). We close this article 
with a discussion of several unanswered ecidability questions concerning code 
properties of DOL languages. 
As background references on codes and on D0L languages, the works by Lallement 
[7], Perrin [9], Rozenberg and Salomaa [11] and Salomaa [12] are recommended. 
2. Codes and homomorphisms of free monoids 
Definitions. A subset C of a free semigroup A ÷ = AA* on a set A is: 
(1) a code if whenever an equation u~ . . .  u,,,= v~ . . .  v ,  holds where 
u~, . . . ,  Urn, V~,.. . ,  Vn lie in C, then u~ = v~; 
(2) a pref ix code if whenever strings u and uv lie in C, it follows that v = 1 ; 
(3) a su.Oix code if whenever strings u and t~ lie in C, it follows that v = 1 ; 
(4) a biprefix code if it is both a prefix code and a suffix code; 
(5) an infix code if whenever strings v and uvw lie in C, it follows that u = w = 1 ; 
and 
(6) an outf ix  code if whenever strings uw and uvw lie in (7, it follows that v = 1. 
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Notice that a prefix code (respectively, suffix code) is necessarily a code. Note 
also that an infix code (respectively, outfix code) is necessarily a biprefix code. The 
empty set is a code but the empty string does not occur in any code. 
Many of the assertions made in the present article are true for each of the six 
classes of codes defined above. For this reason we use the following convention: 
Each sentence below that contains the words "special code' has the force of six sentences: 
Obtain each of these six sentences by replacing all occurrences of "special code' by 
'code', by 'prefix code', . . . ,  by " outfix code'. 
Let A and B be finite sets and let f :  A*--> B* be a homomorphism. Let S be a 
subset of A*. 
2.1. Proposition. I f  the restriction o f f  to S is an injection and f (  S) is a special code, 
then S is a special code. 
Proof. When we have treated the first two cases, the remaining four cases will be 
clear: Suppose f (S)  is a code and that u l . . .  u,, = Vl... v, where u~, . . . ,  u,,, 
v l , . . . ,  v, are in S. Then f (u l ) . . . f (u , , )=f (v l ) . . . f (vn)  from which it follows that 
f (u l )=f (v l )  and ul = vl. 
Suppose f (S )  is a prefix code and that both u and uv lie in S. Then both f (u)  
and f (u ) f (v )  lie in f (S )  from which it follows that f (v )= 1. Consequently, f (uv)= 
f (u ) f (v )  =f(u) ,  uv = u, and v = 1. [] 
Definition. A subset T of A* is a commutative equivalent of a subset S of A* if there 
is a bijection b: S--> T for which, for each s in S, b(s) is a permutation of s. 
Let A and B be finite sets and let f : A*-> B* be a homomorphism. Let C be the 
free commutative monoid on the set B. The elements of C may be regarded as 
Parikh vectors. Let p : B*--> C be the natural surjection, i.e., the Parikh map. 
2.2. Lemma. I f  the restriction of the composite homomorphism pf to S is an injection, 
then, for every commutative equivalent T of S, the restriction o f f  to T is an injection. 
I f  also f (A )  ~_ B • {1}, then, for every commutative equivalent X o f f (S ) ,  there is a 
commutative equivalent T of S for which f (T )  = X. 
Proof. Let the restriction of pf  to S be an injection and suppose f (y )=f (z )  where 
y and z lie in the commutative equivalent T of S. Let b: S--~ T be a bijection as 
required for commutative equivalence of S and Z Let u, v be elements of S for 
which y = b(u) and z = b(v). We compute: pf(u) =pfb(u) =pf(y) =pf(z)  = pfb(v) = 
pf(v) from which if follows that u = v and therefore y = b(u) = b(v) = z. 
This establishes the first assertion. The validity of the second assertion is now 
easily confirmed in visual imagery. [] 
2.3. Proposition. If (i) the restriction of the composite homomorphism pf to S is an 
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injection, (ii) f (A)  c B u {1}, and (iii) f (S)  is a commutative equivalent of a special 
code, then S is a commutative equivalent of a special code. 
Proof. Assume the three hypotheses and let X be a special code to which f (S)  is 
commutatively equivalent. By the second assertion of Lemma 2.2 there is a commuta- 
tive equivalent T of S for which f (T )  = X. By the first assertion of Lemma 2.2 the 
restriction of f to T is an injection. From Proposition 2.1 it follows that T is a 
special code. [] 
3. Codes and homomorphisms of D0L systems 
Definition. A homomorphism from a D0L system D= (A, h, u) to a D0L system 
E = (B, k, v) is a monoid homomorphism f :A* -~ B* for which fh = kf andf(u)  = v. 
This definition of the homomorphism for D0L systems is suggested by the general 
theory of algebras: As an instance of a general algebra, D consists a set A*, the 
binary operation of concatenation, the unary operation of applying h, and the nullary 
operation of choosing a base point u. The definition given above for a 
(homo)morphism f makes the usual demand on f :  f must commute with the (three) 
operations of D. 
Notice that for any such homomorphsim f and any nonnegative integer i, the ith 
string of the sequence of D is mapped onto the ith string of the sequence of E 
since fh i (u )= k~f(u)= k~(v). Consequently, we have the following fundamental 
property of homomorphisms: f (  L( D) ) = L( E ). 
3.1. Theorem. Let f be a homorphism from a D0L system D = (A, h, u) to a D0L 
system E = ( B, k, v) and assume that L( E ) is infinite. Then L( D ) must be a special 
code if L(E) is a special code. Assume further that f (A)  ~ B u (1}. Then L(D) must 
be a commutative equivalent of a special code i lL(E)  is a commutative equivlaent of 
a special code. 
Proof. Suppose f(hi(u))=f(hJ(u)) for nonnegative integers i and j. Then ki(v)= 
kif(u) =fhi(u) =fhJ(u) = kJf(u) = kJ(v). Since L(E) is infinite, it follows that i=j. 
Consequently, the restriction o f f  to L(D) is a bijection. From Proposition 2.1 it 
follows that if L(E) is a special code, then so 'is L(D). 
If k~+J(v) were a permutation of ki(v) for some nonnegative integer i and some 
positive integer j, then, for each positive integer m, k~+mJ(v) would also be a 
permutation of ki(v) and if would follow that L(E) is finite. Consequently, the 
restriction of pf to L(D) is an injection, where p is the Parikh mapping of B* onto 
the free commutative monoid C of Parikh Vectors over B. From the further assump- 
tion that f (A)  _ B u { 1} and Proposition 2.3 it follows that if L(E) is the commutative 
equivalent of a special code then so is L(D). [] 
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The program of the present work is indicated by Theorem 3.1: We demonstrate 
code properties of infinite languages generated by D0L systems by demonstrating 
them for infinite languages generated by proper homomorphic images of the systems. 
For this purpose a useful class of homomorphisms can be obtained through erasing 
appropriate subalphabets. 
Definition. Let B be a subset of the alphabet A of a D0L system D = (A, h, w) and 
let S be the set of symbols in A that occur in at least one string in L(D). We say 
that B is inaccessible if, for each s in S for which h(s) contains an occurrence of 
a symbol in B, we have s in B. 
Let D = (A, h, w) be a D0L system. Let B be a subset of A which is inaccessible 
and for which at least one symbol in B occurs in w. Define the homomorphism 
e[B]:A*-->B* by e[B](a)= a if a is in B and e[B](a)= 1 otherwise. We refer to 
such a homomorphism e[B] as erasure down to B. It is easily verified that E = 
(B, k, e[B](w)) is a D0L system, where k is the restriction of e[B]h to B. Then e[B] 
is a homomorphism from D to E. 
3.2. Example. Let D --- (A, h, ala2a3a4) be a D0L system where the following infor- 
mation is given: A={a i :  1 ~< i<~ n}, n~>4, h(a l )= a4a2alaa, h(a2) = a3a2a3, and 
neither a~ nor a 2 occur in h(ai) for 3<~ i<~ n. From Theorem 3.1 we may conclude 
that L(D) is a prefix code as follows: The set B ={ai, a2} is inaccessible. Let 
e[B]:A*-> B* be the homomorphism defined by erasing down to B. Then e[B] is 
a homomorphism from D to E = (B, k, ala2) where k (a l )= aEal and k(a2)= a2. 
Since L(E) = a*ala2, L(E) is a prefix code. From Theorem 3.1 it follows that L(D) 
is a prefix code. Since L(E) is not a suffix code we cannot tell whether L(D) is a 
suffix code or not from the information given. [] 
4. Derivatives, polynomial growth, and exponential growth 
Let D = (A, h, w) be a D0L system. A symbol a in A is either finite or infinite 
relative to D according as the language generated by (A, h, a) is finite or infinite. 
Evidently, the set A' of all infinite symbols in A is inaccessible. Assume that A' is 
not empty and that some symbol in A' occurs in w. Then we may form a homomorphic 
image of D by erasing down to A' as described in Section 3: Let e[A']:A*-> A'* 
be the homomorphism that erases finite symbols but leaves infinite symbols 
unchanged. 
Definition. Let D = (A, h, w) be a D0L system. Let A' be the subalphabet of infinite 
symbols and let e[A'] be the homomorphism that erases down to A'. When at least 
one symbol in A' occurs in w, we define the derivative of D to be the homomorphic 
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image D '= (A', h', w') where h' is the restriction of e[A']h to A' and where w'= 
e[A'](w). When no symbol in A' occurs in w, we do not define D', but say instead 
that D' vanishes. 
Iteration of differentiation is meaningful. Successive derivatives of a D0L system 
D = (A, h, w) are denoted D', D" , . . .  with the nth derivative also denoted D (n) and 
the alphabet of D (n) denoted A ("). When the derivative D' of a system D vanishes, 
we also say that D (n) vanishes for all n > 1. We consider that a vanishing derivative 
has empty alphabet. The following result is an immediate consequence of Theorem 
3.1 and the definition of the derivatives of a D0L system. 
4.1. Corollary. Let D be a D0L system for which the language L( D <n)) generated by 
the nth derivtive D ~ of D is infinite. I f  L( D <n)) is either a special code or a commutative 
equivalent of a special code, then so is L( D ). 
In Example 4.2 below we give a set of polynomially bounded D0L systems the 
interrelationships among which are paradigmatic for the class of polynomially 
bounded systems as a whole. 
4.2. Example. For each nonnegative integer n we define a D0L system 
Pn = ({ao, a l , . . . ,  an}, {h(ao) = aoal, h(ai) = ata2, . . . ,  
h(a,,_l) -- an-lan, h(an) = a,}, ao). 
It is an elementary matter to keep account of the numbers of occurrences of each 
of the symbols ar (0~ < r~ < n) in the ith string generated by Pn as i progresses from 
1 to infinity. A tabulation of these numbers through a few consecutive steps shows 
that the first n + 1 right slanting diagonals of the triangle of Pascal are being 
generated. This observation may be summarized: For i a nonnegative integer and 
0<~ r<~ min{n, i}, the number of occurrences of ar in the ith term of the sequence 
generated by Pn is the binomial coefficient ( i ! ) / [ ( i -  r)!r!] which is a polynomial of 
degree r in i. It follows that Pn is bounded by a polynomial of degree n and not 
by any polynomial of degree n -  1. 
Observe that, for each positive integer i <~ n, P~ coincides with P~-I. The derivative 
of Po vanishes. Thus the sequence of derivatives of Pn is Pn-~, Pn-2, • • •, PI, Po and 
the first derivative of P, that vanishes is the (n + 1)st derivative. 
Ehrenfeucht and Rozenberg made a major study of polynomiaUy bounded D0L 
languages in [2]. In this work, an alternate concept of a D0L system with rank was 
developed and was shown to be equivalent to the concept of a polynomially bounded 
system. This work was reported upon briefly in [3]. The following result is merely 
an adaptation of results given in [2] to our present derivative terminology. 
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4.3. Theorem. A D0L system D = (.4, h, w) is bounded by a polynomial of degree n 
if and only if the (n + 1 )st derivative of D vanishes. 
Proof. Let D = (A, h, w) be a D0L system. Assume that D is reduced, i.e., that every 
symbol in A occurs in some string lying in L(D). (By [11, p. 16] if D is not reduced, 
it can be replaced by a reduced system that generates the same sequence of strings.) 
Let R = {a in A :a lies outside the alphabet of some derivative of D (note: the 
alphabet of a vanishing derivative is considered to be the empty set)}. Define a 
function from R into the set of positive integers by r(a)= the least positive integer 
n for which a lies outside the alphabet of D ~). The positive integer r(a) is called 
the rank of the symbol a. If R = A, then D is called a D0L system with rank. I f  D 
is a system with rank, then a rank is defined for D itself by setting the rank of D 
to be the maximum value assumed by the rank function r. By [3, Theorem 4, p. 140] 
a D0L system is polynomially bounded if and only if it is a D0L system with rank. 
From [3, Theorem 5, p. 140] it follows that a system with rank n + 1 has growth 
bounded by a polynomial of degree n but by no polynomial of degree n - 1. From 
the two preceding sentences, Theorem 4.3 follows. [] 
The following known fact is an immediate consequence of Theorem 4.3 and the 
definition of the derivative. 
4.4. Corollary. I f  D = ( A, h, w) is bounded by a polynomial of degree n but not of 
any polynomial of degree n - 1, then A must contain at least n + 1 elements. 
For a D0L system D = (A, h, w) with a nonvanishing derivative D'= (A', h', w'), 
the alphabet A' of D'  is a proper subset of A unless D '= D. The finiteness of A 
results in a dichotomy concerning the behaviour of derivatives: Let k be the number 
of elements in A. Then either A (° is empty and D ") vanishes for some i <~ k, or 
A (~+~)= A ~° and D (i+1)= D (° for some i<  k From Theorem 4.3 it follows that a 
system D that is not polynomially bounded possesses a nonvanishing higher derivative 
E that satisfies the differential equation E' = E of exponential growth. Thus, the classical 
dichotomy of polynomial vs. exponential growth of D0L systems is expressed 
attractively in the terminology of differentiation. 
4.5. Example. Let D= (A, h, ababa) where A={a,  b}, h(a)= aba, and h(b)= b. 
Here, b is the only finite symbol so D' = (A', h', aaa) where A'= {a} and h'(a) = aa. 
Here, there are no finite symbols o A" = A' and D" = D'. No derivative of D vanishes 
since D ~")= D' for all n >I 1. L(D) is a code but L(D') is not. Although L(D) is 
neither a prefix code nor a suffix code, it has the commutative equivalent {a~bi-1 : i = 
3(2n), n ~> 0} which is a biprefix code. A second commutative equivalent, {ababa} u 
{aib~a~b~+la~: i = 2",j = [~(3i - 1)], n I> 1}, of L(D) is both an infix code and an outfix 
code. 
 voor r  t en  
Armtarrlam 
302 T. Head, J. Wilkinson 
5. Code properties of linearly bounded D0L languages 
A D0L system is said to be linearly bounded if it is bounded by a linear 
polynomial. From Theorem 4.3 we have the following characterizations of linear 
boundedness. 
5.1. Proposition. For a D0L system D that generates an infinite language the following 
conditions are equivalent: 
(1) D is linearly bounded; 
(2) D' generates a finite language; 
(3) D" vanishes; 
(4) there is a nonnegative integer B for  which no string in L( D)  contains more than 
B infinite symbols. 
Let (A, h) be a D0L scheme. A symbol a in A is mono-infinite if each string in 
the language generated by (A, h, a) contains only one infinite symbol. A symbol a 
in A is left-finite (respectively, right-finite) if it is mono-infinite and there is a positive 
integer B for which, for each nonnegative integer i, the infinite symbol in hi(a)  
occurs within the first B (respectively, last B) symbol occurrences. 
Let D = (A, h, w) be a linearly bounded D0L system. We establish three lemmas 
that will allow efficient proofs of propositions concerning code properties of the 
languages generated by linearly bounded systems. In these lemmas the letters a and 
b will be reserved for infinite symbols in A;  r, s, t, u, v, x, y, z will be reserved to 
denote strings in A*; and n will denote a nonnegative integer. 
5.2. Lemma. I f  a occurs in h"(a),  then it occurs only once and no other infinite symbol 
occurs in h " ( a ). 
Proof. If a occurred twice in h"(a), D would not even be polynomially bounded. 
If  a second infinite symbol b occurred in h"(a ) ,  then a would be an infinite symbol 
in the alphabet of D', i.e., L(D ' )  would not be finite. [] 
5.3. Lemma. Let h n ( uv ) = uy (respectively, h " ( vu ) = yu ). Then there can be at most 
one occurrence o f  an infinite symbol in u. I f  an infinite symbol occurs in u, it must be 
left-finite (respectively, right-finite). 
Proof. Suppose that u = raz where no infinite symbol occurs in r. Then uv = razv 
and uy = razy. The indicated occurrence of a in uv must be the ancestor of the 
indicated occurrence of a in uy. From Lemma 5.2 it follows that the indicated 
occurrence of a in uv cannot be the ancestor of any other occurrence of an infinite 
symbol in uy. It follows that a is left-finite. 
If there were a second occurrence of an infinite symbol in u, we would have 
u = rasbt with no infinite symbol occurring in s. Then uv = rasbtv and uy = rasbty 
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and the ancestor of the indicated occurrence of b in uy would necessarily be the 
indicated occurrence of b in uv. But then a would not be an infinite symbol. The 
lemma now follows. [] 
We prove a little more in the following lemma than is absolutely required in its 
single appl ication in Proposit ion 5.10. 
5.4. Lemma. I f  hn( u )= xuy and there is at least one occurrence of  an infinite symbol 
in u, then either 
(1) there is exactly one occurrence of  an infinite symbol in u and this symbol is 
mono-infinite, or 
(2) there are exactly two occurrences of infinite symbols in u the left one being 
right-finite and the right one being left-finite. 
In either case, no infinite symbol occurs in either x or y. 
Proof. Suppose first that u = ras where no infinite symbols occur in r or s. Then 
xuy = xrasy. The indicated occurence of a in xuy must have as its ancestor in u an 
infinite symbol. Therefore, the a in u must be the required ancestor. By Lemma 
5.2, xuy can contain no further occurrences of infinite symbols. It follows that a is 
mono-infinite. 
Suppose now that u = roa~r~a2.., r,_~anrn where n I>2, each ai is an infinite 
symbol, and there are no occurrences of infinite symbols in r0, r~ , . . . ,  r,. Then 
xuy=xroa~r~a2. . ,  rn_la, r,y. I f  the ancestor of the a~ in xuy were not the a~ in u, 
then it would follow from Lemma 5.2 that, for each i, 1 ~< i ~< n, the ancestor of ai 
in xuy would be an aj in u for which j > i. But then an could have no ancestor at 
all. We conclude that the ancestor of a~ in xuy is the a~ in u. Applying Lemma 5.2 
n - 1 times it follows that the ancestor of the ai in xuy is the a~ in u for all i, 1 <~ i <~ n, 
and, moreover, there can be no occurrence of an infinite symbol in either x or y. 
It follows that a~ is mono-infinite for all i, 1 <~ i <~ n, that a~ is right finite, that an is 
left-finite, and finally that n = 2 because no ai with 1 < i< n could be an infinite 
symbol as assumed. [] 
5.5. Proposition. Let D = (A, h, w) be a linearly bounded D0L system that generates 
an infinite language L. Then L is a prefix code (respectively, suffix code) unless the 
axiom of  D contains only a single occurrence of  an infinite symbol and that symbol is 
left-finite (respectively, right-finite). 
Proof. Suppose that L is not a prefix code. Then L contains strings of the form u 
and h"(u)  = uv where n is a positive integer. By Lemma 5.3, u contains only a single 
occurrence of an infinite symbol and this symbol is left-finite. It follows that the 
axiom w of D can contain only one infinite symbol and that it too must be 
left-finite. [] 
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5.6. Corollary. I f  the language generated by a linearly bounded D0L system is infinite, 
then the language must be either a prefix code of  a suffix code. 
Proof. Suppose that there is a D0L system D = (A, h, w) that is linearly bounded 
and that L(D)  is infinite but neither a prefix code nor a suffix code. Then it would 
follow from Proposition 5.5 that there is exactly one occurrence of an infinite symbol 
in w and that this symbol is both left-finite and right-finite. However, no infinite 
symbol is both left-finite and right-finite. [] 
The remaining results of this section are most easily established by using in the 
study of a D0L system D = (A, h, w) the two standard techniques of skipping ahead 
and speeding up. In studying D we may set aside an initial segment {h ~(w):0 ~< i <~ 
n - l} and skip ahead to the study of the system (A, h, h~(w)). Or we may argue by 
treating each of the n branches obtained by replacing the study of D by the study 
of the n speed ups .(A, h n, w), (A, h", h(w)) , . . . ,  (A, h n, h~-Z(w)). 
5.7. Proposition. Let D = (A, h, w) be a linearly bounded D0L system that generates 
an infinite language L. Then one of  the following mutually exclusive Conditions holds: 
(1) L is a prefix code. 
(2) There are strings ul , .  . ., u,, Pi, .. . , P~ for which 
L = u,p* u"  • • u u,,p* [I] 
and at least one of  the p~ is not 1. 
Proof. Notice that any finite set can be incorporated into an expression of the form 
[I] by choosing appropriately many of the Pi to be 1. This allows the skipping ahead 
that is done in the next paragraph. 
Assume now that L is not a prefix code. Then L contains trings of the form u 
and uv where uv = h n(u) for some positive integer n. Thus u is an initial segment 
of hn(u)= uv. Notice that then also: h(u) is an initial segment of h ' (h (u) )  = 
h(h~(u)) = h(uv)  = h(u)h(v ) ; . . .  ; hn- i (u) is an initial segment of h"(hn- l (u) )  = 
hn- l (h"(u))  = h"- l (uv)  = hn- l (u)hn- l (v) .  Consequently, after an appropriate skip 
ahead and a speed up by n we may assume that the first two strings generated by 
D are u and uv. Let vi = hi(v) for i i> 0. By Proposition 5.5 no infinite symbol occurs 
in v. Consequently, there is a nonnegative integer I and a positive integer P for 
which V1+p = vl. Notice that then also Vr+e = Vr for all K t> I. Consequently after 
skipping ahead by I and by speeding up by P we have a D that generates the 
language L = UVo... v1-1(vi . . ,  v1+p-l)*, This language has the form u~o* for ui = 
UVo... v1-~ and pj = v~... v1+p-l. The union of several anguages of this form with 
the finite set that was skipped over gives [I]. [] 
A symmetric image of the previous proof establishes the following proposition. 
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5.8. Proposition. Let D = (A, h, w) be a linearly bounded D0L system that generates 
an infinite language L. Then one of  the following mutually exclusive conditions holds: 
(1) L is a suffix code. 
(2) There are strings q l , . . . ,  qn, u~, . . . ,  u~for which 
L= q*u i  u " • " u q*u, [II] 
and at least one of  the qi is not 1. 
5.9. Corollary. There is no infinite D0L language that has both of  the forms given by 
[I] and [II]. 
Proof. Suppose D is a D0L system for which L(D)  is infinite and that L(D)  is of 
both form [I] and form [II]. Then L(D)  is regular and it follows that D is linearly 
bounded. Since L(D) is neither an prefix code nor a suffix code, we have contradicted 
Corollary 5.6. [] 
5.10. Proposition. Let  D = (A, h, w)  be  a linearly bounded D0L system that generates 
an infinite language L. Then one of  the following mutually exclusive conditions holds: 
(1) L is an infix code. 
(2) There are strings u l , . . . ,  un, ml , .  . ., m,,, v l , . . . ,  v, for  which 
L={u km~v k 'k t>0}U. . -U{ukm~v k:k>10}. [III] 
and at least one of  the ui or vj is not 1. 
Proof. Assume that L is not an infix code. Then L contains strings of the form u 
and xuy where xuy = h n (u) for some positive integer n. After an appropriate skip 
ahead and speed up by n we may assume that the first two strings generated by D 
are u and xuy. Let xi = hi(x) and y i= hi(y) for i~>0. By Lemma 5.4 no infinite 
symbol occurs in either x or y. Consequently, there are nonnegative integers j and 
k and positive integers p and q such that xj+p = xj and Yk+q = Yk. Letting I = max{j, k} 
and P = lcm{p, q} we have xx+p =Xl and y1+p = yr. After skipping ahead by I and 
speeding up by P we have a D that generates 
{(x,~_p_~...x,)kx,-~...XoUyo... y, -~(yt . . ,  y,+p_~)k : k~>0}. 
This language has the form {ukmivk'k>~O} for u i=Xw+p- l . . . x l ,  mi = 
xr - i . . .  XoUyo... y~-~, and vi = y~... YI+P-I. The union of several anguages of this 
form with the finite set that was skipped over gives [III]. [] 
5.11. Proposition. Let D = ( A, h, w) be a linearly bounded D0L system that generates 
an infinite language L. Then one of  the following mutually exclusive conditions holds: 
(1) L is an outfix code. 
(2) There are strings p l , . . . ,p , , ,  u l , . . . ,  un, V l , . . . ,  vn, ql , .  • . ,  q~for which 
L k k k k = {plu~ vl ql " k >~ 0}u"  • • u {pnu~vnq~ " k >>- 0} [IV] 
and at  least  one  o f  the ui or  v~ is not  1. 
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Proof. Assume that L is not an outfix code. Then L contains a string uv for which 
h"(uv)  = uxv  for a positive integer n and a string x. From Lemma 5.3 it follows that 
uv contains at most two occurrences of infinite symbols: at most one in u and at 
most one in v. Moreover, any infinite symbol occurring in u must be left-finite and 
any infinite symbol occurring in v must be right-finite. 
We consider first the case in which there are two infinite symbols in uv. Then 
h"(u)  cannot be proper initial segment of u since then (A, h, u) would generate a
finite language which would imply that no infinite symbol occurs in u. Likewise, 
h"(v )  cannot be a proper terminal segment of v. Consequently, there are strings y 
and z for which yz  = x, h" (u )  = uy, and h"(v )  = zv. After an appropriate skip ahead 
and a speed up by n we may assume that the first two strings generated by D are 
uv and uyzv. Let yi = h i (Y )  and zi = h i (z )  for i>~0. Since no infinite symbols occur 
in either y or z, there are nonnegative integers j and k and positive integers p and 
q such that yj+p = )9 and Zk+q = Zk. Letting I = max{j, k} and P = lcm{p, q} we have 
Y I+,  = Y1 and z1+t, = zi. After skipping ahead by I and speeding up by P we have 
a D that generates the language 
{Uyo. . . Y~- l (Y l .  . . Y I+P- l )k (Zr+e- l  . . . z I )kz I - I  ' ' '  ZoV : k~>0}. 
This language has the form {piukvkq i  " k>~ 0} for Pi = Uyo . . .  Y~- I ,  ui = y~. . .  Y1+p-I, 
vi = Z~+p_l . . .  z~, and qi = zz_~ . . .  ZoV. The  union of several anguages of this form 
with the finite set that was skipped over has the form [IV], 
The case in which there is only one occurrence of an infinite symbol in uv is 
simpler and results in a language of the form [IV] where also v~ . . . . .  v, = 1. We 
treat only the case in which an infinite symbol occurs in u: There are strings y and 
z for which yz  = xv  and h"(u)  = uy. After an appropriate skip ahead and speed up 
we may assume that the first two strings generated by D are uv  and uxv  = uyz. Let 
Yi = h i (Y )  and zi = h i ( z )  for i>~0. Since no infinite symbols occur in either y or z, 
there are non-negative integers j and k and positive integers p and q such that 
yj+, =yj and Zk+ p =Z k. Letting I =max{j, k} and P = lcm{p, q} we have y~+p =y~ 
and h+P = z~. After skipping ahead by I and speeding up by P we have a D that 
generates {Uyo. . .Y l _ l (Y l . . . y i+p_ l )kZ!  :k~>0}. This language has the form 
{p iukvkq i  " k>~0} forpi = Uyo. . . Y l - t ,  ui =Y l .  . . Y/+P-~, vi = l, and qi = ZI. The union 
of several anguages of this form with the finite set that was skipped over has the 
form [IV]. [] 
5.12. Proposition. Let  D = ( A ,  h, w)  be a l inear ly  bounded D0L sys tem that  generates  
an inf inite language L. I f  L is a biprefix code, then it must  be e i ther  an inf ix code or 
an out f ix  code. 
Proof. Suppose that L is neither an infix code nor an outfix code. By Propositions 
5.10 and 5.11, L must have both forms [III] and [IV]. In the right member of [III] 
infinite symbols can occur only in the strings mi and consequently there is a bound 
on the distance between any two occurrences of infinite symbols in strings in L. In 
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the right member of [IV] infinite symbols can occur only in the Pi and qi. Morever, 
for a given i there can be at most one occurrence of an infinite symbol in pi and at 
most one in q~. Further, any infinite symbol occurring in p~ must be left-finite and 
any infinite symbol occurring in q~ must be right-finite. From these conditions 
imposed on L by forms [III] and[IV] it follows first that no string in L contains 
two occurrences of infinite symbols, and second that any infinite symbol occurring 
in a string in L is either left-finite or right-finite. 
Since L is not an infix code, we have a string uav in L with no infinite symbols 
occurring in u or v, strings x, y in A*, and a positive integer p, for which hP(uav) = 
xuavy. After an appropriate skip ahead and a speed up by p we may assume w = uav 
and h(w)=xuavy.  Let xi=h~(x)  and y~=h~(y) for all i~>O. Then L contains the 
sequence of strings 
uav, Xouavyo, X1XoUal)yoYl , . . . ,  XjXj- 1 . . .  xlxouavyoyl . . . Y j - lY j ,  . . . .  
Recall that a must be either left-finite or right-finite. If a is left-finite (respectively, 
right-finite), then, for some nonnegative integer B and all i/> B, xi = 1 (respectively, 
yi-- l) and it follows that L is not a prefix code (respectively, suffix code). [] 
5.13. Corollary. A nonrational linearly bounded D0L language is either an infix code 
or an outfix code. 
Proof. Such a language must be a prefix code by Proposition 5.7, a suffix code by 
Proposition 5.8, and consequently either an infix code or an outfix code by Proposi- 
tion 5.12. [] 
Notice that a language of either the form [III] or the form [IV] is an especially 
simple sort of sequential linear context-free language. 
5.14. Corollary. A non-context-free linearly bounded D0L language is both an infix 
code and an outfix code. 
The pumping property of context-free languages assures that any context-free 
D0L language is linearly bounded [4]. Consequently, Corollaries 5.6 and 5.13 yield 
the following result, the first assertion of which was also noted in [4]. 
5.15. Corollary. An infinite context-free D0L language is either a prefix code or a 
suffix code. A nonrational context-free D0L language is either an infix code or an 
outfix code. 
6. Code properties of polynomially bounded D0L languages 
In this section we apply Corollary 4.1 to amplify the results of Section 5. Let 
D = (A, h, w) be a polynomially bounded D0L system that generates an infinite 
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language. Then there is a positive integer n for which D is bounded by a polynomial 
of degree n but by no polynomial of degree n - 1. According to Theorem 4.3, the 
(n + 1)st derivative of D will be the first one to vanish. Then D ~") generates a finite 
language and D ~"-~) is linearly bounded and generates an infinite language. We 
call this system D (n-l) the final infinite derivative of D. 
The following result was previously given in [4]. 
6.1. Corollary. Every infinite polynomially bounded D0L language is either a prefix 
code or a suffix code. 
Proof. By Corollary 5.6 the language generated by the final infinite derivative of a 
polynomially bounded D0L system D that generates an infinite language must be 
either a prefix code or a suffix code. By Corollary 4.1 the same must be true of the 
language generated by D. [] 
Combining Corollary 4.1 with Propositions 5.7, 5.8, 5.10 and 5.11 we have our 
central result. 
6.2. Theorem. Let D be a polynomially bounded system that generates an infinite 
language L. Let F be the language generated by the final infinite derivative of D. Then: 
( 1 ) L is a prefix code unless F has the form [I]. 
(2) L is a suffix code unless F has the form [II]. 
(3) L is an infix code unless F has the form [III]. 
(4) L is an out[ix code unless F has the form [IV]. 
6.3. Corollary. Let D, L, and F be as in Theorem 6.2. I f  F is not rational, then L is 
either an infix code or an outfix code. I f  F is not context-free, then L is both an infix 
code and an outfix code. 
7. D0L languages and commutative quivalents of prefix codes 
On combining results of [4] and [5] with Corollary 6.1 we obtain the following 
result which introduces the topic of this section. 
7.1. Corollary. For each polynomially bounded D0L language L, L\{ 1 } is commuta- 
tively equivalent to a prefix code. 
Proof. Let D = (A, h, w) be a reduced polynomially bounded D0L system generating 
a language L. Consider first the case in which L contains 1. In this case by the order 
of a symbol a in A we mean the least positive integer k for which hk(a)= 1. A 
prefix code commutatively equivalent to L can be produced as follows: In each 
string in L choose an occurrence of a symbol that has greatest order of all the 
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symbols that occur in that string. Then move this symbol to the left end of the string 
(see [4] or [5] if more details concerning this case are desired). 
Consider now the case in which L does not contain 1. For L finite it was proved 
in [5] that L must be either a prefix code or a suffix code. For L infinite, Corollary 
6.1 gives the same conclusion. Consequently, if L is not a prefix code, then a prefix 
code is obtained by reversing all strings in L. [] 
A D0L system D = (A, h, w) has constant alphabet if, for every u, v in L(D),  the 
same set of symbols of A occurs in u as in v. 
7.2. Proposition. Let D = (A, h, w) be a reduced D0L system which has constant 
alphabet and assume that A contains at least two symbols. Then L( D ) is a commutative 
equivalent of a prefix code. 
Proof. By Corollary 7.1 this result holds if D is polynomially bounded. Con- 
sequently, we may assume that D is exponentially growing. A symbol c in A has 
the expanding property if c occurs two or more times in hi(c) for some positive 
integer i. Since D is exponentially growing, at least one symbol in A has the 
expanding property [11, Exercise 3.13, p. 42]. 
We first treat the case in which there is only one symbol c that has the expanding 
property: Let a be any symbol that may occur in h(c) other than c itself. If there 
were a positive integer i for which c occurred in hi(a), it would follow that a is a 
second symbol having the expanding property. From this observation and the fact 
that c has the expanding property we conclude that c must occur at least twice in 
h(c). Consequently, in this case we produce a prefix code that is commutatively 
equivalent to L(D) simply by moving each occurrence of c in each string in L(D) 
to the left end of the string it occurs in. 
We now treat the case in which there are at least two symbols in A that have the 
expanding property: Let the number of symbols in A be k. We partition L(D) into 
k! languages as follows: L(D) = L(DI) u .  • • u L(Dk,) where Di = (A, h k:, hi- l(w)) 
for 1 ~< i <~ k !. Choose a one-one correspondence b tween the set {i : 1 ~< i ~< k !} and 
the k i distinct ways of ordering the k elements of A. For each i, 1 <~ i <~ k !, re-order 
the symbol occurrences in each string in L(Di) so that they follow the ordering of 
the alphabet hat corresponds to i. Let Li be the language obtained from L(Di) in 
this way. 
Arguing now by contradiction, we suppose that L~ is not a prefix code for some 
i, 1 ~< i <~ k !. Associated with i is a specific ordering of the elements of A. Let this 
ordering be al < a2<" "" < ak. By By our supposition there are strings u and v in 
Li for which u is a proper prefix of v. Consequently we have factorizations 
u = x~x2... Xk-lXk and v = x~x2... Xk-~XkVk, 
where xj lies in a f  for 1 ~<j <~ k and Vk lies in a~. Since at least two symbols in A 
have the expanding property, there is a j for which 1 ~ j~ k -1  and aj has the 
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expanding property. Then aj is certainly recursive, i.e., aj lies in h"(aj) for some 
m >/1. It follows that aj must occur in hm(aj) for an m such that 1 <~ m ~< k. Then 
aj must also occur in hk"(aj) and, consequently, each occurrence of aj in the string 
u must be the ancestor of an occurrence of aj in v. From the forms of the factorizations 
given for u and v it follows that aj occurs exactly once in hk'(aj) and that aj does 
not occur in hk"(am) for any m where 1 <~ m <~ k and m ~j. But then it follows that 
the number of occurrences of aj in hk!n(U) is equal to the number of occurrences 
of aj in u for all n >I 0. This contradicts the choice of aj as a symbol that has the 
expanding property. We conclude that L~ is a prefix code for 1 <~ i <~ k !. 
For any u in L~ and v in Lj, where 1 <~ i,j<~ k! and i# j ,  u cannot be a prefix of 
v because all symbols in A occur in both u and v and different orderings of A were 
used to order the symbols occurring in u and v. Consequently, [._] {L~ : 1 ~< i~ < k!} is 
a prefix code that is commutatively equivalent to L(D). [] 
Let D= (A, h, w) be a D0L system that generates an infinite language. An 
especially helpful combination of skipping ahead and speeding up can sometimes 
reduce problems to the constant alphabet case: Following [11, Theorem 1.1, p. 16], 
with an appropriate nonnegative skip ahead m, and an appropriate speed up n, a 
decomposition L(D)={h i (w) :O~i<m}uL(D l )U . ' ' t~L(D, )  of L(D) is 
obtained that has the following three properties: (i) Di =(A, h", h=+"-~(w)) for 
1 <~ i ~< n, (ii) each Di has constant alphabet, and (iii) letting A~ be the set of symbols 
that occur in strings in L(Di) for l<~i<~n, we have A~#Aj for i~j .  For such a 
decomposition it follows that no Ai can be contained in any Aj, for 1 <~ i, j <~ n and 
i~j ,  since any A~ ___ Aj propagates to A~+l_ Aj+~,..., eventually implying A~ = Aj. 
7.3. Theorem. Every D0L language is the union of 
(1) a finite set, possibly empty, 
(2) a finite number, possibly zero, of D0L languages each of which has a singleton 
as alphabet, and 
(3) a commutative equivalent of  a, possibly empty, prefix code. 
Proof. Let D = (A, h, w) be a D0L system. If L(D) is finite, the theorem holds 
trivially so we assume that L(D) is infinite. With an appropriate nonnegative integer 
m and an appropriate positive integer n, decompose L(D) into {hi(w) : 0 <~ i< m} u 
L(D~) u . . .w  L(D,)  where, for 1 ~< i~ < n, Di is reduced with constant alphabet and 
where the alphabets Ai and Aj of Di and Dj are distinct for i ~j.  
Each Di for which A~ is a singleton provides a language belonging to category 
(2) of the theorem. 
For each D~ for which A~ is not a singleton there is, by Proposition 7.2, a 
commutative equivalent, L~, of L(D~) which is a prefix code. For such prefix codes 
Li and Lj with a i ~ j  arising in this way, no string in L~ can be a prefix of a string 
in Lj since this would imply A~ c Aj. Consequently, the union of all the so produced 
prefix codes L~ is itself a prefix code as referred to in category (3) of the theorem. [] 
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The language L generated by the D0L system ({a, b}, h, b), where h(a) = ab and 
h(b) = a, is not a commutative equivalent of a prefix code, but L\{a, b} is. 
8. Problems on the existence of algorithms 
Let D = (A, h, w) be a D0L system and let L be the language it generates. 
Recall that Linna [8] has given a procedure for deciding whether L is a prefix 
code, hence also for deciding whether L is a suffix code or a biprefix code. 
Problem 1. Are there procedures for deciding whether L is an infix code or an outfix 
code? 
Problem 2. Is there a procedure for deciding whether L is a commutative equivalent 
of a prefix code? 
Perhaps Theorem 7.3 provides the first step toward a solution of Problem 2. 
We have shown that when D is polynomially bounded, L\{ 1 } must be a code [4]. 
Except for the case in which L contains 1, this was done by showing that L must 
be either a prefix code or a suffix code (Corollary 6.1). The situation is more 
complicated when D grows exponentially since examples how that L may be a 
code even though it is neither a prefix code nor a suffix code. In fact, the familiar 
system TM = ({a, b}, h, a), where h(a) = ab and h(b) = ha, generates a code which 
is neither a prefix code nor a suffix code. (The adherence of L(TM)=the limit 
language of L(TM) is the classical cube-free sequence studied by A. Thue and M. 
Morse (see [12])). 
Problem 3. Is there a procedure for deciding whether L is a code? 
This problem may be at least as difficult as the classical unsolved problem of 
D0L theory: Is there a procedure for deciding whether L is locally catenative? (See 
[10] for a discussion of this latter problem.) For L to be locally catenative is for L 
to fail to be multiplicatively independent, which is merely a specific manner of 
failing to be a code. This suggests the following problem. 
Problem 4. Is the problem of deciding whether L is a code reducible to the problem 
of deciding whether L is locally catenative? Is the latter problem reducible to the 
former? 
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