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ABSTRACT OF THE DISSERTATION
Anion Exchange Membranes in Electrochemical Energy Systems
by
Yunzhu Zhang
Doctor of Philosophy in Energy, Environmental & Chemical Engineering
Washington University in St. Louis, 2021
Professor Vijay Ramani, Chair
Non-CO2-emitting sources of renewable energy, such as solar and wind, have become quite
popular in recent years, and their electricity generation cost at scale has become comparable with
that of gas- and coal-fired power plants. However, their intermittent output makes the resultant
electricity hard to dispatch in a reliable manner in the absence of grid-scale electrical energy
storage (EES) technologies. Redox-flow batteries (RFBs) are promising devices for medium- to
large-scale electric energy storage. They are safe, reliable, and portable, and are designed with
decoupled power and energy modules, which makes it easy and cost-effective to scale their output
to meet user demands. However, a significant challenge in RFBs is low RFB efficiency, one key
reason for which is short-circuiting due to active ion species crossover through the membrane
between the electrolyte solutions.
This dissertation focuses on resolving this obstacle and addresses the aforementioned issues in two
parts. The first part focuses on the use of the boundary element method to model ion transfer and
xx

Donnan exclusion phenomena in both anion and cation exchange membranes. The results guided
the membrane fabrication for homogeneous, heterogeneous, and asymmetric membranes. The
second part of the dissertation focuses on studying the mechanism of ion selectivity in AEMs,
especially the Donnan exclusion effect. Once the mechanism of the ion selectivity of membranes
was well understood, modified AEMs with high ion selectivity were developed and applied in the
V-Ce ED-RFB and Ti-Ce ED-RFB. 79% energy efficiency (EE) was obtained after 100
charge/discharge cycles at 50 mA/cm2 in V-Ce ED-RFB. The highly selective AEMs mentioned
above exhibited < 0.4 % cation crossover over 1000 hours of operation. The ED-RFB showed
100% capacity retention over 1300 hours of charge/discharge cycles with >70% energy efficiency.

xxi

Chapter 1:Introduction
1.1 Introduction to redox-flow batteries
Increases in renewable energy production from solar and wind sources have stirred the demand for
energy storage devices that level energy consumption and production. Redox-flow batteries
(RFBs) are scalable and efficient electrical energy storage devices capable of accomplishing such
means. Compared to conventional batteries (e.g., lithium-ion or nickel-metal hydride), energy
storage capacity in RFBs is determined independently by the concentration and volume of liquid
electrolyte and not the size of the solid electrode itself, so-called electrode-decoupled RFBs (EDRFBs). Additionally, these devices can be tailored for applications requiring varying power
demands by engineering the stack of the RFBs to vary in cell area and number of cells. RFBs are
undesirable for portable applications due to their complicated system design requiring pumps,
sensors, containment vessels, and low volumetric energy density. Issues related to the materials’
cost, performance, and durability need to be improved for commercial realization. Nevertheless,
RFBs are desired over conventional batteries for medium- to large-scale power applications
(megawatt range) since their energy scales by the electrolyte volume and not by the size of the
electrode.
RFB types are defined by the electrolytes used in the system for carrying out the redox reactions.
For an electrolyte to be considered for an RFB, it must have a favorable redox potential and good
ion conductivity. As shown in Figure 1.1, a typical RFB employs concentrated electrolyte solutions
separated by an electron-insulating, ion-exchange membrane (IEM). The discharged form of the
redox species in each electrolyte is converted to the charged form during charging by an external
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power source. During the discharge process, the reverse occurs with electricity release via the
following half-reactions during discharge:
Negative electrode

An+ − e− → An+1

Positive electrode

C m+1 + e− → C m+

The concentration of the reacted redox species and the electrolyte volume determine the energy
capacity of the system, while the number of cells in the stack and the electrode area determine the
system’s power. The various efficiencies of the ED-RFB are calculated using the following
relationships

Coulombic efficiency (CE) =

Voltage efficiency (VE) =

Qd
× 100%,
Qc

Vd
× 100%,
Vc

Energy efficiency (EE) = (CE × VE) × 100%,

(1.1)

(1.2)
(1.3)

where Q is capacity, V is cell voltage, and the subscripts d and c refer to the discharge and charge
processes, respectively. CE is determined by the active species crossover through an IEM (related
to ion permeability and selectivity) and side reactions. VE is related to the overall resistance of the
RFB cell.
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Electrodes
Ion exchange membrane

Figure 1.1 Schematic of an RFB.

1.1.1 Key developments in redox-flow batteries
In the 1960s and 1970s, the Zn-Cl2 battery was undertaken but abandoned because it’s challenging
to prevent dissolved Cl2 from escaping.[1] In 1974, Thaller and co-workers at NASA evaluated
several redox species for developing an RFB.[2] They chose an iron-chromium redox couple over
all vanadium due to cost. However, Fe and Cr ions crossover and hydrogen evolution made the
energy efficiency low. To overcome the cross-contamination issue, Skyllas-Kazacos and coworkers studied the reversibility of vanadium ions (V(II)/V(III) and V(IV)/V(V)) in 1984.[3]
Although the VRFB has shown excellent cycle life and performance, the low energy density of the
vanadium species (compared with solid-state batteries) limits its use in large-scale energy storage
applications. The low energy density in all vanadium RFBs (25-35 Wh/kg) compares poorly with
conventional rechargeable batteries, e.g., lead-acid, lithium-ion (30-40 Wh/kg for lead-acid
battery, and 200 Wh/kg for Li-ion battery.[4], [5] And also, the cost of vanadium leads to an
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unacceptably high levelized cost of energy storage. Therefore, alternative redox species have been
studied and developed over the years.
To enhance energy density, vanadium-polyhalide RFB showed potential with the high solubility
of vanadium halides compared with vanadium sulfate salts. This RFB reached energy densities up
to 50 Wh/kg.[6] Hybrid RFBs with at least one redox couple species that is not fully in solution
(either a metal or a gas) offer a high energy density by their nature of the action. The underlying
concept was first proposed over 100 years ago, but the initial designs for practical use came out in
the mid of 1970s and early 1980s. In 2003, the energy density of Zn-Br RFB reached around 6085 Wh/kg. [7] In 2015, with the highly soluble I2/I3, the Zn-I RFB demonstrated 100 Wh/kg energy
density. [8] In 2011, the concept of Li-liquid RFB was proposed[9], [10], and in 2021, the
researchers' further studies achieved 10-times higher energy density than that of the conventional
VRB [11].
Another significant challenge in RFBs is to eliminate electrolyte crossover between the anolyte
and catholyte compartments. Electrolyte crossover eventually requires the replacement of the
expensive electrolyte solution if the electrolyte cannot be purified or reconditioned to its original
state.[4] A typical RFB employs concentrated electrolyte solutions separated by an electroninsulating, ion-conducting polymer electrolyte membrane (PEM). However, PEMs immersed in
concentrated electrolyte solutions are not 100% selective. The PEMs themselves facilitate the
transport of the electrolyte from one compartment to another since the electrolyte species itself
may be a counter-ion. Therefore, the elimination of electrolyte crossover is a difficult proposition.
Two hypotheses are commonly proposed to explain the mechanisms of suppressing electrolyte
crossover: (1) size exclusion and (2) Donnan exclusion. Size exclusion achieves high ion
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selectivity via steric hindrance, where organic and polymer-based redox-active species were
studied due to the large size of their molecules, making them difficult to transfer through the
membrane. In 1977, the concept of organic polymer batteries was discovered[12], and in 1981,
early attempts proved this idea in organic batteries. [13], [14] In 2011, the first all-organic active
species, where 2,2,6,6-tetramethyl-1-piperidinyloxy (TEMPO) and n-methylphthalimide (NMP)
served as the positive and negative active species, respectively, were reported.[15] In 2014, the
high voltage and high theoretical energy capacity predicted for a TEMPO-based polymer was the
first proof-of-concept to be tested in an RFB.[16], [17] In 2015, the optimized TEMPO-based
polymer RFB maintained a consistently high Coulombic efficiency of 99% after 10,000
charge/discharge cycles.[18] This high value indicated a lower rate of active species cross-mixing
during operation. Porous separators can also be used but they lead to mixing of the anolyte and
catholyte in all-liquid RFBs and so are useable only in cases where the anolyte and catholyte
consist of different oxidation states of the same element (e.g., V 2+, V3+, V4+, and V5+). As most
elements in the periodic table lack multiple soluble and stable oxidation states, porous separators
cannot be used to separate different elemental actives in all-liquid aqueous RFBs.
Donnan exclusion utilizes the Donnan effect where fixed charge groups attached to the backbone
of IEMs repel electrolyte species with the same charge. Suitable selection of the fixed charge
species (positive or negative) enables us to control the species that crosses over. Based on this
discussion, it may appear that perfect IEM permselectivity may be achieved by indefinitely
increasing the IEM fixed charge concentration. Unfortunately, increasing the fixed charge
concentration also increases IEM water uptake (water molecules being polar in nature), which in
turn worsens the mechanical properties of the IEM. [19], [20]
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To overcome this limitation, inorganic nanoparticles (NPs) have been incorporated into IEMs and
were found to improve permselectivity.[21]–[24] Several hypotheses have been proposed to
explain the effect of NP additives on ion permeability in IEMs:
•

NPs improve the membrane’s micro-heterogeneous structure and further modulate its ionic
permeability. A mathematical model of a micro-heterogeneous membrane showed that the
membrane structure affects the diffusion coefficient of ionic species [25], [26].

•

NPs act as physical barriers or fill the clusters inside the membrane matrix and block active
ion crossover. [27]–[29]

•

Hydrophobic NPs lower ion permeability.[30]

•

Charged NPs incorporated into the membrane matrix may enhance the Donnan exclusion
effect, thereby inhibiting ionic permeability.[31], [32]

Another way to avoid electrolyte crossover is using a membrane-free flow battery. In 2017, the
first proof-of-concept membrane-free RFB was developed based on two immiscible electrolytes
with a Coulombic efficiency of 100%.[33] Later, more studies focused on exploring different
combinations of immiscible electrolytes for membraneless RFBs, such as aqueous-nonaqueous
electrolytes[34], [35], aqueous-aqueous electrolytes[36], [37]. However, more studies are required
to solve the two main challenges: (1) the inherent self-discharge at the liquid-liquid interface and
(2) the need for reactor designs to keep two electrolytes separated. Table 1.1 shows a comparison
between all-aqueous RFBs, hybrid RFBs, aqueous organic RFBs, nonaqueous organic RFBs, and
membraneless RFBs.
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Table 1.1 A comparison between different flow batteries
Pros

Cons

All-aqueous

High

round-trip

efficiencies,

no Low energy densities, low power

RFB

precious-metal catalysts, energy, and density cells, active species crosspower are independent, long-life cycle, contamination, the low solubility
low self-discharge rates

Hybrid RFB

of active species

High round-trip efficiencies, low self- Complex, power & energy only
discharge

rates,

moderate

densities.

energy partly independent, limited life
cycle, precious-metal catalysts,
vapor pressure.

Aqueous

wide electrochemical window, high Multiple

electron

organic RFB

solubility, reduced crossover, increased reactions

could

transfer
lead

to

chemical and electrochemical stability, reversibility issues, high organic
fast electrode reaction kinetics.

molecule costs.

Nonaqueous

wide electrochemical window, and the High

organic RFB

high solubility of active species.

electrolyte

chemical

resistances,

instability,

and

crossover of the redox-active
materials.
Membraneless

Membrane-free.

Self-discharge at the interface and

RFB

battery design.
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1.2 Introduction to ion-exchange membranes for redox-flow
batteries
IEMs complete the electrochemical circuit by conducting ions between the anolyte and catholyte
compartments. IEMs with high ion selectivity exhibit low permeation rates of the active species to
minimize self-discharge and allow high Coulombic efficiencies. As mentioned in the previous
section, two mechanisms for eliminating the crossover of active species use the Donnan effect and
size exclusion. In 1911, Donnan built a mathematical model to describe the exclusion of co-ions
by semi-permeable membranes in biological contexts; hence, the effect is called Donnan
exclusion.[38]In the Donnan effect, fixed charge groups in IEMs help prevent co-ions from passing
through the membrane while allowing counter-ion to pass through, maintaining the electrolyte
balance during RFB operation, as shown in Figure 1.2. By modulating ion permeability through
membranes, Donnan exclusion has improved designs in several fields, including wastewater
treatment[39]–[41], desalination[42], and redox-flow batteries[43], [44].

(a)

(b)

CEM

AEM
N(CH3)3

SO
3

N(CH3)

SO3

3

Figure 1.2 Ion pathway through (a) a cation exchange membrane (CEM) and (b) an anion
exchange membrane (AEM).
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IEMs can be divided into two groups based on their fixed charge groups: cation exchange
membranes (CEMs) and anion exchange membranes (AEMs), depending on the types of fixed
charge groups attached to the membrane backbone. CEMs carry negatively fixed charge groups,
such as -SO3-, -COO-, -PO32-, -PO3H-, -C6H4O-, etc., while AEMs contains positively fixed charge
groups, such as -NH3+, -NRH2+, -NR2H+, -NR3+, -PR3+, -SR2+, etc., where R represents the rest of
the molecule. Due to the Donnan effect, AEMs allow the passage of anions but reject cations and
are suitable for most RFBs where redox-active species are cations, such as all vanadium RFB.
In addition to the high ion selectivity mentioned above, an ideal IEM should possess the following
properties.
1) Good ionic conductivity: IEMs with high ionic conductivity help minimize overpotentials
associated with ohmic losses, further reducing losses in voltage efficiency.
2) Good chemical stability: In an all vanadium RFB, VO 2+, and sulfuric acid are strong oxidants
that can deteriorate the ion-exchange membrane over time. This degradation can lead to the
loss of ion-exchange sites in the membrane, membrane thinning, and pinhole formation, further
leading to a failure in the battery’s cycle life.
3) Excellent mechanical stability: During long-term operation, mechanical degradation is
contributed by: (1) The repeated precipitation and dissolution of active species creating
mechanical stresses during the cycling, [45], [46], and (2) membrane with a high degree of
functionalization (DF) suffer from a large swelling ratio, which affects their mechanical
properties.
4) Cost-effective: The membrane cost dominates at 27%-44% of the total cost in the RFB system,
depending on the all-vanadium RFB scale. [47] This high contribution to overall capital costs
is especially true when the perfluorinated membrane, Nafion™️ is employed but should be
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lower if microporous separators are used (see limitations of microporous separators
above).[48], [49] However, the above factors involve trade-offs. For example, to attain higher
ionic conductivity, increased functionalization degree could lead to increased membrane
swelling, active species crossover, and poor mechanical properties.

1.2.1 Description of major types of ion-exchange membranes
Based on the membrane morphology, IEMs are classified into three groups: homogenous
membranes, heterogeneous membranes, and asymmetric membranes. In homogenous membranes,
which are usually dense with uniform morphology, their charged groups are directly attached to
the polymer backbone. Yu’s group reviewed the design of homogenous membranes based on their
backbones and side chains at the molecular level RFBs.[50] For the molecular design of backbones
to suppress the membrane swelling issue and improve the membrane stability, two effective
approaches are introduced: (1) to select a rigid backbone or (2) to induce a cross-linked network.
The recommended backbones include poly(aryl ether ketone) , poly(p-phenylene), and
poly(terphenylene). [51]–[53] For the molecular design of side-chains to surpass the ionic
conductivity of membranes, two effective approaches are introduced: (1) to tune the side-chain
length, (2) to select high hydrophilic side-chains. The recommended side-chain groups include
alkyl sulfonate groups[54], aromatic ether groups[55], nitrile groups[56], 1,2,3-triazole
groups[57], imidazolium groups[58], etc.
Heterogeneous membranes, or hybrid membranes, are prepared by several methods, physical
blending,[31] sol-gel method,[21], [28] and reinforcement method.[59] The physical blending
method mechanically mixes inorganic particles with membrane solution and further uses the
solution casting method to form hybrid AEMs. The sol-gel process mixes membrane solution with
metal alkoxide precursors, hydrolyzes, and condenses the precursors with the membrane by
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temperature control. The reinforcement method requires a porous supporting film with a rigid
structure and high mechanical strength. Then, a membrane solution is cast onto this supporting
film such that the active material fills the pores upon solvent evaporation. Compared to
homogenous membranes, heterogeneous membranes have better mechanical strength and a lower
swelling ratio without sacrificing electrochemical properties. [28], [31], [59]
Asymmetric membranes are commonly prepared by membrane surface modification. Luo et al.
reviewed the surface modification methods to improve membrane ion selectively.[60] Generally,
four types of surface modifications can be conducted with: (1) a highly cross-linked layer, (2) a
dense layer formed on a membrane surface, (3) an oppositely-charged surface layer, (4)
polyelectrolyte multilayers. The first modification uses chemical bonding with a cross-linking
agent between a highly conducting layer and a membrane surface.[61] The second method is
similar to the first one. Instead of using cross-linking agents, a dense polymer layer is formed on
a membrane surface by polymerization.[62], [63] The third method is to graft a charged group on
the oppositely charged membrane surface by electrodeposition with covalent bonding.[64] The
last approach employs layer-by-layer (LbL) polyelectrolyte deposition on the membrane surface.
[65], [66] The LbL technique has been widely applied to many research areas.[67]

1.3 Zeta potential
Zeta potential is a measurement used to determine the particle stability in a colloidal system and
has been widely used in many fields, such as biology [68], clay technology [69], wastewater
treatment [70], and inks for paints and other applications [71]. Zeta potential depends on the
properties of solution media(e.g., pH, ionic strength, viscosity, and temperature) and NPs
(concentration, size, and the nature of particles). [72] In acidic conditions, NP surface can become
protonated, leading to a positive charge on the particle surface, whereas in alkaline conditions, the
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surface is negatively charged. Additionally, due to the electrical double layer (EDL) being
compressed with increasing ionic strength, the zeta potential drops under these conditions.
NP concentration can affect the accuracy of the measurement of electrophoretic mobility by two
factors: (1) particle aggregation and (2) electrode blackening. Particle aggregation can lead to
particle loss from suspension, so the sample becomes too dilute for the instrument to achieve
sufficient signal, and/or the remaining dispersed NPs cannot represent the agglomerated majority.
Electrode blackening, which also can be caused by high ionic strength, can affect the electric field
strength, leading to an unreliable measurement. [72] Zeta potential is calculated by the
Smoluchowski theory, applied as the default analysis in many instruments, including the ZetaSizer
Nano ZS (used in this work). This theory assumes a linear relationship between the mobility of
particles and zeta potential.[73] However, larger particle, or aggregates, have lower electrophoretic
mobility leading to decreasing measurement signals. Therefore, an optimized NP concentration is
necessary for measurements under conditions where NPs aggregate. The nature of the NPs, e.g.,
crystal phase and surface modification on NPs, can affect the measured electrophoretic mobility
and corresponding zeta potential, e.g., for the same-sized NPs with different crystal phases, the
difference in zeta potential indicates that the selection of NPs also requires one to consider its
crystal phase.[74]

1.4 Transport model for ion-exchange membranes
IEMs carry fixed charges in their polymer matrix and can be designed to selectively allow the
passage of counter-ions while obstructing co-ions. Over the past few decades, IEMs have become
a key component in diverse applications, such as desalination, wastewater treatment, and energy
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conversion and storage.[22], [75] Ideally, only counter-ions should cross through IEMs. However,
in reality, co-ions also pass through, lowering the membrane performance (permselectivity),
contaminating electrolytes, and further reducing the cell efficiency. Because this problem is
important in electrodialysis[76], flow batteries[77], fuel cells[78], and many related systems[79],
a reliable description of the ion transport phenomena within the IEM and at the IEM-solution
interface is important.
Theories that describe ion transport mechanisms fall into several general groups, depending on
their basis, including (1) the absolute reaction rates[80], [81], (2) the thermodynamics of
irreversible processes[82]–[87], (3) the Nernst-Planck equations[38], [88]–[90] and (4) the
Onsager transport equations (or equivalently, Newman’s concentrated solution theory)[91]

The theories based on absolute reaction rates were first applied to the diffusion process by Eyring
in 1936.[80] Later, he modified the model by incorporating external forces into the general
absolute reaction rate expression.[81] Absolute reaction rate processes provide a better
understanding of transport through ion channels by allowing the permeating species to ‘jump’
between vacancies within the solvent lattices. In this model, the microscopic properties of the
membrane are considered when accounting for ion transport from one site to another inside the
membrane channel. However, several unknown parameters, e.g., the jump length between the sites
and the jump frequency, which are difficult to determine experimentally in the system, restrict the
range of applications of this approach.

Another group of transport models uses the principles of irreversible thermodynamics based on
the generalized Stefan-Maxwell equation.[86], [87] This simple model does not consider the
function of the driving forces, thus avoiding the need to solve differential equations within the
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domain of the membranes. In 1958, Spiegler described the interactions between ions, water
(solvent), and the membrane and then incorporated them into frictional coefficients, which are
related to the driving forces.[82] In the same year, Kedem and Katchalsky[83] incorporated
physiological measurements in the relations between forces and flows, an approach subsequently
pursued by Staverman[84]. Later, Spiegler and Kedem[85] developed the Spiegler-Kedem model,
modified on the Kedem-Katchalsky model and was more applicable in reverse osmosis[92],
nanofiltration[93], and ultrafiltration processes[94]. Originally, this model did not incorporate the
effects of the electrical field, but Darling’s group has expanded it to do so.[95] However, the
modified model considers membrane tortuosity and relies on semi-empirical parameters.

An alternate group of theories starts with the Nernst-Planck equation, which deviates from the
conservation of mass equation and is also able to be reduced from the Stefan-Maxwell equation.[96]
They incorporate the diffusion-migration mechanism, providing a more accurate description of the
ion flux, electrical field, and potential ion concentration profiles. In 1911, Donnan[38] established
a mathematical equation to describe a membrane’s selectivity for counter-ions; hence the
mechanism is called the Donnan effect or Donnan exclusion. In 1935, Teorell[88] first studied ions
transported against their concentration gradient in cation-exchange membranes. In 1936, Meyer
and Sievers[89], [90] published what is called the theory of Teorell, Meyer, and Sievers (TMS
theory), which combines Donnan equilibrium theory with the Nernst-Plank equation. Based on
experimental biological work, in 1943, Goldman[97] was the first to assume the electric field was
constant through the membrane, the basis of what is now called the ‘Goldman constant-field
equation’. Using the Goldman constant-field assumption, the flux can be simplified to express ion
permeabilities by using the Goldman-Hodgkin-Katz (GHK) voltage equation, as modified by

14

Hodgkin and Katz.[98] Goldman’s assumption has been widely used in ion transport models in
many other fields.[99]–[102]

However, Walz et al. were the first to realize that the Goldman constant-field assumption applies
only to very thin membranes (100 Å) with low ion concentrations (on the order of 10 -13 M).[103]
Without the constant-field assumption, the GHK voltage equation for calculating the membrane
potential becomes complicated.[104] Moreover, with or without the Goldman constant-field
assumption, the GHK voltage equation does not consider convective flow.

Strictly speaking, the Nernst-Planck equation is applicable to dilute solutions. This restriction is
the result of three implicit assumptions, namely – (1) the average fluid velocity equals the velocity
of the solvent (neglecting solute species contributions), (2) interactions between solute species are
negligible, and (3) the activity gradients are equal to the concentration gradients (i.e., activity
coefficient tends to unity). A more general treatment that is also applicable to concentrated
solutions would be the use of Onsager transport equations (or equivalently Newman’s concentrated
solution theory).[91], [105]–[108] Herein, the flux of the species of interest is related to the
gradient in electrochemical potential, which incorporates both chemical potential and electrical
potential contributions. This formulation avoids all three assumptions detailed above and thus
enables an accurate description of transport in concentrated solutions. Incorporating the various
electrolyte species interactions necessitates moving away from a scalar diffusion coefficient to a
matrix of Onsager transport coefficients. An n-component electrolyte thus yields n(n-1)/s transport
coefficients. The difficulty in the experimental determination of these coefficients hinders the
wider adoption of this transport formulation from examining practical systems. Thus, in this study,
we confine ourselves to the Nernst-Planck formulation.
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This study builds a simple, yet comprehensive, computational model based on the Nernst-Planck
equations. This model incorporates complex effects and provides an overall description of the ion
transport across CEMs and AEMs. As shown in Figure 1.3, in addition to the bulk solution, three
regions -- the charged membrane, the Donnan layer, and the Nernst layer -- determine ion transport.
The charged membrane creates an electric field attracting counter-ions from the solution, thereby
creating a boundary layer on the membrane surface. In this boundary layer, the concentration of
the counter-ions is higher than that in the bulk solution, and vice versa for the co-ions. This layer
is the Donnan equilibrium layer or Donnan layer. Between the Donnan layer and the bulk solution
lies the Nernst layer [109]. The Nernst layer is stationary, stagnant, and thin, usually on the order
of 10-5 to 10-4 m thick.[110] Current modeling research treats the Donnan layer as an interface
between the membrane and the bulk solution without taking the Nernst layer into account.[111]
Researchers also consider the ionic species transport through the Nernst layer (also called a
diffusion boundary layer or stagnant diffusion layer [112], [113]). However, they don’t discuss the
contribution of the Donnan layer, which must also be explicitly considered between the membrane
and the Nernst layer. Most research studies have provided a theoretical analysis of ion transport in
CEMs [114]–[116], and a few studies [117], [118] have studied the ion crossover mechanism
through AEMs carrying positively charged ion groups.
The model presented here accounts for the contributions of diffusion, convection, and migration
as they occur in various practical applications. It is based on the Nernst-Planck equation, Fick’s
law coupled with electroneutrality, and Donnan equilibrium conditions. Alternative approaches
have encountered computational challenges in simultaneously modeling the concentration and
potential gradient. To find the numerical solutions of such differential equations, the finite element
method (FEM) and the boundary element method (BEM) are commonly used. FEM approximates
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derivatives over small regions, whereas in BEM, discretization is performed only at the outer
boundary of the domain, i.e., the surface is considered for a volume domain, and a line is
considered for a surface. Mathematically, FEM reduces the order of the differential equation by
one, and BEM reduces the order by two. This order reduction is the essential advantage of BEM,
avoiding the discretization of the differential equations, reducing numerical instability, and
improving the accuracy of the method. For all these reasons, our model applies the BEM in
modeling concentration and potential gradients.
Barbero and co-authors applied the boundary element method (BEM) to model the ion transport
in different CEMs.[17] Our work is based on their study, with six modifications. Specifically, we
1) added the Nernst layer to the model, 2) created a mathematically more accurate BEM model, 3)
simplified their mathematical model and applied it to ordinary differential equations, 4) applied
dimensionless parameters instead of empirical values for more general cases, 5) showed the ion
flux crossover through both AEM and CEM, and 6) studied possible physical phenomena in three
conditions for redox flow batteries (RFBs). The cases were battery self-discharge process,
operation conditions, and inhomogeneous membranes for RFBs. These cases are chosen in order
of increasing complexity, with more terms in the Nernst-Planck equation becoming physically
relevant as we move from the first application case to the last. The modified method reduces
computation time and allows the model to be extended to multiple applications. This paper uses
the 1:1 binary electrolyte case to demonstrate the computational methodology, but the actual
system is more complex, and hence direct comparison is difficult. The model can only show the
trends in ion crossover in the system. In principle, this model can be combined with the
concentrated solution theory to describe more complex electrolyte systems with multiple ionic
species by accounting for all inter-ionic interactions; however the utility of such a model is likely
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to be limited by our ability (or inability) to accurately measure/estimate the coupled transport
parameters and “friction” factors.

Figure 1.3 a) Schematic sketch in four different regions: the bulk solution, Nernst layer, Donnan
layer, and the charged membrane. Ci,L1 and Ci,R1, electrolyte concentrations in the bulk solution
on the left and right sides of the membrane; Ci,L2 and Ci,R2, ion concentrations at the left- and
right-side Nernst layer/Donnan layer boundaries; Ci,Lm and Ci,Rm, co-ion concentrations at the
left- and right-side Donnan layer/charged membrane boundaries. σL and σR are the thicknesses of
the Nernst layers. b) Schematic depiction of the three case studies.

1.5 Research objectives
1.5.1 Modeling objectives
The BEM method is used to model ion transfer and the Donnan exclusion phenomena in both
AEMs and CEMs. The ion transport model is based on the Nernst-Plank equation with the addition
of Donnan exclusion. The modeling approach incorporates diffusion-migration-convection
phenomena and discusses ion transfer in three regions: the Nernst layer, the Donnan layer, and the
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charged membrane. The motive herein is to better understand the importance of Donnan exclusion
on ion transport flux through IEMs.

1.5.2 Experimental objectives
In a typical all-liquid RFB, the electrolytes are pumped through an electrochemical cell stack, and
dissolved active species undergo electrochemical redox processes at the electrodes. The positive
and negative electrodes are separated either by electron-insulating ion-exchange membrane (IEM)
separators or by porous separators in most RFB designs. Understanding the mechanism of ion
transfer through IEMs in aqueous ED-RFBs can help design membranes that effectively suppress
active-species crossover. The experimental objectives of this work are to (1) identify and confirm
the mechanism of ion permeability and the Donna exclusion effect in IEMs, (2) using particle zeta
potential as a criterion, to identify appropriate NP additives that enhancing ion selectivity of IEMs
through superior Donnan exclusion, (3) evaluate the properties, including ionic conductivity,
chemical, and mechanical stability, of the composite membranes and relate them to membrane
structure/composition, and (4) evaluate the membranes in ED-RFBs and monitor active species
crossover rate along with long-duration battery performance.
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Chapter 2:Theory
2.1 Theory of zeta potential
An EDL, a Stern layer and a diffuse layer, forms when charged particles are dispersed in a solution.
The Stern layer is the inner region of the EDL, where the ions carry counter-ions of NPs and are
strongly bound on the NP surface. The diffuse layer is the outer layer of the EDL, which consists
of both co-ions and counter-ions that move beyond the Stern layer. A slipping plane, or shear
plane, is a hypothetical layer within the diffuse layer that separates mobile ions and bulk solutions.
Zeta potential is the electrical potential located at the slipping plane. The particle zeta potential (ζ)
in a solution can be measured from the electrophoretic mobility (μe) of the particles as below[119]

μe =

V
,
E

(2.1)

where V is the particle velocity (μm/s) under electric field E (V/cm).
An indirect method that is utilized is to acquire the electrophoretic mobility under an applied
electrical field based on Henry’s function f(κ∙a) to calculate ζ: [119]

μe =

2εr ε0 ζf(κ ∙ a)
,
3𝜂

(2.2)

where εr and ε0 are the relative permittivity and permittivity of vacuum, respectively. η is the
viscosity. κ is the Debye length, and κ-1 is taken as the EDL thickness. a is the radius of the
particles. κ∙a refers to the ratio of the particle radius to EDL thickness.
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If particle radius is larger than the thickness of the EDL, the value of f(κ∙a) is taken as 1.5, and
Henry’s equation is modified into Helmholtz-Smoluchowski equation: [119]

μe =

εr ε0 ζ
,
𝜂

(2.3)

On the other hand, if particle radius is smaller than the thickness of the EDL, the value of f(κa) is
taken as 1, and Henry’s equation is modified into the Hückel equation: [119]

μe =

2εr ε0 ζ
,
3𝜂

(2.4)

2.2 Ion transport model
The model presented here accounts for the contributions of diffusion, convection, and migration
as they occur in various practical applications. It is based on the Nernst-Planck equation, Fick’s
law coupled with electroneutrality, and Donnan equilibrium conditions. Alternative approaches
have encountered computational challenges in simultaneously modelling the concentration and
potential gradient. To find the numerical solutions of such differential equations, the finite element
method (FEM) and boundary element method (BEM) are commonly used. FEM approximates
derivatives over small regions, whereas in BEM discretization is performed only at the outer
boundary of the domain, i.e., the surface is considered for a volume domain, and a line is
considered for a surface. Mathematically, FEM reduces the order of the differential equation by
one, and BEM reduces the order by two. This order reduction is the essential advantage of BEM,
avoiding the discretization of the differential equations, reducing numerical instability, and
improving the accuracy of the method. For all these reasons, our model applies the BEM in
modelling concentration and potential gradients.
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Barbero and co-authors applied the BEM to model the ion transport in different CEMs.[17] Our
work is based on their study, with six modifications. Specifically, we 1) added the Nernst layer to
the model, 2) created a mathematically more accurate BEM model, 3) simplified their
mathematical model and applied it to ordinary differential equations, 4) applied dimensionless
parameters instead of empirical values for more general cases, 5) showed the ion flux crossover
through both AEM and CEM, and 6) studied possible physical phenomena in three conditions for
RFBs. The cases were battery self-discharge process, operation conditions, and inhomogeneous
membranes for RFBs. These cases are chosen in order of increasing complexity with more terms
in the Nernst-Planck equation becoming physically relevant as we move from the first application
case to the last. The modified method reduces computation time and allows the model to be
extended to multiple applications. This paper uses the 1:1 binary electrolyte case to demonstrate
the computational methodology, but it should be noted that the actual system is more complex and
hence comparison is difficult. In the actual system, the ion interaction is also required to consider.
The model can show the trends of ion crossover the system. As noted earlier, this model can be
combined with the concentrated solution theory to describe more complex electrolyte systems with
multiple ionic species by accounting for all inter-ionic interactions; however, the utility of such a
model is likely to be limited by our (in)ability to accurately measure/estimate the coupled transport
parameters and “friction” factors required to ensure that the resultant extends beyond an academic
exercise in curve fitting.

In this section, we introduce the three regions of the model: the charged membrane, the Donnan
layer, and the Nernst layer. To describe the charged membrane, we apply the Nernst-Plank
equation to the electric current density. For the Donnan layer, we combine the local
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electroneutrality assumption with the Donnan equilibrium equation. In the Nernst layer region, we
apply Nernst-Plank equation to describe ion transport phenomena. To connect each region, we use
the flux, because the species conservation requirement makes it constant across each region.

2.2.1 Model for the charged membrane region
The general equation describing ion transport through the charged membrane is the Nernst-Planck
equation:

Ni = −Di

dCi
F d∅
− zi Di Ci
+ Ci ν,
dx
RT dx

(2.5)

where N, Di, Ci, and zi represent the molar flux [mol m-2 s-1], the diffusion coefficient in a
membrane [m2s-1], the local concentration [mol m-3], and the valence of i-th species, respectively.
∅, ν, F, R, and T represent the membrane potential [V], fluid flow velocity [m s -1], Faraday’s
constant [C mol-1], the gas constant [J mol-1K-1], and the absolute temperature, [K], respectively.
The divergence of the flux is zero because there is no reaction within the membrane (

dNi
dx

= 0), so

Eqn. (2.5) is derived as below:
d2 Ci
d
dφ
1 d
(C ν) ,
= −zi (Ci ) +
2
dx
dx
dx
Di dx i

(2.6)

F

where φ = RT ∅.
For the electric current density,
𝑖 = F ∑ zi Ni ,
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(2.7)

where 𝑖 is the net current density through the membrane contributed by all species [A m -2].
Combining Eqn. (2.5) and (2.7), the general expression for the gradient of electric potential is
written as
dC
dC
𝑖
z+ D+ + + z− D− − + F − (z+ C+ + z− C− )υ
dφ
dx
dx
=−
,
dx
z+2 D+ C+ + z−2 D− C−

(2.8)

where C+ and C− represent the local concentrations of positively and negatively charged ions in
the membrane.

2.2.2 Model for the Donnan layer
The Donnan equilibrium equation is used to describe the concentration jump at the membranesolution interfaces since the fixed charge of the membrane cannot penetrate the solution. In this
study, we consider a 1:1 binary electrolyte:
C+,j2 C−,j2 = C+,jm (x)C−,jm (x),

(2.9)

where C+,j2 and C−,j2 are the concentrations of the co-ions and counter-ions on the left/right sides
(j = L or R) of the Nernst layer/Donnan layer boundaries on either side of the charged membrane.
Further, C+,jm (x) and C−,jm (x) represent the concentrations of the co-ions and counter-ions at the
membrane surface, and x takes values of 0 or d to represent the left or right side of the membrane
surface.
Applying the local electroneutrality assumption to charged membrane, we get
C+,jm (x)−C−,jm (x) + ωθ = 0
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(2.10)

where  = 1 represents a positive or negative charge of the membrane. Further, θ∗ (x) is the
fixed charge concentration in the membrane [mol/m 3] and is the function of x. Combining Eqn.
(2.9) and (2.10), we obtain
(2.11)
Solving the above equation for C+,jm yields the concentration at the left/right sides of the
membrane surface for AEMs and CEMs:
For an AEM,

C+,Lm (0) = −

θ(0)
θ(0)2
+√
+ C+,L2 2
2
4
(2.12)

C+,Rm (ℓ) = −

θ(ℓ)
θ(ℓ)2
√
+
+ C+,R2 2 .
2
4

For a CEM,

C+,Lm (0) =

θ(0)
θ(0)2
+√
+ C+,L2 2
2
4

C+,Rm (ℓ) =

θ(ℓ)
θ(ℓ)2
+√
+ C+,R2 2 .
2
4

(2.13)

C−,Lm (0) and C−,Rm (ℓ) can be easily calculated from Eqn. (2.10). The concentration at the
Donnan layer/charged membrane boundary is reversed for the counter-ion.
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2.2.3 Model for the Nernst layer
In the Nernst layer, ion transport is also governed by the Nernst-Planck equation. At steady state,
the ionic species conservation requirement dictates that the flux of species is constant across the
Nernst layer and the charged membrane. Therefore, Eqn. (2.5) and (2.8) can be simplified as

N+ = −

(z+ − z− )D+,s D−,s dC+,s
D+,s
𝑖
+
+ C+,s ν,
z+ D+,s − z− D−,s dx
D+,s + D−,s F

(2.14)

dC
𝑖
(2.15)
(D+,𝑠 + D−,𝑠 ) +,𝑠 + F
dφ
dx
=−
.
dx
(D+,𝑠 + D−,𝑠 )C+,𝑠
Here, C+,s and C−,s are assumed to be equal due to electroneutrality. C+,s indicates the cation in the
electrolyte solution [mol/m3]. D+,𝑠 and D−,𝑠 are the cation and anion diffusion coefficients in the
solution [m2/s]. N+ is the cation flux passing through each region [mol/(m2s)]. Dam is the
ambipolar diffusion coefficient [m2/s] and expressed as

Dam =

(z+ − z− )D+,s D−,s
.
z+ D+,s − z− D−,s

(2.16)
2D+,𝑠 D−,𝑠

For a 1:1 binary electrolyte, z+ = −z− = 1, Dam can be simplified as Dam = D

+,𝑠 +D−,𝑠

.

For ν = 0, Eqn. (2.14) can be obtained as

dC+,s
=−
dx

D+,𝑠
𝑖
+,𝑠 + D−,𝑠 F
.
Dam

N+ − D

(2.17)

For ν ≠ 0, Eqn. (2.14) can be obtained as

dC+,s
ν
−
C =−
dx
Dam +,s

D+,𝑠
𝑖
+,𝑠 + D−,𝑠 F
.
Dam

N+ − D

(2.18)

Eqn. (2.17) is expressed in a Fick’s law type of equation. Eqn. (2.18) is a first order linear ordinary
differential equation with constant coefficient.
26

The boundry conditions of the Nernst layers are different on the left-hand side (LHS) and righthand side (RHS) of the membrane. For the LHS of the membrane, the boundary condition is

C+,s (σL ) = C+,L2 , at x = σL .

(2.19)

For the RHS of the membrane, the boundary condition is

C+,s (0) = C+,R2 , at x = 0 .

(2.20)

C+,L2 and C+,R2 are the concentrations at the Nernst layer/Donnan layer boundaries. Both of the
equations can be easily solved by applying the known parameters N+, C+,L2 , and C+,R2 in Eqn.
(2.16) and (2.17), the concentrations in the Nernst layer can be calculated for various conditions..
We use the dimensionless variables defined represent the above equations in the model. For
simplification, we use the following dimensionless variables:

ξ=

x
,
ℓ

σ∗L or R =

Ci∗ =

Ci
,
C

∗
Ci,j1
or i,j2 =

σL orR
F
, φ=
∅,
ℓ
RT

𝑖∗ =

Ci,j1 or i,j2
,
C

ℓ
𝑖,
DCF

Pe =

θ∗ =

νℓ
,
D

θ
,
C

D∗i =

Di
,
D

and Ni∗ =

Ni ℓ
DC

Eqn. (2.5), (2.6) and (2.8) can be rewritten in dimensionless form as

Ni∗ = −D∗i

dCi∗
dφ
− zi D∗i Ci∗
+ Ci∗ Pe ,
dξ
dξ

d2 Ci∗
d
dφ
1 d
= −zi (Ci∗ ) + ∗ (Ci∗ Pe) , and
2
dξ
dξ
dξ
Di dξ
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(2.21)

(2.22)

dφ
=−
dξ

dC+∗
dθ∗
− D∗− ω
+ 𝑖 ∗ + ωθ∗ Pe
dξ
dξ
D∗+ C+∗ + D∗− (C+∗ + ωθ∗ )

(D∗+ − D∗− )

(2.23)

The solution can be obtained with the boundary conditions at ξ = 0 and ξ = 1.

2.2.4 Calculation of concentration through each region
The flux of ionic species flows from the right side to the left side. Consider no external force in
the system, the flux is the same in each region at a steady state. First, we need to calculate the
∗
∗
concentration (Ci,Lm
and Ci,Rm
) at the interface of the membrane and Donnan layer boundary based
∗
∗
on the concentration (Ci,L2
and Ci,R2
) at the interface of Nernst/Donnan layer boundary using

Donnan equilibrium. Then the flux Ni∗ and the concentration profile Ci∗ through the membrane is
obtained from the Nernst-Planck Equation.
The concentration profile for the Nernst layer is analyzed under two conditions with/without
∗
∗
convective term. C+,s
= C−,s
due to electroneutrality in the electrolyte solution. When no

convection in the system (Pe = 0), Eqn. (2.17) can be expressed in dimensionless form as

∗
dC+,s
=−
dξ

N+∗ −

D∗+,𝑠
𝑖∗
D∗+,𝑠 + D∗−,𝑠
.
D∗am

(2.24)

∗
Then C+,s
can be obtained by combining the boundary conditions for the LHS/RHS of the

membrane. For the Nernst layer on the LHS of the membrane,

∗
C+,s

N+∗ −
=−

D∗+,𝑠
𝑖∗
∗
D+,𝑠 + D∗−,𝑠
D∗am

For the Nerst layer on the RHS of the membrane,
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(2.25)
(ξ − 1)

∗
+ C+,L2

.

∗
C+,s
=−

N+∗ −

D∗+,𝑠
𝑖∗
∗
D+,𝑠 + D∗−,𝑠
D∗am

(2.26)
ξ+

∗
C+,R2

.

When the system has convection (Pe ≠ 0), Eqn. (2.18) can be expressed in dimensionless form as

∗
dC+,s
Pe ∗
− ∗ C+,s
=−
dξ
Dam

N+∗ −

D∗+,𝑠
𝑖∗
∗
D+,𝑠 + D∗−,𝑠
D∗am

(2.27)
.

∗
Then C+,s
can be obtained by combining the boundary conditions for each side of the membrane.

For the Nerst layer on the LHS of the membrane,
D∗+,𝑠
D∗+,𝑠
∗
∗
∗
𝑖
N
−
∗
∗
Pe
+
∗
∗ 𝑖
D
+
D
D
+
D
∗ (ξ−1)
−,𝑠
−,𝑠
+,𝑠
+,𝑠
∗
∗
C+,s
=−
+ C+,L2
−
𝑒 Dam
.
Pe
Pe
(
)
For the Nerst layer on the RHS of the membrane,
N+∗ −

D∗+,𝑠
D∗
(2.29)
𝑖∗
N+∗ − ∗ +,𝑠 ∗ 𝑖 ∗
Pe
∗
+ D−,𝑠
D+,𝑠 + D−,𝑠
ξ
∗
∗
∗
C+,s = −
+ C+,R2 −
𝑒 Dam .
Pe
Pe
(
) system is 1:1 binary
is calculated after obtaining Ni∗ through
the membrane. Since the
N+∗ −

∗
C+,s

(2.28)

D∗+,𝑠

electrolyte and solution electroneutrality, the bulk concentration of the counter-ion are equal to the
∗
∗
∗
∗
co-ion’s, which are C−,L1
= C+,L1
and C−,R1
= C+,R1
, and the concentration at the Nernst/Donnan
∗
∗
layer interface are also the same for both co-ion and counter-ion, which are C−,R1
= C+,R1
and
∗
∗
C−,R2
= C+,R2
.
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2.3 Boundary element method solution for the transport
model
In this section, the boundary element method (BEM) is applied to solve a non-linear algebraicintegral equation in a 1-D problem, following a method published by Ramanchandran. [120] First,
our non-linear model can be represented in linear form within a subinterval. Second, the solution
applies the concept of quasi-linearization within a subinterval inside the main domain. Third, a
weighted residual equation is used to force the residual to zero and applied over the subinterval.
Then, an osculating polynomial equation is developed to approximate the concentration and its
gradient in the boundaries of each subinterval. We can also construct higher order osculation if
additional conditions can be obtained at the boundaries. Here we choose cubic osculation to
represent an approximation function of concentration. Last, by assembling the equations for each
subinterval, the solution of non-linear model can be obtained.
This section describes two modifications to Barbero’s model. First, our model introduces two
weighting functions that get rid of the second derivative, increasing computational efficiency,
while in Barbero’s model, both the first and second derivative apply, creating more complexity.
Second, integrals are evaluated by Gaussian quadrature by fitting a cubic osculating polynomial,
enhancing accuracy, whereas Barbero’s model uses linear interpolation to estimate the
concentration gradient. With our modifications applied to each subinterval, BEM becomes a strong
method for solving the diffusion-convection-migration problem considered in this study.

2.3.1 Problem definition
To describe ion transfer through a 1-D membrane at steady state, which is governed by the
following equation, the general function f is represented by a modified form of Eqn. (2.6):
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d2 Ci∗
= f(ξ, Ci∗ , p) ,
dξ2

(2.30)

where Ci∗ is the dimensionless concentration for specie i, ξ is the dimensionless position along the
diffusion path, and p represents the dimensionless concentration gradient ( p =

dC∗i

). The

dξ

boundary conditions for integration of Eqn. (2.30) can be represented in a general form as:
At ξ = 0, a1 Ci∗ + a2 p = a3

(2.31)

At ξ = 1, b1 Ci∗ + b2 p = b3 ,

(2.32)

where a1, a2, a3, b1, b2, and b3 are constants.

2.3.2 Integral representation
The region (0, 1) is divided into N subintervals with (N+1) nodes. Thus, there are unknown
parameters as
C1, p1, C2, p2, …, CN+1, pN+1,
where the subscript 1 represents the nodal point 1 at ξ =0 while the subscript N+1 represents the
nodal point N+1 at ξ =1. Therefore, we need 2(N+1) equations to estimate all the above unknowns.
The solution to these equations is in the subinterval from ξ = a to ξ = b (a ≥ 0 and b ≤ 1), with
boundary conditions given at these end points in terms of the concentration C * and the
concentration gradient p. The solution provided by the weighted residual equation for the general
case is defined as
b
d2 Ci∗
∫ G(ξ) 2 dξ = ∫ G(ξ)f(ξ, Ci∗ , p)dξ ,
dξ
a
a
b

where G(ξ) is the weighting function.
Expanding the LHS of Eqn. (2.33), we obtain
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(2.33)

LHSEqn.(2.33)

b
dCi∗ b
dG dCi∗
= [G(ξ)
] −∫
dξ .
dξ a
a dξ dξ

(2.34)

Integrating the LHS of Eqn. (2.33) again, we get
𝑏

∫ LHSEqn.
𝑎

b
2
dCi∗ a
dG ∗ a
∗d G
] − [ Ci ] + ∫ Ci 2 dξ ,
(2.33) = [G(ξ)
dξ b
dξ
b
dξ
a

(2.35)

To eliminate the differential operator, the weighting functions are chosen by the adjoint differential
equation

d2 G
dξ2

= 0. For simplification, we specify two weighting functions, G1 and G2, to develop

two equations:

G1 = ξ, with

dG1
=1;
dξ

(2.36)

G2 = 1, with

dG2
=0.
dξ

(2.37)

Then we obtain Eqn. (2.35) as
𝑏

∫ LHSEqn.(2.33) = Gb pb − Ga pa −
𝑎

dGb
dGa
Cb +
C ,
dξ
dξ a

(2.38)

where Ca, Cb, pa, and pb are the boundary values with the interval domain (a, b).
With the simplification, for G = G1 and G = G2, Eqn. (2.38) can be written as
𝑏

∫ LHSEqn.(2.33) = bpb − apa − Cb + Ca ,
𝑎
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(2.39)

𝑏

∫ LHSEqn.(2.33) = pb − pa

(2.40)

𝑎

Eqn. (2.22) can be simplified as
d2 Ci∗
dH
= −zi
,
2
dξ
dξ
dφ

where H = Ci∗ ( dξ −

Pe
zi

). −zi

dH
dξ

(2.41)

represents the function f in Eqn. (2.24). The derived value of H

can be reduced further by integration by parts. Expanding the RHS of Eqn. (2.33) yields the
following equation:

RHSEqn.(2.33)

b
b
dG
= −zi {[G(ξ)H] − ∫ H dξ} .
a
dξ
a

(2.42)

Given the specified boundary conditions, the LHS of Eqn. (2.38) and the first term of the RHS of
Eqn. (2.42) are known, and the only numerical part is in the second term of the RHS.
dG

Consider the integral of the function H dξ over the interval (a, b), and assume that the function
values at two points, ξn and ξn+1, are known. The second term of Eqn. (2.42) can be evaluated by
Gaussian quadrature because this term is only a function of x. Standard Gaussian points and
weights can be directly used (using the 10-point Gaussian rule for the case studies in this paper)
b

N

dG
dG
The 2nd term of the RHSEqn.(3.33) = ∫ H
dξ ≈ ∑ w𝑛 H(ξ𝑛 )
,
dξ
dξ
a
n=1

where wn is the quadrature weight for point n, shown in Table 2.1.
Table 2.1 10-point quadrature rule
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(2.43)

n

1

2

3

4

5

6

7

8

9

10

0.0130

0.0674

0.160

0.283

0.425

0.5744

0.716

0.839

0.9325

0.9869

4674

6831

2952

3023

5629

371

6977

7048

317

532

0.0333

0.0747

0.109

0.134

0.147

0.1477

0.134

0.109

0.0747

0.0333

3567

2568

5432

6334

7621

6210

6334

5432

2568

3567

η

wn

where η refers to the quadrature points in the interval 0 to 1, and w n is the weight corresponding
to point n.
When G1 = ξ,

RHSEqn.(2.33) = −zi {bcb (

b
dφb
Pe
dφa
Pe
−
)
−
ac
(
−
)
−
∫
Hdξ} .
a
dξ
zi D∗i
dξ
zi D∗i
a

(2.44)

When G2 = 1,

RHSEqn.(2.33) = −zi {cb (

dφb
Pe
dφa
Pe
−
−
)} .
∗ ) − ca (
dξ
zi D i
dξ
zi D∗i

(2.45)

Combining Eqn. (2.39) with (2.44) and (2.40) with (2.45), the residuals ℛ can be expressed as
ℛ1 = bpb − Cb − apa + Ca
b
dφb bCb Pe
dφa aCa Pe
+ zi {(bCb
−
) − (aCa
−
) − ∫ 1 ∙ Hdξ}
dξ
zi D∗i
dξ
zi D∗i
a

ℛ2 = pb − pa + zi {(Cb

b
dφb Cb Pe
dφ𝑎 C𝑎 Pe
−
)
−
(C
−
)
−
∫
0 ∙ Hdξ}.
a
dξ
zi D∗i
dξ
zi D∗i
a
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(2.46)

(2.47)

Although the last term in Eqn. (2.47) is zero, it is retained to show the similarity. For integration,
only H is needed and not its derivative, which adds additional accuracy. To find the solutions, the
residuals are set to zero over the given region.

2.3.3 Boundary element representation
To solve the weighted residual, we need to know the term containing C in Eqn. (2.43), we express
C as an approximated polynomial, which can be estimated by in terms of the local nodal variables
Ca, Cb, pa, and pb. The local coordinate system is defined as

η=

ξ−a
b−a

(2.48)

The osculating polynomial equation for c can be derived as
C(n) = Ca + pa (b − a)η + [3(Cb − Ca ) − 2pa (b − a)−pb (b − a)]η2
(2.49)
+ [−2(Cb − Ca ) + pa (b − a) + pb (b − a)]η3
dC(n)
= pa (b − a) + 2[3(Cb − Ca ) − 2pa (b − a)−pb (b − a)]η
dη

(2.50)

+ 3[−2(Cb − Ca ) + pa (b − a) + pb (b − a)]η2

p(n) =

1 dC(n)
,
b − a dη

(2.51)

where p refers to the concentration gradient, and i = 1, ..., n-1 represents each integration point
within a subinterval a < ξ < b. The functions for C and p enable us to solve the non-linear problem
through Gaussian quadrature. We use the dimensionless variables defined earlier to represent the
above equations. The detailed step-by-step iterative solution procedure is shown in the literature.
[120]
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Chapter 3:Experimental methods
3.1 Materials
The following materials were purchased and used without modification: polystyrene-blockpoly(ethylene-ran-butylene)-block-polystyrene (SEBS, Mn=118000, 30:70 molar ratio of styrene
to rubber) was obtained from Sigma Aldrich. cardo-poly (ether ether ketone) (PEKC, Xuzhou Vat
Chemical

Company,

China),

1,1,2,2-tetrachloroethane

(98.5%,

Acros

Organics),

paraformaldehyde (96%, Acros), chlorotrimethylsilane (98%, Acros), tin tetrachloride (>99%,
Sigma-Aldrich), dimethylformamide (DMF, 99.8%, Acros Organics), methanol (99.9%, Acros
Organics), trimethylamine solution (TMA, 31-35 wt.% in ethanol, 4.2 M, Sigma-Aldrich), sulfuric
acid (95-98%, Sigma-Aldrich), chloroform (≥ 99%, Sigma-Aldrich), chlorobenzene (99.8%,
Sigma-Aldrich), titanium dioxide (TiO2, 21 nm, TEM, ≥ 99.5% Sigma-Aldrich), silicon dioxide
(SiO2, 5-15 nm BET analysis, 99.5%, Sigma-Aldrich), alumina oxide (γ-Al2O3, < 50 nm BET
analysis, Sigma-Aldrich), alumina oxide (activated, neutral, Brockmann I), n-methyl-2pyrrolidone (NMP, ≥ 99%, Sigma-Aldrich), iron (III) chloride (FeCl3, hexahydrate, 97+%, Acros
Organics), chromium(III) chloride (CrCl3, hexahydrate, ≥ 98%, Aldrich chemistry), Nafion™️ 117
(Fuel Cell store), carbon felt (SigraCELL GFD 4.6, SGL), vanadium(IV) oxide sulfate (VOSO4
hydrate, ≥ 97%, Sigma-Aldrich), cerium(III) carbonate (99%, Treibacher Industrie A.G.),
methanesulfonic acid (MSA, ≥ 99%, Acros Organics), sodium chloride (≥ 99%, Sigma-Aldrich),
hydrochloric acid (37%, Sigma-Aldrich), milk substitute (Coffee mate® powdered creamer,
Nestle), nitric acid (90% purified by redistillation, ≥ 99.999% trace metals basis, Sigma-Aldrich),
cerium ICP standard (1000 μg/mL, 2% HNO3, PerkinElmer Pure), chromium ICP standard (1000
μg/mL, 2% HNO3, PerkinElmer Pure), vanadium ICP standard (1000 μg/mL, 2% HNO3, Spex
CertiPrep), scandium ICP standard (1000 μg/mL, 7% HNO3, VWR Chemical BDH®).
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3.2 Synthesis of chloromethylated polystyrene-blockpoly(ethylene-ran-butylene)-block-polystyrene
The

polystyrene-block-poly(ethylene-ran-butylene)-block-polystyrene

(SEBS)

triblock

copolymer separators with 30 % wt. of styrene were synthesized. 10 g of SEBS30 triblock
copolymer was dissolved completely in 500 mL of chlorobenzene. Then 33.4 g of
paraformaldehyde, 141 mL of chlorotrimethylsilane, and 2.6 mL of tin(IV) tetrachloride were
added into the solution, mixing them well. The mixture was reacted, with continuous stirring, at
80 °C for a week. The reaction solution was precipitated in methanol (3~4 times the volume of the
reaction mixture). The white precipitate was filtered and purified by re-dissolving it in 4:1
chloroform/chlorobenzene (v/v), followed by re-precipitating it in methanol, and purifying the
reaction mixture 2~3 times. The chloromethylated SEBS (CM-SEBS30) precipitate was dried at
40°C overnight and stored for further use. NMR analysis showed 1.15 chloromethyl groups per
polymer repeating unit.

3.3 Synthesis of quaternary ammonium polystyrene-blockpoly(ethylene-ran-butylene)-block-polystyrene
based
anion exchange membrane
First, 0.5 g of CM-SEBS30 was dissolved completely in 9 mL of chlorobenzene, and the mixture
solution was cast on a 3.5” x 3.5” area of a flat and level glass plate that was cured in an oven on
a level surface at 60°C overnight. The membrane was peeled off from the glass plate and placed
in a beaker with 30 mL of n-methyl-2-pyrrolidinone (NMP) and 1.17 mL of trimethylamine
(TMA). The reaction was conducted at 30 °C for 2 days to form quaternary ammonium SEBS30
based AEMs.
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3.4 Synthesis of chloromethylated cardo-poly (ether ether
ketone)
The synthesis process is shown in Figure 3.1 (a) and (b). Initially, 10 g of cardo-poly (ether ether
ketone) was dissolved completely in 500 mL of 1,1,2,2-tetrachloroethane. Then 6 g of
paraformaldehyde, 25 mL of chlorotrimethylsilane, and 0.47 mL of tin tetrachloride were added
into the solution, mixing them well. The mixture was reacted, with continuous stirring, at 80 °C
for a week. The reaction solution was precipitated in methanol (3~4 times the volume of the
reaction mixture). The white precipitate was filtered and purified by re-dissolving it in
dimethylformamide, followed by re-precipitating it in methanol, and purifying the reaction mixture
2~3 times. The chloromethylated PEKC precipitate was dried at 40°C overnight and stored for
further use. NMR analysis showed 1.15 chloromethyl groups per polymer repeating unit.

3.5 Synthesis of quaternary ammonium cardo-poly (ether
ether ketone) based anion exchange membrane
The process is shown in Figure 3.1(c). First, 0.5 g of PEKC was dissolved completely in 10 mL of
DMF, then 0.7 mL of trimethylamine (TMA) was added to the mixture. The mixture solution was
reacted with continuous stirring at 30 °C for 2 days. The membrane was obtained by spreading the
reaction solution over a 3.5” x 3.5” area of a flat and level glass plate that was cured in an oven on
a level surface at 60°C overnight. The thickness of the resulting membrane was approximately 50
µm.
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(a)

(b)

(c)

Figure 3.1 (a) Chemical structure of cardo-poly (ether ether ketone) (PEKC). Synthesis of (b)
chloromethylated PEKC and (c) quaternized PEKC-based AEMs.

3.6 Synthesis of sulfonated cardo-poly (ether ether ketone)
First, 10 g of PEKC was gradually dissolved into 250 mL of H 2SO4 (98 wt.%) with vigorous
mechanical stirring at 50 °C for 5 h to obtain the same IEC as QPEKC (1.8 mmol/g). To terminate
the sulfonation reaction, the polymer solution was then slowly poured into excess ice-cold water
with continuous agitation. The polymer precipitate was filtered, washed several times with
deionized water until the pH reached neutrality, and then dried in a vacuum oven at 60 °C for 24
h. The chemical structure of sulfonated cardo-poly (ether ether ketone) (SPEKC) is depicted in
Figure 3.2. To make the membrane, 0.5 g of the precipitate was dissolved in 10 mL of n-methyl39

2-pyrrolidone, and the membrane solution was cast a 3.5” x 3.5” area of a flat and level glass plate
that was cured in an oven on a level surface at 60°C overnight. The thickness of the resulting
membrane was approximately 50 µm.

Figure 3.2 Chemical structure of sulfonated PEKC (SPEKC).

3.7 Synthesis of the composite membranes
The process for synthesizing the composite membranes is depicted in Figure 3.3. First, 0.5 g of
QPEKC-TMA+ Cl- was dissolved in 10 mL of DMF. NPs were then dispersed in 0.5 mL of DMF
and sonicated with a bath sonicator (Bransonic 2510MT) for 1 hour. The membrane solution was
mixed with the dispersed NPs (anatase TiO2, SiO2, and γ-Al2O3) and the suspension was sonicated
with a horn sonicator (QSonica Q700) for 10 minutes. The suspension was spread over a 3.5” x
3.5” area of a flat and level glass plate and casting an oven at 40 C overnight. The cast membranes
were approximately 50 µm thick.
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Nanoparticles

Sonicate for 1 h

N,N-Dimethylformamide
(DMF)

Membrane dissolved in
DMF

Sonicate for 4
min

Cast on a flat glass at
40°C to dry overnight

Figure 3.3 Fabrication of composite membranes

3.8 Nuclear magnetic resonance characterization of anion
exchange membranes
1H

NMR measurements were carried out on a Varian Mercury Plus 300 MHz NMR spectrometer.

The 1H-13C heteronuclear multiple-quantum correlation spectroscopy (HMQC) measurements
were carried out by Agilent DD2 500 MHz using gradient pulse for selection, incremental
resolution of 1024 x 128 and 10 scans each. The samples for NMR spectra acquisition were
prepared by dissolving approximately 20 mg of the polymer in 1 mL of deuterated chloroform-d.
35 mL of tetramethylsilane was added as an internal standard to all samples for calibrating the
chemical shift of 1H.
NMR spectroscopy was carried out by collecting (1) the 1H spectrum (Varian Mercury Plus, 300
MHz), (2) the 1H-1H correlated spectrum (COSY, Agilent DD2, 500 MHz), (3) 1H-13C
heteronuclear single quantum coherence (HSQC, Agilent DD2, 500 MHz), and
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1H-13C

heteronuclear multiple bond correlation (HMBC, Agilent DD2, 500 MHz), incremental resolution
of 1024 x 128 and 10 scans each, (4)

13C

attached proton test NMR spectrum. For the sample

preparation, about 20 mg of sample polymer was dissolved in 1 mL of deuterated chloroform-d or
deuterated dimethyl sulfoxide. Then 35 μL of tetramethylsilane (TMS) was added into the solution
as the internal standard to calibrate the chemical shift. 1D NMR spectroscopy allowed us probe
the nuclei of species such as protons (1H), carbon (13C), and phosphorus (31P). COSY was used to
determine the signals arising from neighboring protons. HSQC provided proton-carbon single
bond correlations, and HMBC was used to determine the multiple bond correlations between
protons and carbons. APT was used to differentiate between C/CH2 and CH/CH3.
Integrating the proton NMR signals from 1H NMR spectrum allows us to calculate the DF value
or moles of chloromethyl groups per repeat unit in the polymer.
The DF value of CM-SEBS30 was calculated by using equation:

𝐷𝐹 =

𝐴𝑒
2

𝐴
𝐴𝑏 + 2𝑒
5

× 0.3

(3.1)

where Ab and Ae represent the areas of the 1H NMR spectra of aromatic rings and chloromethyl
groups, respectively.
The DF value of CM-PEKC was calculated by the following equations:
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𝐷𝐹𝐶𝐻2𝐶𝑙 =

𝑁𝐻,𝑎 𝐴𝑐
×
𝑁𝐻,𝑐 𝐴𝑎

𝐷𝐹𝐶𝐻2𝐶𝑙
𝐴𝑐
or
=
,
12 − 2𝐷𝐹𝐶𝐻2𝐶𝑙 ∑(𝐴𝑎 + 𝐴𝑐 )

(3.2)

(3.3)

where NH,a and NH,C are the numbers of hydrogens attached to the aromatic rings (=19) and
chloromethyl groups (=2), and Aa and Ac are the areas of the 1H NMR spectra of aromatic rings
and chloromethyl groups, respectively.
Post-mortem 2D NMR (COSY, HSQC, HMBC) analysis was conducted to characterize the
degradation of QPEKC after RFB charge/discharge cycling. The samples were carefully removed
from the RFB cell stack, rinsed thoroughly with deionized (DI) water, immersed in 1M NaCl for
ion-exchange to the Cl- form, washed with DI water, and then fully vacuum dried at 60 °C prior to
analysis.

3.9 Ion-exchange capacity determination of anion exchange
membranes
The level of the degree of functionalization (DF) controls the ion-exchange capacity (IEC) of the
AEMs. The theoretical IEC of pristine chloromethylated membrane was indirectly estimated from
the DF value which is the result of 1H NMR spectroscopy.

43

𝑚𝑚𝑜𝑙
𝐼𝐸𝐶𝑡ℎ𝑒𝑜𝑟,𝐴𝐸𝑀 [
]
𝑔
=

(3.4)

𝐷𝐹𝐶𝐻2𝐶𝑙 × 1000
,
𝑀𝑤𝑚𝑜𝑛𝑜𝑚𝑒𝑟 + 𝐷𝐹𝐶𝐻2𝐶𝑙 × (𝑀𝑤𝑐𝑎𝑡𝑖𝑜𝑛 + 𝑀𝑤−𝐶𝐻2− + 𝑀𝑤𝐶𝑙 − 1)

where Mwmonomer, Mwcation, Mw-CH2- are the molecular weights of the polymer repeat unit, the fixed
charge group, the chloride ion, and the methyl bridge connecting cation to the polymer backbone,
respectively.
The experimental IEC of AEMs (with quaternary ammonium groups) was determined by Volhard
titration.[121] Vacuum dried membranes (in chloride form), weighing between ~100 to 200 mg,
were immersed in 50 mL of 1 M NaNO3 for two days. Then, 5 mL of 0.1 AgNO3 and a few drops
of Fe(NO3)3 (an end-point indicator) were added to the solution. The solution was subsequently
titrated with 0.1 M KSCN to the equivalence point. The difference between the volume of KSCN
used to titrate the control solution (identical to the sample solution but without exposure to AEM)
and the sample solution was used to calculate the IEC:
(𝑉𝑐𝑜𝑛𝑡𝑟𝑜𝑙 − 𝑉𝑠𝑎𝑚𝑝𝑙𝑒 ) × 0.1 𝑀 𝐾𝑆𝐶𝑁
𝑚𝑚𝑜𝑙𝐶𝑙−
𝐼𝐸𝐶𝐶𝑙− [
]=
,
𝑔
𝑊𝑑𝑟𝑦,𝐶𝑙−

(3.5)

where IECCl- is the experimental ion exchange capacity of the membrane in the chloride form
(mmol g-1), Vcontrol is the volume of 0.1 M KSCN used to titrate a control sample to the equivalence
point (L), Vsample is the volume of 0.1 M KSCN used to titrate the sample to the equivalence point
(L), and Wdry,Cl- is the weight of the dry membrane in the chloride form.

44

3.10 Ionic conductivity determination of anion exchange
membranes
The in-plane ionic conductivity was measured with a four-point probe using electrochemical
impedance spectroscopy (EIS), which is a common method for measuring the resistance of a
membrane. The membranes were cut into 1 cm × 3 cm strips for conductivity measurement. The
fully hydrated membranes, immersed in DI water for 1 day before testing, were held in a BT-110
conductivity clamp (Scribner Associates Inc.) with four platinum wire electrodes and immersed in
DI water in a thermostatic bath. The ionic conductivity was measured using a Gamry EIS Series
G750™️ instrument in potentiostatic mode. A DC voltage was applied to the conductivity cell with
a frequency range of 10 kHz to 0.1Hz, and the phase-sensitive AC response was recorded. The
high-frequency resistance was estimated from Bode plots at the point where the phase approached
0°, where the membrane resistance dominated. The ionic conductivity was calculated using the
following equation:

σ=

𝐿
,
𝑅∙𝑡∙𝑤

(3.6)

where s is the in-plane ionic conductivity, L is the distance between the electrodes, R is the highfrequency resistance, and t and w are the membrane’s thickness and width, respectively.

3.11 Scanning electron microscopy characterization of anion
exchange membranes
The microstructure of the membrane was visualized with an environmental scanning electron
microscope (SEM) (Thermofisher Quattro S SEM) with an attached energy dispersive analysis of
X-rays (EDX) detector. It operated at 15 keV in low-vacuum mode to prevent sample charging.
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To analyze the surface and cross-sectional structure of the membranes, they were freeze-fractured
in liquid nitrogen to obtain cross-sectional images by the backscatter mode of the SEM.

3.12 Fourier-transform
infrared
spectroscopy
characterization of anion exchange membranes
Instead of using NMR spectroscopy, FTIR spectroscopy was applied to determine the AEMs
before and after the ED-RFB test. The main reason is that SEBS based AEM was barely dissolved
in any solvents. FTIR spectra in attenuated total reflection mode (ATR-FTIR) of the AEMs was
obtained by a Nicolet 470 FTIR spectrometer (Thermo Scientific) using 32 scans at a resolution
of 4 cm-1 in the range of 4000 to 400 cm-1. The sample analysis was conducted at room temperature
and humidity.

3.13 Mechanical properties of anion exchange membranes
The mechanical properties of the membranes were evaluated with tensile test. A differential
mechanical analyzer (Q800, TA instruments) with humidity chamber was used in the experiments.
The membrane sample (approximate dimensions: 50 mm x 5 mm x 0.05 mm) was fixed in a film
tension clamp using a torque of 3 lbF x in, and heated to 40 oC under 50 % RH. The membrane
was allowed to equilibrate for 30 minutes before starting the test. Finally, the membrane was
stretched at 0.5 MPa/min until the sample broke. The stress-strain curves were reported with the
stress at the break point.

3.14 Thermal properties of anion exchange membranes
The thermal degradation of membranes was tested by thermogravimetric analysis (TGA Q500, TA
Instruments), performed between 25 and 550 °C with a heating rate of 5 °C /min under N 2 flux (60
ml/min) in platinum sample holder. The change in sample weight was recorded.
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3.15 Water/acid uptake and swelling ratio of anion exchange
membranes
The membrane samples were dried in a vacuum oven, weighted in a weighing balance and
measured the membrane dimensions in length, width, and thickness. Then, the samples were
immersed in DI water or 1 M methanesulfonic acid, and kept in an oven at a specific temperature.
After 24 hours, the samples were quickly swabbed and patted dry to remove surface water,
immediately placed into Ziploc® bags, which can avoid the uptaken water evaporating, then
measure its weight and its dimensions. Water/acid uptake and swelling ratio were determined using
the following equations

𝑊𝑈 =

𝑊𝑡ℎ𝑦𝑑 − 𝑊𝑡𝑑𝑟𝑦
× 100%
𝑊𝑡𝑑𝑟𝑦

(3.7)

𝑆ℎ𝑦𝑑 − 𝑆𝑑𝑟𝑦
× 100%
𝑆𝑑𝑟𝑦

(3.8)

𝑆𝑊 =

where WU is the water/acid uptake of the sample (%), Wt hyd and Wtdry are the weight of the
membrane after vacuum dried and fully hydrated at specific temperature, respectively. SW refers
to the swelling ratio of the sample (%), Sdry and Shyd are the dimensions (length, width, and
thickness) of the membrane after vacuum dried and fully hydrated at specific temperature,
respectively.

3.16 Transport numbers of anion exchange membranes
Membrane permselectivity and transport numbers were measured using the membrane potential
method in a lab-made diffusion cell. The AEM was clamped between two well-stirred
compartments containing different concentrations of the same salt (0.1 M and 0.5 M KCl). Two
identical calomel reference electrodes were used to measure the potential difference (E s (mV))
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between the two solutions arising from the different mobilities of chloride and potassium ions
through the membrane. The membrane potential was used to calculate the membrane
permselectivity (selectivity of the AEM towards anions) and the transport numbers (in this case
for chloride and potassium). The following equation was used to calculate anion and cation
transport numbers and membrane permselectvity:
𝑅𝑇

𝑎

𝑅𝑇

𝑎

𝐸𝑚 = (2𝑡− − 1) ( 𝐹 ) ln (𝑎𝐴 ) = (𝑡− 𝑡+ ) ( 𝐹 ) ln (𝑎𝐴 )
𝐵

𝐵

(3.9)

Where t+ and t- are the transport numbers for the cation (K+) and the anion (Cl-) respectively, aA
and aB the activities of the electrolyte (KCl) at in the concentrated and diluted compartments
separated by the membrane, T the absolute temperature, R is the gas constant and F is the Faraday
constant. The coefficient (2t- -1) is commonly referred as the membrane permselectivity and
represents the difference between the transport numbers for anions and cations.

3.17 Zeta potential measurements of the particle and
membrane surfaces
The zeta potential of the NPs was characterized by electrophoretic light scattering (ELS), using a
Zetasizer Nano ZS (Malvern Instruments Inc., UK). This technique measures the electrophoretic
mobility of NPs, which is related to the zeta potential by the Smoluchowski equation. To examine
the effect of solution pH on the particle surface charge, NPs were suspended in solution with the
varied pH (0-14), controlled by adding HCl and NaOH. The NP concentration in solution was 50
mg/L for the instrument to acquire enough counts per second to make a measurement. NP
suspensions were sonicated for 10 min using a bath sonicator before the zeta potential
measurement. All zeta potential measurements were repeated at least 5 times.
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The surface zeta potential of the membrane was characterized using the above Zetasizer Nano ZS
with a surface zeta potential cell (Malvern Instruments Inc., UK). Inside the cell, the membrane
was mounted between the two electrodes, then immersed in the aqueous solution containing tracer
particles. The surface zeta potential of the membrane was determined by measuring tracer mobility.
The motion of the tracers was due to a combination of electrophoresis and electro-osmosis. The
tracer should have no adsorption onto the sample, which can influence the value of surface zeta
potential. Two tracer particles, γ-Al2O3 and a milk substitute (Corbett et at. shows its zeta potential
varies with pH [122]), were chosen because the different membranes and solution pH values
required different tracer chemistries to minimize interaction between the tracers and the
membranes. The zeta potential cell measured the zeta potential only at the surface of membranes
in acidic, neutral, and basic conditions. All measurements were carried out at 25°C, maintained by
the Zetasizer instrument. The repeatability of all surface zeta potential measurements was verified
with at least three measurements.

3.18 Synthesis and characterization of electrolytes
The electrolytes used in this study consist of 0.9M VOSO 4 in 4M CH3SO3H and 0.9M
Ce(CH3SO3)3 in 4M CH3SO3H. VOSO4 was readily soluble in water and CH3SO3H to yield the
desired electrolyte. The Ce(CH3SO3)3 was made by the reaction between CH3SO3H and Ce2(CO3)3
as following
Ce2(CO3)3 + 6CH3SO3H → 2Ce(CH3SO3)3 + 3CO2 + 3H2O

(3.10)

The Ce2(CO3)3 was suspended in DI water and CH3SO3H was added drop-wise with constant
stirring. Due to the sensitivity of Ce(CH3SO3)3 solubility to the CH3SO3H concentration, the
reaction mixture was diluted periodically with DI water to prevent precipitation of Ce(CH 3SO3)3.
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3.19 Membrane permeability measurements
The permeability of redox active species was tested in a diffusion cell with two 10 mL half cells.
Two pairs of ion species were considered: (1) Fe3+, Cr3+ and (2) V4+, Ce3+, were chosen as the
diffusion ions. One half-cell was filled with 1 M FeCl3 dissolved under pH 2, 6 and 10, while the
other half-cell was filled with 1 M CrCl3 with the same pH values (pH 2, 6 and 10). Testing the
redox species permeability under various pH values with the diffusion cell allows us to understand
the pH-sensitive permeability behavior for different membranes. Alternately, one half-cell was
filled with 0.9 M VOSO4 in 4 M CH3SO3H, while the other half-cell was filled with 0.9 M
Ce(CH3SO3)3 in 4M CH3SO3H. Only one pH (4M CH3SO3H acid solution) in V-Ce redox species
was tested because of the limited solubility of Ce at other pH values. The concentrations of V-Ce
are the same concentrations applied in the ED-RFB for further in-situ battery testing. The solutions
on both sides were continuously stirred and maintained at 40 °C.
The sample solution was collected from both half-cells. The concentration of iron and chromium
were tested by inductively coupled plasma – optical emission spectrometry (ICP-OES,
PerkinElmer Optima 7300DV), and the concentration of vanadium and cerium was tested though
inductively coupled plasma – mass spectrometry (ICP-MS NexION 2000). The detection limits of
sample concentration are less than 100ppm for ICP-OES and 200 ppb for ICP-MS, respectively.
Therefore, the samples were diluted in 103 and 106 times with 2% HNO3 for ICP-OES and ICPMS detection. Ce3+ concentrations testing by ICP-MS was failed, and UV-Vis also cannot quantify
the Ce3+ due to its aqueous transparency and interaction with the peak for water.
At a pseudo-steady state, the permeability coefficient P was calculated from the equation[123]
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2C
Vl
ln (1 − C r ) (− 2A)
0
𝑃=
,
𝑡

(3.11)

where C0 and Cr represent the initial and measured concentrations at the half cell, V is the volume
of the half-cell, l is the membrane thickness, A is the active membrane area, and t is time.

3.20 Polarization characteristics of RFBs
The polarization measurements were carried out by potentiostatic charging of the ED-RFB to the
voltage corresponding to the desired state of charge (SOC) and then employing a current stair-step
protocol with a hold time of 30s to allow for equilibration after each step increase. After each 30s
hold, an equal and opposite current was applied so as to prevent any change in the initial SOC.

3.21 Single cell tests of RFBs
The ED-RFB testing was carried out using a Scribner Inc. 857 RFB test stand. The cell used was
of the standard plate-and-frame configuration with a 25cm2 active area. The electrodes employed
were made of carbon felt (SigraCELL GFA6, SGL carbon). For V-Ce ED-RFB, the electrodes
were activated by heating in air in a muffle furnace at 500ᵒC. For Ti-Ce ED-RFB, were activated
by heating in air in a muffle furnace at 400ᵒC, immersing in aqua regia (1:3 mole ratio of
HNO3:HCl) at 60℃ for 4 hours followed by thorough DI water wash and drying in an oven. All
tests were carried out using interdigitated flow fields at a flow rate of 100 mL/min and at room
temperature. For V-Ce ED-RFB, the charge-discharge cycling was carried out galvanostatically
between 2V and 0.65V at four different current densities – 25 mA/cm2, 50 mA/cm2, 75 mA/cm2,
and 100 mA/cm2. For Ti-Ce ED-RFB, the charge-discharge cycling was carried out
galvanostatically at a minimum current density of 100 mA/cm2 followed by a potentiostatic hold
at the cutoff voltage until the current density trickled down to 4 mA/cm2. The H2SO4-based ED-
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RFBs were charged and discharged between 2V and 0.3V while the cutoffs for the CH 3SO3H based
cells were 1.85V - 0.3V.
The various efficiencies of the ED-RFB were calculated using the following relationships
Ah
)
L × 100 ,
Coulombic efficiency (CE) =
Ah
volumetric charge capacity ( L )
volumetric discharge capacity (

Energy efficiency (EE) =

Wh
energy discharged ( L )
Wh
energy supplied upon charging ( L )

× 100 .

(3.12)

(3.13)

After V-Ce ED-RFB cycles, the electrolytes were collected to measure the active species
concentrations by ICP-MS. For Ti-Ce ED-RFB, the cation crossover was determined by UV-vis
spectroscopy. The Ti side of the ED-RFB was drained upon completion of the ED-RFB test. All
RFB tests were completed in such a manner that the final cell state of charge (SOC) was 0% (i.e.,
complete discharge) so as to have only Ce3+ ions in the system. The collected electrolyte was then
diluted so the concentration of the dominant cation (i.e., TiO2+) was 0.1M. Supporting electrolyte
background was separately collected and subtracted from the electrolyte spectra. To allow the
comparison of crossover values across experiments, an intensive, time independent measure, the
permeation coefficient was used to describe the cross over rates.
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Chapter 4:Results and discussion for the
modeling study using boundary element
method
The general applicability of the model described above to a wide variety of practically relevant
electrochemical systems is illustrated using our carefully chosen application cases. In this section
as shown in Figure 1.3b, three cases are considered to illustrate the physical phenomena of ion
transport in a RFB under various conditions: 1) the self-discharge process, 2) ion transfer in an
operating RFB, and 3) ion selectivity in inhomogeneous membranes. In all the cases under
consideration, it is important to note that compared to CEMs operating under the same conditions,
AEMs exhibit 1-2 orders of magnitude lower cation permeability.[21], [45], [124] In ED-RFBs,
the presence of different cationic active species in the positive and negative electrolytes creates
∗
∗
the concentration difference. We apply dimensionless parameters C+,R2
= 10, C+,L2
= 1 to

simulate the concentration difference between the two electrolyte solutions. Other parameters
applied in the different case studies are listed in Table 4.1 and the assumptions are listed in each
case study.
Table 4.1 Parameters applied in case studies
Case study

I, mA/cm2

D∗i

Pe

θ, mol/L

Figure

2

Figure 4.1

D∗+ = 0.5, D∗− = 1

Battery self0

0

Figure 4.2

discharge
N/A
500
RFB

2

0

Figure 4.3
Figure

D∗+ = 0.5, D∗− = 1

2
4.5a&b
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1000

Figure
4.5c&d

500

Figure 4.6a

1000

Figure 4.6b

500

2

N/A

N/A

0

0

0

0

N/A

Figure 4.8a
Figure 4.8b

Inhomogeneous
D∗+
1000

Figure 4.7

=

0.5, D∗−

A=

Figure 4.9a &

200;

Figure 4.10 a

=1
B = 100; Figure 4.9b,c

0

& Figure 4.10
b,c

4.1 Case 1. Redox-flow battery self-discharge at open circuit
This application case examines self-discharge of typical battery systems due to the concentration
gradient driven diffusive transport of ions across an ion-exchange membrane in the absence of
convective transport (i.e., stagnant bulk solution) and no applied electric field (i.e., under open
circuit conditions). Self-discharge can occur when supercapacitors[125], lithium batteries[126],
and redox-flow batteries[127], etc. are in an open circuit. In this case, we will consider the broad
class of electrode-decoupled redox-flow batteries (ED-RFBs), in which different electroactive
chemical species are present at the two RFB electrodes.[128] Self-discharge occurs due to the
crossover of active ions between the two half-cell electrolytes. This phenomenon affects the
battery’s shelf life and performance. In the open-circuit condition, the ion concentration gradient
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is the only driving force, thereby significantly simplifying our general ion transport model. In this
simplified case, ions flow through a homogeneous membrane (

dθ∗
dξ

= 0, where the membrane

carries a constant charge) with no convection ( Pe = 0) and zero current flow (𝑖 ∗ = 0). The
simulated concentration gradients are depicted in Figure 4.1. Given that there is no bulk solution
convection in this case, the bulk solution and the stagnant Nernst layer become indistinguishable
and hence show equal ion concentrations. Nevertheless, the combination of significantly slower
ion transport through the membrane (the diffusion coefficients within the membrane are 100 times
lower than they are in dilute aqueous solutions [129], [130]) and membrane permselectivity leads
to the formation of a distinct Donnan layer. This Donnan layer shows increasing counter-ion
concentration across its width along with decreasing co-ion concentration due to repulsion from
the membrane fixed charges. Thus, by inhibiting co-ion transport to the membrane surface, the
Donnan layer reduces the self-discharge process. Note that the thicknesses of the layers and their
separation distances in the figure are schematic, and not to scale.
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Figure 4.1 (a) Concentration profiles of co-ions and counter-ions through the bulk solution, Nernst
layer, Donnan layer and the anion exchange membrane; (b) magnified co-ion concentration profile
from Figure 5.1(a). The figure is schematic in the direction of x axis, not to scale.

We applied D∗+ = 0.5 and D∗− = 1 to simulate cation and anion ion crossover in RFB. [128], [131]
For AEM, the IEC value is usually in the range of 1.5-3 mmol/g.[128], [132] The membrane
density can be calculated based on the membrane fabrication process. About 0.5 g of AEM
dissolves in solution and is cast on 3.5 × 3.5 inches of flat glass in the oven. The thickness of the
dry membrane is about 50 μm.[21] Then, the density of the dry membrane is about 1.3 × 106 g/m3.
Therefore, the calculated fixed charge concentration (θ) in AEM is around (2~4) × 103 mol/m3 or
2~4 mol/L. For CEM, the IEC value is usually about 1 mmol/g and the membrane density is about
2 × 106 g/m3 for commercial Nafion.[133] Therefore, θ in CEM is about 2 × 103 mol/m3 or 2 mol/L.
In Figure 4.2(a), the co-ion flux rapidly reduces with the fixed charge concentration θ, but then it
slows down as θ continues beyond a certain point (θ = 2 mol/L for AEM and CEM). This is the
point of the maximum Donnan exclusion effect. The fixed charge concentration (θ) in the
experimental design (equivalent to the ion exchange capacity (IEC)) is usually in the range of 2 4 mol/L for AEMs,[128], [132] and about 2 mol/L for CEMs[133], which agree with the model
results.
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Figure 4.2 a) Co-ion flux through an AEM and a CEM with various fixed membrane charge
concentrations (θ). Concentration profiles of b) co-ions and c) counter-ions through an AEM, and
d) co-ions and e) counter-ions through a CEM for various fixed membrane charge concentrations
(θ), where D+/D-=0.5.
Figure 4.2b illustrates that the fixed charge concentration in the membrane significantly influences
the concentration distribution in the charge membrane region when θ is small. It is clear that the
counter-ion more readily passes through the membrane than the co-ion. Once θ is higher than 1
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mol/L, it increasingly reduces the co-ion transport through the membrane, and vice versa for the
counter-ion. Mathematically, the surface concentration of the counter-ion is always larger than that
of the co-ion, which reflects the Donnan exclusion mechanism. Quantifying the fixed charge
concentration in the membrane allows for design of membranes that can meet specified application
requirements.
For ions in dilute aqueous electrolytes at room temperature, the diffusion coefficients of both anion
and cation are in the range of 2  10-10 – 8  10-9 m2/s.[134] Therefore, the diffusion coefficient
ratio of anion and cation is in the range of 0.025 - 40. In RFB, the active species are usually cations,
hence, we simulate the cation behaviors in AEMs and CEMs. Figure 4.3(a) and (b) show that, for
the same fixed charge (2 mol/L for both AEM and CEM) in the membrane, the concentrations of
D∗

the cation on the membrane surfaces remain the same for various D+∗ values. It‘s clear (as expected)
−

that AEM works better than CEM to prevent the cation crossover, which agrees with the result in
Figure 4.2. Given that the anion diffusion coefficient (mainly determined by the solvated anion
size and hence, indirectly, the charge on the anion) has minimal impact on the cation flux across
the membrane, we can select anions purely on the basis of other critiaria for the electrolytes, such
as absence of side-reactions.[131]
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Figure 4.3. Concentration profiles of co-ion through a) AEM and b) CEM for different ratios of
the diffusion coefficient with only electro-diffusion and constant fixed charge in the membrane.

4.2 Case 2. Ion transfer in an operating electrode-decoupled
redox-flow battery
Building on case 1, consider an ED-RFB in operation. In ED-RFBs, the electrolyte flow mainly
follows channels along the electrode as seen in Figure 4.4. Ion transport occurs by diffusion and
migration across the non-porous, ion-exchange membrane separator. Therefore, the convective
flux is neglected across the membrane in an ED-RFB system. In this case study, ions migrate and
diffuse through a homogeneous membrane (

dθ∗
dξ

= 0) with no convective flow (Pe = 0) and

varying current flow (𝑖 ∗ ≠ 0). The current density in ED-RFBs is in the range of 800-1000 A/m2.
[135] For the dilute aqueous solutions (the ion concentration C is on the order of 10 mol/m3), the
diffusion coefficients D are on the order 10-11 m2/s in the membrane,[129], [134] the membrane
thickness ℓ on the order of 10-4 m, and Faraday constant F is on the order of 105 A∙S/mol, therefore,
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ℓ

the dimensionless current density 𝑖 ∗ = DCF 𝑖 is in the range of 0 to 1000 to simulate current load (i
= 0-1000 A/m2 ).

Figure 4.4. Schematic diagram of a RFB cell component.
Figure 4.5 shows the concentration profiles of the co-ion through each region during the battery
D∗

discharge at various current densities with D+∗ = 0.5. Unlike Case 1, channel flow (which maybe
−

Poiseuille-like) in the flow field and Darcy’s law flow through the porous electrode create
conditions for a stagnant boundary layer next to the membrane, forming a Nernst layer. The
Donnan layer formation process detailed in Case 1 is expected to remain unchanged. The Nernst
layer plays a more important role to prevent ion cross over at higher current densities. Figure 4.5d
indicates that the Nernst layer can serve as a barrier while maintaining the same Donnan exclusion
effect; the battery system can repel higher concentration of the electrolyte at higher current density.
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Figure 4.5. Discharge process in a RFB: concentration profiles of co-ion and counter-ion through
the bulk solution, Nernst layer, Donnan layer, and the fixed charge membrane (θ = 2 mol/L) at
different current density i. a) and b) i = 500 A/m2 c) and d) i = 500 A/m2, where D+/D-=0.5.

Figure 4.6(a) and (b) show the effect of the fixed charge concentration (θ) during discharge and
charge state for cation and anion flux. The lower cation flux confirms that the AEM prevents cation
transport across the membrane due to repulsion by the fixed positive charges in the membrane.
However, the cation flux or cation crossover does not increase continually with higher θ in the
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CEM as the limiting factor becomes the diffusion and migratory flux contributions in the absence
of cation repulsion by fixed charges. [136] This establishes an upper limit for the capacity fade
rate in ED-RFBs employing CEMs and enables the cycling of such ED-RFBs for a few cycles
before the catholyte and anolyte become perfectly mixed. Thus, we only recommend the use of
AEMs for ED-RFBs to ensure long-term cycling. Figure 4.6(c) and (d) predict cation and anion
ion fluxes across an AEM and CEM at various current densities. The asymmetry with respect to
current direction depends on the presence of positively/negatively charged ions moving
with/against the current direction. With a larger positive/negative current load, the flux of the coion increases slower than the flux of the counter-ion. The difference of the slopes indicates that
co-ions are prevented from crossing the charged membrane, while counter-ions can cross easily to
rebalance the electrolytes. It is clear that Donnan exclusion contributes significantly to this
phenomenon.
In line with the discussion about the role of cation and anion diffusion coefficients in Case 1, we
found that during the discharge and charge process shown in Figure 4.7, the various ratios of the
diffusion coefficients for cation and anion don’t change the surface concentration of the
membrane. It indicates that the diffusion coefficients of cation and anion contribute less to the ion
crossover than the fixed charge concentration in AEMs, which allows us to select the redox couple
species purely on the basis of other critiaria for the electrolytes, and also agrees with the conclusion
in Case 1.
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Figure 4.6 Cation fluxes through membrane with various fixed charge concentration of the
membrane at a) discharge state, b) charge state with 500 A/m2 and 1000 A/m2. Co-ion and counterion fluxes (NiF in the unit of mA/cm2) across through c) AEM and d) CEM as a function of current
density (i, mA/cm2), where D+/D-=0.5.
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Figure 4.7 Cation fluxes through membrane (θ = 2 mol/L) with various ratios of D+/D- at discharge
state for a) AEM and b) CEM, and at charge state for c) AEM and b) CEM with 500 A/m2 .

4.3 Case 3. Ion selectivity in inhomogeneous fixed charge
membranes
An ideal membrane should have high selectivity, high durability, and high conductivity. However,
we may need to make tradeoffs between the selectivity, ionic resistance, and ion transport rate in
the membrane.[137] To date, membranes with multilayers offer an approach to suppressing ion
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crossover without sacrificing other properties.[138]–[140] Nevertheless, membranes with multiple
layers or embedded inorganic fillers present unique modeling challenges. The inhomogeneous ion
distribution in a fixed charge membrane can be separated into two clusters, based on their scales.
On the microscale, clusters of fixed ions are attached in the membrane matrix, and the membrane
is phase-separated. On the macroscale, the inhomogeneous structure exhibits spatial variations. In
this case, we study the effect of the inhomogeneity on the fixed charge distribution at the
macroscopic scale. Assume the fixed ion distribution can be represented as θ∗ (ξ) = A(ξ − ξavg ) +
B, where A and B are arbitrary numbers, and ξavg are the dimensionless average length. We present
two particular cases to simulate the layer-by-layer technology for surface modification on
membrane. For an inhomogeneous fixed charge membrane with surface modification on one side:
θ∗ (ξ) = A(ξ − 0.5) + B .

(4.1)

We use A = 200, B = 100 to maintain the membrane surface concentration is 0 at one side and 2
mol/L on the other side, shown in Figure 4.8(a).
For an inhomogeneous fixed charge membrane with surface modification on both sides:
−A(ξ − 0.5),
θ∗ (ξ) = {
A(ξ − 0.5),

𝑥 ≤ 0.5
,
𝑥 > 0.5

(4.2)

We apply A = 400 to maintain the membrane surface concentration is 2 mol/L on both sides,
shown in Figure 4.8(b). We insert above equations into Eqn. (2.23) to simulate surface
modification. We apply the same parameters as in the previous four cases to compare the results.
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Figure 4.8. Inhomogeneous charge concentration distribution profiles through a membrane by
surface modification a) on one side, and b) on both sides of the membrane.

Figure 4.9 and Figure 4.10 show the Donnan exclusion effect on the membrane surface under the
above two different cases. Once the surface concentration reaches a certain amount, it has little
influence on the ion flux, which agrees with the previous cases that the surface concentration of
the membrane is not the limiting factor for influencing ion crossover. For the battery self-discharge
process, the inhomogeneous membranes exhibit similar results as the homogeneous membrane,
comparing Figure 4.9(a) and Figure 4.10(a) with Figure 4.2(a). The surface modification on one
side of the membrane even shows better performance than the modification on both sides by
repelling more co-ions. For a RFB's discharge and charge process, the surface modification on
both sides of the membrane, as shown in Figure 4.10b to c, has a similar effect on the cation flux
as the homogeneous membrane. The repulsive effect of the fixed charged groups appears to plateau
after 𝜃 > 2mol/L in the homogenous membrane and in the inhomogeneous membrane with the
surface modification on one side. On the other hand, after modifying both sides of the membrane,
it was observed that even a fixed charge concentration 𝜃 >1 mol/L was sufficient to achieve
comparable performance to other two cases. Thus, surface modification on both sides of the
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membrane provides an avenue to mitigate mechanical issues brought about by high water uptake
in high IEC membranes by lowering IEC without sacrificing permselectivity.
This case study exhibits similar conclusions as the case study involving the fixed charge
membrane. The inhomogeneous membrane can prevent co-ion crossover, but this approach has its
limitation in that the co-ion flux or co-ion crossover cannot decrease continually with increasing θ
in the membranes, and diminishing returns are seen above a threshold value of θ. For the
charge/discharge process, surface modification with positively charged groups more effectively
prevents cation crossover than modification with negative charged groups. The result indicates
that surface modification can be applied to tune the ion crossover. Membranes requiring high ion
selectivity will benefit from a high surface charge. This explains why membrane surface
modifications, such as

plasma treatment[141], surface grafting[142],

and electrical

deposition[143], can reliably enhance the Donnan exclusion effect and help to repel co-ions.
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Figure 4.9 Inhomogeneous membrane with surface modification on one side of the membrane:
fluxes through AEM and CEM as a function of surface charge concentration in a a) self-discharge
process; RFB during b) discharge and c) charge process.
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Figure 4.10 Inhomogeneous membrane with surface modification on both sides of the membrane:
fluxes through AEM and CEM as a function of surface charge concentration in a a) self-discharge
process; RFB during b) discharge and c) charge process.
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Chapter 5:Results and discussions for
experiments

Some results of this chapter have been published in Sankarasubramanian S., Zhang Y., Ramani V.
(2019). Methanesulfonic acid-based Electrode-decoupled Vanadium-Cerium Redox-flow Battery
exhibits significantly improved capacity and cycle life. Sustainable Energy Fuels, 2019,3, 24172425. And some results of this chapter have been preprinted in Sankarasubramanian S., Zhang Y.,
He C., Gregory T., Ramani V. An Aqueous, Electrode-Decoupled Redox-flow Battery for Long
Duration Energy Storage. Research Square, 2021
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5.1 Characterization and stability of the membranes
5.1.1 Characterization and stability of quaternary ammonium polystyreneblock-poly(ethylene-ran-butylene)-block-polystyrene
based
anion
exchange membrane
The SEBS30-TMA based AEMs were successfully prepared. Following the chloromethylation
reaction, a DF value of 0.16 was achieved against a possible theoretical maximum of 0.3 (with all
the styrene groups functionalized), as seen from the 1H NMR in Figure 5.1. Upon addition of the
trimethylamine cation, the ion exchange capacity was 1.35 ± 0.02 (~90% of theoretical). The
addition of TMA was confirmed by the C–N stretch in the FTIR spectra of CM-SEBS30-TMA,
which was absent in spectra of CM-SEBS30 prior to TMA addition depicted in Figure 5.2. The
characterization of these membranes is provided in Table 5.1. The uniform addition of TMA across
the membrane was confirmed by EDX spectral mapping obtained across the cross-section of the
membrane, which showed the presence of the Cl- counter-ion to TMA+ and is depicted in Figure
5.3. The ionic conductivity of the AEM was measured using a standard 4-electrode cell. [144] The
AEM was ion-exchanged to the sulfate and methanesulfonate form by immersion in 0.1 M H 2SO4
and 0.1 M CH3SO3H, respectively, for 24 hrs. The sulfate ion conductivity values (depicted in
Figure 5.4a) were found to be higher than the values for the methanesulfonate anion due to the
relatively smaller hydrodynamic radius of the sulfate anion.[145] The result of the AEM stability
test is depicted in Figure 5.4b. The SEBS30-TMA based AEM was found to be stable over the
course of this test and exhibited minimal changes in ionic conductivity and IEC. The AEM
separator was found to be both thermally and mechanically robust with thermal degradation
starting at over 200 ºC, referring to the degradation in membrane sidechain (see Figure 5.5), while
the ultimate tensile strength was found to be 3.1 ± 0.6 MPa.
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Table 5.1 Summary of SEBS30-TMA properties

SEBS30-TMA
Experimental IEC (mmol/g)

1.35±0.02

Chloride conductivity (@ 70°C, mS/cm)

18±3

Ultimate tensile stress (MPa)

3.1±0.6

Elongation at break (%)

536±7

Water uptake (%)

52.0

Swelling ratio (%)

56.9

Acid uptake (%)

32.3

Transport numbers (tCl-; tK+)

(0.87±0.02:0.13±0.02)
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Figure 5.1 1H NMR spectrum of CM-SEBS30. Peaks a and c - protons on the aliphatic backbone,
Peaks b and d - protons the aromatic ring. The new peak e demonstrated the occurrence of the
chloromethylation reaction.

Figure 5.2 FTIR spectra of the SEBS30-TMA ionomer before and after the ED-RFB test.
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50μm
(a)

(b)
Figure 5.3 (a) SEM image of the cross-section of a SEBS30-TMA AEM separator, (b) EDX
spectra of the cross-section.
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Figure 5.4 (a) Temperature dependence of the sulfate and methanesulfonate ionic conductivity of
SEBS30-TMA separators; (b) representative SEBS separator stability in methanesulfonic acid at
40 °C.
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Figure 5.5 Thermogravimetric analysis of the SEBS30-TMA AEM separator.
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5.1.2 Characterization and stability of quaternary ammonium cardo-poly
(ether ether ketone) based anion exchange membrane
From among the poly (aryl ether ketone) family members, we selected cardo poly(ether ether
ketone), depicted in Figure 3.1, as the supporting membrane for two reasons. (1) Due to the
presence of the cardo group on the backbone, it is easily dissolved in polar organic solvents for
membrane preparation. (2) It exhibits good chemical and mechanical stability in acidic
environments.[146], [147]. Figure 5.6 shows the chloromethylation reaction determined by the
reaction time. The basic properties of our membranes compared with previous studies are shown
in Table 5.2. In this work, the DF value for the prepared chloromethylated AEM was 1.15,
calculated from the 1H NMR spectrum in Figure 5.7. A Higher DF value leads to a higher IEC
value. For the same AEM structure, a higher IEC leads to higher ionic conductivity. However, it
can lead to higher water uptake and swelling ratio in membranes. We picked an intermediate DF
value from amongst those reported in Table 5.2. [146], [148] such that the membrane maintained
sufficient ionic conductivity without excessive water uptake.

Figure 5.6 The degree of functionalization (DF) for chloromethylated PEKC at different reaction
times
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Figure 5.7 1H NMR for chloromethylated PEKC. The hydrogen groups 1, 2, and 3 represent
hydrogens attached to the aromatic rings, and hydrogen group 4 corresponds to the hydrogens on
the chloromethyl group.

Table 5.2 DF, IEC, water uptake, ion conductivity, and permeability for QPEKC based AEMs
DF

IECtitration,

IECtheoretical,

Water

*Ionic

**Vanadium

value

mmol/g

mmol/g

uptake,

conductivity,

permeability,

%

mS/cm

10-9 cm2/s

Reference

1.2

1.7 ± 0.1

1.9

24 ± 1

20.1± 0.4

5.7 ± 0.8

This study

1.6

2.3 ± 0.1

2.4

87 ± 8

15.2 ± 0.6

N/A

[148]

0.9

1.4 ± 0.1

1.5

19 ± 2

5.6 ± 0.5

8.2 ± 0.2

[146]

* Ionic conductivity was measured in Cl- form in this study and in SO42- form in previous work.
* * V-Ce and all V diffusion cells were applied in this and the previous study, respectively.
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Physical blending is a cost-effective way to fabricate a polymer-nanoparticle membrane or
composite membrane: after NPs are mixed with the membrane solution, the mixture is cast into a
membrane by evaporating the solvent, as depicted in Figure 3.3. The ionic conductivity of the
composite membranes was found to be about 15% lower than the pristine membrane at 30 °C, as
seen in Figure 5.8. The result of the AEM stability test is depicted in Figure 5.9. The pristine
QPEKC was found to be stable over the course of this test and exhibited minimal changes in IEC
and ionic conductivity. The degradation trend in composite membranes was found similar to the
pristine QPEKC, which indicated that NPs have little influence on the chemical stability of the
membrane.

Figure 5.8 The ionic conductivity of pristine QPEKC and composite QPEKC membranes in Clform.
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Figure 5.9 The chemical stability of (a) IEC and (b) ionic conductivity of composite membranes
exposed in 4 M CH3SO3H.

5.2 Confirmation of the Donnan exclusion effect in
membranes
In 1911, Donnan built a mathematical model to describe the exclusion of co-ions in biological
semi-permeable membranes; hence, the effect is called Donnan exclusion.[38] A charged
membrane creates an electric field that attracts counter-ions from the solution, creating a boundary
layer on the membrane surface. In this layer, the concentration of the counter-ion is higher than in
the bulk solution and vice versa for the co-ion. Utilization of he Donnan exclusion effect has
improved the design of the charged membrane in several fields, including wastewater
treatment[39]–[41], desalination[42], and redox-flow batteries[43], [44]. To increase the Donnan
exclusion effect, we can tune either the electrolyte concentration or the surface potential of the
membrane. However, adjusting the electrolyte concentration is a challenge because the
composition of aqueous electrolytes governs the concentration of the active species, which needs
to be maximized. The addition of a supporting electrolyte can be another method to change the
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electrolyte concentration, but it can also increase the complexity and cost of the system, and the
supporting electrolyte can contribute side reactions that affect RFB performance and efficiency.
Therefore, it is best to focus on tuning the fixed charge concentration of the membrane.
An experiment was designed to prove that Donnan exclusion played an important role in ion
species crossover in dense membranes. A QPEKC membrane and a sulfonated PEKC membrane
(SPEKC) were fabricated with the same backbone - cardo poly(ether ether ketone) (PEKC) – with
equivalent IEC (~1.8 mmol/g) and thicknesses (~50 μm) for comparable measurements where the
only variable was the nature of the fixed charge group attached to the backboneError! Reference s
ource not found.. Figure 5.10 shows the Fe3+ and Cr3+ ion permeabilities of pristine QPEKC and
SPEKC membranes. Compared to the SPEKC (CEM), the QPEKC (AEM) exhibited 100-times
lower ionic permeability, (0.11 ± 0.02) × 10-9 cm2/min for Fe3+ and (0.04 ± 0.01) × 10-9 cm2/min
for Cr3+ Comparable Fe3+ and Cr3+ values for SPEKC were (16.43 ± 0.96) × 10-9 cm2/min and
(11.19 ± 1.23) × 10-9 cm2/min, respectively . The permeability obtained from Fick’s law is a
function of the diffusion coefficient.[149] A higher ion diffusion coefficient can lead to a higher
ion permeability. The diffusion coefficient of Cr3+ (5.95 × 10-6 cm2s-1) is higher than that of Fe3+
(6.07 × 10-6 cm2s-1).[91], [150] therefore, we observed a higher permeability of Cr3+ than that of
Fe3+. The observed effect is unlikely to be caused by differences in pore sizes (if any) or differences
in thickness. The 100x decrease in cation crossover upon changing the fixed charged species
attached to the polymer backbone from a negatively charged group to a positively charged group
indicates that permselectivity is tunable by the Donnan effect. The key to any further
improvements in permselectivity should thus come from enhancing the Donnan effect.
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Figure 5.10 Fe3+ and Cr3+ ion permeability of pristine quaternary ammonium-based PEKC and
sulfonated PEKC in 1M HCl.

5.3 Enhancement of Donnan exclusion by nanoparticles
5.3.1 Zeta potential of nanoparticles
An NP has a surface charge that attracts a thin layer of ions of opposite charge to the surface. The
zeta potential, the charge on a particle at the boundary of the thin layer, has values that typically
range from +100 mV to -100 mV. NPs with zeta potential values greater than +30 mV or less than
-30 mV have long-term stability in solution[151], but NPs with a low zeta potential value will
eventually aggregate. The zeta potential of NPs in suspensions is controlled by the pH through the
following process:
MOH2+ ⇌ MOH ⇌ MO− ,
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The isoelectric point (IEP) is the pH where NPs carry no net charge in a dispersion medium. It is
the least stable point for a colloidal system because attractive van der Waals forces dominate over
electrostatic repulsive forces between the particles in the absence of significant particle surface
charge.[74] Therefore, significant agglomeration of NPs takes place near the IEP. When the pH is
lower than pHIEP, the particle surface carries a positive charge and vice versa. The zeta potential
value of NPs in an aqueous solution can be affected by other factors, including ionic strength, pH,
and the nature of the NPs.
The NPs in this study were chosen based on three factors:
(1) NPs’ pHIEP values: This can guide us to avoid particle agglomeration near its IEP value during
membrane fabrication with the NPs.
(2) Zeta potential at pH <6: Highly positive NP zeta potential offers a higher charge density, which
can help to enhance membrane surface zeta potential.
(3) NPs’ crystal phase: As shown in Figure 5.11, for different structures of aluminum oxide, γAl2O3 and activated Al2O3 show a different zeta potential with pH. Hence, it is important to ensure
the proper phase is chosen for a given metal oxide.
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Figure 5.11 The change in surface charge of γ- Al2O3 and active Al2O3 as a function of pH.

We chose anatase TiO2 nanopowder, SiO2 nanopowder, and γ- Al2O3 as our NPs of interest based
on the above. We tested the zeta potential for samples with the same particle concentration (50
mg/L). In Figure 5.12, the pHIEP values of anatase TiO2, SiO2, and γ-Al2O3 are 7.7, 3.3, and 10.3,
respectively, close to the values reported in the literature.[74], [152], [153]. We avoided fabricating
composite membranes near their pHIEP values. TiO 2 and γ-Al2O3 exhibited higher positive zeta
potential in acidic conditions than SiO2, and hence were selected as be two potential NP candidates
that could, when incorporated, enhance the surface zeta potential of the resultant composite
membranes.
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Figure 5.12 The change in surface charge of nanoparticles as a function of pH.

5.3.2 Surface zeta potential on composite membranes
The original particle diameters of anatase TiO2, SiO2, and γ-Al2O3 (pristine particles) were 32 nm,
4.3 nm, and 42.9 nm, respectively, calculated from their specific surface area, and are in the range
of their reported values in Sigma-Aldrich shown in Table 5.3. Note that the BET method has its
limitation for calculating the particle size. The particles were assumed to be (1) spherical or quasispherical, (2) non-porous, and (3) separated from each other. [154] At neutral pH, SiO2 and γAl2O3 carry higher surface charge than TiO2, which suggested that particle aggregation would
occur more quickly in the TiO2 mixed solution than in the other two solutions. The fabrication
process of the composite membrane is depicted in Figure 3.3. NPs are dispersed in a DMF-based
membrane solution, which is assumed to be neutral because the QPEKC based AEM is in Cl - form,
and DMF is not a charged solvent. [155] In Figure 5.13(a) to (c), SEM observations of the
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composite membrane surface show a very clear aggregation of TiO2 compared to SiO2 and γAl2O3, which agrees with the above hypothesis.
We can observe the change through the cross-section morphology of the composite membranes.
The larger NPs formed after agglomeration more easily settle to the bottom layer of membranes
during the fabrication process. In Figure 5.13(d) to (f), most TiO2 particles have settled to the
bottom of the membrane, while γ-Al2O3 and SiO2 are more uniformly dispersed throughout the
membrane. These differences indicate that high surface charge increases NP stability in QPEKC
membrane solution and suppresses agglomeration. The settling phenomenon has also been
reported by Sun et al., who observed that a “Nafion-rich layer” and a “WO3-rich layer” were
formed during a similar fabrication process of a composite membrane.[156] For fabricating
composite membranes, the SEM results suggest that γ-Al2O3 and SiO2 are better candidates with
more uniform particle distribution than TiO2, thanks to their high surface charge in a neutral
condition. Note that earlier we had identified γ-Al2O3 and TiO2 as having a higher surface charge
under the acidic operating conditions of the RFB. Hence, γ-Al2O3 is a candidate that could yield
both well dispersed composite membranes and high specific surface charge under acidic
conditions.
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Figure 5.13 Scanning electron microscopy (SEM) images of membrane surface morphology a)
TiO2, b) SiO2, and c) γ-Al2O3; cross-section morphology d) TiO2 e) SiO2, and f) γ-Al2O3

Table 5.3 Initial nanoparticle properties

Nanoparticles

Particle specific Particle diameter Particle
specific
surface
area (BET method), surface
area
(BET method), nm
(reported by the
2
m /g
company), m2/g

Particle
diameter
(reported by the
company), nm

TiO2

48

32

35-65

21 (TEM)

SiO2

535

4.3

N/A

5-15 (BET)

γ-Al2O3

35

42.9

>40

<50 (BET)

Note: the reported particle sizes were obtained from TEM and BET.
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The membrane surface charge can be measured by electrophoresis and electro-osmosis, and the
membrane can be characterized by its streaming potential and sedimentation potential.[157] The
streaming potential is the most common parameter for characterizing membrane surface charge.
However, streaming potential measurements are limited to high ion concentrations and require that
the membrane surface conductivity be lower than that of the electrolyte.[158], [159] Recently, a
simple and cost-effective method has been developed that uses a novel laser Doppler
electrophoresis method combined with electro-osmotic surface mapping.[160] It employs the lowcost surface zeta potential cell in conjunction with the Zetasizer Nano ZS instrument.

To confirm the effect of adding NPs to the membrane, we applied laser Doppler electrophoresis
(LDE) to measure the surface zeta potential on pristine and composite membranes at various pH.
LDE is used to determine the motion of charged particles in an electric field based on dynamic
light scattering. The measurement of the mobility allows the calculation of surface zeta potential
by Henry’s Equation (Eqn. (2.2)). As seen in Figure 5.14, proton adsorption on the membrane
surface makes the zeta potential more positive under acidic conditions (pH 2); conversely,
hydroxide ion adsorption under alkaline conditions (pH 10) makes the zeta potentials more
negative.
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Figure 5.14 Variation in the surface zeta potential of membranes with pH at 25°C.

Nafion 117TM and SPEKC carry the negative fixed charge group -SO3-, and QPEKC carries the
positive fixed charge group -N(CH3)3+. The measured surface zeta potential of commercial Nafion
117 is -22.4 mV at pH 2 and -30.9 mV at neutral pH, values which agree with the results in the
literature.[161], [162] For pristine membranes, although Nafion 117 TM and SPEKC carry the same
strongly acidic functional group -SO32+, SPEKC carries more negative charge due to higher IEC
(1.8 mmol/g) of SPEKC than of Nafion 117 TM (IEC~1mmol/g). A pristine AEM (QPEKC) was
shown to have a positive surface zeta potential at pH < 6 due to its strongly basic functional group,
-N(CH3)3+. A comparable investigation carried out by Breite[163] and Schaep[164], using the
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streaming potential method, also indicated that the surface zeta potential cell is a reliable and
accurate technique for measuring membrane surface zeta potential.
In composite membranes, the highly charged surface of the NPs can tune the membrane surface
charge. Under alkaline conditions, anions (OH-) are preferentially adsorbed on the membrane
surface. Under neutral conditions, the highly negative zeta potential of SiO2 reduces the surface
zeta potential of the pristine QPEKC from 33.1 mV to -15.5 mV. In contrast, in QPEKC/Al2O3,
the opposite effect occurs. With a highly positive zeta potential on its surface under acidic and
neutral conditions, the surface zeta potential of QPEKC/Al2O3 is enhanced by 35% at pH 2 and
41% at pH 6. A similar enhancement occurs with QPEKC/TiO 2, but the surface zeta potential
increases by only 17% and 8% at pH 2 and pH 6, respectively, because TiO 2 has only a slightly
positive zeta potential under acidic and neutral conditions. The results obtained from the surface
zeta potential cell suggest that QPEKC with γ-Al2O3 could be a potentially effective membrane for
preventing counter-ion crossover due to the Donnan exclusion effect. This conclusion also explains
the choice of an γ-Al2O3 composition membrane for salt rejection during wastewater
treatment.[165] To tune the membrane surface charge, TiO2 and γ-Al2O3 additives are more
suitable in an acidic RFB, and SiO2 and γ-Al2O3 additives are better for an alkaline RFB.

5.3.3 Effect of the zeta potential on composite membranes
To confirm the Donnan exclusion effect of the composite membrane, we conducted permeability
tests with the diffusion cells. Figure 5.15 shows the effect of ionic strength on Fe3+/Cr3+ ion
permeability in a neutral environment. With less H+/OH- adsorption on the membrane surface, we
could consider only the impact of the solute concentration on the membrane surface. The observed
tendency of increasing permeability with increasing salt concentration is consistent with Fick’s
law, which treats concentration as a driving force in ion transport through the membrane.
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Comparing the solute concentration and solvent concentration (pH), it is clear that the contribution
from proton adsorption on the membrane surface dominates the effect of membrane surface
charge.

Figure 5.15 Effect of Fe3+/Cr3+ solute concentrations at pH = 6: (a) Fe3+ permeability through a
Cr3+ diffusion cell, (b) Cr3+ permeability through a Fe3+ diffusion cell.

Figure 5.16 shows the pH-sensitive permeability behavior for different membranes in 1M FeCl3
and 1M CrCl3 at pH 2, 6 and 10. For pristine and composite membranes, fewer Fe3+/Cr3+ ions
crossed over with increasing acidic concentration due to the higher surface zeta potential in the
acidic solution. Under acidic conditions, QPEKC/TiO 2 and QPEKC/Al2O3 prevented ion
permeation better than pristine QPEKC and QPEKC/SiO 2. Compared with pristine QPEKC,
QPEKC/TiO2 and QPEKC/Al2O3 showed decreases in ion permeability of 8% and 34% for Fe3+
ions and decreases of 21% and 32% for Cr3+ ion, respectively. For QPEKC/SiO2 under acidic
conditions, its lower surface potential than pristine QPEKC led to an increase in ion permeability
91

of 20% and 13% for Fe3+ and Cr3+ ions, respectively. These trends are consistent with the
measurements of the surface zeta potential (Figure 5.14).

Figure 5.16 Effect of pH on nanoparticle composite membrane permeability in 1M Fe3+/Cr3+. (a)
Fe3+ permeability in a Cr3+ diffusion cell, (b) Cr3+ permeability in an Fe3+ diffusion cell.

Other redox couples VO2+ and Ce3+ were also tested to ensure the Donnan effect on the composite
membranes. Considering the limited solubility of Ce outside of a narrow pH range, it was difficult
to study the permeability with the same concentration of Ce under various pH. We utilized a high
concentration of VO2+ and Ce3+ (0.9M of redox species in 4M CH3SO3H) on each side of the
diffusion cell. The vanadium permeability is shown in Figure 5.17. Compared with pristine
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membrane QPEKC, QPEKC/TiO2 and QPEKC/Al2O3 showed decreases in ion permeability of
37% and 98% for vanadium ions. For QPEKC/SiO2, its lower surface potential than pristine
QPEKC led to an increase in ion permeability of 53% for vanadium ions. These trends are also
consistent with the above reported measurements of the surface zeta potential (Figure 5.14).

Figure 5.17 VO2+ ion permeability in a 0.9 M VO2+/Ce3+ diffusion cell with 4 M methanesulfonic
acid.

5.4 Performance of electrode decoupled redox flow batteries
5.4.1 Quaternary ammonium polystyrene-block-poly(ethylene-ran-butylene)block-polystyrene based anion exchange membrane in redox flow
batteries
(This work was mainly contributed by Shrihari Sankarasubramanian)
The polarization characteristics of the V-Ce ED-RFB measured at 20% and 60% SOC is depicted
in Figure 5.18. Before polarization measurements, the OCV was monitored at 0% SOC and found
to be 1.337V as compared to the 1.77V difference in E1/2 from the CVs and the theoretical value
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of 1.87V. Substantial activation losses (at 10mA/cm2) of 310mV and 320mV were observed at
20% and 60% SOC respectively during discharge while the charging activation losses are 152mV
and 116mV respectively for 20% and 60% SOC. This was consistent with the irreversible nature
of the CVs and the large reduction and oxidation overpotentials. The optimization of the carbon
felt heat treatment process[166], the use of chemical treatments such as immersion in aqua
regia[167] or the use of catalysts would readily alleviate this issue. The ohmic losses were
asymmetric over the charge and discharge branches of the polarization curve, with the average
resistance during discharge being 0.537Ω while the average charge resistance was 0.153Ω. The
ex-situ membrane area specific resistance (ASR) of 0.5132 Ω.cm2 (σIP = 11.69 mS/cm for a 60μm
thick membrane) suggested that these losses can be mitigated through improved membrane ionic
conductivity. The voltage profiles showed no mass-transport loss indicating that the 100mL/min
flowrate employed was sufficient to prevent active species depletion near the electrode till
~200mA/cm. The lack of any mass-transport loss may also be attributed to the choice of
interdigitated flow fields as they have been shown to substantially improve the flow distribution
through and over the surface of the porous electrode [168]–[170].
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Figure 5.18 Charge-discharge polarization curves of the V-Ce ED-RFB at 20% and 60% SOC.

Figure 5.19(a) depicts the impact of the separators and supporting electrolyte selection on EDRFB performance. The use of Nafion® is impractical as it readily allows the mixing of the cations
and hence does not form an “electrode-decoupled” RFB architecture. The resultant capacity loss
due to electrolyte mixing was apparent in the very first cycle and resulted in >40% capacity fade
in 20 cycles at 50mA/cm, as demonstrated previously [171]. The first cycle capacity difference
between the other two RFBs utilizing the same SEBS30-TMA based AEM separator was attributed
to the increase in concentration achieved by using CH 3SO3H as the supporting electrolyte. Figure
5.19(b) depicts the impact of increasing current density on the achievable capacity in the CH 3SO3H
supported V-Ce ED-RFBs. The decline in available discharge capacity followed a typical direct
correlation with the current density. The absolute values of achievable capacity can be improved
by (in order of importance) improving the reversibility of the half-cell reactions, by the use of
catalysts to lower activation losses, and by improving membrane conductivity.
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Figure 5.19 Charge-discharge curves of the V-Ce ED-RFB (a) with different separators and
supporting electrolytes, (b) at different current densities (CH3SO3H supporting electrolyte).
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Figure 5.20(a) depicts the cycling performance of the ED-RFB over 100 cycles at 50mA/cm. A
<3% loss of initial capacity was observed over the course of this test which was substantially better
than the ~10% capacity loss observed over 30 cycles for ED-RFB systems utilizing the same AEM
separator but with the H2SO4 based electrolytes[171]. The membranes used in Wang et al. and this
study were nearly identical in terms of properties. Thus, the substantially improved capacity
retention is a direct result of the CH3SO3H supporting electrolyte and the resultant changes in the
cation solvation. These ED-RFBs also demonstrated an average EE of 65% over the course of the
100 cycles with a 6% decline over that period which was again a substantial improvement over the
12% loss over 20 cycles with the H2SO4 based V-Ce ED-RFB [171]. Figure 5.20(b) shows the
impact of charge/discharge currents on the energy efficiency and coulombic efficiency of the EDRFB. Even at 100 mA/cm2, EE of >50% was achieved. Further, even after relatively high current
charge-discharge cycles, upon cycling again at 50 mA/cm, the ED-RFB EE was found to return to
the values initially recorded at 50 mA/cm2. This indicated that the cell was experiencing minimal
side- or parasitic reactions.
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Figure 5.20 Performance of the CH3SO3H supported V-Ce ED-RFB (a) over 100 cycles at
50mA/cm2, (b) rate capability test at different current densities.
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5.4.2 Quaternary ammonium cardo-poly(ether ether ketone) based anion
exchange membrane in RFBs
The V-Ce ED-RFB cell’s resistance during operation is shown in Figure 5.21. Table 5.4 lists the
membrane thickness and ionic conductivity for pristine membrane and composite membranes. The
similar conductivity in pristine and composite membranes indicates that the NPs had minimal
detrimental influence on the membrane resistance. Figure 5.22 shows the performance of the VCe ED-RFB over 100 cycles at 50 mA/cm2. As shown in Figure 5.22(a), the relatively high
Coulombic efficiency (CE) of QPEKC/Al2O3, compared with the pristine and other composite
membranes, indicates a lower rate of cation cross-mixing during charge/discharge cycling. For a
pristine QPEKC separator, Figure 5.22(b) shows an average energy efficiency (EE) of 70% over
100 cycles, with 3.04% per day of cation crossover detected by ICP-MS, which is an improvement
over the EE of 65% over 100 cycles for the SEBS TMA based anion exchange separator.[128]
More details of vanadium ion crossover decay, tested after V-Ce ED-RFB, are listed in Table 5.5.
The

resultant

permselectivity

improvement
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is

summarized

in

Figure 5.23 in terms of the permeability coefficient, a time-independent measure of permeation of
a given species across a separator.[172], [173] QPEKC/Al2O3 exhibited the lowest permeability
coefficient, equivalent to < 0.4% undesired crossover of cations over 1000 hours in Ti-Ce EDRFB, which compares very favorably in terms of capacity-fade with extant state-of-the-art
technologies.[173]

Figure 5.21 The high-frequency resistance (HFR) with composite membranes during the operation
of the V-Ce ED-RFB.
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Table 5.4 The properties of the RFB and the membranes

Pristine QPEKC

QPEKC/TiO2

QPEKC/SiO2

Avg. HFR (mΩ)

Membrane
thickness (μm); exsitu ionic
conductivity
(mS/cm) before VCe ED-RFB test

Membrane thickness
(μm); ex-situ ionic
conductivity
(mS/cm) after V-Ce
ED-RFB test for 2
days

47.7 ± 0.05

50 ± 1.3;

52 ± 2.1;

20.1 ± 0.4

19.6 ± 0.8

50 ± 1.3;

52 ± 2.3;

17.0 ± 1.1

16.7 ± 0.4

50 ± 0.9;

53 ± 1.8;

17.4 ± 0.9

17.0 ± 0.9

46.9 ± 0.01

47.8 ± 0.03
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QPEKC/Al2O3

46.6 ± 0.01

49 ± 1.5;

50 ± 2.2;

16.8 ± 0.5

16.5 ± 0.7

Figure 5.22 Coulombic efficiency (a) and energy efficiency (b) of V-Ce MSA ED-RFBs assembled
with one of four AEM membranes (QPEKC, QPEKC/TiO2, QPEKC/SiO2, or QPEKC/Al2O3) at a
current density of 50 mA cm2.
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Table 5.5 Time-dependent vanadium crossover decay
Membrane

Vanadium crossover, % per day

QPEKC

3.04 ± 0.02

QPEKC/TiO2

1.04 ± 0.03

QPEKC/SiO2

2.78 ± 0.05

QPEKC/Al2O3

0.40 ± 0.05

Figure 5.23 Redox-active species permeability coefficient as a function of the ratio between
species concentration in the receiving reservoir (Cr) to the species concentration in the source
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reservoir (C0). Permeability coefficients across separators of different thicknesses are provided as
tie lines. The permeability coefficient across QPEK-C composite membranes with TiO2 (green
star), SiO2 (red star), and γ-Al2O3 (gold star) fillers are provided.

The 5% improvement on EE for the pristine QPEKC was mainly because of the lower ASR (0.25
Ω∙cm2), compared with 0.51 Ω∙cm2 of ASR in the SEBS TMA based AEM. [128] Figure 5.24
depicts the polarization characteristics for QPEKC/Al2O3 before and after 100 charge-discharge
cycles, measured at 99% state of charge (SOC). Before polarization measurements, the OCV was
monitored to be 1.77 V and 1.35 V before and after 100 cycles, respectively, as compared to the
theoretical value of 1.87V. Substantial activation losses (at 10mA/cm 2) of 50 mV and 150 mV
were observed before and after 100 cycles, respectively, during the charging process. The
discharging activation losses are 60 mV and 580 mV before and after 100 cycles, respectively. The
large loss in activation overpotential is a result of sluggish (and decaying) electrode kinetics at the
interface between the electrode and electrolytes after cycling. The ohmic losses were found by iRcorrected of the charge and discharge polarization curve with the HFR measurements. Figure 5.25
shows the iR-corrected of the polarization curves for QPEKC/ Al2O3 after 100 cycles. The
overlapping curves indicated ohmic loss during cycling is negligible. The charge and discharge
profile remained quasi-linear, indicating that no significant mass-transport losses occurred and that
the 100mL/min flowrate employed was sufficient to prevent active species depletion near the
electrode at least to a current density of 200mA/cm. The main losses could be attributed to
activation/kinetic polarization, indicating that EE loss was mainly due to electrode failure. A
similar kinetic loss is in the activity of carbon-felt electrodes has been reported in the
literature.[174] For NP-added QPEKC, the average EE increased to 73% and 79%, with 1.04%
and 0.4% cation crossover for QPEKC/TiO2 and QPEKC/Al2O3, respectively, over 100 RFB
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cycles. The high surface charge of NPs thus can demonstrably help prevent cation crossover,
enhancing the CE and resulting in higher EE.

Figure 5.24 Charge/discharge polarization curves of V-Ce ED-RFB before/after 100 cycles

Figure 5.25 iR correction of the charge/discharge polarization curves of V-Ce ED-RFB after 100
cycles
(This work was done with Shrihari Sankarasubramanian)
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Ti-Ce ED-RFBs incorporating pristine QPEKC and its metal oxide NP enhanced variants were
tested, and the performance of the ED-RFB with H2SO4 supported Ti-Ce electrolytes separated by
an enhanced QPEKC/Al2O3 separator is depicted in Figure 5.26. The cell was cycled diurnally
(i.e., 12-hour charge- 12-hour discharge) for 1300 hours (about 8 weeks) to mimic the loadleveling use case on the electric grid. Despite minimal cycle to cycle variations in capacity, as
depicted in Figure 5.26(a), the normalized capacity never fell below 90%. Near 100% capacity
retention was observed, indicating that the highly perm-selective separator was indeed mitigating
a major route for capacity fade, namely active species crossover. The ASR of the separator
remained unchanged within experimental error over the duration of the run, confirming ex-situ
observations via 13C-1H 2D NMR and APT, confirming that there was no chemical degradation of
the QPEKC separator in low pH electrolytes (unlike at high pH, wherein AEM degradation is well
documented). [175], [176] Since chemical degradation affects separator conductivity and the
separator is the largest resistive source in the device, this exceptional separator stability confirms
its suitability for long-term operation. The coulombic, voltage, and energy efficiencies of the EDRFB are depicted in Figure 5.26(b). As expected from the CVs, the irreversible nature of the Ti
and Ce redox couples necessitates the application of higher overpotentials to drive the redox
reactions. This directly translates into poorer voltage efficiency. Given that the energy efficiency
is a product of the coulombic and voltage efficiencies, the energy efficiency is, on average, ca.
70%. The observation that changing the supporting electrolyte significantly changes the redox
potentials for both half-reactions of interest suggests that the use of electrolyte additives or
alternate stable supporting electrolytes provides viable pathways to further increase the voltage
efficiency of the Ti-Ce ED-RFB, as does electrode-modification to lower redox-reaction
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overpotentials. Overall, the highly energy-efficient diurnal energy storage performance of Ti-Ce
ED-RFB makes it an excellent candidate for grid deployment.

(a)

(b)
Figure 5.26. Performance of an H2SO4 based Ti-Ce ED-RFB with a QPEKC/Al2O3 separator –
(a) Normalized capacity and areal specific resistance (ASR) over 1300 hours of cycling (56
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cycles); (b) Coulombic, voltage, and energy efficiencies are corresponding to each cycle in panel
(a).

A second grid-scale deployment use case examined was that of long-duration energy storage
(LDES). Since the RFB places the energy storage media outside the cell itself, the amount of
energy that can be stored is limited only by tank size. Thus, the potential exists to scale RFBs to
enable multi-day or even multi-week (i.e., extended-duration) energy storage. The key to this use
case is the minimization of capacity fade during storage (i.e., self-discharge). The self-discharge
performance of the Ti-Ce ED-RFB was examined by cycling it for 100 hours, followed by charging
it to a 90% state of charge (SOC), withdrawing the charged electrolytes, and storing them in their
tanks. After 96 hours of storage, the electrolytes were reintroduced into the RFB and discharged,
and the discharge capacity was measured. The polarization performance of the RFB before and
after storage at 90% SOC is depicted in Figure 5.27(a). The open-circuit voltage (OCV) before
and after storage was unchanged within experimental error, indicating minimal self-discharge
during storage. The polarization curve was also essentially unchanged, as were the activation and
ohmic polarization. The near-quantitative absence of self-discharge was confirmed by discharging
the cell from 90% SOC (Figure 5.27(b)). The coulombic efficiency was close to 100% for both
this “charge-store-discharge” cycle and for the previous conventional charge-discharge cycle
(Figure 5.28). Thus, the Ti-Ce ED-RFB was found to be suitable for both diurnal and for LDES in
scenarios mimicking normal grid operations.
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(a)

(b)

Figure 5.27. Performance of a CH3SO3H based Ti-Ce ED-RFB - (a) Polarization curves before
and after extended storage (96 hours) at 90% SOC following long-duration cycling of the Ti-Ce
ED-RFB (cycling data shown in Supplementary Materials) (b) Charge-store-discharge curve
corresponding to the half cycles before and after storage at 90% SOC.
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(a)

(b)
Figure 5.28 Multiple independent runs of the Ti-Ce RFB with the CH3SO3H supporting
electrolyte (a) 12-hour cycle cell performance and (b) charge-store-discharge performance
(corresponding to the polarization curves in Figure 5.27).
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5.5 Postmortem analysis
5.5.1 Quaternary ammonium polystyrene-block-poly(ethylene-ran-butylene)block-polystyrene based anion exchange membrane
The key to long-term use of this ED-RFB configuration in the field is the chemical stability and
sustained selectivity of the separator. The sustained selectivity of the SEBS30-TMA based AEM
separators has been demonstrated by the minimal capacity fade achieved over long-term cycling.
The chemical stability of these separators was examined by looking for evidence of loss of the
functionalizing cation. Mohanty et al. [177] showed using FTIR spectroscopy that the C-N stretch
characteristic of the TMA+ cation may be used to verify the stability of the SEBS30-TMA AEM.
As seen in Figure 5.2, the C-N stretch is evident in both the pristine membrane and the membrane
after long-term cycling, indicating no loss of the TMA+ cation. The apparent loss in intensity was
not evidence of AEM degradation as the ratio between the C=C bend, and C-N stretch remained
constant. Thus, the SEBS30-TMA based AEM separator was found to be chemically stable over
the course of long-term cycling. [178], [179]

5.5.2 Pristine quaternary ammonium cardo-poly(ether ether ketone) based
anion exchange membrane and its composite membranes
To investigate the degree of membrane degradation during V-Ce ED-RFB operation, we used 2D
NMR (1H-13C HMQC) spectroscopy to examine a QPEKC membrane after 100 charge/discharge
cycles. No signal changes in the 2D NMR spectra were observed in Figure 5.29, confirming that
the membrane is stable after V-Ce ED-RFB cycling. The changes of the IEC and ionic conductivity
in the membranes were also measured after immersing them in 4 M MSA for a long-term stability
test, as shown in Figure 5.30. The trends observed with the composite membrane followed those
observed with the pristine membrane. Moreover, as shown in Table 5.4 there was minimum change
in ionic conductivity, before and after the RFB test for both pristine and composite membranes.
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Hence, it could be concluded that the NP additives did not influence the membrane’s chemical
stability or conductivity.
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(a)
1

H

13

C

QPEKC

(b)

1

H

13

C

QPEKC after RFB test

Figure 5.29 2D HMQC (1H, 13C) NMR spectra of QPEKC TMA+ (a) before and (b) after 100
charge/discharge cycles in a V-Ce ED-RFB operated at 50 mA cm-2.
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Figure 5.30 The chemical stability of (a) IEC and (b) ionic conductivity of composite membranes
exposed in 4 M CH3SO3H.
Figure 5.31 depicts the HMQC measurements where we see that the QPEK-C separator’s
characteristic signals are unchanged after long-duration cycling in the Ti-Ce RFB. The lack of any
oxidative attack at the quaternary and methylene carbons was confirmed using the APT shown in
Figure 5.32. In the APT experiment, quaternary and methylene carbons (CH 2) are phased
negatively, while methine (CH) and methyl (CH3) carbons are phased positively. We see that none
of the signals were lost following long-term RFB cycling.
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Figure 5.31 1H-13C heteronuclear multiple-quantum correlation spectroscopy (HMQC)
measurements of the QPEKC separators in (a) pristine condition, (b) after long-term cycling in a
Ti-Ce RFB.

115

Figure 5.32 Attached proton test (APT) data from 13C NMR measurements of the QPEKC
separators in (a) pristine condition, (b) after long-term cycling in a Ti-Ce RFB.
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Chapter 6:Conclusions
6.1 Conclusions for modeling results
The boundary element method efficiently and accurately solves a system of non-linear second
order differential equations describing diffusion-migration-convection problems. In this study, we
have modified and significantly extended Barbero’s model in studying ion transport across charged
membranes by including the Donnan exclusion effect and also provided insights from detailed case
studies from different applications. The key features of our model are summarized below:

1) We use a simpler expression for the differential operator

d2 Ci
dx2

to reduce the average

computation time to less than 0.2 s (less than 1 s for a non-linear fixed charge distribution).
For comparison, Barbero’s model takes ca 15 s. Our simpler expression will shorten the
computational time when we apply multiple components in further studies.
2) For the first time, we provide the concentration distribution of ion transfer through three
regions: the Nernst layer, the Donnan layer, and the ion-exchange membrane. The explicit
consideration of concentration profile changes in the Nernst layer due to the external driving
forces, namely migration and convection, is particularly important for practical flow systems.
3) Co-ions and counter-ions of differing valence and diffusivity can be accommodated, and these
factors are coupled with the membrane’s fixed charge concentration. Our case studies clarify
the effect of ion transfer on each region and show how CEMs and AEMs suppress ion crossover
at different currents and flow velocities.
4) We have identified θ ~ 2 mol/L as the optimum fixed charge concentration, and further
increases in θ have little influence on the ion flux. This provides a target IEC value when
designing separators and allows balancing separator permselectivity and mechanical integrity.
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5) The inhomogeneous membrane exhibits similar ion behavior as the homogeneous membrane
by tuning the membrane surface concentration. This finding can guide membrane fabrication,
and it shows the model's potential for examining more complicated fixed charge group
distributions.
This model provides a computationally lean approach to the development of both CEM and AEM
separators for a variety of electrochemical device applications. The robust set of adjustable
parameters and operational conditions can significantly accelerate the development of membranes
for new electrochemical devices.
Directly from our modeling efforts, we identified two pathways to lower cation transfer across
IEM separators used in ED RFBs – the first pathway was to replace the CEM traditionally used
with an AEM to take full advantage of the demonstrable Donnan exclusion effect. The second was
to further enhance the charge density within the AEM by incorporating highly surface-charged
NPs within the membrane structure to further enhance the Donnan effect. As shown below, our
experimental efforts confirm the viability of both these pathways to enhance membrane
permselectivity in the context of RFB applications.

6.2 Conclusions for experimental results
The Donnan exclusion effect was shown to play a key role in the permselectivity of IEM separators
for flow battery applications. SEBS30 based AEMs successfully prevented vanadium and cerium
crossover with 2.4% capacity fade over 100 cycles and ∼70% energy efficiency demonstrated in
a methanesulfonic-acid-based V–Ce ED-RFB, which makes it an excellent candidate for ED RFB
applications. The Donnan exclusion effect was demonstrated by the observation that in IEMs with
the same backbone (cardo-poly (ether ether ketone) (PEKC)) and the same IEC (1.8mmol/g), a
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quaternary ammonium PEKC based AEM (QPEKC) had two orders of magnitude lower cation
permeability than a sulfonated PEKC membrane, confirming our modeling predictions.
Further enhancement of the IEM permselectivity was achieved by the incorporation of NP
additives, again in accordance with model predictions. TiO 2, SiO2, and γ-Al2O3 NPs were
examined, and γ-Al2O3 NPs were selected as a potential membrane additive because of their highly
positive surface charge across a broad pH range. Owing to the high surface charges of γ-Al2O3 and
SiO2, their NPs exhibited less agglomeration than TiO 2 when embedded in the membrane under
“neutral” membrane casting condition. The high surface charge maintained by γ-Al2O3 NPs
embedded in a QPEKC/Al2O3 membrane under acidic operating conditions helped prevent cation
crossover through the V-Ce ED-RFB. An average energy efficiency of 79% was obtained after
100 charge/discharge cycles in an ED RFB operated at 50 mA/cm2.
A long-term Ti-Ce ED-RFB was enabled by the above highly permselective AEM separator
(QPEKC/Al2O3 AEM) that exhibited < 0.4% cation crossover over 1000 hours of operation. The
ED-RFB exhibited 100% capacity retention over 1300 hours of diurnal cycling with >70% energy
efficiency. Additionally, it exhibited close to 100% charge retention upon storage at 90% SOC for
over 96 hours. Given this level of performance and capacity retention, the Ti-Ce ED-RFB promises
to match and surpass the sub-decadal lifetime of Li-ion batteries.
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Appendix. Matlab codes for modeling
Matlab codes for boundary element method
function F = MafeFunc(X)
% MafeFunc for 1:1 binary positive/negative charged ion
% This functions sets up the residues.
global ne n nodes
% parameters needed in calculations
global W zi % W=1 AEM; W=-1 PEM
global cL2 cR2
global cL cR
global Pe
% boundary condition values
% given nodes and weights
%define nodes for ten point quadrature
eta = [ 1.304674e-2 6.746831e-2 ...
0.1602952 0.2833023 0.4255629 0.5744371 ...
0.7166977 0.8397048 0.9325317 0.9869532] ;
%define weights
w = [ 3.333567e-2 7.472568e-2 ...
0.1095432 0.1346334 0.1477621 0.1477621...
0.1346334 0.1095432 7.472568e-2 3.333567e-2];
% unwind X vector
global_concentration_vector = X(1:n);
global_gradient_vector = X(n+1:2*n); % concentration gradient
% set boundary conditions using Donnan model
% For Positive charged ion, cL cR are the surface concentration of membrane
% b.c at x = 0 and x = 1
x = [0,1];
theta = compute_theta(x);
cL = -1/2 * W * theta(1) + sqrt(theta(1)^2/4 + cL2^2 );
cR = -1/2 * W * theta(2) + sqrt(theta(2)^2/4 + cR2^2 );
neq = 1; % equation number counter,
% b.c at x = 0
F(1) = global_concentration_vector(1) - cL;
%% element level assembly of equatios.
for N = 1:ne
% local variables
a = nodes(N);
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b = nodes(N+1);
ca = global_concentration_vector(N);
cb = global_concentration_vector(N+1);
pa = global_gradient_vector(N);
pb = global_gradient_vector(N+1);
% compute local concentration vector
c = ca + pa*(b-a)*eta ...
+(3*(cb-ca) - 2*pa*(b-a) - pb*(b-a)) * eta.^2 ...
+(-2*(cb-ca) + pa*(b-a) + pb*(b-a)) * eta.^3;
% set c as zero if negative.
c(c<0) = 0;
% compute local concentration gradient vector
p = pa*(b-a) ...
+(3*(cb-ca) - 2*pa*(b-a) - pb*(b-a)) * 2*eta ...
+(-2 * (cb-ca) + pa*(b-a) + pb*(b-a)) * 3*eta.^2 ;
dcdx = p / (b-a); % dcdx by using (b-a) as the scale
x = (a + eta * (b-a) ); % local node position vector.
[theta, dtheta] = compute_theta(x);
% need dphi/dx first
dphidx = compute_dphidx(dcdx, c, theta, dtheta);
[theta, dtheta] = compute_theta([a,b]);
dphidx_a = compute_dphidx(pa,ca, theta(1), dtheta(1));
dphidx_b = compute_dphidx(pb,cb, theta(2), dtheta(2));
% RHS integrals
S1 = 0.0;
S2 = 0.0;
RHS = c.*dphidx - c*Pe/zi;
% dgdx = 1
S1 = S1 + 1*w*RHS'; % w*RHS' calculates sum of w(i) * RHS(i)
% dgdx = 0
S2 = S2 + 0*w*RHS'; % w*RHS' calculates sum of w(i) * RHS(i)
Intx = (b-a) * S1; % G1 = x;
Int1 = (b-a) * S2; % G2 = 1;
% residue functions
neq = neq+1;
F(neq) = b*pb - cb - a*pa +ca +( zi )* ( b*cb* ( dphidx_b - Pe/zi) - a*ca* (dphidx_a- Pe/zi) Intx );
neq= neq+1 ;
F(neq) = -pa + pb + ( zi ) * ( cb* ( dphidx_b - Pe/zi)- ca* (dphidx_a- Pe/zi) - Int1 );
end
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% B. C. at x= 1
neq = neq+1;
F(neq)= X(n)-cR ;
end

Matlab code for transport model
global ne n nodes
ne = 10; % number of elements
n = ne+1; % number of nodes
% elements and node placings
eq = 1 ; % 1 = equal, 0 = jacobi roots
if ( eq == 1)
nodes = linspace(0,1,n); % node locations.
nodes = nodes'; % changed to column vector
else
Alp = 0; Bet = 0;
nodes = jacobi (n, Alp, Bet);
end
global W cL2 cR2 D1 D2 i Pe zi A B order
% the parameters are dimensionless.
zi = 1; % valance of ion species
cL2 = 1; % the left side concentration at Nernst layer/Donnan layer boundary
cR2 = 10;% the right side concentration at Nernst layer/Donnan layer boundary
D1 = 0.5; % Diffusion coefficient for positive charge ion
D2 = 1; % Diffusion coefficient for negative charge ion
W = -1; % W membrane fixed charge; W=1 AEM or W= -1 PEM
A = 10; B = 0;order = 0;
Pe = 0; % Peclet number
i = 0; % current density
%% trial solution and call to fsolve.
tic %start to calculate running time
ns = 1 ; % number of species. not used currently.
% the initial guess of the solution.
ctrial = 10 * ones(ns, ne+1) ; % concentrations
ptrial = 10 * ones(ns, ne+1) ; % conc gradient
% composite trial solution.
P0 = [ctrial, ptrial] ;
% solve using FSOLVE.
%%%options = optimoptions('fsolve','Display','iter');
P = fsolve (@MafeFunc, P0);
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% unwind the solution.
c = P(1:n); % concentration in globle location
p = P(n+1:2*n); % concentration gradient in globle location
Solution = [ nodes c' p' ];
toc % end the calculate running time
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