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Kurzfassung 
Mit Hilfe der Geometrischen Algebra lässt sich eine an physikalischen und physikdidaktischen 
Setzungen orientierte moderne Lineare Algebra konstruieren, die im vergangenen Jahr auf der 
Frühjahrstagung der DPG in Wuppertal vorgestellt wurde [5]. Diese modere Lineare Algebra be-
ruht auf einem konzeptuellen Gleichklang algebraischer und geometrischer Deutungen, wobei die 
Koeffizientenmatrix Linearer Gleichungssysteme durch Koeffizientenvektoren ersetzt wird. Die 
Lösung eines Linearen Gleichungssystems ergibt sich dann durch (Hyper-)Volumenvergleich der 
durch die Koeffizientenvektoren aufgespannten (Hyper-)Parallelepipede. 
Dieser physikdidaktisch motivierte Ansatz wird auf den Gaußschen Algorithmus zur Lösung Line-
arer Gleichungssysteme übertragen. Dabei wird den standardmäßig durchgeführten und oft nur 
rein algebraisch begründeten Zeilenmanipulationen des Gaußschen Algorithmus eine geometrische 
Deutung zur Seite gestellt, die den Zugang zum Gaußschen Algorithmus erleichtert und auf ein ty-
pisches Werkzeug physikalischer Modellierungen verweist: Der Gaußsche Algorithmus wird als 
Koordinatentransformation gedeutet. 
Im Beitrag wird dieser Zugang zum Gaußschen Algorithmus vorgestellt und mit Bezug auf Bei-
spiele aus der Lehr- und Unterrichtspraxis im fachhochschulischen Rahmen diskutiert.  
 
1. Prolog: Lineare Algebra an der Wall Street 
Selbst im Wall Street Journal macht man sich mitt-
lerweile Gedanken über das Versagen mathematik-
didaktischer Ansätze zur Linearen Algebra. 
So beschreibt Frank Wilczek, Physik-Nobelpreis-
träger 2004, voller Enthusiasmus die Idee, mathema-
tische Problemstellungen durch eine logisch heraus-
fordernde und gleichzeitig die Anschaulichkeit för-
dernde Verpackung in Form von Rätseln und Spie-
len zu hochgradig faszinierenden und die Aufmerk-
samkeit von Lernenden fesselnden Aufgaben umzu-
gestalten [1]. 
Mit zahlreichen Beispielen untermauert Wilczek 
seinen Ansatz – nur um dann ganz zum Schluss in 
einem herausgehobenen mathematischen Teilbereich 
resignierend sein Scheitern einzuräumen: „Linear 
algebra (...) is the language of quantum physics. 
Learning it is an essential part of understanding how 
the physical world works. Yet the early parts of 
linear algebra are quite dull and abstract“ [1]. 
Man müsse in der Linearen Algebra erst reichlich 
Geduld haben, später dann werde es schöner, wenn 
„more advanced, and spectacularly beautiful, parts 
of the subject open to view“ [1]. 
Die Analyse von Wilczek spricht zwei Punkte an, 
die auch für die Themenstellung dieses Beitrags 
wesentlich sind: 
 
 Analog zur engen Verschränkung von Mathema-
tik und Physik sind auch Mathematikdidaktik 
und Physikdidaktik inhaltlich und konzeptuell 
sehr eng verknüpft. Scheitern wir in der Aufar-
beitung der für die Physik wichtigen mathemati-
schen Grundlagen, so werden wir auch zwangs-
läufig beim Versuch, ein Verständnis dafür, wie 
die physikalische Welt funktioniert („how the 
physical world works“ [1]) zu erlangen, schei-
tern. 
 Und derzeit scheitern wir tatsächlich beim Ver-
such, die elementaren Grundlagen der Linearen 
Algebra in einer ansprechenden und nicht ziem-
lich langweiligen und abstrakten („quite dull and 
abstract“ [1]) Art und Weise aufzuarbeiten und 
mit Lernenden zu diskutieren. 
Die didaktische Problemstellung ist somit klar: Ein-
führungen in die Lineare Algebra werden in Schule 
und Hochschule gegenwärtig oft in Form einer rein 
algebraischen Zahlenakrobatik präsentiert – mit der 
Gefahr, diese dann einfallslos langweilig und abge-
hoben weltfremd abzuhandeln. 
Um diesen Missstand zu beheben, kann mit Hilfe der 
Geometrischen Algebra versucht werden, eine an 
physikalischen und physikdidaktischen Setzungen 
orientierte moderne Lineare Algebra zu konstruie-
ren, die auf einem konzeptuellen Gleichklang algeb-
raischer und geometrischer Deutungen beruht. 
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2. Fachliche Einordnung 
Eine mathematische Sprache, die diesen konzeptuel-
len Gleichklang algebraischer und geometrischer 
Deutungen stützt und trägt, stellt die Geometrische 
Algebra dar. Sie basiert auf den Ausarbeitungen von 
Graßmann, Hamilton, Clifford, Cartan und anderen 
physikaffinen Mathematikern und wurde in den 
letzten Jahrzehnten von David Hestenes [2], [3] und 
anderen Didaktikern [4] mit Blick auf physikalische 
Modellierungsprozesse entwickelt und unter Rück-
griff auf physikalische Ansätze didaktisch aufbear-
beitet. Historisch ist die Geometrische Algebra somit 
im Wesentlichen ein physikdidaktisch motiviertes 
Konstrukt. 
Es zeigt sich jedoch, dass diese physikalisch moti-
vierte Mathematik einen von der Physik abgehobe-
nen Wert besitzen muss, da sie auch in physikfernen 
Gebieten immer stärker erfolgreich angewendet 
wird. Eines dieser physikfernen Gebiete sind die 
Wirtschaftswissenschaften. 
Unter anderem werden bei der Beschreibung von 
Lieferbeziehungen, der Materialverflechtung und 
weiterer Problemstellungen der Logistik in der Re-
gel Matrizen als mathematisches Werkzeug zur 
Modellierung von oft sehr hochdimensionalen Zu-
sammenhängen genutzt. Somit werden diese wirt-
schaftswissenschaftlichen Modelle im Kontext der 
Linearen Algebra analysiert. Solche Beziehungen 
lassen sich deshalb leicht in die Sprache der Geo-
metrischen Algebra übertragen. 
Dies wurde in den vergangenen Semestern beispiel-
haft im Kontext der Materialverflechtung aufgear-
beitet und mit Anfangssemestern als alternative 
Zugangsform zur Linearen Algebra diskutiert. Im 
folgenden Abschnitt werden diese bereits erfolgten 
Aufarbeitungen einer physikdidaktisch strukturierten 
Linearen Algebra kurz vorgestellt. 
3. Bisherige Arbeiten zu einer physikdidaktisch 
strukturierten Linearen Algebra 
Mit relativ leistungsstarken Studierenden eines eng-
lischsprachigen Wirtschaftsmathematik-Kurses wur-
de im Wintersemester 2014/2015 an der Hochschule 
für Wirtschaft und Recht Berlin (HWR) die Lösung 
Linearer Gleichungssysteme auf Grundlage der 
Geometrischen Algebra erfolgreich diskutiert [5]. 
Das der Lerneinheit zugrunde liegende Konzept 
orientiert sich dabei stark an physikalisch motivier-
ten Prägungen, wobei zu Beginn insbesondere Sym-
metriebetrachtungen bei Reflexionen und Rotationen 
eingehend erörtert werden [6]. Ziel dieses Einstiegs 
ist, eine solide Fundierung für die mathematische 
Struktur der Geometrischen Algebra zu schaffen, 
bevor diese anwendungsorientiert auf wirtschaftsma-
thematische Fragestellungen bezogen wird. 
Deshalb erfolgt die Diskussion des Lösungsverhal-
tens von wirtschaftsmathematisch motivierten einfa-
chen Linearen Gleichungssystemen erst im zweiten 
Schritt, wenn Lineare Gleichungssysteme aus zwei 
oder drei Linearen Gleichungen erörtert und im 
Kontext der Geometrischen Algebra mit Hilfe äuße-
rer Produkte gelöst werden [7]. Mathematisch 
kommt hier das geometrisch-algebraische Analogon 
der Cramerschen Regel zu Einsatz, wobei auf einfa-
che Beispiele aus der Materialverflechtung zurück-
gegriffen wird, die zum einen direkt sowie ergän-
zend unter Bildung der Inversen gelöst werden. 
Abschließend erfolgt eine Verallgemeinerung der im 
zweiten Teil diskutierten Lösungsstrategien, wobei 
mit Hilfe des direkten Produkts Basisvektoren hö-
her-dimensionaler Räume geschaffen und so der 
mathematische Umgang mit Vektoren in Euklidi-
schen Räumen höherer Dimension ermöglicht wird. 
Dies wird genutzt, um Lineare Gleichungssysteme 
aus vier oder fünf Linearen Gleichungen zu lösen 
und am Beispiel der Input-Output-Analyse wirt-
schafsmathematisch zu vertiefen [8]. 
Die eben beschriebene  ausführliche Behandlung der 
Geometrischen Algebra im fachhochschulischen 
Kontext kann nur gelingen, wenn entsprechende 
zeitliche Ressourcen zur Verfügung stehen und die 
Studierenden die erforderliche mathematische 
Grundbildung mitbringen. Diese Rahmenbedin-
gungen sind an der HWR Berlin üblicherweise in 
Wintersemestern im englischsprachigen Kurs „Ma-
thematics for Business and Economics“ (LV.-Nr. 
200 691.01) gegeben [5], wenn mindestens 12 Lehr-
veranstaltungsstunden à 45 Min. für diesen Ansatz 
aufgebracht werden können. 
In den zeitlich deutlich kürzeren Sommersemestern 
zeigt sich allerdings, dass eine allzu ausgedehnte 
Diskussion der Geometrischen Algebra auf Kosten 
der anderen Kursinhalte inhaltlich problematisch 
wird. Deshalb ist es sinnvoll, die Geometrische 
Algebra dann nur in Ihren wesentlichen Kernpunk-
ten einzuführen und nur eingeschränkt zu erörtern. 
Um eine solche knappe Darstellung der Geometri-
schen Algebra didaktisch so zu gestalten, dass auch 
Studierende mit Defiziten in der mathematischen 
Grundbildung dem folgen können, wurde die Lern-
einheit didaktisch erheblich reduziert und mit dem 
Ziel einer effizienten, äußerst kompakten Darstel-
lung rekonstruiert. 
Mit relativ leistungsschwachen Studierenden eines 
deutschsprachigen Kurses zur Mathematik und Sta-
tistik wurde dieser didaktisch reduzierte und rekon-
struierte Ansatz im Sommersemester 2015 an der 
Medical School Berlin (MSB) erprobt [9], [10], [11]. 
Dieser didaktisch reduzierte Ansatz wurde nun ge-
nutzt, um im Wintersemester 2015/2016 an der 
Hochschule für Wirtschaft und Recht Berlin (HWR) 
die Lösung Linearer Gleichungssysteme auf Grund-
lage der Geometrischen Algebra zeitlich knapp zu 
erörtern, um sodann auf dieser Grundlage einen 
weiteren Ansatz zu erproben – die im folgenden vor-
gestellte physikdidaktisch motivierte Interpretation 
des Gaußschen Algorithmus als Koordinatentrans-
formation. 
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4. Lineare Gleichungssysteme in geometrischer 
Perspektive 
Lineare Gleichungssysteme setzten sich aus übli-
cherweise zeilenartig geschriebenen Linearen Glei-
chungen zusammen. Diese zeilenartige Komposition 
ist erst einmal nichts anderes als eine Zusammenstel-
lung mehrerer algebraischer Beziehungen. 
Beispielsweise beschreiben die beiden einfachen 
Linearen Gleichungen 
4 x + 2 y = 14                                            {1a} 
   x + 4 y = 14                                            {1b} 
ein zweidimensionales Lineares Gleichungssystem 
mit den beiden Lösungswerten 
x = 2        und        y = 3                              {2} 
die mit Hilfe unterschiedlicher algebraischer Lö-
sungsverfahren ermittelt werden können. 
Die Übertragung dieser algebraischen Lösungsver-
fahren in geometrisch-graphische Deutungen kann 
nun auf zwei verschiedene Arten erfolgen. Zum 
einen können – und das ist auch der im schulischen 
Bereich derzeit präferierte Weg – die einzelnen 
Gleichungen zeilenweise interpretiert und in einem 
Koordinatensystem als Geraden eingezeichnet wer-
den. Die Koordinaten des Schnittpunkts dieser Ge-
raden determiniert sodann die Lösungswerte {2} des 
Linearen Gleichungssystems {1}. 
Bei diesem Vorgehen  wird die zeilenartige Perspek-
tive auf das Lineare Gleichungssystem {1} nicht 
durchbrochen: Die Genese in Form einer zeilenarti-
gen Komposition zweier Gleichungen spiegelt sich 
in der Analyse durch eine zeilenartige Interpretation 
wider. Die algebraische Genese wird zwar durch 
eine geometrische Sichtweise ergänzt, jedoch kon-
zeptuell nicht wirklich erweitert. 
Eine tatsächliche Erweiterung kann jedoch unter 
Bezug auf die modernen Modellbildungen der Phy-
sik gelingen, wenn die zuerst rein algebraisch vor-
liegenden Gleichungen {1} mit Richtungsbeziehun-
gen in Relation gesetzt werden. Nichts anderes be-
treibt die moderne Physik, wenn beispielsweise 
räumliche und zeitliche Parameter in der Speziellen 
Relativitätstheorie als geometrisch senkrecht zuei-
nander stehendend modelliert und dabei geometri-
siert werden. 
Dadurch wird den algebraisch generierten Gleichun-
gen ein Richtungssinn zugewiesen. Beispielsweise 
kann die erste Lineare Gleichung {1a} mit einem 
Basisvektor in x-Richtung und die zweite Lineare 
Gleichung {1b} mit einem Basisvektor in y-
Richtung verknüpft werden: 
(4 x + 2 y) x = 14 x                                {3a} 
 (  x + 4 y)y = 14 y                                {3b} 
Diese Geometrisierung führt nun dazu, dass das 
Gleichungssystem {1} nicht mehr allein zeilenweise, 
sondern auch spaltenweise interpretiert werden 
kann. Der didaktische Mehrwehrt, der durch diesen 
Perspektivwechsel geschaffen wird, ist nicht nur ein 
mathematischer Mehrwert, sondern auch ein physi-
kalischer, denn der Gaußsche Algorithmus kann 
dann von einer algebraischen Ebene (in Form der 
zielgerichteten Manipulation der erweiterten Koeffi-
zientenmatrizen) auf eine geometrische Ebene, die 
für die Physik zentral ist, gehoben werden: Die Ko-
effizientenvektoren a und b 
a = 4 x + y     und      b = 2 x + 4 y       {4} 
des Linearen Gleichungssystems {1} bzw. {3} 
a x + b y = d                                             {5a} 
bzw. ausführlich                                                   {5b} 
(4 x + y) x + (2 x + 4 y) y = 14 x + 14 y 
werden als neue Richtungsvektoren eines Koordina-
tensystems mit schräg zueinander stehenden Koor-
dinatenachsen in Richtung von a und b interpretiert 
und beschreiben somit eine Koordinatentransforma-
tion. Die Darstellung des Ergebnisvektors d 
d = 14 x + 14 y                                        {6} 
in diesem neuen Koordinatensystem ergibt direkt die 
Lösungswerte x, y als neue Koordinaten von d. 
5. Geometrische und algebraische Darstellung der 
Koordinatentransformationen 
Am Beispiel des zweidimensionalen Linearen Glei-
chungssystems {1}, {3}, {5} können die Koordina-
tentransformationen mit den Studierenden sowohl 
aus algebraischer wie auch aus geometrischer Per-
spektive (siehe Abbildung 1) erarbeitet werden. 
Die erste Koordinatentransformation überführt die in 
Richtung des Einheitsvektors x zeigende x-Achse 
in eine neue Achse, die nun in Richtung des Koeffi-
zientenvektors a weist (siehe Abbildung 2). Algebra-
isch entspricht dies der Ersetzung des Einheitsvek-
tors x 
a = 4 x + y      x =
 
4
1
 a – 
4
1
 y          {7a}
 
durch eine Linearkombination aus ursprünglichem 
Einheitsvektor y der alten y-Richtung und neuem 
Einheitsvektor ex 
ex = a                  x =
 
4
1
 ex – 
4
1
 y         {7b}
 
der neuen x-Richtung. 
Die Substitution {7} überführt die ursprüngliche 
Pauli-Vektorgleichung {5} in die neue Pauli-Vektor-
gleichung 
ex x +
 





 yx  
2
7
e 
2
1
 y = 
2
7
 ex + 2
21
 y     {8} 
Diese Vektorgleichung kann im Gespräch mit den 
Studierenden präziser als „Gaußsche Pauli-Vektor-
gleichung“ benannt werden, da die Koeffizienten der 
Einheitsvektoren die Elemente der erweiterten 
Gaußschen Koeffizientenmatrix (siehe Abbildung 4) 
darstellen. 
Die dann folgende zweite Koordinatentransforma-
tion überführt die in Richtung des Einheitsvektors    
y zeigende y-Achse in eine neue Achse,  die nun in 
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Abb.1: Graphische Darstellung des Linearen Gleichungs-
systems {1}, {3}, {5}. 
 
 
 
Abb.2: Koordinatentransformation der x-Achse. 
 
  
 
Abb.3: Koordinatentransformation der y-Achse. 
 
 
Richtung des Koeffizientenvektors b 
ey = b = 2 x + 4 y =
 
2
1
 ex + 2
7
 y             {9}
 
weist (siehe Abbildung 3). Der Koeffizientenvektor 
b repräsentiert – wie bereits erwähnt – den Einheits-
vektor ey in die neue y-Richtung. 
Algebraisch entspricht dies der Ersetzung des Ein-
heitsvektors y 
y = –
 
7
1
 ex + 7
2
 ey                                    {10}
 
durch eine Linearkombination aus neuem Einheits-
vektor ex der neuen x-Richtung und neuem Einheits-
vektor ey der neuen y-Richtung. 
Die Substitution {10} überführt die Gaußsche Pauli-
Vektorgleichung des Zwischenschritts {8} in die 
endgültige Pauli-Vektorgleichung 
ex x + ey y = 2 ex + 3 ey                             {11} 
Die Koeffizienten dieser Gleichung {11} entspre-
chen den Einträgen in der erweiterten Koeffizien-
tenmatrix von Gauß (siehe Abbildung 4) und stellen 
die gesuchten Lösungswerte dar. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Abb.4: Erweiterte Koeffizientenmatrizen von Gauß. 
6. Alternative Koordinatentransformationen 
Das Durchlaufen der einzelnen Lösungsschritte des 
Gaußschen Algorithmus kann in beliebiger Reihen-
folge erfolgen. 
Wird zuerst die y-Achse und erst im zweiten Schritt 
die x-Achse transformiert, führen die dann modifi-
zierten Gaußschen Pauli-Vektorgleichungen des 
Zwischenschritts auf eine alternative Erweiterte 
Koeffizientenmatrix von Gauß. Diese zweite Lö-
sungsstrategie wird in den kursbegleitenden OHP-
Folien in [14, S. 23 – 26] gezeigt. 
Konzeptuell interessanter ist eine weitere Klasse an 
Lösungsstrategien. Im klassischen Gaußschen Algo-
rithmus wird zielgerichtet auf die Schaffung einer 
Einheitsmatrix hingearbeitet, so dass alle Werte im 
zugeordneten Lösungsvektor in geordneter Reihen-
folge x1 = x, x2 = y, x3 = z, x4, x5,  etc... vorliegen. 
x        y              d 
 
4        2             14 
 
1        4             14 
 
1                    
 
0                    
                                                      Lösungswerte: 
1        0              2                x = 2 
 
0        1              3                y = 3 
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Alternativ können die  Lösungswerte eines konsis-
tenten Linearen Gleichungssystems jedoch auch 
einer Erweiterten Koeffizientenmatrix entnommen 
werden, wenn keine Einheitsmatrix, sondern eine 
Permutationsmatrix geschaffen wurde. 
Im Fall des zweidimensionalen Linearen Glei-
chungssystems {5} bedeutet dies, dass sich die Hän-
digkeit des Koordinatensystems ändert. Das ur-
sprünglich rechtshändige Koordinatensystem wird in 
ein linkshändiges Koordinatensystem transformiert. 
Eine solche dritte Lösungsstrategie wird in den kurs-
begleitenden OHP-Folien in [14, S. 27 – 31] ge-
zeigt. 
Dabei überführt die erste Koordinatentransformation 
die in Richtung des Einheitsvektors y zeigende y-
Achse in eine neue Achse, die nun in Richtung des 
Koeffizientenvektors a weist (siehe Abbildung 5). 
Algebraisch entspricht dies der Ersetzung des Ein-
heitsvektors y durch eine Linearkombination aus 
ursprünglichem Einheitsvektor x der alten x-Rich-
tung und neuem Einheitsvektor ey in Form von 
ey = a = 4 x + y        y = – 4 x + ey   {12} 
 
   
 
Abb.6: Alternative Koordinatentransformationen zur Lö-
sung des Linearen Gleichungssystems {1}, {3}, {5}. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Die Substitution {12} überführt die ursprüngliche 
Gaußsche Pauli-Vektorgleichung {5} in die neue 
Pauli-Vektorgleichung 
ey x + (– 14 x + 4 ey) y = – 42 x + 14 ey   {13} 
Diese ist graphisch in Abbildung 5 dargestellt. Die 
zweite Koordinatentransformation überführt sodann 
die in Richtung des Einheitsvektors x zeigende x-
Achse in eine Achse,  die nun in Richtung des Koef-
fizientenvektors b 
ex = b = 2 x + 4 y = – 14 x + 4 ey         {14} 
weist (siehe Abbildung 6). Algebraisch entspricht 
dies der Ersetzung des Einheitsvektors x durch 
x = –
 
14
1
 ex + 7
2
 ey                                   {15}
 
Mit Hilfe der Substitution {15} ergibt sich die end-
gültige Pauli-Vektorgleichung 
ey x + ex y = 3 ex + 2 ey                             {16} 
die verglichen mit {11} die Lösungswerte von x und 
y permutativ vertauscht angibt. Die Koeffizienten 
der Gleichungen {5}, {13} und {16} entsprechen 
wieder den Einträgen der erweiterten Koeffizien-
tenmatrizen von Gauß (siehe Abbildung 7). 
Auf das gleiche Endresultat {16} führt auch die 
vierte, in den kursbegleitenden OHP-Folien in [14, 
S. 32 – 35] vorgestellte Lösungsstrategie. 
 
 
 
 
 
 
 
 
 
 
 
 
Abb.7: Alternative Fassung der erweiterten Koeffizien-
tenmatrizen von Gauß. 
 
Abb.5: Alternative Koordinatentransformation der y-Achse in Richtung des Koeffizientenvektors a. 
x        y              d 
 
4        2             14 
 
1        4             14 
 
0    – 14          – 42 
 
1        4             14 
 
                                                      Lösungswerte: 
0        1              3                y = 3 
 
1        0              2                x = 2 
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7. Zur Bedeutung Inverser Matrizen 
Der Übergang von einer direkten Lösung Linearer 
Gleichungssysteme zu einer indirekten Lösung unter 
Rückgriff auf inverse Matrizen kann abstrakt und 
auf rein mathematischer Ebene erfolgen. 
In wirtschaftsmathematischen Veranstaltungen bietet 
es sich jedoch auch an, diesen Übergang in wirt-
schaftswissenschaftliche Beispiele einzubetten und 
konkret anwendungsorientiert zu gestalten. 
Dazu kann beispielsweise das Lineare Gleichungs-
system {1} im Kontext der Materialverflechtung 
(siehe Abbildung 8) diskutiert und interpretiert wer-
den. 
 
Zur Herstellung einer einzigen Mengen-
einheit (1 ME)  des Endproduktes E1 wer-
den 4 ME des Rohstoffes R1 und 1 ME 
des Rohstoffes R2 benötigt. 
Zur Herstellung einer einzigen Mengen-
einheit des Endproduktes E2 werden 2 ME 
des Rohstoffes R1 und 4 ME des Rohstof-
fes R2 benötigt. 
Berechnen Sie, welche Mengen der End-
produkte E1 und E2 hergestellt werden, 
wenn im Herstellungsprozess insgesamt 
genau 14 ME des Rohstoffes R1 und      
14 ME des Rohstoffes R2 verbraucht wer-
den. 
 
Abb.8: Einbettung des Linearen Gleichungssystems {1} 
in einen Kontext der Materialverflechtung. 
Naturgemäß werden in realen Produktionsprozessen 
immer eine positive Anzahl an Rohstoffen eingesetzt 
und verbraucht, um eine positive Anzahl an Endpro-
dukten herzustellen. Die Lösungswerte (hier x = 2 
und y = 3, siehe auch linke Teilabbildung 9) werden 
bei Konstruktion von Aufgaben zur Materialver-
flechtung deshalb üblicherweise positiv gewählt. 
Um eine didaktische Brücke zur Bedeutung inverser 
Matrizen zu schaffen, kann jedoch gefragt werden, 
was passiert, wenn bei einem Lieferengpass der erste 
Rohstoff R1 nicht mehr zur Verfügung steht, jedoch 
im Lager die bereits produzierten Endprodukte E1 
vorrätig sind, die verlustfrei wieder in die ursprüng-
lichen Rohstoffe zerlegt werden könnten. Wie viele 
Mengeneinheiten des zweiten Endproduktes könnten 
dann hergestellt werden? 
In der Beispielaufgabe von Abbildung 8 ist die Ant-
wort leicht ersichtlich: Da jedes Endprodukt E1 vier 
ME des Rohstoffes E1 enthält, könnten zwei ME des 
Endproduktes E2 hergestellt werden, wenn genau 
eine ME des Endproduktes E1 wieder verlustfrei in 
die Rohstoffe R1 und R2 zerlegt werden würde. 
Mit Hilfe des Falkschen Schemas ist diese Lösung  
einfach nachvollziehbar, wobei das Endprodukt E1 
nicht produziert, sondern zerlegt und deshalb mit der 
Herstellungsanzahl  – 1 berücksichtigt wird. 
 
 
 
 
 
 
 
 
Abb.9: Es werden 2 ME von E1 und 3 ME von E2 herge-
stellt (links)  bzw. 1 ME von E1 in die Rohstoffe zerlegt 
und 2 ME von E2 hergestellt (rechts). 
Eine genau solche Frage nach verlustfreier Rückzer-
legung beantworten die in einer inversen Matrix 
enthaltenen Werte (Abbildung 10). Es ist entweder 
nur eine Mengeneinheit des ersten Rohstoffes R1 im 
Produktionsprozess einsetzbar (erste Spalte der 
inversen Matrix). Oder es ist nur eine Mengeneinheit 
des zweiten Rohstoffes R2 im Produktionsprozess 
einsetzbar (zweite Spalte der inversen Matrix). 
 
Zur Herstellung einer einzigen Mengen-
einheit (1 ME)  des Endproduktes E1 wer-
den 4 ME des Rohstoffes R1 und 1 ME 
des Rohstoffes R2 benötigt. 
Zur Herstellung einer einzigen Mengen-
einheit des Endproduktes E2 werden 2 ME 
des Rohstoffes R1 und 4 ME des Rohstof-
fes R2 benötigt. 
Berechnen Sie, welche Mengen der End-
produkte E1 und E2 hergestellt oder ver-
lustfrei zerlegt werden, wenn im Herstel-
lungsprozess genau 1 ME des ersten 
Rohstoffes R1 verbraucht wird. 
Und berechnen Sie, welche Mengen der 
Endprodukte E1 und E2 hergestellt oder 
verlustfrei zerlegt werden, wenn im Her-
stellungsprozess genau 1 ME des zweiten 
Rohstoffes R2 verbraucht wird. 
 
Abb.10: Diskussionsansatz zur Bedeutung inverser Matri-
zen im Kontext der Materialverflechtung. 
Zur Bestimmung der Inversen einer zweidimensio-
nalen Matrix müssen somit zwei verschiedene Line-
are Gleichungssysteme aus je zwei Linearen Glei-
chungen gelöst werden (siehe Abbildung 11). 
 
 
 
 
 
 
 
 
Abb.11: Im Produktionsprozess werden genau 1 ME von 
R1 (links)  bzw. 1 ME von R2 (rechts) verbraucht. 
                   2                                   – 1 
 
                   3                                     2 
 
4      2       14                  4      2         0 
 
1      4       14                  1      4         7 
                  4/14                               – 1/7 
 
                – 1/14                                 2/7 
 
4      2          1                  4      2          0 
 
1      4          0                  1      4          1 
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Abb.12: Graphische Darstellung des Linearen Gleichungs-
systems zur Berechnung der ersten Spalte der Inversen. 
 
 
 
Abb.13: Koordinatentransformation der x-Achse. 
 
 
 
Abb.14: Koordinatentransformation der y-Achse. 
 
8. Berechnung Inverser Matrizen 
Die Übersetzung der in der Aufgabe von Abbildung 
10 beschriebenen materialverflechtenden Situation 
in einen mathematisch tragfähigen Formalismus 
gelingt durch Identifikation des Verbrauchs von       
1 ME des Rohstoffes R1 mit dem Ergebnisvektor d1 
d1 = x                                                      {17} 
zur Bestimmung der ersten Spalte der gesuchten 
inversen Matrix. Die Gaußsche Pauli-Vektorglei-
chung des ersten Linearen Gleichungssystems lautet 
somit: 
(4 x + y) x + (2 x + 4 y) y = x            {18} 
Diese Pauli-Vektorgleichung ist in Abbildung 12 
graphisch dargestellt. 
Die erste Koordinatentransformation zur Transfor-
mation der x-Achse (siehe Abbildung 13) erfolgt 
wieder mit Hilfe der bereits in {7} gegebenen Be-
ziehungen für die alten und neuen Einheitsvektoren 
ex = a = 4 x + y      x =
 
4
1
 ex – 
4
1
 y  {19}
 
in die jeweiligen x-Richtungen. Diese Substitution 
{7}, {19} überführt die ursprüngliche Gaußsche 
Pauli-Vektorgleichung {18} in die neue Pauli-Vek-
torgleichung (siehe Abbildung 13) 
ex x +
 





 yx  
2
7
e 
2
1
 y = 
4
1
 ex – 4
1
 y     {20} 
Die zweite Koordinatentransformation zur Trans-
formation der y-Achse (siehe Abbildung 14) erfolgt 
wieder mit Hilfe der bereits in {9} und {10} gege-
benen Beziehungen für die alten und neuen Ein-
heitsvektoren 
ey = b                  y = –
 
7
1
 ex + 7
2
 ey    {21}
 
in die jeweiligen y-Richtungen. Diese Substitution 
{10}, {21} überführt die Gaußsche Pauli-Vektor-
gleichung des Zwischenschritts {20} in die endgül-
tige Pauli-Vektorgleichung (siehe Abbildung 14) 
ex x + ey y = 7
2
 ex – 14
1
 ey                        {22}
 
Die Koeffizienten dieser Gleichungen {18}, {20}, 
{22} entsprechen den Einträgen der erweiterten Ko-
effizientenmatrizen von Gauß (siehe Abbildung 15). 
 
 
 
 
 
 
 
 
 
 
Abb.15: Erweiterte Koeffizientenmatrizen von Gauß. 
x        y              d1 
 
4        2              1 
 
1        4              0 
 
1      1/2           1/4 
 
0      7/2        – 1/4 
 
1        0            2/7 
 
0        1         – 1/14 
    Erste Spalte der 
    inversen Matrix: 
 
    
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Abb.16: Graphische Darstellung des Linearen Gleichungs-
systems zur Berechnung der zweiten Spalte der Inversen. 
 
 
 
Abb.17: Koordinatentransformation der x-Achse. 
 
 
 
Abb.18: Koordinatentransformation der y-Achse. 
 
Um die zweite Spalte der inversen Matrix zu be-
stimmen, muss der in der Beispielaufgabe von Ab-
bildung 10 gegebene Verbrauch von 1 ME des Roh-
stoffes R2 mit dem Ergebnisvektor d2 
d2 = y                                                      {23} 
identifiziert werden. Die Gaußsche Pauli-Vektorglei-
chung des zweiten Linearen Gleichungssystems 
lautet somit: 
(4 x + y) x + (2 x + 4 y) y = y            {24} 
Diese Pauli-Vektorgleichung ist in Abbildung 16 
graphisch dargestellt. 
Die erste Koordinatentransformation zur Transfor-
mation der x-Achse (siehe Abbildung 17) erfolgt 
wieder mit Hilfe der bereits in {7}, {19} gegebenen 
Beziehungen für die alten und neuen Einheitsvekto-
ren in die jeweiligen x-Richtungen. 
Diese Substitution überführt die ursprüngliche 
Gaußsche Pauli-Vektorgleichung {24} in die neue 
Pauli-Vektorgleichung von Abbildung 17, wobei 
sich die Darstellung des Basisvektors y (siehe 
rechts Seite von Gl. {25}) nicht ändert, da er keine 
Komponente in x-Richtung besitzt: 
ex x +
 





 yx  
2
7
e 
2
1
 y = y                     {25}
 
Die zweite Koordinatentransformation zur Trans-
formation der y-Achse (siehe Abbildung 18) erfolgt 
wieder mit Hilfe der bereits in {9} & {10} bzw. 
{21} gegebenen Beziehungen für die alten und neu-
en Einheitsvektoren in die jeweiligen y-Richtungen. 
Diese Substitution überführt die Gaußsche Pauli-
Vektorgleichung des Zwischenschritts {25} in die 
endgültige Pauli-Vektorgleichung von Abbildung 18. 
ex x + ey y = – 7
1
 ex + 7
2
 ey                       {26}
 
Die Koeffizienten dieser Gleichungen {24}, {25}, 
{26} entsprechen den Einträgen der erweiterten Ko-
effizientenmatrizen von Gauß (siehe Abbildung 19). 
 
 
 
 
 
 
 
 
 
 
Abb.19: Erweiterte Koeffizientenmatrizen von Gauß. 
9. Umsetzung und Kursdurchführung 
Die Kursdurchführung im Wintersemester 2015/ 
2016 in der Lehrveranstaltung „Mathematics for 
Business and Economics“ orientierte sich in Struktur 
x        y              d1 
 
4        2              0 
 
1        4              1 
 
1      1/2             0 
 
0      7/2             1 
 
1        0          – 1/7 
 
0        1             2/7 
                    Zweite Spal- 
                    te der inver- 
                    sen Matrix: 
 
    
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und Diskussionstiefe an den in den Abschnitten 4 – 
8  dargestellten Inhalten. Aus historischen und auch 
aus schreibökonomischen Gründen wurde die ma-
thematische Darstellung jedoch den derzeit üblichen 
Vorgaben angepasst. 
So erfolgt die Darstellung der erweiterten Koeffi-
zientenmatrizen von Gauß bei Ermittlung inverser 
Matrizen in heute auf dem Markt befindlichen Lehr-
büchern nicht getrennt (siehe Abbildungen 15 & 19), 
sondern meist in einer einer einzigen Tabelle (siehe 
Abbildung 20) komprimiert. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb.20: Übliche Darstellung der erweiterten Koeffizien-
tenmatrizen von Gauß zur Ermittlung der inversen Matrix. 
 
Diese komprimierte Schreibweise spiegelt ein ma-
thematisch komprimiertes Vorgehen wider: Es wer-
den die beiden unterschiedlichen Linearen Glei-
chungssysteme {18} und {24} gleichzeitig gelöst.  
Dieses mathematisch komprimierte Vorgehen kann 
auch in den Gaußschen Pauli-Vektorgleichungen 
umgesetzt werden. Ebenso wie die beiden Tabellen 
der Abbildungen 15 und 19 in einer einzigen Tabelle 
20 zusammengefasst werden können, können auch 
die jeweiligen Pauli-Vektorgleichungen formal in 
einer einzigen Zeile zusammengefasst werden [14, 
S. 40]. 
Die beiden Gleichungen {18} und {24} für den 
Startpunkt, die beiden Gleichungen {20} und {25} 
des Zwischenschritts sowie die beiden Gleichungen 
{22} und {26} für die Lösungswerte werden dann 
mit  der  Bedeutung  „beziehungsweise gleich“ 
verknüpft. 
Diese Schreibweise soll ausdrücken, dass der links-
seitig stehende Term jeweils als den einzelnen rechts 
stehenden Termen gleich gedacht werden sollte. Die 
beiden rechts stehenden Terme sind jedoch selbst-
verständlich nicht gleich. 
Es handelt sich also weiterhin um mehrere verschie-
dene Gleichungen, die lediglich symbolisch kom-
primiert dargestellt werden. 
Für die Beispielaufgabe lauten sie: 
(4 x + y) x + (2 x + 4 y) y = x ╤ y         {27} 
 
ex x +
 





 yx  
2
7
e 
2
1
 y = 
4
1
 ex – 4
1
 y ╤ y  {28} 
 
ex x + ey y = 7
2
 ex – 14
1
 ey ╤ – 7
1
 ex + 7
2
 ey   {29}
 
Diese Schreibung kann auch für höher-dimensionale 
Situationen genutzt werden. So setzt sich die vorge-
schlagene Kurseinheit fort, indem Matrizen höherer 
Ordnung als Faktoren einfacher Matrizenprodukte 
A B = D                                                    {30} 
ermittelt werden sollen. Beispielhaft werden im 
kursbegleitenden Material die Ermittlung einer       
(2 x 3)-Matrix B als zweiter Faktor in {30} (siehe 
[14, S. 59 – 67]  ) bzw. unter Nutzung der Transposi-
tion die Ermittlung der Matrix A als erstem Faktor 
der Gleichung {30} (siehe [14, S. 67 – 81] ) gezeigt 
und im Rahmen von Koordinatentransformationen 
erörtert. 
Da dabei Rechteckmatrizen eingesetzt und diskutiert 
werden, folgt im Rahmen der Kurseinheit die Dis-
kussion der Bedeutung überdeterminierter Linearer 
Gleichungssysteme in [14, S. 82], die mehr Lineare 
Gleichungen als Variablen besitzen. 
Diese überdeterminierten Linearen Gleichungssys-
teme können konsistent oder inkonsistent [14, S. 27 
– 31] sein. Sind sie konsistent, so sind Koeffizien-
tenvektoren und Ergebnisvektor linear abhängig. 
Sind sie inkonsistent, so sind Koeffizientenvektoren 
und Ergebnisvektor linear unabhängig [12]. 
Da die Lineare Algebra als Themengebiet an der 
HWR Berlin nur einen Teil einer umfassenderen 
Einführung in die Wirtschaftsmathematik darstellt 
[5, Abschnitt 9], standen für die hier beschriebene 
Kursdurchführung nur 3 Termine zu je 4 Vorle-
sungsstunden zur Verfügung. 
Diese Zeit wurde genutzt, um in Anlehnung an [9] 
eine Einführung in die Lösungen Linearer Glei-
chungssysteme im Schnelldurchgang unter vertiefter 
Erörterung einfacher Beispiele aus [7] zu geben. 
Diese Einführung umfasste mit 6 x 45 Min. die Hälf-
te der vorgesehenen Zeit. 
Für die in diesem Beitrag vorgestellte Behandlung 
des Gaußschen Algorithmus standen somit ebenfalls 
6 x 45 Min. zur Verfügung. Die Inhalte wurden 
dabei mit den Studierenden in einer durch Phasen-
wechsel durchzogenen Mischung aus Vorlesungs- 
und Übungsanteilen seminarartig erarbeitet und 
vertieft. 
10. Schlussfolgerungen 
Durch diese Kursdurchführung konnte erneut ge-
zeigt werden, dass eine an physikalischen und phy-
sikdidaktischen Setzungen orientierte moderne Li-
x        y              d1       d2 
 
4        2              1         0 
 
1        4              0         1 
 
1                   
        
0 
 
0                
        
1 
 
1        0             
    
 
 
0        1          
      
 
        Inverse Matrix: 
 
     
╤ 
bzw 
bzw 
bzw 
bzw 
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neare Algebra auch mit Studierenden physikferner 
Fachgebiete erfolgreich erarbeitet und diskutiert 
werden kann. 
Insbesondere zeigt sich, dass der Gaußsche Algo-
rithmus erfolgreich als  Koordinatentransformation 
eingeführt, erfolgreich unter Bezug auf algebraische 
und geometrische Sichtweisen diskutiert und von 
Studierenden erfolgreich zur Lösung komplexerer 
Aufgabenstellungen eingesetzt werden kann. 
Eine vergleichende Evaluation der Kursdurchfüh-
rung fand zwar nicht statt. Jedoch fiel auf, dass das 
Engagement und die Beteiligung der Studierenden in 
den Diskussionsphasen äußerst gut waren. Auch 
zeigten die Rückmeldungen der Studierenden nach 
Kursende, dass sie den Kursverlauf als sehr positiv 
einschätzen. 
Es kann deshalb  davon ausgegangen werden, dass 
eine solche Kursdurchführung bei entsprechender 
Verfügbarkeit zeitlicher Ressourcen auch mit Stu-
dierenden anderer Kurse, anderer Hochschulen und 
vor allem auch anderer Fachgebiete erfolgreich sein 
wird. 
Und diese Art des Einstiegs in die Lineare Algebra 
bietet einen Ansatz, die Lineare Algebra weniger 
„dull and abstract“, sondern durch eine – ganz wie 
von Wilczek [1] gefordert – logisch herausfordernde 
und gleichzeitig die Anschaulichkeit fördernde di-
daktische Gestaltung zu diskutieren. 
Dies kann auch Rückwirkungen auf physikalische 
Lehrveranstaltungen haben. Zwar ist die Lineare 
Algebra, wie von Wilczek in [1] herausgestellt, die 
Sprache der Quantenmechanik. Dies heißt jedoch 
nicht, dass in physikalischen Veranstaltungen die 
Lineare Algebra zwangsläufig anhand der Quanten-
mechanik eingeführt werden muss. 
Es kann – insbesondere in Veranstaltung für An-
fangssemester – auch für Physikstudierende sinnvoll 
sein, erst anhand leicht nachvollziehbarer, nicht 
physikalisch überformter Sachverhalte in die Lineare 
Algebra eingeführt zu werden und erst später dann 
die erlernten Grundkenntnisse der Linearen Algebra 
auf physikalische Problemstellungen zu übertra- 
gen. 
Es ist somit auch für Studierende naturwissenschaft-
licher Fächer sinnvoll, einfache wirtschaftsmathema-
tische Problemstellungen mit Hilfe der Linearen 
Algebra zu durchdenken. Umso wichtiger wird die-
ses Durchdenken, wenn dabei ergänzend ein Grund-
verständnis für physikalisch entscheidende mathe-
matische Strukturen (wie hier beispielsweise die 
Mathematik einer verallgemeinerten Pauli-Algebra) 
geschaffen werden kann. 
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