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Abstract
Criteria for strict monotonicity, upper (lower) locally uniform monotonicity and uniform monotonicity of Orlicz–Sobolev spaces
with the Luxemburg norm are given. Some applications to best approximation are presented.
© 2008 Elsevier Inc. All rights reserved.
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The monotonicity properties of lattices have been introduced and studied in the context of their geometric struc-
ture [5]. In 1985, M.N. Akcoglu and L. Sucheston [2] showed how the strict and uniform monotonicity were related to
ergodic theory. In 1992, W. Kurc [28] observed that the role of monotonicity properties in Banach lattices is similar to
the role of rotundity properties in Banach spaces. The relations among rotundity and monotonicity properties in Ba-
nach lattices were further studied in [20]. It was noted in [24] that monotonicity properties have close relationships to
complex rotundities and their applications. Monotonicity properties have been extensively studied by several authors
in specific lattices as Lorentz, Orlicz or Musielak–Orlicz spaces [9,15,19,20,22–24,28,31,32]. For instance in [22],
the authors introduced the concept of locally uniform monotonicity and investigated it in Musielak–Orlicz spaces. In
[9,31,32] monotonicity and monotone coefficients were discussed in function and sequence Orlicz spaces. The criteria
for strict and uniform monotonicity in Lorentz spaces were found in [19].
In this paper we study the monotonicity properties and their applications to approximation theory in Orlicz–
Sobolev spaces. Sobolev spaces play very important role in the theory of nonlinear partial differential equations [1].
Their generalizations, Orlicz–Sobolev spaces, have been also used for that purpose (cf. [4,11–13]). Sobolev spaces
have been generalized in many different ways, among others to Orlicz–Sobolev or Musielak–Orlicz–Sobolev spaces
(cf. [10,14,16–18]).
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in estimations of the errors of the approximation [4,21,22,25,28,29]. In [25] the authors present some results on the
existence of best approximant in subsets A of a Musielak–Orlicz space LΦ which are lattice closed, that is, supn fn
and infn fn are in A whenever fn ∈ A for every n ∈ N, for any x ∈ LΦ . For Orlicz spaces the same has been done
in [29]. The problem of uniqueness of the best approximant (in usual sense) in Sobolev spaces has been considered
in [27].
In this paper we first study some monotonicity properties of Orlicz–Sobolev spaces and then we apply obtained
results to the dominated best approximation problems such as the existence, the uniqueness, stability and continuity
of the dominated best approximation operator. Let us fix m ∈N and consider the operator
Px(t) =
∑
|α|m
aα
∂αx
∂t
α1
1 . . . ∂t
αn
n
for any t = (t1, . . . , tn) ∈ Ω , aα ∈ R, where α = (α1, . . . , αn) ∈ (N ∪ {0})n, |α| = α1 + · · · + αn, and the derivatives
of x ∈ LA are understood in the distribution sense, that is, ∂αx
∂t
α1
1 ...∂t
αn
n
is such a Lebesgue measurable function on Ω ,
which for any infinitely differentiable in the usual sense measurable function ϕ : Ω → R with compact support in Ω
satisfies the equality∫
Ω
∂αx(t)
∂t
α1
1 . . . ∂t
αn
n
ϕ(t)dt = (−1)|α|
∫
Ω
x(t)
∂αϕ(t)
∂t
α1
1 . . . ∂t
αn
n
dt,
where ∂
αϕ(t)
∂t
α1
1 ...∂t
αn
n
is the usual mixed derivative of ϕ.
The dominated best approximation in Orlicz–Sobolev spaces (Wm,A,‖ · ‖m,A) can be naturally applied when we
are interested in solving the partial differential equation
Px(t) = y(t), t ∈ Ω, (∗)
where y ∈ LA is given and we are looking for all solutions x or generalized solutions x0 ∈ Wm,A, that is
‖Px0 − y‖m,A = infx∈Wm,A ‖Px − y‖m,A, of the differential equation (∗) satisfying some boundary conditions and/or
the dominated condition x  z, where z is some fixed control function from the Orlicz–Sobolev space Wm,A and “”
is the partial order defined below.
The lattice approximation in Orlicz–Sobolev spaces investigated here is also related to the constrained interpolation
presented for instance in [3, Chapter 10, p. 283]. Lattice approximating of f by elements of K where K  f in
the sense of the partial order considered in Orlicz–Sobolev spaces below, can be also geometrically interpreted as
approximation of f by elements from K with smaller oscillation.
In the first section we introduce basic notions, we agree on terminology and provide some results which we will
use further in the paper. In the second section we present criteria for uniform monotonicity, upper (lower) locally
uniform monotonicity and strict monotonicity of Orlicz–Sobolev spaces. The third section is devoted to applications
to lattice best approximation problems in those spaces. We finish this section with a specific example of the convex
set Km ⊂ Wm,A for which we apply the approximation theorems presented in this section.
1. Preliminaries
Let X be a Banach lattice with a lattice norm ‖ · ‖ and X+ be the positive cone of X. We denote by B(X) the unit
ball of X, by S(X) the unit sphere of X, and by X∗ the dual space of X. We start with auxiliary definitions and results.
Definition 1.1. (See [2,5,20,28].) X is said to be uniformly monotone (UM) if for every ε > 0 there exists δ(ε) > 0
such that ‖f + g‖ > 1 + δ(ε) whenever f,g ∈ X+, ‖f ‖ = 1 and ‖g‖ ε.
Definition 1.2. (See [5,15,20,28].) X is said to be strictly monotone (STM) if ‖f + g‖ > 1 for all f , g ∈ X+ with
‖f ‖ = 1 and ‖g‖ > 0.
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f ∈ X+ with ‖f ‖ = 1 and any ε > 0 there is δ(f, ε) > 0 such that ‖f + g‖ > 1 + δ(f, ε) (‖f − g‖  1 − δ(f, ε))
whenever g ∈ X+ (0 g  f ) and ‖g‖ ε.
Definition 1.4. (See [28].) X is said to be weakly uniformly monotone (WUM), if for each positive functional f ∗ ∈ X∗
and all sequences fn, gn ∈ X, fn  gn  0 with ‖fn‖ = 1 the condition ‖fn − gn‖ → 1 implies f ∗(gn) → 0.
Definition 1.5. (See [28].) X is said to be weakly uniformly monotone in the second sense (CWUM), if for
each positive functional f ∗ ∈ S(X∗) and all sequences fn, gn ∈ X, fn  gn  0 with ‖fn‖ = 1 the condition
f ∗(fn − gn) → 1 implies ‖gn‖ → 0.
Localization of the latter two properties leads to the concepts of WULUM (WLLUM) and CWULUM (CWLLUM)
spaces, respectively.
Definition 1.6. (See [22].) A Banach lattice X is said to have H+ property if ‖f − fn‖ → 0 whenever 0  fn  f
and fn → f weakly.
We say that X has the H+STM property if X has the H+ property and X is STM.
The following implications are evident:
UM ⇒ ULUM (LLUM) ⇒ WULUM (WLLUM) ⇒ STM,
UM ⇒ WUM ⇒ WULUM (WLLUM),
UM ⇒ CWUM ⇒ CWLLUM ⇒ H+STM ⇒ STM.
Let A(u) be an N -function, A¯(v) be the complemented function of A(u), and let p(u) be the right derivative of
A(u) [6,26,33,34]. We say that A(u) satisfies Δ2-condition for large u (A ∈ Δ2) if there exist K > 2 and u0 > 0 such
that A(2u)KA(u) for any u u0.
Definition 1.7. (See [1].) Let Ω be a bounded and connected open subset of Rn, and let (Ω,Σ,μ) be a nonatomic
finite measure space. For any measurable function u on Ω , we define the modular of u by ρA(u) =
∫
Ω
A(u(t))dt .
Then the Orlicz–Sobolev space is defined as follows:
Wm,A =
{
u ∈ LA(Ω): ∂αu ∈ LA(Ω), 0 |α|m
}
,
where LA := LA(Ω) = {u(t): there exists λ > 0, such that ρA(λu) < ∞} is an Orlicz space [6,26,30,33,34], m ∈
{0,1,2, . . .}, α = (α1, . . . , αn), |α| = α1 + · · · + αn, αi(i = 1, . . . , n) are nonnegative integers, ∂αu is the αth distrib-
utional derivative of u.
Let 1 < p < ∞ be a fixed number. For each u ∈ Wm,A, define the norm of u by
‖u‖m,A =
( ∑
0|α|m
∥∥∂αu∥∥p) 1p ,
where ‖u‖ = inf{k > 0: ρA(u/k) 1} is the Luxemburg norm in the Orlicz space LA. It is well known [1] that Wm,A
is a Banach space.
Let X be a Banach lattice, f ∈ X and K ⊂ X be a nonempty subset. The best approximation operator (called also
the projection of X onto K) is defined as follows:
PK(f ) =
{
u ∈ K: ‖f − u‖ = inf
h∈K ‖f − h‖
}
.
Let K be a subset of X and f ∈ X. We write f K if f  g for all g ∈ K . Similarly f K is defined. For any
f ∈ X, a sequence {hn} in K is said to be a minimizing sequence for f if
lim
n→∞‖f − hn‖ = infh∈K ‖f − h‖ = dist(f,K).
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that f ∈ LA satisfies f (t) 0 for μ-a.e. t = (t1, . . . , tn) ∈ Ω , and f (t) = 0 for t1  r . Then if f (t) is non-decreasing
with respect to t1, we have∥∥∥∥
∫
E(t)
f (s, t2, . . . , tn)ds
∥∥∥∥ (β − r)‖f ‖,
where E(t) = Er(t1, . . . , tn) = {s ∈ [r, t1]: (s, t2, . . . , tn) ∈ Ω}.
Proposition 1.2. (See [28].) Let X be a Banach lattice. The following statements are equivalent:
(1) X is STM.
(2) For all f ∈ X and order interval [a, b] ⊂ X satisfying f  [a, b] there holds Card(P[a,b](f )) 1.
(3) For all f ∈ X and all sublattices K ⊂ X satisfying f K there holds Card(PK(f )) 1.
Proposition 1.3. (See [22].) For any σ -complete Banach lattice X, the following statements are equivalent:
(1) X is CWLLUM.
(2) X is H+STM.
(3) X is STM and order continuous.
This paper is devoted to monotonicity properties of Orlicz–Sobolev spaces and their applications to the domi-
nated best approximation problems in the spaces. Other problems such as separability, duality, reflexivity and their
comparisons, in Orlicz–Sobolev spaces with parameter, called also Musielak–Orlicz spaces, have been considered by
H. Hudzik in [18]. The problems of density of infinitely smooth functions in Orlicz–Sobolev spaces were consid-
ered by A. Benkirane and J.P. Gossez in [4] and in Musielak–Orlicz–Sobolev spaces by H. Hudzik in [16]. The
problem of embeddings of Orlicz–Sobolev spaces into Cm(Ω) was investigated in [17]. Various applications of
Orlicz–Sobolev spaces to some boundary value problems in differential equations and optimization problems were
studied by J.P. Gossez in [11–13].
2. Monotonicity of Orlicz–Sobolev spaces
In this section, we discuss various monotonicity properties of Orlicz–Sobolev spaces. First, we need some agree-
ment on how to define a partial order in the underlying spaces. Clearly, LA is a Banach lattice in the usual sense, that
is, if x, y ∈ LA then x  y means that x(t)  y(t) for a.e. t ∈ Ω . But for m 
= 0, the Orlicz–Sobolev space Wm,A
is obviously not a Banach lattice under the same partial order. We shall define a partial order in this space by the
following procedure. Let
P : Wm,A →
∏
0|α|m
LA
be defined as
P(u) = (∂αu)0|α|m.
Furthermore, define the norm in
∏
0|α|m LA as
‖x‖∗ =
( ∑
0|α|m
‖xα‖p
) 1
p
, x = (xα)0|α|m ∈
∏
0|α|m
LA.
We equip the product
∏
0|α|m LA with the coordinate partial order, that is, for any x = (xα)0|α|m, y =
(yα)0|α|m ∈∏0|α|m LA,
x ∨ y = (xα ∨ yα)0|α|m,
x  y iff xα  yα for all α with 0 |α|m.
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∏
0|α|m LA is a Banach lattice and P : Wm,A →
∏
0|α|m LA is an isometric linear operator, which induces
the partial order in Wm,A from the product
∏
0|α|m LA. In other words we write for u,v ∈ Wm,A that
u v whenever ∂αu(t) ∂αv(t) for all α = (α1, . . . , αn) with 0 |α|m, a.e. in Ω.
In this sense, we may consider Wm,A as a closed subspace of
∏
0|α|m LA. Further we shall identify x ∈ Wm,A with
P(x), that is with (∂αx)0|α|m. Thus for x ∈ Wm,A, the element |x| is identified with (|∂αx|)0|α|m. Notice that |x|
does not need to belong to Wm,A even when x is in the space. So in general Wm,A is not a sublattice of
∏
0|α|m LA.
We shall study the monotonicity properties of the lattice Wm,A equipped with the partial order defined above.
Lemma 2.1. Let X be a Banach lattice. X is STM if and only if for all x, y ∈ X with y  0 and y 
= 0, the conditions
‖x + λy‖ = ‖|x| + λy‖ and |x + λy| > |x| for all λ ∈ (0,1] imply ‖x + y‖ > ‖x‖.
Proof. Sufficiency. For any x, y ∈ X+ with y 
= 0, we have
‖x + λy‖ = ∥∥|x| + λy∥∥ and |x + λy| > |x| for all λ ∈ (0,1].
By the assumption, we have ‖x + y‖ > ‖x‖, i.e., X is STM.
Necessity. For any x, y ∈ X with 0 y 
= 0, if ‖x + λy‖ = ‖|x| + λy‖ and |x + λy| > |x| for all λ ∈ (0,1], then
‖x + y‖ = ‖|x| + y‖ and since |x| + y > |x| and X is STM, we have ‖x + y‖ = ‖|x| + y‖ > ‖x‖. 
Theorem 2.1. The following statements are equivalent:
(1) ∏0|α|m LA is UM.
(2) Wm,A is UM.
(3) Wm,A is ULUM (LLUM).
(4) Wm,A is STM.
(5) A ∈ Δ2.
Proof. The implications (1) ⇒ (2) ⇒ (3) ⇒ (4) are clear.
(5) ⇒ (1). Since A ∈ Δ2, from [22,28,32], we know that LA is UM. It is easy to deduce that ∏0|α|m LA is UM.
(4) ⇒ (5). Take γ = inf{t1: (t1, . . . , tn) ∈ Ω}, β = sup{t1: (t1, . . . , tn) ∈ Ω}, and δ = A−1( 12μΩ ). If A /∈ Δ2, there
exists a nonnegative sequence {ui} ↑ ∞, satisfying
A
((
1 + 1
i
)
ui
)
> 2iA(ui), ui  (i + 2)δ, u1 A−1
(
1
μΩ
)
(i ∈N).
For any i ∈ N, let λi = 12i+1A(ui) . Then 0  λi ↓ 0, and
∑∞
i=1 λi 
∑∞
i=1 12i+1A(u1) 
∑∞
i=1 12i+1 μΩ = 12μΩ . Take
δ1 ∈ (γ,β) such that setting E = {(t1, . . . , tn) ∈ Ω: t1 > δ1}, we have μE = ∑∞i=1 λi . Then choose δ2 ∈ (δ1, β]
and E1 = {(t1, . . . , tn) ∈ Ω: δ1 < t1  δ2} such that μE1 = λ1. By the induction process we find δk+1 ∈ (δk, β]
and Ek = {(t1, . . . , tn) ∈ Ω: δk < t1  δk+1} such that μEk = λk , k = 2,3, . . . . It is obvious that A(ui)μEi = 12i+1 ,
(i ∈N). Choose also for every k ∈N, βk ∈ (δk, δk+1) and Fk = {(t1, . . . , tn) ∈ Ek: t1 > βk} satisfying μFk = λk2 .
Define now y(t) = δ on Ω and
x(t) =
{
0, t ∈ Ω \E,
uk − δ, t ∈ Fk, k ∈N,
and define x(t) on Ek \Fk in such a way that x(t) 0 a.e., x(t) is infinitely differentiable on Ω , non-decreasing with
respect to t1, and is constant with respect to t2, . . . , tn. Then
ρA(x + y) =
∫
E
A
(
x(t)+ δ)dt + ∫
Ω\E
A(δ)dt
=
∞∑
i=1
[ ∫
A(ui)dt +
∫
A
(
x(t)+ δ)dt]+ ∫ A(δ)dtFi Ei\Fi Ω\E
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∞∑
i=1
[ ∫
Fi
A(ui)dt +
∫
Ei\Fi
A(ui)dt
]
+
∫
Ω\E
A(δ)dt
=
∞∑
i=1
A(ui)μEi +A(δ)μΩ =
∞∑
i=1
1
2i+1
+ 1
2
= 1,
which implies that ‖x‖ ‖x + y‖ 1. On the other hand, given any ε > 0 we take i0 > 2ε , then by ui > (i + 2)δ, we
have for i  i0,
(1 + ε)(ui − δ) >
(
1 + 2
i0
)
(ui − δ) >
(
1 + 2
i
)
(ui − δ) =
(
1 + 1
i
)
ui +
(
1
i
ui − (1 + 2
i
)δ
)
>
(
1 + 1
i
)
ui.
Thus we obtain that
ρA
(
(1 + ε)x)> ∞∑
i=i0
∫
Fi
A
(
(1 + ε)x(t))dt = ∞∑
i=i0
∫
Fi
A
(
(1 + ε)(ui − δ)
)
dt
=
∞∑
i=i0
A
(
(1 + ε)(ui − δ)
)
μFi =
∞∑
i=i0
λi
2
A
(
(1 + ε)(ui − δ)
)
>
∞∑
i=i0
λi
2
A
((
1 + 1
i
)
ui
)

∞∑
i=i0
λi
2
2iA(ui) =
∞∑
i=i0
1
4
= ∞,
which yields that ‖(1+ε)x‖ 1. By the arbitrariness of ε > 0 we get 1 ‖x‖ ‖x+y‖ 1, i.e., ‖x‖ = ‖x+y‖ = 1.
Notice that by the construction of x and y, they are both nonnegative in the sense of the partial order in Wm,A, that is,
∂αx(t) 0, ∂αy(t) 0 a.e. in Ω for any |α|m. Hence
‖x + y‖m,A =
( ∑
0|α|m
∥∥∂α(x + y)∥∥p) 1p = (‖x + y‖p + ∑
1|α|m
∥∥∂α(x + y)∥∥p) 1p
=
(
‖x‖p +
∑
1|α|m
∥∥∂αx∥∥p) 1p = ( ∑
0|α|m
∥∥∂αx∥∥p) 1p = ‖x‖m,A,
which shows that Wm,A does not have the STM property. We wish to point out that this implication is related to the
observation made in [15]. 
In [7], Shutao Chen and Changying Hu proved that if Wm,A is rotund, then A is strictly convex. Thus, by Theo-
rem 2.1, we obtain the following result.
Theorem 2.2. The following conditions are equivalent:
(1) Wm,A is locally uniformly rotund.
(2) Wm,A is rotund.
(3) A ∈ Δ2 and A is strictly convex.
Proof. The implication (1) ⇒ (2) is obvious.
(2) ⇒ (3). From Theorem 2.1 and [7], we only need to prove that rotundity implies strict monotonicity. Indeed, for
any x, y ∈ Wm,A with x  y  0, y 
= 0, x 
= y and ‖x‖m,A = 1, we have y  x+y2  x. By the rotundity of Wm,A, we
get ‖y‖m,A  ‖ x+y2 ‖m,A < 1 = ‖x‖m,A, which means that Wm,A is strictly monotone.
(3) ⇒ (1). If A ∈ Δ2 and A is strictly convex, then from [6] we know that LA is locally uniformly rotund. Then it
is easy to prove that
∏
0|α|m LA is locally uniformly rotund. So Wm,A is locally uniformly rotund. 
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In [22,28], the best approximation problem in K for f ∈ X was discussed for the case f − K  0, where f ∈ X
and K was a sublattice of X. Instead of those restrictions, we will consider more general case, that is, we only require
that K is a convex set and K − f is so-called absolutely direct set.
Let K ⊂ Wm,A. We say that K is an absolutely direct set if for any x, y ∈ K there exists z ∈ K such that
|z| |x| ∧ |y|, that is, ∣∣∂αz(t)∣∣min{∣∣∂αx(t)∣∣, ∣∣∂αy(t)∣∣}
for all α with 0 |α|m and for a.e. t ∈ Ω .
For any fixed subset K of Wm,A, we introduce the set
D(K) = {f ∈ Wm,A: K − f is an absolutely direct set}.
Now, we turn to the best approximation problem in Orlicz–Sobolev spaces. Let us first agree on the following
notation. If x ∈ Wm,A, then
‖x‖∗ := ‖x‖m,A =
( ∑
0|α|m
∥∥∂αx∥∥p
) 1
p
.
But when x = (xα)0αm ∈ ∏0|α|m LA and we are not sure that x ∈ Wm,A (that is, we do not know that there
exists y ∈ Wm,A such that P(y) = x), then by ‖x‖∗ we mean the symbol defined earlier, that is,
‖x‖∗ :=
( ∑
0|α|m
‖xα‖p
) 1
p
.
Theorem 3.1 (Uniqueness). The following statements are equivalent:
(1) For any convex subset K of Wm,A and any f ∈ D(K) there holds Card(PK(f )) 1.
(2) For any closed convex subset K of Wm,A and any f ∈ D(K) there holds Card(PK(f )) 1.
(3) Wm,A is STM.
(4) A ∈ Δ2.
(5) ∏0|α|m LA is STM.
Proof. The implication (1) ⇒ (2) is obvious.
(2) ⇒ (3). For a contrary assume (2) is satisfied but (3) is not. Then by Lemma 2.1, there exist x, y ∈ Wm,A such
that y  0, y 
= 0, ‖x + λy‖m,A = ‖|x| + λy‖∗, |x + λy| > |x| for all λ ∈ (0,1], and ‖x + y‖m,A = ‖x‖m,A.
Define K = {λy: λ ∈ [0,1]}. Then K is a closed convex subset of Wm,A and |x + λy| |x| for any λ ∈ [0,1], so
−x ∈ D(K). Moreover, for all λy ∈ K ,
‖x‖m,A = ‖x + y‖m,A =
∥∥|x| + y∥∥∗  ∥∥|x| + λy∥∥∗  ‖x + λy‖m,A  ‖x‖m,A,
which yields ‖x + λy‖m,A = ‖|x| + λy‖∗ = ‖x‖m,A for all λ ∈ [0,1]. This shows that K = PK(−x), and it is a
contradiction.
(3) ⇒ (4). See Theorem 2.1.
(4) ⇒ (5). From [22,28,32], we know that if A ∈ Δ2, then LA is STM. Thus for any x = (xα), y = (yα) ∈∏
0|α|m LA with ‖x‖∗ = 1 and ‖y‖∗ > 0, we have
‖x + y‖∗ =
( ∑
0|α|m
‖xα + yα‖p
) 1
p =
( ∑
0|α|m
‖xα‖p
(∥∥∥∥ xα‖xα‖ + yα‖xα‖
∥∥∥∥p
)) 1
p
>
( ∑
0|α|m
‖xα‖p
) 1
p = 1.
This shows that
∏
0|α|m LA is STM, whence Wm,A is STM too.
(5) ⇒ (1). For any subset K of Wm,A and any f ∈ D(K), pick up any x, y ∈ PK(f ). Then
‖x − f ‖m,A = ‖y − f ‖m,A = dist(f,K) = d.
694 S. Chen et al. / J. Math. Anal. Appl. 344 (2008) 687–698Set u = x − f , v = y − f . Since f ∈ D(K), there exists z ∈ K − f such that |z| |u| ∧ |v|. Observe that |z| |u|
and d  ‖z‖∗  ‖u‖∗ = d . It follows from STM of ∏0|α|m LA that |z| = |u|, that is, |∂αz| = |∂αu| for every
0 |α|m. Similarly we have |z| = |v|, and so
|u| = |v| in
∏
0|α|m
LA.
On the other hand, since K is convex, we have u+v2 ∈ K − f . Therefore,
d 
∥∥∥∥u+ v2
∥∥∥∥
m,A
 ‖u‖m,A + ‖v‖m,A
2
= d.
But |u+v2 | |u|+|v|2 = |u| = |v|. It follows from STM of
∏
0|α|m LA again that∣∣∣∣u+ v2
∣∣∣∣= |u| = |v| = |u| ∨ |v| in ∏
0|α|m
LA.
Recalling that
∏
0|α|m LA being a Banach lattice has the property |u+v|+|u−v| = 2(|u|∨|v|), we get |u−v| = 0,
i.e., x = y. This shows that Card(PK(f )) 1. 
Theorem 3.2 (Existence). The space Wm,A has the property that for any convex set K in Wm,A and any f ∈ D(K),
K − f has a minimizing Cauchy sequence if and only if A ∈ Δ2.
Proof. Necessity. If A does not satisfy Δ2-condition, then there exists a nonnegative sequence {uk} ↑ ∞, satisfying
A
((
1 + 1
k
)
uk
)
> 2kA(uk) (k ∈N).
For any k ∈ N, let λk = 12kA(uk) . Take γ = inf{t1: (t1, . . . , tn) ∈ Ω} and β = sup{t1: (t1, . . . , tn) ∈ Ω}. Since
λk <
1
2k for k large enough, we have that
∑∞
k=1 λk is convergent. Without loss of generality, we may assume that∑∞
k=1 λk < μΩ . Let δ0 ∈ (γ,β) be such that G0 = {t ∈ Ω: t1  δ0} satisfies μG0 = μΩ −
∑∞
k=1 λk . Take
δ1 ∈ (δ0, β] and G1 = {t ∈ Ω: δ0 < t1  δ1} such that μG1 = λ1. By induction, let for every k ∈ N, δk ∈ (δk−1, β],
Gk = {t ∈ Ω: δk−1 < t1  δk} be such that μGk = λk . It is obvious that A(uk)μGk = 12k for all k ∈N.
Define xj (t) =∑∞k=j+1 ukχGk (t). Then 0 xj ↓ 0 and
ρA(xj ) =
∞∑
k=j+1
A(uk)μGk =
∞∑
k=j+1
1
2k
= 1
2j
< 1,
ρA
((
1 + 1
j
)
xj
)
=
∞∑
k=j+1
A
((
1 + 1
j
)
uk
)
μGk 
∞∑
k=j+1
A
((
1 + 1
k
)
uk
)
μGk
>
∞∑
k=j+1
2kA(uk)μGk =
∞∑
k=j+1
1 = ∞.
Therefore, 1 > ‖xj‖ 11+(1/j) → 1, whence ‖xj‖ → 1 as j → ∞.
Let fj (t) = fj (t1, . . . , tn) be a function obtained by integrating m times the function xj (s) = xj (s1, . . . , sn) with
respect to the first variable s1 over the interval (δj , t1), that is,
fj (t) =
m︷ ︸︸ ︷( t1∫
δj
· · ·
( t1∫
δj
xj (u, t2, . . . , tn)du
)
· · ·du
)
.
Then 0 fj ↓ 0 a.e. in Ω ,
∂m1 fj = xj and ∂ifj = 0 for i 
= 1.
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∥∥∂α1 fj∥∥=
∥∥∥∥∥
m−|α|︷ ︸︸ ︷( t1∫
δj
· · ·
( t1∫
δj
xj (u, t2, . . . , tn)du
)
· · ·du
)∥∥∥∥∥ (β − δj )m−|α|‖xj‖ → 0 as j → ∞.
So limj→∞ ‖fj‖m,A = limj→∞ ‖xj‖ = 1. Set
K = conv{fj }∞j=1 =
{
j∑
i=1
λifi : 0 λi  1,
j∑
i=1
λi = 1 for any j
}
.
Notice that ∂α1 fi(t) ∂α1 fj (t) a.e. in Ω for i = 1, . . . , j and 0 |α|m. Hence for any
∑j
i=1 λifi ∈ K ,
∑j
i=1 λifi 
fj  0 in the sense of order in Wm,A. Thus 0 ∈ D(K), that is, K is absolutely direct set and ‖∑ji=1 λifi‖m,A ‖fj‖m,A. It follows that {fj } is a minimizing sequence in K for zero. The sequence {fj } is not Cauchy. In fact, in
view of μ(Gk) = 1/2kA(uk), for all i, j ∈N, j > i we have
ρA
(
2(xj − xi)
)= j∑
k=i+1
A(2uk)μ(Gk) >
j∑
k=i+1
2kA(uk)μ(Gk) = j − i  1.
Hence for all j > i,
‖fj − fi‖m,A  ‖xj − xi‖ 1/2,
which shows our claim.
Sufficiency follows from the next Theorem 3.3. 
Theorem 3.3 (Stability). For any convex absolutely direct set K of Wm,A, each minimizing sequence {xj } of K is a
Cauchy sequence in Wm,A if and only if A ∈ Δ2.
Proof. Necessity follows from the proof of necessity in Theorem 3.2. In fact under the assumption that A does not
satisfy the Δ2-condition we found a convex absolutely direct set K and a minimizing sequence {fj } which is not
Cauchy.
Sufficiency. Assume A ∈ Δ2. Then ∏0|α|m LA is UM by Theorem 2.1.
For any absolutely direct convex set K ⊂ Wm,a , let {xj } be a minimizing sequence of K for zero. Then
limj→∞ ‖xj‖m,A = infx∈K ‖x‖m,A = d(K,0) := d .
If {xj } is not a Cauchy sequence, there are subsequences {xnk }, {xmk } of {xj } and ε0 > 0 such that ‖xnk −xmk‖m,A 
ε0. Since K is an absolutely direct set, there exist zk ∈ K such that
|zk| |xnk | ∧ |xmk | in
∏
0|α|m
LA. (3.1)
By (3.1), we have d  ‖zk‖m,A  ‖xnk‖m,A → d , i.e., ‖xnk‖m,A − ‖zk‖m,A → 0. Since |zk|  |xnk |, by the UM
property of
∏
0|α|m LA, we get∥∥|xnk | − |zk|∥∥∗ → 0. (3.2)
Likewise, ‖|xmk | − |zk|‖∗ → 0. For any α with 0 |α|m, define the sets
Ω
α,0
n,k =
{
t ∈ Ω: ∣∣∂αxnk (t)∣∣+ ∣∣∂αzk(t)∣∣= ∣∣∂αxnk (t)+ ∂αzk(t)∣∣}, Ωα,1n,k = Ω \Ωα,0n,k .
Then by (3.2) we have for any 0 |α|m,
0 ← ∥∥∣∣∂αxnk ∣∣− ∣∣∂αzk∣∣∥∥= ∥∥∣∣(∂αxnk − ∂αzk)χΩα,0n,k ∣∣+∣∣(∂αxnk + ∂αzk)χΩα,1n,k ∣∣∥∥,
which implies that∥∥(∂αxnk − ∂αzk)χΩα,0∥∥→ 0, ∥∥(∂αxnk + ∂αzk)χΩα,1∥∥→ 0. (3.3)n,k n,k
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xnk+zk
2 |
|xnk |+|zk |
2  |xnk |. Thus d  ‖
xnk+zk
2 ‖m,A  ‖xnk‖m,A → d . By the UM
property of
∏
0|α|m LA, we get∥∥∥∥|xnk | −
∣∣∣∣xnk + zk2
∣∣∣∣
∥∥∥∥∗ → 0.
Consequently, for any α with 0 |α|m, we have∥∥∥∥∣∣∂αxnk ∣∣−
∣∣∣∣∂αxnk + ∂αzk2
∣∣∣∣
∥∥∥∥→ 0,
∥∥∥∥∣∣(∂αxnk )χΩα,1n,k ∣∣−
∣∣∣∣
(
∂αxnk + ∂αzk
2
)
χ
Ω
α,1
n,k
∣∣∣∣
∥∥∥∥→ 0. (3.4)
Therefore, by (3.3) and (3.4),∥∥∂αxnkχΩα,1n,k ∥∥
∥∥∥∥
(∣∣∂αxnkχΩα,1n,k ∣∣−
∣∣∣∣
(
∂αxnk + ∂αzk
2
)
χ
Ω
α,1
n,k
∣∣∣∣
)∥∥∥∥+
∥∥∥∥
(
∂αxnk + ∂αzk
2
)
χ
Ω
α,1
n,k
∥∥∥∥→ 0. (3.5)
Hence, by (3.3) and (3.5) for any α with 0 |α|m we have∥∥∂αxnk − ∂αzk∥∥= ∥∥(∂αxnk − ∂αzk)χΩα,0n,k + (∂αxnk − ∂αzk)χΩα,1n,k ∥∥

∥∥(∂αxnk − ∂αzk)χΩα,0n,k ∥∥+ ∥∥∣∣∂αxnkχΩα,1n,k ∣∣+ ∣∣∂αzkχΩα,1n,k ∣∣∥∥

∥∥(∂αxnk − ∂αzk)χΩα,0n,k ∥∥+ ∥∥2∂αxnkχΩα,1n,k ∥∥→ 0.
Then ‖xnk − zk‖m,A → 0. Likewise, ‖xmk − zk‖m,A → 0. Hence ‖xnk − xmk‖m,A → 0.
This contradicts the assumption that ‖xnk − xmk‖m,A  ε0. 
Remark 3.1. It is proved in [21] that for any nonempty convex, closed and bounded set K in a Banach space X, each
minimizing sequence {xj } of K has a Cauchy subsequence if and only if X is reflexive. Theorem 3.3 shows that we
have even a little more for convex absolutely direct sets K in Wm,A without reflexivity of Wm,A but for smaller class
of sets K .
Theorem 3.4 (Continuity of best approximation operator). If A ∈ Δ2, then for any closed convex subset K of Wm,A
and f ∈ D(K), Card(PK(f )) = 1 and the best approximation operator PK :D(K) → K is continuous.
Proof. (1) If A ∈ Δ2, by Theorems 3.1 and 3.2 we know that Card(PK(f )) 1 and K − f has a minimizing Cauchy
sequence. Since K is closed and Wm,A is STM, we get Card(PK(f )) = 1.
(2) Let fj ∈ D(K), PK(fj ) = {xj } (j = 0,1,2, . . .). If ‖fj − f0‖m,A → 0, we will prove that ‖xj − x0‖m,A → 0.
First, by Theorem 2.1, A ∈ Δ2 implies that ∏0|α|m LA is UM.
Since fj ∈ D(K) and K is convex, there exist yj ∈ K − fj such that
|yj | |x0 − fj | ∧ |xj + x02 − fj | ∧ |xj − fj |.
Then ‖yj‖m,A  ‖xj − fj‖m,A, which yields yj + fj ∈ PK(fj ), and by the first part yj = xj − fj . Then |xj − fj |
|x0 − fj | ∧ | xj+x02 − fj |.
Set dj = dist(fj ,K) = ‖xj − fj‖m,A (j = 0,1,2, . . .). Then ‖fj − f0‖m,A → 0 implies that dj → d0. Moreover,
since 0 ‖x0 − fj‖m,A − ‖x0 − f0‖m,A  ‖fj − f0‖m,A → 0, we have
d0 = lim
j→∞dj = limj→∞‖xj − fj‖m,A  limj→∞‖x0 − fj‖m,A = ‖x0 − f0‖m,A = d0,
i.e., limn→∞ ‖xj − fj‖m,A = limj→∞ ‖x0 − fj‖m,A = ‖x0 − f0‖m,A. But |xj − fj | |x0 − fj |, by the UM property
of
∏
0|α|m LA, we have∥∥|xj − fj | − |x0 − fj |∥∥∗ → 0. (3.6)
For any j ∈N and any α with 0 |α|m, set
Ω
α,0 = {t ∈ Ω: ∣∣∂αxj (t)− ∂αfj (t)∣∣+ ∣∣∂αx0(t)− ∂αfj (t)∣∣= ∣∣∂αxj (t)− ∂αx0(t)∣∣},j
S. Chen et al. / J. Math. Anal. Appl. 344 (2008) 687–698 697and Ωα,1j = Ω \Ωα,0j . Then Ω = Ωα,0j ∪Ωα,1j and∥∥∣∣∂αxj − ∂αfj ∣∣− ∣∣∂αx0 − ∂αfj ∣∣∥∥= ∥∥∣∣(∂αxj − ∂αx0)χΩα,1n ∣∣+ ∣∣(∂αxj + ∂αx0 − 2∂αfj )χΩα,0j ∣∣∥∥. (3.7)
Thus by (3.6),∥∥(∂αxj − ∂αx0)χΩα,1j ∥∥→ 0, ∥∥(∂αxj + ∂αx0 − 2∂αfj )χΩα,0j ∥∥→ 0. (3.8)
Since |xj − fj | | xj+x02 − fj | and
d0 = lim
j→∞‖xj − fj‖m,A  limj→∞
∥∥∥∥xj + x02 − fj
∥∥∥∥
m,A
 lim
j→∞
(‖xj − fj‖m,A
2
+ ‖x0 − fj‖m,A
2
)
= ‖x0 − f0‖m,A = d0,
the UM property of
∏
0|α|m LA implies ‖| xj+x02 − fj | − |xj − fj |‖∗ → 0. Consequently, ‖| ∂
αxj+∂αx0
2 − ∂αfj | −|∂αxj − ∂αfj |‖ → 0. Then by (3.8),∥∥(∂αxj − ∂αfj )χΩα,0j ∥∥
∥∥∥∥
∣∣∣∣
(
∂αxj + ∂αx0
2
− ∂αfj
)
χ
Ω
α,0
j
∣∣∣∣− ∣∣(∂αxj − ∂αfj )χΩα,0j ∣∣
∥∥∥∥
+
∥∥∥∥
(
∂αxj + ∂αx0
2
− ∂αfj
)
χ
Ω
α,0
j
∥∥∥∥→ 0. (3.9)
Now, by (3.7)–(3.9), we get ‖(∂αx0 − ∂αfj )χΩα,0j ‖ → 0. Thus, in view of (3.8) and (3.9), for any α with 0 |α|m,∥∥∂αxj − ∂αx0∥∥= ∥∥(∂αxj − ∂αx0)χΩα,0j + (∂αxj − ∂αx0)χΩα,1n ∥∥

∥∥(∂αxj − ∂αx0)χΩα,1j ∥∥+ ∥∥(∂αxj − ∂αfj )χΩα,0j ∥∥+ ∥∥(∂αx0 − ∂αfj )χΩα,0j ∥∥→ 0.
Hence ‖xj − x0‖m,A → 0. 
We finish by the following example of the convex subset K in Wm,A for which we can apply the theorems of this
section.
Example. Let fix a function f ∈ Wm,A and define the set
Km = {p: p is a polynomial of degree m and p  f },
where  is the order relation in Orlicz–Sobolev spaces, that is, for all derivatives ∂αp(t)  ∂αf (t) a.e. in Ω , with
α = (α1, . . . , αn) and |α|  m. The set Km is convex. According to Theorem 3.1 if A satisfies condition Δ2 then if
the element of best approximation to f in K exists then it is unique. Moreover, by Theorem 3.2, the minimal distance
between f and K can be approximated by the minimizing Cauchy sequence {xn} ⊂ K . So we can approximate given
f by polynomials p of degree less than m in the sense that f and p as well as all their derivatives of degree  m
are close in the norm of Orlicz space LA, and in particular if A(u) = up , 1  p < ∞, in the norm of Lp-space. In
addition we have the advantage that p is pointwise (a.e. in Ω) less than f together with their appropriate derivatives.
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