Maximizing wireless sensor networks (WSNs) lifetime is a primary objective in the design of these networks. Intelligent energy management models can assist designers to achieve this objective. These models aim to reduce the number of selected sensors to report environmental measurements and, hence, achieve higher energy efficiency while maintaining the desired level of accuracy in the reported measurement. In this paper, we present a comparative study of three intelligent models based on Naive Bayes, Multilayer Perceptrons (MLP), and Support Vector Machine (SVM) classifiers. Simulation results show that Linear-SVM selects sensors that produce higher energy efficiency compared to those selected by MLP and Naive Bayes for the same WSNs Lifetime Extension Factor.
Introduction
A wireless sensor network (WSN) can be defined as a networked collection of sensor nodes. These sensors are small-scale devices with very limited resources. In a typical sensor network, each node has to monitor environmental and physical conditions such as temperature, sound, humidity, pressure, vibration, motion, and light. Depending on the objective of the sensor network, sensors may cooperate to carry out specific tasks. Also, the generated data is highly correlated due to the nature of the monitored parameters and due to the large number of deployed sensors. Therefore, it is a waste of resources to report each individual sensor reading; hence, energy-efficient protocols and network models, which utilize information fusion, are extremely important [1] .
AlTabbakh et al. [2] emphasized that an energy-efficient management scheme has to be employed in order to extend network lifetime. Sensor nodes waste a lot of their energy in data communication. So, reducing the amount of unnecessary communication will help in minimizing energy waste and extending network lifetime. Also, Khan et al. [3] pointed out that designing an effective energy management scheme for sensor networks, especially those deployed in remote areas, is one of the main challenges facing WSNs. Noticeable research efforts have addressed this issue by proposing intelligent models based on machine learning [4] . For example, Abu Alsheikh et al. [5] emphasized the advantage of adopting machine learning algorithms in WSNs since they assist in eliminating unneeded redesign issues. The authors have also indicated that machine learning algorithms have contributed to the development of practical solutions that result in extending the network lifetime. In addition, several reasons were given to stress the importance of adopting machine learning algorithms in WSN environmental monitoring applications. First, sensor nodes might not operate as expected because of unexpected environmental behavior. In such cases, machine learning algorithms can overcome such problems by adjusting themselves to the newly obtained knowledge. Second, due to the unpredictable environments where WSNs are deployed, the resulting mathematical models for the network might be very complex. Machine learning algorithms can assist in developing attractive and 2 Journal of Sensors less complex solutions. Third, sensor nodes generate large amounts of correlated and redundant data. Machine learning algorithms are powerful tools that can be used to study and identify correlated data, making decisions, predictions, and data classification [1, 6] .
Algorithms such as Naive Bayes, Multilayer Perceptron (MLP), and Support Vector Machine (SVM) are examples of well-known algorithms that are also widely adopted and investigated in the area of machine learning, neural networks, and artificial intelligence. For starters, MLP can perform the classification operation with significant success [7, 8] . On the other hand, MLP neural network training is difficult due to the complexity of its structure [7] . SVM is also considered to be a very powerful algorithm in the field of data mining. It has been successfully applied in a wide range of scientific applications [9] .
Despite the importance of machine learning algorithms for WSN applications [5] , little attention has been given to provide comparison studies between these algorithms, especially when it comes to energy management of WSNs. In addition, little contributions have been made to specify an appropriate intelligent energy management model for these networks. To our knowledge, there is no previous work that supports the use of a specific intelligent algorithm compared to others for WSNs [10] except the one that we have reported in our previous work [11] . In that work, we propose an intelligent and efficient energy management model for WSNs using MLP, instead of Naive Bayes. A comparative study between MLP and Naive Bayes was provided in order to evaluate their performance in terms of the percentages of accurate classification. Simulation results showed that, given the same Lifetime Extension Factor, MLP achieves a significant improvement in selection accuracy compared to Naive Bayes. However, MLP takes longer time to train the network, due to its complexity and the update process in the series of weights. Consequently, sensor nodes may consume slightly more energy in the deployment phase.
In this work, we extend the work presented in [11] by conducting a detailed and comprehensive comparative study across three intelligent classification algorithms, namely, Naive Bayes, MLP, and Linear-SVM. We chose to include Linear-SVM in this work because it is fast and energy efficient. Unlike MPL, Linear-SVM consumes less energy during the learning process in the deployment phase [11] . Furthermore, both Gupta and Ramanathan [12] and Magno et al. [13] highlighted that Linear-SVM is a classifier with low complexity. Magno et al. [13] have also indicated that Linear-SVM provides a good balance between the percentage of correctly classified data and the computational and memory cost. In addition, Linear-SVM can be effectively implemented within the microcontroller of the sensor node [13, 14] . Sazonov and Fontana [14] presented two powerful characteristics of SVM: high generalization and robustness. Also, Bal et al. [15] deduced that SVM with linear kernel is a promising algorithm in the field of machine learning. Moreover, Yuan et al. [16] were able to conclude that SVM classifier, especially with linear kernel, has the ability to learn and build the required knowledge from fewer training samples and still provides high classification accuracy, unlike other classifiers such as MLP.
Our major contributions in this work are as follows. First, we have provided detailed state-of-the-art related energy management in WSNs based on intelligent machine learning models and algorithms. Second, we carried out a comprehensive comparison among three intelligent neural network classifiers using three real labelled benchmark datasets. Third, the performance of these three intelligent classifiers is examined using a confusion matrix. Finally, we have proposed an intelligent model for efficient energy management in WSNs. This model has been addressed not only at the classification level, but also at the processing level, where we employed the statistical ranking and selection methods. These two methods, in addition to using Linear-SVM as an intelligent classifier, are core elements in building the model. We have also discussed the evaluation of this proposed model.
The rest of this paper is organised as follows. Section 2 reviews the state of the art in the area of energy management in WSNs based on intelligent models. Section 3 provides a background of the classification algorithms used in this work, that is, Naive Bayes, MLP, and SVM. It also presents an overview of the experimental datasets. The main contribution of this paper is discussed in Section 4. Simulation experiments and their setup are discussed in Section 5. Section 6 discusses and summarizes simulation results. Finally, Section 7 concludes the paper and highlights future research directions.
Related Work
Several intelligent models have been proposed in order to achieve better energy efficiency in WSNs. Thiemjarus et al. [17] proposed a sensor selection technique that can help determine the optimal number of sensor nodes in the network. By doing this, the number of sensor nodes can be reduced without degrading the decision process, and the lifetime of the network can be increased. The Bayesian approach was used for sensor selection, as this filter method helps to find the optimal sensors in the network. In addition, the Self-Organising Map (SOM) was used as a classifier. In [18] , the authors proposed a selection scheme for minimizing the energy consumption of WSNs. In their scheme, sensors were ranked from the most to the least significant, based on the significance of their use in the WSNs. Then, the Naive Bayes classification algorithm was used. This approach was tested on three well-known real sensor datasets. The results showed that more energy is consumed if more sensors are used and, subsequently, the lifetime of the sensor network is reduced. However, if the sensors are ranked, the lifetime of the sensor network can be increased, as the selection algorithm is used, followed by the intelligent classifier. This is because the number of selected sensors that are used is less. Similarly, [19] proposed a scheme to both minimize the energy consumption and maximize the lifetime of the sensor network. This is based on a feature/sensor selection that minimizes the number of the used sensors. However, it uses a different selection algorithm and -Nearest Neighbor ( NN) classification algorithm.
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In [20] , the clustering problem is viewed as a classification problem such that clusters are built by using Least Squares SVM (LS-SVM) with a hybrid kernel, which is a mixture of polynomial and Radial Basis Function (RBF) kernels. Results showed that the clustering process using LS-SVM with hybrid kernel had better results compared to LS-SVM with a single kernel. This was obvious in the case where we had a multiclass classification problem in the clustering problem. Also, Li et al. [21] addressed the energy management in the WSNs at the architecture level by using SVM classifier. A clustering-based distributed Linear-SVM algorithm, called CDLSVM, was developed, which differs from other parallel SVM algorithms in its ability to obtain a global optimal classifier. The results showed that the proposed algorithm is efficient for large-scale WSN because it saves the information exchange and energy consumption.
Forero et al. [22] addressed distributed classification by developing algorithms in order to train SVM in an environment that has distributed architecture and where the communication between different nodes through a centralized processing unit is prohibited. The distributed modes of operation showed that energy saving can be made. The distributed fix partition SVM (DFP-SVM) and the weighted distributed fix partition SVM (WDFP-SVM) are two energyefficient distributed learning algorithms for WSN that were proposed based on SVM [23, 24] . The goal was to train an SVM efficiently and in a distributed manner. Hence, better classification results were achieved on the test data with minimum energy cost, compared to traditional SVM.
More recently, more classification algorithms based on SVM are being proposed. For example, Rajasegarar et al. [25] addressed the problem of anomaly detection in WSNs by proposing a Centered Hyperellipsoidal Support Vector Machine (CE-SVM) and a distributed Quarter-Sphere Support Vector Machine (QS-SVM). A comparison study of CE-SVM and QS-SVM was carried out by using four datasets that corresponded to wireless sensor datasets. Four datasets, namely, GDI, Ionosphere, Banana, and Synth, were used for evaluation. In addition, three different kernel functions, that is, RBF, polynomial, and linear, were considered. The results showed that CESVM achieved better detection accuracy, compared to QSSVM. Zhang et al. [26] proposed two distribution and online outlier detection techniques for WSNs, and the main contribution of these techniques is to build realtime intelligent classification techniques in order to identify outliers in the normal behavior of sensor data in real time. The proposed intelligent techniques are based on hyperellipsoid one-class SVM. These two techniques are ellipsoidal SVMbased online outlier detection (EOOD) and ellipsoidal SVMbased adaptive outlier detection (EAOD). Both EOOD and EAOD consider the correlation between sensor data features in order to detect anomalies in a WSN. The simulation results show that EAOD achieved better detection accuracy, compared to EOOD.
Dutta and Terhorst [27] introduced an artificial intelligence-based approach for multisensor fusion and integration. The researchers addressed the intelligent sensor fusion system at the classification level to overcome the problem of common sensor errors and faults. Particularly, intelligent classification techniques for bulk soil moisture estimation using cosmic ray sensor were introduced to achieve optimal fault-tolerant estimates. In this study, four classifiers were evaluated, namely, Adaptive Neuro-Fuzzy Inference System (ANFIS), Probabilistic Neural Network (PNN), Radial Basis Function (RBF) network, and Multilayer Perceptron (MLP) network. Experiments were conducted over three datasets and the results show that ANFIS gives the best performance in terms of correct classification percentages compared to other classifiers. Sazonov and Fontana [14] proposed a sensor system and its related signal processing and pattern recognition methodologies to detect periods of food intake. This study was based on the monitoring and classification of jaw motion. The researchers used the forward selection method to choose the most relevant features, which represented sensor signals. Also, the SVM was used as the classification algorithm for chewing detection. In addition, the kernel activation function used was linear (Linear-SVM). By using such intelligent classifier, the researchers were able to achieve high averaged accuracy, that is, 80.98%, for that application. Furthermore, according to Karatzoglou et al. [28] , the linear kernel is the simplest of all the kernel functions for SVM. Ham et al. [29] also indicated that Linear-SVM performs better than other machine learning classifiers. A lot of attention has currently been given to this classifier due to its high performance, in terms of classification accuracy, compared with other machine learning classifiers. Thus, this intelligent classifier has been applied in various applications. Yun and Song [30] proposed a moving human direction detecting system. The system was based on Pyroelectric Infrared (PIR) sensors and intelligence classification techniques. In this study, the dataset was collected by capturing PIR sensor signals while a person was walking. Extracting and selecting distinguishable features from the dataset reduced its size and likewise the memory cost. In addition, seven intelligent classification algorithms, namely, Bayes Net, C4.5, decision table, NN algorithm, Naive Bayes, MLP, and SVM, were used. For SVM, the Linear-SVM was used because its kernel demanded less computation cost compared to other kernels. Experiments which were conducted on the reduced feature sets showed that Linear-SVM is the best classifier for such application.
Preliminaries
This section provides a brief background about the classification algorithms used in this study, as well as about the datasets for the experimental comparison.
Classification Algorithms.
The classification algorithms used in this research project are briefly described below.
3.1.1. Naive Bayes Classifier. Naive Bayes is a well-known type of classifier that is based on the application of Bayes' theorem with strong independence assumptions. It is considered to be a simple probabilistic classifier that computes conditional class probabilities and then predicts the most probable class [31] . In other words, it will assign a class for an object based on the values of the descriptive attribute probability model.
Multilayer Perceptron (MLP).
MLP is composed of a large number of highly interconnected neurons that are working in parallel to solve a certain problem. It is organised in layers with a feed-forward information flow. The main architecture of an MLP network consists of signals that flow sequentially through the different layers from the input to the output layer. Between the input layer and the output layer are intermediate layers. They are also called hidden layers because they are not visible at the input or at the output. Each unit is first used to calculate the difference between a vector of weights and the vector given by the outputs of the previous layer. To generate the input for the next layer, a transfer function also called activation is applied to the result [32] . Bipolar sigmoid, unipolar sigmoid, and RBF are examples of well-known and commonly used activation functions [33] .
The main steps of the training phase in an MLP network are as follows: first, given an input pattern of the dataset, this pattern is forward-propagated to the output of the MLP network and then compared with the desired output; second, the error signal between the output of the network and the desired response is back-propagated to the network; and finally, adjustments are made on the synaptic weights [34] . This process is repeated for the next input vector until all the training patterns are passed through the network.
Support Vector Machine (SVM)
. SVM splits the dataset into two classes, which are separated by placing a linear boundary between the normal and attack classes in such a way that the margin is maximized. SVM works to find the hyperplane that gives the maximum distance from the hyperplane to the closest positive and negative samples [35, 36] . The basic structure of an SVM network is similar to that of the ordinary RBF network, but instead of the exponential activating function (usually Gaussian activation functions), the kernel activating function is applied. The kernel activating function can be a polynomial kernel, Gaussian radial basis kernel, or two layer feed-forward neural network kernels.
Dataset.
This section provides a brief description of the three datasets used in this work.
Ionosphere.
Ionosphere dataset is a radar dataset collected in Goose Bay, Labrador. It has two classes for radar signals, namely, Good and Bad. Good data are those showing evidence of some type of structure in the Ionosphere. Bad returns are those that do not let their signals pass through the Ionosphere [18] . This dataset consists of 34 readings and 351 records.
Forest CoverType.
Forest CoverType dataset has been developed at the University of Colorado. It is designed to predict the forest cover type of unknown regions. It is used in several research papers on data stream classification. This dataset contains 581, 012 instances and 54 attributes [18, 37] . It is considered to be one of the largest datasets. In our research, the number of records is reduced to 25000 because of limited memory capacity.
Sensor Discrimination. This dataset consists of 12 different numerical values of samples of an unknown substance.
It is a labelled dataset that has three classes, namely, group A, group B, and false alarm [38] . The receiver node, which receives 12 numerical values for an unknown sample, is designed to determine which class this sample belongs to. In other words, the receiver should indicate whether this unknown sample is in group A or group B. Conversely, it falls under false alarm when the sample does not fall into either of the first two groups. This dataset consists of 12 readings and 2211 records.
The Proposed System
In this work, an intelligent neural network model for efficient energy management in WSNs is presented with the use of the classification algorithm. Our work adopts the same selection sensor algorithm that was used in [18] . In this study, we have used Ionosphere, Forest CoverType, and Sensor Discrimination datasets to evaluate the performance of the three intelligent algorithms in terms of classification accuracy. In addition, for all conducted experiments, 30% of the dataset is used for training data, and the remaining 70% is used for testing. This allows us to present a fair comparison among the three classifiers, namely, Naive Bayes, MLP, and Linear-SVM, by fixing the shared and common parameters. In addition, as in [18] , the Lifetime Extension Factor is given by LTEF = Total number of sensors Number of sensor used .
In [11] , two important steps were carried out in order to minimize the energy consumption and extend the lifetime factor. These two steps are as follows: (1) the most dominant sensor nodes in WSNs were selected after ranking them based on the significance of use, from the most significant to the least, and (2) Naive Bayes and MLP classification algorithms were applied. It is important to emphasize that, in our research work, an intelligent model for efficient energy management in WSNs is introduced by means of the classification algorithm by using SVM with linear kernel which is a polynomial kernel with exponent 1. Our proposed scheme operates in four stages, which are as follows:
(1) Preprocessing. Ionosphere, Forest CoverType, and Sensor Discrimination. The preprocessing stage is needed to clean the input dataset and put it in the proper format. In the processing block, two functions are performed on the selected dataset. The first is the Rank function that ranks the features/sensors from the most significant to the least significant according to their significance of use in the dataset which corresponds to wireless sensor networks, as proposed in [18] . This function includes two sequential processes, namely, the significance level calculation process and the sorting process. Calculating the significance level of feature/sensor is carried out using a built-in procedure in MATLAB [39] called independent significance features test. Weiss and Indurkhya [40] named this procedure as independent significance features test (IndFeat). This process is usually employed in the field of engineering applications of artificial intelligence to identify and discard weak features quickly. In other words, the number of inputs needed to be considered in the selection process will be significantly decreased. Thus, it can be used as a precursor to the selection process. Moreover, it reduces the computational time required for the final selection process. On the other hand, the sorting process is used to sort the output of the significance level calculation processes in a descending order. The final output of Rank function is an array of features/sensors sorted from the most significant to the least significant. The role of the Rank function is to calculate the significance levels of each feature/sensor. Then, it sorts them in a descending order; that is, features or sensors will be sorted from the most significant to the least significant. Figure 2 shows an example of the output when calculating the significant level process and sorting process on Sensor Discrimination dataset. The figure clearly explains what processes will be performed sequentially in the Ranking function. Thereafter, the Select function is used to select the first features/sensors. For example, if = 10, that means this method returns the numbers of the first 10 features/sensors. Similarly, if = 20, it returns the numbers of the first 20 features/sensors and so on. The fourth block is the machine learning block, which runs the selected classifier Naive Bayes, MLP, or Linear-SVM on the selected features/sensors. In this block, two phases are performed; the first is the training or learning phase which allows the intelligent system to build the right knowledge base. The intelligent system learns relationships/correlations existing in the constructed The output of calculating the significance level process training dataset. Simply, the training phase is considered as adaptation process to the intelligent system to give the best possible response in the testing phase. The testing phase is used to test the proposed system using test datasets. The output results of this phase show the performance of the system and its effectiveness in terms of classification accuracy and computational speed.
Experimental Work
Three different experiments were conducted on the three datasets. In each experiment, we have adopted the same algorithm in [18] for selecting and ranking dominant sensor nodes. In addition, for all experiments, we have used 30% of the dataset for training and the remaining 70% for testing. Also, WEKA simulator v3. 6 [41] is used in the classification process. For the MLP and Linear-SVM algorithms, Table 1 lists the values of the important parameters such as learning rate, number of epochs (number of passes through data), number of hidden layers, number of hidden units in hidden layers, and kernel type used in the SVM. All other parameters were set to their default settings in WEKA.
Experiment 1.
This experiment was conducted on Ionosphere dataset, which is a radar dataset collected from 34 different real sensor nodes. MATLAB was used to perform the selection algorithm proposed in [18] . This selection algorithm (see Figure 3) ranked the sensors on the significance of their use, from the most to the least significant. Table 2 shows the results of this sensor ranking on the Ionosphere dataset. The first row of the table shows the number of the 10 most significant sensors. We also selected this case in order to provide it with a NN structure (as in Figure 3 ), since it is small in size. The numbers in the first row of Table 2 are exactly the same as those in the NN structure in Figure 3 . Therefore, the inputs into the NN structure for the selection of 10 in Figure 3 are S2, S3, S5, S7, S1, S9, S31, S33, S29, and S21, which are exactly the same numbers as the first row in Table 2 . It is important to point out here that there is one hidden layer in Figure 3 with six hidden units. This is because if we apply the formula in Table 1 , given by (# selected sensors + # classes)/2, the number of selected sensors is 10. It is also clear from the specification of the Ionosphere dataset that the number of classes/outputs is 2. Therefore, there are ⌊(10 + 2)/2⌋ = 6 hidden units.
If we consider the first and the second rows together, it is clear which 20 sensors were the most significant. Consider the best 20, for example. If we look at Table 2 , it is clear that the feature/sensor that had number 2 was the most significant, while that which had number 6 was the least significant. Similarly, the best selection of 30 features/sensors was calculated by considering the first, second, and third rows, with the feature/sensor that has number 2 being the most significant and that with number 32 being the least significant.
Experiment 2.
This experiment was conducted on the Forest CoverType dataset, which has been developed at the University of Colorado. By examining the received data from the sensors, the Forest CoverType of unknown regions, which contains 581,012 records and 54 incoming values, can be predicted. The same steps that were taken during Experiment 1 were also performed here (see Figure 4 ) and the selection results are shown in Table 3 . The first row of Table 3 represents the best selection of 10. The first and the second rows represent the best selection of 20. The first, second, and third rows represent the best selection of 30, and so on. For example, for the case of the best 30 features/sensors, feature/sensor number 15 was the most significant, while that which had number 49 was the least significant. It is important to highlight here that the features/sensors were ranked according to their significance of use in the Forest CoverType dataset. As in Experiment 1, the selection of 10 was chosen to provide its NN structure, as shown in Figure 4 . The inputs to the NN structure for the selection of 10, as shown in Figure 4 , are S15, S19, S28, S29, S51, S1, S26, S36, S37, and S52, which are exactly the same as the first row in Table 3 . In this case, the feature/sensor that has the number 15 is the most significant, while that which has the number 52 is the least significant one. It is clear from the specification of the Forest CoverType dataset that the number of selected sensors was 10 and the number of classes/outputs was 7. By applying the formula in Table 1 , we get ⌊(10+7)/2⌋ = 8. This means there are 8 hidden units in the hidden layer between the input layer and output layer, which is exactly the same (as indicated in Figure 4 ) and 1  2  3  4  5  6  7  8  9  10  1 15  19  28  29  51  1  26  36  37  52  2 24  53  12  25  27  54  44  14  18  43  3 10  6  32  8  40  17  48  38  20  49  4 16  35  42  7  33  5  23  3  13  31  5 30  4  45  2  11  21  41  9  39  22 shows the NN structure for the selection of 10 on the Forest CoverType dataset.
Experiment 3.
This experiment was conducted on the Sensor Discrimination dataset, which consisted of 12 readings and 2,213 records. The receiver node should be able to determine the unknown sample and indicate which class the unknown sample belongs to. The full records were used in this research work. As in Experiments 1 and 2, MATLAB was used to run the selection algorithm (see Figure 5 ). Table 4 shows the best selection of 3, 6, and 9, respectively. In other words, the first row shows the best selection of 3. The first and second rows provide the best selection of 6. Finally, the first, second, and third rows show the best selection of 9. For example, the features/sensors were ranked as follows for the selection of 6: S2, S3, S1, S11, S4, and S6, according to the significance of their use in this sensor dataset. The NN structure for the selection of 3, as performed in Experiments 1 and 2, is provided in Figure 5 . This figure shows the inputs to NN, which are S2, S3, and S1. These are exactly in the same row as in Table 4 . Since the number of selections was 3 and the number of classes/outputs was 3, as indicated in the specifications for the Sensor Discrimination dataset, the number of hidden units in the hidden layer was (3 + 3)/2 = 3, which is exactly the same, as shown in Figure 5 .
It is important to point out that Tables 2, 3, and 4 show the results of the sensor ranking approach that is proposed in [8] , which ranks the features/sensors in decreasing order with respect to their significance of use in the Ionosphere, Forest CoverType, and Sensor Discrimination datasets, respectively. These public datasets correspond to wireless sensor networks.
Discussion of Results
The performance of the three intelligent classification algorithms is measured by using the confusion matrix [30, 42] . This matrix gives visualization of how the classifier has performed on the input dataset. Different performance metrics, such as accuracy, recall, and specificity, can be derived from this matrix. Table 5 shows the structure of the confusion matrix. There are four possible cases/outcomes, which are false positive (FP), true positive (TP), false negative (FN), and true negative (TN) [42, 43] , where (1) FP happens when actual class of test sample is negative and is classified incorrectly as positive; (2) TN happens when actual class of test sample is negative and is classified correctly as negative; (3) FN happens when actual class of test sample is positive and is classified incorrectly as negative; (4) TP happens when actual class of test sample is positive and is classified correctly as positive.
We used the accuracy as the performance metric in this study to evaluate these algorithms. Accuracy represents the overall .
For example, Tables 6, 7 , and 8 show the confusion matrixes for Naive Bayes, MLP, and Linear-SVM, respectively, over the Ionosphere dataset with a selection of 10. They reveal how many instances are assigned to each class. The number of correctly classified samples is represented by the sum of the diagonals. For example, the total number of correctly classified samples for Naive Bayes is 187, that is, the sum of 123 and 64. The accuracy in this case is 187/246 * 100 = 76.02%, where the total number of instances in the testing dataset is 246. However, the accuracy is 84.14% and 85.36% for MLP and Linear-SVM, respectively. The same procedure is applied to the remaining dataset with a different selection over the three classifiers. Figure 6 shows the overall results of Experiment 1, which was conducted on the Ionosphere dataset. It shows that both Linear-SVM and MLP give better results for all three of the selection cases, that is, the selection of 10, 20, and 30 sensors compared to Naive Bayes, in terms of accuracy over the same Lifetime Extension Factor. For example, when 10 sensors out of 34 were selected, the Lifetime Extension Factor was 10/34 = 3.4 (see Figure 10 ) and the accuracy was 85.4% and 84.1%, using Linear-SVM and MLP, respectively. However, using Naive Bayes resulted in there being 76% accuracy for the same Lifetime Extension Factor. Moreover, it can be seen that Linear-SVM achieves the best result in the first and second selection, especially in the case of selecting 20. When it comes to Linear-SVM, this powerful classifier maintains its high performance in the first and second selection. Even when 30 were selected, there was a slight drop of around 2%, which is negligible.
For MLP, it can be noted that the accuracy of MLP does not increase significantly, despite the growth in the number of selected sensors. For example, in the case of selecting 30 sensor nodes, MLP achieved 84.9% accuracy, which is a negligible 0.8% improvement on selecting 10. There was also a drop in accuracy for MLP when 20 sensor nodes were selected, compared to 10. There was a slight drop in accuracy for MLP and Linear-SVM when selecting 20 and 30, respectively. Apparently, this was because the training dataset was not large enough to build the right knowledge base for these two classifiers. In other words, the result obtained could be explained by taking into account the number of training samples used, so that the capabilities of both MLP and Linear-SVM are not completely utilized. This point can be verified by conducting multiple test runs for different percentages of the training data, as is illustrated in Figure 7 . In this figure, we were able to show that the accuracy increases with the number of training samples; that is, when the number of training samples grows, the classification accuracy will increase. This issue is also confirmed and corroborated by Sakar et al. [44] , Fernandez-Rodriguez et al. [45] , and Murty and Devi [46] .
It is important to note here that if percentages of the training data increase, both computational complexity and the training time will increase as well. Therefore, 30% of the dataset is used for training in order to have good balance between the percentage of correctly classified data and the computational and memory cost of WSN applications. For Experiment 1, it can therefore be concluded that the selection of the 10 nodes with Linear-SVM as an intelligent classifier is the best choice, as it results in a higher Lifetime Extension Factor. Hence, it is more energy efficient. Even though MLP and Linear-SVM were closer to each other when it came to the accuracy levels, Linear-SVM was selected as the best classifier, instead of MLP in particular, because it took significantly less time, on average, to build the classifier model on the full training set for Linear-SVM than it did for MLP.
Experiment 2, on the other hand, was performed on the Forest CoverType dataset. Simulation results showed that MLP produces better accuracy over the same Lifetime Extension Factor, compared to Naive Bayes and Linear-SVM, when 20, 30, 40, and 50 were selected. In these four cases, the accuracy of Naive Bayes and Linear-SVM was almost at the same level, at around 70%. However, MLP achieved 68%, 76.7%, 77.7%, and 78.5%, respectively, in the four selection cases (see Figure 8 ). Despite this improvement in MLP, Naive Bayes behaved slightly better when 10 sensor nodes were selected. Its accuracy was higher by 3%, compared to MLP. It is important to say that the difference in accuracy levels between MLP and Linear-SVM was around 5.5% on average. This cannot be considered as a huge, significant improvement if we take into account the fact that MLP had the highest running time in building the classifier model in all of the selection cases. The selection of 30, with Linear-SVM as a classifier, is therefore the best selection, if we consider both the accuracy and saving in computational time that was taken.
Experiment 3 was conducted on the Sensor Discrimination dataset and the results are shown in Figure 9 . Both the MLP and Linear-SVM algorithms have better results compared to Naive Bayes for the three selection cases, which was the selection of 3, 6, and 9 sensors. MLP achieved accuracy levels of 76%, 95.9%, and 97.2% for these selection cases, respectively. For Linear-SVM, it is 73%, 91%, and 93%, respectively. Naive Bayes, however, has around 73% accuracy on average for all of the cases. Therefore, even though MLP is slightly better than Linear-SVM for this dataset, the best selection scenario is the selection of 6 sensor nodes with Linear-SVM as a classifier. This is because Linear-SVM was faster than MLP in building the model out of the full training set. In addition, there was a selection of 6 results in a Lifetime Extension Factor of 2 (see Figure 10) .
It is worth mentioning that, despite its high accuracy, MLP takes more time to train the network compared to Naive Bayes and Linear-SVM as shown in Tables 9, 10 , and 11. For example, the longest training time for Experiment 1 occurred when 30 features/sensors were selected (see Table 9 ). In this case, MLP increased the time by a factor of 206 and 30 compared to Naive Bayes and Linear-SVM, respectively. MLP was even worse compared to Naive Bayes, as shown in Table 10 . This was due to its complexity and the update process of the series of weights. Furthermore, as the number of selected nodes increased, so did the size of the inputs to the model. All of the above simulation times are based on our experiments which were carried out on a PC with Intel Atom CPU (N450) @ 1.66 GHz and 2.00 GB of RAM running 32-bit Windows 8 Enterprise Edition. Therefore, such models are very applicable in sensor networks with an end system MLP SVM Naive Bayes Figure 9 : Selection accuracy of Experiment 3.
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Lifetime Extension Factor that can perform the training process in a reasonable time. However, if the training process is executed by normal sensor nodes, even the powerful ones, then we expect a considerable amount of energy consumption and delays, especially in the case of MLP. In this case, we believe that SVM is a viable choice. This is because it is characterized by fast training times and high scalability compared to MLP. In addition, it has better accuracy compared to Naive Bayes.
Conclusions and Future Work
This paper presents an intelligent model for efficient energy management in WSNs. It provides a comparative study among Naive Bayes, MLP, and Linear-SVM. The aim is to determine the most appropriate intelligent classification model for efficient energy management in WSNs. In order to evaluate the performance of the three classifiers, different experiments were conducted on three benchmarking Simulation results on both Ionosphere and Sensor Discrimination datasets show that, given the same Lifetime Extension Factor, Linear-SVM and MLP algorithms achieve a significant improvement in selection accuracy compared to Naive Bayes. On the Forest CoverType dataset, MLP has the best accuracy, on average, compared to all classifiers. However, MLP takes the longest running time in building the classifier model. Overall results suggest that Linear-SVM is the best classifier that can be used as an intelligent classification model for efficient energy management in WSNs. This is because the average time it takes to train the classifier model over the full training set is significantly shorter than that of MLP while keeping the accuracy level closer to what is achievable by MLP or even better.
For future work, we intend to evaluate the performance of SVM under other benchmarking datasets. Moreover, a performance comparison of SVM with different kernels, such as Gaussian or sigmoid kernels, will be conducted.
