The coupled equations for a propagating hydraulic fracture (HF) exhibit a multi-scale structure for which resolution on all length scales becomes computationally prohibitive. Asymptotic analysis is able to identify the dominant physical process active at the computational length scale. This paper describes a novel algorithm that uses weak-form tip asymptotics on a rectangular Eulerian mesh to solve the problem of a propagating HF. The location of the fracture front is determined within each tip element by matching the volume associated with the known asymptotic solution to the flux of fluid into the given element. Even if the fracture front is curved, the algorithm is able to capture the solution on a relatively coarse rectangular mesh by implementing a weak form of the tip asymptotic solution, based on averaging the volume over a tip element to determine the fracture widths at tip element centers. The fracture is divided into a 'channel' region made up of elements that are filled with fluid and a 'tip' region comprising partially filled elements. An iterative procedure is used to determine the fracture widths and fluid pressures in the channel region and the fracture font locations in the tip regions. The algorithm is tested by analyzing an HF propagating in a viscosity-dominated regime within an impermeable homogeneous elastic material for which a similarity solution is available. The numerical results show close agreement with the exact solution even though a relatively coarse mesh is used.
SUMMARY
The coupled equations for a propagating hydraulic fracture (HF) exhibit a multi-scale structure for which resolution on all length scales becomes computationally prohibitive. Asymptotic analysis is able to identify the dominant physical process active at the computational length scale. This paper describes a novel algorithm that uses weak-form tip asymptotics on a rectangular Eulerian mesh to solve the problem of a propagating HF. The location of the fracture front is determined within each tip element by matching the volume associated with the known asymptotic solution to the flux of fluid into the given element. Even if the fracture front is curved, the algorithm is able to capture the solution on a relatively coarse rectangular mesh by implementing a weak form of the tip asymptotic solution, based on averaging the volume over a tip element to determine the fracture widths at tip element centers. The fracture is divided into a 'channel' region made up of elements that are filled with fluid and a 'tip' region comprising partially filled elements. An iterative procedure is used to determine the fracture widths and fluid pressures in the channel region and the fracture font locations in the tip regions. The algorithm is tested by analyzing an HF propagating in a viscosity-dominated regime within an impermeable homogeneous elastic material for which a similarity solution is available. The numerical results show close agreement with the exact solution even though a relatively coarse mesh is used. Copyright q 2008 John Wiley & Sons, Ltd.
INTRODUCTION
Hydraulic fractures (HFs) are a class of tensile fractures that propagate in brittle materials by the injection of a pressurized viscous fluid. Natural examples of HF include the formation of dykes [1] [2] [3] and sills [4, 5] by the intrusion of pressurized magma from deep chambers. HFs are also used in a multiplicity of engineering applications, including the deliberate formation of fracture surfaces in granite quarries [4, 6] , waste disposal [7, 8] , remediation of contaminated soils [9] [10] [11] , cave inducement in mining [12, 13] , and fracturing of hydrocarbon-bearing rocks in order to enhance the production of oil and gas wells [14] [15] [16] .
The design of robust numerical algorithms to model HF poses considerable challenges due to the complex structure of the governing equations (see [17] for a recent review paper), comprising a hypersingular integral equation that expresses the balance of fluid pressure within the fracture with the elastic response of the rock mass, a degenerate lubrication equation that governs the flow of viscous fluid within the fracture, and a free boundary problem determined by a fracture propagation condition in which the stress intensity factor along the periphery of the fracture is in limit equilibrium with the local fracture toughness of the material. Recent asymptotic analyses [18] [19] [20] [21] of these coupled equations have identified a multi-scale structure in which different physical processes compete. For example, the energy dissipated in driving the viscous fluid through the fracture competes with the energy expended in breaking the rock. The selection of the dominant physical process depends on the time scale referred to as the initiation of the fracture and length scale referred to as the fracture tip. A surprising result of this analysis is that, even though a fracture may be propagating in a medium with a finite toughness, when viewed on the computational length scale (i.e. one element size), the fracture width may not exhibit the square root asymptotic behavior that one would expect from linear elastic fracture mechanics (LEFM). Indeed, resolving the finer, toughness length scale may, in fact, be computationally prohibitive. On the other hand, the ability to identify the dominant physical process at the element length scale also affords us the opportunity to be able to considerably reduce the required computational resources, provided we use the appropriate tip asymptotic behavior.
The objective of this paper is to present a novel algorithm that is able to incorporate the appropriate tip asymptotic behavior on a rectangular Eulerian mesh in a weak form-in this case as an average of the asymptotic behavior over a tip element. The method is a generalization to planar fractures of a prototype algorithm originally developed to model the propagation of plane strain HF [22] . The weak-form approach to the implementation of the tip asymptotics enables us to circumvent the considerable complexity of implementing specialized tip shape functions in the discretization of the elastic integral equation for arbitrarily oriented fracture fronts, which are unknown as the fracture progresses. Given the tip asymptotics, we are able to locate the fracture front within a tip element by matching the volume of fluid corresponding to the tip asymptote to the flux of fluid into the element. This approach not only makes it possible to build the tip asymptotics into the solution but simultaneously provides a method to locate the free boundary.
The choice of a rectangular mesh is motivated by the possible extension of the algorithm to account for the layering of the rock mass because such a mesh can exploit the layer-parallel translational invariance of the Green's function matrix [23] [24] [25] . We test the efficacy of this algorithm, which is based on rectangular elements, at capturing fractures with non-rectangular footprints by considering a radially symmetric HF for which a similarity solution exists [26] . The influence 187 of elastic layers can be incorporated by merely replacing Green's function for a homogeneous medium by the appropriate one for a layered medium.
In Section 2, we present the governing equations as well as the tip asymptotic expansion for an HF propagating in a regime for which viscous dissipation dominates the energy consumed in breaking the rock. In Section 3, we describe details of the novel algorithm, including the discrete equations and the procedure for locating the front position within a tip element as well the method used to compute the front velocity. In Section 4, we demonstrate the performance of the novel algorithm by direct comparison with a similarity solution for an HF propagating in a viscositydominated regime within a spatially uniform impermeable medium. In Section 5, we make some concluding remarks.
MATHEMATICAL MODEL

Assumptions
The equations governing the propagation of an HF in a reservoir have to account for the dominant physical processes taking place during the treatment, namely the deformation of the rock, the creation of new fracture surfaces, the flow of the fracturing fluid in the crack, the formation of a cake, and the leak-off of the fracturing fluid into the reservoir. In order to minimize the energy expended, fractures in pre-stressed media typically propagate in a plane normal to the least compressive stress. Besides the standard assumptions regarding the applicability of LEFM and lubrication theory, we make a series of simplifications that can readily be justified for the purposes of this contribution: (i) the rock is homogeneous (having uniform values of toughness K I c , Young's modulus E, and Poisson's ratio ), (ii) the fracturing fluid is incompressible and Newtonian (having a viscosity ), (iii) the fracture is always in limit equilibrium, (iv) the rock is impermeable, (v) gravity is neglected in the lubrication equation, and (vi) the fluid front coincides with the crack front, because the lag between the two fronts is negligible under typical high confinement conditions of reservoir stimulation [18, 27] . Note that the assumptions regarding the homogeneity of K I c and can be relaxed without any significant changes to the model.
As discussed further below, we will restrict our discussion to cases where the fracture is propagating in the viscosity-dominated regime, i.e. under conditions where the solution, at the fracture scale, does not depend on the toughness K I c and is actually virtually the same as the zero toughness solution.
Mathematical formulation
The solution to this problem comprises the fracture aperture w(x, y, t), the fluid pressure p f (x, y, t), the flux q(x, y, t), and the position of the front C(t), where t denotes the time and x, y are the coordinates in a system of axes referenced to the injection point ( Figure 1 ). The solution depends on the injection rate Q(t), the far-field compressive stress (x, y) perpendicular to the fracture plane (a known function of position), and the three material parameters , E , K defined as Here E is the plane strain modulus while the alternate viscosity and toughness K are introduced to keep equations uncluttered by numerical factors. The front C(t) and the field quantities w(x, y, t), p f (x, y, t), and q(x, y, t) are governed by a set of equations arising from LEFM, lubrication theory, and the associated boundary conditions.
Elasticity.
The equation relating the displacement and stress field in the homogeneous elastic medium can be condensed into a hypersingular integral equation between the fracture aperture w and the fluid pressure p f [28, 29] 
where S(t) denotes the fracture footprint (enclosed by the crack front C(t) and having a characteristic dimension L(t)).
Lubrication. The lubrication equation consists of the Reynolds equation
which is obtained by combining Poiseuille's law
and the continuity equation
where (x, y) denotes the two-dimensional Dirac function. 
Boundary conditions at the moving front C(t).
Assuming that the fracture is always in limit equilibrium at each point along the fracture front, LEFM [30] implies that the fracture aperture in the immediate vicinity of the front is given by
where s denotes the distance from the crack front C(t) (with the s-axis directed inwards). The second condition simply expresses a zero-flux boundary condition at the fracture tip
We observe, from the Reynolds equation (3), that because w → 0 as s → 0 it follows that the pressure gradient becomes infinite as s → 0. Unlike a classical Stefan boundary condition at a moving front where the front velocity is given in terms of quantities having a definite limit at the front, the front velocity has to be extracted from an asymptotic analysis of the non-linear system of equations (2)- (7). In the particular case of an impermeable medium, the front velocity V is equal to the average fluid velocity as s → 0
which shows that V is the limit of an indeterminate form that poses considerable difficulties for existing free boundary evolution algorithms such as front tracking, the volume of fluid method, or the level set method.
Scaled equations.
The system of equations (2), (3)- (7) is closed and can, in principle, be solved to determine the evolution of an HF given appropriate initial conditions. To re-scale these equations, we introduce a length scale L * , a time scale T * , a characteristic fracture aperture W * , and a characteristic (net) pressure P * (all yet to be defined). The physical quantities of the problem are thus formally expressed as
Furthermore, in order to scale the equations, we introduce the characteristic injection rate Q 0 and the characteristic stress 0 such that
where ( ) and ( , ) are known functions that we have already chosen to express in terms of the dimensionless time and space variables and .
In the scaled variables, the governing equations transform to the following:
lim where is the scaled distance from the fracture front C(t). Here the dimensionless groups G are defined as follows:
and 0 is the scaled far-field stress 0 /P * and the scaled tip velocity is given by v = V /V * , where V * = W 2 * P * / L * . Note that it is advantageous to introduce the net pressure = f − 0 if ( , ) = 1, i.e. if the far-field stress is homogeneous. The characteristic dimension of the fracture (e.g. the fracture radius) is ( ) = L/L * . By constraining the four dimensionless groups G in (14) to be equal to 1, we obtain four conditions that identify the scales L * , T * , P * , and W * .
Tip asymptotic behavior.
If the solid has zero toughness and if the lag between the fluid front and the fracture edge is negligible compared with the fracture characteristic dimension, then the coupling between the elasticity and lubrication equations yields the following tip asymptotic behavior [31] :
This asymptote also dominates at the fracture scale, even though the solid has a finite toughness, provided that the propagation of the fracture takes place in the viscosity-dominated regime. Indeed, it can be inferred, from the generalized tip asymptote for an HF advancing in a solid with finite toughness [18] and from the thickness c of the asymptotic region, which is of order O(10 −1 ), that the 2 3 asymptote (15) applies if c v −2 . For a penny-shaped fracture, dissipation associated with viscous flow dominates the fracture growth when 1 [26] . Under these conditions of 'small' toughness, a boundary layer develops with the classical square root singularity taking place over a length scale of order O(10 −5 v −2 ). The thickness of this boundary layer cannot typically be resolved at the discretization level used in numerical simulations.
PRINCIPLE OF THE NUMERICAL ALGORITHM
We consider a uniform rectangular mesh with spacings and in the two coordinate directions to encompass the region into which the fracture will move. The fracture surface S is therefore covered by rectangular elements S m,n such that S ⊂ ∪ S m,n .
We now discuss the principles behind the multi-scale fixed grid algorithm implemented in the planar HF code MALIKA. The algorithm uses constant displacement discontinuity (DD) elements for the elasticity computations [28] and a five-node finite difference stencil for the fluid-flow calculations [25] . The computational scheme further relies on dividing the fracture into two regions, the 'channel region' comprising those elements filled with fluid, and the 'tip region' that is under the asymptotic umbrella and comprises the partially filled elements. Tip elements exchange fluid only with their neighboring channel elements and not with other tip elements. The solution comprising the fracture width and the location of the fracture front is achieved at each time step by iterating alternately between the channel elements and the tip elements.
Assuming a known trial solution for the tip elements, the non-linear channel equations are solved to yield the channel element widths. Once an equilibrium solution has been obtained for the channel elements, the widths of the channel elements are frozen and the tip solution is adjusted, in the following way, to match the overall volume balance between the two regions. On the boundary between the channel region and the tip region, the fluxes are evaluated to determine the volume of fluid in each tip element. These tip fluid volumes are then used to locate the fracture front by exploiting the property that, for a smooth front, the asymptotic behavior of the solution close to the tip corresponds to a one-dimensional fracture propagating in a state of plane strain [32] . For example, if the applicable asymptotic power law is of the form (ˆ ) ∼ cˆ , then the tip volume V ( ) can be expressed in the form (16) whereˆ is the distance from the local fracture front, (ˆ ) is the local dimension of the current element in a direction parallel to the front, and is the distance between the front and the opposite vertex of the tip element. From (15) we observe that the asymptotic behavior depends on the tip velocity. Thus, a critical issue for the proposed scheme is the accurate calculation of the local tip velocity, which is extrapolated from the fluid velocity at the channel/tip interface. Average width values, calculated from the tip fluid volumes, are then allocated to the tip width values in order to set the current tip trial solution. We then freeze the tip solution and return to the solution of the non-linear channel equations described above. The staggered computational scheme involves a two-way communication between the channel and tip calculations. That is, a new estimate of the flux (magnitude and direction) is provided to the tip at the end of a channel calculation, while the tip computation returns an updated aperture for the tip elements, which affects the channel solution via the non-local elasticity operator. This process is repeated until both the front position and the channel and tip solutions reach equilibrium.
Discrete equations
3.1.1. Elasticity: constant strength DDs. The elasticity equation (11) is discretized by assuming that the fracture opening ( , , ) is piecewise constant over each rectangular element S m,n , i.e.
in which
is the characteristic function for element (m, n). Substituting this approximation into the integral equation (11) and evaluating the pressures at the collocation points comprising the element centers yield a system of algebraic equations of the form 
Lubrication: discretized Reynolds equation.
In order to discretize the fluid-flow equation (12), we integrate first with respect to time over the interval [ − , ] and, to achieve a backward Euler time-marching scheme, we approximate the time integral of the pressure gradient term by the endpoint rule. We then integrate over a spatial element S e and apply the divergence theorem to obtain
where i, j is the Kronecker delta symbol. In the above, we have assumed that the injection point is located at the center of element S 0,0 . We use pressures k,l ( ) and average widths k,l ( ) sampled at element centers along with central difference approximations to the pressure gradients on the boundaries of the elements and divide by to obtain
where A( ) is the difference operator defined by
Discrete equations for the tip
Front position and front velocity.
The tip calculation involves computing the front position within each tip element and the front velocity vector. During the iterations for a new time step, we use the front speed v 0k and orientation 0k , k = 1 : n t , that are computed at the end of the previous time step, in order to compute the solution comprising the channel width i, j , the tip width k , and the front position. Because the orientation of the front is assumed to be perpendicular to the frozen front velocity vector v 0k , calculation of the front position in a tip element k is reduced to determining the distance k between the front segment and the point of first entry of the front into the tip element (which is generally a corner, but could also be an edge of the tip element), see Figure 2 . Note that the point of first entry could possibly change between time steps, due to variation in the estimated orientation k of the front velocity. Once the iterative scheme for computing the solution for the current time step has converged, a new estimate of the front velocity v k can be assessed in each tip element, and the algorithm can then proceed to a new time step.
Calculating the front position ensures that the fluid mass is conserved, i.e. the volume of fluid V k that has accumulated in tip element k through fluid exchange between this element and the adjacent channel elements (which is calculated in the channel computations) is allocated to k , where k is the average DD i, j at the center of the i, jth element. If the volume influx into a given element exceeds that which is consistent with the asymptotic behavior, then that element is moved from the tip set to the channel and its north, south, east, or west neighbors, which were hitherto dry are then activated as tip elements. On the other hand, the front velocity v 0k is estimated from an interpolated flux field by combining information from adjacent elements (both tip and channel) without explicitly enforcing volume balance. The front velocity will affect the front location but not the conservation of fluid volume. Indeed, it is possible to find numerous slightly different solutions that both equilibrate forces and conserve fluid volume, but which are each associated with slightly different fracture footprints. Identifying the correct footprint is thus the challenge for the front location algorithm.
Calculating the front position (at each iteration) and the front velocity v (once the iterations have converged) in a tip element is based on the autonomous tip solution discussed earlier. In other words, the critical feature of the algorithm rests on the assumption that the tip element is entirely within the asymptotic umbrella. The other assumptions are that the front velocity does not change while it is traversing an element and that the front is straight (a corollary of the assumption of having only one value of the front velocity in the element). Adopting the asymptotic solution in the tip implies that the local flux field W and the aperture , which will be used to evaluate the position and velocity of the front, only depend on the distance from the front and on the front speed v; and also that the flux W is assumed to point in the same direction as v.
Tip volume balance equation.
The fluid volume injected into a tip element is given by the line integral in (20) involving the normal flux vectors n = − 3 * /*n along the faces of a tip element. Assuming that the injection source does not fall in a tip element and using the same finite difference scheme as for the channel calculations the discrete lubrication equation for a tip element assumes the form
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k,i is the average normal flux across edge i of tip element k, which is non-zero only if the edge i is shared by a tip and a channel element. See Figure 2 for the edge numbering convention. Note that s i = for i = 1, 3 and s i = for i = 2, 4.
Calculating the front position.
The current front position can be calculated from the tip volume balance relation (23) , which can be re-written in the following form:
To determine an expression for V( ) corresponding to an asymptotic relation of the form (15), it is convenient to define the power law function a ( ) as
which enables us to express the volume stored in a tip element as
The functionF( ) denotes the tip integral operator defined as [32]
where the function f ( ) vanishes at = 0 and S is the fluid-filled part of a tip element (represented by the gray fill in Figure 2 ). The integralF( ) can be solved in closed form as
with representing the maximum value of
The shape/geometry of the flow domain depends not only on and but also on the factor m defined as m = 1 cos sin (29) and on the length 0 given by (see Figure 2 ) Indeed, four different flow configurations arise depending on , , 0 , and m. If m = ∞, the front is parallel to one of the fixed coordinate axes ( or ) and S is a rectangle. If m = ∞, S is either a triangle, quadrilateral, or a pentagon depending on whether 0< < 0 , or 0 < < − 0 , or − 0 < < , respectively. The geometry of S affects the evaluation of the surface integral that arises in the calculation of .
Assuming that the solution in the channel elements is known, so that the right-hand side of (24) is prescribed, this equation thus becomes a non-linear equation for the length .
Computing the front velocity.
At the end of the time step, when the solution has converged (i.e. the opening and the front position have been determined), we need to update the front velocity in each tip element, i.e. both its magnitude v and its orientation . We consider the calculation of v and separately. The calculations of v and rely in part on a certain average flux in the tip element, which is obtained by averaging the flux over the tip element and its neighbors (both tip and channel elements).
First consider the computation of the average flux W in a channel element (i, j). The finite difference operator leads to the determination of the normal flux i, j;l on each side l of the element (i, j). Hence,
In a tip element, the calculation of W is based on the fact that ¯ = 0 in the element. Thus,
where S denotes the area of S -the fluid-filled part of a tip element. Using (13), the tip velocity v 0 can then be estimated from
where is the average opening of a tip element
with ( ) (0< <1) denoting the surface-filling fraction of a tip element defined by ( ) = S / . Hence, in a tip element k, the Cartesian components of the average flux W are given by
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A. PEIRCE AND E. DETOURNAY where the summation¯ i, j g i, j sums the nodal quantity g i, j over a five-noded stencil centered on
Hence,
Naturally, this averaging procedure might involve a nine-noded rather than a five-noded stencil.
NUMERICAL RESULTS
In this section we consider, as a test case, a fracture propagating in an impermeable homogeneous elastic material in the viscosity-dominated regime. This mode of HF propagation has been shown to be generic for prevailing conditions in treatments of deep low permeability underground reservoirs [33] . We compare the numerical results generated by MALIKA with the corresponding radial solution [26] . For the example considered, we used square elements with = = 1, a time step = 4.42 units, and choose ( ) = 1. In Figure 3 corresponding to the times = [26.5, 459.4, 1784.7] . The numerical solutions (solid lines) show close agreement with the corresponding exact solutions (solid circles) even for these relatively coarse meshes. We observe that the accuracy of the numerical solutions improve with time as more elements are used to represent the solution. In Figure 5 , we plot a sequence of cross sections of the pressure surface ( , , ) with the plane = 0 corresponding to the times = [26.5, 459.4, 1784.7] . The numerical pressures (solid lines) show close agreement with the corresponding exact pressures (solid circles) given the coarseness of the mesh. As with the widths, the numerical pressures improve with time as more mesh points are used to represent the solution. In Figure 6 , we compare the exact fracture radius ( ) with the numerical fracture radius computed by averaging the distance between the well bore and interception points between the computational grid lines and the approximate Figure 6 . Comparison between the time evolution of the analytic fracture radius ( ) and the average numerical fracture radius. The latter is computed by averaging, over the whole perimeter of the fracture, the distance between the well bore and intercepts of the approximate front segments and the computational grid lines.
front segments over the whole perimeter of the fracture, i.e. those points denoted by open circles in Figure 3 . There is close agreement between these two solutions.
CONCLUSIONS
In this paper, we have presented a novel algorithm to solve the governing equations for a propagating HF. These equations pose a number of challenges for the design of robust numerical solution algorithms, including the hypersingular elastic integral equation, the non-linear Reynolds lubrication partial differential equation, and the free boundary problem for the fracture front. These coupled equations exhibit a multi-scale structure for which resolution on all scales would exceed the available computational resources. However, recent asymptotic analyses have been able to identify the appropriate physical process that is dominant at the computational length scale, while those at finer length scales may be considered to be sub-dominant to the fracture propagation process. This observation opens the possibility of achieving relatively accurate numerical approximation schemes, provided that the fracture propagation is determined by the dominant process active at the computational length scale and that the appropriate asymptotic behavior has been incorporated. To allow for easy extension to layered elastic materials, we have assumed a rectangular Eulerian mesh for the discretization of the governing equations. The proposed algorithm notionally divides the active elements representing a given fracture into two sets-the channel elements that are filled with fluid and the tip elements that are partially filled with fluid. The novel algorithm iterates between the channel and tip sets in order to locate the fracture front and to determine the unknown field variables comprising the fracture width and fluid pressure. Assuming that the solution in the set of channel elements is known, the flux of fluid between the channel and tip elements can be determined. Once the volume of fluid that flows into a tip element is known, then, given that the solution in the tip is approximated by the identified asymptotic behavior, it is possible to locate the unknown fracture front within a tip element. The volume of fluid in each tip element is then 199 averaged over the rectangular element to assign a tip width at the element center. Once the tip widths have been determined and the front positions within the tip elements have been located, the tip solution is considered fixed, and the widths in the channel elements are determined by solving the non-local and non-linear system of governing equations. Once the channel widths are known, the pressures throughout the fracture can be determined directly by applying the elasticity operator. Once this step is complete, the channel solution is once again frozen and the tip iteration procedure is re-initiated. These two distinct channel and tip iterative procedures are repeated until the fracture front location process has converged. Once the front location process has converged, the time is advanced, which allows more fluid into the fracture, and the front location process described above is repeated. An alternative algorithm to locate the front is presented in [32] .
The novel algorithm described in this paper is tested against a similarity solution for a radial fracture propagating in an impermeable homogeneous elastic medium under a viscosity-dominated regime (i.e. in which the toughness behavior is at a much smaller length scale than that of a computational element). The numerical solution generated by the novel algorithm shows close agreement with the front positions and field variables given by the exact solution in spite of the fact that a relatively coarse mesh is used.
