Using state-space modeling, we extract information from surveys of long-term in‡ation expectations and multiple quarterly in ‡ation series to undertake a real-time decomposition of quarterly headline PCE and GDP-de ‡ator in ‡ation rates into a common long-term trend, common cyclical component, and high-frequency noise components. We then explore alternative approaches to real-time forecasting of headline PCE in ‡ation. We …nd that performance is enhanced if forecasting equations are estimated using in ‡ation data that have been stripped of high-frequency noise. Performance can be further improved by including an unemployment-based measure of slack in the equations. The improvement is statistically signi…cant relative to benchmark autoregressive models and also relative to professional forecasters at all but the shortest horizons. In contrast, introducing slack into models estimated using headline PCE in ‡ation data or conventional core in ‡ation data causes forecast performance to deteriorate. Finally, we demonstrate that forecasting models estimated using the Kishor-Koenig (2012) methodology-which mandates that each forecasting VAR be augmented with a ‡ex-ible state-space model of data revisions-consistently outperform the corresponding conventionally estimated forecasting models.
Introduction
Forecasting in ‡ation is of great importance to policymakers, households and businesses, and the academic literature on forecasting in ‡ation is vast. Nevertheless, there is no consensus on the relative usefulness of di¤erent in ‡ation forecasting methodologies. This lack of agreement can be partly attributed to instability in U.S. in ‡ation dynamics over time. Notably, Stock and Watson (2007) have shown that in ‡ation in the U.S. became much less variable during the post-1983 "Great Moderation" period, and that changes in in ‡ation simultaneously became much harder to predict. Mean-squared forecast errors from a variety of standard in ‡ation models shrink during the Great Moderation, but it is very di¢ cult to improve on the forecasts generated by a parsimonious autoregressive or random-walk model.
One strand of the in ‡ation-forecasting literature attributes the apparent instability of the in ‡ation process to changes in the behavior of long-run in ‡ation expectations. Studies that explicitly model long-run in ‡ation expectations include, for example, Kozicki and Properly controlling for changes in in ‡ation's longer-run trend is one issue in the in ‡ation-forecasting literature. Another is the link between in ‡ation and economic slack. This connection has been studied going back at least to Phillips (1958) , but remains controversial.
In a widely cited paper, Atkeson and Ohanian (2001) show that slack adds nothing to the forecasting power of a simple random-walk in ‡ation model. Researchers who focus on medium-frequency in ‡ation movements, though, have found a strong and robust Phillipscurve relationship. Examples of such studies include Stock and Watson (2010) , which looks at the impact of slack on core PCE in ‡ation during and immediately following recessions, and Koenig and Atkinson (2012) , which examines the link between the unemployment rate and subsequent deviations of trimmed-mean PCE in ‡ation from a survey measure of longrun in ‡ation expectations. 1 Stock and Watson's forecasting exercises, though, do not use real-time data, and the Koenig-Atkinson study is constrained by the limited availability of real-time trimmed-mean in ‡ation data, which extend back only to 2005. 2 So, the usefulness of economic slack in real-time in ‡ation forecasting remains in doubt.
We view survey measures of long-run in ‡ation expectations as informative for trend in ‡ation, but not de…nitive. 3 Similarly, standard measures of core in ‡ation have generally not been constructed with forecasting in mind, and evidence that they are, in fact, useful in forecasting headline in ‡ation is, at best, mixed. 4 So, rather than rely on "o¤ the shelf" measures, we use a multivariate unobserved-components (UC) analysis to infer trend and core in ‡ation from a variety of published in ‡ation and in ‡ation-expectations series. 5 Next,
we examine whether the measure of core in ‡ation we've constructed is helpful-either by itself or in combination with a simple measure of labor-market slack-for forecasting headline in ‡ation. 6 The inference process and the forecasting exercises are all genuinely "real time":
1 Dolmas (2005) describes the procedures used to calculate the trimmed-mean PCE in ‡ation measure used by Koenig and Atkinson. Data are available on the Federal Reserve Bank of Dallas website. 2 Stock and Watson undertake a "pseudo real-time" analysis, which means that they conduct a recursive forecasting exercise using latest-vintage data. The ex-food-and-energy PCE in ‡ation data available on the Federal Reserve Bank of Philadelphia's website extend back to vintage 1996:Q1. 3 In a recent work, Chan, Clark and Koop (2015) also recommend not using survey-based measures as "true" measures of trend in ‡ation. They develop a bivariate model of in ‡ation and long-run forecasts of in ‡ation which allows for estimation of the link between trend in ‡ation and the long-run forecast. 4 We take it for granted that the analyst's goal is to forecast headline in ‡ation. For this purpose it's desirable that core in ‡ation strip as much unforecastable noise as possible from headline in ‡ation (Koenig, Dolmas, and Piger, 2003) . However, other de…nitions of "core" in ‡ation may have their justi…cations, too. For example, on theoretical grounds a central bank might want to stabilize "sticky-price" in ‡ation rather than headline in ‡ation. Then, a core in ‡ation measure that excludes ‡exible-price goods and services would be of interest to policymakers. Similarly, in some models it's appropriate for monetary policy to react di¤erently to supply-side shocks than to demand-side shocks. So, a core in ‡ation measure that strips out the e¤ects of supply shocks could be useful. For an early discussion of these issues, see Bryan and Cecchetti (1993) . Smith (2004) and Crone et al. (2013) examine whether various core in ‡ation measures are helpful for forecasting headline in ‡ation. 5 Our approach is in the spirit of Basistha and Nelson (2007) and Basistha and Startz (2008) , who show that multivariate unobserved-component models provide more precise and economically meaningful estimates of the output gap and natural rate of unemployment. 6 Our benchmark measure of slack is the "unemployment recession gap", which is de…ned by Stock and Watson (2010) as the di¤erence between the current unemployment rate and the minimum unemployment rate over the current and previous eleven quarters.
They use only data that would have been available in the quarter during which the forecast would have been prepared.
Key results are as follows: First, unsurprisingly, our estimate of trend in ‡ation behaves much like survey measures of long-run in ‡ation expectations. Second, we con…rm, in real time, the Atkeson and Ohanian (2001) result that adding slack to an autoregressive model of headline in ‡ation fails to improve forecasting performance, and the Crone et al. (2013) result that using conventional core in ‡ation to predict headline in ‡ation produces little improvement in forecasting performance. In the same vein, we …nd that professional forecasters perform no better-and often signi…cantly worse-than a simple autoregressive model when looking out beyond the current quarter. Third, nevertheless, headline-in ‡ation forecasts based on UC-…ltered in ‡ation or, especially, UC-…ltered in ‡ation and slack substantially and signi…cantly outperform forecasts based on headline in ‡ation alone or headline in ‡ation in combination with slack. Summarizing: Slack is of use in forecasting headline in ‡ation, but only if in ‡ation data are carefully …ltered to exclude high-frequency noise prior to estimation of the forecasting equations.
To construct our real-time in ‡ation forecasts we rely on the augmented VAR methodology described in Kishor and Koenig (2012) . This method augments each VAR forecasting model with a ‡exible state-space model of data revisions. In previous research Koenig, 2012, 2014) , we've shown that this approach produces forecasts that are more accurate than those produced by estimation which takes at face value the very latest data that would have been available in real time (what we call "conventional" real-time estimation). This result carries over to the present context: Real-time in ‡ation forecasts obtained using the KishorKoenig method consistently and often signi…cantly outperform real-time in ‡ation forecasts from conventionally estimated models.
The remainder of the paper is organized as follows: Section 2 presents a real-time, unobserved-components model of in ‡ation; Section 3 provides a description of the data used in our empirical analysis; Section 4 reviews econometric issues in real-time forecasting and how we deal with them; Section 5 presents our forecasting results; Section 6 contains robustness checks; and Section 7 concludes. it overcomes constraints on the availability of real-time data that apply to many "o¤ the shelf" measures of core in ‡ation. 7 Second, the de…nition of core in ‡ation can be tailored to our intended purpose-which, here, is to help forecast headline in ‡ation. 8 Finally, the extraction of di¤erent components from a multivariate model provides us with more-precise estimates of long-run in ‡ation expectations and the various cyclical in ‡ation components.
The multivariate approach has been shown to be useful in a state-space setting by Clark (1989), Basistha and Nelson (2007) , and Basistha and Startz (2008) .
Our unobserved-common-component model has the following structure: 7 As previously noted, real-time estimates of conventional core PCE in ‡ation go back only to 1996, while the …rst-available vintage of Dallas Fed trimmed-mean PCE in ‡ation is 2005:Q1. 8 See the discussion in footnote #4, above.
(1)
Here P CE ; CCP I and GDP are 1-quarter rates of headline PCE in ‡ation, conventional-core (i.e., ex-food-and-energy) CPI in ‡ation, and GDP de ‡ator in ‡ation, respectively, while Each of the …ve in ‡ation series incorporates the same unobserved long-term trend component, t . In addition, the three short-term in ‡ation rates have a shared cyclical component, c t , and a shared white-noise term t . To take into account a very high degree of correlation between GDP in ‡ation and PCE in ‡ation, we also introduce a white noise component " t that is common across these two short-term in ‡ation rates. UC-…ltered core in ‡ation is identical, up to a constant, for PCE and GDP in ‡ation. It includes trend in ‡ation (which is common to P CE ; CCP I ; GDP ; SP F and BC ) and the cyclical component of in ‡ation that is common to PCE, GDP, and conventional-core CPI in ‡ation: 9 9 Similarly, one could de…ne UC-…ltered CPI in ‡ation as F CP I = 2 + t + c t .
Importantly, given that the di¤erence between headline in ‡ation and UC-…ltered core in ‡a-tion, as we've de…ned the latter, is unforecastable noise, predictions of UC-…ltered in ‡ation also serve as predictions of headline in ‡ation. Indeed, by stripping away unforecastable noise, one can expect to obtain more-precise coe¢ cient estimates when estimating a forecasting equation for UC-…ltered in ‡ation than when estimating a forecasting equation for headline in ‡ation. More-precise coe¢ cient estimates mean more-accurate forecasts-including, particularly, more-accurate forecasts of headline in ‡ation (Koenig, Dolmas, and Piger, 2003) .
Our strategy is to construct real-time-vintage estimates of F P CE and F GDP ; estimate VAR forecasting models for these variables, augmented with equations describing the datarevisions process; and then look at how well these models forecast headline in ‡ation, in 
The Dynamics of Trend and Cycle
A signi…cant amount of work that has undertaken to study the dynamics of in ‡ation in the U.S. has shown the existence of a slow-moving trend. 10 Trend in ‡ation gradually increased during the Great In ‡ation period that extended from the late 1960s through the 1970s, and then declined during the post-1983 Great Moderation period. This trend is often modeled as a random walk. However, there is a strong evidence of a break in the dynamics of trend in ‡ation in the late 1990s, with long-run in ‡ation expectations having become "well anchored" at that point (Koenig and Atkinson, 2012) . To take into account the anchoring of in ‡ation expectations that evidently took place in the late 1990s, we adopt the following dynamics for trend in ‡ation:
where v st~i idN (0; Bernanke publicly noted that in ‡ation had entered a new regime, stating that "In ‡ation breached the 2 percent barrier in the spring of 1996 and has remained consistently within the narrow range of 1.5 to 2 percent for the past six and a half years-for practical purposes, a good approximation to price stability" (Bernanke, 2003) .
As previously noted, our three short-term in ‡ation series share a common cyclical component, c t . This component is assumed to follow an AR(2) process:
11 Our assumption of a random walk trend in the earlier sample period and stationary expectation in the later sample period is broadly consistent with recent work by Nalewaik (2015) , which …nds that the U.S. economy entered a stable-mean-low-variance regime in the 1990s. 12 Results don't change if we allow the estimation break to take place one year earlier or one year later.
where u t~i idN (0; 2 u ). In addition, the two long-term survey measures have idiosyncratic cycles that are assumed to follow AR(1) processes.
The complete model can be put into state-space form and estimated using maximum likelihood via the Kalman …lter. 13 We do the estimation recursively, using real-time data, starting with a sample that runs from 1984:Q1 through 1992:Q1. The estimated in ‡ation cycles and trend are revised with each extension of the sample period, both because the amount of data available for inference increases and because o¢ cial PCE and GDP in ‡ation data are sometimes revised.
Data Description
We use various vintages of o¢ cial PCE and GDP de ‡ator in ‡ation data taken from the Federal Reserve Bank of Philadelphia's website. We use core CPI in ‡ation-which is not revised-as another measure of in ‡ation. Our in ‡ation measures are calculated as quarterly percent changes in the price level and are annualized. The unemployment rate is the quarteraverage civilian unemployment rate. We use two measures of long-run in ‡ation expectations.
The most straightforward of these comes from a Blue Chip survey published twice each year, in early March and early October: It is the average CPI in ‡ation rate that respondents expect will prevail 6-to-10 years out. We use March survey results for Q1 and Q2 of each year and October survey results for Q3 and Q4. Our second measure of long-run in ‡ation expectations is calculated from Survey of Professional Forecasters (SPF) 10-year and 1-year CPI in ‡ation expectations: Speci…cally, it is de…ned as (10*cpi10-cpi1 )/9, where cpi10 and cpi1 are 10-year and 1-year median expected in ‡ation rates, respectively. It captures the expectation for in ‡ation 2-to-10 years out implicit in SPF respondents'10-year and 1-year in ‡ation forecasts. 14 Importantly, both of our measures of long-run in ‡ation expectations are forward rates-rates that exclude forecasters' expectations for the coming year. We 13 An appendix shows the state-space representation of the system. For the estimation procedure, see Kim and Nelson (2000) .
14 SPF 10-year CPI in ‡ation expectations are …rst available in 1991:Q4. Before then, we substitute Blue Chip 10-year CPI expectations. don't want our own forecasts, which extend out as far as 4 quarters, to "piggyback" on the near-term forecasts of professionals. Indeed, we want to compare the accuracy of our in ‡ation forecasts with the accuracy of professionals' forecasts. For that comparison, we splice together headline-PCE in ‡ation forecasts from the SPF (…rst available in 2000:Q1) and "Greenbook"forecasts prepared by the Board of Governors'sta¤ in advance of Federal Reserve policy meetings. It is important to note that their access to high-frequency data gives SPF and Greenbook forecasters a distinct information advantage when predicting currentquarter in ‡ation. 15 Our data run from 1984:Q1 through 2015:Q1. The sample is determined by the availability of survey measures of in ‡ation expectations and professional forecasts of headline PCE in ‡ation. However, our sample period also coincides with the period that has been found to be particularly challenging for in ‡ation forecasters (Stock and Watson, 2010 ). The in ‡ation trend from the UC model behaves similarly to the two survey measure of long-run in ‡ation expectations, but is smoother. The sharp change in the behavior of SPF expected in ‡ation and of our estimate of trend in ‡ation starting in 1998 is clear. 16 First-release and …rst-revision estimates of UC-…ltered core PCE in ‡ation are plotted in Figure 2 , along with end-of-sample-vintage headline PCE in ‡ation. Similarly, Figure 3 plots …rst-release and …rst-revision estimates of UC-…ltered core GDP in ‡ation, along with end-of-sample-vintage headline GDP in ‡ation. By construction, UC-…ltered PCE and UC…ltered GDP in ‡ation are very much alike. Indeed, they would parallel one another were it not for real-time updating of their respective constant terms (c.f. equations 6 and 7). The noise component of headline PCE in ‡ation is clearly much larger than that of headline GDP in ‡ation.
Results from the Unobserved-Common-Component Model

Forecasting Methodology
As we have seen, UC methods can be used to strip unforecastable noise from headline in ‡ation. Our next step is to see whether the resultant "core" in ‡ation measures can be used to improve real-time forecasts of headline in ‡ation. Headline PCE and GDP in ‡ation are subject to substantial revision, and so are our versions of core PCE and core GDP in ‡ation. 17 We require a forecasting strategy that takes these revisions into account and handles them appropriately. The conventional approach to forecasting takes latest-available data at face value, which in practice means estimating equations using data that may have undergone many rounds of revision, and then substituting very recent releases into these equations to produce forecasts. Thus, it treats recently released and heavily revised data as interchangeable. Most ex post real-time analyses mimic this procedure, estimating equations and producing forecasts using the latest data that would have been available in real time.
Because it mixes heavily revised with …rst-release and lightly revised data, however, this approach is unlikely to produce good forecasts (Koenig, Dolmas and Piger, 2003) .
As an alternative to conventional real-time estimation and forecasting, we adopt the augmented VAR approach developed in Kishor and Koenig (2012) . Kishor and Koenig (2012) assume that a VAR describes the evolution of "…nal-release" data. In practice, these data need not be truly …nal. It is only required that subsequent revisions be unforecastable.
The VAR is augmented with a model of early data revisions that is ‡exible in its assumptions about how data releases evolve. The VAR and the revisions model are estimated together and the resultant equations are put into state-space form, which allows application of the Kalman …lter. The …lter projects what the most recent data will look like after revision, and it is this projection that is substituted into the VAR to produce forecasts. A more detailed description of the methodology follows.
Let x t denote a vector of …nal (or, more generally, e¢ ciently estimated) data, which become available after e revisions. It's assumed that the evolution of these data is governed by a VAR of order L:
Rearranging terms:
where z t = 2 6 6 4
x t e x t e+1 :: x t 
:
This VAR is augmented with equations that describe the data-revision process:
where y t = Because the Kishor-Koenig (KK) approach does not mix apples (heavily revised data) with oranges (…rst-release and lightly revised data), it avoids two problems that a-ict conventional VAR estimation and forecasting. First, under the conventional approach, VAR coe¢ cients are ine¢ ciently estimated and possibly biased. Second, it is typically inappropriate to take end-of-sample data at face value and substitute them into a VAR that has been estimated with revised data. When the most recent data are out of line with what one would have expected given previously available information, the discrepancy can be exploited to predict how these data will later be revised. By predicting revisions to end-of-sample data, forecasts of the future path of the economy can be improved.
Estimation Results
In-Sample Estimation Results
For illustrative purposes and also for motivating our real-time forecasting exercise, we …rst undertake in-sample regressions of various in ‡ation measures on the lagged unemploymentrecession gap (Table 1) . Results for headline PCE in ‡ation are consistent with the existing literature: Slack appears to be of no use in explaining in ‡ation movements. Even lagged in ‡ation is barely signi…cant, and the equation explains only 6 percent of the variation in headline PCE in ‡ation. However, slack is signi…cant in explaining one-quarter-ahead movements in conventional (ex-food-and-energy) core and UC-…ltered PCE in ‡ation, and in explaining movements in headline GDP in ‡ation. 18 These results suggest that highfrequency, unforecastable noise obscures the relationship between slack and future in ‡ation- 18 These results are robust to alternative measures of slack, such as the change in unemployment and the deviation of unemployment from its 4-quarter moving average. especially PCE in ‡ation.
Forecasting In ‡ation in Real-Time
In this section, we apply the KK real-time forecasting methodology to …rst-release and …rst-revision UC estimates of PCE in ‡ation's trend and cycle. We forecast trend and cycle separately because they have distinct dynamics (c.f. Equations 8 and 9). For comparison, we also do conventional real-time VAR estimation and forecasting using the most up-to-date As an alternative to pre-…ltering PCE in ‡ation using our UC model, we estimate several real-time forecasting models in conventional-core PCE in ‡ation. Finally, to facilitate comparison with the existing literature, we estimate real-time forecasting models in headline PCE in ‡ation.
We start with univariate forecasting models, and then consider models that include the unemployment-recession gap. In our model of UC-…ltered in ‡ation, we include the unemployment-recession gap only in the forecasting equation for the cyclical component of in ‡ation as we do not expect the trend component to be related to slack.
We compare forecasting performance across models and also with spliced SPF/Greenbook in ‡ation forecasts. We evaluate each model-including those models estimated using UC…ltered or conventional-core in ‡ation-on its ability to predict the latest-vintage o¢ cial headline PCE in ‡ation releases that have yet to undergo a comprehensive revision. 19 
Univariate Forecasts
19 Comprehensive revisions to the national income and product accounts are idiosyncratic and wide reaching. Realistically, their e¤ects cannot be predicted. Table 2 reports the forecasting results for headline PCE in ‡ation obtained using univariate models. 20 We report mean-squared forecast errors (MSEs) for speci…c horizons (h = ("KK"). 21 In all cases it is against realized headline PCE in ‡ation that forecasts are compared when calculating MSEs.
The main message from Table 2 
Is Slack Helpful for Forecasting In ‡ation?
The answer is, "It depends." Speci…cally, it depends on whether and how in ‡ation is …ltered before the forecasting equation is estimated. Adding slack to a forecasting equation estimated in headline in ‡ation or estimated in ex-food-and-energy core in ‡ation is counterproductive.
In contrast, adding slack to forecasting equations estimated in UC-…ltered core in ‡ation often yields a statistically signi…cant improvement in real-time performance.
The slack measure in our exercise is the "unemployment-recession gap". As de…ned in Stock and Watson (2010) , this gap is the di¤erence between the current unemployment rate and the minimum unemployment rate over the current and previous eleven quarters. Unlike the gap between output and potential output or the gap between the unemployment rate and the natural rate of unemployment, the unemployment-recession gap does not depend on an unobservable and is not subject to revision. Yet the unemployment-recession gap captures the sharp upward spikes in unemployment that are associated with recessions.
Results are in Table 3 , which displays four pairs of MSEs at each forecast horizon. Within each pair, the …rst entry shows the MSE obtained from a model without slack. These duplicate results reported in Starting with the …rst two columns in Table 3 , adding slack to a forecasting model in headline PCE in ‡ation causes real-time forecast performance to deteriorate at every forecast horizon-although in no case is the deterioration statistically signi…cant by the CW test. at h = 1, h = 3, h = 0 -4, and h = 1 -4; and they signi…cantly outperform SPF/Greenbook forecasts at every horizon except h = 0 and h = 1.
Summarizing: UC …ltering of PCE in ‡ation is, by itself, only modestly useful for improving forecast performance. Adding slack to models of headline PCE in ‡ation or a model of ex-food-and-energy PCE in ‡ation is counterproductive. Yet, UC-…ltering combined with slack produces forecasts of headline PCE in ‡ation that are clearly superior to those obtained by forecasting headline in ‡ation directly, and which are superior to the forecasts of sophisticated professionals at the horizons which are of greatest interest to policymakers. Results are strongest when revisions to in ‡ation data are properly accounted for during estimation and forecasting.
Robustness Exercises
In this section, we con…rm that the results displayed in Table 3 are not sensitive to changes in the in ‡ation measure, the measure of cyclical variation in real activity, or the measure of in ‡ation's longer-run trend.
GDP In ‡ation as an Alternative to PCE In ‡ation
Forecast comparison results for GDP in ‡ation (Table 4 ) are similar to those for PCE in ‡ation (Table 3 ). In particular, including slack in a model of headline in ‡ation worsens forecasting performance at all horizons (c.f. the columns labeled "AR1" and "GDP+S" in Table 4 
The Change in the Unemployment Rate as an Alternative to the Unemployment-Recession Gap
Motivated by estimation results reported in Koenig and Atkinson (2012) , which suggest that the change in labor-market slack may be more important than the level of slack in PCE in ‡ation forecasting, we also examine the e¤ects of replacing the unemployment-recession gap with the quarterly change in unemployment rate. The new results are reported in Table 5 , which is identical in format to Table 3 . Our main conclusions carry through. Thus, including the change in the unemployment rate in a model of headline PCE in ‡ation causes forecasting performance to deteriorate at every horizon, albeit not signi…cantly. (Compare the columns headed "AR1" and "PCE+S" in Table 5 show that the bivariate KK model signi…cantly outperforms the same model estimated conventionally ("Conv+S") at every forecast horizon except h = 4, and signi…cantly outperforms SPF/Greenbook forecasts at the h = 2, h = 3, h = 0 -4, and h = 1 -4 horizons.
To summarize, the overall message of this paper, that substantial improvement in realtime performance can be achieved if one uses UC-…ltered in ‡ation together with real activity to forecast headline in ‡ation, is robust to alternative measures of real activity.
An Alternative Measure of Trend In ‡ation
Lastly, we examine the robustness of our out-of-sample PCE forecasting results to a simple alternative measure of long-run trend in ‡ation. The alternative trend is obtained by applying a one-sided Hodrick-Prescott (HP) …lter to SPF long-forward in ‡ation expectations. It uses only information that would have been available in real time and it is not subject to revision.
In ‡ation's cyclical component is estimated by applying the Kalman …lter to Equation 9 and Equations 1 -3 after subtracting the HP trend from each of the three measures of in ‡ation.
As before, cyclical in ‡ation is forecasted separately from trend in ‡ation, and our period-t forecast of headline in ‡ation h periods hence is the sum of our forecasts of cycle and trend.
The forecast of cycle is obtained using the Kishor-Koenig (2012) method, and we simply use the actual estimate of the trend at time t as a forecast of trend for t + h.
Results are reported in Table 6 , in the column labeled "KK(HP)" for the univariate version of the model, and the column labeled "KK(HP)+S" for the model that includes the unemployment-recession gap. For comparison purposes, Table 6 also displays mean-square forecast errors from our benchmark AR1 model, from the SPF/Greenbook, and from the KK and KK+S models described in Section 5 (and reported on in Table 3 ), which rely on an estimate of trend in ‡ation obtained within our UC model. shows that the latter model has a lower MSE at all but one forecast horizon, and that the di¤erences are statistically signi…cant at h = 1, h = 2, h = 0 -4, and h = 1 -4. So, although there is a payo¤ from …ltering headline in ‡ation even if we use an o¤-the-shelf measure of in ‡ation's long-run trend, the payo¤ is larger if the trend is estimated within the UC model.
Conclusion
Is it possible to utilize the information from multiple in ‡ation series and multiple surveys of long-run in ‡ation expectations to improve in ‡ation forecasts in real-time? Does slack matter in forecasting in ‡ation? We …nd that the answers to these questions are intertwined. It is the combination of …ltered in ‡ation and slack that produces signi…cantly improved in ‡ation forecasts.
We propose an unobserved-components model that draws on information from SPF and Blue Chip long-term in ‡ation expectations and from multiple quarterly in ‡ation series. We use this model to strip out the noise from quarterly real-time headline PCE and GDP in ‡ation and propose …ltered measures of in ‡ation that capture both medium-term cyclical in ‡ation movements and changes in long-term in ‡ation expectations. As an alternative to conventional real-time estimation and forecasting, which inappropriately mixes heavily revised and lightly revised data, we use the methodology proposed by Kishor and Koenig (2012) . The KK method augments a standard VAR in revised data with a state-space model of data revisions. It takes data revisions into account without imposing restrictive assumptions on the revisions process.
We …nd that there is a payo¤ to carefully …ltering high-frequency, volatile movements out of headline PCE in ‡ation prior to estimating forecasting equations, even when what one is ultimately interested in is forecasting headline in ‡ation. That payo¤ is most evident when a measure of slack is also included in the model and estimation and forecasting are undertaken using the KK method. Introducing slack into a model of UC-…ltered in ‡ation produces forecasts of headline in ‡ation that dominate those obtained by modeling headline in ‡ation directly, with or without slack, and which "meet or beat" the in ‡ation forecasting performance of the Greenbook and SPF at all but the very shortest horizons. Ex-food-andenergy "core" in ‡ation is not a good substitute for UC-…ltered in ‡ation. Forecasting models estimated using conventional core in ‡ation do not perform signi…cantly better than an AR1 model of headline in ‡ation.
We conclude that three ingredients are required for superior in ‡ation forecasting performance: (1) careful …ltering to remove unforecastable high-frequency variation, (2) proper allowance for data revisions, and (3) provision for the in ‡uence of economic slack. The sample period is 1992:Q1-2013:Q4. Newey-West P-values are in parentheses.
Slack is the unemployment-recession gap, de…ned as the current unemployment rate less the minimum rate over the current and previous 11 quarters.
UC-…ltered in ‡ation is …rst-revision …ltered in ‡ation from our UC model. # Outperforms SPF/Greenbook forecasts at the 10-percent level.
## Outperforms SPF/Greenbook forecasts at the 5-percent level.
The smallest MSE in each row is bolded. > The MSE di¤erence between adjacent entries is signi…cant at the 10-percent level.
>> The MSE di¤erence between adjacent entries is signi…cant at the 5-percent level.
The smallest MSE in each row is bolded. The …rst set of forecasts is for 2002:Q1-2003:Q1; the …nal set is for 2014:Q1-2015:Q1.
"+S" indicates that the unemployment-recession gap is included in the model. "(HP)" indicates that trend in ‡ation is estimated using the one-sided HP …lter.
*Outperforms the benchmark AR1 model at the 10-percent level.
** Outperforms the benchmark AR1 model at the 5-percent level.
# Outperforms SPF/Greenbook forecasts at the 10-percent level.
> The MSE di¤erence between adjacent entries is signi…cant at the 10-percent level.
The smallest MSE in each row is bolded. 
