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Résumé
Cette thèse porte sur l’étude de la méthode d’imagerie photoacoustique, une
nouvelle modalité hybride permettant de combiner la haute résolution de l’ima-
gerie par ultrasons et le contraste de l’imagerie optique. Nous y étudions en
particulier le problème inverse associé et sa résolution : il se décompose en l’in-
version de l’équation d’ondes et en celle de l’équation de diffusion optique, dont
le but est de retrouver les paramètres optiques du milieu. Dans la première partie
de cette étude nous développons un modèle permettant de prendre en compte les
variations de la vitesse acoustique dans le milieu biologique. En effet, la plupart
des méthodes d’inversion supposent une vitesse acoustique constante, ce qui est
à l’origine d’erreurs dans les reconstructions. La deuxième partie de la thèse
porte sur une étude mathématique du phénomène de limitation de la profon-
deur de l’imagerie photoacoustique. Nous calculons une estimation de stabilité
du problème inverse dans le cas d’un milieu stratifié et nous montrons que la re-
construction se dégrade avec la profondeur. Nous étudions dans la dernière partie
le phénomène photoacoustique en présence de nanoparticules métalliques : ces
marqueurs permettent d’amplifier par des résonances le signal photoacoustique
généré autour d’elles. Elles permettent ainsi une meilleure visibilité des tissus
en profondeur. Nous explicitons ici le modèle mathématique de génération du
signal photoacoustique, ainsi que la résolution théorique du problème inverse
photoacoustique dans ce contexte.
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Abstract
This thesis work is related to photoacoustic imaging techniques which are
new multiwave modalities in medical imaging that combine both high resolution
of ultrasounds and contrast of optical methods. We precisely studied the inverse
problem that consists of determining the optical coefficients of biological tissues
from measurement of acoustic waves generated by the photoacoustic effect. The
photoacoustic inverse problem proceeds in two steps.We first retrieve the initial
pressure from the measurement of the pressure wave on a part of the boundary
of the sample. The first inversion takes then the form of a linear inverse source
problem and provides internal data for the optical waves that are more sensitive
to the contrast of the absorption and diffusion coefficients. In a second step we
recover the optical coefficients from the acquired internal data. The aim of this
work is to study the two inversions in different contexts. In the first part, we
develop a model that takes into account the variations of the acoustic speed in
the medium. Indeed, most of the inversion methods suppose that the acoustic
speed is constant, and this assumption can lead to errors in the reconstruction
of the optical coefficients. The second part of this work is the derivation of sta-
bility estimates for the photoacoustic inverse problem in a layered medium. We
prove that the reconstruction is getting worse with depth. This is one of the
main drawbacks of the photacoustic method, the imaging depth is limited to
a few centimeters. The last part is about photoacoustic generation with plas-
monic nanoparticles. They enhance the photoacoustic signal around them, so
that we can investigate the tissue more deeply. We derive the mathematical
model of the photoacoustic generation by heating nanoparticles, and we solve
the photoacoustic inverse problem in this context.
Introduction
L’imagerie médicale a pour but d’obtenir des informations variées sur l’in-
térieur du corps humain. Les images que l’on cherche à obtenir représentent
différentes grandeurs physiques qui caractérisent les tissus biologiques et per-
mettent d’en connaître la structure, la nature ou l’évolution. Toutes les méthodes
existantes d’imagerie mettent en oeuvre des ondes, qu’elles soient électroma-
gnétiques ou mécaniques, qui permettent de sonder les tissus. Les premières
méthodes mises en oeuvre remontent au début du XXeme siècle, et utilisaient
uniquement le rayonnement X pour sonder le corps humain. Depuis, de nom-
breuses autres techniques ont vu le jour (échographe, imagerie par résonance
magnétique, imagerie optique), et d’autres encore sont toujours des sujets de
recherche. Les enjeux des recherches de nouvelles méthodes d’imagerie médi-
cale sont d’obtenir une bonne résolution, un bon contraste, et on privilégie les
méthodes peu invasives, non dangereuses et faciles à exécuter. Les techniques
existantes sont chacunes limitées sur certains critères. Les techniques d’imagerie
par ultrason ont par exemple un mauvais contraste alors que les méthodes d’ima-
gerie optique sont moins performantes en termes de résolution. L’imagerie par
rayons X est quant à elle dangereuse pour le patient. C’est pourquoi il est inté-
ressant de développer de nouvelles méthodes d’imagerie permettant d’optimiser
tous ces critères, en particulier en combinant plusieurs types d’ondes : ce sont
les méthodes d’umagerie hybride. C’est dans ce contexte que l’imagerie photoa-
coustique se développe de manière très importante depuis les années 90. Cette
méthode présente l’intérêt de combiner les avantages des deux types d’ondes
utilisées (optique et acoustique), et elle permet des applications médicales va-
riées. A l’heure actuelle, des appareils d’imagerie photoacoustique existent pour
des expérimentations sur le petit animal. Du point de vue mathématique, la
principale difficulté de la photoacoustique réside dans la résolution du problème
inverse, c’est-à-dire dans la reconstruction des paramètres physiques propres
aux tissus à partir des mesures. L’objectif de ce travail est retrouver à partir
des mesures les propriétés optiques du milieu, qui présentent un grand intérêt
du point de vue médical pour distinguer par exemple un tissu sain d’un tissu
cancéreux.
Le premier chapitre donne une description du phénomène photoacoustique,
du fonctionnement de la méthode d’imagerie médicale qui lui est associée, de
son intérêt et de ses limites. Nous y décrivons également le modèle mathéma-
ix
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tique modélisant à la fois l’onde optique, la propagation de l’onde acoustique et
le couplage de ces deux ondes à l’origine de la génération du phénomène pho-
toacoustique. Enfin, nous introduisons le problème inverse photoacoustique, à
savoir l’inversion de l’onde acoustique et celle de l’onde optique, et les objectifs
liés à la résolution de ce problème inverse dans le cadre de ce travail. Dans le se-
cond chapitre nous décrivons l’état de l’art concernant les différentes méthodes
de résolution du problème inverse photoacoustique. Le problème inverse se di-
vise en deux étapes, l’inversion acoustique et l’inversion optique, résolues soit
successivement soit simultanément. Les méthodes d’inversion de chacune des
équations sont détaillées, certaines supposant une vitesse acoustique constante
et d’autres permettant de choisir une vitesse variable dans le milieu. Le troi-
sième chapitre concerne le développement d’un modèle de correction de la vitesse
acoustique pour un milieu constant par morceaux. En effet, prendre en compte
les variations de vitesse des milieux biologiques est indispensable à l’améliora-
tion de la qualité des reconstructions. Pour développer ce modèle de correction
de la vitesse, nous avons cherché à établir un lien entre l’absorption optique et
la vitesse acoustique dans le milieu. Pour finir, nous utilisons ce modèle dans
des reconstructions numériques afin de diminuer l’erreur de reconstruction. Le
chapitre quatre porte sur l’étude de stabilité du problème inverse photoacous-
tique dans un milieu stratifié avec une vitesse connue. Nous y démontrons que
la reconstruction se dégrade lorsqu’on s’éloigne de la source optique, c’est-à-
dire plus la profondeur d’image est grande. Le dernier chapitre concerne l’étude
du phénomène photoacoustique en présence de nanoparticules métalliques. Les
nanoparticules permettent d’amplifier le phénomène photoacoustique dans un
milieu biologique. Nous décrivons le modèle de génération du signal acoustique
en présence d’une nanoparticule métallique puis la résolution du problème in-
verse photoacoustique permetant de reconstruire les propriétés d’absorption du
milieu étudié.
Chapitre 1
L’imagerie photoacoustique
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Cette partie présente la méthode de l’imagerie photoacoustique et le contexte
dans lequel elle se développe actuellement, les méthodes d’imagerie existantes
ainsi que leurs avantages et leurs défauts. Dans ce contexte, nous exposerons les
particularités de l’imagerie photoacoustique : le principe de fonctionnement, les
applications, ainsi que le modèle mathématique que nous avons considéré.
1.1 Les méthodes d’imagerie médicale
1.1.1 Méthodes existantes
Il existe de nombreuses techniques d’imagerie médicale utilisées actuellement
pour des applications cliniques. On distingue les méthodes d’imagerie structu-
relles (observation d’organes) des méthodes d’imagerie fonctionnelles (observa-
tion du fonctionnement des structures). Chacune de ces méthodes est adaptée à
1
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certaines applications médicales précises. On trouve parmi ces méhodes des mé-
thodes acoustiques comme l’échographie, des méthodes basées sur les rayonne-
ments X, comme la radiographie, et d’autres méthodes telles que l’imagerie par
résonance magnétique. Par exemple, la radiographie permet de faire de l’image-
rie des os, alors que l’échographie est plus adaptée pour imager certains organes
ou en obstétrique. On trouve également des techniques uniquement optiques, le
scanner, la tomographie par émission de positons, etc. Il existe des améliorations
de ces méthodes, des variantes et des hybridations. L’enjeu est d’améliorer ces
méthodes d’imagerie dans la résolution, le contraste, la maniabilité, la dangero-
sité pour le patient, et les applications possibles d’un point de vue médical. On
cherche de plus à avoir des techniques d’imagerie plus efficaces et nécessitant
peu d’hypothèses dans la mise en oeuvre, afin de pouvoir les utiliser de manière
plus universelle. De ces points de vue, les méthodes multi-ondes (imagerie élec-
troacoustique, imagerie photoacoustique) sont de très bonnes candidates. Elles
permettent de combiner les atouts de chaque type d’onde utilisé. Nous étudions
ici la technique de l’imagerie photoacoustique, combinant onde optique et onde
acoustique, dont les caractéristiques sont détaillées dans les parties suivantes.
1.1.2 L’imagerie photoacoustique
Le principe de l’imagerie photoacoustique se base sur l’effet photoacous-
tique découvert en 1880 par Alexander Graham Bell. Il s’agit de la conversion
d’énergie électromagnétique en une onde acoustique, c’est à dire de la produc-
tion de son à partir de lumière. Ce n’est qu’à la fin du XXème siècle que la
recherche concernant une application médicale de cet effet commence à voir le
jour avec la fabrication des premiers prototypes expérimentaux. L’utilisation de
cette méthode d’imagerie multi-ondes présente l’intérêt de combiner la qualité
du contraste par la présence de l’onde optique, et la haute résolution de l’ima-
gerie par ultrasons. L’objectif final est de reconstruire une carte de l’absorption
dans le milieu biologique de manière à identifier les tissus, et en particulier
si ils sont sains ou non. Les applications sont multiples, et vont de l’imagerie
structurelle à l’imagerie fonctionnelle. En particulier, l’imagerie photoacoustique
s’avère être intéressante dans le cas de la détection de tumeurs grâce au haut
contraste d’absorption entre les tissus sains et les tissus cancéreux. Le cas du
diagnostic du cancer du sein en est l’exemple le plus étudié. On retrouve égale-
ment d’autres applications comme l’imagerie des réseaux de vaisseaux sanguins
et de l’hémodynamique (imagerie fonctionnelle), la mesure de l’oxygénation du
sang, l’imagerie du cerveau ou encore l’étude de la plaque d’athérome dans les
artères.
Dans le cas de la détection du cancer du sein, les techniques existantes
d’imagerie médicale sont la mammographie par rayons X et l’échographie. L’en-
jeu d’une nouvelle méthode d’imagerie pour cette application est d’obtenir un
meilleur contraste et une meilleure résolution. Les rayons X étant par ailleurs
nocifs pour le patient, il est d’autant plus motivant de développer d’autres tech-
niques d’imagerie moins dangereuses. Le sein est constitué de tissus mous pou-
vant être considérés comme homogènes du point de vue acoustique et ne néces-
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site pas une technique d’imagerie avec une importante pénétration, la photoa-
coustique se prête donc bien à cette application
1.1.3 Prototypes existants
Il existe des appareils d’imagerie photoacoustique, dédiés pour le moment au
petit animal. Le prototype développé par Fujifilm Visualsonics est appelé Vevo
LAZR Imaging System (Figure 1.1).
Figure 1.1 – Vevo LAZR Imaging System développé par Fujifilm Visualsonics
[40]
Un laser est envoyé au milieu de la sonde d’échographie à travers une fente et
permet d’acquérir les mesures acoustiques sur le côté éclairé de l’objet, contrai-
rement à un système où le laser est indépendant des détecteurs acoustiques.
L’appareil est actuellement utilisé pour des tests d’imagerie sur le petit animal :
détection de tumeurs, mesure de saturation en oxygène, utilisation de marqueurs
photoacoustiques (nanoparticules).
Un second prototype d’imagerie photoacoustique est développé par l’entre-
prise iThera medical.
1.2 Modélisation de l’imagerie photoacoustique
Le principe de l’imagerie photoacoustique est décrit dans les articles sui-
vants [78, 77, 48]. Il s’agit de la formation d’une onde acoustique générée par
l’absorption d’une onde optique impulsionnelle ou modulée. L’énergie optique
est absorbée à l’intérieur du milieu, les absorbeurs s’échauffent alors et s’en-
suit une dilatation thermique. C’est cette dilatation qui est à l’origine de l’onde
acoustique. L’onde acoustique se propage ensuite dans le milieu et on la me-
sure sur le bord de l’objet grâce à des transducteurs acoustiques. Les différentes
étapes du processus sont donc les suivantes (voir Figure 1.2) :
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— envoi de l’onde optique dans le milieu à observer,
— échauffement des absorbeurs suite à l’absorption de l’énergie électroma-
gnétique,
— dilatation thermique des absorbeurs,
— génération de l’onde acoustique,
— propagation de l’onde acoustique dans le milieu,
— détection de l’onde acoustique sur le bord de l’objet.
Figure 1.2 – Schéma de fonctionnement de l’imagerie photoacoustique
L’impulsion laser doit être synchronisée avec le début de la mesure acous-
tique. La première valeur de pression mesurée doit en effet correspondre à l’ins-
tant où l’onde acoustique est générée afin de pouvoir retrouver précisément la
localisation de la source acoustique. On considère que l’impulsion et la généra-
tion acoustiques sont simultanées, car le laser se propage en un temps très court
par rapport aux échelles de temps de propagation de l’onde acoustique.
1.2.1 Profil du signal acoustique
On mesure l’onde acoustique sur le bord pendant un temps donné T assez
grand pour que l’onde acoustique ait pu traverser tout le domaine, de manière à
pouvoir récupérer tout le signal acoustique sur le bord du domaine. On récupère
alors un profil de pression en chaque point du bord en fonction du temps de
mesure. Par exemple, le profil de l’onde mesurée pour un absorbeur sphérique
prend alors la forme d’un signal en "N" (voir Figure 1.3).
Exemple numérique
Considérons un milieu comportant deux absorbeurs sphériques et une im-
pulsion laser envoyée de manière homogène sur ces absorbeurs (Figure 1.4).
Le signal photoacoustique est mesuré sur tout le cercle de rayon 3 cm. Le si-
gnal photoacoustique est généré par le logiciel k-Wave (développé par B. Treeby
et B. Cox [74]), la Figure 1.5 représente le signal mesuré pour chacun des dé-
tecteurs disposé sur le cercle en fonction du temps.
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Figure 1.3 – Profil du signal photoacoustique pour un absorbeur sphérique
Figure 1.4 – Milieu observé comportant deux absorbeurs sphériques
On remarque que le signal reçu au même moment pour chacun des détec-
teurs correspond au fil centré, alors que le signal décalé correspond au second
fil qui n’est pas centré par rapport au cercle de détecteurs. On peut deviner
visuellement par ces profils de pression la composition d’un milieu très simple
comme celui étudié ici, composé d’un ou plusieurs absorbeurs ponctuels.
1.2.2 Absorption dans les tissus biologiques
Dans les tissus biologiques, plusieurs molécules vont être responsables de
l’absorption de l’énergie optique, les principales étant l’hémoglobine et la mé-
lanine [78]. D’un point de vue médical, les tumeurs correspondent à des zones
très vascularisées, c’est-à-dire très concentrées en hémoglobine. La fréquence du
laser est donc choisie en général dans le proche infrarouge de manière à corres-
pondre à une absorption de l’hémoglobine assez faible pour que le faisceau laser
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Figure 1.5 – Signal photoacoustique généré pour deux absorbeurs sphériques
(kwave)
puisse suffisamment pénétrer le tissu biologique. L’hémoglobine se présente sous
deux formes, la forme oxydée HbO2 et la forme désoxydée Hb. Leurs spectres
d’absorption sont différents et sont représentés sur la figure 1.6.
Figure 1.6 – Spectre d’absorption de l’hémoglobine oxydée et de l’hémoglobine
désoxydée en fonction de la longueur d’onde [64].
L’absorption du sang s’écrit alors de la manière suivante, en fonction des
concentrations respectives [Hb] et [HbO2] au point x et à la longueur d’onde λ.
µa(λ, x) = 2.303× (αHb(λ)[Hb](x) + αHbO2(λ)[HbO2](x)) (1.1)
avec αHb(λ) et αHbO2(λ) les coefficients d’extinction molaire de Hb et HbO2.
L’eau est également un absorbeur important car elle constitue 80% des tissus
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biologiques. La figure 1.7 représente les spectres d’absorption des trois absor-
beurs principaux d’un tissu biologique : l’eau, le sang et la mélanine.
Figure 1.7 – Spectres d’absorption de l’eau, du sang et de la mélanine en
fonction de la longueur d’onde [41].
L’absorption dans les tissus peut être amplifiée par l’ajout de marqueurs
de contraste comme des nanoparticules ou des fluorophores. Une plus grande
absorption permet d’avoir un signal acoustique plus important, ce qui est inté-
ressant dans le cas d’un absorbeur situé en profondeur afin de compenser une
énergie du laser plus faible du fait de la diffusion dans les tissus biologiques.
1.2.3 Energie du laser et profondeur d’image
Pour créer un signal photoacoustique, il faut donc éclairer la peau ou le tissu
biologique en question avec un laser qui sera soumis pour des questions de sé-
curité à une limite d’énergie. Il est tout de même nécessaire d’avoir une énergie
importante pour que le signal soit suffisamment fort et permette d’imager le
tissu à une profondeur acceptable. De plus, le faisceau du laser doit respecter
l’EMP cutanée (Exposition Maximale Permise) qui limite à la fois l’énergie dé-
posée mais aussi la puissance moyenne de l’impulsion.
La principale limitation de l’imagerie photoacoustique est la faible péné-
tration du laser dans les tissus biologiques, ce qui est responsable d’une faible
profondeur d’image. En effet, les phénomènes d’absorption et de diffusion sont
très importants dans les tissus, ce qui atténue très fortement et très rapide-
ment l’onde optique. De plus, le respect de l’EMP cutanée empêche d’utiliser
des énergies laser plus importantes. L’imagerie photoacoustique permet à priori
de n’imager les tissus qu’à quelques centimètres de profondeur. C’est pourquoi
l’ajout d’agents de contraste est particulièrement intéressant. En particulier, le
Chapitre 5 de cette thèse présente une étude du phénomène photoacoustique en
présence de nanoparticules métalliques.
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1.2.4 Génération de l’onde acoustique
L’effet photoacoustique peut se produire dans tout milieu absorbant, mais
nous ne considérons ici que le cas des liquides vus comme première approxi-
mation des tissus mous qui constituent les milieux biologiques. On considère
que leurs propriétés acoustiques et thermiques sont homogènes, alors que leurs
propriétés optiques varient spatialement dans le milieu.
Pour décrire l’onde acoustique, nous commençons d’abord par établir les
équations fondamentales de l’acoustique [66], à savoir la loi de continuité, l’équa-
tion d’Euler, et l’équation de continuité du flux de chaleur.
∂ρ
∂t
= −ρ0div(v), (1.2)
ρ0
∂v
∂t
= −∇p, (1.3)
ρ0T
∂s
∂t
= div(κ∇T ) + PV , (1.4)
où ρ est la masse volumique, p(r, t) la pression acoustique, v(r, t) la vitesse
de déplacement acoustique, s(r, t) l’entropie spécifique, T (r, t) le champ de tem-
pérature et κ(T ) le coefficient de conduction thermique. PV est la source de
chaleur. Nous considérons que la variation de densité dans le milieu est petite
(ρ−ρ0ρ0  1). Nous pouvons alors écrire les deux équations d’état exprimant les
variations de densité δρ et d’entropie δs en fonction de δp et δT [56].
δρ =
γ
c2s
δp− ρ0βδT, (1.5)
δs =
cp
T
(δT − γ − 1
ρ0βc2s
δp), (1.6)
où cp = T
(
∂s
∂T
)
p
est la capacité thermique à pression constante, cv =
T
(
∂s
∂T
)
ρ
est la capacité thermique à volume constant, γ = cpcv , β = −
1
ρ
(
∂ρ
∂T
)
p
est le coefficient d’expansion thermique, et cs est la vitesse du son.
On en déduit alors les deux équation suivantes :
∂ρ
∂t
=
γ
c2s
∂p
∂t
− ρ0β
∂T
∂t
, (1.7)
∂s
∂t
=
cp
T
(
∂T
∂t
− γ − 1
ρ0βc2s
∂p
∂t
). (1.8)
Nous considérons que γ = 1 pour les liquides, ce qui permet d’obtenir en
combinant les équations (5.37) et (1.8) l’équation suivante pour le champ de
température T :
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ρ0cp
∂T
∂t
= div(κ∇T ) + PV . (1.9)
Les équations (1.2) et (1.3) permettent quant à elles d’obtenir ∂
2ρ
∂t2 −∆p = 0.
Alors, en transformant l’équation (1.5) on obtient :
γ
c2s
∂2p
∂t2
−∆p = ρ0
∂
∂t
(
β
∂T
∂t
)
. (1.10)
Avec les hypothèses γ = 1 et β = β0, on écrit finalement le système d’équa-
tions couplées décrivant la génération d’une onde acoustique dans un liquide :
ρ0cp
∂T
∂t
= div(κ∇T ) + PV , (1.11)
1
c2s(x)
∂2p
∂t2
−∆p = ρ0β0
∂2T
∂t2
. (1.12)
Le terme PV (r, t) correspond aux sources de chaleur. Dans le cas du phé-
nomène photoacoustique, la chaleur est créée par l’aborption de l’onde optique
dans le milieu.
1.2.5 Régime de confinement thermique
Le phénomène photoacoustique ne peut cependant s’opérer que sous cer-
taines conditions. La durée de l’impulsion laser doit respecter des conditions de
confinement pour que la méthode soit efficace. Elle doit être inférieure à la durée
de diffusion thermique dans le milieu de manière à ce que celle-ci puisse être né-
gligée. Le temps de diffusion thermique est τth ∼ L2p/χ, où Lp est la taille de la
structure absorbante, et χ = κρ0cp la diffusivité thermique (∼ 1.4× 10
−7m2.s−1
dans les tissus biologiques). Pour une impulsion de durée τp, la longueur de
diffusion pendant l’impulsion est estimée par δT = 2
√
χτp. La condition de
confinement thermique est alors :
τp << τth.
Le régime de confinement thermique correspond au régime dans lequel la
durée de diffusion de la température dans le milieu est très grande devant la
durée de l’absorption de l’impulsion lumineuse. On peut alors écrire
∂T
∂t
=
PV (r, t)
ρ0cp
,
ce qui permet finalement de réécrire l’équation de propagation de l’onde en
fonction de la puissance absorbée
∆p(r, t)− 1
c2s(x)
∂2p
∂t2
(r, t) = −Γ(x)
c2s
∂PV
∂t
(r, t) (1.13)
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avec Γ le coefficient de Grûneisen sans dimension défini par Γ = β0c
2
s
cp
. C’est
un coefficient thermodynamique qui décrit la relation entre l’énergie absorbée
par le milieu et sa variation de volume. La valeur de ce coefficient est donc
très importante pour décrire le phénomène photoacoustique et la génération de
l’onde acoustique. Dans les tissus biologiques, ce coefficient vaut environ 0.25.
1.2.6 Modélisation de l’onde optique
Equation de transfert radiatif
De manière générale, l’interaction de la lumière avec un tissu biologique est
décrite par l’équation de transfert radiatif. On introduit la quantité L(−→r ,
−→
Ω , t)
qui est appelée luminance,
−→
Ω étant la direction de diffusion. Le flux d’énergie
diffusé est alors :
φ(−→r , t) =
∫
L(−→r ,
−→
Ω , t)dΩ (1.14)
On définit également le vecteur densité de flux diffus
−→
J (−→r , t) =
∫
L(−→r ,
−→
Ω , t)
−→
Ω · dΩ (1.15)
L’équation de transfert radiatif s’écrit de la manière suivante :
1
cl
dL(−→r ,
−→
Ω , t)
dt
+
−→
Ω · ∇L(−→r ,
−→
Ω , t) + (µa + µs)L(
−→r ,
−→
Ω , t)
= µs
∫
φ(θ)L(−→r ,
−→
Ω ′, t)d
−→
Ω ′ + q(−→r ,
−→
Ω , t) (1.16)
où cl est la vitesse de l’onde, q est une source électromagnétique, µa et µs sont
les coefficients d’absorption et de diffusion du milieu.
Le terme µs
∫
φ(θ)L(−→r ,
−→
Ω ′, t)d
−→
Ω ′ est l’intégrale de la puissance lumineuse.
Hypothèse : Nous écrivons la luminance L comme la somme de deux compo-
santes, une composante isotrope et une composante dépendant de la direction−→
Ω . La luminance s’écrit alors comme suit :
L(−→r ,
−→
Ω , t) =
1
4π
φ(−→r , t) + 3
4π
−→
J (−→r , t) ·
−→
Ω (1.17)
En ajoutant l’hypothèse que d
−→
J (−→r ,t)
dt = 0 (variation lente), et en ne consi-
dérant que les termes isotropes, nous pouvons simplifier l’équation de transfert
radiatif et ainsi obtenir l’équation de diffusion
1
cl
φ(−→r , t)
dt
−∇ · (D(−→r )∇φ(−→r , t) + µa(−→r )φ(−→r , t) = q(−→r , t) (1.18)
avec
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D =
1
3(µa + (1− g)µs)
=
1
3(µa + µ′s)
(1.19)
où g ∈ [0, 1[ est le facteur d’anisotropie et correspond au cosinus de l’angle de
diffusion moyen du milieu. Dans un milieu biologique, g ∼ 0.9, ce qui signifie que
la diffusion est fortement orientée vers l’avant. µ′s est le coefficient de diffusion
réduit, dans les tissus biologiques ce coefficient est de l’ordre de 10cm−1.
Equation de diffusion
Nous allons réécrire l’équation de diffusion pour notre problème, la fluence
du laser est désormais notée u(x). La fluence représente une énergie par unité
d’aire. Dans Ω le milieu étudié, le bord du domaine ∂Ω est éclairé par une
impulsion laser d’énergie f(x, t). La source est donc située uniquement sur ∂Ω,
on l’écrit en tant que condition aux bords. La fluence du laser dans le milieu est
décrite par l’équation suivante :
1
cl
∂u(x, t)
∂t
−∇ ·D(x)∇u(x, t) + µa(x)u(x, t) = 0, x ∈ Ω, t ≥ 0
u(x, t) = f(x, t) x ∈ ∂Ω, t ≥ 0.
(1.20)
où u(x, t) est la fluence du laser, cl est la vitesse de l’onde optique, D(x) et
µa(x) sont les coefficients de diffusion et d’absorption du milieu. L’illumination
g(x, t) est une impulsion très courte.
L’énergie déposée dans le milieu est alors égale à la quantité suivante :
PV (x, t) = µa(x)u(x, t).
En considérant la différence d’échelle de temps entre la vitesse de la lumière
et la vitesse du son, c’est-à dire comme l’onde optique se propage beaucoup plus
vite que l’onde acoustique, on peut alors réécrire le terme PV (x, t) de la manière
suivante, avec δ0 la masse de Dirac en t = 0 correspondant à l’impulsion laser :
PV (x, t) = H(x, t) = H0(x)δ0(t),
H0(x) = µa(x)
∫
R+
u(x, t)dt.
On note f(x) =
∫
R+ f(x, t)dt et u(x) =
∫
R+ u(x, t)dt, et nous pouvons alors
considérer l’équation de diffusion statique{
−∇ ·D(x)∇u(x) + µa(x)u(x) = 0, x ∈ Ω
u(x) = f(x), x ∈ ∂Ω.
(1.21)
Le terme décrivant l’énergie déposée dans le milieu devient uniquement une
fonction spatiale
H(x) =
∫
R+
PV (x, t)dt = µa(x)u(x).
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En remplaçant le terme source dans l’équation des ondes on a
∆p(x, t)− 1
c2s(x)
∂2p
∂t2
(x, t) = −Γ(x)
c2s
H0(x)
∂δ0
∂t
(x, t) (1.22)
qui est alors équivalent au problème de propagation sans terme source mais
avec des conditions initiales

∆p(x, t)− 1
c2s(x)
∂2p
∂t2
(x, t) = 0, t ∈ R3, t ≥ 0
p(x, t = 0) = p0(x) = ΓH0(x) = Γ(x)µa(x)u(x), x ∈ Ω
∂p
∂t
(x, t = 0) = 0, x ∈ Ω
(1.23)
C’est donc dans le terme Γµau que s’exprime le couplage entre l’onde optique
et l’onde acoustique à l’origine du phénomène photoacoustique.
1.3 Modèle photoacoustique et problème inverse
Le phénomène photoacoustique et le couplage entre l’onde électromagné-
tique et l’onde acoustique sont décrits par le système d’équations suivant pour
différentes illuminations laser fi avec i ∈ {1, 2, .., I} et I ∈ N :
−∇ ·D(x)∇ui(x) + µa(x)ui(x) = 0, x ∈ Ω
ui(x) = fi(x), x ∈ ∂Ω
∆pi(x, t)−
1
c2s(x)
∂2pi
∂t2
(x, t) = 0, t ∈ R3, t ≥ 0
pi(x, t = 0) = Γ(x)µa(x)ui(x), x ∈ Ω
∂pi
∂t
(x, t = 0) = 0, x ∈ Ω
(1.24)
Le problème inverse lié à ce modèle comporte donc deux parties distinctes
(voir Figure 1.8) : il faut en effet inverser les deux équations décrivant le phé-
nomène photoacoustique. Les données disponibles au départ pour résoudre le
problème inverse sont les mesures de pression p(x, t) sur le bord du domaine
pendant un temps T . A partir de ces données, l’objectif final est de remonter
aux propriétés optiques du milieu.
Inversion acoustique
La première étape consiste donc à inverser l’équation de propagation des
ondes à partir des mesures de pression sur le bord afin de reconstruire la pression
initiale dans le domaine Ω, c’est-à-dire p(x, 0) = F (x) = Γ(x)µa(x)u(x). La
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Figure 1.8 – Schéma des étapes du problème inverse photoacoustique
difficulté provient du fait que la vitesse de propagation de l’onde acoustique n’est
pas connue. Elle est de ce fait souvent considérée comme une constante égale à
la vitesse du son dans l’eau. Or, dans les tissus biologiques, la vitesse acoustique
est certes proche de celle de l’eau mais elle peut présenter des variations de
l’ordre de 10%. Il est donc nécessaire de prendre en compte ces variations de
vitesse dans l’inversion car elles peuvent générer des erreurs importantes. C’est
dans ce but que nous développons un modèle de correction de la vitesse dans
le Chapitre 3. On peut résumer le problème inverse acoustique de la manière
suivante :
p(x, t) sur ∂Ω× [0, T ] ⇒ c(x), F (x) dans Ω.
Inversion optique
La deuxième étape du problème inverse photoacoustique est d’inverser l’équa-
tion de diffusion. On dispose de la donnée de la pression initiale F (x) dans Ω par
la reconstruction acoustique, c’est-à-dire du produit Γ(x)µa(x)u(x). On cherche
alors à reconstruire les coefficients optiques du milieu, µa et D. Le coefficient
de Grüneisen Γ est également inconnu, mais il sera en pratique très souvent
considéré constant et égal à 1. D’un point de vue biologique, c’est le coefficient
d’absorption µa qui est le plus intéressant. Le problème inverse optique est donc
le suivant :
F (x) = Γ(x)µa(x)u(x) dans Ω ⇒ µa(x), D(x),Γ(x) dans Ω.
1.4 Objectifs de la thèse et résultats
Le premier objectif de cette thèse a été d’établir un modèle de correction de
la vitesse acoustique. La prise en compte des variations de vitesse acoustique
dans les tissus biologiques est en effet un enjeu intéressant dans l’amélioration
des reconstructions en photoacoustique. La plupart des méthodes existantes
considèrent une vitesse acoustique constante, ce qui est à l’origine d’erreurs
dans l’inversion. Pour pouvoir prendre en compte ces variations de vitesse nous
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avons établi un modèle permettant de faire le lien entre vitesse acoustique et pro-
priétés optiques d’un milieu dont les paramètres sont constants par morceaux.
Ce modèle permet alors d’effectuer une correction de la vitesse acoustique et
donc une amélioration de la reconstruction photoacoustique. La méthode de re-
construction utilisée est le retournement temporel, car elle permet de prendre
en compte une vitesse acoustique non constante spatialement. A partir de cette
reconstruction, le but est de résoudre l’inversion optique afin de retrouver les
paramètres optiques du milieu. Le problème inverse photoacoustique est alors
résolu dans son intégralité.
Le deuxième objectif de la thèse a été d’étudier le problème inverse pho-
toacoustique dans un milieu stratifié, la vitesse étant supposée constante. Nous
avons établi une estimation de stabilité de ce problème montrant que la recons-
truction des coefficients optiques se dégrade avec la profondeur.
La dernière partie porte sur l’étude du phénomène photoacoustique en pré-
sence de nanoparticules métalliques. Nous présentons le modèle de génération
photoacoustique en présence de nanoparticules soumises à une fréquence de
résonance plasmonique. Nous étudions également le problème inverse photoa-
coustique dans ce contexte.
Chapitre 2
Méthodes d’inversion
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L’inversion du problème photoacoustique consiste à retrouver à partir des
données de pression mesurées sur le bord les paramètres optiques à l’intérieur
de l’objet observé. La plupart des travaux considèrent cette inversion en deux
étapes distinctes : l’inversion acoustique qui donne la pression initiale dans le
milieu, puis l’inversion optique qui à partir de la pression initiale donne les co-
efficients optiques [5, 28, 30, 35, 38, 44, 45, 46, 62, 67]. Ce chapitre résume les
méthodes existantes pour chacune de ces inversions. Dans le cas de l’inversion
acoustique, la vitesse acoustique est supposée connue. Nous présentons dans un
premier temps les méthodes valables quand la vitesse acoustique est considérée
constante, puis dans un second temps les méthodes pour une vitesse qui varie
dans le milieu. Nous parlerons ensuite du problème inverse acoustique dans le
cas où la vitesse n’est pas connue, et donc de la reconstruction simultanée de
la pression initiale et de la vitesse acoustique. La seconde partie traite des mé-
thodes existantes d’inversion optique, d’abord dans un milieu quelconque puis
quand les coefficients sont supposés constants par morceaux.
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Il existe également des méthodes de reconstruction en photoacoustique qui
considèrent le problème inverse dans son intégralité. Il s’agit donc à partir des
données de pression de retrouver par une inversion en une seule étape les coef-
ficients optiques dans le milieu.
2.1 Inversion acoustique
2.1.1 Méthode d’inversion pour un milieu homogène (vi-
tesse constante)
Dans le cas d’une vitesse de propagation acoustique constante dans le milieu,
il existe des formules exactes d’inversion de l’équation d’onde [15]. Nous allons
expliquer ici les méthodes utilisant la transformée de Radon, la résolution du
problème inverse consistant alors à l’inverser. On reconstruit l’objet grâce à des
projections de dimensions inférieures du signal émis (voir Figure 2.1). Les me-
sures acoustiques sont considérées complètes, c’est à dire qu’elles sont effectuées
sur toute la sphère unité S = S(0, 1), et l’objet à reconstruire est compris dans
B = B(0, 1). On se place dans Rn.
Transformée de Radon et inversion
Définition 2.1.1
La transformée de Radon est l’opérateur R défini sur L1(Rn) à valeurs dans
L1(S× R) tel que
Rf(θ, r) =
∫
<θ,x>
f(x)dσ,
pour tout (θ, r) ∈ S× R.
En d’autres termes, la transformée de Radon associe à f son intégrale sur
les hyperplans de R.
Figure 2.1 – Schéma des projections de l’objet par la transformée de Radon.
La transformée de Radon s’inverse le plus souvent par la méthode de rétro-
projection.
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Théoreme 2.1.1
Pour tout f ∈ L1(Rn)
f(x) =
(−∆)(n−1)/2
cn
R ∗Rf(x),
pour tout x ∈ Rn, avecR∗ l’adjoint deR dans L2(Rn) et cn = (4π)(n−1)/2
Γ(n2 )
Γ( 12 )
.
Cette méthode est cependant très sensible au bruit dans les données de
pression sur le bord. Une amélioration de cette méthode consiste à utiliser la
transformée de Radon sphérique et à l’inverser par la méthode de rétroprojection
filtrée. On parle de rétroprojection filtrée car elle fait intervenir des termes de
dérivation qui jouent le rôle de filtres.
Définition 2.1.2
La transformée de Radon sphérique est l’opérateur Rs défini sur L1(Rn) à
valeurs dans L1(S× R) tel que
Rsf(t, r) =
∫
S
f(x+ ty)tn−1dσ(y),
pour tout (θ, r) ∈ S× R.
La méthode de rétroprojection filtrée donne alors des formules exactes de
reconstruction pour des géométries spéciales comme la sphère ou l’ellipsoïde.
Théoreme 2.1.2
Soit un domaine Ω dans R3, on considère l’intégrale suivante
I(x) =
1
2π
div
∫
∂Ω
νy
p(y, |x− y|)
|x− y|
dσy
On a alors I(x) = p0(x) pour des surfaces de mesures spéciales telles que la
sphère, le cylindre ou le plan.
Cette formule de reconstruction a été étendue par F. Natterer pour un do-
maine convexe quelconque [58].
Inversion dans un domaine convexe quelconque
Les formules traitant des géométries simples comme la sphère, le plan et le
cylindre proviennent de l’inversion par rétroprojection filtrée présentée précé-
demment et sont très connues dans la littérature. Ces formules sont étendues
au cas d’un domaine convexe quelconque Ω dans R3 [58].
Théoreme 2.1.3
Soit Ω un domaine convexe borné et régulier de R3. Alors l’intégrale I(x)
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introduite dans la partie précédente s’écrit
I(x) = p0(x) +
1
16π2
∫
Ω
p0(x)
(Rχ)
′′′(θ(z, x), s(z, x))
|z − y|2
dσy.
On peut réécrire le théorème en introduisant un opérateur compact K, qui
va alors s’annuler dans les cas simples (sphère, ellipse...). On obtient ainsi, pour
un domaine Ω convexe, x ∈ Ω et y ∈ ∂Ω :
(Id+K)p0(x) =
1
2π
∫
∂Ω
ν(y)
p(y, |x− y|)
|x− y|
dσy. (2.1)
avec ν(y) le vecteur normal à ∂Ω compacité de l’opérateur K rend cette expres-
sion facilement inversible d’un point de vue mathématique. L’opérateur K fait
intervenir la transformée de Radon de la fonction caractéristique du domaine
χ(x) (valant 1 à l’intérieur du domaine et 0 à l’extérieur), et s’écrit sous la forme
suivante, x, z ∈ Ω :
Kp0(x) =
1
16π2
∫
Ω
p0(x)
(Rχ)
′′′(θ(z, x), s(z, x))
|z − y|2
dσy. (2.2)
La transformée de Radon s’écrit également sous la forme suivante :
Rχ(θ, s) =
∫
x.θ=s
χ(x)dx. (2.3)
avec θ(z, x) = (z − x)/|z − x| et s(z, x) = 12 (|z|
2 − |x|2)/|z − x|. La transformée
de Radon est alors l’intégrale de la fonction caractéristique sur le plan formé des
points qui sont à égale distance de x et z. Le vecteur unitaire θ est orthogonal au
plan, et s est la distance orientée de ce plan à l’origine. La Figure 2.2 représente
ces différentes grandeurs.
Proposition 2.1.1
L’opérateur K défini par l’équation 2.2 est compact dans H10 (Ω).
Preuve. Ω est un domaine convexe régulier, donc le plan d’intégration tra-
verse toujours le domaine Ω sans être tangentiel, pour deux points x et z dis-
tincts. De plus, la convexité du domaine fait que la transformée de Radon Rχ est
C∞ dans Ω×Ω. Le numérateur de l’opérateur K est donc également C∞ dans
Ω × Ω, et le dénominateur étant faiblement singulier, K est bien un opérateur
compact.
Exemple : calcul de K dans le cas d’une sphère
L’opérateur K permet de reconstruire la pression initiale à l’intérieur d’un
domaine de géométrie quelconque, mais convexe. Dans le cas de géométries
particulières, cet opérateur s’annule, et la reconstruction est alors plus simple et
très connue. Le calcul de l’opérateur K est effectué ici dans le cas d’un domaine
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Figure 2.2 – Représentation du domaine convexe et des différentes grandeurs.
de forme sphérique et de rayon 1, afin de démontrer que l’opérateur s’annule
bien.
La première étape est le calcul de la transformée de Radon Rχ(θ, s) =∫
x.θ=s
χ(x)dx de la fonction caractéristique de la sphère. On effectue le change-
ment de variable x = sθ + ξθ⊥, où θ est le vecteur défini précédemment et θ⊥
le plan orthogonal à ce vecteur.
Le calcul de l’intégrale revient donc au calcul de l’aire du disque représenté
sur le schéma, c’est à dire π(1− s2). L’opérateur K faisant intervenir la dérivée
troisième de cette grandeur par rapport à s, on trouve alors bien K = 0. Le
calcul est similaire pour un domaine elliptique.
Cas d’un domaine quelconque en dimension 2
Dans le cas d’un domaine convexe régulier en dimension 2, il existe une ex-
pression équivalente à celle démontrée par Natterer faisant également apparaître
un opérateur K qui s’écrit alors de la manière suivante :
Kp0(x) =
1
8π
∫
Ω
p0(x)
(∂2sHRχ)(θ(z, x), s(z, x))
|z − y|
dy. (2.4)
où H représente la transformée de Hilbert :
H(u(t)) = − 1
π
lim
ε→0
∫ ∞
ε
u(t+ τ)− u(t− τ)
τ
dτ. (2.5)
Tout comme dans le cas en trois dimensions, cet opérateur disparait pour les
géométries particulières. L’opérateur K s’annule donc et seule la formule pour
les géométries simples reste. En effet, le calcul de l’opérateur est semblable à
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Figure 2.3 – Schéma de la sphère de rayon 1.
celui effectué pour la sphère : l’intégrale revient non plus au calcul de l’aire du
disque, mais de son diamètre car le problème est en deux dimensions. Cette
grandeur vaut alors 2
√
1− s2. Ainsi, sa transformée de Hilbert est donnée par :
H(Rχ) = 2

−s−
√
s2 − 1 pour s < −1
−s pour − 1 < s < 1
−s+
√
s2 − 1 pour s > 1
(2.6)
Ainsi, en dérivant deux fois par rapport à s, on obtient bien un opérateur
K qui s’annule. L’inversion se fait donc par les formules habituelles des géomé-
tries particulières. L’équation de l’inversion acoustique dans le cas particulier
du disque est la suivante :
p0(y) =
1
2π2
∫
S
n(z)
[∫ 2R
0
p(z, t′)
1
t′2 − |y − z|2
dt′
]
dl(z). (2.7)
La grandeur |y − z| correspond au temps t en prenant une vitesse de pro-
pagation égale à 1. De manière numérique, la singularité en t′2 = |y − z|2 pose
problème. Pour s’en affranchir, il suffit de considérer l’égalité suivante :
2
t′2 − t2
=
−1/t
t′ + t
+
1/t
t′ − t
(2.8)
On remarque ainsi que l’intégrale intérieure se réduit à la somme de deux
transformée de Hilbert, dont les algorithmes sont connus et faciles à mettre en
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oeuvre. On note d’autre part que pour obtenir la pression initiale en un point,
il est nécessaire de connaitre les données sur tout le bord : la méthode n’est
pas locale, et cette expression montre bien l’importance d’avoir des données
complètes pour pouvoir l’utiliser.
2.1.2 Méthodes d’inversion dans un milieu hétérogène (vi-
tesse non constante)
Lorsque la vitesse c(x) n’est plus supposée constante, on ne dispose plus de
solutions intégrales d’inversion directe, il faut alors considérer d’autres méthodes
présentées dans cette partie.
Développement en séries
Cette méthode a été développée par Agranovsky et Kuchment [14] et pré-
sente l’avantage de ne pas passer par une transformée de Radon. Considérons
un domaine Ω et qu’on observe les données sur ∂Ω. La vitesse acoustique n’est
pas supposée constante mais elle est supposée dans L∞(Rn) et strictement po-
sitive. L’opérateur −c(x)∆ est défini sur L2(Ω) avec des conditions de Dirichlet.
On considère une base de Hilbert B constitutée de ses fonctions propres notées
{ek}k∈N, et on note {λk}k∈N l’ensemble de ses valeurs propres correspondantes.
On peut alors reconstruire de manière unique les objets f suivant la formule de
reconstruction présentée dans [14].
Théoreme 2.1.4
Soit pobs les mesures de pression sur ∂Ω × (0, T ). La pression initiale F (x)
peut être resonstruite à partir de la formule suivante en utilisant sa décom-
position dans la base hilbertienne B :
fk = λ
−2
k p
obs
k (0) + λ
−1
k
∫ ∞
0
sin(λkt)pobsk (t)dt,
avec
pobsk (t) =
∫
∂Ω
pobs(y, t)∂νek(y)dσ(y),
pour tout k ∈ N.
Méthode du retournement temporel
La méthode du retournement temporel est beaucoup utilisée pour effectuer
la première inversion du problème photoacoustique [39, 38, 70]. Le principe
du retournement temporel est de faire propager l’onde en sens inverse à partir
d’un temps fini T . Ce temps correspond à la fin de l’acquisition des mesures
acoustiques, et il doit être choisi de telle sorte que toute l’onde soit sortie du
domaine de mesure c’est à dire que tout le signal acoustique ait pu être mesuré
par les détecteurs. Dans le cas d’une vitesse de propagation acoustique supposée
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constante et normalisée c = 1, le principe de Huygens en dimension 3 stipule
qu’à partir d’un certain temps T = diam(Ω) l’onde propagée à partir d’une
condition initial F à support compact dans Ω devient nulle dans le domaine,
c’est à dire que toute l’onde a dépassé les détecteurs et est sortie du domaine.
Dans ce cas, la méthode du retournement temporel s’applique sans problème.
Cependant, pour une vitesse acoustique non constante, certains cas peuvent être
problématiques, à savoir les cas de vitesse présentant des rayons piégés.
Vitesse acoustique et rayons piégés Nous cherchons donc à résoudre
le problème inverse acoustique afin de retrouver la valeur initiale de la pres-
sion dans le domaine observé Ω. Cette pression initiale est notée F (x) est est
à support compact dans Ω tout comme la vitesse acoustique c(x). La vitesse
acoustique peut être non-trapping ou peut induire des rayons piégés. Ces rayons
piégés décrivent une courbe bornée dans Rn et peuvent ne jamais atteindre le
bord du domaine Ω et donc ne jamais être mesuré par les détecteurs. On consi-
dère le système Hamiltonien à 2n variables réelles (x, ξ) avec le Hamiltonien
H = c
2(x)
2 |ξ|
2 : 
x′t =
∂H
∂ξ
= c2(x)ξ
ξ′(t) = −∂H
∂x
= −1
2
∇(c2(x))|ξ|2
x|t=0 = x0
ξ|t=0 = ξ0
(2.9)
Les solutions de ce système sont appelées bicaractéristiques et leurs projec-
tions sur l’espace Rnx sont appelées rayons (ou géodésiques).
Définition 2.1.3
La vitesse acoustique est dite non-trapping si tous les rayons qui lui sont
associés tendent vers l’infini quand t → ∞. Elle n’induit alors aucun rayon
piégé.
La Figure 2.5 présente trois exemples de vitesses acoustiques qui induisent
des rayons piégés. Pour illustrer ce phénomène, quelques géodésiques sont tra-
cées. Ces lignes correspondent au trajet de l’onde acoustique : on remarque
bien que certains de ces trajets restent confinés à l’intérieur du domaine. L’onde
acoustique n’est alors pas entièrement mesurée par les détecteurs.
La vitesse acoustique sera considérée comme non-trapping dans la suite afin
de pouvoir utiliser la méthode du retournement temporel.
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(a) (b)
(c)
Figure 2.4 – Exemple de vitesse induisant des rayons piégés avec quelques
géodésiques tracées.
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Méthode numérique Le retournement temporel est basé sur le constat
que l’équation de propagation de l’onde acoustique est invariante par retourne-
ment temporel c’est-à-dire sous le changement de variable t → -t. D’un point
de vue numérique, il s’agit de faire propager l’onde en sens inverse à partir des
données récupérées sur le bord, et d’une condition initiale sur tout le domaine.
Grâce à une méthode de différences finies, on remonte à la pression initiale en
imposant à chaque temps t la donnée de pression retournée correspondante sur
le bord. En pratique, la valeur de la pression mesurée sur le bord n’est pas exac-
tement nulle au temps T , il existe alors deux approches pour y remédier. La
première approximation est de considérer un temps final de mesure supérieur à
la longueur de la plus longue géodésique du domaine, et de calculer la condition
initiale p̃(x, T ) = Φ(x) selon les équations suivantes où p̃(x, t) = p(x, T − t) :
∂2p̃
∂t2
−∆p̃ = 0 (x, t) ∈ Ω× (0, T )
p̃(x, T ) = Φ(x)
∂p̃
∂t
(x, T ) = 0
p̃(x, t) = p(x, t) (x, t) ∈ ∂Ω× (0, T )
(2.10)
avec {
∆Φ(x) = 0 x ∈ Ω
Φ(x) = p(x, T ) x ∈ ∂Ω
(2.11)
Ainsi, pour obtenir la condition initiale dans tout le domaine Ω, il faut ré-
soudre l’équation précédente. On peut ensuite faire propager l’onde en sens in-
verse pendant le temps T , et la pression obtenue à l’issue de ce calcul coïncidera
alors avec la pression initiale p(x, 0) générée par le phénomène photoacoustique.
La deuxième approche consiste à considérer que dans le cas d’une vitesse
de propagation supposée non-trapping, la condition initiale peut être considérée
comme étant nulle en tout point du domaine. En effet, au temps T , les valeurs de
la pression sur le bord sont très proches de zéro car l’onde s’est déjà propagée à
l’extérieur de Ω. On utilise alors une fonction régulière de cut-off ϕε qui permet
aux données de pression de réellement s’annuler au temps T [38].
Figure 2.5 – Fonction de cut-off ϕε [38].
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Le retournement temporel est alors décrit par le système d’équation suivant
∂2p̃
∂t2
−∆p̃ = 0 (x, t) ∈ Ω× (0, T )
p̃(x, T ) = 0
∂p̃
∂t
(x, T ) = 0
p̃(x, t) = p(x, t)φε(t) (x, t) ∈ ∂Ω× (0, T )
(2.12)
Dépendance de la reconstruction par rapport au temps final T
Tout comme dans le cas de la méthode directe, l’opérateur transformant les
données en la carte des pressions initiales dans le cas du retournement temporel
fait apparaître un opérateur correspondant à K, et appelé ici opérateur B [70].
Soit Λp0 les données de pression dans [0, T ]× ∂Ω et p0 les données de pression
initiale dans Ω, on a alors :
AΛp0 = (Id−B)p0 (2.13)
où AΛ correspond à l’opérateur du retournement temporel. Ainsi,
p0 = AΛp0 +Bp0. (2.14)
L’opérateur B correspond alors à l’erreur sur la reconstruction de la pression
initiale. Les propriétés de l’opérateur B dépendent du temps T choisi comme
temps initial du retournement temporel. On définit une grandeur T1 correspon-
dant au trajet selon la plus longue géodésique du domaine Ω, T1 = diam(Ω)
[70].
Proposition 2.1.2
Pour T tel que T > T1/2, l’opérateur B est de norme inférieure à 1 et
compact dans H10 (Ω). L’opérateur Id−B est alors inversible, et le problème
inverse photoacoustique s’exprime de manière explicite :
f =
∞∑
m=0
BmAΛ.
Ces propriétés fournissent ainsi une estimation de l’erreur de la reconstruc-
tion dans le cas du retournement temporel. Dans le cas d’un temps T suffisam-
ment grand, l’opérateur B sera donc proche de 0, c’est-à-dire que la reconstruc-
tion sera de bonne qualité.
Illustrations numériques Premièrement, pour illustrer l’importance de
la durée de la mesure acoustique, deux reconstructions sont effectuées à partir
d’une distribution de pression initiale. La figure 2.6 montre deux reconstruc-
tions de cette pression pour deux temps de mesures différents : la première au
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(a) (b)
(c)
Figure 2.6 – (a) Pression initiale (b) Reconstruction pour T = T1 (c) Recons-
truction pour T = T1/2.
temps T1 et la seconde au temps T1/2. On observe de manière qualitative que la
reconstruction au temps T1/2 est de moins bonne qualité que l’autre, une partie
de l’information acoustique n’est pas parvenue jusqu’aux détecteurs.
La figure 2.7 illustre l’effet d’une vitesse induisant des rayons piégés. Un
signal provenant d’une pression initale constante par morceaux est généré avec
une vitesse créant des rayons piégés. La vitesse constante choisie pour la seconde
reconstruction est égale à 1. On voit que le fait de ne pas prendre en compte ce
type de vitesse dégrade très fortement la reconstruction.
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(a) Vitesse avec rayons piégés
(b) Recontruction avec la vraie vitesse
(c) Reconstruction avec une vitesse constante
Figure 2.7 – Exemple de reconstruction par retournement temporel.
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Méthodes itératives
On peut également considérer l’inversion photoacoustique par une méthode
de minimisation. M. Bergounioux, X. Bonnefond, T. Haberkorn, et Y. Privat [21]
présentent une méthode de contrôle optimal pour résoudre le problème inverse
photoacoustique. Le calcul porte sur l’ensemble du phénomène photoacoustique,
c’est à dire à la fois sur la partie optique et sur la partie acoustique. On considère
un domaine B correspondant au domaine de propagation de l’onde acoustique,
et choisi de sorte que l’onde est entièrement sortie du domaine au temps final
d’acquisition T .
On considère l’équation de propagation acoustique avec la source de pression
générée par l’absorption de l’énergie optique p(0, x) = u(x) :
(
∂2p
∂t2
− div(c2∇p)) = 0, (t, x) ∈ [0, T ]×B,
p(t, x) = 0, (t, x) ∈ [0, T ]× ∂B,
p(0, x) = u(x) x ∈ B,
∂p
∂t
(0, x) = 0, x ∈ B.
(2.15)
Les mesures de pression sont notées pobs. Le problème de minimisation est
alors le suivant : min
1
2
||p(u)− pobs||2L2 +
α
2
||Bu||||2L2
u ∈ L2([0, T ]×B)
(2.16)
On reconstruit alors la pression initiale par une méthode itérative de mini-
misation, comme la méthode du gradient conjugué. Pour calculer le gradient de
la fonction, on utilise la méthode de l’adjoint.
2.1.3 Reconstruction simultanée de la vitesse et de la pres-
sion initiale
Toutes les méthodes présentées précédemment supposent une vitesse acous-
tique connue, qu’elle soit constante ou non. Cependant, l’objet que l’on cherche
à imager est à priori inconnue et sa vitesse également. Cela est problématique
du point de vue de l’inversion : P. Stefanov et G. Uhlmann ont montré que la
recontruction simultanée de la vitesse acoustique et de la pression initiale est
instable [71]. On considère l’équation de propagation acoustique suivante
∂2p
∂t2
− c2∆p = 0, (t, x) ∈ [0, T ]× Rn,
p(0, x) = f(x),
∂p
∂t
(0, x) = 0.
(2.17)
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avec c = c(x) > 0 et T > 0. Les mesures acoustiques sur le bord du domaine
sont modélisées par l’opérateur
Λ1f = p|[0,T ]×∂Ω. (2.18)
On a alors le résultat suivant
Théoreme 2.1.5
Il n’existe pas d’estimation de stabilité du type
||δf ||Hs1 (Ω) + ||δc2||Hs1 (Ω) ≤ C||δΛ1{δf, δc2}||Hs2 ,
quelque soit s1 ≥ 0, s2 ≥ 0.
2.2 Inversion optique
L’inversion optique est la reconstruction des coefficients d’absorption et de
diffusion µa etD ainsi que du coefficient de Grüneisen Γ dans le domaine observé
à partir de la connaissance de la pression initiale p0 = Γµau dans le même
domaine pour un nombre I d’illuminations g sur le bord.{
−∇ ·D(x)∇ui(x) + µa(x)ui(x) = 0, x ∈ Ω
ui(x) = gi(x), x ∈ ∂Ω
(2.19)
2.2.1 Première méthode
La méthode proposée par G. Bal et K. Ren [19, 17] considère deux illumina-
tions g1 et g2 sur ∂Ω et leurs pressions initiales assiociées notées H1 et H2. Bien
choisies, elles permettent d’avoir deux relations indépendantes (notées σ et q)
entre les coefficients déterminées de manière unique. Ces deux fonctionnelles σ
et q sont définies comme suit :
σ =
√
D
Γµa
(2.20)
q = −
(
∆
√
D√
D
+
µa
D
)
(2.21)
Proposition 2.2.1
Quelque soit le nombre d’illuminations g sur ∂Ω, la connaissance de la quan-
tité H = Γµau ne permet pas de reconstruire les trois coefficients (D,µa,Γ).
Cependant, si un des coefficients est connu, les deux autres peuvent être
déterminés de manière unique.
Corollaire 2.2.1
Soient les deux relations σ et q connues.
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1. Si Γ est connu, on peut déterminer de manière unique les coefficients
(µa, D)
2. Si D est connu, on peut déterminer de manière unique les coefficients
(Γ, µa)
3. Si µa est connu, on peut déterminer de manière unique les coefficients
(Γ, D)
En pratique, on considère le plus souvent le cas 1 avec Γ connu, et on cherche
alors à déterminer µa et D. Leur connaissance présente un plus grand intérêt
d’un point de vue médical [19].
Cas de la reconstruction d’un seul coefficient
On considère ici que deux des coefficients sont connus et qu’on veut recons-
truire le troisième.
— Pour reconstruire Γ, il suffit de trouver u par l’équation de diffusion puis
de calculer Γ = Hµau
— Pour reconstruire µa, on résout−∇ ·D(x)∇u(x) +
H
Γ
= 0, x ∈ Ω
u(x) = g(x), x ∈ ∂Ω
(2.22)
On a alors :
µa =
H
Γu
(2.23)
— Pour reconstruireD, on calcule d’abord u = HΓµa puis on résout l’équation
(2.22) pour D en connaissant la valeur de D sur ∂Ω. D est déterminé de
manière unique si u est assez régulière et si elle ne s’annule pas.
Méthode pour deux coefficients
On introduit le champ vectoriel β défini à partir des deux pressions initiales
H1 et H2 par
β = H21∇
H2
H1
, (2.24)
ainsi que le vecteur unitaire β̂ = β|β| . Les deux quantités σ et q sont connues
à partir de H1 et H2. Il faut alors résoudre l’équation de transport suivante
−∇(σ2|β|)β̂ = 0, dans Ω
σ2|β| =
√
D|∂Ω
Γ|∂Ωµa|∂Ω
, sur ∂Ω
(2.25)
Résoudre cette équation permet de connaître σ2 = Du21.
Inconvénients de la méthode
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Cette méthode présente un inconvénient important : pour être valable il faut
que la fluence du laser ne s’annule jamais dans le domaine Ω. Cela est vrai si
l’illumination est strictement positive sur tout le bord du domaine. En pratique
cependant, le laser éclaire une petite partie du bord : le faisceau est très localisé
sur une largeur de l’ordre du centimètre. Pour des applications sur des données
expérimentales, cette méthode ne va donc pas fonctionner.
2.2.2 Inversion optique pour des paramètres constants par
morceaux
Les travaux concernant la reconstruction d’un milieu constant par morceaux
de W. Naetar et O. Scherzer [57] partent du constat que la reconstruction des
paramètres optiques Γ, µa et D est impossible quel que soit le nombre d’illu-
minations g sur le bord du domaine Ω. Il n’y a unicité de reconstruction que
dans le cas de deux illuminations différentes et pour deux coefficients optiques
uniquement. Pour dépasser ce problème de non-unicité, les coefficients optiques
sont supposés constants par morceaux, soit pour un domaine Ω découpé en
sous-domaines (Ωm)Mm=1
Ω =
M⋃
m=1
Ωm,
µa =
M∑
m=1
µm1Ωm ,
D =
M∑
m=1
Dm1Ωm ,
Γ =
M∑
m=1
Γm1Ωm .
(2.26)
Le premier objectif décrit dans ce papier est de montrer qu’on peut recons-
truire les discontinuités du milieu Ω, l’ensemble des sauts
⋃
m
∂Ωm des paramètres
optiques, à partir de la connaissance de la pression initiale photoacoustique
H = Γµau. On note pour k ≥ 0 l’ensemble des discontinuités d’une fonction
f ∈ L∞(Ω) et de ses dérivées jusqu’à l’ordre k
Jk(f) = Ω \
⋃
{B ⊂ Ω|B ouvert et f ∈ Ck(B)}.
Proposition 2.2.2
Soient µa, D, et Γ de la forme (2.26), la fluence u =
∑
m
um1Ωm et la pression
initiale H =
∑
m
Hm1Ωm tels que |∇um · ν| > 0 presque partout. Alors
J0(µa) ∪ J0(D) ∪ J0(Γ) = J2(H).
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En d’autres termes, l’ensemble des discontinuités de la dérivée seconde de
H est le même que celui des trois coefficients optiques. Une fois l’ensemble des
discontinuités connu, on doit alors reconstruire les coefficients.
Proposition 2.2.3
Soient µa, D, et Γ de la forme (2.26), avec Ωm la décomposition de Ω connue.
Soient la fluence u =
∑
m
um1Ωm et la pression initiale H =
∑
m
Hm1Ωm tels
que |∇un ·ν| > 0 sur chaque interface Imn = ∂Ωm∩∂Ωn. De plus, supposons
(µn,Γn, Dn) connus dans certains sous domaines Ωn. Alors les paramètres
µa, D, Γ peuvent être déterminés de manière unique à partir de la connais-
sance de la pression initiale H.
Mise en oeuvre numérique
La reconstruction numérique des coefficients optiques constants par mor-
ceaux à partir de plusieurs (Hk)Kk=1 (pour différentes illuminations) se fait en
deux étapes.
1. Détecter les sauts de (Hk)Kk=1, (∇Hk)Kk=1 et (∆Hk)Kk=1, puis grâce à une
technique de segmentation d’image estimer les sous domaines (Ω̂m)Mm=1
où les paramètres optiques sont constants et donc où la fluence u est
régulière.
2. Connaissant ensuite la décomposition du domaine (Ω̂m)Mm=1 et des valeurs
de référence (Γ1, µ1, D1), utiliser les valeurs des sauts de (Hk)Kk=1 et
(∇Hk · ν)Kk=1 sur les interfaces estimées, et les valeurs de (∆H
k
Hk
)Kk=1 pour
retrouver les valeurs de µa, D, et Γ dans tout le domaine Ω.
2.3 Inversion photoacoustique en une seule étape
Même si la plupart des travaux considèrent séparément les inversions acous-
tique et optique, on peut envisager d’inverser les équations de photoacoustique
en une seule étape. T. Ding, K. Ren et S. Vallélian [29] présentent une méthode
d’inversion qui permet à partir de plusieurs mesures acoustiques sur le bord de
reconstruire le coefficient d’absorption et la vitesse acoustique dans le milieu,
en supposant pour simplifier que les coefficients D et Γ sont connus.
On considère le problème photoacoustique modélisé par l’équation de diffu-
sion et l’équation de propagation des ondes. Il faut alors inverser le problème
non linéaire suivant
∂p
∂n
|(0,T )×∂Ω = Λ(c, µa; g), (2.27)
où g est l’illumination du laser. Il n’existe pas de résultat d’unicité pour la
reconstruction simultanée de la vitesse et de l’absorption. Cet article présente
une méthode de reconstruction numérique en utilisant plusieurs illuminations.
La méthode d’inversion utilisée met en oeuvre l’approximation de Born.
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On note la vitesse et l’absorption comme la somme d’une valeur connue et
d’une perturbation :
c(x) = c0(x) + c̃(x), et µa(x) = µ0(x) + µ̃(x). (2.28)
La fluence du laser et la pression se notent alors également de la manière
suivante
uj(x) = u
0
j (x) + ũj(x), et p(x, t) = p
0
j (x) + p̃j(x). (2.29)
où les 1 ≤ j ≤ correspendent à l’illumination laser gj correspondante. La
perturbation dans les données de pression se note alors
∂p̃j
∂n
|(0,T )×∂Ω = Λjc(c0, µ0)c̃+ Λjµ(c0, µ0)µ̃ (2.30)
En prenant en compte toutes les données provenant des différentes illumina-
tions, on écrit alors le système d’inconnues suivant
Λc,µ(c0, µ0)
(
c̃
µ̃
)
=
∂p̃j
∂n
. (2.31)
Reconstruction
L’inversion du système linéaire (2.31) se fait grâce à la méthode des itéra-
tions de Landweber. A partir d’une valeur donnée d’initialisation, les itérations
suivantes se calculent de la manière suivante pour k ≥ 0(
c̃k+1
µ̃k+1
)
= (I − τΛ ∗c,µ (c0, µ0)Λc,µ(c0, µ0))
(
c̃
µ̃
)
+ τΛ ∗c,µ (c0, µ0)
∂p̃
∂n
. (2.32)
avec le paramètre τ tel que 0 < τ < 2/Σ2, Σ étant la plus grande valeur
singulière de Λc,µ(c0, µ0), et Λ∗c,µ (c0, µ0) est l’opérateur adjoint de Λc,µ(c0, µ0).
Ce chapitre présente les méthodes existantes de reconstruction en photoa-
coustique. Nous nous concentrons dans la suite sur les méthodes itératives ainsi
que sur la méthode du retournement temporel car nous étudions des milieux
présentant des vitesses acoustiques variables spatialement. Le chapitre suivant
décrit ces travaux, à savoir la résolution du problème inverse photoacoustique
dans un milieu constant par morceaux.
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Chapitre 3
Modèle de correction de la
vitesse acoustique
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La vitesse acoustique d’un milieu biologique est à priori inconnue, bien que
proche de celle de l’eau. On considère que les variations de vitesse dans les tis-
sus mous présente des variations qui peuvent aller jusqu’à 10% de la vitesse
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acoustique dans l’eau [78]. Les méthodes de reconstruction en photoacoustique
supposent en général une vitesse connue et égale à la vitesse acoustique dans
l’eau. Cette hypothèse induit des erreurs dans l’inversion qui peuvent être im-
portantes. Nous cherchons ici à établir un modèle de correction de la vitesse
acoustique. L’idée est d’établir un lien entre les propriétés optiques du milieu et
ses propriétés acoustiques.
3.1 Hypothèses et construction du modèle de cor-
rection de la vitesse
Pour établir ce lien entre propriétés acoustiques et propriétés optiques, nous
allons simplifier le milieu et considérer un milieu composé d’un mélange de sang
et d’eau. La vitesse acoustique dans l’eau étant différente de la vitesse acoustique
dans le sang, la vitesse dans le milieu va dépendre de la quantité d’eau et de
sang dans le mélange. Par ailleurs, l’absorption optique dans le mélange va être
principalement causée par l’hémoglobine (comme dans un milieu biologique), et
va donc également dépendre de la quantité de sang dans le mélange. Nous allons
ainsi pouvoir établir un lien entre la vitesse acoustique dans ce mélange et son
absorption optique.
3.1.1 Vitesse acoustique dans un mélange
Nous simplifions le milieu et considérons qu’il n’est composé que d’eau et de
sang. La vitesse acoustique dans le mélange d’eau et de sang dépend alors de la
quantité d’eau et de sang respectives dans le mélange. La fraction volumique de
sang dans le milieu est dénotée fsang, la fraction volumique de l’eau est alors
feau = 1− fsang. On calcule la densité de la solution :
ρsol = ρeau(1− fsang) + ρsangfsang, (3.1)
soit
ρsol = ρeau + fsang(ρsang − ρeau). (3.2)
La vitesse du son dans un mélange se calcule de la manière suivante en
fonction des propriétés de chacun des deux composants du mélange [43] :
cs =
√
KeauKsang
(fsangKeau + (1− fsang)Ksang)ρsol
(3.3)
avec Keau et Ksang les modules de Bulk de l’eau et du sang. On réécrit
finalement :
cs =
√
KeauKsang
(fsangKsang + (1− fsang)Ksang)(ρeau + fsang(ρsang − ρeau))
(3.4)
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3.1.2 Absorption dans le mélange
Le coefficient d’absorption dans le mélange est la somme des coefficients
d’absorption des composants du mélange. On considère que l’absorption du sang
est uniquement causée par l’hémoglobine. L’absorption dans le milieu vérifie
alors la relation suivante :
µa(λ) = 2.303 · [Hb]sol · αHb(λ) + 2.303 · [Eau]sol · αeau(λ) (3.5)
où [.]sol est la concentration totale du composant dans la solution, et les
α(λ) sont les coefficients d’extinction molaire de chaque composant. Nous allons
considérer que la quantité d’eau dans le mélange est constante. En effet, comme
nous considérons à la fois l’eau ajoutée dans le mélange et l’eau présente dans
le sang, cette approximation est valable. Par ailleurs, l’absorption de l’eau est
très faible par rapport à l’absorption de l’hémoglobine, la quantité d’eau totale
considérée n’a donc pas d’incidence importante sur le coefficient d’absorption
calculé. Le coefficient d’absorption total peut alors être réécrit :
µa(λ) = 2.303 · [Hb]sol · αHb(λ) + µeaua (λ) (3.6)
La valeur du terme µeaua (λ) est considéré comme étant celle du coefficient
d’absorption de l’eau pure. On peut réécrire la concentration en hémoglobine
comme une fonction de la fraction volumique de sang. La concentration en
hémoglobine dans le sang est en effet considérée comme constante et valant
[Hb]sang = 2, 3 · 10−3mol/L.
L’absorption devient alors :
µa(λ) = 2.303 · [Hb]sang · fsang · αHb(λ) + µeaua (λ) (3.7)
On choisit λ dans le proche infrarouge : on a alors µwatera (λ) = 10−5m−1, ce
qui permet de réécrire l’expression précédente avec des valeurs numériques.
µa = 5.3fsang + µ
eau
a (3.8)
On veut maintenant remplacer le terme en fsang en le réécrivant en fonction
du coefficient d’absorption :
fsang =
µa − µeaua
5.3
=
µa − µeaua
a
(3.9)
Ce qui donne finalement l’expression suivante pour la vitesse acoustique dans
le mélange de sang et d’eau :
cs =
√
KeauKsang
(
µa−µeaua
a Keau + (1−
µa−µeaua
a )Ksang)(ρeau +
µa−µeaua
a (ρsang − ρeau))
(3.10)
On peut alors à partir de cette expression tracer les valeurs de la vitesse
acoustique tout d’abord en fonction de la fraction volumique de sang, puis di-
rectement en fonction du coefficient d’absorption (Figure 3.1).
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(a) Vitesse acoustique en fonction de la fraction volumique
de sang
(b) Vitesse acoustique en fonction de l’absorption
Figure 3.1 – Valeurs de la vitesse acoustique dans un mélange de sang et d’eau.
3.1.3 Approximation de la vitesse acoustique
Nous pouvons maintenant établir la relation entre l’absorption optique et la
vitesse acoustique. Dans l’équation de propagation des ondes, la vitesse acous-
tique apparaît sous la forme 1c2s ,
1
c2s
=
(fsangKeau + (1− feau)Ksang)(ρeau + fsang(ρsang − ρeau))
KeauKsang
. (3.11)
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On peut la réécrire sous cette forme :
1
c2s
= A(µa − µeaua )2 +B(µa − µeaua ) + C, (3.12)
avec
A =
(Keau −Ksang)(ρsang − ρeau)
KeauKsanga2
,
B =
Keauρeau −Ksangρeau + (ρsang − ρeau)Ksang
KeauKsanga
,
C =
ρeau
Keau
.
et en prenant les valeurs numériques de chacun des termes :
A = −1.49 · 10−10 s2
B = −8.05 · 10−9 m−1s2.
Le terme C correspond à la valeur de la vitesse acoustique dans l’eau uni-
quement. En effet, on remarque qu’en prenant µa = µeaua dans l’expression de
la vitesse du son établie précédemment, on obtient :
1
c2s
= C =
ρeau
Keau
cs =
√
Keau
ρeau
= ceau = 1500 m · s−1.
On veut maintenant calculer la vitesse acoustique avec un développement de
Taylor.
cs =
√
1
1
c2eau
(1 + (µa − µeaua )2Ac2eau + (µa − µeaua )Bc2eau)
= ceau(1 + (µa − µeaua )2Ac2eau + (µa − µeaua )Bc2eau)−
1
2
(3.13)
Comme
(µa − µeaua )2Ac2eau ∼ 10−2 << 1
et
(µa − µeaua )Bc2eau ∼ 10−1 << 1
on a
(1+(µa−µeaua )2Ac2eau+(µa−µeaua )Bc2eau)−
1
2 = 1−1
2
(µa−µeaua )2Ac2eau−
1
2
(µa−µeaua )Bc2eau
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On néglige le terme en (µa − µwatera )2 et on obtient finalement
cs = ceau(1−
1
2
(µa − µeaua )Bc2eau)
= ceau −
1
2
(µa − µeaua )Bc3eau
= ceau + ε(µa − µeaua ).
(3.14)
avec ε = abs(Bc
3
water
2 ).
Ce modèle permet donc d’obtenir une expression de la vitesse acoustique qui
fait intervenir une correction par rapport à la vitesse de l’eau. Cette correction
est exprimée en fonction du coefficient d’absorption du mélange, nous avons donc
bien une relation entre la vitesse acoustique et l’absorption optique du milieu.
Nous allons ensuite l’appliquer dans le cas d’un milieu constant par morceaux.
3.1.4 Expression de la vitesse dans un milieu constant par
morceaux
L’expression précédente a été obtenue par des considérations physiques, nous
allons maintenant établir une relation du même type d’un point de vue mathé-
matique pour un milieu constant par morceaux. D’un point de vue médical,
cette approximation reste réaliste si on considère par exemple comme applica-
tion la détection de tumeurs dans un tissu sain. Le tissu sain est le milieu connu
et est considéré comme homogène d’un point de vue optique et acoustique. On
suppose qu’à l’intérieur de ce tissu sain se trouve une tumeur cancéreuse dont
on ignore la position, la taille, et les propriétés acoustiques et optiques. On sait
cependant qu’un tissu cancéreux présente une vascularisation plus important
qu’un tissu sain, le coefficient d’absorption va donc être plus élevé du fait d’une
quantité plus importante de sang [68]. Mathématiquement, on définit le milieu
de la manière suivante : on considère un domaine Ω et une inclusion I à l’in-
térieur de ce domaine telle que I ⊂ Ω. Ce milieu est représenté sur la Figure
3.2.
Tous les coefficients du problème, à savoir l’absorption µa, la diffusion D et
la vitesse acoustique cs sont considérés constants par morceaux. Le coefficient
de Grüneisen Γ est connu et égal à 1.
µa(x) =
{
µ0 si x ∈ Ω \ I
µ1 si x ∈ I
(3.15)
D(x) =
{
D0 si x ∈ Ω \ I
D1 si x ∈ I
(3.16)
cs(x) =
{
c0 si x ∈ Ω \ I
c1 si x ∈ I
(3.17)
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Figure 3.2 – Schéma du milieu constant par morceaux avec une inclusion I.
On introduit χI la fonction caractéristique de l’inclusion I telle que :
χI(x) =
{
0 si x ∈ Ω \ I
1 si x ∈ I (3.18)
On cherche à établir une relation entre la vitesse acoustique et le coefficient
d’absorption. On réécrit d’abord les coefficients µa et cs en fonction de χI
µa(x) = µ0 + (µ1 − µ0)χI(x), (3.19)
cs(x) = c0 + (c1 − c0)χI(x), (3.20)
puis on exprime la vitesse en fonction du coefficient d’absorption
cs(x) = c0 +
c1 − c0
µ1 − µ0
(µa(x)− µ0). (3.21)
On pose
ε =
c1 − c0
µ1 − µ0
, (3.22)
Dans les tissus biologiques, les variations de vitesse acoustique sont de l’ordre
de 10%, alors que le coefficient d’absorption peut varier de manière beaucoup
plus importante selon la quantité d’hémoglobine présente. On a donc ε << 1,
ce qui correspond au modèle de vitesse déterminé dans la partie précédente. On
considère alors que le milieu environnant est constitué uniquement d’eau et que
le mélange d’eau et de sang est présent dans l’inclusion.
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3.1.5 Utilisation de la correction de vitesse dans la recons-
truction d’un milieu constant par morceaux
Résultat théorique
Proposition Considérons un milieu constant par morceaux présentant une
inclusion I (Figure 3.2), un coefficient de Grüneisen Γ = 1 et des coefficients
µa, D et cs tels que
µa(x) = µ0 + (µ1 − µ0)χI(x),
D(x) = D0 + (D1 −D0)χI(x),
cs(x) = c0 + (c1 − c0)χI(x).
Les trois coefficients µa, D et cs sont alors déterminés de manière unique à
partir de la connaissance du produit µ(x)u(x) pour x ∈ Ω.
Approximation de la vitesse acoustique
Nous avons établi précédemment une relation entre la vitesse acoustique et
le coefficient d’absorption
cs = ceau + ε(µa − µeaua )
= c0 + ε(µa − µ0)
(3.23)
En prenant le carré de la vitesse et en ne gardant que les termes au premier
ordre en ε on obtient
c2s = c
2
0 + 2εc0(µa − µ0). (3.24)
Dans le milieu Ω constant par morceaux, la vitesse cs présente les mêmes
discontinuités que le coefficient d’absorption µa. Or, la pression initiale générée
dans le milieu Ω se calcule de la manière suivante :
F (x) = p(x, 0)
= Γ(x)µa(x)u(x)
= µa(x)u(x).
(3.25)
La pression initiale F est donc continue par morceaux et présente les mêmes
discontinuités que le coefficient d’absorption µa et donc que la vitesse acoustique
cs. Nous souhaitons garder dans l’approximation les discontinuités de la vitesse
acoustique et nous allons donc en première approche écrire la vitesse acoustique
comme une fonction de la pression initiale F :
c2s(x) = c
2
0 + εF (x). (3.26)
3.2 Correction de la pression acoustique générée
A partir de cette approximation de la vitesse acoustique, on peut effectuer
une correction de la pression générée p(x, t) par une linéarisation du problème.
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La pression s’écrit alors comme la somme d’un terme p0(x, t) correspondant à la
pression générée avec une vitesse constante égale à celle de l’eau c0 et d’un terme
εp1(x, t) correspondant à la correction de pression induite par la correction de
vitesse.
p(x, t) = p0(x, t) + εp1(x, t), (3.27)
avec p0 et p1 qui vérifient les équations suivantes :
∂2p0(x, t)
∂t2
− c20∆p0(x, t) = 0, (x, t) ∈ Ω ∪ Ωc × [0, T ]
p0(x, 0) = F (x), x ∈ Ω
∂p0(x, 0)
∂t
= 0, x ∈ R3
(3.28)

∂2p1(x, t)
∂t2
− c20∆p1(x, t) = F (x)∆p0(x, t), (x, t) ∈ Ω ∪ Ωc × [0, T ]
p1(x, 0) = 0, x ∈ Ω
∂p1(x, 0)
∂t
= 0, x ∈ R3
(3.29)
3.2.1 Amélioration de l’erreur L2
La reconstruction photoacoustique s’effectue à partir des données de pres-
sion sur le bord de Ω mesurées pendant un temps T . Ces mesures sont appelées
pobs(x, t) pour x ∈ ∂Ω et t ∈ [0, T ]. Nous allons comparer ces mesures acous-
tiques avec celles générées par une vitesse acoustique constante ainsi qu’avec le
modèle de pression corrigé précédemment. Nous allons ainsi déterminer l’amélio-
ration qu’apporte notre modèle pour la génération de la pression pour différentes
valeurs de ε. Les valeurs de pobs sont générées numériquement avec la vraie vi-
tesse cs(x) = c0 + (c1 − c0)χI(x), et nous calculons d’une part l’erreur L2 entre
pobs et p0 et d’autre part l’erreur entre pobs et p0 + εp1.
La figure 3.3 présente en rouge l’erreur L2 entre les données pobs et la pression
générée à vitesse constante p0 et en bleu l’erreur L2 entre les données pobs et la
pression corrigée par le modèle p0 +εp1, en fonction des différentes valeurs de ε.
Les valeurs choisies ici varient entre 0 et 0.4 ce qui correspond à une variation de
vitesse acoustique de 0 à 10% par rapport à la vitesse de l’eau c0 dans l’inclusion.
On remarque donc que le modèle corrigé de pression améliore la simulation des
données sur le bord, pour ε = 0.4 par exemple, l’erreur L2 passe de 0.16 à 0.12.
L’approximation de la vitesse acoustique permet donc d’améliorer le modèle de
la propagation acoustique.
3.3 Reconstruction numérique : première méthode
On cherche à résoudre le problème inverse photoacoustique en entier en
faisant intervenir ce modèle de correction de la vitesse acoustique. Les deux
inversions sont réalisées successivement.
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Figure 3.3 – Erreur L2 entre les données et la pression générée par le modèle.
3.3.1 Inversion acoustique avec correction de vitesse
Pour reconstruire la pression initiale F dans Ω à partir des mesures pobs de
pression sur le bord, nous allons utiliser une méthode de minimisation par gra-
dient conjugué. Nous cherchons donc à minimiser la fonctionnelle J(F ) définie
par :
J(F ) =
1
2
∫ T
0
∫
∂Ω
(p0(x, t) + εp1(x, t)− pobs)2dtdx. (3.30)
La dérivée de J par rapport à F est :
DJ(F ) =
∫ T
0
∫
∂Ω
(p̂0(x, t) + εp̂1(x, t))(p0(x, t) + εp1(x, t)− pobs)dtdx. (3.31)
p̂0 et p̂1 sont les dérivées de p0 aet p1 par rapport à F. Elles vérifient les
équations suivantes :

∂2p̂0(x, t)
∂t2
− c20∆p̂0(x, t) = 0, (x, t) ∈ Ω ∪ Ωc × [0, T ]
p̂0(x, T ) = δF, x ∈ Ω
∂p̂0(x, T )
∂t
= 0, x ∈ R3
(3.32)
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
∂2p̂1(x, t)
∂t2
− c20∆p̂1(x, t) = δF∆p0(x, t) + F∆p̂0(x, t), (x, t) ∈ Ω ∪ Ωc × [0, T ]
p̂1(x, T ) = 0, x ∈ Ω
∂p̂1(x, T )
∂t
= 0, x ∈ R3
(3.33)
Pour calculer le gradient de la fonction J nous allons utiliser la méthode
de l’adjoint. Le modèle adjoint de ces équations se détermine en effectuant une
intégration par parties avec deux fonctions q0 pour p̂0 et q1 pour p̂1. Ces fonctions
sont les solutions respectives des systèmes d’équations suivants :

∂2q0(x, t)
∂t2
− c20∆q0(x, t) = 0, (x, t) ∈ Ω ∪ Ωc × [0, T ]
q0(x, T ) = 0, x ∈ Ω
[q0] = 0, (x, t) ∈ ∂Ω× [0, T ][
∂q0(x, t)
∂ν
]
= p0(x, t) + εp1(x, t)− pobs, (x, t) ∈ ∂Ω× [0, T ]
∂p1(x, T )
∂t
= 0, x ∈ R3
(3.34)

∂2q1(x, t)
∂t2
− c20∆q1(x, t) = F
∂2q0
∂t2
(x, t), (x, t) ∈ Ω ∪ Ωc × [0, T ]
q1(x, T ) = 0, x ∈ Ω
∂q1(x, T )
∂t
= 0, x ∈ R3
(3.35)
Le gradient de J par rapport à F peut désormais être calculé à partir des
précédentes équations.
< DJ, δF > =
∫
∂Ω
∫ T
0
DJ · δF =
∫
∂Ω
∫ T
0
(p̂0(x, t) + εp̂1(x, t))(p0(x, t) + εp1(x, t)− pobs)dxdt
=
∫
∂Ω
∫ T
0
(p̂0(x, t) + εp̂1(x, t))
[
∂q0(x, t)
∂ν
]
dxdt
=
∫
Ω
∫ T
0
(∆(p̂0 + εp̂1)q0 − (p̂0 + εp̂1)∆q0)dxdt
=
1
c20
∫
Ω
∫ T
0
(∂tt(p̂0 + εp̂1)q0 − ∂ttq0(p̂0 + εp̂1))dxdt−
ε
c20
∫
Ω
∫ T
0
(δF∆p0 + F∆p̂0)q0dxdt
= − 1
c20
∫
Ω
[∂tq0(p̂0 + εp̂1]
T
0 −
ε
c20
∫
Ω
∫ T
0
(δF∆p0 + F∆p̂0)q0dxdt
=
∫
Ω
δF (− ε
c20
∫ T
0
∆p0 · q0 +
1
c20
∂tq0(x, 0))dx−
ε
c40
∫ T
0
∫
Ω
F∂ttp̂0 · q0dxdt.
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On calcule le dernier terme :
ε
c40
∫ T
0
∫
Ω
F∂ttp̂0 · q0dxdt =
ε
c40
∫
Ω
F [∂tp̂0 · q0 − p̂0∂tq0]T0 −
ε
c40
∫ T
0
∫
Ω
F p̂0∂ttq0dxdt
= − ε
c40
∫
Ω
δF · F∂tq0(x, 0)dxdt−
ε
c40
∫ T
0
∫
Ω
(∂ttq1 − c20∆q1)p̂0dtdx
= − ε
c40
∫
Ω
δF · F∂tq0(x, 0)dxdt−
ε
c40
∫
Ω
[∂tq1p̂0 − q1∂tp̂0]T0 dx
=
ε
c40
∫
Ω
δF (−F∂tq0(x, 0)dxdt+ ∂tq2(x, 0))dx.
On obtient finalement l’expression du gradient de J par rapport à F :
< DJ, δF >=
∫
Ω
δF (
1
c20
∂tq0(x, 0)−
ε
c20
∫ T
0
∆p0·q0dt+
ε
c40
∂tq2(x, 0)−
ε
c40
F∂tq0(x, 0))dx.
L’expression du gradient de J permet donc d’utiliser la méthode du gradient
conjugué et d’obtenir une reconstruction de F .
Méthode de minimisation
La méthode de Newton est une méthode itérative qui permet de trouver
les zéros d’une fonction donnée grâce à sa dérivée. Considérons une fonction
f : R→ R. La valeur de f(xk) est approchée par sa tangente :
y = f ′(xk)(x− xk) + f(xk). (3.36)
En prenant y à zéro, la valeur correspondante de x est notée xk+1. On a
alors
0 = f ′(xk)(xk+1 − xk) + f(xk), xk+1 = xk −
f(xk)
f ′(xk)
. (3.37)
En partant d’une valeur initiale x0, les approximations successives sont cal-
culées de manière itérative.
On peut généraliser cette méthode avec une fonction différentiable f : Rn →
Rn :
xk+1 = xk −∇f(xk)−1f(xk).
En pratique, le gradient de f n’est pas toujours inversible. Dans ce cas on
utilise plutôt la méthode du gradient conjugué. Cette méthode met en oeuvre
le conjugué du gradient plutôt que son inverse. Les itérations successives sont
calculées avec la formule de récurrence
xk+1 = xk + αkdk. (3.38)
αk est un coefficient positif calculé à chaque itération par une recherche
linéaire. Le calcul de αk permet de réduire le nombre d’itérations de la minimi-
sation, mais il ne doit cependant pas prendre trop de temps. Le meilleur choix
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est de prendre la valeur qui minimise la fonction Φ(α) = f(xk + αdk), mais il
nécessite en pratique un trop grand nombre d’évaluations de la fonction. On
utilise souvent la condition de Wolfe, avec c ∈ [0, 1] :
f(xk + αdk) ≤ f(xk) + cα∇fTk dk. (3.39)
Une des méthodes utilisées pour trouver un α vérifiant cette dernière condi-
tion est de tester un ensemble de valeurs de α et de stopper la recherche quand
la condition est vérifiée.
dk est la direction de recherche de l’algorithme :
dk+1 = −∇f(xk+1)T + βkdk,
d0 = −∇f(x0)T .
(3.40)
Différents choix de βk sont possibles, et correspondent à différentes méthodes
de gradient conjugué.
Initialisation
Le terme d’initialisation de la minimisation par gradients conjugués est ob-
tenu en calculant une première reconstruction de F par la méthode du retourne-
ment temporel. On suppose alors la vitesse connue et égale à la constante c0 du
milieu environnant. La minimisation permettra ensuite de corriger cette valeur
grâce au modèle de correction de la vitesse et de la pression.
3.3.2 Inversion optique
La première inversion donne donc une reconstruction de la pression initiale
F . Pour pouvoir effectuer l’inversion il faut disposer de deux pressions initiales
correspondant à deux illuminations différentes du laser sur le bord du domaine.
A partir de ces deux données reconstruites, nous allons chercher à identifier le
contour de l’inclusion par segmentation d’image. En effet, la pression initiale
F présente les mêmes discontinuités que le coefficient d’absorption µa. Une
fois le contour identifié, il ne reste qu’à retrouver les valeurs des coefficients
d’absorption et de diffusion µ1 et D1 à l’intérieur de l’inclusion. On utilise une
méthode de minimisation sur les deux pressions initiales reconstruites.
Inconvénients
L’inconvénient majeur de cette méthode est qu’elle va induire une erreur
importante sur les coefficients optiques. En effet, la reconstruction acoustique
va générer une erreur sur le contour de l’inclusion, et elle va être conservée dans
la segmentation d’image. Une erreur même faible sur le contour de l’inclusion va
générer une erreur plus importante sur les coefficients optiques. Cette méthode
n’est donc pas très adaptée à la résolution du problème inverse photoacoustique
dans son intégralité.
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3.4 Reconstruction numérique : deuxième méthode
Nous présentons dans cette section une autre méthode de résolution du pro-
blème inverse optique, en supposant l’inversion acoustique effectuée et la pres-
sion initiale connue. Cette méthode ne fait donc pas intervenir le modèle de
correction de la vitesse dans la reconstruction, il s’agit d’une méthode de re-
construction des coefficients optiques pour un milieu constant par morceaux.
On considère donc un milieu constant par morceaux, avec une inclusion et
des coefficients optiques que l’on peut écrire de la manière suivante
µa(x) = µ0 + (µ1 − µ0)χI
D(x) = D0 + (D1 −D0)χI
(3.41)
On cherche ensuite à écrire le coefficient de diffusion D en fonction du coeffi-
cient d’absorption µa afin de le remplacer dans l’équation de diffusion. Cela est
possible en exprimant la fonction caractéristique de l’inclusion χI en fonction
du coefficient d’absorption puis de la remplacer dans l’expression du coefficient
de diffusion.
χI(x) =
1
µ(x) −
1
µ0
1
µ1
− 1µ0
(3.42)
ce qui permet d’obtenir l’expression de D suivante en introduisant le coeffi-
cient β
D(x) = D0 + β(
1
µ(x)
− 1
µ0
). (3.43)
On suppose que la quantité F = µau correspondant à la pression initiale
dans le domaine Ω est connue par la première inversion. La reconstruction des
coefficients optiques revient donc à résoudre l’équation suivante pour u(x) > 0
dans Ω : ∇ · ((D0 + β(
u(x)
F (x)
− 1
µ0
))u(x)) = F (x) x ∈ Ω
u(x) = g(x) x ∈ ∂Ω.
(3.44)
3.5 Résultats numériques
3.5.1 Simulation du problème direct
Le domaine Ω choisi dans les simulations numériques est le carré [−1, 1] ×
[−1, 1], les solutions de l’équation de diffusion et l’équation d’onde sont calculées
avec une méthode de différences finies.
On considère dans les simulations que l’illumination g est strictement posi-
tive sur ∂Ω. De cette manière, la fluence u sera également strictement positive.
On la calcule en résolvant l’équation par une méthode de différences finies avec
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une condition de Dirichlet sur le bord. La pression initiale est alors le produit
de la fluence u et du coefficient d’absorption µa le coefficient de Grüneisen Γ
étant considéré connu et égal à 1.
Pour la propagation de l’onde acoustique, on utilise également des différences
finies avec un schéma centré. On a la discrétisation suivante au point (i, j) et
au temps k :
∂2p(i, j, k)
∂x2
=
p(i− 1, j, k)− 2p(i, j, k) + p(i+ 1, j, k)
dx2
∂2p(i, j, k)
∂y2
=
p(i, j − 1, k)− 2p(i, j, k) + p(i, j + 1, k)
dy2
∂2p(i, j, k)
∂t2
=
p(i, j, k − 1)− 2p(i, j, k) + p(i, j, k + 1)
dt2
(3.45)
On choisit comme domaine de calcul un carré [−L,L]×[−L,L] plus grand que
le domaine Ω, de manière à ce que l’onde acoustique au temps T correspondant à
la fin de l’acquisition ne soit pas arrivée jusqu’au bord. On a ainsi une condition
p = 0 sur le bord du domaine de calcul. Ces domaines sont représentés sur la
figure 3.4.
Figure 3.4 – Pression initiale dans le domaine Ω.
On considère également qu’on a des données complètes, c’est à dire mesurées
sur tout le bord du domaine Ω. En pratique on récupère les mesures en chaque
point du maillage.
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3.5.2 Première méthode
Correction de la vitesse
La première méthode de recontruction avec correction de la vitesse a été
testée numériquement sur une donnée continue de pression initiale. On cherche
à éviter les problèmes numériques de propagation des singularités mais on veut
tout de même évaluer l’amélioration obtenue sur la reconstruction en ajoutant
le modèle correction de la vitesse développé dans ce chapitre.
Figure 3.5 – Pression initiale dans le domaine Ω.
La variation de vitesse acoustique par rapport à la vitesse de référence c0
varie dans le milieu entre 0 et 10%. Ce pourcentage correspond à une valeur de
ε de 0.4. La vitesse choisie est une fonction régulière qui a la même forme que
la pression initiale F .
La méthode de reconstruction se divise en différentes étapes :
1. Retournement temporel à vitesse constante c(x) = c0
2. Première estimation de la pression initiale F
3. Minimisation avec correction de la vitesse
4. Amélioration de la reconstruction de la pression initiale
Le tableau 3.6 donne les différentes erreurs obtenues lors des étapes de re-
contruction : l’erreur obtenue pour un retournement temporel avec la vitesse
exacte non constante dans le domaine, puis l’erreur obtenue pour un retour-
nement temporel à vitesse constante et enfin l’erreur obtenue après la dernière
étape de minimisation. On remarque donc que par rapport au retournement
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Erreur L2
RT vraie vitesse 0.0373
RT vitesse constante 0.0737
+ minimisation 0.0617
Figure 3.6 – Erreurs L2 de reconstruction de la pression initiale
temporel à vitesse constante, on passe d’une erreur de 0.0737 à une erreur de
0.0617. La reconstruction est sensiblement améliorée, mais le modèle développé
pour la correction présente de nombreuses approximations ce qui ne permet pas
d’obtenir une amélioration plus grande.
Reconstruction des coefficients optiques
Nous cherchons ici à tester la méthode de reconstruction optique pour des co-
efficients constants par morceaux. Comme une petite erreur sur la reconstruction
du contour de l’inclusion génère une erreur trop importante sur la reconstruction
des coefficients optiques, nous partons ici de données de pression initiale exactes,
c’est à dire du produit de la solution de l’équation de diffusion et du coefficient
d’absorption. On considère toujours le coefficient de Grüneisen connu et égal à 1.
On dispose de deux données de pression initiales correspondant à deux illu-
minations laser pour effectuer la reconstruction. Les deux valeurs de g sur le
bord de Ω, g1 et g2 sons choisies telles que{
g1(x, y) = x+ 4
g2(x, y) = y + 4
(3.46)
et génèrent respectivement des fluences u1 et u2 dans le milieu. Les deux
données de pression initiales sont alors F obs1 et F obs2 , avec
F obs1 = µau1
F obs2 = µau2
(3.47)
La fluence du laser u1 calculée pour g1 est représentée sur la figure 3.7, et la
pression initiale F obs1 est représentée sur la figure 5.24.
On souhaite minimiser la fonctionnelle J suivante par rapport à µ1 et à D1
les valeurs d’absorption et de diffusion dans l’inclusion :
J(µa, D) =
1
2
∫
Ω
(F1(x)− F obs1 (x))2dx+
1
2
∫
Ω
(F2(x)− F obs2 (x))2dx. (3.48)
Calculons le gradient de la fonctionnelle J par rapport aux coefficients µa et
D par la méthode de l’adjoint. On le note DJ(µa, D) et on peut écrire
DJ(µa, D) = DJ
1(µa, D) +DJ
2(µa, D) (3.49)
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Figure 3.7 – Fluence calculée pour l’illumination g1.
Figure 3.8 – Pression initiale calculée pour l’illumination g1.
les indices 1 et 2 correspondant à chacune des deux données de pression.
Détaillons le calcul pour le cas général J(µa, D) = 12
∫
Ω
(F (x)− F obs(x))2dx.
DJ(µa, D) =
∫
Ω
F̂ (F − F obs)dx. (3.50)
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avec F̂ = F (µa + δµ,D + δD) = Γµaû(x) + Γu(x).
Pour une illumination g sur ∂Ω la fluence du laser dans le milieu est la
solution de l’équation de diffusion suivante :{
−∇ ·D(x)∇u(x) + µa(x)u(x) = 0, x ∈ Ω
u(x) = g(x) x ∈ ∂Ω.
(3.51)
La dérivée û(x) de u(x) par rapport à µa et D verifie :
{
−∇ ·D(x)∇û(x) + µa(x)û(x) = −δµu+∇ · δD∇u, x ∈ Ω
û(x) = 0 x ∈ ∂Ω
(3.52)
L’adjoint q(x) de u(x) est alors la solution de :{
−∇ ·D(x)∇q(x) + µa(x)q(x) = F − F obs, x ∈ Ω
q(x) = 0 x ∈ ∂Ω.
(3.53)
On calcule maintenant le gradient de J par rapport à µa et D
< DJ, δµa > =
∫
Ω
F̂µ(F − F obs)dx
=
∫
Ω
(Γµaûµ(x) + Γu(x))(−∇ ·D(x)∇q(x) + µa(x)q(x))dx
=
∫
Ω
(Γµaq(x)(−∇ ·D(x)∇û(x) + µa(x)û(x))dx
= −
∫
Ω
δµΓµaq(x)u(x)dx
= −µ1
∫
χI
δµΓq(x)u(x).
< DJ, δD > =
∫
Ω
F̂D(F − F obs)dx
=
∫
Ω
(ΓµaûD(x))(−∇ ·D(x)∇q(x) + µa(x)q(x))dx
=
∫
Ω
Γµaq(x)(−∇ ·D(x)∇û(x) + µa(x)û(x))dx
=
∫
Ω
(∇ · δD∇u(x))Γµaq(x)dx
=
∫
Ω
δDΓµa∇q(x) · ∇u(x)dx
= µ1
∫
χI
δDΓ∇q(x) · ∇u(x)dx.
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On obtient finalement
DµJ = −µ1
∫
χI
Γq(x)u(x)dx,
DDJ = µ1
∫
χI
Γ∇q(x) · ∇u(x)dx.
(3.54)
On peut alors effectuer la minimisation par gradients conjugués grâce à la
connaissance de ces gradients.
En partant de données de pression initiale exactes, on parvient à identifier
parfaitement le contour de l’inclusion. Les valeurs d’absorption et de diffusion
du milieu environnant D0 et µ0. On cherche donc à retrouver les valeurs de D1
et µ1 à l’intérieur de l’inclusion. La reconstruction est effectuée pour différents
pourcentages de bruit (entre 0 et 10%).
Figure 3.9 – Erreur de reconstruction de µ1 pour différents pourcentages de
bruit.
Les figures 3.9 et 3.10 représentent respectivement les erreurs obtenues sur
les coefficients µa et D. Les erreurs obtenues pour µa sont autour de 0.05 alors
que les erreurs obtenues pour D sont autour de 0.7.
On représente maintenant sur la figure 3.11 la courbe des erreurs L2 sur
µa(x) et D(x) dans tout le domaine Ω avec les valeurs de D1 et µ1 obtenues
précédemment.
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Figure 3.10 – Erreur de reconstruction de D1 pour différents pourcentages de
bruit.
Figure 3.11 – Erreur de reconstruction des coefficients optiques sur tout le
domaine Ω.
3.5.3 Deuxième méthode
Pour tester numériquement la seconde méthode de reconstruction, nous
avons considéré en première approche que le coefficient β est connu. Il s’agit
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alors uniquement de calculer la fluence u dans le domaine, tous les autres coeffi-
cients étant connus. Une fois le coefficient u obtenu, on obtient µa de la manière
suivante
µa =
u
F
. (3.55)
On utilise pour résoudre l’équation la méthode de Newton pour les équations
non linéaires avec Freefem++. Le résultat obtenu est représenté sur la figure 3.12
et l’erreur L2 sur le coefficient d’absorption est de 0.077.
Figure 3.12 – Coefficient d’absorption reconstruit.
3.6 Reconstruction à partir de données réelles
3.6.1 Dispositif expérimental
Une expérience de photoacoustique a été mise en place au laboratoire CREA-
TIS à Lyon, en collaboration avec le CEA-Leti. Le dispositif est constitué d’une
cuve d’eau, dans laquelle se trouve l’absorbeur, un fil de plastique de diamètre
0, 6mm. Le fil est excité par impulsions laser, et les données sont récupérées en
cercle autour du fil, à une distance de 3cm.
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Figure 3.13 – Schéma du dispositif expérimental (rapport
CEA/INSA/CREATIS Déc. 2010).
Le détecteur effectue une série de mesures tous les 6 degrés sur 180. Pour
chaque profil mesuré, une impulsion laser est émise. Le fil chauffe alors et émet
une onde acoustique circulaire se déplaçant jusqu’au détecteur. La durée d’ac-
quisition correspond au temps que met l’onde acoustique pour traverser un
diamètre du disque, soit 6cm : de cette manière, chaque profil de pression cor-
respond à un scan d’un diamètre du disque, toute la zone est bien sondée. Le
détecteur se déplace ensuite jusqu’à la position suivante et l’expérience est ré-
itérée. On récupère alors 31 profils de pression.
La première difficulté évidente est celle des données incomplètes : en effet,
le détecteur ne fournit des profils que sur un demi-cercle. Comme le problème
est connu à priori et que la configuration est symétrique radiale, la complétion
des données a été réalisée de manière simple, par une symétrie axiale sur le
second demi-cercle. D’autre part, une seconde difficulté est apparue : le début
de l’acquisition du détecteur était décorrélé de l’impulsion laser. Les données
ont donc été corrigées toujours par la connaissance préalable de la configuration
du problème.
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Figure 3.14 – Profils de pression mesurés (corrigés et complétés)
Sur la figure 3.14, on remarque bien le signal correspondant à l’onde de
pression émise par le fil, et à quel moment le signal est reçu par les détecteurs.
Dans le cas idéal d’un fil centré, le signal met un temps identique pour parvenir à
chaque détecteur : les petits décalages ici sont dus à des imprécisions de mesures
et à un léger décentrage du fil.
3.6.2 Reconstruction
La reconstruction a été effectuée par la méthode du retournement temporel à
vitesse constante. On retrouve cette fois la position et la taille du fil de manière
assez précise : le fil est reconstruit dans une zone d’environ 1mm de diamètre, ce
qui est proche de la taille réelle. On parvient même à repérer le léger décalage
du fil par rapport au centre.
Cette méthode de reconstruction ne prend cependant pas en compte les va-
riations de vitesse dans le milieu, ce qui est responsable du manque de précision
de la reconstruction.
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Figure 3.15 – Reconstruction des données par retournement temporel.
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Chapitre 4
Estimation de stabilité pour
un milieu stratifié
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Ce chapitre concerne l’étude de stabilité de la reconstruction des coefficients
d’absorption et de diffusion dans un milieu stratifié. La principale limitation
de l’imagerie photoacoustique est la dégradation de l’image en profondeur, ne
permettant l’accès qu’à des profondeurs assez faibles. Cela est dû à la fois à
l’absorption et à la diffusion optiques, qui diminuent de manière importante
et rapide le signal optique dans le milieu. L’intensité du signal acoustique gé-
néré diminue alors beaucoup avec la profondeur. L’objectif de ce chapitre est
d’analyser mathématiquement le problème de la faible profondeur en image-
rie photoacoustique. Plus précisément, supposant que le milieu est composé de
couches, nous établissons une estimation de stabilité qui montre que la recons-
truction photoacoustique est stable dans la région proche de la source optique
et qu’elle se détériore exponentiellement avec la profondeur. Ce calcul permet
d’avoir une justification mathématique rigoureuse de ce phénomène.
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4.1 Inversion photoacoustique dans un milieu stra-
tifié
Nous choisissons de nous placer dans un milieu stratifié, c’est-à-dire composé
de couches, dans le but d’avoir des coefficients optiques ne dépendant que d’une
variable spatiale. Nous considérons dans ce chapitre que la vitesse acoustique
est connue dans le milieu. La première étape du problème inverse photoacous-
tique est de reconstruire la pression initiale, qui est proportionnelle à l’énergie
absorbée localement dans le milieu, à partir des données mesurées. Mathéma-
tiquement, il s’agit d’un problème inverse de source linéaire pour l’équation de
propagation acoustique [15, 16, 5, 25, 28, 30, 34, 35, 38, 44, 45, 46, 60, 62, 67,
72, 73, 31]. Dans la deuxième étape, on reconstruit les coefficients d’absorption
et de diffusion optiques à partir du résultat de la première inversion qui fournit
la pression initiale générée dans tout le domaine.
En théorie, l’imagerie photoacoustique permet d’avoir à la fois un bon contraste
et une bonne résolution. Le contraste est dû principalement à la sensibilité de
l’absorption optique et des propriétés de diffusion du milieu dans le proche
infrarouge. Les différents tissus biologiques absorbent en effet différement les
photons à cette longueur d’onde. La résolution en imagerie photoacoustique est
liée au fait que les propriétés acoustiques du milieu sont indépendantes de ses
propriétés optiques, la longueur d’onde de l’ultrason généré par le phénomène
photoacoustique permet alors une bonne résolution.
En pratique, il a été observé dans différentes expériences que la profon-
deur d’imagerie, c’est-à-dire la profondeur maximale jusqu’à laquelle on peut
distinguer les structures internes du milieu avec une résolution acceptable, est
assez limitée en photoacoustique. Habituellement, elle est de l’ordre de quelques
millimètres. Ceci est principalement dû à la faible capacité de pénétration des
photons diffusés : le signal optique est atténué de manière significative par l’ab-
sorption et la diffusion dans le milieu biologique. C’est le même phénomène qui
est à l’origine des faibles profondeurs en tomographie optique. La pression géné-
rée dans le milieu étant proportionnelle à l’énergie optique déposée, l’intensité
du signal acoustique décroît très rapidement avec la profondeur.
4.1.1 Estimations de stabilité
Dans notre modèle, nous supposons que la source laser et les transducteurs
acoustiques se situent sur le même côté Γm du domaine Ω = (0, L) × (0, H)
(Figure 4.1). C’est une hypothèse réaliste car dans les applications seule une
partie du bord du domaine Γ est accessible, le côté Γm représente donc la peau.
Dans les prototypes d’imagerie photoacoustique existants, l’énergie du laser est
envoyée à travers un petit trou situé au milieu de la barrette de transducteurs,
les mesures acoustiques et l’éclairement laser se situent donc bien sur le même
côté du domaine. Les côtés Γ \Γm sont supposés assez loin de l’impact du laser
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sur Γm pour que la fluence du laser soit nulle : l’énergie du laser entrée par le
côté Γm a été complètement diffusée et absorbée. Dans cette configuration, les
paramètres optiques D, µa et la vitesse acoustique c dépendent uniquement de
la svariable y qui suit la direction normale à Γm.
Figure 4.1 – Schéma du milieu stratifié.
L’onde optique dans le milieu est modélisée par l’équation de diffusion sui-
vante 
−∇ ·D(y)∇u(x) + µa(y)u(x) = 0 x ∈ Ω,
u(x) = g(x) x ∈ Γm,
u(x) = 0 x ∈ Γ \ Γm.
(4.1)
où D et µa sont les coefficients de diffusion et d’absorption.
Nous suivons l’approche de plusieurs articles [17, 18, 19], et nous considérons
deux illuminations laser gj , j = 1, 2. On note uj , j = 1, 2, les fluences correspon-
dantes. Il y a donc deux mesures de pression différentes correspondant à chacun
des éclairements.
Soit ϕk(x), k ∈ N, la base réelle de fonctions propres du Laplacien orthonor-
male dans l’espace L2(0, L) satisfaisant le système
−ϕ′′k(y) = λ2kϕk(y),
ϕk(0) = ϕk(L) = 0,∫ L
0
ϕ2k(y)dy = 1,
avec λk = 2kπL .
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Par simplicité, nous allons considérer dans la suite gj ∈ VN , j = 1, 2, avec
VN un espace vectoriel de dimension N , défini par
VN =
{
N∑
k=1
ckϕk(x); ck ∈ R
}
. (4.2)
Cette hypothèse implique que les solutions uj(x) sont à variables séparables.
En effet uj(x) s’écrivent
uj(x) =
N∑
k=1
ujk(y)ϕk(x),
où ujk(y) sont les solutions uniques du système{
− (D(y)u′(y))′ + (µa(y) + λ2kD(y))u(y) = 0 y ∈ (0, H),
u(H) = ck, u(0) = 0.
(4.3)
On considère que les détecteurs acoustiques sont ponctuels et situés sur la
surface d’observation Γm. Ils enregistrent les valeurs de la pression p(x, t), où
x ∈ Γm est la position d’un détecteur et t ≥ 0 est le temps d’observation. On
considère également que la vitesse du son dans le domaine Ω = (0, L) × (0, H)
est une fonction régulière et qu’elle dépend uniquement de la variable verticale
y, soit c = c(y) > 0. La propagation de la pression acoustique générée par l’effet
photoacoustique est correctement décrite par le modèle suivant :
∂ttp(x, t) = c
2(y)∆p(x, t) x ∈ Ω, t ≥ 0,
∂νp(x, t) + β∂tp(x, t) = 0 x ∈ Γm, t ≥ 0,
p(x, t) = 0 x ∈ Γ \ Γm, t ≥ 0,
p(x, 0) = f0(x), ∂tp(x, 0) = f1(x), x ∈ Ω,
(4.4)
β > 0 est le coefficient d’atténuation et fj(x), j = 0, 1 sont les valeurs
initiales de la pression acoustique à reconstruire afin de pouvoir déterminer les
paramètres optiques du milieu. La partie visible du bord Γm est donnée par
Γm = (0, L)× {y = H},
et ∂ν est la dérivée selon ν, le vecteur unité normal sortant de Ω. Notons que ν
est défini partout sauf aux sommets de Ω et nous avons en particulier ∂ν = ∂y
sur Γm.
En imagerie photoacoustique, la fonction f0(x) est donnée par le produit
µa(x)u(x) dans Ω. La fonction f1(x) est considérée comme une correction de
l’effet photoacoustique à l’interface Γm.
Les estimations de stabilité qui suivent ont été obtenues en combinant les
estimations de stabilité des inversions acoustique et optique. Dans la suite, nous
considérons les coefficients optiques (D(y), µa(y)) dans l’ensemble
OM = {(D,µ) ∈ C3([0, H])2; D > D0, µ > µ0; ‖D‖C3 , ‖D‖C3 ≤M},
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où D0 > 0, µ0 > 0 et M > max(D0, µ0) sont des constantes réelles fixées.
Théoreme 4.1.1
Soient (D,µa), (D̃, µ̃a) dans OM , et ki, i = 1, 2 deux entiers distincts.
Soit c(y) ∈ W 1,∞(0, H) avec 0 < cm ≤ c−2(y) et θ =
√
‖c−2‖L∞ . On
appelle uki , i = 1, 2 and ũki , i = 1, 2 les solutions du système (4.3) pour
gi = ϕki , i = 1, 2, avec les coefficients (D,µa) et (D̃, µ̃a) respectivement. On
suppose que D(H) = D̃(H), D′(H) = D̃′(H), µa(H) = µ̃a(H), µ′a(H) =
µ̃′a(H), que k1 < k2, et que k1 est suffisamment grand.
Alors pour T > 2θH, δa ∈ (0, 18 ) et δd ∈ (0,
1
12 ), il existe deux constantes
Ca > 0 et Cd > 0 dépendant uniquement de (µ0, D0, k1, k2,M,L,H), δa et
δd respectivement telles que l’estimation de stabilité suivante soit vérifiée.
∫ H
0
|µa − µ̃a|(y)dy ≤
Ca
(
2∑
i=1
∫ T
0
(
CM
T − 2θH
+ β
)
‖∂tpi − ∂tp̃i‖2L2(Γm) + ‖∂xpi − ∂xp̃i‖
2
L2(Γm)
dt
)δa
,
et ∫ H
0
|D − D̃|(y)dy ≤
Cd
(
2∑
i=1
∫ T
0
(
CM
T − 2θH
+ β
)
‖∂tpi − ∂tp̃i‖2L2(Γm) + ‖∂xpi − ∂xp̃i‖
2
L2(Γm)
dt
)δd
,
où
CM = He
∫H
0
c2(s)|∂y(c−2(s))|ds(c−2(H) + β2).
4.1.2 Inversion acoustique
Les données mesurées par les détecteurs acoustiques localisés sur la surface
Γm sont représentées par la fonction
p(x, t) = d(x, t) x ∈ Γm, t ≥ 0.
La première inversion en imagerie photoacoustique est de déterminer, à par-
tir des données d(x, t) mesurées par les transducteurs, la valeur initiale f0(x) au
temps t = 0 de la solution p(x, t) de (4.4).
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On étudie tout d’abord le problème direct afin de prouver l’existence et
l’unicité du problème acoustique (4.4). On note L2c(Ω) l’espace de Sobolev des
fonctions de carré intégrable avec un poids 1c2(y) . Comme la vitesse c
2 est bornée,
la norme correspondant à ce poids est équivalente à la norme L2(Ω) habituelle.
Soit
V = {p ∈ H1(Ω); p(0, y) = p(L, y) = 0, y ∈ (0, H); p = 0 on Γ0},
et considérons dans V × L2c(Ω) l’opérateur linéaire non borné A défini par
A(p, q) = (q, c2∆p), D(A) = {(p, q) ∈ V × V ; ∆p ∈ L2(Ω); ∂νp+ βq = 0 on Γm}.
On a alors le résultat d’existence et d’unicité suivant.
Proposition 4.1.1
Pour (f0, f1) ∈ D(A), le problème (4.4) possède une unique solution p(x, t)
satisfaisant
(p, ∂tp) ∈ C ((0,+∞), D(A)) ∩ C1
(
(0,+∞), V × L2c(Ω)
)
.
Preuve Il existe différentes méthodes pour prouver qu’un problème d’évolution
est bien posé : les méthodes variationnelles, la méthode de la transformée de
Laplace et la méthode des semi-groupes. Ici, nous allons utiliser la méthode des
semi-groupes [75], et prouver que l’opérateur A est m-dissipatif dans l’espace de
Hilbert V × L2c(Ω).
Notons 〈·, ·〉 le produit scalaire dans V × L2c(Ω), c’est-à-dire pour (pi, qi) ∈
V × L2c(Ω) avec i = 1, 2,
〈(p1, q1), (p2, q2)〉 =
∫
Ω
∇p1∇p2dx +
∫
Ω
q1q2
dx
c2
.
Soient (p, q) ∈ D(A). On a
〈A(p, q), (p, q)〉 =
∫
Ω
∇q∇pdx +
∫
Ω
∆pqdx.
Comme ∆p ∈ L2(Ω) et ∂νp+βq = 0 on Γm, l’application de la formule de Green
donne
〈A(p, q), (p, q)〉 =
∫
Ω
∇q∇pdx−
∫
Ω
∇q∇pdx− β
∫
Γm
|q|2dσ(x).
Par conséquent
<(〈A(p, q), (p, q)〉) = −β
∫
Γm
|q|2dσ(x).
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L’opérateur A est donc dissipatif et 0 fait partie de son résolvant. A est
alors m-dissipatif et c’est donc le générateur d’un semi-groupe fortement continu
de contractions [75]. Par conséquence, il existe une unique solution au pro-
blème (4.4).
Retournons maintenant au problème inverse de reconstruction de la donnée
initiale (f0, f1). Comme il est remarqué dans plusieurs travaux, ce problème
inverse linéaire est fortement lié à l’observabilité de la source depuis Γm (voir
par exemple [20, 13, 75, 70]). Nous allons ici utiliser une approche différente en
prenant en compte le fait que la vitesse ne dépend que de la variable verticale
y, et que la donnée initiale (f0, f1) est à variables séparables.
Comme gk ∈ VN , et comme p(x) satisfait des conditions de Dirichlet homo-
gènes p(0, y) = p(L, y) = 0, nous avons
p(x, y) =
N∑
k=1
pk(y, t)ϕk(x) (x, y) ∈ Ω,
où les ϕk(x), k ∈ N, forment une base orthonormale réelle de L2(0, L). Comme la
fonction f est définie dans V , nous avons également la décomposition de Fourier
suivante pour la donnée initiale
fj(x, y) =
N∑
k=1
fjk(y)ϕk(x) (x, y) ∈ Ω j = 0, 1.
On peut vérifier que pk(y, t)ϕk(x) est exactement la solution du problème
(4.4) avec comme donnée initiale (f0k(y)ϕk(x), f1k(y)ϕk(x)). Précisément, si
λk =
2kπ
L , les fonctions pk(y, t) satisfont l’équation d’onde à une dimension
suivante
1
c2(y)∂ttp(y, t) = ∂yyp(y, t)− λ
2
kp(y, t), y ∈ (0, H), t ≥ 0,
∂yp(H, t) + β∂tp(H, t) = 0 t ≥ 0,
p(0, t) = 0 t ≥ 0,
p(y, 0) = f0k(y), ∂tp(y, 0) = f1k(y), y ∈ (0, H),
(4.5)
Nous allons ensuite étudier le problème d’observabilité de la donnée initiale
fk à l’extrémité y = H. Soit E(t) l’énergie totale du système (4.5) telle que
E(t) =
∫ H
0
(
c−2(y)|∂tp(y, t)|2 + |∂yp(y, t)|2 + λ2k|p(y, t)|2
)
dy. (4.6)
En multipliant la première equation du système (4.5) par ∂tp(y, t) en intégrant
sur (0, H), on a
E′(t) = −β|∂tp(H, t)|2 for t ≥ 0. (4.7)
Par conséquence, E(t) est une fonction non croissante, et sa décroissance est
liée à l’intensité de la dissipation sur le bord Γm.
On sait que le système (4.5) possède une unique solution. Nous établissons
ici une estimation de la constante de continuité.
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Proposition 4.1.2
Supposons que c(y) ∈W 1,∞(0, H) avec 0 < cm ≤ c−2(y). Ainsi, pour T > 0
on a
β2
∫ T
0
|∂tpk(H, t)|2dt ≤ ((C1m + C2mλk)T + C3m)Ek(0),
pour k ∈ N, où
Ek(0) =
∫ H
0
(
c−2(y)|f1k(y)|2 + |f ′0k(y)|2 + λ2k|f0k(y)|2
)
dy,
C1m = (1 +Hc
−2(H))−1
(
1 + (1 +
H
cm
)‖c−2‖W 1,∞
)
,
C3m = (1 +Hc
−2(H))−1
(
1 + 2H‖c−2‖1/2L∞
)
,
C2m = H(1 +Hc
−2(H))−1.
Proposition 4.1.3
Supposons que c(y) ∈ W 1,∞(0, H) avec 0 < cm ≤ c−2(y). Soient θ =√
‖c−2‖L∞ et T > 2θH. Les inégalités suivantes sont alors vérifiées
λ2k
∫ H
0
|f0k(y)|2dy ≤
(
CM
T − 2θH
+ β
)∫ T
0
|∂tpk(H, t)|2dt
+λ2k
∫ T
0
|pk(H, t)|2dt,
pour k ∈ N∗,∫ H
0
c−2(y)|f1k(y)|2 + |f ′0k(y)|2dy ≤
(
CM
T − 2θH
+ β
)∫ T
0
|∂tpk(H, t)|2dt
+λ2k
∫ T
0
|pk(H, t)|2dt,
pour k ∈ N, avec
CM = He
∫H
0
c2(s)|∂y(c−2(s))|ds(c−2(H) + β2).
Les preuves de ces résultats sont données à la fin du chapitre. Nous présen-
tons maintenant le résultat principal de cette section.
Théoreme 4.1.2
Supposons que c(y) ∈ W 1,∞(0, 1) avec 0 < cm ≤ c−2(y). Soient θ =
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√
‖c−2‖L∞ et T > 2θH. Alors∫
Ω
|∇f0(x)|2dx ≤
(
CM
T − 2θH
+ β
)∫ T
0
‖∂tp(x, t)‖2L2(Γm)dt
+
∫ T
0
‖∂xp(x, t)‖2L2(Γm)dt,
et ∫
Ω
c−2(y)|f1(x)|2dx ≤
(
CM
T − 2θH
+ β
)∫ T
0
‖∂tpk(x, t)‖2L2(Γm)dt
+
∫ T
0
‖∂xp(x, t)‖2L2(Γm)dt,
avec
CM = He
∫H
0
c2(s)|∂y(c−2(s))|ds(c−2(H) + β2).
Preuve Les estimations sont une conséquence directe de la Proposition 4.1.2 et
de la Proposition 4.1.3. La régulatité de la solution p(x, t) permet d’inverser la
série de Fourier et l’intégrale sur (0, T ).
4.1.3 Inversion optique
Une fois la pression initiale f0(x) reconstruite, la deuxième étape consiste
à déterminer les propriétés optiques du milieu. Bien que cette étape ait été
peu étudiée dans la littérature biomédicale, elle est très importante pour les
applications médicales. Les paramètres optiques sont très différents selon la
nature des tissus et leurs valeurs dans les tissus sains ou malades sont très
différentes.
La deuxième inversion consiste à déterminer (D(y), µa(y)) à partir des pres-
sions initiales reconstruites dans la premère inversion hj(x) = µa(y)uj(x), x ∈
Ω, j = 1, 2.
Pour simplifier, nous allons considérer que gj(x) = ϕkj , j = 1, 2 avec k1
et k2 deux valeurs propres distinctes de Fourier suffisamment grandes. Nous
préciserons leurs valeurs plus tard dans l’analyse.
Le résultat principal de cette partie est le suivant.
Théoreme 4.1.3
Soient (D,µa), (D̃, µ̃a) dans OM , et ki, i = 1, 2 deux entiers distincts.
On note uki , i = 1, 2 et ũki , i = 1, 2 les solutions du système (4.3) pour
gi = ϕki , i = 1, 2, avec les coefficients (D,µa) et (D̃, µ̃a) respectivement.
Supposons que D(H) = D̃(H), D′(H) = D̃′(H), µa(H) = µ̃a(H), µ′a(H) =
µ̃′a(H), k1 < k2, et que k1 soit suffisamment grand. Alors pour δa ∈ (0, 14 )
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et δd ∈ (0, 16 ), il existe deux constantes Ca > 0 et Cd > 0 qui dépendent
uniquement de (µ0, D0, k1, k2,M,L,H), δa et δd respectivement telle que
l’estimation de stabilité suivante soit vérifiée.∫ H
0
|µa − µ̃a|(y)dy ≤ Ca
(
‖h1 − h̃1‖C1 + ‖h2 − h̃2‖C1
)δa
,
et ∫ H
0
|D − D̃|(y)dy ≤ Cd
(
‖h1 − h̃1‖C1 + ‖h2 − h̃2‖C1
)δd
.
La théorie des opérateurs elliptiques classique implique le résultat suivant
pour le problème direct [54].
Proposition 4.1.4
Supposons (D,µa) dans OM et g ∈ VN . Alors il existe une unique solution
u ∈ V au système (4.1). Elle vérifie∫
Ω
|∇u(x)|2dx ≤ C0‖g‖2W 1/2,2(Γm),
où C0 = C0(µ0, D0,M,L,H) > 0.
Comme u(x) est L-périodique par rapport à la variable y, sa décomposition
de Fourier discrète est la suivante
u(x, y) =
N∑
k=1
uk(y)ϕk(x) (x, y) ∈ Ω,
où ϕk(x), k ∈ N, est la base réelle orthonormale de L2(0, L) introduite dans
la partie précédente. La fonction réelle uk(y) satisfait l’équation elliptique à une
dimension suivante{
− (D(y)u′(y))′ + (µa(y) + λ2kD(y))u(y) = 0 y ∈ (0, H),
u(H) = ck, u(0) = 0,
où gk est le coefficient de Fourier de g dans la même base, soit
g(x) =
N∑
k=1
ckϕk(x) x ∈ (0, L).
Nous prendrons dans la suite N = 1, ck = 1 et nous établirons des propriétés
utiles de la solution au système (4.3).
Lemme 4.1.1
Soit u(y) la solution unique du système (4.3) avec gk = 1. Alors u(y) ∈
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C2([0, H]) et il existe une constante b = b(µ0, D0,M,L,H) > 0 telle que
‖u‖C2 ≤ b pour tous (D,µa) ∈ OM . De plus, les inégalités suivantes sont
vérifiées pour k suffisamment grand.
um(y) ≤ u(y) ≤ uM (y),
pour 0 ≤ y ≤ H, où
um(y) =
D
1
2 (H)
D
1
2 (y)
sinh(κ
1
2
my)
sinh(κ
1
2
mH)
, uM (y) =
D
1
2 (H)
D
1
2 (y)
sinh(κ
1
2
My)
sinh(κ
1
2
MH)
,
κm = min
0≤y≤H
(
(D
1
2 )′′
D
1
2
+
µa
D
+ λ2k
)
, κM = max
0≤y≤H
(
(D
1
2 )′′
D
1
2
+
µa
D
+ λ2k
)
.
Preuve. On fait tout d’abord un changement de variable de Liouville et on
introduit la fonction
v(y) =
√
D(y)
D(H)
u(y).
Les calculs montrent que v(y) est l’unique solution du système suivant{
−v′′(y) + κ(y)v(y) = 0 y ∈ (0, H),
v(H) = 1, v(0) = 0,
(4.8)
où
κ(y) =
(
√
D)′′√
D
+
µa
D
+ λ2k.
Supposons maintenant que k est assez grand pour que κm > 0, et soient
vm(y) et vM (y) les solutions du système (4.8) quand on remplace κ(y) respec-
tivement par les constantes κm et κM . Elles sont données explicitement par
vm(y) =
sinh(
√
κmy)
sinh(
√
κmH)
,
vM (y) =
sinh(
√
κMy)
sinh(
√
κMH)
.
Le principe du maximum implique que 0 < v(y), vm(y), vM (y) < 1 pour
0 < y < H.
En appliquant de nouveau le principe du maximum sur les différences v−vm
et v − vM on déduit que vm(y) < v(y) < vM (y), ce qui conduit aux bornes
inférieures et supérieures voulues.
On déduit de la régularité des coefficientsD et µa et de la régularité elliptique
classique que u ∈ W 3,2(0, H). De plus, il existe une constante b > 0 dépendant
uniquement de (µ0, D0,M,L,H) telle que
‖u‖W 3,2 ≤ b. (4.9)
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Remarque 4.1.1
Pour k grand il existe une constante Ck > 0 dépendant uniquement de OM
et k telle que
1
Ck
≤ κm < κM ≤ Ck. (4.10)
Lemme 4.1.2
Soient (D,µa) ∈ OM , et u(y) l’unique solution du système (4.3) avec gk = 1.
Alors pour k suffisamment grand il existe une constante % = %(D0, µ0,M, k) >
0 telle que
u′(y) ≥ %,
pour 0 ≤ y ≤ H.
Preuve. Comme 0 est le minimum local de u(y), on a u′(0) > 0. De plus, pour
k assez grand, le Lemme 4.1.1 implique que
u(y) ≥ um,
pour tout y ∈ [0, H]. On a donc
u′(0) ≥ u′m(0) =
√
D(H)√
‖D‖L∞
√
κm
sinh(
√
κmH)
En intégrant maintenant l’équation (4.3) sur (0, y), on obtient
D(y)u′(y) = D(0)u′(0) +
∫ y
0
(µa(s) + λ
2
kD(s))u(s)ds
D(y)u′(y) ≥ D(0)u′(0) +
∫ y
0
(µa(s) + λ
2
kD(s))
√
D(H)√
D(s)
sinh(
√
κms)
sinh(
√
κmH)
ds
≥
√
D(H)√
‖D‖L∞
√
κmD0
sinh(
√
κmH)
+ (µ0 + λ
2
kD0)
√
D(H)√
‖D‖L∞
√
κm
cosh(
√
κmy)− 1
sinh(
√
κmH)
.
Les inégalités (4.10) permettent de terminer la preuve.
Nous pouvons désormais établir les estimations de stabilité pour l’inversion
opique.
Comme les illuminations sont choisies pour coïncider avec les fonctions de la
base de Fourier ϕkj , j = 1, 2, les données hj(x), j = 1, 2, peuvent être réécrites
en hj(x) = hj(y)ϕkj (x), j = 1, 2, où hj(y) = µa(y)ukj (y).
4.1. INVERSION PHOTOACOUSTIQUE 73
L’inversion optique est donc réduite au problème d’identification du couple
(D,µa) à partir du couple (h1(y), h2(y)) sur (0, H).
Soient (D,µa), (D̃, µ̃a) deux couples différents dans OM , notons uk et ũk les
solutions du système (4.3) pour gk = 1, avec les coefficients (D,µa) et (D̃, µ̃a)
respectivement.
On déduit du Lemme 4.1.1 que 1uk et
1
ũk
sont dans Lp(0, H) pour 0 < p < 1.
Malheureusement, pour 0 < p < 1 la norme usuelle ‖ · ‖Lp n’est plus une norme
sur l’espace vectoriel Lp(0, H) car elle ne satisfait pas l’inégalité triangulaire
(voir par exemple [2]). Contrairement à l’inégalité triangulaire, l’inégalité de
Hölder est vérifiée pour 0 < p < 1, et on a
‖ v
uk
‖Lr ≤ ‖
1
uk
‖Lp‖v‖Lq , (4.11)
pour tout v ∈ Lq(0, H) avec 1r =
1
p +
1
q .
h = h2h1 =
uk2
uk1
peut par conséquence être considéré comme une distribution
qui coïncide avec une fonction C2 sur (0, H). Un calcul direct montre que h
satisfait l’équation
−
(
Du2k1h
′)′ +Du2k1h(λ22 − λ21) = 0, (4.12)
sur (0, H).
Comme ukj , j = 1, 2 sont dans C2([0, H]), une analyse asymptotique de
D(y)u2k1(y)h
′(y) en 0 et les résultats du Lemme 4.1.1, 4.1.2 donnent
lim
y→0
Du2k1h
′ = 0.
En intégrant l’équation (4.12) sur (0, y), on obtient
D(y)u2k1(y)h
′(y) = (λ22 − λ21)
∫ H
y
D(s)u2k1(s)h(s)ds.
Comme ukj , j = 1, 2 sont dans C2([0, H]), une analyse asymptotique du
terme de droite en 0 donne
D(y)u2k1(y)h
′(y) = (λ22 − λ21)
∫ y
0
D(s)u2k1(s)h(s)ds
= (λ22 − λ21)
∫ y
0
D(s)uk1(s)uk2(s)ds.
Les résultats des Lemmes 4.1.1 et 4.1.2 impliquent qu’il existe des constantes
%1 > 0 et %2 > 0 telles que
%is ≤ uki(s) ≤ bs, (4.13)
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pour tout s ∈ (0, H). Alors
3D(y)u2k1(y)h
′(y) = (λ22 − λ21)
∫ y
0
D(s)uk1(s)uk2(s)ds
≥ (λ22 − λ21)D0%1%2y2,
ce qui conduit à
h′(y) ≥ (λ22 − λ21)
%1%2D0
3Mb
> 0.
Nous résumons ces résultats dans le lemme suivant.
Lemme 4.1.3
Soient (D,µa) ∈ OM , et ukj (y), j = 1, 2 les solutions du système (4.3) avec
gkj = 1, j = 1, 2. Posons h =
uk2
uk1
, avec k2 > k1. Alors h ∈ C1([0, H]), et pour
k1 suffisamment grand il existe une constante h0 = %(D0, µ0,M, k1, k2) > 0
telle que
h′(y) ≥ h0,
pour 0 ≤ y ≤ H.
Retournons maintenant à l’inversion optique. L’équation (4.12) peut s’écrire
comme
−(Du2k1)
′h′ +
(
h(λ22 − λ21)− h′′
)
Du2k1 = 0,
sur (0, H). En divisant les deux côtés par Du2k1h
′, et en intégrant sur (0, y), on
obtient
D(y)u2k1(y) = h(0)− h(y) + e
(λ22−λ
2
1)
∫ y
0
h
h′ ds. (4.14)
Ceci nous permet de démontrer le résultat suivant.
Lemme 4.1.4
Soient (D,µa), (D̃, µ̃a) dans OM , et ki, i = 1, 2 deux entiers distincts.
On note uki , i = 1, 2 et ũki , i = 1, 2 les solutions du système (4.3) pour
gki = 1, i = 1, 2, avec les coefficients (D,µa) et (D̃, µ̃a) respectivement.
Supposons que k1 < k2, et que k1 est suffisamment grand. Alors il existe une
constante C = C(µ0, D0, k1, k2,M,L,H) > 0 telle que l’inégalité suivante
soit vérifiée.
‖Du2k1 − D̃ũ
2
k1‖C0 ≤ C
(
‖h1 − h̃1‖C1 + ‖h2 − h̃2‖C1
)
.
Preuve. Rappelons que la relation (4.14) est également valable pour le couple
(D̃, µ̃a), à savoir
D̃(y)ũ2k1(y) = h̃(0)− h̃(y) + e
(λ22−λ
2
1)
∫ y
0
h̃
h̃′
ds,
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où h̃ = ũk2ũk1 . En prenant la différence entre la dernière équation et l’équation
(4.14), on trouve
‖Du2k1 − D̃ũ
2
k1‖C0 ≤ ‖h− h̃‖C0 + (λ
2
2 − λ21)H
∥∥∥∥∥ hh′ − h̃h̃′
∥∥∥∥∥
C0
e
(λ22−λ
2
1)H
(
‖ hh′ ‖C0+
∥∥∥ h̃
h̃′
∥∥∥
C0
)
.
On en déduit alors le résultat à partir des Lemmes 4.1.1 et 4.1.3.
Nous pouvons maintenant prouver le principal résultat de stabilité de cette
partie. On remarque ainsi comme dans [19], que 1uk1 est une solution de l’équa-
tion suivante
−
(
Du2k1
1
uk1
′)′
+ λ2k1Du
2
k1
1
uk1
= h1, y ∈ (0, H).
Comme 1ũk1 est solution du même type d’équations, on obtient que
1
uk1
− 1ũk1
est la solution du système suivant{
−
(
Du2k1w
′)′ + λ2k1Du2k1w = e, y ∈ (0, H),
w(H) = 0, w′(H) = h1(H)− h̃1(H), yw(y) ∈ L2(0, H),
(4.15)
où
e = −
(
(Du2k1 − D̃ũ
2
k1)
1
ũk1
′)′
+ λ2k1(Du
2
k1 − D̃ũ
2
k1)
1
ũk1
+ h1 − h̃1.
On remarque qu’il y a deux principales difficultés pour résoudre ce système,
la première vient du fait que l’opérateur est elliptique dégénéré et la seconde du
fait que la solution w est non bornée en y = 0.
En intégrant sur (s,H), la première équation du système conduit à
D(s)u2k1(s)w
′(s) = D(H)(h1(H)− h̃1(H)) +
∫ H
s
e(y)dy − λ2k1
∫ H
s
D(y)u2k1(y)w(y)dy.
En divisant l’équation ci-dessus par t−2D(s)u2k1(s) et en intégrant les deux
côtés sur (t,H) on obtient
t2w(t) = D(H)(h1(H)− h̃1(H))(H − t)
+
∫ H
t
λ2k1t
2
D(s)u2k1(s)
∫ H
s
D(y)u2k1(y)w(y)dyds−
∫ H
t
t2
D(s)u2k1(s)
∫ H
s
e(y)dyds.
Par conséquent
t2|w|(t) ≤ D(H)(h1(H)− h̃1(H))H(4.16)
+
∫ H
t
λ2k1s
2
D(s)u2k1(s)
∫ H
s
D(y)u2k1(y)|w|(y)dyds+
∣∣∣∣∣
∫ H
t
t2
D(s)u2k1(s)
∫ H
s
e(y)dyds
∣∣∣∣∣ .
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Les inégalités (4.13) impliquent∫ H
t
λ2k1s
2
D(s)u2k1(s)
∫ H
s
D(y)u2k1(y)|w|(y)dyds ≤
Mb2
D0%21
λ2k1H
∫ H
t
y2|w|(y)dy,(4.17)
≤ Ĉ
∫ H
t
y2|w|(y)dy,(4.18)
où Ĉ = Mb
2
D0%21
λ2k1H.
On a d’autre part ∫ H
s
e(y)dy =
−(D(s)u2k1(s)− D̃(s)ũ
2
k1(s))
ũ′k1(s)
ũ2k1(s)
+ λ2k1
∫ H
s
(
(Du2k1 − D̃ũ
2
k1)
1
ũk1
+ h1 − h̃1
)
dy.
Donc ∣∣∣∣∣
∫ H
t
t2
D(s)u2k1(s)
∫ H
s
e(y)dyds
∣∣∣∣∣ ≤ Υ1 + Υ2 + Υ3,
où
Υ1 = Hλ
2
k1
∫ H
0
s2
D(s)u2k1(s)
ds‖h1 − h̃1‖C0 ,
Υ2 =
∫ H
t
s2|ũ′k1(s)|
D(s)u2k1(s)ũ
2
k1
(s)
∣∣∣D(s)u2k1(s)− D̃(s)ũ2k1(s)∣∣∣ ds,
Υ3 = λ
2
k1
∫ H
t
s2
D(s)u2k1(s)
∫ H
s
∣∣∣D(s)u2k1(y)− D̃(s)ũ2k1(y)∣∣∣ 1ũk1(y)dy.
En utilisant de nouveau les inégalités (4.13), on obtient
Υ1 ≤
H2λ2k1
D0%21
‖h1 − h̃1‖C0 ,
Υ2 ≤
bM1−θ
D0%21%̃
2
1
∫ H
0
1
s2θ
ds‖Du2k1 − D̃ũ
2
k1‖
θ
C0 ,
Υ3 ≤
λ2k1
D0%21%̃1
(∫ H
0
1
s
1
2
ds
)2
‖Du2k1 − D̃ũ
2
k1‖C0 ,
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où 0 < θ < 12 .
On déduit du Lemme 4.1.4 et des trois dernières inégalités que pour tout
θ ∈ (0, 12 ), il existe une constante Cθ = Cθ(θ, µ0, D0, k1, k2,M,L,H) > 0 telle
que∣∣∣∣∣
∫ H
t
t2
D(s)u2k1(s)
∫ H
s
e(y)dyds
∣∣∣∣∣ ≤ Cθ (‖h1 − h̃1‖C1 + ‖h2 − h̃2‖C1)θ . (4.19)
Notons que la constante Cθ explose quand θ tend vers 12 .
En combinant les inégalités (4.16), (4.17) et (4.19) on trouve
t2|w|(t) ≤ Cθ
(
‖h1 − h̃1‖C1 + ‖h2 − h̃2‖C1
)θ
+ Ĉ
∫ H
t
y2|w|(y)dy, (4.20)
pour 0 ≤ t ≤ H.
Avec l’inégalité de Gronwall, on obtient
t2|w|(t) ≤ CθeĈ
∫H
0
y2dy
(
‖h1 − h̃1‖C1 + ‖h2 − h̃2‖C1
)θ
, (4.21)
pour 0 ≤ t ≤ H.
Le lemme suivant est une conséquence directe de l’inégalité ci-dessus.
Lemme 4.1.5
Soient (D,µa), (D̃, µ̃a) dans OM , et ki, i = 1, 2 deux entiers distincts. On
note uki , i = 1, 2 et ũki , i = 1, 2 les solutions du système (4.3) pour gki =
1, i = 1, 2, avec les coefficients (D,µa) et (D̃, µ̃a) respectivement. Supposons
que D(H) = D̃(H), D′(H) = D̃′(H), µa(H) = µ̃a(H), µ′a(H) = µ̃′a(H),
que k1 < k2, et que k1 est suffisamment grand. Alors pour θ ∈ (0, 12 ) et
p > 3, il existe deux constantes C1 = C1(θ, µ0, D0, k1, k2,M,L,H) > 0 et
C2 = C2(θ, p, µ0, D0, k1, k2,M,L,H) > 0 telles que les inégalités suivantes
soient vérifiées.
‖uk1 − ũk1‖C0 ≤ C1
(
‖h1 − h̃1‖C1 + ‖h2 − h̃2‖C1
)θ
,
‖ 1
uk1
− 1
ũk1
‖
L
1
p
≤ C2
(
‖h1 − h̃1‖C1 + ‖h2 − h̃2‖C1
)θ
.
Preuve. On déduit des inégalités (4.13) que
1
%1%̃1
|(t)ũk1 − uk1 | ≤ t2
|ũk1 − uk1 |
uk1 ũk1
= t2|w|(t),
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pour tout t ∈ (0, H), ce qui, combiné avec les inégalités (4.21), donne la pre-
mière inégalité du lemme.
Appliquons maintenant l’inégalite de Hölder pour p > 3
∫ H
0
|w|
1
p (y)dy ≤
(∫ H
0
y2|w|(y)dy
) 1
p
(∫ H
0
1
y
2
p−1
dy
) p−1
p
.
En combinant cette dernière inégalité avec l’estimation (4.21) on obtient∫ H
0
|w|
1
p (y)dy ≤ C̃
(
‖h1 − h̃1‖C1 + ‖h2 − h̃2‖C1
) θ
p
,
où
C̃ =
(∫ H
0
1
y
2
p−1
dy
) p−1
p
C
1
p
θ e
Ĉ
p
∫H
0
y2dy.
On termine la preuve en prenant C = C̃p.
Nous pouvons maintenant démontrer le Théorème 4.1.3.
Preuve. (Théorème 4.1.3) Rappelons que h1 = µauk1 et h̃1 = µ̃aũk1 sur
(0, H).
On a donc
uk1 |µa − µ̃a| ≤ |h1 − h̃1|+
µ̃a
uk1
|uk1 − ũk1 |.
En intégrant des deux côtés (0, H) on obtient∫ H
0
uk1 |µa − µ̃a|dy ≤ H‖h1 − h̃1‖C1 +MH‖uk1 − ũk1‖C0 .
Le Lemme 4.1.5 et les inégalités (4.13) impliquent
%1
∫ H
0
y|µa − µ̃a|dy ≤ H‖h1 − h̃1‖C1 +MHC1
(
‖h1 − h̃1‖C1 + ‖h2 − h̃2‖C1
)θ
,
pour 0 < θ < 12 .
Comme ε = ‖h1 − h̃1‖C1 + ‖h2 − h̃2‖C1 < 1, il existe une constante C > 0
qui dépend uniquement de (θ, µ0, D0, k1, k2,M,L,H) telle que∫ H
0
y|µa − µ̃a|(y)dy ≤ C
(
‖h1 − h̃1‖C1 + ‖h2 − h̃2‖C1
)θ
. (4.22)
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En appliquant de nouveau l’inégalité de Hölder pour q > 2, on obtient
∫ H
0
|µa − µ̃a|
1
q (y)dy ≤
(∫ H
0
y|µa − µ̃a|(y)dy
) 1
q
(∫ H
0
1
y
1
q−1
dy
) q−1
q
,
ce qui combiné à l’estimation (4.22) donne∫ H
0
|µa − µ̃a|
1
q (y)dy ≤ C̃
(
‖h1 − h̃1‖C1 + ‖h2 − h̃2‖C1
) θ
q
.
Par conséquent∫ H
0
|µa − µ̃a|(y)dy ≤ C̃M1−
1
q
(
‖h1 − h̃1‖C1 + ‖h2 − h̃2‖C1
) θ
q
,
pour 0 < θ < 12 , et q > 2. Notons que l’exposant
θ
pq appartient à (0,
1
4 ). L’esti-
mation de stabilité pour µa est alors prouvée.
Nous étudions maintenant la reconstruction du coefficient D.
On obtient par un calcul simple
u2k1 |D − D̃| ≤ D̃|u
2
k1 − ũ
2
k1 |+ |Du
2
k1 − D̃ũ
2
k1 |,
sur (0, H).
Les inégalités (4.13), les Lemmes 4.1.4 et 4.1.5 impliquent
y2|D − D̃|(y) ≤ C
(
‖h1 − h̃1‖C1 + ‖h2 − h̃2‖C1
)θ
, (4.23)
pour tout y ∈ (0, H).
En appliquant de nouveau l’inégalité de Hölder pour q > 3, on obtient
∫ H
0
|D − D̃|
1
q (y)dy ≤
(∫ H
0
y2|D − D̃|(y)dy
) 1
q
(∫ H
0
1
y
2
q−1
dy
) q−1
q
,
ce qui combiné avec l’équation (4.23) donne∫ H
0
|D − D̃|
1
q (y)dy ≤ C̃
(
‖h1 − h̃1‖C1 + ‖h2 − h̃2‖C1
) θ
q
.
Par conséquent∫ H
0
|D − D̃|(y)dy ≤ C̃M1−
1
q
(
‖h1 − h̃1‖C1 + ‖h2 − h̃2‖C1
) θ
q
,
pour 0 < θ < 12 , et q > 3. L’exposant
θ
pq appartient à (0,
1
6 ). La preuve de
l’estimation de stabilité pour les coefficients optiques est ainsi terminée.
80 CHAPITRE 4. ESTIMATION DE STABILITÉ
4.2 Preuves
4.2.1 Preuve du Théorème 4.1.1
L’idée principale est ici de combiner les résultats de stabilité des inversions
acoustique et optique en un résultat montrant que la reconstruction des coeffi-
cients optiques est sensible au bruit dans les mesures de l’onde acoustique.
La principale difficulté vient du fait que les espaces vectoriels des deux esti-
mations de stabilité ne sont pas identiques car deux techniques différentes ont
été utilisées pour les déterminer. Nous allons utiliser l’inégalité d’interpolation
entre les espaces de Sobolev pour pallier cette difficulté.
On déduit de la borne uniforme des solutions ui, i = 1, 2 (voir par exemple
(4.9) dans la preuve du Lemme 4.1.1) que
‖hi‖W 3,2 , ‖h̃i‖W 3,2 ≤Mb, i = 1, 2, (4.24)
pour tous les couples (D,µa)and (D̃, µa) dans OM .
Les inégalités d’interpolation de Sobolev et les théorèmes de plongement
impliquent
‖hi − h̃i‖C1 ≤ C‖hi − h̃i‖W 2,2 ≤ C̃‖hi − h̃i‖
1
2
W 1,2‖hi − h̃i‖
1
2
W 3,2 , i = 1, 2,
en combinant avec (4.24) on obtient
‖hi − h̃i‖C1 ≤
˜̃
C‖hi − h̃i‖
1
2
W 1,2 , i = 1, 2. (4.25)
Comme l’inversion acoustique est linéaire, le Théorème 4.1.2 (ou la Propo-
sition 4.1.3) donne
λ2ki
∫ H
0
|hi − h̃i|2dy ≤
(
CM
T − 2θH
+ β
)∫ T
0
|∂tpi(H, t)− ∂tp̃i(H, t)|2dt
+λ2ki
∫ T
0
|pi(H, t)− p̃i(H, t)|2dt,
pour i = 1, 2, et∫ H
0
c−2(y)|h′i − h̃′i|2dy ≤
(
CM
T − 2θH
+ β
)∫ T
0
|∂tpi(H, t)− ∂tp̃i(H, t)|2dt
+λ2ki
∫ T
0
|pi(H, t)− p̃i(H, t)|2dt,
pour i = 1, 2.
Par conséquent,
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‖hi − h̃i‖C1 ≤
˜̃
C
(∫ T
0
(
CM
T − 2θH
+ β
)
|∂tpi(H, t)− ∂tp̃i(H, t)|2 + λ2ki |pi(H, t)− p̃i(H, t)|
2dt
) 1
2
,
pour i = 1, 2.
En utilisant les estimations de stabilité optique du Théorème 4.1.3 (avec
δ̃a = 2δa et δ̃d = 2δd), on obtient ∫ H
0
|µa − µ̃a|(y)dy ≤
Ca
(
2∑
i=1
∫ T
0
(
CM
T − 2θH
+ β
)
|∂tpi(H, t)− ∂tp̃i(H, t)|2 + λ2ki |pi(H, t)− p̃i(H, t)|
2dt
)δa
,
et ∫ H
0
|D − D̃|(y)dy ≤
Cd
(
2∑
i=1
∫ T
0
(
CM
T − 2θH
+ β
)
|∂tpi(H, t)− ∂tp̃i(H, t)|2 + λ2ki |pi(H, t)− p̃i(H, t)|
2dt
)δd
,
ce qui termine la preuve.
4.2.2 Preuve de la Proposition 4.1.2
En multipliant la première équation du système (4.5) par y∂yp(y, t) et en
intégrant par parties sur (0, T ), on obtient∫ T
0
|∂yp(H, t)|2dt =
∫ T
0
∫ H
0
|∂yp(y, t)|2dydt− 2
∫ T
0
∫ H
0
c−2∂ttp(y, t)y∂yp(y, t)dydt
−2λ2k
∫ T
0
∫ H
0
p(y, t)y∂yp(y, t)dydt = A1 +A2 +A3.
Dans le reste de la preuve nous allons calculer les bornes des constantes
Ai, i = 1, 2, 3, en terme d’énergie E(0). A cause de la diminution de l’énergie,
on a
|A1| ≤ TE(0).
En intégrant par parties sur (0, T ) dans l’intégrale A2, on obtient
A2 = −
∫ T
0
∫ H
0
yc−2∂y|∂tp(y, t)|2dydt
+2
∫ H
0
yc−2∂tp(y, T )∂yp(y, T )dy − 2
∫ H
0
yc−2∂tp(y, 0)∂yp(y, 0)dy.
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En intégrant maintenant par parties sur (0, H), on trouve
A2 +Hc
−2(H)
∫ T
0
|∂tp(H, t)|2dt =
∫ T
0
∫ H
0
∂y(yc
−2)|∂tp(y, t)|2dydt
+2
∫ H
0
yc−2∂tp(y, T )∂yp(y, T )dy − 2
∫ H
0
yc−2∂tp(y, 0)∂yp(y, 0)dy,
ce qui conduit à l’inégalité suivante∣∣∣∣∣A2 +Hc−2(H)
∫ T
0
|∂tp(H, t)|2dt
∣∣∣∣∣ ≤∥∥c2∂y(yc−2(y))∥∥L∞ TE(0) +H‖c−1(y)‖(E(T ) + E(0)).
En utilisant la décroissance en énergie (4.7), on obtient finalement∣∣∣∣∣A2 +Hc−2(H)
∫ T
0
|∂tp(H, t)|2dt
∣∣∣∣∣ ≤(
(1 + (1 +
H
cm
)‖c−2‖W 1,∞)T + 2H‖c−2‖
1/2
L∞
)
E(0).
Des arguments similaires concernant l’intégrale A3 montrent que
|A3| ≤ HλkTE(0).
On termine la preuve en combinant toutes les précédentes estimations sur les
constantes Ai, i = 1, 2, 3,.
4.2.3 Preuve de la Proposition 4.1.3
Soient θ =
√
‖c−2‖L∞ et T > 2θH, on introduit la fonction suivante
Φ(y) =
∫ T−θy
θy
(
c−2(H − y)|∂tp(H − y, t)|2 + |∂yp(H − y, t)|2 + λ2k|p(H − y, t)|2
)
dt,
=
∫ T−θy
θy
ϕ(y, t)dt,
pour 0 ≤ y ≤ H. On remarque que
Φ(0) = (c−2(H) + β2)
∫ T
0
|∂tp(H, t)|2dt+ λ2k
∫ T
0
|p(H, t)|2dt. (4.26)
D’autre part, un calcul direct de la dérivée de Φ(y) donne
Φ′(y) =
∫ T−θy
θy
∂yϕ(y, t)dt− θϕ(y, T − θy)− θϕ(y, θy).
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En intégrant par parties on déduit que
Φ′(y) = Bθ(y) + ∂y(c
−2(H − y))
∫ T−θy
θy
|∂tp(H − y, t)|2dt,
où
Bθ(y) =
(
−2c−2(H − y)∂tp(H − y, t)∂yp(H − y, t)
) ∣∣∣t=T−θy
t=θy
−θ
(
c−2(H − y)|∂tp(H − y, t)|2 + |∂yp(H − y, t)|2 + λ2k|p(H − y, t)|2
) ∣∣∣t=T−θy
t=θy
.
Le choix de θ implique que Bθ(y) < 0 pour 0 ≤ y ≤ H. Ainsi, on obtient
Φ′(y) ≤ c2(H − y)|∂y(c−2(H − y))|
∫ T−θy
θy
c−2(H − y)|∂tp(H − y, t)|2dt
≤ c2(H − y)|∂y(c−2(H − y))|Φ(y).
Avec l’inégalité de Gronwall, on a
Φ(y) ≤ e
∫H
0
c2(s)|∂y(c−2(s))|dsΦ(0), (4.27)
pour 0 ≤ y ≤ H.
On déduit de la décroissance en énergie (4.7) que
(T − 2θH)E(T ) ≤ (T − 2θH)E(T − θH) ≤
∫ T−θH
θH
E(t)dt. (4.28)
En réécrivant le terme de droite en fonction de ϕ on trouve∫ T−θH
θH
E(t)dt =
∫ H
0
∫ T−θH
θH
ϕ(y, t)dtdy.
Comme (θH, T − θH) ⊂ (θy, T − θy) pour tout 0 ≤ y ≤ H, on a∫ T−θH
θH
E(t)dt ≤
∫ H
0
Φ(y)dy. (4.29)
En combinant les inégalités (4.27)-(4.28)-(4.29),on trouve que
(T − 2θH)E(T ) ≤ He
∫H
0
c2(s)|∂y(c−2(s))|dsΦ(0). (4.30)
En reprenant la dérivée de l’énergie (4.7), et en intégrant l’égalité sue (0, T ) on
obtient
E(0) = E(T ) + β
∫ T
0
|∂tp(H, t)|2dt.
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La dernière égalité et l’estimation d’énergie (4.30) donnent
E(0) ≤ (T − 2θH)−1He
∫H
0
c2(s)|∂y(c−2(s))|dsΦ(0) + β
∫ T
0
|∂tp(H, t)|2dt.
En remplaçant Φ(0)par son expression dans (4.26) on trouve finalement
E(0) ≤(
(T − 2θH)−1He
∫H
0
c2(s)|∂y(c−2(s))|ds(c−2(H) + β2) + β
)∫ T
0
|∂tp(H, t)|2dt
+λ2k
∫ T
0
|p(H, t)|2dt.
En combinant cette expression au fait que
E(0) =
∫ H
0
(
c−2(y)|f1(y)|2 + |f ′0(y)|2 + λ2k|f0(y)|2
)
dy,
on termine alors la preuve.
Ce chapitre a ainsi permis de démontrer de manière mathématique que la
reconstruction de l’image photoacoustique se dégrade avec la profondeur. L’es-
timation de stabilité obtenue décrit le phénomène qui limite la reconstruction
en profondeur, principal inconvénient de cette technique d’imagerie. Pour ten-
ter de contrer ce phénomène, on peut ajouter des marqueurs dans le milieu qui
ont pour objectif d’amplifier le signal photoacoustique en profondeur. Les na-
noparticules métalliques sont un type de marqueurs utilisables dans ce but. Le
chapitre suivant porte sur l’étude du phénomène photoacoustique en présence
de nanoparticules et du problème inverse associé.
Chapitre 5
Imagerie photoacoustique
avec des nanoparticules
métalliques
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Dans ce chapitre, nous étudions le phénomène photoacoustique en présence
de nanoparticules métalliques. L’objectif est d’établir un modèle réaliste de la
génération d’un signal photoacoustique par une nanoparticule se trouvant à
l’intérieur d’un tissu biologique. Dans la première sous-partie, nous décrirons le
mécanisme d’amplification de la lumière à travers les propriétés des nanoparti-
cules métalliques. La deuxième sous-partie concerne la modélisation thermique
de la portion d’énergie électromagnétique qui est convertie en chaleur. La troi-
sième partie concerne la modélisation thermique et le modèle mathématique de
la génération d’une onde acoustique due à l’expansion thermique du tissu autour
de la nanoparticule. Le problème inverse photoacoustique est résolu asymptoti-
85
86 CHAPITRE 5. NANOPARTICULES MÉTALLIQUES
quement dans la quatrième partie.
5.1 Le modèle photoacoustique
Nous commençons par décrire la modélisation du phénomène photoacous-
tique avec une nanoparticule métallique. Soit Ω un domaine C2 borné dans R2.
Le vecteur normal sortant de ∂Ω au point x est noté νΩ(x). Le domaine Ω cor-
respond au milieu biologique que nous souhaitons imager grâce à la technique
de l’imagerie photoacoustique. Supposons que Ω contienne une unique nanopar-
ticule, de la forme Bα := z? + αB, où B est un domaine C2 borné contenant
l’origine, α est une petite constante positive représentant la taille de la nanopar-
ticule et z? est la position de la nanoparticule. La première étape de l’imagerie
photoacoustique est d’illuminer l’objet par une onde électromagnétique prove-
nant d’un laser. Les équations de Maxwell linéaires sont de la forme
∇×E = −µ0
∂
∂t
H
∇×H = J + ε ∂
∂t
E,
où E et H sont les champs électrique et magnétique totaux respectivement.
J est le courant lié au champ électrique E par J = σE, où σ est la conductivité
électrique. Les coefficients ε et µ sont la permittivité électrique et magnétique
de l’objet. La perméabilité magnétique est supposée constante égale à µ0 la per-
méabilité du vide, et la permittivité électrique est donnée par
ε(x) =
{
εs(x) pour x ∈ R2 \Bα,
εm pour x ∈ Bα,
où εm est la permittivité du métal que nous préciserons plus tard, et εs(x)
est la permittivité de l’échantillon, supposée de classe C2 et constante égale
à ε0 > 0 la permittivité du vide à l’extérieur de Ω. Nous supposons de plus
que 0 < c0 < <(εs(x)) < <(εm) pour tout x ∈ Ω, et =(εs(x)) appartient à
C20 (Ω) et vérifie c0 < =(εs(z?)). La partie imaginaire de la permittivité élec-
trique =(εs(x)), est liée à l’absorption de l’énergie électromagnétique et donne
une bonne description de l’état du tissu biologique. Notre objectif est de recons-
truire ce paramètre autour des nanoparticules.
Lors de l’illumination de l’objet, une partie de l’énergie électromagnétique
est dissipée par absorption à l’intérieur du tissu biologique et dans la nano-
particule. L’absorption de l’énergie électromagnétique par le tissu biologique la
transforme en chaleur, qui conduit alors à l’expansion thermo-élastique à l’ori-
gine du phénomène photoacoustique. Cette expansion génère alors une onde
acoustique qui se propage jusqu’aux détecteurs sur le bord du domaine ∂Ω.
Les mesures p0(x, t) permettent la reconstruction des coefficients d’absorption
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et de diffusion du milieu. En pratique, plusieurs expériences ont permis d’ob-
server que la profondeur d’image est relativement faible, à savoir de l’ordre de
quelques millimètres. Cette limitation est due à la faible pénétration des ondes
électromagnétiques dans le milieu biologique : les signaux optiques sont atté-
nués de manière significative par l’absorption et la diffusion. Dans l’article [27],
les auteurs montrent que la résolution est proportionnelle à la magnitude de la
fluence du laser dans le milieu. Les nanoparticules métalliques sont très intéres-
santes en tant qu’agents de contraste en photoacoustique du fait de leur grande
capacité à absorber la lumière et à la transformer en chaleur, ainsi que de leur
sélectivité spectrale. Lorsqu’elles sont éclairées à leurs résonances plasmoniques,
leur absorption est amplifiée et leur température augmente significativement, ce
qui donne lieu à différents phénomènes dont l’augmentation de température du
milieu environnant. La thérapie par hyperthermie pour le traitement du cancer
est un exemple d’application des propriétés des nanoparticules : on détruit la
tumeur grâce à l’échauffement des nanoparticules métalliques. Dans le cadre de
l’imagerie photoacoustique, l’échauffement du tissu biologique environnant va
générer une importante onde acoustique pN (x, t) qui va pouvoir être détectée
sur ∂Ω. L’intérêt de l’utilisation des nanoparticules métalliques en imagerie pho-
toacoustique est qu’on peut les introduire à la position souhaitée dans l’objet à
imager, et ainsi obtenir des sources acoustiques d’intensité importante dans le
milieu. C’est donc une solution au problème de la faible profondeur de l’ima-
gerie photoacoustique, car la présence des nanoparticules métalliques permet
d’amplifier le signal à l’intérieur des tissus. On trouve plusieurs travaux sur le
sujet, voir par exemple les articles [26, 66].
L’objectif de ce chapitre est donc d’étudier le problème inverse photoacous-
tique dans le but de reconstruire la partie imaginaire de la permittivité du tissu
=(εs(x)) au point z?, liée à l’absorption de l’énergie électromagnétique, à partir
des mesures de pression p(x, t) sur le bord ∂Ω.
Supposons que |∇H(z?)| 6= 0, que B est une boule et que z? est connu. Nous
établissons l’estimation de stabilité globale suivante. Elle montre comment les
erreurs de mesures affectent la reconstruction de la permittivité en z?.
Théoreme 5.1.1
Soit τp > τΩ avec τp = supx,y∈Ω |x− y|. Soit pa(x, t) (resp. pb(x, t))la pres-
sion acoustique générée par une source électromagnétique externe dans un
milieu de permittivité électrique εs,a(x) (resp. εs,b(x)).
Alors, il existe une constante C > 0 ne dépendant pas de α et les mesures
sur le bord vérifient
|=(εs,a(z?))−=(εs,b(z?))| ≤ C
(∥∥∥∥∂pa∂t − ∂pb∂t
∥∥∥∥
L2(∂Ω×(0,τp))
+ ‖∇pa −∇pb‖L2(∂Ω×(0,τp))
) 1
4
+O(α).
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Le preuve du théorème est donnée dans la quatrième partie de ce chapitre.
Elle est basée sur un développement asymptotique des champs électromagné-
tiques lorsque α tend vers zéro. Le couplage entre les ondes acoustique et électro-
magnétique nous permet de retrouver le développement asymptotiqe intérieur
des champs électromagnétiques dans un petit voisinage de z? (Théorème 5.3.1,
et sous-section 5.3.2). Comme α la taille de la nanoparticule est petit, l’estima-
tion de stabilité de Hölder montre que la reconstruction de =(εs(z?)) à partir
des mesures de pression p(x, t) sur le bord ∂Ω est un problème inverse bien posé.
Dans la sous-section 5.1.2, nous calculons le développement asymptotique des
résonances plasmoniques du système nanoparticule et tissu biologique. Puis dans
la sous-section 5.3.2 nous montrons que le fait de choisir la fréquence de l’onde
incidente proche de la partie réelle d’une résonance plasmonique amplfie le signal
photoacoustique mesuré sur le bord. Pour finir, le résultat de stabilité peut être
aisément étendu au cas de plusieurs nanoparticules séparées introduites dans
l’échantillon.
5.1.1 Excitation électromagnétique
Les premières synthèses de petites particules métalliques datent du 4ème
ou 5ème siècle avant JC, où des objets en or ont été découverts en Chine et
en Egypte. Leurs propriétés optiques étaient utilisées pour colorer le verre, la
céramique, la porcelaine et la poterie (voir [55] et références). Un des exemples
les plus fascinants de l’utilisation de cette technologie est la célèbre coupe de
Lycurgue exposée au British Museum à Londres (voir Figure 5.1). Cette coupe
change de couleur selon le mode d’illumination. Le verre apparait vert quand il
est éclairé de l’extérieur, sous la lumière du jour par exemple. Le verre apparait
rouge quand il est au contraire éclairé de l’intérieur et que la lumière le traverse.
Ces propriétés étonnantes proviennent des propriétés optiques des nanoparti-
cules dans le verre.
On sait maintenant que les propriétes diffractives de ces particules sont liées
à des phénomènes de résonance. Les résonances plasmoniques peuvent se pro-
duire dans les particules métalliques si la permettivité diélectrique à l’intérieur
de celle-ci est négative et si la longueur d’onde de l’excitation incidente est beau-
coup plus grande que la dimension de la particule. Pour des particules métal-
liques à l’échelle nanométrique, ces résonances se produisent pour les fréquences
optiques et se traduisent en une importante amplification du champ électroma-
gnétique près du bord des particules. Ce phénomène est utilisé pour différentes
applications comme la nanophotonique, la nanolithographie, la microscopie en
champ proche et les biosenseurs. Les fréquences de résonance désirées ainsi que
les amplifications locales du champ dépendent de la géométrie de la nanopar-
ticule. Alors que les nanoparticules métalliques produites avec les techniques
standards peuvent avoir un grand nombre de formes différentes, une descrip-
tion exacte et complète des modes électromagnétiques associés à ces particules
n’est pas encore disponible. En fait, les résonances des nanoparticules sont sou-
vent déterminées expérimentalement en excitant les nanoparticules de formes
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Figure 5.1 – La coupe de Lycurgue.
diverses avec différentes fréquences incidentes.
Du point de vue mathématique, ces valeurs sont les valeurs propres com-
plexes des équations de Maxwell qui n’existent que pour une permittivité diélec-
trique négative des nanoparticules et lorsque la dimension des nanoparticules
est inférieure à la longueur d’onde incidente. Un développement asymptotique
formel dans [53, 52] démontre que si le rapport entre la longueur d’onde inci-
dente et la taille de la nanoparticule tend vers zéro, les résonances plasmoniques
s’approchent des valeurs propres de l’opérateur de Neumann-Poincaré ou de
l’opérateur variationnel de Poincaré [53, 52]. Dans l’article [24], les auteurs ont
établi une justification rigoureuse de l’approximation quasi-statique en régime
harmonique [53, 52]. Il est également connu que les phénomènes de résonance
ne se produisent uniquement dans le cas d’une polarisation transverse magné-
tique (TM). Nous considérons ici le régime temporel harmonique en polarisa-
tion TM, soit E = <(Eeiωt) et H = =(Heiωt), où E = (Ex(x, y), Ey(x, y), 0) et
H = (0, 0, H(x, y)).
Le champ magnétique total peut se décomposer en deux partiesH = Hi+Hs
où Hi et Hs sont respectivement les ondes incidente et diffusée.
Les équations de Maxwell linéaires homogènes en domaine de fréquence, en
polarisation transverse magnétique et en l’absence de sources internes sont de
la forme
∇ ·
(
1
ε
∇H
)
+ ω2µ0H = 0 in R2. (5.1)
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avec la condition de radiation de Sommerfeld |x| → +∞ [59] :
∂Hs
∂|x|
− iω√ε0µ0Hs = O(
1√
|x|
). (5.2)
La permittivité électrique est donnée ici par
ε(x) =
 ε0 pour x ∈ R
2 \ Ω,
εs(x) pour x ∈ Ω \Bα,
εm(ω) pour x ∈ Bα,
où ε0 est la permittivité du vide. Le champ incident Hi satisfait
∆Hi + ω
2µ0ε0Hi = 0 dans R2.
Le métal qui compose la nanoparticule est supposé réel, sa constante diélec-
trique est décrite pas le modèle de Drude :
εm(ω) = ε0
(
ε∞ −
ω2P
ω2 + iωΓ
)
, (5.3)
où ε∞ > 0, ωP > 0 et Γ > 0 sont les paramètres du métal qui sont habi-
tuellement déterminés grâce à des données expérimentales [55]. La constante
diélectrique εm dépend de la fréquence ω ce qui implique que les ondes inci-
dentes peuvent causer un changement de comportement du métal. Les milieux
possédant de telles propriétés sont appelés milieux dispersifs.
Le modèle de Drude considéré ici décrit bien les propriétés optiques de nom-
breux métaux pour une gamme de fréquence assez large. Par exemple, la fonc-
tion εm(ω) avec comme paramètres effectifs ε∞ = 9.84 eV , ωP = 9.096 eV ,
Γ = 0.072 eV pour l’or et ε∞ = 3.7 eV , ωP = 8.9 eV , Γ = 0.021 eV pour
l’argent reproduit plutôt bien les valeurs expérimentales de la constante diélec-
trique pour une fréquence entre 0.8 eV et 4 eV (voir par exemple [42]).
5.1.2 Résonances plasmoniques
Quand la fréquence appartient à la moitié supérieure de l’espace complexe,
c’est-à-dire =(ω) ≥ 0, le système (5.1) possède une unique solution. La résolvante
de l’opérateur différentiel 5.1 avec les conditions 5.2 possède une continuation
méromorphe dans la plan complexe inférieur.
Le nombre complexe ω est dit fréquence résonante plasmonique de la nano-
particule Bα s’il existe une solution non triviale H au système (5.1)-(5.2) sans
onde incidente.
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On sait que l’ensemble des résonances de diffusion {ωj} de l’équation de
Helmholtz ci-dessus en l’absence de dispersion (εm ne dépend pas de la fréquence
ω) est discret et symétrique selon l’axe imaginaire dans le plan complexe. De
plus, on voit facilement que toutes les fréquences de résonance {ωj} se situent
dans le demi espace inférieur =(ω) < 0. Elles peuvent être déterminées facile-
ment pour une particule de forme circulaire ou ellipsoïde et sont liées dans ce
cas aux zéros de certaines fonctions de Bessel. Des résultats plus élaborés éta-
blissent que pour des formes strictement convexes en dimension 3, les fréquences
résonantes s’accumulent rapidement sur l’axe réel |<ω| → ∞ [65].
Il a été démontré qu’en dimension 1, les résonances de diffusion d’un milieu non
dispersif satisfont [36, 61]
=(ω) ≥ C1e−C2|<(ω)|
2
,
où les constantes Ci, i = 1, 2 dépendent uniquement de ε et de la taille du
domaine.
La partie imaginaire d’une résonance donne le taux de décroissance des états
résonants associés. De plus, les résonances proches de l’axe réel donnent des in-
formations sur le comportement à long terme des ondes. En particulier, depuis
les travaux de Lax-Phillips [47] et Vainberg [76], les régions proches de l’axe
réel ne comportant pas de résonances ont été utilisées pour comprendre la dé-
croissance des ondes. Plusieurs travaux en nano-optique ont fait le lien entre
l’amplification de la lumière et la partie imaginaire des résonances proches de
l’axe réel [12, 23, 22].
De la même manière que pour la cas non dispersif, les résonances plasmo-
niques forment un ensemble discret et isolé de valeurs complexes (ωj(α))j . Dans
l’article [24], les auteurs ont établi un développement asymptotique des fré-
quences de résonances plasmoniques quand α tend vers zéro et quand la na-
noparticule est entourée d’un milieu homogène avec une permittivité électrique
constante. Dans le prochain paragraphe, nous adaptons leurs techniques à notre
problème et nous calculons le premier terme du développement asymptotique
des résonances plasmoniques.
En faisant le changement de variables x = z?+αξ dans le problème spectral
(5.1), nous obtenons
∇ ·
(
1
ε̃α
∇H̃
)
+ α2ω2µ0H̃ = 0 dans R2, (5.4)
avec la condition de radiation
∂H̃
∂|ξ|
− iαω√ε0µ0H̃ = O(
1√
|ξ|
) quand |ξ| → +∞, (5.5)
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où H̃(ξ) = H(z? + αξ), et ε̃α(ξ) = ε(z? + αξ) est donné par
ε̃α(ξ) =
 ε0 pour ξ ∈ R
2 \ Ωα,
εs(z
? + αξ) pour ξ ∈ Ωα \B,
εm(ω) pour ξ ∈ B.
Ici, Ωα correspond à
{
x−z?
α ;x ∈ Ω
}
. Il contient le vecteur zéro et tend vers
l’espace entier quand α approche de zéro. De la même manière, la fonction
régulière par morceaux ε̃α(ξ) converge en L∞loc(R2) vers la fonction constante
par morceaux
ε̃0(ξ) =
{
εs(z
?) pour ξ ∈ R2 \B,
εm(ω) pour ξ ∈ B.
Le problème spectral ci-dessus converge formellement quand α tend vers zéro
vers le problème spectral quasi-statique
∇ ·
(
1
ε̃0
∇H̃0
)
= 0 dans R2, (5.6)
où le champ H̃0(x) appartient à W
1,−1
0 (R2), où
W 1,−10 (R
2) :=
{
u ∈ H1loc(R2) : u/(1 + |ξ|2)
1
2 ln(1 + |ξ|2) ∈ L2(R2);∇u ∈ L2(R2);
lim
|ξ|→+∞
u = 0
}
.
(5.7)
Nous définissons ensuite l’opérateur intégral T0 : W 1,−10 (R2) → W
1,−1
0 (R2)
par ∫
R2
∇T0w∇vdξ =
∫
B
∇w∇vdξ.
On introduit l’espace vectoriel simple couche
H := {u ∈W 1,−10 (R2) : ∆u = 0 dans B ∪ R2 \B; u|+ = u|− sur ∂B}.
On déduit de l’article [24] que la restriction de T0 à H est un opérateur
auto-adjoint de type Fredholm d’indice zéro. En fait, 12I − T0 est un opérateur
compact.
Notons
{
β±j
}
j≥1 les valeurs propres de T0 : H→ H, ordonnées de la manière
suivante :
0 = β−1 ≤ β
−
2 ≤ ... ≤
1
2
,
et
1
2
≤ ... ≤ β+2 ≤ β
+
1 < 1,
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et satisfaisant limj→+∞ β±j =
1
2 .
On déduit immédiatement du principe min-max pour les opérateurs com-
pacts auto-adjoints 12I − T0 la caractérisation suivante du spectre de T0 (voir
[24]).
Proposition 5.1.1
Soit
{
w±j
}
j≥1 l’ensemble des fonctions propres correspondantes de l’opéra-
teur T0, associées aux valeurs propres
{
β±j
}
j≥1. Les inégalités suivantes sont
vérifiées
β−j = minu∈H
u⊥w−1 ,...,w
−
j−1
∫
D
|∇u|2 dx∫
Ω
|∇u|2 dx
= max
Fj⊂H
dim(Fj)=j−1
min
u∈F⊥j
∫
D
|∇u|2 dx∫
Ω
|∇u|2 dx
,
et
β+j = maxu∈H
u⊥w+1 ,...,w
+
j−1
∫
D
|∇u|2 dx∫
Ω
|∇u|2 dx
= min
Fj⊂H
dim(Fj)=j−1
max
u∈F⊥j
∫
D
|∇u|2 dx∫
Ω
|∇u|2 dx
,
pour tout j ≥ 1.
On définit les résonances quasi-statiques
(
ω±j (0)
)
j≥1 du problème spectral
(5.6) comme les racines complexes des équations de dispersion suivantes
εm(ω) = k
±
j := ε0
β±j
β±j − 1
, j ≥ 1. (5.8)
On remarque tout d’abord que comme β±j est dans l’intervalle (0, 1), les va-
leurs à droite de l’égalité k±j sont des réels négatifs. La permittivité électrique
εm(ω) aux résonances plasmoniques
(
ω±j (0)
)
j≥1 est alors réelle et négative. C’est
exactement ce à quoi on s’attend dans cette situation, et les résonances plas-
moniques ne peuvent pas exister si le matériau à l’intérieur de la nanoparticule
possède une simple permittivité électrique qui a toujours une partie réelle stric-
tement positive (voir Figure 5.2).
Lemme 5.1.1
Les racines complexes des relations de dispersion εm(ω) = k±j , for j ≥ 1
sont données explicitement par
−iΓ
2
±
√
ω2p
ε∞ − k±j
− Γ
2
4
si k±j ≥ ε∞ − 4
ω2P
Γ2
, (5.9)
i
(
−Γ
2
±
√
Γ2
4
−
ω2p
ε∞ − k±j
)
si k±j < ε∞ − 4
ω2P
Γ2
. (5.10)
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Figure 5.2 – Modèle de Drude pour la permittivité électrique de l’argent (don-
nées expérimentales en rouge).
Notons que les quantités kj et ε∞−4ω
2
P
Γ2 dépendent uniquement de la forme de
la particule et de la nature du métal qui la compose respectivement. D’après ce
calcul, nous pouvons remarquer que la forme circulaire n’a que deux résonances
quasi-statiques données par −iΓ2 ±
√
ω2p
ε∞
− Γ24 , et −i
Γ
2 ±
√
ω2p
ε∞+εs(z?)
− Γ24 . Elles
satisfont respectivement l’équation de dispersion avec k−1 = 0, et k
±
∞ = −1. On
remarque que seules les résonances liées à k±∞ = −1 dépendent de la permittivité
électrique du milieu environnant εs(z?), et pourront forunir des informations sur
ce milieu. Pour finir, les fonctions propres associées à k−1 = 0, sont constantes
sur le bord ∂B.
Nous suivons ensuite les même étapes que dans la preuve du théorème 2.1
de l’article [24] pour prouver les résultats asymptotiques suivants.
Proposition 5.1.2
Soit ω(0) une résonance quasi-statique de multiplicité m. Alors il existe une
constante α0 > 0 telle que pour 0 < α < α0 il existe m résonances plas-
moniques (ωj(α))1≤j≤m satisfaisant le développement asymptotique lorsque
α→ 0 :
1
m
m∑
j=1
ωj(α) = ω(0) + o(− ln(α)−1). (5.11)
Ensuite, nous calculons le développement asymptotique des champs électro-
magnétiques quand la taille de la particule tend vers zéro.
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Développement en petits volumes des champs électromagnétiques
Notre stratégie est d’utiliser ici les outils développés dans les articles [7, 9] et
ses références pour calculer les termes principaux du développement asympto-
tique des champs électromagnétiques quand le volume de la nanoparticule tend
vers zéro. Comme la fréquence de l’onde incidente est réelle et par conséquent
très éloignée des résonances plasmoniques complexes, nous nous attendons à ce
que les termes restant dans le développement asymptotique soient uniformément
bornés.
SoitH0 = Hi+H0s, le champ magnétique total en l’absence de nanoparticule.
Il satisfait le système suivant
∇ ·
(
1
εs
∇H0
)
+ ω2µ0H0 = 0 dans R2. (5.12)
avec la condition de radiation de Sommerfeld suivante lorsque |x| → +∞ :
∂H0s
∂|x|
− iω√ε0µ0H0s = O(
1√
|x|
). (5.13)
Rappelons qu’en régime quasi-statique, les résonances de diffusion sont très
éloignées de l’axe réel. Le système (5.12)-(5.13) ci-dessus possède alors une
unique solution H pour toute fréquence ω réelle donnée. La fonction de Green
G(x, y) est alors bien définie.
∇ ·
(
1
εs
∇G
)
+ ω2µ0G = δy(x) dans R2. (5.14)
avec la condition de radiation de Sommerfeld suivante lorsque |x| → +∞ :
∂G
∂|x|
− iω√ε0µ0G = O(
1√
|x|
), (5.15)
Une simple intégration par parties dans le système (5.12)-(5.13) nous donne
H(x) = H0(x) +
∫
Bα
(
1
εm
− 1
εs(x)
)
∇H(y)∇yG(x, y)dy, (5.16)
ce qui conduit au résultat suivant.
Proposition 5.1.3
Il existe une constante C > 0, indépendante de α et Hi telle que
‖H(x)−H0(x)‖H1(Ω) ≤ Cα‖Hi‖H1(Ω).
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Cette proposition montre que si ω est réel, le champ H0(x) est le premier
terme du développement asymptotique de H(x) lorsque α tend vers zéro. Ce-
pendant, la constante C de la proposition dépend de ε(x) et ω peut être grand.
En fait, en considérant les résultats de la proposition (5.1.2) et du lemme (5.1.1)
si l’atténuation Γ tend vers zéro, les résonances plasmoniques vont approcher
l’axe réel et la constante C peut alors exploser. Dans une telle situation, il faut
prendre en compte plus de termes dans le développement asymptotique de H(x)
quand α tend vers zéro. Nous allons maintenant calculer le premier et le second
terme du développement asymptotique. Dans [9], un développement asympto-
tique uniforme du champ magnétique est calculé en utilisant la méthode des
développements asymptotiques raccordés pour α suffisamment petit. Ici nous
appliquons la même approche pour obtenir un développement asymptotique
formel des champs électromagnétiques. Nous allons représenter le champ H(x)
par deux développements différents, un développement intérieur pour x proche
de z?, et un développement extérieur pour x éloigné de z?.
Le développement extérieur prend la forme suivante
H(x) = H0(x) + αH1(x) + α
2H2(x) + · · · , pour |x− z?| >> O(α), (5.17)
où H1, H2 satisfont l’équation de Helmholtz suivante
∇ ·
(
1
εs
∇Hi
)
+ ω2µ0Hi = 0 dans |x− z?| >> O(α),
avec la condition de radiation de Sommerfeld suivante quand |x| → +∞ :
∂Hi
∂|x|
− iω√ε0µ0Hi = O(
1√
|x|
).
En introduisant la variable micro échelle ξ = (x − z?)/α, le développement
intérieur peut alors s’écrire
H(z? + αξ) = h0(ξ) + αh1(ξ) + α
2h2(ξ) + · · · , for |ξ| = O(1), (5.18)
où les fonctions h0, h1, h2 satisfont les équations de divergence suivantes :
∇ ·
(
1
ε̃
∇h0
)
= 0 dans R2, (5.19)
∇ ·
(
1
ε̃
∇h1
)
+∇ · (η1(ξ)∇h0) = 0 dans R2, (5.20)
∇ ·
(
1
ε̃
∇h2
)
+∇ · (η1(ξ)∇h1) +∇ · (η2(ξ)∇h0) (5.21)
= −ω2µ0h0(ξ) dans R2, (5.22)
où η̃1(ξ) et η2(ξ) sont les coefficients du développement intérieur de 1ε(z?+αξ)
donnés par
1
ε(z? + αξ)
=
1
ε̃(ξ)
+ η1(ξ)α+ η2(ξ)α
2 + · · · , (5.23)
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avec
η1(ξ) =
{
∇( 1εs )(z
?)ξ in R2 \B,
0 in B,
et
η2(ξ) =
{
∇2( 1εs )(z
?) ξ
2
2 dans R
2 \B,
0 dans B,
De manière évidente, les développements intérieurs et extérieurs ne sont pas
valables partout, et le système d’équations qui définit les fonctions Hi et hi
ne sont pas complets. Pour déterminer ces fonctions de manière unique, nous
devons faire correspondre les développements intérieurs et extérieurs dans un
domaine de chevauchement dans lequel la variable micro échelle ξ est grande et
x− z? est petit. Dans ce domaine, les conditions de correspondance sont :
H0(y) + αH1(y) + α
2H2(y) + · · · ∼ h0(ξ) + αh1(ξ) + α2h2(ξ) + · · ·
Un changement de variables dans l’intégrale de Lippman-Schwinger donne
H(z? + αξ) = H0(z
? + αξ)
+α
∫
B
(
1
εm
− 1
εs(z? + αξ′)
)
∂ξk (H(z
? + αξ′)) ∂xkG(z
? + αξ, z? + αξ′)dξ′.
(5.24)
Un développement asymptotique des quantités ci-dessus donne
H0(z
? + αξ) = H0(z
?) + ∂xiH0(z
?)ξiα+ ∂
2
xixjH0(z
?)ξiξj
α2
2
+ o(α2),
et
∂ξkG(z
? + αξ, z? + αξ′) = εm∂ξkΦ0(ξ, ξ
′) + αΦ1(ξ, ξ
′) + o(α),
où Φ0(ξ, ξ′) = 12π ln(|ξ− ξ
′|) est la fonction de Green du Laplacien dans l’espace
entier et Φ1(ξ, ξ′) est une fonction faiblement singulière (voir Théorème 5.4.1
dans l’Annexe).
En injectant le développement intérieur de H et le développement asympto-
tique ci-dessus dans (5.24), nous obtenons
h0(ξ) = H0(z
?),
h1(ξ) = ∂xiH0(z
?)ξi +
(
εs(z
?)
εm
− 1
)∫
B
∂ξkΦ0(ξ, ξ
′)∂ξkh1(ξ
′)dξ′,
et
h2(ξ) =
(
εs(z
?)
εm
− 1
)∫
B
∂ξkΦ0(ξ, ξ
′)∂ξkh2(ξ
′)dξ′ +
1
4π
(
1
εm
− 1
εs(z?)
)
∂xkεs(z
?)
∫
B
∂ξkh1(ξ
′)dξ′.
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Nous supposons maintenant que les fonctions h0, h1 et h2 ne sont pas dé-
finies uniquement dans le domaine B, mais partout dans R2. En considérant
les développements asymptotiques obtenus à partir de l’équation de Lipmann-
Schwinger, nous obtenons
h0(ξ) = H0(z
?), (5.25)
∇ ·
(
1
ε̃
∇h1(ξ)
)
= 0 in R2, (5.26)
lim
ξ→+∞
(h1(ξ)− ∂xiH0(z?)ξi) = 0 (5.27)
et
∇ ·
(
1
ε̃
∇h2(ξ)
)
= −∇ · (η1(ξ)∇h1) in R2, (5.28)
lim
ξ→+∞
(
h2(ξ)−
1
2
∂2xixjH0(z
?)ξiξj
)
= 0. (5.29)
En utilisant une approche variationelle dans l’espace de Hilbert W 1,−10 (R2),
nous pouvons prouver que les systèmes (5.27)- (5.27) et (5.27)- (5.27) ont des
solutions uniques. En particulier, nous obtenons que
h2(ξ) =
1
4π
(
1
εm
− 1
εs(z?)
)
∂xkεs(z
?)
∫
B
∂ξkh1(ξ
′)dξ′, (5.30)
est une fonction constante.
Nous allons maintenant déterminer le développement extérieur des fonctions
H1 et H2. Pour ce faire, nous considérons de nouveau l’équation de Lipmann-
Schwinger
H(x) = H0(x)
+α
∫
B
(
1
εm
− 1
εs(z? + αξ′)
)
∂ξk (H(z
? + αξ′)) ∂xk (G(x, z
? + αξ′)) dξ′. (5.31)
En utilisant le développement intérieur de H et la régularité de la fonction de
Green G nous obtenons
H1(x) = 0, (5.32)
H2(x) =
(
1
εm
− 1
εs(z?)
)∫
B
∂ξkh1(ξ
′)dξ′∂xkG(x, z
?). (5.33)
Nous savons que les développements intérieur et extérieur ne sont pas va-
lables uniformément en x [9]. Pour obtenir un développement asymptotique des
champs lorsque α tend vers zéro valable uniformément sur la variable d’espace,
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nous raccordons les deux développements. Ainsi, en ajoutant les développements
intérieurs et extérieurs et en enlevant leur partie commune, nous obtenons de
manière formelle les développements uniformes suivants, pour tout x ∈ Ω :
H(x) = H0(x) + αH1(
x− z?
α
) + α2 ln(α)H2(
x− z?
α
) + α2H2(x) +O(α
2 ln(α)),
(5.34)
où
H1(ξ) = h1(ξ)− ξi∂xiH0(z?) +
(
εs(z
?)
εm
− 1
)
1
π
∫
B
∂ξih1(ξ
′)dξ′
ξi
|ξ|2
,
H2(ξ) =
1
4π
(
1
εm
− 1
εs(z?)
)
∂xkεs(z
?)
∫
B
∂ξkh1(ξ
′)dξ′.
En suivant la preuve du Théorème 2.1 de l’article [9], nous obtenons les
estimations suivantes.
Théoreme 5.1.2
Pour δ ∈ (0, 1), il existe une constante C > 0, indépendante de α et Hi telle
que
‖H(x)−H0(x)− αH1(
x− z?
α
)− α2 ln(α)H2(
x− z?
α
)− α2H2(x)‖H1(Ω) ≤ Cα2‖Hi‖H1(Ω).
Cette approximation peut être améliorée en considérant le terme d’ordre α2 du
développement intérieur et en calculant la limite de Φ1(ξ, ξ′) lorsque ξ tend vers
+∞. Contrairement à la première impression, le terme α2H2(x) du côté droit
doit nécessairement annuler la singularité de H1(ξ) lorsque ξ tend vers zéro.
5.1.3 Cas radial
Nous supposons ici que Ω et B sont le disque unité, et que z? = 0. Nous
supposons également que la permittivité électrique ε est constante par morceaux.
Soient (r, θ) les coordonnées polaires dans R2, soit m un entier supérieur à
1 fixé, et considérons
Hi(r, θ) = Jm(
ω
c0
r)eimθ,
le champ magnétique incident, où Jm(ξ) est la fonction de Bessel de premier
type d’ordre m, et c0 = 1√ε0µ0 est la vitesse de la lumière dans le vide.
Le champ magnétique total prend alors la forme H(r, θ) = hα(r)eimθ, avec
h(r) =

κ1Hm(
ω
c0
r) + Jm(
ω
c0
r) pour r ≥ 1,
κ2Hm(
ω
cs
r) + κ3Jm(
ω
cs
r) pour α ≤ r ≤ 1,
κ4Jm(
ω
cm
r) pour r ≤ α,
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où cs = 1√εsµ0 , et cm =
1√
εmµ0
sont la vitesse de la lumière dans le revêtement
diélectrique et dans la nanoparticule métallique respectivement. Hm(ξ) est la
fonction de Hankel de premier type d’ordre m.
Les conditions de transmission pour r = 1 et r = α donnent le système
suivant

Hm(
ω
c0
) −Hm( ωcs ) −Jm(
ω
cs
) 0
c0
cs
H ′m(
ω
c0
) −H ′m( ωcs ) −J
′
m(
ω
cs
) 0
0 Hm(
ω
cs
α) Jm(
ω
cs
α) −Jm( ωcmα)
0 cscmH
′
m(
ω
cs
α) cscm J
′
m(
ω
cs
α) −J ′m( ωcmα)
−→κ =

−Jm( ωc0 )
−J ′m( ωc0 )
0
0
 .
Les résonances plasmoniques, dans ce cas, sont exactement les zéros du dé-
terminant dα(ω) de la matrice de diffusion. Un développement asymptotique de
cette dernière lorsque α tend vers zéro donne
dα(ω) =
d0(ω)
α
+ o(
1
α
),
où
d0(ω) :=
(
−Hm(
ω
c0
)J ′m(
ω
cs
) +
csεs
c0ε0
H ′m(
ω
c0
)Jm(
ω
cs
)
)
cms
πω
(c2m − c2s)
1
cm+1m
.
La valeur limite ω(0) d’une séquence de résonances plasmoniques doit être
finie et doit satisfaire l’équation de dispersion d0(ω(0)) = 0. On remarque que
les racines complexes de la fonction
−Hm(
ω
c0
)J ′m(
ω
cs
) +
c0
cs
H ′m(
ω
c0
)Jm(
ω
cs
),
sont les résonances de diffusion du domaine Ω en l’absence de nanoparticule. Si
nous ne considérons plus ω petit, et si le matériau composant la nanoparticule
est non dispersif, nous obtenons que les résonances de diffusion convergent vers
les résonances non pertubées (voir par exemple [7, 9]).
Une analyse des zéros de d0(ω) en régime quasi-statique conduit à εm(ω(0)) =
0, ce qui correspond exactement aux valeurs plasmoniques d’une nanoparticule
de forme circulaire β±∞ =
1
2 d β
−
1 = 0 (voir par exemple (5.8)).
Dans le cas où m est égal à 1, le déterminant dα(ω) a le développement
asymptotique suivant dα(ω) = d0(ω) ln(α) + o(ln(α)) lorsque α tend vers zéro.
En utilisant le théorème de Rouché, on peut déterminer complètement le déve-
loppement asymptotique des résonances plasmoniques dans le cas d’une nano-
particule circulaire.
5.2 Effet photoacoustique
Nous considérons ici une nanoparticule métallique dans un liquide et nous
allons décrire la génération photoacoustique engendrée par l’échauffement élec-
tromagnétique de la nanoparticule. Nous rappelons les équations qui décrivent
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le couplage entre l’élévation de température dans le milieu et la génération de
l’onde acoustique
5.2.1 Sources acoustiques
Nous écrivons les équations fondamentales de l’acoustique [66], à savoir
l’équation de continuité, l’équation d’Euler et l’équation de continuité du flux
de chaleur comme dans le Chapitre 1.
∂ρ
∂t
= −ρ0div(v), (5.35)
ρ0
∂v
∂t
= −∇p, (5.36)
ρ0T
∂s
∂t
= div(κ∇T ) + Pv, (5.37)
où ρ est la densité, p(r, t) la pression acoustique, v(r, t) la vitesse de dépla-
cement acoustique, s(r, t) l’entropie spécifique, T (r, t) la température et Pv la
source de chaleur. La variation de densité est supposée petite (ρ−ρ0ρ0  1). La
conduction thermique κ est donnée par
κ(x) =
{
κs(x) pour x ∈ Ω \Bα,
κ0 pour x ∈ Bα,
où κs(x) > 0 est la conduction thermique du liquide et κ0 > 0 est la conduction
thermique du métal qui remplit la nanoparticule. Elle vérifie κ0 >> κs.
Le même développement que celui présenté dans le Chapitre 1 mène aux
équations couplées suivantes pour la génération d’ondes acoustiques dans un
milieu liquide :
ρ0cp
∂T
∂t
= div(κ∇T ) + Pv, (5.38)
1
c2s
∂2p
∂t2
−∆p = ρ0β0
∂2T
∂t
. (5.39)
5.2.2 Sources électromagnétiques
Le terme source Pv est l’énergie produite par échauffement électromagné-
tique. Il peut s’écrire de la manière suivante [63] :
Pv = Qgen +Qmet, (5.40)
où Qgen est la densité de puissance volumique de la source électromagné-
tique, et Qmet est la chaleur métabolique générée par le tissu biologique. Nous
considérons ici que cette grandeur est nulle, c’est à dire que le tissu ne génère
pas de chaleur.
102 CHAPITRE 5. NANOPARTICULES MÉTALLIQUES
Les coefficients électromagnétiques du milieu sont la permittivité électrique
complexe εs et la perméabilité magnétique µ0. Comme l’onde électromagné-
tiques est une impulsion et du fait de la différence d’échelles temporelles entre
les ondes acoustiques et électromagnétiques, la densité de puissance volumique
est décrite par la moyenne temporelle de la partie réelle de la divergence du
vecteur de Poynting S = E×H multiplié par la fonction de Dirac en zéro. Par
ailleurs, la divergence de S est donnée par
−∇ · S = iωε|E|2 + iωµ0|H|2. (5.41)
En prenant la partie réelle et la moyenne temporelle de cette divergence,
nous obtenons finalement
Qgen = ω=(ε)〈|E|2〉δ0(t) = ω=(ε)|E|2δ0(t), (5.42)
où la moyenne temporelle est définie par 〈f〉 := limτ→+∞ 1τ
∫ τ
0
f(t)dt, et δ0
est la fonction de Dirac en 0.
Nous pouvons finalement écrire le système d’équations couplées décrivant
la génération photoacoustique due à l’échauffement électromagnétique d’une
nanoparticule métallique
ρ0cp
∂T
∂t
= div(κ∇T ) + ω=(ε)|E|2δ0(t), (5.43)
1
c2s
∂2p
∂t2
−∆p = ρ0β0
∂2T
∂t
. (5.44)
avec les conditions initiales en t = 0 :
T = p =
∂p
∂t
= 0. (5.45)
En suivant la même analyse que dans [10], nous pouvons démontrer que la
température T approche T0 lorsque α tend vers zéro, avec T0 la solution de
ρ0cp
∂T0
∂t
= div(κs∇T0) + ω=(ε)|E|2δ0(t),
avec la condition initiale T0 = 0 en t = 0, et lim|x|→+∞ T0(x) = 0. Ici nous ne
considérons pas les premier et second termes du développement asymptotique.
Les problèmes aux limites sont bien posés comparés à ceux du développement
asymptotique des champs électromagnétiques.
Comme la conductivité κs du tissu biologique est petite comparée aux autres
quantités, nous la négligeons et trouvons alors l’équation suivante pour la tem-
pérature
ρ0cp
∂T0
∂t
= ω=(ε)|E|2δ0(t),
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qui combinée à l’onde acoustique (5.44), nous permet d’obtenir le modèle suivant
pour la génération photoacoustique par une particule métallique :
1
c2s
∂2p
∂t2 (x, t)−∆p(x, t) = 0 dans R
2 × R+,
p(x, 0) = ωβ0cp =(ε)(x)|E(x)|
2 dans R2,
∂p
∂t (x, 0) = 0 dans R
2.
(5.46)
Le système ci-dessus (5.46) couplé avec l’équation de Helmholtz (5.1)-(5.2)
représente le problème direct de l’effet photoacoustique généré par l’échauf-
fement électromagnétique d’une nanoparticule métallique dans un tissu biolo-
gique. L’étape suivante est alors d’étudier le problème inverse photoacoustique.
5.3 Le problème inverse photoacoustique
Nous étudions dans cette partie le problème inverse de reconstruction de
la permittivité électrique ε à partir des mesures acoustiques p(x, t), (x, t) ∈
∂Ω× (0, τp), générées par l’effet photoacoustique dû à l’échauffement de la na-
noparticule métallique présenté dans la partie précédente. La nanoparticule Bα
est échauffée par des champs électromagnétiques à une fréquence proche d’une
fréquence de résonance plasmonique.
On note τp > 0 la période de temps pendant laquelle on effectue les me-
sures acoustique, cette période sera explicitée dans la suite. Le problème in-
verse présente deux inversions. La première est l’inversion acoustique, pour la-
quelle nous supposons que la vitesse acoustique cs est connue et constante. Le
but est de reconstruire la pression initiale =(ε(x))|E(x)|2, x ∈ Ω à partir de
p(x, t), (x, t) ∈ ∂Ω × (0, τp). La deuxième inversion est la reconstruction de la
permittivité électrique ε à partir de la donnée interne =(ε(x))|E(x)|2, x ∈ Ω.
5.3.1 Inversion acoustique
Rappelons que =(ε(x)) est une fonction à support compact dans Ω, et que
nous supposons la vitesse acoustique dans les tissus biologiques comme connue
et constante égale à cp qui correspond à la vitesse acoustique isentropique dans
l’eau, à savoir 1500 m/s. Ces deux hypothèses nous permettent d’utiliser les
résultats de théorie de contrôle pour l’équation d’onde afin d’établir une esti-
mation de stabilité pour l’inversion acoustique. Le résultat suivant est basé sur
la méthode des multiplicateurs décrite dans les articles [37, 50].
Théoreme 5.3.1
Soit τp > τΩ où τp = supx,y∈Ω |x − y|. Alors il existe une constante C =
C(Ω) > 0 telle que
ωβ0
cp
‖=(ε(x))|E(x)|2‖L2(Ω) ≤ C‖
∂p
∂t
‖L2(∂Ω×(0,τp)) + ‖∇p‖L2(∂Ω×(0,τp))
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L’étude [45] décrit les différentes méthodes de reconstruction et les diffé-
rentes approches basées sur les équations intégrales pour une vitesse acoustique
constante. Le résultat de stabilité montre que la reconstruction de l’énergie élec-
tromagnétique responsable de la génération du signal acoustique par échauffe-
ment de la nanoparticule à partir des mesures acoustiques est stable si le temps
d’observation τp est suffisamment grand. Ce résultat peut être généralisé pour
une vitesse acoustique non constante ainsi que pour des données acoustiques
mesurées uniquement sur une petite partie du bord du domaine [4, 39]. Nous
nous restreignons ici par simplicité au cas de la vitesse constante et des données
complètes.
Nous supposons dans la suite que les constantes β0 et cp sont données. Soit
OM la boule de rayon M > 0 centrée en 0 dans H2(BR(z?)), où R > 0 est assez
grand pour que Ω ⊂ BR(z?).
Corollaire 5.3.1
Supposons que ε ∈ BM (0), et soit τp > τΩ. Alors il existe une constante
C = C(ω,M, β0, cp) > 0 telle que l’estimation suivante
‖=(ε)|∇H|2‖C0(Ω) ≤ C
(∥∥∥∥∂p∂t
∥∥∥∥
L2(∂Ω×(0,τp))
+ ‖∇p‖L2(∂Ω×(0,τp))
) 1
4
, (5.47)
soit vérifiée.
Preuve. Un calcul simple permet de déterminer que |E(x)|2 = |∇H(x)|2 sur
Ω. En utilisant l’interpolation entre les espaces de Sobolev [51], nous estimons
=(ε)|∇H|2 in H 32 (Ω) en terme de norme dans L2(Ω) et H2(Ω) respectivement.
Nous en déduisons donc (5.47) à partir de la régularité elliptique du système
(5.1) et du résultat d’estimation du théorème (5.3.1).
5.3.2 Inversion optique
Dans cette partie nous supposons que l’énergie électromagnétique interne
=(ε(x))|∇H(x)|2 pour x ∈ Ω est reconstruite, et nous étudions le problème
inverse qui consiste à déterminer ε(x) dans Ω en utilisant le développement
asymptotique des champs électromagnétiques de la partie précédente. Dans les
applications médicales, il n’est en pratique nécessaire de reconstruire que la par-
tie imaginaire de la permittivité électrique. Elle correspond à l’absorption du
champ électromagnétique et donc à la génération de l’onde photoacoustique.
L’absorption de l’énergie électromagnétique par le tissu biologique unique-
ment est négligeable dans Ω. En pratique le signal photoacoustique généré par
cette absorption est faible dans Ω et ne peut pas être utilisé pour imager le tissu.
Nous déduisons de la deuxième partie les développements asymptotiques in-
térieurs et extérieurs du champ magnétique |∇H(x)|2. Nous allons tout d’abord
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analyser l’information sur le milieu et la nanoparticule à partir du développe-
ment asymptotique extérieur. Ce problème inverse classique possède des limites
connues. Nous complétons ensuite la reconstruction des propriétés optiques du
milieu en utilisant l’information du développement intérieur du champ magné-
tique et des connaissances à priori sur la forme de la nanoparticule.
Inversion avec le développement extérieur
Rappelons le développement asymptotique extérieur (5.17)- (5.32) du champ
magnétique :
H(x) = H0(x) + α
2H2(x) + o(α
2) pour x ∈ ∂Ω,
où H0(x) est la solution du système (5.12)- (5.13), et H2(x) est donnée par
H2(x) =
(
1
εm(ω)
− 1
εs(z?)
)∫
B
∂ξkh1(ξ
′)dξ′∂xkG(x, z
?),
avec h1(ξ) l’unique solution du système (5.26)-(5.27).
Le développement asymptotique ci-dessus est en fait valable dans une région
voisine du bord ∂Ω, mais comme la donnée interne est de la forme =(ε(x))|∇H(x)|2,
où =(ε) est à support compact dans Ω, nous pouvons uniquement reconstruire
l’information concernant le champ magnétique sur le bord ∂Ω. Notons que
comme ε0 est donné, nous pouvons reconstruire la donnée de Cauchy du champ
magnétique sur ∂Ω à partir de la connaissance de sa trace sur le même domaine.
La fonction H2(x) peut être réécrite en termes de tenseur de polarisation
au premier ordre M( εs(z
?)
εm(ω)
) = (Mkl)1≤k,l≤2, de la manière suivante (voir par
exemple l’article [8] et ses références)
H2(x) =
(
1
εm(ω)
− 1
εs(z?)
)
∇G(x, z?) ·M∇H0(z?),
où
Mkl =
∫
B
∂ξkφl(ξ
′)dξ′, (5.48)
et φl(ξ), l = 1, 2 sont les uniques solutions du système
∇ ·
(
1
ε̃
∇φl(ξ)
)
= 0 dans R2, (5.49)
lim
ξ→+∞
(φl(ξ)− ξl) = 0. (5.50)
D’autre part, φl(ξ), l = 1, 2 peut se réécrire comme suit
φl(ξ) = ξl +
(
εm(ω)
εs(z?)− εm(ω)
I + T0
)−1
ξ̂l(ξ), (5.51)
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où ξ̂l(ξ) ∈ W 1,−10 (R2) est la projection orthogonale de ξlχB(ξ) sur W
1,−1
0 (R2),
qui peut être définie comme l’unique solution du système∫
R2
∇ξ̂l∇vdξ =
∫
B
∇ξ∇vdξ pour tout v ∈W 1,−10 (R2).
Concernant l’équation intégrale (5.51), nous observons que losque ω tend
vers une résonance plasmonique ωj(α), les fonctions φl(ξ), et par conséquent le
tenseur de polarisation M vont vraisemblablement exploser. Comme ω est réel
dans les applications, et comme la nanoparticule immergée dans le milieu ap-
proche les résonances quasi-statiques ωj(0) quand α tend vers zéro (proposition
(5.1.2)) nous nous attendons à ce que le coefficient M devienne grand lorsque
ω coïncide avec <(ωj(0)), et Γ << 1.
Plusieurs travaux ont considéré la localisation d’une petite inhomogénéité
dans un milieu environnant connu, et la plupart des méthodes proposées sont
basées sur un moyennage approprié du développement asymptotique en utili-
sant les solutions particulières du milieu environnant comme des poids [8, 11].
En d’autres termes, la position z? de la nanoparticule peut être déterminée
de manière unique à partir du développement extérieur de H(x), c’est-à-dire
H0(x) + α
2H2(x), x ∈ ∂Ω si la permittivité électrique du milieu environnant
εs(x) est connue partout. Ce n’est cependant pas le cas dans le problème que
nous étudions ici, car notre objectif est de déterminer εs(x), lorsque εm(ω) est
connu. C’est la configuration inverse de l’étude des inhomogénéités mentionnée
ci-dessus. Pour passer outre ces difficultés, nous proposons d’utiliser des mesures
multifréquentielles H2(x), ω ∈ (w,ω) pour localiser z? [6, 32], où ω, ω sont deux
constantes strictement positives satisfaisant ω << ω. Nous supposons ici que la
position z? de la nanoparticule est connue.
En général, même si εs(x) est connu, il n’est pas possible de reconstruire
simultanément la forme de la nanoparticule ∂B et le contraste εs(z
?)
εm(ω)
à partir
des seules mesures du développement extérieur H0(x)+α2H2(x), x ∈ ∂Ω. Dans
le problème que nous étudions ici, la forme de la nanoparticule est supposée
connue. Par exemple, si nous considérons une forme circulaire, c’est-à-dire si
B est le disque unité, les fonctions φl(ξ), l = 1, 2, peuvent être déterminées
explicitement
ξ̂l(ξ) =
{
ξl
2 for ξ ∈ B,
ξl
2|ξ|2 for ξ ∈ R
2 \B, (5.52)
φl(ξ) =
{
2εm(ω)
εs(z?)+εm(ω)
ξl for ξ ∈ B,
ξl − εs(z
?)−εm(ω)
εs(z?)+εm(ω)
ξl
|ξ|2 for ξ ∈ R
2 \B,
(5.53)
pour ξ ∈ B, ce qui implique que le tenseur de polarisation peut être simplifié en
Mkl =
2εm(ω)
εs(z?) + εm(ω)
|B|δkl,
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où δkl est le symbole de Kronecker. En supposant que H0(x), x ∈ ∂Ω est donné,
nous déduisons du développement extérieur l’approximation suivante [8, 11] :
1
ε0
∫
∂Ω
(
H
∂H0
∂νΩ
− ∂H
∂νΩ
H0
)
ds(x) (5.54)
= α2
(
1
εm(ω)
− 1
εs(z?)
)
∇H0(z?) ·M∇H0(z?) + o(α2)
= 2|B|εs(z
?)− εm(ω)
εm(ω) + εs(z?)
1
εs(z?)
|∇H0(z?)|2 α2 + o(α2), (5.55)
Pour s’assurer que le premier terme du développement asymptotique ne s’an-
nule pas, et pour s’assurer de la réussite de la procédure d’identification, il de-
vient nécessaire de supposer la condition de non dégénérescence suivante
|∇H0(z?)|2 6= 0.
Pour une nanoparticule de forme circulaire, nous pouvons voir immédiatement
à partir de l’expression explicite du premier terme du développement asympto-
tique que lorsque ω est proche d’une résonance plasmonique, à savoir εm(ω) =
εdβ∞, le tenseur de polarisation va exploser. Dans la sous-partie suivante, nous
allons étudier le développement intérieur du champ magnétique qui représente
les données photoacoustiques, dans le but de calculer le contraste εs(z
?)
εm(ω)
.
Inversion en utilisant le développement intérieur
Nous supposons dans la suite que la position z?, la taille α et la forme ∂B
de la nanoparticule sont connues. Rappelons le développement intérieur (5.18) :
H(z? + αξ) = H0(z
?) + αh1(ξ) +O(α
2) pour |ξ| = O(1).
où h1(ξ) est l’unique solution du système (5.26)-(5.26), à savoir
∇ ·
(
1
ε̃
∇h1(ξ)
)
= 0 in R2,
lim
ξ→+∞
(h1(ξ)− ∂xiH0(z?)ξi) = 0,
et h2(ξ) est une fonction constante donnée par
h2(ξ) =
1
4π
(
1
εm
− 1
εs(z?)
)
∂xkεs(z
?)
∫
B
∂ξkh1(ξ
′)dξ′.
En utilisant les fonctions φl, l = 1, 2 solutions du système (5.49)-(5.50), nous
pouvons réécrire h1(ξ) de la manière suivante
h1(ξ) = φk(ξ)∂xkH0(z
?). (5.56)
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Rappelons que l’inversion acoustique permet de reconstruire la fonction in-
terne Ψ(x) = =(ε(x))|∇H(x)|2, x ∈ Ω. En combinant (5.18) et (5.23), nous
obtenons le développement intérieur suivant
Ψ(z? + αξ) = =(ε(z? + αξ))|∇H(z? + αξ)|2
= =(ε̃0(ξ))|∇ξh1(ξ)|2 +O(α2), pour |ξ| = O(1).(5.57)
Nous supposons dans la suite que B est le disque unité. Notre objectif est
de reconstruire εs(z?) à partir de =(ε̃0(ξ))|∇ξh1(ξ)|2 pour ξ ∈ 2B, où 2B est le
disque de centre zéro et de rayon 2.
En combinant (5.56) et (5.53), nous trouvons
h1(ξ) =
{
(1− κ) ξ · ∇H0(z?) pour ξ ∈ B,(
1− κ|ξ|2
)
ξ · ∇H0(z?) pour ξ ∈ 2B \B,
où
κ :=
εs(z
?)− εm(ω)
εs(z?) + εm(ω)
.
Alors
Ψ(z? + αξ) + o(α) =
{
=(εm(ω))|1− κ|2|∇H0(z?)|2 pour ξ ∈ B,
=(εs(z?))
∣∣∣∇ξ ((1− κ|ξ|2) ξ|ξ|2 · ∇H0(z?))∣∣∣2 pour ξ ∈ 2B \B.
Un calcul direct donne
Ψ(z? + αξ) = =(εs(z?))
∣∣∣∣(1− κ|ξ|2
)
∇H0(z?) + 2κ
ξ
|ξ|2
· ∇H0(z?)
ξ
|ξ|2
∣∣∣∣2 +O(α),
pour ξ ∈ 2B \B.
En prenant maintenant le rapport entre Ψ|+∂Bα et Ψ(z
?) =
∫
Bα
Ψ(x)dx, nous
obtenons
Ψ(z? + αξ)|+
Ψ(z?)
=
=(εs(z?))
=(εm(ω))
(∣∣∣∣1 + κ1− κ
∣∣∣∣2 ∣∣∣∣ ∇H0(z?)|∇H0(z?)| · ξ
∣∣∣∣2 + ∣∣∣∣ ∇H0(z?)|∇H0(z?)| · ξ⊥
∣∣∣∣2
)
+O(α),
= Ψ0(ξ) +O(α), (5.58)
pour ξ ∈ ∂B =
{
ξ′ ∈ R2; |ξ′| = 1
}
, où ξ⊥ est une rotation d’angle π2 dans le
sens trigonométrique de ξ.
En supposant maintenant que |<(εm(ω))| > |<(εs(z?))|, nous avons∣∣∣∣1 + κ1− κ
∣∣∣∣ > 1,
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et la fonction Ψ0(ξ) prend ses valeurs maximum et minimum sur ∂B en ξ =
± ∇H0(z
?)
|∇H0(z?)| et ξ = ±
∇H0(z?)⊥
|∇H0(z?)| respectivement.
Par conséquent,
=(εs(z?))
=(εm(ω))
=
Ψ(z? + α∇H0(z
?)⊥
|∇H0(z?)| )|+
Ψ(z?)
+O(α), (5.59)
= min
ξ∈∂B
Ψ(z? + αξ)|+
Ψ(z?)
+O(α), (5.60)
et
=(εs(z?))
=(εm(ω))
∣∣∣∣1 + κ1− κ
∣∣∣∣2 = Ψ(z? + α ∇H0(z
?)
|∇H0(z?)| )|+
Ψ(z?)
+O(α), (5.61)
= max
ξ∈∂B
Ψ(z? + αξ)|+
Ψ(z?)
+O(α), (5.62)
Comme εm(ω) est donné, nous pouvons reconstruire =(εs(z?)) à partir de
l’égalité (5.59), et <(εs(z?)) à partir de l’égalité (5.60). Nous pouvons désormais
démontrer le principal théorème d’estimation de stabilité.
5.3.3 Preuve du théorème principal (5.1.1)
Nous déduisons des égalités (5.59)-(5.60) les estimations suivantes.
Théoreme 5.3.2
Avec les mêmes hypothèses que pour le théorème (5.1.1), il existe une
constante C > 0 qui ne dépend pas de α, telle que
|=(εs,a(z?))−=(εs,b(z?))| ≤ C‖Ψa −Ψb‖L∞(2Bα) +O(α).
Preuve. Les égalités (5.59)-(5.60) impliquent
Ψ0,a(
∇H0,a(z?)⊥
|∇H0,a(z?)|
) = min
ξ∈∂B
Ψ0,a(ξ)
= min
ξ∈∂B
(Ψ0,b(ξ) + Ψ0,a(ξ)−Ψ0,b(ξ)) .
D’autre part
min
ξ∈∂B
(Ψ0,b(ξ)− |Ψ0,a(ξ)−Ψ0,b(ξ)) | ≤ Ψ0,a(
∇H0,a(z?)⊥
|∇H0,a(z?)|
) ≤ min
ξ∈∂B
(Ψ0,b(ξ) + |Ψ0,a(ξ)−Ψ0,b(ξ)|) ,
ce qui implique
|Ψ0,a(
∇H0,a(z?)⊥
|∇H0,a(z?)|
)−Ψ0,b(
∇H0,b(z?)⊥
|∇H0,a(z?)|
)| ≤ max
ξ∈∂B
|Ψ0,a −Ψ0,b|, (5.63)
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et par conséquent
|Ψ0,a(
∇H0,a(z?)⊥
|∇H0,a(z?)|
)−Ψ0,a(
∇H0,b(z?)⊥
|∇H0,a(z?)|
)| ≤ 2 max
ξ∈∂B
|Ψ0,a −Ψ0,b|,
En utilisant l’expression explicite de Ψ0,a(ξ) donnée dans (5.58), nous trou-
vons ∣∣∣∣∇H0,a(z?)⊥|∇H0,a(z?)| − ∇H0,b(z
?)⊥
|∇H0,b(z?)|
∣∣∣∣ ≤ C maxξ∈∂B |Ψ0,a −Ψ0,b|.
Comme εs,a(z?) est minoré, en combinant les estimations ci-dessus et (5.63),
nous obtenons le résultat voulu.
En combinant maintenant les résultats des théorèmes (5.3.1) (corollaire (5.3.1)),
et (5.3.2), nous avons le résultat principal de stabilité du théorème (5.1.1).
5.4 Annexe
Nous développons dans cette annexe le calcul du développement asympto-
tique du gradient de la fonction de Green ∇xG(z?+αξ, z?+αξ′) lorsque α tend
vers zéro.
Théoreme 5.4.1
Soit G(x, y) le fonction de Green solution du système (5.14)- (5.15). Le
développement asymptotique suivant est alors vérifié
α∂xkG(z
? + αξ, z? + αξ′) = εs(z
?)∂ξkΦ0(ξ, ξ
′) +
1
4π
∂xkεs(z
?)α ln(α) + αΦ1(ξ, ξ
′) + o(α),
pour tout ξ, ξ′ ∈ B satisfaisant ξ 6= ξ′, et o(α) est uniforme en ξ, ξ′ ∈ B.
Φ0(ξ, ξ
′) = 12π ln(|ξ − ξ
′|) est la fonction de Green du Laplacien dans
l’espace entier, et Φ1(ξ, ξ′) possède une singularité logarithmique sur la dia-
gonale ξ = ξ′, à savoir |Φ1(ξ, ξ′)| ≤ C|Φ0(ξ, ξ′)|, pour tout ξ, ξ′ ∈ B, avec
C > 0 une constante dépendant uniquement de εs(x).
Preuve. Nous utilisons tout d’abord la transformation de Liouville et nous
remplaçons la fonction de Green G(x, y) par
G(x, y) =
1
ε
1
2
s (x)ε
1
2
s (y)
G(x, y),
dans le système (5.14)- (5.15), pour obtenir
∆G(x, y) + V (y)G(x, y) = δy(x) in R2. (5.64)
avec la condition de radiation de Sommerfeld quand |x| → +∞ :
∂G
∂|x|
− iω√ε0µ0G = O(
1√
|x|
), (5.65)
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et où
V (x) := ω2µ0εs(x)−
∆ε
1
2
s (x)
ε
1
2
s (x)
. (5.66)
Par simplicité, nous supposons que V (z?) 6= 0. Si ce n’est pas le cas, cette preuve
doit être légèrement modifiée.
Soit G0(x, y) la fonction de Green de l’équation de Helmholtz dans le vide,
solution du système
∆G0(x, y) + V (y)G0(x, y) = δy(x) in R2. (5.67)
avec la condition de radiation de Sommerfled quand |x| → +∞ :
∂G0
∂|x|
− i
√
V (y)G0 = O(
1√
|x|
). (5.68)
La fonction G0(x, y) est donnée par
G0(x, y) = −
i
4
H
(1)
0 (
√
V (y)|x− y|), pour x 6= y,
où H(1)0 (t) est la fonction de Hankel de premier type d’ordre zéro.
Nous allons maintenant calculer le développement asymptotique de ∂xkG(x, y)
quand x tend vers y.
Soit
G(ξ, ξ′) := G(x, y)−G0(x, y).
Elle satisfait l’équation de Helmholtz
∆G(x, y) + V (y)G(x, y) = −(V (x)− V (y))G0(x, y) in BR(z?).(5.69)
avec les conditions de bord
G(x, y) = G(x, y)−G0(x, y) sur ∂BR(z?). (5.70)
Nous posons ensuite R > 1 de telle sorte que le système (5.69)-(5.70) ait une
unique solution. Comme H(1)0 (t) a une singularité logarithmique lorsque t tend
vers zéro, le membre de droite appartient à C0,ι(BR(z?)) pour tout ι ∈ [0, 1],
uniformément dans y ∈ B1(z?) (voir par exemple la Proposition 4.1 dans [23]).
En considérant le fait que G(x, y) − G0(x, y) ∈ C∞(∂BR(z?) × B1(z?)),
nous déduisons de la régularité elliptique que G(x, y) ∈ C2,ι(BR(z?)) unifor-
mément dans y ∈ B1(z?) [54]. De plus, grâce à l’expression explicite dans le
membre de droite de l’équation (5.69), nous pouvons aisément prouver que
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∂xkG(z? + αξ, z? + αξ′) a une limite continue finie quand α tend vers zéro,
appelée Φ11(ξ, ξ′).
A partir des développements asymptotiques connus des fonctions de Hankel,
nous avons [1]
∂xkG0(z
? + αξ, z? + αξ′) =
1
α
∂xkΦ0(ξ, ξ
′) + α ln(α)|ξ − ξ′|+O(α),
où O(α) est uniforme en ξ, ξ′ ∈ B.
Par conséquent
α∂xkG(z
? + αξ, z? + αξ′) = ∂xkΦ0(ξ, ξ
′) + αΦ11(ξ, ξ
′) + o(α),
ce qui combiné à la régularité de εs(x) conclut la preuve du théorème.
Conclusion
Ce travail a porté sur l’étude du problème inverse de l’imagerie photoacous-
tique dans le but de pouvoir obtenir de meilleures reconstructions des para-
mètres optiques du milieu biologique étudié. Les enjeux sont importants pour
développer cette nouvelle modalité d’imagerie médicale qui pourrait par exemple
permettre la détection de tumeurs à des stades très précoces. La première partie
de cette thèse a porté sur le développement d’un modèle de correction de la vi-
tesse acoustique en prenant en compte les variations présentes dans les milieux
biologiques. La plupart des méthodes de reconstruction existantes suppose une
vitesse acoustique constante, ce qui est à l’origine d’erreurs de reconstruction.
Le modèle que nous avons développé donne une relation entre les propriétés
optiques du milieu et la vitesse acoustique. A partir de cette relation, nous
avons établi un algorithme de reconstruction pour un milieu constant par mor-
ceaux et montré que notre modèle permet une petite diminution de l’erreur
dans les reconstructions numériques. Ce modèle est cependant limité par les
hypothèses que nous avons faites. Le lien entre le coefficient d’absorption et la
vitesse acoustique n’a été établi que pour un milieu constitué de sang et d’eau,
alors qu’un milieu biologique possède de nombreuses autres substances absor-
bantes (lipides, mélanine). Du point de vue physique, ce modèle n’est donc pas
généralisable à un tissu quelconque. Une seconde limitation vient du fait que
l’algorithme de reconstruction numérique n’utilise qu’une approximation du mo-
dèle. Une perspective intéressante serait de prendre en compte le modèle exact
dans la reconstruction, afin de voir l’amélioration maximale qu’il peut appor-
ter dans les images. Ce modèle et cet algorithme de reconstruction pourraient
également adaptés pour un milieu qui ne serait pas constant par morceaux. La
suite de la thèse est une étude théorique du problème inverse photoacoustique.
Nous avons développé un calcul d’estimation de stabilité pour un milieu stra-
tifié. Nous y démontrons mathématiquement que la reconstruction se dégrade
avec la profondeur : le manque de visibilité en profondeur est en effet la prin-
cipale limitation de cette technique d’imagerie. Pour contrer ce problème, il est
par exemple possible d’ajouter dans le milieu des nanoparticules métalliques qui
vont avoir pour effet d’amplifier le signal photoacoustique dans leur voisinage.
C’est l’objet du dernier chapitre de ce travail où nous avons étudié le phénomène
photoacoustique en présence de nanoparticules métalliques. Nous y avons expli-
cité le modèle de génération de l’onde acoustique dans ce contexte et étudié d’un
point de vue mathématique la résolution du problème inverse acoustique et du
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problème inverse optique. La suite de ce travail serait d’étudier numériquement
ce problème, en établissant un algorithme de reconstruction des propriétés élec-
tromagnétiques du milieu. En conclusion, nous avons donc étudié trois aspects
du problème inverse photoacoustique : la prise en compte des variations de la
vitesse acoustique, l’estimation de stabilité dans le cas d’un milieu stratifié et le
cas de la présence de nanoparticules métalliques dans le milieu.
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