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Abstract 
We consider the problem of embedding a virtual de Bruijn topology, both directed and undi- 
rected, in a physical optical passive star time and wavelength division multiplexed (TWDM) 
network and constructing a schedule to transmit packets along all edges of the virtual topology 
in the shortest possible time. We develop general graph theoretic results and algorithms and using 
these build optimal embeddings and optimal transmission schedules, assuming certain conditions 
on the network parameters. We prove our transmission schedules are optimal over all possible 
embeddings. 
As a general framework we use a model of the passive star network with fixed tuned receivers 
and tunable transmitters. Our transmission schedules are optimal regardless of the tuning time. 
Our results are also applicable to models with one or more fixed tuned transmitters per node. We 
give results that minimize the number of tunings needed. For the directed e Bruijn topology a 
single fixed tuning of the transmitter suffices. For the undirected e Bruijn topology two tunings 
per cycle (or two fixed tuned transmitters per node) suffice and we prove this is the minimum 
possible. (g) 1999 Elsevier Science B.V. All rights reserved. 
Keywords: Lightwave network; Optical passive star; de Bruijn graph; TWDM; Scheduling 
1. Introduction 
Optical networks present new possibilities for high speed networks, but they also 
present new network design problems. In this paper we study transmission schedule 
problems of  embedding a virtual de Bruijn topology in a time and wavelength divi- 
sion multiplexed (TWDM) optical passive star network. The embedding of a virtual 
topology and the transmission schedule in the lightwave network embedded with the 
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virtual topology are closely related. How to design the transmission schedule depends 
on how the virtual topology is embedded in the physical ightwave network. Differ- 
ent embeddings of the virtual topology will induce different ransmission schedules. 
In our study, we first show to embed a de Bruijn graph into an optical passivestar 
network. Then, based on that embedding, we design the transmission schedule. At last, 
we show that our transmission schedule is optimal among all the possible transmission 
schedules on all possible embedding of a de Bruijn graph into an optical passivestar 
network. This means that our design of embedding of an de Bruijn graph as the virtual 
topology into a lightwave network is really what we want. The tuning times of the 
tunables transmitters are also considered, which may be helpful to reduce the require- 
ments for the physical devices and simplify the complexity of the optimal transmission 
schedules. 
The first part of this paper deals with the design of transmission schedules for a 
lightwave network embedded with a general topology. Some general results are shown 
about the low bounds of transmission schedules. The second part and the third part of 
this paper are about he optimal transmission schedule in an optical passive star network 
embedded an de Bruijn graph (directed or undirected). De Bruijn graphs are used as 
a structure for networking computing and parallel computing. The lightwave networks 
embedded e Bruijn graphs provide the possibility of high performance computing for 
some large problems. Transmission schedules are important for networking computing 
and parallel computing for solving different communication patterns. De Bruijn graphs 
are also used in switching networks design. For example, the shuffle exchange networks 
are based on de Bruijn graphs. An optical passive star embedded with a de Bruijn 
graph may be used as a high speed switch or a stage for communication connections. 
Sivarajan and Ramaswami [12] proposed e Bruijn graphs as logical topologies for 
multihop lightwave networks. They also proposed e Bruijn graphs as good physical 
topologies for wavelength routing lightwave networks consisting of all-optical routing 
nodes interconnected by point-to-point fiber links. 
The TWDM optical passive star [4, 7, 8], as used in this paper, is a physical network 
architecture with N nodes, each having a single tunable transmitter and a single fixed 
tuned receiver connected through an optical passive star. See Fig. 1. The transmissions 
from each transmitter are routed to all receivers, but in order to communicate both 
transmitter and receiver must be tuned to the same wavelength. Transmissions of fixed 
sized packets are scheduled in synchronous time slots; only one transmission can be 
done on each wavelength in a single time slot. The network supports k different wave- 
lengths, so k transmissions can be done simultaneously. The transmitters take a fixed 
amount of time, 6, expressed in time slots, to change their tuning from one wavelength 
to another. If the packet size is small, as it would be in an ATM model, 6 will be 
large. 
We want to embed a virtual network topology, or graph, in this physical network. 
This entails mapping the virtual vertices of the topology to the physical nodes of the 
network. Given this embedding, we then want to schedule transmissions in a repeating 
cycle, so that during each cycle a packet is transmitted along each edge of the virtual 
F. Cao, A. Borchers/ Theoretical Computer Science 222 (1999) 113-131 115 
Optical Passive 
Star ! 
~, r 0 t o 
)t rl tl 
rN. 1 tN. 1 
Fig. 1. A N-node optical passive star network. 
topology. We will consider both directed and undirected graphs for the virtual topology; 
for undirected graphs we need schedule packets in each direction along an edge. 
The first objective of our study is to find the optimal transmission schedule, i.e. the 
minimum number of time slots for each cycle. The second objective is to minimize the 
number of tuning times of tunable transmitters during each cycle. The minimum number 
of time slots for each cycle means the best utilization of lightwave networks bandwidth. 
The fewer number of tuning times may reduce the complexity of the transmission 
schedule. If tuning time is large, fewer tunings give a shorter overall schedule. We can 
ask for an optimal transmission schedule given an embedding, or even better, we would 
like an optimal transmission schedule over all possible embeddings. The transmission 
schedules we give are optimal over all possible embeddings. 
There is previous work related with the lightwave networks embedded e Bruijn 
networks or other topologies. Sivarajan and Ramaswami [12] studied the throughput 
and delay performance of de Bruijn graphs as logical topologies in lightwave net- 
works under different routing schemes. The problem which is to find the transmission 
schedule with each cycle with the minimum number of time slots has already been 
considered for the complete graph [ 11 ] and the hypercube [ 10] virtual topologies. Many 
other papers consider similar problems [1,2, 5, 14-16]. This paper studies this prob- 
lem for the lightwave networks embedded e Bruijn graphs. This paper is the first 
work studying the number of the tuning times of tunable devices for transmission 
schedule. 
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Not only do we determine optimal embeddings and schedules, but we build our 
proofs of optimality on several general graph-theoretic results and algorithms that will 
be of use in the further study of similar problems. 
The model we use in this paper assumes that the transmitter is tunable to all possible 
receiver wavelengths. This model is not currently technically feasible, but it gives a 
more general framework for our results. In fact, for the directed de Bruijn graph we 
tune the transmitters only once before the transmission schedule begins, so we are 
actually using a fixed tuned transmitter model. For the undirected e Bruijn graph we 
tune each transmitter to only two wavelengths; this could be implemented as an optical 
network where each node has two fixed tuned transmitters and one receiver. Many of 
our results can be interpreted in a model with multiple fixed tuned transmitters, and 
this model has been successfully implemented experimentally. 
There are additional questions about a multiple fixed tuned transmitter model that 
we do not directly consider. It is possible that slightly shorter transmission schedules 
could be devised by having a single node transmit on two wavelengths simultaneously; 
but our schedules are using all possible wavelengths in almost all time slots, so the 
improvement would only be slight. Another problem for fixed tuned models is deter- 
mining whether an embedding is feasible given an assignment of wavelengths to the 
transmitters and receivers, or determining what assignments allow the most flexibility 
in embedding virtual topologies. Our results simply give an assignment that is optimal 
for embedding the de Bruijn topologies. 
This paper is organized as follows. In the next section, we give results about optimal 
embeddings and transmission schedules for arbitrary virtual topologies. Then we design 
optimal embeddings and scheduling for directed de Bruijn topologies, and finally for 
undirected e Bruijn topologies. We summarize our work in Section 5. 
2. General results 
An (N,k,6) optical passive star network is a network as shown in Fig. 1 with N 
nodes, 0, 1 . . . . .  (N - 1). Each node has a tunable transmitter that can be tuned to any 
of k wavelengths, wo, wl , . . . ,wk-1 .  Each node has a fixed tuned receiver, so that node 
i is tuned to wavelength Wimod k . The network transmits packets in synchronous time 
slots, with only one packet of each wavelength permitted in each time slot. Thus at 
most k packets can be transmitted in a single time slot. The time needed for a node 
to tune its transmitter to a new wavelength is 6 time slots. 
We assume that kiN , for convenience. 
A network topology, G, is a directed graph that represents the virtual interconnec- 
tions among the vertices. If G is an undirected graph, think of each edge as two 
directed edges, one in each direction. 
If all nodes in G have r out-going links and r in-coming links, G is called regular 
with degree r or r regular graph. Let V and E be the set of vertices and edges, 
respectively, of G; and let v = I VI and e = IEI be their sizes. If  G is regular, let r be 
the in degree of the vertices. Then vr = e. 
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An embedding of a network topology G into an optical passive star is a map, 
f ,  from the vertices of G to the nodes of the network. This naturally gives a col- 
oring of the vertices of G by the k wavelengths: vertex v is colored by the re- 
ceiving wavelength of node f (v) ,  that is by wavelength wf(v)modk. We denote the 
coloring function by Receiver-Wavelength(v) and we give only the wavelength in- 
dex; so here Receiver-Wavelength(v) = f (v )mod k. This in turn gives a coloring 
of the directed edges of G, where an edge has the color of the vertex to which it 
points (the vertex at its head). Each directed edge represents one packet that must be 
transmitted. 
Note that the nodes of a passive star network are distinguished only by the wave- 
length of their receivers. Hence specifying the receiver wavelength coloring of the 
vertices of G implicitly defines the embedding: the first vertex of G of color i is as- 
signed to node i in the optical passive star network, the second vertex of color i is 
assigned to node i + k, the third to node i + 2k, and so on. As long as we do not 
use more than N/k of any one wavelength color, the embedding is straightforward. So 
in what follows we will only specify the function Receiver-Wavelength(v) that defines 
the coloring by receiver wavelengths, verifying that we do not use more than N/k of 
any one color. We will not explicitly specify the embedding function, f .  
An optimal transmission schedule must schedule each packet transmission so that 
only one transmission occurs in each wavelength in each time slot, and yet so the 
total time needed for all transmissions i minimum. The minimum time transmission 
schedule might well depend on the embedding we choose. We want to construct he 
embedding so that it allows the minimum transmission schedule out of all possible 
embeddings, and so that we can efficiently determine the embedding and the optimal 
transmission schedule. An optimal transmission schedule also depends on the value of 
6. For theoretical purposes we will sometimes consider optimal transmission schedules 
when 6 = 0, though in practice 6 is never 0. 
A trivial lower bound on the length of an optimal transmission schedule is Ie/kl 
where e is the number of edges of G, since there are e transmissions and each time 
slot can accommodate atmost k simultaneous transmissions. Clearly, to achieve such a 
lower bound, we would need to have at most [e/k 1 edges of each wavelength color. G 
is regular of degree r, then this lower bound becomes r Iv/kl, since some color must 
be used for at least ~v/k 1 vertices, giving at least r lv/k 1 transmissions on a single 
wavelength. To achieve this lower bound we would need at most Iv/kl vertices of 
each color. We summarize this in Theorem 2.2. 
Definition 2.1. A k uniJbrm vertex (edge) coloring of a graph is a coloring so that 
there are at most [v/k~ vertices ([e/k~ edges) of each color. 
Theorem 2.2. Edge Lower Bound." There is a ~e/k 1 lower bound on an optimal trans- 
mission schedule, which can be achieved only if G is uniformly edge colored by the 
receiver wavelengths. I f G is regular of degree r, then there is an r [v/k~ lower bound, 
which can be achieved only if G is uniformly vertex colored. 
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Note also that a uniform vertex coloring ensures that as long as v<.N, that is 
as long as the network topology has fewer vertices than the optical passive star 
we are embedding it into, then a coloring by receiver wavelengths enduces a valid 
embedding. 
So when G is regular, a necessary condition for an r Fv/k ] optimal transmission 
schedule is that G be k uniformly colored by the receiver wavelengths. Surprising, this 
is also a sufficient condition when 6 = 0. 
Theorem 2.3. I f  G is an r regular 9raph and each receiver wavelength colors at most 
m vertices and 6 = O, then G has an rm transmission schedule that can be determined 
in time O(r2v3/2). 
ProoL Look at the adjacency matrix of G; each row and column sums to r. By a 
well known theorem of Birkhoff [3, 13], the matrix can be written as the sum of r 
permutation matrices, where each row and column has only a single entry of value 1. 
This can be done by solving r -  1 maximum matching problems, which can be done 
in time O(r2v 3/2 ) [9]. Each entry with value 1 in these permutation matrices represent 
one directed edge of the graph, and so one transmission that must be scheduled. 
Look at a single permutation matrix. Since each row has only one entry of value 
1, each node will only be transmitting to one receiver. Since each column has only 
one entry of value 1, each receiver will only be receiving from one transmitting node. 
The wavelength of the transmission is determined by the column in which the entry of 
value 1 appears. Write this permutation matrix in turn as a sum of at most m {0, 1 }- 
matrices where in each matrix at most one column of each wavelength as an entry of 
value 1. Since at most m vertices of G have the same receiver wavelength color, this 
is possible and can be done efficiently. Each such matrix represents the transmissions 
that occur in a single time slot. 
Since we are assuming that 6 = 0, the transmission along all of the edges of G can 
be scheduled in only rm time slots. [] 
Corollary 2.4. I f  G is an r regular graph and it is k uniformly vertex colored by 
the receiver wavelengths, and if 6 = O, then it has an r rv/k] optimal transmission 
schedule that can be determined in time O(r2v3/2). 
Proof. Here that the transmission schedule is optimal by Theorem 2.2 for regular 
graphs. [] 
We can apply this corollary to show that any embedding of the d-ary n-dimensional 
hypercube that assigns the k receiver wavelengths uniformly has an optimal transmis- 
sion schedule of length (d - 1)n rdn/k] time slots, when 6 = 0. 
Another lower bound on the length of an optimal transmission schedule is given 
by considering the number of transmissions on each wavelength that each node must 
perform. 
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Theorem 2.5. Vertex Lower Bound." I f  G has a vertex of  degree at least r and the 
neighbors of that vertex are colored by at least ( > 1 receiver wavelengths, then there 
is an r + E6 lower bound on an optimal transmission schedule, using this wavelength 
coloring. 
Proof. Each the vertex must do r transmissions and change its transmission wavelength 
times in each transmission cycle. [] 
It is important o emphasize that this lower bound depends on the wavelength col- 
oring. Note also that if each vertex has neighbors of only one wavelength, f = 1, then 
the transmitter can set its wavelength once before any transmissions begin and this 
lower bound becomes just r. 
I f  6 is large enough then it is easy to find a transmission schedule that meets this 
lower bound and hence is optimal. If 6 > e, e.g., then we can schedule only one 
transmission per time slot and still achieve an optimal transmission schedule by this 
lower bound. So we will be interested in schedules that are optimal for all values of 
3, both large and small. 
To reduce this lower bound as much as possible, we would like the neighbors of a 
vertex in G to be colored by as few different wavelengths as possible. This motivates 
the next definition. 
Definition 2.6. An f-neighborhood bounded vertex coloring of a graph is a coloring 
where each vertex has neighbors colored by at most f colors. 
There are limits on how small f can be. 
Theorem 2.7. I f  G is undirected and connected, then G has a 1-neighborhood bounded 
coloring with at least two colors if  and only if  G is bipartite. 
Proof. If G is bipartite, then clearly it has a 1-neighborhood bounded coloring with 
two colors. 
Assume G has a 1-neighborhood bounded coloring with at least two colors, and that 
it is not bipartite. Since G is connected, it must have an edge ~ with u and v different 
colors, say u is blue and v is red. Since G is not bipartite, it must have an odd length 
cycle. Then there must be a path from v to the odd length cycle, but any path from v 
must alternate colors, since all of the neighbors of v must be blue like u, all vertices 
length two away must be red, like v, and so on. This means the odd length cycle must 
be colored alternately by red and blue--but his is impossible. [] 
We would like to mention one last general technique. When some node needs more 
than one transmitter wavelength, it is possible to replace two cycles of the transmission 
schedule by a cycle followed by a reversed cycle. In this way, the tuning of the 
transmitters at the end of the cycle is unnecessary, since the reversed cycle begins in 
the same tuning that ends the first cycle. This can reduce the transmission time by as 
much as 3. 
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3. Directed de Bruijn graphs 
The directed de Bruijn graph, B(d,n), is defined by 
V = {(xl . . . . .  x, ) lx i  E [0 ,d -  1]}, 
E={(x l , . . . , x , )  ~ (x2 . . . .  ,x , ,~)d ~ ~ [0 ,a -  1]}. 
Note this is regular of degree d; however, it has d loops (x .... ,x) ~ (x . . . . .  x). Since 
no packets need to be transmitted along these loop edges (a node does not need to 
transmit o itself), we drop these edges. 
Since there are d n vertices, each of degree d, and since we exclude the d loop edges, 
we have a total of d n+l -d  edges. By the Edge Lower Bound, Theorem 2.2, we know 
an optimal transmission schedule must use at least F(d "+1 -d ) /k ]  time slots. 
In fact this lower bound can be achieved for some values of k and d. This holds for 
any 6, since it is possible to embed the directed de Bruijn graph in the optical passive 
star so that the neighbors of a given node all have the same receiver wavelength - a 
1-neighborhood bounded coloring. In such an embedding, the transmitters never need 
to tune to a different wavelength, so there is no dependence on the tuning time 6. 
We will define two different embeddings, the first gives an optimal transmission 
schedule for values of k and d that satisfy certain simple conditions. The second 
embedding is more complicated and it gives a good but not necessarily optimal trans- 
mission schedule, but without any assumptions on k and d. Actually we must make 
some assumptions about N, k, and d for the embedding to be feasible; we assume 
d" < N so that some embedding is possible, and d < N/k so that a 1-neighborhood 
bounded coloring is possible. 
Here is the first vertex coloring, which by our comments above implicitly defines 
the embedding. 
Embedding A. 
n-1 
Receiver-Wavelength(x1 . . . . .xn) = ~'~xjd -I mod k. 
j= l  
This coloring can be thought of as taking the number represented in base d by 
(XlX2...Xn-l) and reducing it modulo k to get the color of vertex (xi . . . . .  xn). This 
coloring is not necessarily vertex uniform, but it does use each wavelength color at most 
drdn-1/k] times. (If kid n-l then it is vertex uniform.) This coloring is 1-neighborhood 
bounded, because the neighbors of (xl . . . . .  x,,) are all of the form (x2 . . . . .  x,, ~) for some 
c~, and these are all of the same receiving wavelength color. 
This gives a d2[d"-l/k~ transmission schedule for the entire directed de Bruijn 
graph, by Theorem 2.3. We would like to improve this to get an optimal [(d ~+1 -d ) /k  1 
transmission schedule for the graph with the loops removed. If  kid n-1 and d < k (both 
reasonable assumptions) then in fact [(d "+l -d ) /k  1 and d 2 [dn-l/k] are  equal. Hence 
in this case, we have an optimal transmission schedule. 
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Next consider the case where kid. First of all, note that the loop edges are uni- 
formly distributed among the k different wavelengths. This follows because the loop 
(x,. . . ,x) --+ (x,... ,x) is assigned to wavelength 
n- I  
~xd j - I  =-x (mod k), 
j=l 
since kid. Consequently, the d vertices with loops together have (d -  1)d edges uni- 
formly distributed among the k different wavelengths. 
We can consider the directed e Bruijn graph as the union of all edges of the form 
(Xl ,x2 .. . . .  xn) ~ (x2 .. . . .  x,,xl ) and all other edges. Each subgraph is regular, of degree 
1 and degree d -  1 respectively. We can apply Corollary 2.4 to each subgraph to get a 
transmission schedule. Note all loop edges are in the first subgraph, and since they are 
uniformly colored by the receiving wavelengths, we can remove d/k time slots from 
this schedule by removing all loop edges. This gives us a schedule for all transmis- 
sions in 
d" d (d -  1)d" Fd"+l -d ]  
T - F  + 1, - / 
time slots, and so it is optimal. We summarize this in a theorem. 
Theorem 3.1. I f  k[d ~-l and either k > d or knd, then Embedding A has an optimal 
transmission schedule, as 9iven above. 
An example of this embedding and an optimal transmission schedule for B(4, 2) with 
4 wavelengths i given in Fig. 2. 
Before we give our second embedding, we will first prove a better lower bound 
on an optimal transmission schedule. Because the directed e Bruijn graph with loops 
removed is almost regular, we can get an improved lower bound that falls above the 
general Edge Lower Bound, but below the Edge Lower Bound for regular graphs. 
Theorem 3.2. An optimal transm&sion schedule on B(d,n) with loops removed must 
use at least 
time slots, where d ~ = kq + r with 0 < r <~ k. 
Proof. First assume that some receiving wavelength is used more than [d~/k~ times. 
Then even if all the loop edges share this same receiving wavelength, we would need at 
least d( Idn/k~ + 1 ) -d  time slots just to transmit along all the edges of this wavelength, 
but this is already at least as large as the lower bound of the theorem. 
122 F. Cao, A. Borchers/Theoretical Computer Science 222 (1999) 113-131 
(a) 
0,0) 
[(0,1) 
(0,2) 
(0,3) 
(l,0) 
(1,1 
'(1,2) 
(1,3) 
(2,0) 
(2,1 
(2,2) 
(2,3) 
(3,0) 
(3,1 
(3,2) 
(3,3) 
I0,0) (0,1 (0,2) (0,3) (1,0) (1,1) (1,2~ (1,3) (2,0) (2,1) (2,2) (2,3) (3,0) (3,1) (3,2) (3,3) 
L R R R 
C R R R 
C R R R 
C R R R 
R C R R 
R R C R 
R R R C 
R L R R 
R C R R 
R C R R 
R R C R 
R R L R 
R R C R 
R R R C 
R R R C 
R R R L 
(b) 
V\Time 
(0,0) 
(0,1) 
(0,2) 
(0,3) 
(1,0) 
(1,1) 
(1,2) 
(1,3) 
(2,0) 
(2,1) 
(2,2) 
(2,3) 
(3,0) 
(3,1) 
(3,2) 
(3,3) 
0 1 2 3 4 5 6 7 8 9 10 
(0,1)(0,2)(0,3) 
(1,0) (1,1)(1,2)(1,3) 
(2,0) (2,1)(2,2)(2,3) 
(3,0) (3,1)(3,2)(3,3) 
(0,3) 
(0,1) (0,0)(0,2 (0,3) 
(1,0)(1,2)(1,3) 
(2,1) (2,0)(2,2)(2,3) 
(3,1) (3,0)(3,2)(3,3) 
(1,3) 
(0,2) 
(1,2) 
(3,2) 
(2,3) 
(0,0 '(0,1) 
(1,0) (1,1) 
(2,0) (2,1 
(3,0) (3,1 
11 12 13 14 
(o,31 
(1,3) 
(2,3) 
(3,3) 
(0,0 '(0, 1) (0,2) 
(1,0 (1,1 (1,2) 
1(2,0)J(2, 1) {2,2) 
(3,0) (3,1) ~3,2) 
Fig. 2. Schedule for B(4, 2) with 4 wavelengths using Embedding A. (a) Adjacency matrix of B(4, 2), L = 
loop edges, C = cycle edges where (xj ,x2) ~ (x2,xj), and R = rest of the edges. (b) Transmission schedule, 
showing destination vertex at each time slot. The wavelength is the first coordinate of the destination vertex. 
So r different wavelengths must each be used for exactly ~dn/k] vertices. From these 
r wavelengths, pick the one that colors the fewest loop edges; it colors at most [d/rj 
loop edges. Therefore, to transmit along all the edges of  this wavelength, we must use 
at least 
time slots. [] 
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Now here is our second embedding. We give it in the form of an algorithm. We 
need to be sure that the loop edges are colored uniformly; this fact is clear from the 
algorithm. 
Embedding B. 
c~- -O  
fo r  x=0 to d -1  
fo r  ~=0 to d -1  
Rece±ver-Wavelength(x,x . . . . .  ct) +-- c mod k 
c+-- -c+l  
fo r  (Xl . . . . .  Xn-1) = (0, . . . ,0)  to  (d -1  . . . . .  d -1 )  
if X 1 #X 2 OR X 2 #X 3 OR. . .  OR Xn_ 2 #xn_  1 then 
for ~----0 to d-1  
Receiver-Wavelength(x l , . . .  ,Xn-l, c~) +-- c mod k 
c+- -c+l  
Here the colors of the loop edges are uniformly distributed over the k wavelength 
colors. For the transmission schedule, we can schedule transmission along all edges, 
including the loop edges, in d2[d"- l /k  1 time steps. We can again arrange to have all 
the loop edges appear together in this schedule, so [d/kJ time slots will be completely 
taken up by loop edges and they can be removed from the schedule. This gives a 
schedule requiring only 
time slots. This may not be optimal, but it is close to the lower bound established in 
Theorem 3.2. It is easy to see that the difference between the length of this schedule and 
the lower bound in the theorem is at most d 2 time slots. I f  kid n-I then d 2 Idn-l/k] = 
d [dn/k] and r = k and this schedule meets the lower bound and so it is optimal. We 
summarize this in the next theorem. 
Theorem 3.3. Embedding B has a transmission schedule, as given above, in 
d2Idn-1/kl - [d/kJ time slots. I f  kid ~-1 then it is an optimal transmission sched- 
ule. I f  k Xd n-l,  then the transmission schedule uses at most d 2 more time slots than 
optimal. 
With Theorems 3.1 and 3.3 we get an embedding and an optimal transmission sched- 
ule for the directed e Bruijn graph B(d, n) whenever kid n-1 , and a near optimal sched- 
ule (within d 2 time slots of optimal) in all other cases. This transmission schedule is 
optimal over all possible embeddings and for all possible values of 3, since it meets 
the Edge Lower Bound, Theorem 2.2, which holds for all embeddings and all 3. 
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4. Undirected de Bruijn graphs 
The undirected e Bruijn graph, UB(d,n), is simply the underlying undirected graph 
of B(d,n). If  d = 1 the graph has only one vertex; so we assume d > 1. If n = 1 
the graph is a complete graph on d vertices. The case of the complete graph has been 
handled in [ 11 ], so we will also assume n > 1. We sometimes need to handle the case 
n = 2 specially; we will only mention this case in passing. 
We will call the edges (Xl,X2 . . . . .  x,) --~ (x2 ... .  ,Xn,~), left-shift edges, and edges 
(xl .... ,Xn-l,X,)---+ (~,xl . . . . .  x , - I  ), right-shift edges. As in the directed case, we drop 
the d loop edges. Here there are also multiple edges between (d 2 -d ) /2  pairs of  
vertices of  the form (a,b,a,b .... ) and (b,a,b,a .... ) where a ~ b; there is a left-shift 
and right-shift edge between these two vertices. We only count one of these two edges. 
Since we must send messages in both directions along each undirected edge, the total 
number of  transmissions i 2d "+1 - d 2 - d. 
The first result about undirected e Bruijn graphs is an immediate consequence of 
Theorem 2.7. 
Theorem 4.1. I f  d > 1 and n > 1, then UB(d,n) does not have a 1-neighborhood 
bounded coloring with at least two colors. 
Proof. When d > 1 and n > 1 we have the length three cycle 
(0,0, . . . ,0)  -+ (0 . . . . .  0, l) -~ (1,0, . . . ,0)  -+ (0,0 . . . . .  0). 
Hence, UB(d,n) is not a bipartite graph, and by Theorem 2.7 it does not have a 
1-neighborhood bounded coloring with at least two colors. [] 
However, a 2-neighborhood bounded coloring is possible, as shown by the following 
embedding. 
Embedding C. 
n--I 
Receiver-Wavelength(Xl . . . .  , Xn ) = ~ xjd j-2 mod k. 
j--2 
Here the left-shift edges of  (xl,x2 .. . . .  x,) are all colored by (x3...x,)a (that is, as a 
base d number) reduced modulo k. The right-shift edges are all colored (Xl . . .x,-2)d 
mod k. If we are to use all wavelengths we must assume that d ~-2 ~>k. 
By the previous theorem, this embedding is optimal for minimizing the total number 
of  the tuning times. 
We will consider two special cases: kid and k = d p for 2<~p<~n- 2.
4.1. Transmission schedule when kid 
When k[d, Embedding C takes the form 
Receiver-Wavelength(xl . . . . .  x,) = x2 mod k. 
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Since each node x = (Xl,...,Xn) needs to transmit a message to (x2, . . . ,x, ,~),  
0~<~<d-  1, and to (fl, Xl . . . . .  xn-1), O<<.fl<<.d- 1, the wavelength of the transmit- 
ter of x need occupy only wavelengths x3 mod k and Xl mod k. The wavelength of the 
receiver o fx  = (xl ,x2,. . . ,xn) is fixed at x2 mod k. 
Algorithm UB1. 
1. Initialization: Define 
V[i,j] = {x = (Xl,X2,...,xn) I i ~X3,  X 1 ~X 3 +j  (mod k)}, 
where O<~i,j<~k- 1. 
For x c V[i,j], the wavelength of x 's  transmitter is switched to i. 
We choose an arbitrary order for the vertices in V[i,j] with j ~ 0. For the vertices 
in V[i, 0], we divide them into three parts: 
A(i) = {x C V[i,0] I xi = Xi+l,O<~i~rl - -  1} 
B( i )=  {x C V[i, 0] -A ( i )  [ xi =xi+z,O<,i<,n - 2} 
C(i) -- V[i,0] - A(i) - B(i). 
Let B(i) = B(i, 1 ) tO B(i, 2) with B(i, 1 ) f3 B(i, 2) ----- (a and 0 ~< IB(i, 1 )l - ]B(i, 2)1 ~< 1. 
We order the vertices of V[i,0] so that all vertices of C(i) come first, then the 
vertices of B(i), and finally those of A(i). We pick an arbitrary order within A(i), 
B(i) and C(i). It is a simple fact that each node in B(i) has a neighbor which is 
both a left-shift neighbor and a right-shift neighbor, we call this neighbor a common 
neighbor. 
2. Phase I: All nodes transmit messages to their left-shift neighbors, except the com- 
mon neighbors of  the nodes in B(i,2) with O<~i<~k- 1. 
fo r  j = 1 to  k 
Each node in V[i,j mod k] transmits to its left-shift neighbors 
in parallel over O<~i < k according to its order in 
V[i,j mod k] except the common neighbors of the nodes in 
B(i,2) with 0~<i < k. 
After completing its transmission, each node switches its 
transmitter wavelength to (i +j)  mod k. 
3. Phase II: All nodes transmit messages to their right-shift neighbors, except the 
common neighbors of the nodes in B(i, 1 ) with 0 ~< i ~< k - 1. 
This is similar to Phase I. After completing transmissions nodes switch their trans- 
mitters back to wavelength i mod k. 
This algorithm gives a schedule for the time-slot cycle. Note that the schedule returns 
to the same setup at the end of Phase II, so we can continue another cycle by repeating 
Phase I and Phase II. 
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Theorem 4.2. Algor i thm UB1 gives an opt imal schedule fo r  the time-slot cycle fo r  
all 6. I f  6<<.d"+l/k 2 - d - d/k - [d(d - 1)/2k 1, the cycle is (2d "+1 - d 2 - d) /k  t ime 
slots long. 
I f  6 > dn+~/k -  d -  d /k -  [d (d -  1)/2k~, the cycle is 26 + 2d. 
Proof. First [V[i,j][ = dn/k 2. Since we keep the same order for all the nodes in V[i, j] 
in Phase I and Phase II and x = (xl,x2 . . . . .  xn) with xi = Xi+l,O<~i<~n - 1 has only 
d-1 left-shift neighbors, there are no wasted time slots if the tuning time from Phase 
I to Phase II for each node is no more than dk lV[ i , j ] [ -  d -  d /k -  Id (d -  1)/2kJ. 
Since each node in C of V[i, 0] has only d -  1 right-shift neighbors and each node 
in B of V[i, 0] has d - 1 right-shift neighbors yet to transmit to (each node in B of 
V[i, 0] has d right-shift neighbors, but one of them is also a left-shift neighbor), there 
are no wasted time slots if the tuning time from Phase II to Phase I for each node is 
no more than dk lV[ i , j ]  I -d -  d/k - [d(d - 1)/2k~. 
Note that 
dk[ V[i, j] I - d - d /k  - [d(d - 1)/2k 1 ~< dk[ V[i,j][ - d - d /k  - Ld(d - 1)/2kJ. 
[V[i,j][ • d • k - d - d /k  - Ld(d - 1 )/2kJ 
<.[V[i,j][ • d ,  k - d -  d/k - [d (d -  1)/2k] + 1. 
Therefore if 6<<.d"+l/k 2 -  d -  d /k -  [d (d -  1)/2k], Algorithm UB1 is optimal; the 
cycle is (2d n+l -d  2 -d ) /k  time slots long. 
If  6 > dn+l /k -  d -  d /k -  [d (d -  1)/2k], the time-slot cycle is 
(2d n+l - d 2 - d) /k  + 26 - 2(d"+t /k - d - d /k )  - ld(d - 1)/2k] 
- [d (d -  1)/2k] = 26 + 2d. [] 
For UB(d, 2) with kid, it is easy to design a pipeline schedule similar to that given 
in [11] for the case n -- 1, the complete graph. An example of Algorithm UBI for 
UB(4, 3) with 2 wavelengths is given in Fig. 3 and 4. 
v[o,  1] = 
v[o ,o]  = 
AI = 
B1 = 
C1 = 
{( 1,X2, 0), (3, X2, 0), ( 1,X2, 2), (3,X2, 2)}, 
{(0, X2, 0), (2, XZ, 0), (0, X2, 2), (2,X2, 2)}, 
{(0, 0,0), (2,2,2)}, 
{(0, X2, 0), (2,X2, 2)} -- A l, 
V[0, 0] - A~ - B~; 
V[1,1] = 
v[1,o]  = 
A2 ----- 
B2 -- 
Cz= 
{(0,x2, 1), (2,x2, 1),(0,x2,3),(2,x2, 3)}, 
{((1,x2, 1),(3,x2, 1),(1,x2, 3),(3,x2,3)), 
{(1, 1, 1),(3,3,3)}, 
{(1,x2, 1),(3,x2,3)} - A2, 
V[1,0] - A2 - B2. 
Fig. 3. Vertex sets for UB(4, 3) with 2 wavelengths u ing Algorithm UB 1. 
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Time slot 1-32 
V[0, 1] w0 
Al 
B1 
C1 
V[1, 1] wl 
A2 
B2 
C2 
33-52 53~50 6142 63-94 
wl 
wO 
wO 
wl 
wO 
wl 
wl 
wO 
95-114 115-118 119-120 
wO 
wO 
wO 
wl 
wl 
wl 
Fig. 4. Schedule for UB(4,3) with 2 wavelengths u ing Algorithm UB1. 
4.2. Transmission schedule when k = d p 
Now we tum to the case where k = d p for 2<<,p<<,n-2. In this case, we have n>~4. 
Here we will schedule transmissions along all edges, even along the loop and multiple 
edges. This will still give us an optimal transmission schedule as long as p > 2. If 
p = 2 the transmission schedule is at most 1 time slot longer than optimal. 
Here is the algorithm. 
Algorithm UB2: 
1. Initialization: Define for 0 ~<j, k < d 
V[j,k,y] = {(a,b, Xl . . . . .  Xp_2 ,a+j ,b+k,~)  I O<~a,b, xi < d}, 
L[i,j,k,.~] = {(a,b, xl . . . .  ,Xp_z,a + j ,b  + k ,y)  
---+ (b, X l , . . . ,Xp_2 ,a+j ,b+k,~, i )  ] O<~a,b, xi < d}, 
R[i, j,k, ~] = {(a,b, x l , . . . ,Xp_z ,a  + j ,b  + k, f )  
(i,a,b, Xl . . . . .  Xp_2 ,a+j ,b+k, f~)  [ O<~a,b, xi < d}, 
Note here that a + j and b + k are reduced modulo d. By )3 in the definition of R 
we mean the vector of  coordinates ~ with the last coordinate removed. 
2. Phase I: All vertices transmit o their left-shift neighbors. 
fo r  y=(0  . . . . .  0) to  (d -1  . . . . .  d - l )  
fo r  k=O to  d -1  
fo r  j=O to  d -1  
fo r  i=0  to  d -1  
Transmit  a long  the  edges of  L[i , j ,k,~] 
in a single time slot 
Each node in V~,k,~] tunes its transmitter 
to the wavelength for its right-shift neighbors 
3. Phase II: All vertices transmit o their right-shift neighbors. 
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V[O,O] = ((O,O,x,O,O),(O, 1,x,O, 1),(1,O,x, 1,0),(1, 1,x, 1, 1) I x = O, 1), 
V[O, 1]= {(O,O,x,O,l),(O,l,x,O,O),(1,O,x,l,1),(1, l,x,l,O) I x=O,  1}, 
V[1,O] = {(O,O,x, 1,0),(0, l,x, 1, 1),(1,O,x,O,O),(l, 1,x,O, 1) I x = O, 1}, 
V[1, 1] = ((0,0,x, 1, 1),(0, 1,x, 1,0),( l ,0,x,0, 1),(1, 1,x, 0,0) I x = 0, 1}. 
Set\Tim~ 0-1 2-3 4-5 6-7 8-9 10-11 
V[O,O] L R 
V[O, 1] L R 
V[1,O] L 
v[1,1] L 
12-13 14-15 
Vertex\Tim~ 0-1 2-3, 4-5 6-7 
(0, 0,0, 0,0) wo 
(0, 1,0,0,1) W l 
(1,0,0,1,o) w2 
(1,1,0,1,1) w3 
0,O,l,O,O) w4 
(0, 1, 1,0, 1) w5 
1,0, 1, 1,0) w6 
(1,1,1,1, 1) w7 
0,0,o,o, 1) 
~0, 1,0,0,0) 
1,0,0, 1, 1) 
(1, 1,o, 1,o) 
(0,0,1,0,1) 
IO, 1, 1,0,0) 
!(1,0,1, l ,1) 
(1,1,1,1,o) 
(0,0,0, 1,0) 
(0, 1,0, 1, 1) 
(1,o,o,o,o) 
~(1, 1,0,0, 1) 
(0,0, 1, 1,0) 
(0, 1, 1, 1, 1) 
(1,0, 1,0,0) 
(1, l, 1,0, 1) 
(o,o,o,1,1) 
(0, 1,0, 1,0) 
(1,o,o,o, l) 
(1,1,0,0,0) 
(o,o, 1,1,1) 
(0, 1, 1, 1,0) 
(1,0, 1,0, l) 
(1, 1, 1,0,0) 
w1 
w0 
w3 
w2 
w5 
w4 
w7 
w6 
w2 
w3 
Wo 
wi 
w6 
w7 
w4 
w5 
8-9 10-11 
w0 
w2 
w4 
w6 
wi 
w3 
w5 
w7 
w0 
w2 
w4 
w6 
Wl 
w3 
w5 
w7 
12-13 
wo 
w2 
w4 
w6 
Wl 
w3 
w5 
w7 
14-1. ~
w3 wo 
w2 w2 
Wl w4 
wo w6 
w7 Wl 
w6 w3 
w5 w5 
w4 w7 
Fig. 5. Schedule for UB(2, 6) with 8 wavelengths using Algorithm UB2. 
This is the same as phase I, except we transmit along the edges of R[i,j,k, ~] and 
then tune the transmitters to the wavelength for the left-shift neighbors. 
An example of Algorithm UB2 for UB(2, 5) with 8 wavelengths is given in Fig. 5. 
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Theorem 4.3. Algorithm UB2 9ires a valid transmission schedule, when k = d p and 
2 <<. p<<,n - 2. 
Proof. Let us look at a single set of edges L = L[i,j, k, fi] and show that transmissions 
along all these edges can be scheduled in one time slot. It is clear that the edges in L 
all begin in a vertex in VIi, k, ~]. Each such vertex has only one transmission scheduled 
in L. The receiving vertices in L each receive only one transmission. To see this note 
I I I I that if (b, xl . . . . .  Xp_2, a +j ,  b + k, ~, i) is the same as (b ,x 1 . . . . .  Xp_ 2, a +j ,  b' + k, ~, i), 
' for 1 ~<(~< 2; so the source vertices are then in fact a=a r, b=b r, andxf=xe p -  
the same and this is the same transmission. And finally, each wavelength color is used 
only once, since the color is determined by a, b, and the xe which are different for 
each vertex. Hence, these transmissions can be scheduled in one time slot. The same 
is true about the R sets of edges. 
Clearly this schedules transmissions along all edges of UB(d, n), including loop and 
multiple edges. Therefore Algorithm UB2 gives a valid transmission schedule. [] 
Phase I, excluding tuning time, takes d n-p+l time slots; so the length of this trans- 
mission schedule when 6 = 0 is 2d n-p+l. Each set of vertices V[j,k, ~] transmits to all 
d of its left-shift neighbors in d consecutive time slots and then tunes its transmitter. 
This gives the maximal amount of free tuning time in the schedule. If  6<...d "-p+I -d ,  
then the transmission schedule is still only 2d n-p+1 time slots long. For larger values 
of 6, the schedule is 
2d n-p+l + 2(6 - (d n-p+l - d)) = 2d + 26. 
time slots long. 
Theorem 4.4. Assume that k = d p for  2 <<, p <~ n - 2. Algorithm UB2 gives a trans- 
mission schedule of  lenyth 2d n-p+l time slots when 6<~d n-p+l - d and of  length 
2d + 26 otherwise. I f  p > 2 this schedule is optimal for  all 6. I f  p = 2 this schedule 
is within one time slot o f  optimal for  6<...d n-p+l -d  and optimal for larger 6. 
Proof. The calculations for the length of the schedule are given above. 
Since UB(d, n) has 2d n+l -d  2 -  d messages to transmit, by the Edge Lower Bound 
Theorem 2.2 any transmission schedule must have at least F(2d n+t -d  2 -d ) /dP  7 time 
slots. When p > 2 it is easy to see this is equal to 2d n-p+t, and when p = 2 this 
is equal to 2d "-p+L - 1. Therefore our schedule is optimal when 6<~d n-p+l -d  and 
p > 2 and only one time slot longer than optimal when p : 2. 
Since n ~>4 we know there must be some vertex with neither loops nor multiple 
edges. This vertex has 2d neighbors to transmit o, and it must change its transmitter 
wavelength at least twice, by Theorem 4.1, no matter what wavelength coloring we 
use. By the Vertex Lower Bound Theorem 2.5, we have a lower bound of 2d + 26. 
Hence again the schedule is optimal. [] 
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Hence Algorithm UB2 is an optimal schedule for the tmdirected de Bruijn graph, for 
all possible embeddings and all possible values of 6, when k = d p and 2 < p ~< n- 2. 
Using the technique of alternating forward and reverse cycles mentioned in Section 
2, we can reduce the transmission time for large 6 to d n-p+1 + d + 6. 
5. Conclusion 
We have given embeddings of the virtual topologies of the directed and undirected 
de Bruijn graphs in a TWDM optical passive star network. Along with these embed- 
dings we have given transmission schedules that transmit along all edges of the virtual 
topology (excluding loop and multiple edges) in a minimal number of time slots. We 
proved these embeddings minimize the number of tunings needed in each cycle of the 
schedule and that the schedules are optimal over all possible embeddings. 
We have made certain assumptions about the parameters of the virtual and physical 
networks to get these optimal results, but we also have given near optimal schedules 
for the directed e Bruijn graph without unnecessary assumptions on the parameters. 
Many open questions remain: Can we relax the requirements on the network para- 
meters further and still prove optimality? For what parameters can we find optimal 
embeddings and schedules for a generalized e Bruijn network? (In a generalized 
de Bruijn network the edges are defined by xi ~ X(di+cOmodn for 0~<~ < d.) Can 
we get lower bounds on the number of tunings needed for other topologies? Most 
importantly, are there further applications of the general graph theoretic results that we 
began in this paper, and further esults along these lines that will be useful in solving 
these embedding and scheduling problems? We think that considering the scheduling 
problem as a matrix decomposition problem - trying to write the adjacency matrix of 
the virtual topology as a sum of matrices with certain combinatorial properties - is a 
particularly useful way to formulate the problem. We hope these ideas have further 
application. 
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