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component of uncertainty. In order to determine the uncertainty of an air buoyancy correction, 
the densities of the test and reference weight materials and the uncertainties of these weights 
must also be known besides the air density and its uncertainty. Under these aspects, 
requirements can be placed on the uncertainty of climate data measurements and on the 
uncertainty of the densities of materials. 
 
2. DETERMINING THE UNCERTAINTY IN COMPLIANCE WITH OIML R111-1 
 
The following describes the essential fundamentals for determining an uncertainty budget 
during calibration of weights, as well as the permissible uncertainty contributions of the 
climate data quantities to an air buoyancy correction. In this description, it is assumed that the 
conventional mass of the test weight and the uncertainty of the conventional mass are to be 
determined by calibration of a test weight to a reference weight of higher accuracy. 
 
The expanded uncertainty of the conventional mass of a test weight ܷሺ݉ୡ୲ሻ is yielded by the 
expansion factor, or coverage factor, ݇ and the combined standard uncertainty ݑୡሺ݉ୡ୲ሻ 
according to [1, Equation (abbreviated as “Eq.”) C.6.5-3] as follows: 
 
ܷሺ݉ୡ୲ሻ ൌ ݇ ൈ ݑୡሺ݉ୡ୲ሻ 
 
(1) 
In this equation, the coverage factor determines the confidence internal. Typical, a confidence 
interval of 95% is used, which corresponds to a coverage factor of ݇ ൌ 2. The expanded 
uncertainty of each weight must satisfy the condition below (cf. [1, Eq. 5.2-1]): 
 
ܷሺ݉ୡ୲ሻ ൑ 13MPE 
 
(2) 
The maximum permissible errors, MPE, dependent on mass and weight class are indicated in 
[1, Table 1]. Based on the values of this table, the maximum permissible relative errors 
plotted in Figure 1 were calculated for the different weight classes. The highest requirements 
are placed on weight class E1 for weights with a nominal mass ݉଴ greater than 100 g. The 
maximum permissible relative error for this class is as follows: 
 
MPE





Figure 1: MPE of OIML-compliant Weights from 1 mg to 50 kg 
 






















©2014 - TU Ilmenau  3 
The combined standard uncertainty of the test weight is comprised of the standard uncertainty 
of the weighing process ݑ୵ሺ∆݉ୡതതതതതതሻ, the standard uncertainty of the reference weight ݑሺ݉ୡ୰ሻ, 
the standard uncertainty of air buoyancy correction ݑୠ and the combined standard uncertainty 
of the weighing instrument ݑୠୟ. According to [1, Eq. C.6.5-1], the combined standard 
uncertainty is calculated using the following formula: 
 
ݑୡሺ݉ୡ୲ሻ ൌ ටݑ୵ଶ ሺ∆݉ୡതതതതതതሻ ൅ ݑଶሺ݉ୡ୰ሻ ൅ ݑୠଶ ൅ ݑୠୟଶ  
 
(4) 
The uncertainty of a weighing process is determined using the standard deviation of the 
individual mass comparisons ݏሺ∆݉ୡሻ and the number of weighing cycles ݊ [1, Eq. C.6.1-1]: 
 
ݑ୵ሺ∆݉ୡതതതതതതሻ ൌ ݏሺ∆݉ୡ௜ሻ √݊⁄  
 
(5) 
To reliable estimate the standard deviation ݏሺ∆݉ୡሻ [1, Gl. C.6.1-3] the number of weighing 
cycles ݊ should not be less than 5. If this is not possible: “A pooled estimate, obtained from 
earlier measurements made under similar conditions, should be used” [1, Sec. C.6.1.3]. 
The standard uncertainty of a reference weight is yielded by the following [1, Eq. C.6.2-1]: 
 
ݑሺ݉ୡ୰ሻ ൌ ටሺܷ/݇ሻଶ ൅ ݑ୧୬ୱ୲ଶ ሺ݉ୡ୰ሻ, 
 
(6) 
where ܷ represents the expanded uncertainty of the reference weight given on the calibration 
certificate and ݑ୧୬ୱ୲ሺ݉ୡ୰ሻ is the standard uncertainty due to instability of the reference weight. 
This can be determined based on the calibration history of the particular weight. 
According to OIML R111-1, the standard uncertainty of air buoyancy correction is calculated 
as follows [1, Eq. C.6.3-1]: 
 
ݑୠଶ ൌ 	 ൤݉ୡ୰ ߩ୰ െ	ߩ୲ߩ୰	ߩ୲ 	ݑሺߩୟሻ ൨
ଶ
൅ ሾ݉ୡ୰ሺߩୟ െ ߩ଴ሻሿଶ ݑ
ଶሺߩ୲ሻ
ߩ୲ସ ൅ 





Assuming that ߩୟ୪ ൌ ߩ଴, ሾcf 3, Eq. 34.67], this equation is simplified to the following: 
 
ݑୠ ൌ ݉ୡ୰ටሾሺߩ୰ െ ߩ୲ሻ ሺߩ୰ ∙ ߩ୲ሻ⁄ ݑሺߩୟሻሿଶ ൅ ሺߩୟ െ ߩ଴ሻଶሺݑሺߩ୲ሻଶ ߩ୲ସ⁄ ൅ ݑሺߩ୰ሻଶ ߩ୰ସ⁄ ሻ	 
 
(8) 
Here, ߩ୰ and ߩ୲ are the densities of the materials of the reference weight and the test weight, 
respectively; ߩୟ is the current air density; and ߩ଴ is the reference value of the air density, 
where ߩ଴ ൌ 1.2	kg	mିଷ. Were the reference weight to be calibrated using the same weighing 
instrument to a reference weight of higher accuracy, there would be a correlation. In this case, 
the air density of the last calibration of the reference weight ߩୟ୪ would have to be considered 
in calculating the air buoyancy correction. As this is generally not the case, it is assumed that 
ߩୟ୪ ൌ ߩ଴ based on [3, Eq. 34.67]. 
The combined standard uncertainty of a balance is obtained according to [1, Eq. C.6.4-5]: 
ݑୠୟ ൌ ටݑୱଶ ൅ ݑଶୢ ൅ ݑ୉ଶ ൅ ݑ୫ୟଶ  
 
(9) 
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This result is comprised of the standard uncertainty of the sensitivity of the mass comparator 
ݑୱ, the standard uncertainty of the display resolution ݑୢ, the standard uncertainty due to 
eccentricity (off-center loading error) ݑ୉ and the standard uncertainty due to magnetism 
(magnetic properties and influences) ݑ୫ୟ. The standard uncertainty of the sensitivity is obtained 
according to [1, Eq. C.6.4-1]: 
 
ݑୱ ൌ |∆݉ୡതതതതതത|ඥݑଶሺ݉ୱሻ ݉ୱଶ ൅ ݑଶሺ∆ܫୱሻ ∆ܫୱଶ⁄⁄  
 
(10) 
A possible, universally valid simplification is given in [3, Sections 3.4.6.2–3.4.6.3], where 
 
ݑୱ ൎ |∆݉ୡതതതതതത| ݑሺ݉ୱሻ ݉ୱ⁄ ൎ 5 ∙ 10ିସ|∆݉ୡതതതതതത| 
 
(11) 
We have found that indicating the relative uncertainty as 5 ∙ 10ିସ is a value that works in 
practice as it can be reliably obtained during regular calibration of the balance or mass 
comparator. 
The standard uncertainty of the display resolution is obtained according to [1, Eq. C.6.4-2]: 
 
ݑୢ ൌ ݀√2 ሺ2√3ሻൗ  
 
(12) 
In conventional measurements, the standard uncertainty due to eccentricity is already included 
in the standard uncertainty of the weighing process ݑ୵ሺ∆݉ୡതതതതതതሻ. As a result, the following is 
yielded with reference to [1, Section C.6.4.4.1]: 
 
ݑ୉ ൌ 0 
 
(13) 
The uncertainty component due to magnetism can likewise be neglected to the extent that 
weights compliant to standards, such as OIML R111-1, are used (cf. [1, Section C.6.4.5]). 
 




3. DETERMINING THE AIR DENSITY 
 
The air density is an essential influence quantity in highly accurate mass comparisons. 
Systematic buoyancy effects can be corrected if the air density is known. To correct for the 
effect of air density, OIML R111-1 [1, p. 18] specifies the following equation: 
 




ܥ ൌ ሺߩୟ െ ߩ଴ሻ ߩ୲ െ ߩ୰ߩ୰ ߩ୲  
 
(16) 
However, the uncertainty of air density results in an uncertainty component in the difference 
in mass determined. The air density can be calculated according to the CIPM-2007 equation 
[4] from the climate quantities of temperature, pressure, humidity and from the molecular 
constituents of air, with the latter usually the average mole fraction of carbon dioxide in air. 
Assuming that the exact mole fraction of carbon dioxide is known and equal to 0.4 ∙ 10ିଷ, we 
indicate a combined relative uncertainty (excluding the contributions of the climate quantities 
of temperature, barometric pressure and humidity) of ݑ୊ሺߩୟሻ ߩୟ⁄ ൌ 22 ∙ 10ି଺ for the CIPM-
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2007 equation. As an alternative to this CIPM-2007-formula, the air density can be calculated 
using a simplified equation [1, E.3-1, p. 76]. 
 
ߩୟ ൌ 	0.34848	݌ െ 	0.009	݄ݎ	 ∙ ݁ݔ݌ሺ0.061 ݐሻ273.15 ൅ ݐ , where ݄ݎ is in % and	ݐ	in	°C 
 
(17) 
The relative standard uncertainty of this simplified formula is as follows (cf. [1, Section E.3]): 
 
ݑ୊ሺߩୟሻ ߩୟ⁄ ൌ 2 ∙ 10ିସ 
 
(18) 
If we calculate the air density from the quantities of temperature, barometric pressure and 
humidity, the standard uncertainty of air density is obtained as follows: [1, eq. C.6.3-3]: 
 
ݑሺߩୟሻ ൌ ටݑ୊ଶ ൅ ൫߲ߩୟ ߲݌⁄ 	ݑ௣൯ଶ ൅ ሺ߲ߩୟ ߲ݐ⁄ ݑ௧ሻଶ ൅ ሺ߲ߩୟ ߲݄ݎ⁄ ݑ௛௥ሻଶ 
 
(19) 
The following values are given for the sensitivity coefficients under normal conditions (cf. [4, 
Section 2.2]): 




4. BUDGETING THE UNCERTAINTY COMPONENTS 
 
It is necessary to budget the uncertainty components in order to generally verify whether a 
mass comparator is suitable for various accuracy classes. The following requirements have 
proven to be useful in practice: 
 
ݑ୵ሺ∆݉ୡതതതതതതሻ ൑ 4 5⁄ ݑୡሺ݉ୡ୲ሻ and 
 
(21) 
ݑሺ݉ୡ୰ሻ ൌ ݑୠ ൌ ݑୠୟ ൑ 1 3⁄ ݑୡሺ݉ୡ୲ሻ 
 
(22) 
If these individual requirements are met, the combined uncertainty of a mass comparator will 
always be lower than the uncertainty limit prescribed. 
The required repeatability ݏሺ∆݉ୡሻ of a mass comparator can likewise be derived from the 
required standard uncertainty of the weighing process ݑ୵ሺ∆݉ୡതതതതതതሻ. 
 
ݑ୵ሺ∆݉ୡതതതതതതሻ ൌ 	 ݏሺ∆݉ୡሻ √݊⁄ ൑ 4 5⁄ ݑୡሺ݉ୡ୲ሻ ൌ 2 5⁄ ܷሺ݉ୡ୲ሻ ൌ 2 15⁄ MPE; i.e., 
ݏሺ∆݉ୡሻ ൑ 2 15⁄ MPE√݊ 
 
(23) 
The required number of weighing cycles ݊ is specified by OIML and ASTM for the 
respective accuracy class of weights. 
 
5. UNCERTAINTY OF AIR BUOYANCY CORRECTION  
 
In order to ensure that the total uncertainty budget for a mass comparison does not exceed the 
maximum permissible errors, a requirement has to be placed on the uncertainty of air 
buoyancy correction. With reference to the budget selected according to Equation (22), the 
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uncertainty of an air buoyancy correction may be no more than 1/3 maximum of the 
permissible combined standard uncertainty of the conventional mass. 
 
ݑୠ ൑ 13ݑୡሺ݉ୡ୲ሻ 
 
(24) 
Based on the equation above, it follows that the required uncertainty of air buoyancy 
correction in relation to the maximum permissible error (݇ ൌ 2) is obtained by: 
 





Therefore, the maximum permissible uncertainty of air buoyancy correction for class E1 
weights with a nominal value greater than 100 g is yielded by: 
 
ݑୠ ൑ 	0.5 ∙ 10
ି଺




The standard uncertainty of the air buoyancy correction is given in Equation (8), which can be 
broken down into three individual formulas. 
 
ݑୠଶ ݉ୡ୰ଶ⁄ ൌ 	ݑୠଵଶ ൅ ݑୠଶଶ ൅ ݑୠଷଶ      , where 
ݑୠଵ ൌ ߩ୰ െ ߩ୲ߩ୰	ߩ୲ ݑሺߩୟሻ 
ݑୠଶ ൌ 	 ሺߩୟ െ	ߩ଴ሻ	ݑሺߩ୲ሻߩ୲ଶ  
ݑୠଷ ൌ ሺߩୟ െ ߩ଴ሻ ݑሺߩ୰ሻߩ୰ଶ  
 
(27) 
The term ݑୠଵ depends on the density difference between the reference weight and the test 
weight and on the uncertainty of the air density measured. Both terms ݑୠଶ	and	ݑୠଷ are each 
yielded by the product of the deviation of air density from the reference value ߩ଴ ൌ1.2	kg/mଷ and the uncertainty of the density of the test weight and of the reference weight. 
Taking the problematic nature of this calculation into general consideration, we assumed that 
all three terms would yield the same uncertainty contribution to the air buoyancy correction; 
i.e.  
ݑୠଵ ൌ ݑୠଶ ൌ ݑୠଷ ൌ ݑୠ √3⁄ ൑ 2.77ത ∙ 10ି଼ √3⁄ ൌ 1.6 ∙ 10ି଼ 
 
(28) 
This assumption enables us to derive the requirements on the uncertainty of the air density 
measured and, therefore, on the uncertainty of measurement of the climate quantities of 
temperature, barometric pressure and humidity. 
 
6. REQUIREMENTS ON CLIMATE DATA MEASUREMENT 
 
The starting point for considering these conditions is the requirement on term ݑୠଵ: 
 
ݑୠଵ ൌ 	 ሺߩ୰ െ	ߩ୲ሻ ሺߩ୰ ߩ୲ሻ⁄ ݑሺߩୟሻ ൑ 1.6 ∙ 10ି଼ 
 
(29) 
Hence, the following is obtained as the required uncertainty of measurement for air density: 
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	ݑሺߩୟሻ ൑ 1.6 ∙ 10ି଼ߩ୰ ߩ୲/ሺߩ୰ െ ߩ୲ሻ 
 
(30) 
The permissible ranges for the density of the materials of weights are provided in [1, p. 17, 
Table 5]. For weights of accuracy class E1 with a nominal mass of at least 100 g, the density 
must be within the range of 7934kg mଷ⁄ ൑ ߩ ൑ 8067	kg mଷ⁄ . If we plug in such maximum 
permissible errors for measurement of the density into Equation (30), the following 
requirements will be yielded for the uncertainty of air density: 
 
	ݑሺߩୟሻ ൑ 7.7 ∙ 10ିଷ kg mଷ⁄  
 
(31) 
and for the relative uncertainty: 
 
	ݑሺߩୟሻ ߩୟ⁄ ൑ 7.7 ∙ 10ିଷ/ߩୟ ൑ 6.4 ∙ 10ିଷ, where ߩୟ ൌ ߩ଴ 
 
(32) 
The maximum permissible errors on measurement of the density are higher for weights 
smaller than 100 g. However, this error on measurement of the density is established as such 
that “… that a deviation of 10% from the specified air density (1.2 kg m–3 ) does not produce 
an error exceeding one-quarter of the absolute value of the maximum permissible error given 
in Table 1.” [1, p. 17]. The ratio of the maximum permissible relative error of the weights to 
their maximum permissible errors on measurement of their density is therefore approximately 
constant. 
The relative uncertainty of 2 ∙ 10ିସ in simplified Equation (17) for calculating the air density 
is lower by a factor of 32 than the required uncertainty for air buoyancy correction. Hence, the 
uncertainty contribution of this equation is negligible. The relative uncertainty of air density, 
along with the corresponding sensitivities, is obtained using the three essential influence 




ߩୟଶ ൌ ሺെ4 ∙ 10
ିଷ Kିଵ ∙ ݑሺݐሻሻଶ ൅ ሺ1 ∙ 10ିହ Paିଵ ∙ ݑሺ݌ሻሻଶ ൅ ሺെ9 ∙ 10ିଷ ∙ ݑሺ݄ሻሻଶ
൑ ሺ6.4 ∙ 10ିଷሻଶ 
 
(33) 
Assuming that all three climate quantities have the same uncertainty contribution, the 
following is yielded: 
 
ݑሺߩୟሻ ሺ√3 ∙ ߩୟሻ⁄ ൌ 4 ∙ 10ିଷ	Kିଵ ∙ ݑሺݐሻ ൑ 6.4 ∙ 10ିଷ √3⁄ ൌ 3.7 ∙ 10ିଷ , or ࢛ሺ࢚ሻ ൑ ૙. ૢ૛ ۹ 
ݑሺߩୟሻ ൫√3 ∙ ߩୟ൯⁄ ൌ 1 ∙ 10ିହ	Paିଵ ∙ ݑሺ݌ሻ ൑ 6.4 ∙ 10ିଷ √3⁄ ൌ 3.7 ∙ 10ିଷ , or 
࢛ሺ࢖ሻ ൑ ૜. ૠ	ܐ۾܉ 
ݑሺߩୟሻ ሺ√3 ∙ ߩୟሻ⁄ ൌ 9 ∙ 10ିଷ ∙ ݑሺ݄ሻ ൑ 6.4 ∙ 10ିଷ √3⁄ ൌ 3.7 ∙ 10ିଷ , or ࢛ሺࢎሻ ൑ ૙. ૝૚ 
 
(34) 
The requirements calculated for the uncertainty of climate data measurement can be met using 
conventional climate data sensors. The uncertainty of the relative humidity of 0.41 means that 
the relative humidity may be measured using a standard uncertainty of 41%. Under this 
aspect, it would not be mandatory to measure the humidity. 
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7. INFLUENCE OF HEIGHT ABOVE SEA LEVEL 
 
E1 laboratories place high requirements on air conditioning. Such requirements usually cover 
devices for controlling the temperature and relative humidity. However, the barometric 
pressure is not controlled. The average barometric pressure essentially depends on the height 
of a laboratory above sea level. Therefore, temperature and humidity play a subordinate role 
for determining the mean value of air density. Figure 2 indicates the correlation between air 
density and height above sea level [1, Eq. E.3-2]. 
 
Figure 2: Air Density as a Function of the Height above Sea Level 
 
The deviation of the air density from the reference value of 1.2 kg/m3, in conjunction with the 
uncertainty of the density for the test weight and the reference weight, yields an uncertainty 
component for air buoyancy correction (Eq. 8). This correlation is clearly indicated by the two 
terms ݑୠଶ and ݑୠଷ in Equation (27). A maximum permissible error of 1.6 ∙ 10ି଼ is required 
for the relative uncertainty of air buoyancy correction according to Equation (28) for the three 
uncertainty components ݑୠଵ, ݑୠଶ	and	ݑୠଷ. For instance, if we plug in a value for the density 
uncertainty of ݑሺߩ୰ሻ ൌ ݑሺߩ୲ሻ ൌ 5	kg/mଷ, (see also OIML R 111-1, Table B5 Estimated 
typical uncertainties on page 43), the curve depicted in Figure 3 is yielded for the terms ݑୠଶ 
and ݑୠଷ as a function of the height above sea level. The dotted line represents the required 
maximum permissible error for the uncertainty of the air buoyancy correction. 
 
Figure 3: Uncertainty Contribution ݑ௕ଶ and ݑ௕ଷ as a Function of the Height above Sea Level 
 
It can be seen that independently of the uncertainty of climate data measurements, the 
required maximum permissible error for the uncertainty of air buoyancy correction is 
exceeded at an elevation of approximately 1,600 m (5,259 ft.). On the other hand, an 
unambiguous requirement can be derived for the uncertainty of test weight and reference 
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traceable climate data and their measurement uncertainties are available for mass 
comparisons.  
The following standard uncertainties are specified for a calibrated climate module: 
Temperature: ݑ௧ ൌ 0.15	K, in measuring range ݐ ൌ ሺ18…24ሻ°C 
Pressure: ݑ௣ ൌ 1	hPa, in measuring range ݌ ൌ ሺ800…1100ሻ	hPa 
Humidity: ݑ௛௥ ൌ 1	%, in measuring range ݄ݎ ൌ ሺ30…70ሻ	% 
Therefore, this module enables exact determination of the air density synchronous to 
measurement of mass in order correct for errors resulting from air buoyancy in a mostly 
automatic way. 
In Figure 6 the schematic structure of the climate data module is illustrated. The integrated 
climate data sensors and an additional EEPROM are connected with the I2C-interface.The 
I2C-interface, additional control pins and the power supply are available at the plug-in 
connector. The communication with the sensors and the EEPROM is done by a 
microcontroller in the balance. All relevant information associated with the climate data 
module as serial number, calibration values and correction parameters are stored on the 
EEPROM. Based on this information and the sensor readings the balance calculates the air 
density with the associated uncertainty. 
 
 
Figure 6: Schematic Structure of the Climate Data Module 
 
In addition, Cubis mass comparators have built-in application software for mass 
determination. This software guides the user in a clearly structured and exactly timed way 
throughout the individual steps of mass comparison. A record is automatically generated that 
shows all relevant information on mass comparison in addition to the result of this 
comparison. The mass comparator provides a complete uncertainty budget of each mass 
comparison performed, along with the associated climate data, besides showing the 




This article examines the essential aspects of calculating the uncertainty budget in compliance 
with international standards for the measurement of the conventional mass of weights. Special 
focus was given to the role of air density and its associated uncertainty. If air density is 
calculated from the climate quantities of air temperature, barometric pressure and relative 
humidity, uncertainty components will result from climate data measurements and from the 
equation for calculating the air density. By weighting the uncertainty components as 
prescribed, it is possible to specify the maximum permissible errors for the uncertainty of 
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uncertainties of the density of the test weight and of the reference weight as well as the 
deviation of the air density from the reference value of 1.2 kg/m-3 must be considered besides 
the uncertainty of the air density itself. An uncertainty component of an air buoyancy 
correction will result from the height of a mass standards laboratory above sea level, 
regardless of the uncertainty of climate data measurements as the average air density 
essentially depends on elevation. On the other hand, the required uncertainties of the density 
measurements of test and reference weights can be derived as a function of elevation. 
Cubis MC mass comparators permit exact determination of the conventional mass of a test 
weight, providing a detailed record of the associated uncertainty budget, which includes the 
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