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SOMMAIRE 
Nous proposons une resolution du probleme de flux optique en presence d'occultations par 
une approche multi-resolution basee sur la topologie algebrique calculatoire (TAC). Plu-
sieurs methodes d'estimation du flux optique sont basees sur les contraintes d'intensite et 
de continuite spatiale du champ de vitesse et conduisent a la resolution d'une equation aux 
derivees partielles (EDP). Nous proposons de resoudre le probleme de lissage indesirable 
des contours d'occultation, produit par la contrainte de continuite spatiale, en exploitant 
le principe de diffusion non-lineaire base sur le gradient multispectral du flux optique. 
En effet, le calcul du flux optique peut etre interprets par le phenomene de reaction-
diffusion du flux optique et le lissage des contours d'occultation est la consequence du 
fait que la diffusion se fait d'une maniere lineaire dans toute l'image. Une maniere d'evi-
ter ce probleme est la modification de la conductivity de la diffusion a chaque pixel selon 
son appartenance au voisinage d'un contour d'occultation. Cela requiert une mesure de 
detection precise des contours d'occultation aim de les preserver. Nous montrons que 
le gradient multispectral du flux optique est une mesure qui convient. Nous utilisons 
l'alternative aux EDPs que represente l'approche TAC qui exploite les lois globales de 
la diffusion et les principes d'algebre topologique arm d'offrir plus de robustesse et de 
precision dans les calculs. Nous utilisons egalement le modele TAC multi-resolution pour 
resoudre le probleme de validite de la contrainte d'intensite limitee a de petits decalages. 
Nous appliquons ensuite notre algorithme au recalage d'images par le flux optique. 
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INTRODUCTION 
L'une des informations tres utilisee, extraite d'une sequence d'images est le flux optique, 
aussi appele mouvement apparent de l'intensite de l'image. L'estimation de ce champ 
de vitesses connait un interet croissant du fait du nombre considerable de ses domaines 
d'application. Par exemple, la connaissance des valeurs du flux optique en tout point 
de l'image permet de determiner la profondeur des points des objets afin d'obtenir un 
comportement d'evitement d'obstacles en vision robotique [29]. Dans le domaine biome-
dical, l'estimation du champ de vitesse a partir de deux images d'echocardiogr amines 
permet de detecter le mouvement des parois cardiaques ainsi que ceux du coeur [30, 40], 
ou encore les parametres d'ecoulement du sang a partir d'angiogrammes [48]. En etude 
de materiaux, le flux optique peut etre adapte a la mesure du champ de deformation 
des materiaux [50, 45]. Le flux optique peut egalement etre applique au mecanisme des 
fluides pour l'etude des images meteorologiques [23]. 
Une des premieres methodes d'estimation du flux optique, telle que proposee par Horn 
et Schunck [34], est basee sur l'hypothese qu'un point de l'image se deplagant, ne change 
pas de couleur ou d'intensite dans le temps. Cette hypothese mene a poser ce qui est 
appele la contrainte d'intensite et si elle est la seule, decoule en un probleme mal pose. II 
est alors necessaire d'ajouter une seconde contrainte, souvent celle du lissage du champ 
de vitesse qui suppose une continuity spatiale du flux optique. Cela a conduit a plusieurs 
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methodes [13] dont les methodes differentielles basees sur la resolution d'une equation 
aux derivees partielles (EDP). 
Une scene etant le plus souvent constitute d'objets animes de mouvements differents, 
le mouvement d'un objet a un moment donne peut masquer tout ou une partie d'un 
autre objet, produisant ainsi des contours d'occultation (intersection entre l'objet masque 
et l'objet masquant). L'hypothese de continuite spatiale du mouvement apparent est 
valable seulement localement, a l'interieur des objets. L'utilisation de la contrainte de 
lissage sur l'ensemble de l'image provoque done un lissage indesirable au voisinage des 
contours d'occultations. Par consequent, ces contours d'occultations, qui constituent des 
discontinuites dans le flux optique, ne sont pas preserves. Afin de corriger ce probleme, 
il est possible de s'inspirer du phenomene de diffusion non-lineaire. 
En effet, le calcul du flux optique en posant les contraintes d'intensite et de lissage, peut 
etre interprete par le phenomene de reaction-diffusion lineaire d'une quantite (ici le flux 
optique). Dans le calcul du flux optique par l'equation de reaction-diffusion lineaire, il est 
suppose que la diffusion du flux optique se fait de la meme maniere pour cliacun des pixels. 
Nous voudrions plutot que la diffusion soit lineaire seulement localement a l'interieur d'un 
objet anime d'un meme mouvement. Ceci peut etre fait en modifiant la conductivity a 
chaque point selon son appartenance au voisinage d'un contour d'occultation. Une fagon 
de preserver les discontinuite de mouvement (contours de mouvement) est done d'isoler 
les regions une par rapport a l'autre, interdisant au flux optique d'aller d'une region a 
l'autre en passant a travers les contours de mouvement. Le calcul du flux optique peut 
done etre vu comme un probleme de diffusion ou la conductivity d'un point est pres de 
0 s'il est pres d'un contour de mouvement et pres de 1 s'il est a l'interieur d'une region. 
Pour cela, nous devons considerer le coefficient de conduction comme une fonction qui 
depend d'une mesure de plausibilite des contours d'occultation. Le choix de cette mesure 
est une question importante. Nous proposons d'utiliser le gradient multispectral du flux 
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optique comme mesure de detection des contours de mouvement. 
En effet, une image multispectrale est une image constitute de plusieurs bandes (3 bandes 
dans le cas de la couleur, 2 dans le cas du flux optique). Les pixels d'une telle image sont 
consideres comme des vecteurs et un contour est engendre par une variation dans la 
longueur ou dans la direction des vecteurs. La detection d'un tel contour n'est done 
pas triviale et une des mesures utilisees est le gradient multispectral de Cumani [24]. 
Considerons l'image multispectrale dont les pixels sont constitues par les valeurs des 
composantes du vecteur flux optique. Les discontinuites de mouvement peuvent etre 
detectees aux changements dans le champ vectoriel et done par le gradient multispectral 
de cette image. 
Les methodes differentielles resolvent l 'EDP du calcul du flux optique par la diffusion 
en utilisant un processus de discretisation par differentiation numerique, ce qui tend a 
augmenter le niveau de bruit. L'utilisation d'une approche basee sur la topologie alge-
brique calculatoire (TAC) au lieu de l 'EDP permet de reduire ce probleme de bruit. Les 
methodes d'elements finis, de differences finies et spectrales souvent utilisees dans le pro-
cessus de discretisation des EDPs tendent a perdre Interpreta t ion physique des elements 
de l'equation a resoudre. L'approche TAC par contre permet une resolution en exploi-
tant les lois globales de la diffusion et les principes d'algebre topologique. II est demontre 
dans [7, 8, 9, 10, 11, 85], que l'utilisation d'un schema topologique algebrique axe sur 
des principes de conservation pour resoudre les EDP en imagerie permet de preserver 
l'interpretation originale du probleme, tout en minimisant le nombre d'approximations, 
offrant ainsi une robustesse et une precision dans les solutions. 
L'hypothese de Constance de la couleur de Horn et Schunk [34], aussi appelee contrainte 
d'intensite, suppose un deplacement faible entre deux images consecutives de la sequence. 
Les deplacements de plus d'un pixel/trame ne sont pas pris en charge et provoquent des 
erreurs d'estimation du flux optique. La validite de la contrainte d'intensite restant limi-
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tee a de petits decalages, nous utilisons une approche TAC multi-resolution. L'utilisation 
d'une telle approche permet de reduire les decalages dans les plus petites resolutions. 
La solution trouvee sert d'initialisation pour les calculs dans les resolutions superieures. 
Nous utilisons done un modele image TAC base sur une representation multi-resolution de 
l'image [68, 69]. L'avantage de la methode TAC est qu'elle travaille a partir de l'equation 
globale de resolution, ce qui permet tout naturellement de l'etendre a des regroupements 
de pixels uniquement a l'aide d'operations algebriques. Les details et caracteristiques 
de l'image necessaires pour l'extraction du flux sont ainsi conserves, meme a basses re-
solutions. Cette technique de regroupement a l'avantage de ne pas construire d'images 
supplementaires pour les niveaux superieurs car a n'importe quelle resolution, elle tra-
vaille avec une combinaison lineaire des informations de pixels de l'image originale. 
En resume, nous proposons d'abord d'utiliser le gradient multispectral du flux optique 
dans l'estimation du flux optique par un processus de diffusion non-lineaire. En effet 
bien que Interpretation de l'estimation du flux optique par un principe de diffusion non-
lineaire existe [66], le gradient multispectral du flux optique n'a jamais ete encore utilise 
comme mesure de detection des discontinuites de mouvement. Ensuite nous proposons un 
calcul en regime non permanent et non-lineaire du flux optique par une approche TAC. 
Seul un calcul lineaire du flux optique en regime permanent existe dans ce domaine [8]. Et 
pour terminer nous introduisons l'utilisation du flux optique non-lineaire dans le recalage 
d'images par flux optique pour la construction d'images panoramiques. 
La suite de notre memoire est presentee comme suit. Le chapitre 1 presente les bases et 
hypotheses de calcul du flux optique ainsi que quelques methodes de calcul. Nous defi-
nissons ensuite le phenomene de diffusion et montrons qu'il peut etre applique au calcul 
du flux optique. Nous y presentons egalement les differentes approches de calcul du flux 
optique en presence de discontinuites de mouvement et deflnissons le gradient multis-
pectral du flux optique que nous proposons d'utiliser comme mesure de discontinuity du 
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mouvement apparent. Le chapitre 2 presente les bases de la methodologie TAC. A cause 
de la necessite d'une approche multi-resolution, nous detaillons un modele image TAC 
multi-resolution [68, 69]. Le chapitre 3 presente notre algorithme de calcul du flux optique 
par diffusion TAC. Nous defimssons une diffusion non-lineaire basee sur le gradient mul-
tispectral du flux optique. Les resultats de notre algorithme sont presenter au chapitre 4. 
Nous appliquons ensuite notre algorithme de calcul du flux optique au recalage d'images 
pour la creation d'images panoramiques au chapitre 5. Le dernier chapitre presente la 
conclusion et les perspectives. 
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CHAPITRE 1 
Flux Optique et discontinuites dans le 
mouvement 
Le flux optique est defini comme etant le mouvement apparent de l'intensite de l'image. 
II resulte en principe de la variation des positions relatives entre l'observateur et les 
objets de la scene. Trois cas existent : 1) camera fixe et objets en mouvement; 2) camera 
en mouvement et objets fixes; 3) objets et camera en mouvement. Le flux optique est 
perceptible par les changements de la distribution spatiale des intensites lumineuses dans 
l'image et est qualifie d'apparent du fait qu'il ne correspond pas necessairement a la 
projection dans le plan image, d'un mouvement ayant lieu dans l'espace tridimensionnel. 
Un changement dans la direction de l'eclairage sur une surface speculaire est un exemple 
ou il y a changement dans l'intensite en l'absence de mouvement reel. 
Le flux optique peut etre applique dans divers contextes. La connaissance des valeurs du 
flux optique en tout point de l'image permet de determiner la profondeur des points des 
objets et de constituer ainsi une carte de profondeurs servant a la reconstruction 3D de 
la scene [59]. Les discontinuites dans les valeurs du flux permettent de segmenter une 
6 
image en plusieurs regions [55]. 
L'estimation exacte du flux optique demeure un probleme d'actualite en imagerie et 
plusieurs methodes ont ete developpees pour le solutionner. Ces methodes reposent sur 
l'hypothese selon laquelle la variation de la position relative des objets d'une scene par 
rapport a la camera devrait produire une variation de niveaux de gris dans l'image, d'ou 
la perception de mouvement. Ceci est vrai dans la plupart des cas. Neanmoins dans 
certains cas particuliers, cette relation entre le mouvement et les changements d'intensite 
ne tient pas. L'exemple le plus souvent evoque est celui de la sphere monochrome et 
uniformement lisse qui tourne par rapport a son axe de rotation. Dans ce cas typique, 
aucune variation de niveau de gris dans l'image n'est observee, bien qu'il y ait presence 
de mouvement reel. L'exemple evoque precedemment du changement dans la direction 
de l'eclairage sur une surface speculaire est un autre cas typique ou il y a changement 
dans l'intensite mais absence de mouvement. Le flux optique permet tout de meme en 
general d'approximer la direction et la vitesse du mouvement de chaque point de l'image. 
Les contours de mouvement ou discontinuity de mouvement sont des frontieres entre 
deux mouvements differents. lis proviennent de la variation de la direction ou de l'orien-
tation du vecteur vitesse de mouvement. Les contours d'occultations qui resultent d'un 
changement de profondeur des objets sont des exemples de contours de mouvement car 
ils constituent des frontieres entre le mouvement de l'objet masquant et le mouvement 
de l'objet masque. 
Nous presentons d'abord les bases et hypotheses de calcul du flux optique ainsi que 
quelques approches de calcul. Nous presentons egalement le phenomene de diffusion et 
montrons qu'il peut etre applique au calcul du flux optique. Les hypotheses de calcul du 
flux optique n'etant pas toujours verifiees dans les images, par exemple dans les zones 
d'occultation, nous definissons le phenomene de discontinuite du flux optique ainsi que 
quelques approches de calcul permettant d'en tenir compte. Nous presentons aussi le 
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gradient multispectral que nous proposons d'integrer dans un algorithme d'estimation 
du mouvement apparent en presence de discontinuites. 
1.1 Fondements du calcul du flux optique 
Soit une sequence d'images et I(x, y, / ) , la valeur de la luminance du pixel de coordonnees 
(x,y) a l'instant / (/ represente la dimension trame). Le flux optique en chaque pixel 
x — (x,y,f) de la sequence, peut etre represente par un vecteur vitesse 2D, v(x) = 
(u(x),t;(x)), indiquant le deplacement du pixel par rapport au temps avec TX(X) = % et 
v(x) = ^ , les composantes en x et y du flux optique. 
1.1.1 Hypotheses 
Ann de solutionner le probleme du flux optique d'une maniere simple, plusieurs hypo-
theses sont posees [34]. Les objets sont supposes avoir une surface non speculaire et 
etre eclaires par une lumiere incidente uniforme. La luminance d'un point de l'hnage 
ne depend done pas de l'orientation du point correspondant de l'objet. Cette luminance 
demeure constant dans le temps meme quand l'objet change de position. La variation de 
la reflectance des objets est continue (les discontinuites sont corrigees par la lentille) ce 
qui assure une differentiabilite de la luminance dans l'image. 
1.1.2 Contrainte d'intensite 
Considerant les hypotheses posees precedemment, l'intensite d'un pixel de l'image reste 
constant meme s'il change de position spatialement : 
dl{y)
 = n 
df 
En appliquant les lois de derivees partielles, nous obtenons : 
6I(x) dx SI(x) dy SI(x) 
8x df by df bf 
qui peut etre reecrite sous la forme : 
V / ( x ) - v ( x ) + / / ( x ) = 0, . (1.1) 
ou V est l'operateur gradient spatial, • designe le produit scalaire et / / designe la derivee 
par rapport a / . Cette derniere equation est communement appelee contrainte d'intensite. 
C'est une equation contenant deux inconnues (les composantes u(x) et v(x)). II est im-
possible de resoudre une seule equation a deux inconnues : c'est le probleme d'ouverture. 
Plusieurs contraintes peuvent etre definies, nous en presentons quelques-unes. 
1.2 Approches de calcul du flux optique 
II existe plusieurs categories d'approches [13] pour calculer le flux optique. Les principales 
sont : differentielle, par mise en correspondance de region (region-based matching) et 
frequentielle (energy-based et phase-based). Dans cette section, nous detaillons l'approche 
differentielle car les raisonnements utilises sont proches de cette categoric 
1.2.1 Approche differentielle 
Les methodes differentielles se basent sur le calcul du flux optique a partir des derivees 
spatiotemporelles de l'intensite de l'image pre-filtree par un passe-bas ou un passe-bande. 
Certaines de ces techniques utilisent la derivee premiere [34], alors que d'autres utilisent 
des derivees secondes [51, 52, 79]. Ce sont des methodes qui sont tres sensibles au bruit. 
Pour determiner une seconde contrainte pour la resolution du probleme du flux optique, 
deux types de strategies sont utilisees : locale [39, 79] et globale [34, 52]. 
Strategie locale 
La strategie locale consiste a regulariser le calcul du mouvement apparent sur un voisi-
nage local. Dans cette categorie, se classent Lucas et Kanade [38, 39] qui utilisent une 
methode des moindres carrees sur la contrainte d'intensite. Ceci consiste a minimiser sur 
un voisinage Q,, la fonction 
IL (x,y)eQ W(x, j/)[V/(x) • v(x) + If(x)]2dxdy, [1.2) 
avec W(x,y), une fenetre de voisinage ponderee donnant generalement plus de poids 
aux pixels situes au milieu de la fenetre qu'a ceux en peripherique. La solution a l'equa-
tion (1.2) est donnee par : 
Av(x) = b, [1.3) 
avec 
et 
A JJ W(x, y)%(x)dxdy JJ W(x, y)Iy(x)Ix(x)dxdy Jf W(x,y)Iy(x)Ix(X)dxdy JJ W(x, y)I2y(x)dxdy 
V(x,j/)efi. -tfW(x,y)Ix(x)If(x)dxdy 
~ II W(x, y)Iv(x)If(x)dxdy 
Ix,Iy sont les derivees respectives par rapport a x et y de l'intensite du pixel. II faut 
remarquer que l'equation (1.3) n'est resoluble que si la matrice A est inversible. Cela 
implique un changement significatif des gradients dans le voisinage Q concerne. 
Strategie globale 
La strategie globale consiste en une minimisation de Fenergie globale dans l'image. Elle 
est plus sensible au bruit que la strategie locale. La methode de Horn et Schunck [34] 
permet de combiner un terme de lissage global avec la contrainte d'intensite. Ceci revient 
done a minimiser l'equation 
J ((V/(x) • v(x) + / /(x))2 + a2 | |Vv(x)| |2)dx, 
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(1.4) 
avec a, un coefficient permettant de regler l'influence du terme de lissage, et || || est 
l'operateur de norme Euclidienne. Le resultat de cette minimisation peut s'exprimer sous 
la forme d'une equation aux derivees partielles (EDP) : 
a2V2v(x) = V/(x)(V/(x) • v(x)) + J /(x)V7(x), (1.5) 
ou V2 designe l'operateur laplacien. Une resolution de l'equation (1.5) par les differences 
finies permet d'obtenir le schema iteratif suivant : 
k+l _ k _ 4 ( 4 # + IyVk + If) 
c? + Px + Il 
„fc+i _
 7lfc _ W « f c + hvk + h) 
u
2
 + Px + Py ' 
ou uk+1,vk+1 sont les composantes du flux optique a l'iteration k + l et uk,vk sont les 
moyennes locales respectives des composantes du flux optique a l'iteration k. 
1.2.2 Autres approches 
Sans rentrer dans les details nous pouvons decrire l'approche de mise en correspondance 
regionale comme etant une technique qui se base sur l'estimation de la distance entre 
differentes regions de l'image [5, 72]. Le flux optique v(x) est ainsi defini comme le 
deplacement d = (dx, dy) qui relie le mieux des regions de l'image dans differentes frames. 
L'approche frequentielle consiste a resoudre le probleme du flux optique dans le do-
maine de Fourier en exploitant soit l'energie du signal [32, 33], soit son comportement en 
phase [35, 80] suite a un filtrage. En realite, ce sont des methodes differentielles appli-
quees a la phase, par exemple, au lieu de l'intensite. Fleet et Jepson [35] sont des pionniers 
dans ce domaine. lis utilisent des nitres passe-bandes pour decomposer le signal d'entree 
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dependamment de l'echelle, de la vitesse et de l'orientation et definissent le flux comme 
la vitesse normale aux contours de phase dans le signal de sortie. 
1.3 Calcul du flux optique par l 'equation de reaction-
diffusion 
En imagerie, beaucoup de methodes s'inspirent de l'equation de la diffusion. Le modele 
de diffusion apparait dans differents processus tels que le debruitage et la reconstruction 
d'images [25, 81], l'estimation du flux optique [66], la retouche d'images, l'augmentation 
de resolution [7, 11, 15], les contours actifs geodesiques [82] et les methodes de regularisa-
tion [82] en general. L'application de la loi de diffusion en imagerie consiste a considerer 
l'information contenue dans les pixels de l'image (niveau de gris, couleur, flux optique...) 
comme la quantite a diffuser. Dans le cas du debruitage d'image par exemple, le niveau 
de gris d'un pixelpeut etre considere comme la quantite prise a intervalles egaux sur un 
corps 2D (le support de l'image). Le prefiltrage Gaussien qui a pour but de debruiter une 
image peut etre considere comme un probleme de diffusion. Nous allons d'abord definir le 
principe de la diffusion et ensuite nous montrerons la fagon dont le calcul du flux optique 
peut etre interprets par la diffusion. 
1.3.1 Phenomene de reaction-diffusion 
L'equation de diffusion decrit le changement de densite d'une certaine quantite (la densite 
de particule, la temperature, le niveau de gris, le flux optique...) par le phenomene de 
diffusion [27, 31, 73]. C'est un phenomene de transport irreversible qui se traduit par la 
variation de la quantite dans un milieu. 
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Considerons un corps incompressible de volume V, de surface S (de normale n) dans 
lequel diffuse une quantite A. II existe des lois de conservation qui expriment le bilan d'une 
certaine quantite (masse, mouvement, energie, flux optique, etc.) sur ce corps entier ou 
une partie arbitraire et comme telles, peuvent etre exprimees comme equations globales 
sur tout le volume occupe par ce materiau continu durant un intervalle de temps [42]. 
La premiere loi de conservation, qui est la loi de diffusion de la quantite A, permet 
d'exprimer sa variation dans le volume en fonction de la densite de sa production a et 
de la densite du flux sortant q : 
JJj ftA(x,t)dV = JJJ a(x,t)dV - J J q(x,t) • n(x)dS. (1.6) 
L'utilisation du theoreme de divergence permet d'obtenir 
III iA{x't)dV=lil°^t)dV' IIIv' ^ t)dV 
ou V- designe Poperateur de divergence. Cette equation est vraie pour n'importe quel 
volume d'un corps continu. Ce qui veut dire que le volume peut etre reduit a 0 et les 
signes d'integrale enleves, ce qui nous donne : 
j U ( x , i ) = <7(x,i)-V-q(x,*). (1.7) 
Cette equation est dite evolutive, car il y a variation temporelle de la quantite A : elle 
exprime un regime variable. Le regime permanent quant a lui suppose une Constance de 
A dans le temps, ce qui annule le premier membre de Pequation (1.7) et Ton obtient 
<7(x,t)=V-q(x,t) . (1.8) 
La seconde loi de conservation permet de relier la quantite A a la tension g definie comme 
suit : 
g ( M ) = VA(x,0. (1-9) 
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A part les lois de conservation, nous distinguons les lois constitutives qui dependent de la 
constitution interne des materiaux. Elles sont intrinsequement continues car les proprietes 
propres au materiau peuvent changer continument. Nous avons les relations suivantes : 
q(x,i) = -«(x,<)g(x,*), (1.10) 
et 
a(x,t)=r(A,x,t), (1.11) 
avec K la conductivity et r une fonction de A. K = 1 correspond a une diffusion lineaire 
et isotrope. 
1.3.2 Diffusion appliquee au calcul du flux optique 
L'equation (1.5) est sous la forme d'une equation de reaction-diffusion de la quantite 
A(x) = v(x) en regime permanent (equation (1.8)). Elle equivaut a une diffusion homo-
gene et isotrope (« — 1) de l'information du flux optique de fagon a ce qu'il varie de la 
maniere suivante a l'interieur de l'image : 
<r(x) = -AV/(x)(VJ(x) • v(x) + //(x)), (1.12) 
ou A = 4j. Remarquons que l'equation (1.5) peut egalement s'exprimer sous forme evo-
lutive comme nous le verrons a la section 1.4 avec la methode de Proesman [66] et dans 
ce cas elle correspond toujours a une diffusion mais en regime variable. 
1.4 Discontinuities dans le flux optique 
L'estimation du mouvement a partir de sequences d'images bidimensionnelles s'appuie 
sur deux hypotheses essentielles de base : 1) conservation de la luminance des objets 
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durant leur mouvement, qui se traduit par la contrainte d'intensite (section 1.1.2); et 2) 
continuite spatiale, temporelle ou spatiotemporelle du champ de vitesses apparentes qui se 
traduit par la contrainte de lissage (section 1.2.1). Les discontinuites de mouvement sont 
des frontieres entre les projections, dans le plan image, des objets animes de mouvements 
differents. L'hypothese de continuite etant valable seulement localement, a l'interieur des 
objets, elle provoque un lissage indesirable au voisinage de ces contours de mouvement. 
Ce lissage peut etre evite en preservant dans le calcul du flux optique ces contours de 
mouvement. 
Plusieurs techniques de calcul du flux optique permettant de preserver les discontinuites 
de mouvement se basent sur le principe de diffusion non-lineaire. La diffusion lorsqu'elle 
est non-lineaire depend de la variabilite d'une quantite mesurable. Cette quantite dans 
le cas du calcul du flux optique est souvent exprimee sous forme de gradient d'intensite 
[2, 20, 47], de gradient du flux optique [26] ou d'inconsistance du flux optique [66]. 
Dans cette section, nous presentons d'abord les differentes approches de calcul du flux 
optique en presence de discontinuites de mouvement. Ensuite nous definissons le gradient 
multispectral que nous proposons d'utiliser comme mesure de conductivity de la diffusion. 
1.4.1 Approches de calcul existantes 
Dans le but d'eliminer le lissage indesirable au voisinage des frontieres d'objets et done 
de preserver les discontinuites de mouvement, beaucoup d'approches ont ete developpees, 
dont certaines sont resumees dans le document de Orkisz et Claryse [60]. La majorite 
de ces approches se basent sur des coefficients et matrices qui exploitent le processus 
de diffusion non-lineaire. Cela se fait le plus souvent en jouant sur le parametre a de 
l'equation (1.4) pour preserver la discontinuity Le but est de controler la contrainte de 
lissage definie a la section 1.2.1. a doit etre proche de 0 aux alentours des discontinuites 
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de mouvement, ceci met l'emphase uniquement sur la contrainte d'intensite en enlevant 
completement la contrainte de lissage, et proche de 1 ailleurs. Ces methodes peuvent etre 
classees en deux grandes families : les methodes par tenseur de structure (TS) [20, 46, 
47, 54, 74] et les methodes variationnelles [1, 2, 3, 4, 19, 22, 26, 66]. 
Approche par tenseur de structure 
Les tenseurs de structure sont utilises dans la detection des coins, des textures et en 
segmentation d'image [16, 28, 67]. Le tenseur de structure applique au calcul du flux 
optique consiste a considerer une sequence d'image comme un volume spatiotemporel et 
a en analyser la structure. Le tenseur de structure decrit une information locale moyenne 
des orientations [37] et s'ecrit comme suit : 
S = (V3/(x))(V3/(x))2 
42(x) Ix(x)Iy(x) 4(x) / , (x) 
7,(x)/,(x) /2(x) Iy(x)If(x) 
Ix(x)If(x) /„(x)//(x) I}(x) 
(1.13) 
oii V3-T(x) = (7x(x),/j /(x),//(x)) est le vecteur gradient intensite de la sequence apres 
prefiltrage Gaussien. 
En posant v(x) = (u(x),v(x), 1), l'equation (1.2) de minimisation de Lucas et Ka-
nade (section 1.2.1) peut s'exprimer comme suit : 
ft W(x,y){(V3I(x))-v(X)]2dxdy = ff W(x,2 /)v(xf(V3 / (x)) (V3/(x))Tv(x)^ciy 
= ff W(x,y)v(x)TSv(x)dxdy. 
J J(x,y)eQ 
Cette minimisation peut etre reecrite sous la forme : 
argmin (v(x)TSV(x)J ou v(x) = (fi(x),v2(x),f3(x)) ^ ^ 
v(x) 
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Le probleme de calcul du flux optique ainsi exprime est resolu de deux manieres. On peut, 
soit poser V3(x) = 1 et transformer ainsi le probleme en la resolution de Pequation (1.3) 
tel que precedemment [20, 39], soit utiliser une methode d'analyse des valeurs propres 
[46, 47, 54, 74] en introduisant dans l'equation (1.14) le multiplicateur de Lagrange. 
Le tenseur de structure est construit apres un prefiltrage Gaussien considere comme 
une diffusion lineaire. Pour preserver les discontinues de mouvement, l'idee est done 
d'utiliser plutot une diffusion non-lineaire [20, 46, 74] pour lisser le tenseur de structure 
et d'utiliser ses coefficients a la place de ceux obtenus habituellement par lissage Gaussien. 
Le flux optique est ensuite extrait, soit en utilisant la methode de resolution de Lucas et 
Kanade (section 1.2.1), soit par les valeurs propres. 
Par exemple, la methode de diffusion non-lineaire par tenseur de structure de Brox et 
Weickert [20], consiste en un calcul des coefficients du tenseur de structure S par l'equa-
tion suivante : 
^ = V • (D((Vff(/E^)(V„ J£#))VS«) Vi, j 
oil Sij est initialise avec les valeurs des produits des derivees premieres de l'intensite / . 
V(r est l'operateur de gradient avec ajout de bruit Gaussien d'ecart-type a. La matrice 
D(A) = T(g(\i))TT est le tenseur de diffusion pour A = T{\i)TT avec les valeurs propres 
Aj comme elements de la matrice diagonale (A»). T est la matrice orthogonale dont les 
colonnes sont composees des vecteurs propres normalises. 
Approche variationnelle 
L'approche variationnelle pour le calcul du flux optique avec discontinuite consiste sou-
vent a regulariser et a minimiser une fonction non-quadratique (dont l'expression varie 
selon la methode). Dans ce domaine nous pouvons citer les travaux d'Alvarez et al. Dans 
un premier travail [2], ils modifient le modele de Nagel et Enkelman [53] en utilisant une 
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fonctionnelle qui est invariante au changement lineaire de la luminance avec une methode 
multiresolution pour eviter le probleme des larges deplacements de pixel (plus d'un pixel 
par trame). Dans un second travail, ils proposent une approche symetrique avec mini-
misation de l'energie fonctionnelle [1]. Nous detaillons ici Brox et al. [19], qui avec leur 
methode de coarse-to-fine warping (calcul du flux optique a de petites resolution pour 
afflner le resultat a des resolutions superieures), ont obtenu des resultats tres significatifs 
dans la preservation des discontinuites dans le flux optique. 
Leur methode consiste a minimiser la fonction 
*( | | / (x+v(x))- /(x) | |2+7 | |V/(x+v(x))-V/(x) | |2)+Q*(| |V«(x) | |2+| |V ? ; (x) | |2))dx, 
(1.15) 
ou v(x) — (u(x),v(x), 1) et \I>(s2) = Vs2 + e2 est une fonction permettant d'attenuer 
l'impact du bruit, e est une constante permettant la differentiabilite de la fonction a s — 0. 
La fonction \& est une norme tres sensible aux variations et discontinuites dans les signaux. 
Son utilisation dans le terme de lissage permet ainsi de preserver les discontinuites de 
mouvement [22]. La premiere partie de l'equation (1.15) contient la contrainte d'intensite 
(equation (1.1)) et celle du gradient d'intensite (VJ(x) = V/(x +v(x)). L'avantage de la 
contrainte du gradient d'intensite est qu'elle est invariante aux changements d'intensite 
des pixels de l'image contrairement a la contrainte d'intensite. 
La minimisation de l'equation (1.15) revient a resoudre les equations d'Euler-Lagrange 
suivantes : 
*U 2 + 7(41 + O) • V*1* + 7(^-4, + Wyz)) ~ «V • (*'(|Vu|2 + |V<f)V<i) = 0 
M/(I2 + 7 ( 4 + / 2 J ) • (IyIz + j(IvyIyz + IxyIxz)) - aV • (* ' ( |W| 2 + \Vv\2)Vv) = 0 
Un processus multiresolution est ensuite utilise en resolvant ces equations par une me-
thode iterative de Gauss-Seidel a chaque niveau de resolution. Les solutions calculees au 
niveau de resolution inferieur servent d'initialisation au niveau superieur immediat. Leur 
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algorithme sert de base a Amiaz qui par deux fois (methode des levels sets [3] et me-
thode coarse-to-over-fine [4]) propose des methodes permettant d'approximer avec plus 
de precision les discontinuites du mouvement apparent. 
Nagel [51] propose de resoudre le probleme d'occultation en utilisant un terme de lissage 
dependant du gradient d'intensite dans l'image. La composante tangentielle (perpendi-
culaire au gradient) de la vitesse est lissee sans aucune condition alors que le lissage de sa 
composante normale (parallele au gradient) est attenue selon l'augmentation du gradient 
d'intensite : c'est un lissage anisotropique. Cela revient done a minimiser la fonction 
II ( ( ( V / ( x ) ) T • v(x) + If(x))2 + t r [ ( V v ( x ) ) V v v ( x ) ] ) d a ; d y (1.16) 
avec 
v(x) = K x ) , » ( x ) ) et Vv(x) = [ u*fx} Vx(f\ . 
W est une matrice de ponderation dont les elements sont calcules a partir des composantes 
du gradient de l'intensite lumineuse : 
W 
/2(x) + /2(x)+2<5 
7y2(x) + <J -/ ,(x)/„(x) 
-4(x)4(x) /2(x) + 5 J' 
ou 6 est une constante permettant d'obtenir une matrice identite dans les zones d'intensite 
homogene (gradient nul). La resolution de l'equation (1.16) se fait d'une maniere iterative 
avec la methode de Gauss-Seidel. 
Proesman [66] fut l'un des premiers a adapter l'equation de la diffusion au calcul du 
flux optique, en resolvant l'equation (1.4) de minimisation de Horn et Shcunck [34] d'une 
maniere evolutive : 
^ i £ = V 2 v(x , t ) - AV/(x) (V/ (x) • v (x , t ) + / / ( x ) ) . (1.17) 
Cette equation peut etre interprctee comme une diffusion isotrope et lineaire du flux 
optique a travers une image de la sequence. Neanmoins sa convergence sous cette forme 
s'avere difficile. 
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Afin de tenir compte des discontinuites de profondeur dans l'equation (1.17), une ap-
proche symetrique est adoptee. Le flux optique est calcule entre deux images successives 
de la sequence dans l'ordre initial et en inversant l'ordre des images. Dans une zone ou il 
n'y a pas d'occultation ou de discontinuite de profondeur, la somme des valeurs des deux 
flux optiques pour un pixel devrait etre nulle. Une mesure d'inconsistance, qui designe 
la difference entre les deux mouvements apparents pour le meme pixel, est ainsi calcu-
lee. L'inconsistance est elevee dans les zones de discontinuite et est nulle dans les zones 
continues. Elle constitue done une mesure permettant de reduire la diffusion a travers les 
discontinuites de mouvement. 
Soient deux images successives, 1 et 2, vj.(x, t) la valeur du mouvement apparent dans 
l'ordre de sequence avant (1—>2) et v2(x, t) la valeur du mouvement apparent dans l'ordre 
inverse de sequence (2—>1). Les deux mouvements apparents devraient etre opposes. Cela 
permet a Proesman de defiriir les valeurs d'inconsistance avant, C\ et arriere, C2 : 
C 1 (x , t )=v 1 (x , i ) + v 2 ( x - v 1 ( x ) A / , t ) , (1.18) 
C2(x)t) = v 2 ( x , t ) + v 1 ( x - v 2 ( x ) A / , t ) . 
Dans le but de rendre les mesures d'inconsistance C\ et C2 moins sensibles au bruit et a 
l'amplitude du champ de vitesse, un processus additionnel de diffusion suivant la methode 
de Shah [36] est utilise : 
§ =
 pV2c, - ^ + 2a(l - C i ) | | a | | i G {1,2}, 
ot p 
ou Ci est la valeur lissee de l'inconsistance et d la valeur originale calculee avec l'equa-
tion (1.18). L'equation (1.17) est modifiee en remplagant l'operateur laplacien V2 par 
V • (7(CJ)V) ou 7(c) designe une fonction servant de coefficient de diffusion non-lineaire. 
7(c) est egalement appelee fonction de conductivite et doit avoir le comportement sui-
vant : dans les regions constantes, la diffusion devrait etre lineaire et isotrope, et aux 
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contours de mouvement, la diffusion devrait etre minimale et decroissante : 
1 si c = 0 
1
 0 si c —* oo. 
Proesman a utilise dans son article [66] les fonctions de Perona et Malik [65] 
7(c) = exp~c I® et 7(c) 
l + c2/P2' 
II existe egalement d'autres fonctions qui conviennent [25, 81]. Le parametre j3 dans ces 
deux fonctions est difficile a fixer car il controle le seuil du module de gradient a partir 
duquel la diffusion est coupee mais aussi la pente de la fonction. Monteil et Beghdadi 
[49] proposent une fonction : 
7(C) = ^tanh( 7 ( /?-C ) + l), 
permettant de controler le seuil(/3) et la pente(7) separement. 
Nous obtenons finalement le systeme d'equations suivant : 
<5vi(x,t) 
St 
= V • (7(c i)Vv i(x,t)) - AV/(x)(V/(x) • V i(x,t) + J,(x)), 
^ ^ = pV2Q(x,i) - ^ ^ + 2a(l - c i(x,t))||C i(x,t)|| i e {1,2}. 
A part ces deux grandes families d'approches il en existe d'autres comme l'approche 
par multiresolution basee sur des ondelettes de Bernard [14], l'approche energetique avec 
multiresolution et des grilles adaptatives de Memin et Perez [44] et l'approche par com-
binaison des strategies locale et globale (Lucas/Kanade combine a Horn/Schunck) avec 
multiresolution de Bruhn et al [21]. 
La methode de Proesman, bien qu'elle soit efncace, est basee sur un calcul dans les deux 
sens du flux. Cela donne lieu a beaucoup d'equations. Cela peut etre evite en utilisant 
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a la place de l'inconsistance du flux, le gradient multispectral du flux, que nous allons 
definir dans la section 1.4.2. Nous evitons ainsi de faire un calcul dans les deux sens du 
flux tout en ayant une mesure de detection des discontinuity du flux. 
1.4.2 G r a d i e n t m u l t i s p e c t r a l p o u r flux o p t i q u e non- l inea ire 
Une image multispectrale est une image formee de plusieurs bandes (exemple : trois 
bandes pour une image couleur, deux dans le cas du flux optique). Elle peut etre vue 
comme une fonction f : R2 —> Rm ou m est le nombre de bandes. Cette fonction fait cor-
respondre a un point (x, y), un vecteur de fonctions f (x, y) — (fi(x, y), $2{x, y), ••-, fm{x, y))-
Ainsi, le cas m — 1, correspond aux images monochromatiques. 
Definition generate du gradient multispectral 
Pour m > 1, la valeur des pixels peut etre vue comme un vecteur. Un contour (figure 1.1) 
est engendre par une variation brusque de type marche, soit dans la longueur soit dans 
la direction des vecteurs. L'extraction precise des informations de contours dans de telles 
images n'est pas triviale et differentes methodes existent [6]. La methode du gradient 
multispectral de Cumani [24] est l'une d'elles. 
Le module au carre \max et la direction ff du vecteur gradient multispectral sont dermis 
par : 
^ m o i — 




dfi\2 n sr^dfidfi „ y?^,dfi 
*-»!>'. ^ E S S . o-E( i\2 
i =i " j^dxdy ^ dy' 
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Figure 1.1 - (a) Contour de type marche dans une image ID a 2 bandes.(b) Vecteur de 
difference entre deux pixels voisins. 
Le lecteur interesse peut consulter [6] et [24] pour les details. 
Utilisation du gradient multispectral dans le calcul du flux optique 
Considerons l'image dont les pixels sont constitues par les valeurs du flux optique v(x) = 
(u(x),v(x)). On peut la considerer comme une image multispectrale de dimension m — 2. 
Les discontinuites de mouvement peuvent etre detectees aux changements dans le champ 
vectoriel v(x) et done par le gradient multispectral de cette image. Prenons l'exemple de 
la sequence de Yosemite (figure 1.2), nous pouvons remarquer avec precision les contours 
de mouvement detectes en calculant le gradient multispectral de la verite terrain du flux 
optique. 
Notre premier apport est d'abord de proposer de remplacer la mesure d'inconsistance de 
Proesman par le module du gradient multispectral. Nous nous retrouvons done avec une 
seule equation, si on ne tient pas compte du processus de diffusion additionnel pour le 
lissage des contours : 
<Jv(x, t) 
St 
V • (7(Amai)Vv(x,i)) - AV7(x)(V/(x) • v(x,t) + 7/(x)). 
Conclusion 
Nous avons defini les fondements et approches de calcul du flux optique et montre qu'il 
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(a) Yosemite (b) Flux reel (c) Gradient multispectral 
Figure 1.2 - Gradient multispectral du flux optique de Yosemite 
peut etre interprets en terme de phenomene de reaction-diffusion. Nous avons ensuite pre-
sents le phenomene de discontinuite du flux optique et explore les differentes approches 
pennettant de faire un calcul du flux optique, tout en evitant le lissage indesirable au 
voisinage des contours de mouvement. Nous avons egalement defini le gradient multis-
pectral et montre qu'il peut servir comme mesure de discontinuite du flux optique en 
l'integrant dans l'algorithme de Proesman a la place de l'inconsistance. Dans le prochain 
chapitre, nous decrivons le concept d'approche topologique algebrique qui discretise le 
principe de diffusion. 
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CHAPITRE 2 
Introduction au TAC multi-resolution 
Le calcul du flux optique, comme nous l'avons montre dans les chapitres precedents, 
debouche souvent sur la resolution d'une Equation aux Derivees Partielles (EDP). Les 
methodes de resolution differentielles (section 1.2.1), qui utilisent un processus de dis-
cretisation par differentiation numerique, tendent a augmenter le niveau de bruit. Les 
methodes d'elements finis et spectrales, souvent utilisees dans le processus de discretisa-
tion des EDP, tendent a perdre l'interpretation originale des elements de l'equation de 
bilan a resoudre. II est demontre dans [7, 8, 9, 10, 11, 85] que l'utilisation d'un schema 
base sur la topologie algebrique calculatoire (TAC), axe sur des principes de conserva-
tion pour resoudre les EDP en imagerie permet de preserver l'interpretation originale du 
probleme, tout en minimisant le nombre d'approximations, offrant ainsi une robustesse 
et une meilleure precision dans les solutions. 
Nous presentons dans ce chapitre les concepts de base de la methodologie TAC. La me-
thodologie TAC, telle que developpee dans [7], s'inspire directement des equations de 
conservation et comporte trois principes : 1) utiliser l'equation globale sur le domaine 
complet d'un pixel spatio-temporel au lieu de l'EDP sur un point; 2) decomposer l'equa-
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tion globale en lois de base afin que les specincites de chacune soient prises en compte 
directement dans le processus de discretisation au lieu de traiter l'equation finale resul-
tant du melange de ces lois de base; 3) utiliser le modele image base sur la topologie 
algebrique calculatoire [43] comme support mathematique. La methodologie TAC est 
ensuite adaptee a une approche multi-resolution [68, 69]. 
2.1 Equation globale 
Le traitement et l'analyse de donnees informatiques repose sur leur acquisition et leur sto-
ckage. Ceux-ci resultent d'un processus d'echantillonnage, de numerisation ou encore de 
conversion d'un domaine continu en un domaine discret. Ainsi dans l'acquisition d'image, 
le plan de l'image est divise en une grille de pixels avec une seule mesure correspondant a 
chaque pixel. C'est un processus qui accumule, durant un intervalle de temps, le nombre 
total de particules lumineuses sur une surface qui correspond au pixel. Ce processus peut 
done etre associe a Pintegration d'un certain champ physique sur un objet spatiotem-
porel. Cette valeur unique en general est consideree ponctuelle et localisee au centre du 
pixel (figure 2.1(a)). Avec cette vision du pixel, la resolution de l'EDP du transfert de la 
chaleur dans une image cause certains problemes car l'EDP est une fonction continue, 
alors que les valeurs sur lesquelles elle s'applique sont discretes. A ce stade, une discreti-
sation impliquant certaines approximations, doit etre effectuee. Or la discretisation des 
derivees contenues dans l'EDP est une source de bruit et d'imprecision. Pour contourner 
ce probleme, et eviter de passer par l'EDP, il est possible d'utiliser l'equation globale 
directement, en considerant le pixel comme un volume et non plus comme une surface 
(figure 2.1 (b)). Et au lieu de considerer la valeur du pixel comme ponctuelle, nous la 
voyons comme une valeur globale sur un objet geometrique representant l'aire d'un pixel 
durant un intervalle de temps (figure 2.1(b)). 
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Ponctue.l 











(a) Vision ponctuelle d 'un pixel 2D (b) Vision globale du pixel 2D. L'es-
pace temps est integre directeinent a 
la representation 
Figure 2.1 - Deux visions du pixel. 
Le principe global de diffusion est l'equation (1.6) aussi valide sur un intervalle / = [ti, tj] : 
/ / / / FtA(*>t)dV = / / / / a ^ d V - / / / *l(x'*) • nWdSdt (2-1) 
En utilisant la definition de l'integrale finie et en rearrangeant les termes, nous obtenons : 
I (j! a(x,t)dVdt = III A(*,tj)dVdt - /7Y A(x,U)dVdt 
Terme de source Terme variable 
+ I If q(x, t) • n{-x)dSdt. (2-2) 
Terme de flux 
Le regime permanent est l'equation ( 2.2) ou A(x,tj) — A(x,ti), puisqu'il n'y a pas 
devolution temporelle : 
I HI a(x,t)dVdt = [ [[ q(x,t) • n(x)dSdt. 
JiJJJv JiJJs 
(2-3) 
Les equations (2.2) et (2.3) ne contiennent pas de termes derivatifs (derivee, gradient, 
divergence, rotationnel ou autres), seulement des valeurs globales sur des objets spatio-
temporels. 
De l'equation (2.2), nous voyons que le terme de source est lie a un hypervolume defini 
par V x / , le terme de flux de chaleur est relie a un volume defini par S x I et \e terme 
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variable a deux volumes definis par V x {ij} et V x {tj}. Le meme genre d'observation 
s'applique a l'equation (2.3). En considerant que les trois volumes forment les frontieres 
de l'hypervolume, nous voyons que l'equation (2.2) relie une quantite globale sur un 
domaine spatio-temporel avec d'autres quantites globales sur les frontieres de ce domaine. 
C'est done une formulation algebrique exacte, independante des subdivisions du domaine 
spatial ou temporel, ce qui n'est pas le cas avec la formulation EDP. 
2.2 Decomposition en lois de base 
L'equation globale de diffusion (equation (1.6)) est en fait le resultat d'un melange de 
plusieurs lois de base. Certaines de ces lois, les lois de conservation, sont toujours valides 
peu importe le materiau et ne requierent aucune approximation. Cela veut dire qu'elles 
peuvent s'appliquer sans faire d'hypothese sur le comportement spatial ou temporel, et 
ce, meme sur un domaine discretise. Alors que les lois constitutives, sont dependantes 
des proprietes du materiau et ne peuvent pas etre discretisees exactement. Parce que les 
champs continus ne sont pas accessibles, elles doivent etre approximees d'une certaine 
fagon. 
Nous decomposons done l'equation (1.6) en quatre lois de base, la premiere etant l'equa-
tion (1.6) elle-meme. Nous avons deja demontre que sa contrepartie globale exacte est 
l'equation (2.2). La deuxieme loi de base est la loi de conservation de la tension (equa-
tion (1.9)). Sa contrepartie globale sur un chemin L defini de x» a Xj est : 
J g(x, t)dL = / ' VA(x, t)dL = A(XJ, t) - A(xi; t). (2.4) 
Les autres lois sont les lois constitutive deja definies dans le chapitre 1 : 
q(x,t) = -/e(x,t)g(x,t), 
et cr(x, t) = r(A, x, t). 
28 
Nous avons maintenant besoin d'un modele mathematique capable de representer le 
domaine sous forme d'objets spatio-temporels de diverses dimensions et orientes, de 
meme que leurs frontieres, les valeurs globales associees avec les objets ainsi que les 
relations entre les differentes valeurs globales. Tout ceci peut-etre represente a l'aide du 
modele image base sur la topologie algebrique calculatoire (TAC), propose par Ziou et 
Allili [86, 85]. 
2.3 Modele image TAC 
Une image est composee de trois parties : 1) le support ou domaine de l'image (les 
pixels); 2) les quantites associees aux pixels (exemple : les niveaux de gris, la couleur, 
la profondeur); 3) les relations entre les quantites qui nous permettent d'effectuer des 
operations sur les images. 
Nous allons voir dans cette partie comment representer ces informations de fagon alge-
brique a l'aide du modele image TAC [85, 86]. 
Le support de l'image 
Une image est constitute d'un ensemble de pixels. Un (/-pixel 7? c K™, q € {0,1, ...,ro}, 
est un produit 
7? = h x ... x /„ 
ou Ij est soit un intervalle [k; k+1], soit un singleton {k}. Dans ce dernier cas, Ij est appele 
intervalle degenere. Le nombre q d'intervalles non degeneres represente la dimension de 
7?. Les elements de la frontiere d'un q'-pixel sont des p-pixels, appeles p-faces de 7?, avec 
p £ {0, l , . . . ,n}. Par exemple, pour un 3-pixel, les 2-faces sont des surfaces, les 1-faces 




Figure 2.2 - Un 3-pixel. 
Par definition, une orientation naturelle est definie pour chaque g-pixel. Elle peut etre soit 
interne (a l'interieur du (/-pixel), soit externe (qui traverse le (/-pixel). Chaque orientation 
peut ensuite etre soit positive, soit negative. L'orientation naturelle interne d'un espace 
n-dimensionnel est determinee en fixant un ordre aux axes de coordonnees. L'orientation 
interne d'un 1-pixel est positive le long de la ligne dans le sens de l'axe. Pour un 0-pixel, 
on parle de puits pour une orientation interne positive et de source pour une orientation 
interne negative. L'orientation interne des pixels de dimension superieure a un decoule 
naturellement par la suite [78]. L'orientation externe qui est duale a l'orientation interne 
depend de la valeur de n. Ainsi l'orientation externe d'un (n — p)-pixel est l'orientation 
interne d'un p-pixel. Le tableau 2.3 resume les differentes orientations possibles pour un 
espace 3D. 
Un complexe cubique est defini comme etant une collection finie Kn de g-pixels (q € 
{0,1,.., n}), telle que n'importe quelle face de n'importe quel pixel du support de l'image 
est un pixel dans Kn. Les pixels de dimension differente (0 a n) sont tous ainsi compris 
dans Kn et l'intersection de deux g-pixels dans Kn est soit vide, soit une face de cliacun 
d'eux. Les deux types d'orientations induisent deux n-complexes cubiques, Kn (externe) 
et Kn (interne) pour un meme support d'image. Ces deux n-complexes representent deux 
subdivisions differentes du meme domaine. Pour avoir un systeme qui soit resoluble, a 
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Figure 2.3 - Classification des orientations des objets geometriques dans un espace tri-
dimensionnel. Adapte de Tonti |77|. 
chaque 0-pixel dans Kn, on fait correspondre un n-pixel dans Kn. De fagon generale, a 
chaque <?-pixel dans Kn correspond un (n — <?)-pixel dans Kn. Cela definit une dualite 
entre les deux complexes et une coherence des orientations. 
Dans le but d'ecrire le support de l'image sous forme algebrique, nous introduisons le 
concept de chaines. Pour tout ensemble de g-pixels d'un complexe cubique, un coefficient 
A, est attribue a chaque (?-pixel 7? du complexe, de sorte que : 
0 si 7? n'appartient pas a l'ensemble considere, 
1 si 7? appartient a l'ensemble considere avec une orientation positive, 
—1 si 7? appartient a l'ensemble considere avec une orientation negative. 
Etant donne un n-complexe Kn, Cq(Kn) est un groupe commutatif genere par tous les 
g-pixels. Les elements de ce groupe sont appeles (jr-chaines, ce sont des cornbinaisons 
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lineaires de g-pixels. Une g-chaine j q s'ecrit 7, = J27"eKn ^1-
Pour finir, definissons le concept de frontiere d'une chaine. Pour un g-pixel 7? donne, 
sa frontiere djl correspond a la (g — l)-chaine de ses (g — l)-faces. Cette somme tient 
compte de l'orientation des (q — l)-faces par rapport a l'orientation de 7*. Une (q — 1)-
face de 7? est positivement orientee par rapport a l'orientation de 7? si son orientation 
est compatible avec l'orientation de 7?. Par exemple, dans la figure 2.2, la frontiere du 
premier 2-pixel est a + b — c — d et celle du deuxieme est e + / — g — b. 
Les quantites associees 
Considerons l'application T : Cq(Kn) -^ W1 qui associe une quantite globale a tous les 
5-pixels d'une chaine "fq. T est appelee g-cochaine et se note (JF, j q ) . Elle satisfait la 
condition de linearite (J7, A17? + A27I) = Ai{^r, 7') + A2(Jr, 72). 
Relations entre les quantites 
Ann de transformer une g-cochaine T en une (q + l)-cochaine, on definit l'operateur de 
cofrontiere 6 comme suit : 
ou 79 + 1 est une (q + l)-chaine. La cofrontiere est definie comme etant la somme signee 
des quantites globales associees avec les q-i&ces de 7?+1. Les signes de la somme sont 
determines par l'orientation relative des q-f&ces de 794"1 par rapport a l'orientation des 
(q + l)-pixels. Dans le cas de deux {q + l)-pixels adjacents ayant la meme orientation, 
la quantite sur la g-face commune aux deux (q + l)-pixels sera additionnee dans l'un et 
soustraite dans l'autre car son orientation est compatible dans un et un seul de ces deux 
pixels (figure 2.4). 
Enfin, nous avons besoin d'operateurs qui relient les quantites d'un complexe aux quan-
tites de son complexe dual. Ces operateurs dependent de l'application, mais aussi des 
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Figure 2.4 - Des 1-cochaines. 
positions des deux complexes l'un par rapport a l'autre, ainsi que des fonctions d'approxi-
mations qui devront etre determinees. On definit l'operateur de Hodge A qui transforme 
une g-cochaine (T, •yq) de Kn representant un domaine quelconque en une p-cochaine 
(G,JP) de son complexe dual Kn representant le merae domaine : 
A ( ( ^ , 7 ? ) ) - ( a , 7 p ) -
Maintenant que nous avons defini un modele image, nous allons l'utiliser pour representer 
le phenomene de diffusion sous forme algebrique. 
2.4 Representation multi-resolution TAC 
Quelle que soit la methode differentielle utilisee pour la resolution du flux optique, son 
utilisation reste limitee a de petits decalages, du fait de la validite de la contrainte d'in-
tensite (equation (1.1)). L'utilisation d'une approche multi-resolution permet de reduire 
les decalages a de plus petites resolutions. La solution trouvee sert ainsi d'initialisation 
pour les calculs dans les grandes resolutions. C'est pourquoi nous utilisons l'approche 
TAC multi-resolution telle que presentee dans [68, 69]. 
Differents niveaux de resolutions de la meme image sont definies a partir de l'image 
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(a) iq (b) K\ l+l (c) K I l+l 
Figure 2.5 - Relations entre les pixels de deux niveaux consecutifs. 
(7?, 
^ T {% 
(a) Niveau I (b) Niveau I + 1 
Figure 2.6 - Passage du niveau I an niveau l + l. 
originale. Comme le montrent les figures (2.5(a)) et (2.5(b)), le niveau de resolution / + 1 
est forme par groupement de quatre des pixels du niveau I. La resolution de l'image 
est done diminuee par un facteur 2 a chaque niveau de resolution. De plus, les deux 
complexes Kn et Kn du niveau / + 1 sont definis a partir du meme complexe Kn du 
niveau I, toujours en regroupant par quatre les pixels du niveau inferieur, comme le 
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Figure 2.7 - Exemple : passage du niveau 0 au niveau -1 pour une image originate 4x 4. 
montre la figure (2.5(c)). 
De maniere generate, nous noterons par Kf et Kf les deux complexes du niveau I. A/' 
(respectivement Nf) est le nombre de g-pixels de K" (respectivement K™){Nf+l = A^/4). 
Nous definissons egakment 7 ' et j( tels que : 
7? = ((7*)i. - . (7?)JV?) : vecteur des Nf ^-pixels de Kf, 
tfi = ((7f ) j , . . . , ( 7 ? ) ^ ) : vecteur des Nf g-pixels de K/1. 
('yf)i represente done un g-pixel de K™ et (ji)i un g-pixel de K". 
Afin de conserver les relations entre les pixels des differents niveaux, nous introduisons 
les matrices Pf, de dimensions Nf+1 x Nf, et Ff, de dimensions Nf+1 X A/,9, qui decrivent 
les relations entre les g-pixels de Kn et Kn entre deux niveaux consecutifs I et I + 1. 
Ainsi, nous obtenons 
^9 _ pi ^i 
7/+i — -H 7/> 
7;+i — -H 7j > 
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La figure 2.6 presente un exemple de relations entre les pixels de deux niveaux consecutifs 
pour Kf contenant 4 x 4 2-pixels : 
(7?+i)i = (7?)i + (7?)a + (7? )s + (7?)e, 
(T?+i)2 = (7?)9-
Chaque ligne de la matrice (i-f ou P;?) correspond done a un pixel du niveau I + 1. Les 
valeurs de la ligne sont constitutes de coefficients (1 ou 0) correspondant a tous les q-
pixels du niveau I pris dans un ordre ligne par ligne. Nous obtenons par exemple pour 
les 2-pixels les matrices d'adjacence suivantes : 
1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 " 
0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 ' 
0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 _ 
P,2 = [ 0 0 0 0 0 1 1 0 0 1 1 0 0 0 0 0 ] . 
Afin de pouvoir garder la meme definition pour le niveau de resolution 0, a savoir l'image 
originale, un niveau -1 est introduit, constitue de l'image originale ou chaque pixel a ete 
subdivise par quatre (figure 2.7). De cette fagon, tous les niveaux sont definis de la meme 
maniere, en regroupant par quatre les 2-pixels du complexe Kn du niveau inferieur, que 
ce soit pour le complexe Kn ou Kn du niveau en construction. 
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P? = 
Nous pouvons done definir de maniere recursive un g-pixel du niveau / + 1 en fonction 
des g-pixel du niveau I jusqu'au niveau — 1 et obtenir ainsi une expression directement 
fonction des g-pixels du niveau —1 : 
^1 — pi pi pi _,« 
•Zfi _ pi pi pi .,9 
En remplagant chaque produit de matrices par une seule matrice, e'est-a-dire : 
Q1+1 = P?Plv..P^ de dimensions JV*+1 x Nq_t 
et Qql+1 = P^P^.-.P^ de dimensions N?+1 x Nlv 
nous obtenons 
a+1 = Qi+1iq-v 
7j+i = Qf+i79i-
Nous pouvons ainsi exprimer n'importe quel g-pixel du niveau I + 1 comme combinaison 
lineaire des pixels du niveau —1 : 
(7?+i)* = E W Wi)i> Vi G ^ U 
j = l 
(7?+i)« = £ ( Q ? + i ) y W i ) * V* e [l,iVf+1]. 
Nous n'avons done pas besoin de construire des images de chaque niveau et stocker ainsi 
une pyramide d'image. II suffit lorsqu'on veut travailler avec les pixels d'un niveau donne 
de travailler avec les combinaisons lineaires correspondantes des pixels du niveau — 1. 
L'adaptation du modele TAC a une approche multi-resolution par regroupement de pixels 
permet notamment de supprimer le lissage present dans une pyramide Gaussienne et 
ainsi de mieux conserver tous les details meme a basses resolutions. Cette technique 
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de regroupement a l'avantage de ne pas construire d'images supplementaires pour les 
niveaux superieurs, puisque toutes les informations sont presentes sur l'image originale. 
II sufRt ensuite d'utiliser les matrices de passage Q\ et Qj pour acceder aux informations 
du niveau I. 
2.5 Representation algebrique de la diffusion TAC 
Pour une image avec n dimensions spatiales et np pixels, nous considerons deux n-
complexes Kn (orientation interne) et Kn (orientation externe) pour representer le sup-
port spatial de l'image. Pour chaque 0-pixel de Kn, il est preferable d'avoir un n-pixel cor-
respondant dans Kn. Cela assure que le systeme final soit resoluble. Kn contient done np 
0-pixels et Kn contient np n-pixels. Supposons que nous ayons nt intervalles de temps 
egaux [ifc, 4+i], k € {0,..., nt — 1}. Pour integrer la dimension temporelle, nous considerons 
deux (n + l)-complexes Kn+1 et Kn+1 construits a partir de Kn et Kn : 
Kn+l = Kn x [tk,tk+1], 
Kn+i = Knx[tk,tk+1],tk = kAt,Vk€{0,...,nt-l}. (2.5) 
Notons que la diffusion en regime permanent est pris en compte en considerant seulement 
les complexes spatiaux Kn et Kn. 
Les quantites impliquees dans la loi de diffusion (equation 2.2), e'est-a-dire e(x, t) (ener-
gie, egale ici a A(x, t)), a(x, i) et q(x, t), sont de types source (orientation externe), done 
nous utilisons le complexe Kn. Nous considerons 7™, Vi 6 {l,..,np} comme etant les 
ra-pixels de Kn et 7™^ ~1, Vi G {1, ..,n9} comme les (n — l)-pixels de Kn. Nous pouvons 
definir la (n + l)-chaine 
nt —1 nP 
7B+1 = E E i \ 
fc=0 t= l 
38 
contenant tous les (n + l)-pixels de Kn+l, ou 7™^  = 7™ x [ifc, tk+i]. 
Parmi les n-pixels de Kn+1, certains sont le produit des np n-pixels de Kn avec les 
instants {tk} (c'est-a-dire 7™ x {tk}) alors que les autres sont le produit des nq (n — 1)-
pixels avec les intervalles de temps [tk,tk+i] (c'est-a-dire 7™_1 x [tk,tk+i])- Nous pouvons 
done considerer les deux n-chaines distinctes : 
nt-l np 
% 2_^ 2-*t ^£ij 
fc=0 t = l 
o u
 7£,» = 7," x {*fc} e t 
nt-l nq 
fc=0 i = l 
ouTT4,fc = 7,"_1 x [tfc,tfc+i]. 
La valeur globale de la source est associee a la (n + l)-chaine 7™+1 
(5,7"+1) = | a ( x , t ) , (2.6) 
la valeur globale de l'energie est associee a la n-chaine 7™ 
(Fn?) = f A(x,t), (2.7) 
et la valeur globale de la densite du flux de chaleur est associee a la n-chaine 7^ 
(J7,7a> = y 'q(x ) t ) . (2.8) 
De plus, il existe un operateur de cofrontiere entre ces deux cochaines : 
<5)7n+1> = (F,dln+1) = <&F,7n+1>- (2-9) 
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Remarquons que le domaine d'integration n'a pas besoin d'etre explicitement precise dans 
la partie droite des equations (2.6), (2.7) et (2.8) car pour chaque g-pixel appartenant 
aux ensembles decrits par ces chaines, l'integration est faite sur le domaine represents 
par ce q-pixel. 
Reprenons l'equation (2.4). Cette fois, les quantites impliquees, c'est-a-dire A(x,t) et 
g(x,i), sont de type configuration (orientation interne), done nous utilisons le complexe 
Kn+l. Nous considerons 7°, Vi G {1, ..,np} comme etant les 0-pixels de Kn et 7/, V« G 
{l,..,ng} comme etant les 1-pixels de Kn. Nous pouvons definir la 0-chaine de Kn+1 
nt-l «p 
fc=0 i= l 
ou 7°fe = 7° x {tk}, la 1-chaine de Kn+1 
nt-l "a 
fc=0 i= l 
ou j}k — 7/ x {tk}- La 1-cochaine Q associe la tension a 71 
(G,J1) = jg(x,t), (2.10) 
et la 0-cochaine T associe la quantite A a f 
(T ,7°)=A(x , i ) . (2.11) 
On a ici aussi un operateur de cofrontiere qui relie les deux cochaines : 
(a,71) = (r,a71) = <<jr,71). (2.12) 
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Conclusion 
Nous avons defini les concepts de base de la methodologie TAC et presente un modele 
TAC multiresolution base sur une representation multi-resolution de 1'image. Nous allons 
maintenant calculer le flux optique par diffusion non-lineaire base sur cette methodologie. 
Nous benencierons ainsi de la robustesse de la methodologie TAC alliee a la precision 
qu'apporte une preservation des discontinuity du mouvement 
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CHAPITRE 3 
Flux optique par diffusion TAC 
L'approche topologique algebrique calculatoire (TAC) permet de calculer le flux optique 
avec plus de precision mais elle ne tient pas compte du phenomene d'occultation. Nous 
visons a etendre cette approche afin de resoudre le probleme de discontinuity de mouve-
ment cause par le phenomene d'occultation. Nous avons deja demontre dans le chapitre 1 
que le calcul du flux optique peut etre interprets comme un processus de diffusion du 
champ de flux a travers les pixels de l'image. En regime permanent, cette diffusion se 
presente sous la forme de l'equation (1.5) qui peut etre reecrite sous cette forme : 
0 = a2V2v(x) - V/(x) (V/(x) • v(x) + If(x)). (3.1) 
Le schema de resolution TAC d'une telle equation est un schema direct [8] qui est valable 
seulement pour un coefficient de diffusion lineaire et constant dans le temps (K = 1. II 
a ete demontre dans [7] comment transformer une equation de cette forme en equation 
evolutive en passant en regime variable. Dans le cas ou le coefficient de diffusion varie 
dans le temps, comme dans le cas du flux optique : 
| v ( x , t) = V2v(x, t) - AVJ(x) (V/(x) • v(x, t) + / / (x)) , t > 0. 
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Chaque iteration est associee a un intervalle de temps At. Bien que la source change 
dans le temps, car elle est fonction du flux (equation (2.6)), la diffusion tend a egaliser 
le flux optique. Le systeme va eventuellement se retrouver dans un etat d'equilibre ou la 
solution desiree est atteinte. Cet etat d'equilibre est atteint quand le terme variable qui 
represente la difference de quantite globale a deux instants differents, est nul. 
La convergence, lors de la resolution iterative d'une telle equation s'avere toutefois diffi-
cile, du fait que la source est fonction du flux optique. Une initialisation du flux a 0 fait 
diverger la resolution iterative dans les zones de gradient d'intensite eleve. II faut done 
initialiser le flux optique pres des valeurs reelles, ce qui pose un probleme. Une autre 
possibility serait de prendre une valeur tres faible de A pour limiter l'impact de la valeur 
trop elevee du terme de source, mais cela fait converger les resultats vers des valeurs tres 
faibles du flux optique. 
La solution est done de controler le terme de source pour que, dans les zones de fortes 
variations d'intensite, l'algorithme puisse converger. Pour cela nous le divisons par une 
fonction de la norrne du gradient d'intensite : 
2 . . AV/(x)(V/(x).v(x,t,/) + / /(x)) 
-v(x, i ) = V2v(x,*) 
s t , ^ , „ , . v - , . , l + A||V/(x)||2 
La nonne du gradient d'intensite au niveau du numerateur est ainsi eliminee par celle au 
niveau du denominateur et seules les informations d'orientation sont conservees. Dans les 
zones d'intensite uniforme, nous aurons l'equation originale tout en evitant une divergence 
dans les zones de fortes variations d'intensite. Cela permet entre autres d'eviter que le 
calcul du flux optique depende trop des contours d'intensite qui ne representent pas 
forcement des discontinuites de mouvement. 
Nous presentons d'abord dans ce chapitre le calcul du flux optique par diffusion lineaire. 
Le modele TAC multi-resolution, presente dans le chapitre precedent, est utilise parce que 
la contrainte d'intensite (equation (1.1)) demeure non valide pour de larges deplacements. 
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Cela permet de calculer une premiere estimation du flux optique a un niveau superieur et 
d'utiliser cette valeur pour affiner le calcul au niveau inferieur : c'est la strategic coarse-to-
fine. Cela permet en outre de reduire le nombre d'iterations en accelerant la convergence. 
Nous presentons ensuite l'algorithme d'estimation du flux optique par diffusion non-
lineaire avec pour parametre le gradient multispectral du flux optique. Et pour terminer 
nous appliquons notre algorithme au recalage d'image pour la creation de mosaique par 
le flux optique [68, 69]. 
3.1 Flux optique par diffusion lineaire 
Nous travaillons avec des sequences de dimensions spatiales N x M. Le processus de 
diffusion du flux optique se deroule dans chaque image constituant la sequence d'images. 
Comme nous avons une dimension temporelle ajoutee, les dimensions totales d'un pixel, 
au niveau de chaque image, sont A x A x At ou A est connu. Supposons un certain 
champ f(x) connu. A cause des systemes d'acquisition et de stockage d'images existants, 
ainsi que du processus de discretisation, ce champ continu n'est pas disponible a part 
sa seule valeur par pixel que nous noterons fij,i,j € {0,...,M — 1} x {0, ...,iV — 1}. 
Nous allons distinguer la dimension temporelle en la notant en exposant. Par exemple la 
valeur representative du champ /(x, t) pour le pixel (i, j) au temps tk sera notee/^.Cette 
valeur sera vue comme la valeur moyenne du champ sur tout le volume spatio-temporel 
du pixel. 
Nous detaillons maintenant le schema de resolution TAC tel que decrit dans [7]. 
Positionnement des complexes par rapport au support de l'image 
Les deux complexes cubiques representant deux subdivisions du plan spatial de l'image 
sont d'abord positionnes. Le but est de resoudre l'equation de diffusion pour des quantites 
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Figure 3.1 - Les deux 2-complexes cubiques pour une image spatiale 4x4 . 
Aij localisees au centre de chaque pixel de l'image. Nous rappelons de l'equation (2.11) 
que ces inconnues correspondent a la cochaine (T, 70). Le complexe primaire K2 est 
done defini avec les 0-pixels correspondant aux centres des pixels de fagon a avoir la 
chaine 7 0 correctement positionnee. Le choix le plus evident pour la position de K2 est 
de faire correspondre les pixels de chaque image de la sequence avec les 2-pixels de K2. 
Ce choix est le plus simple et e'est celui qui assure la symetrie. En effet, les 2-pixels 
secondaires 7? sont decales de fagon symetrique relativement aux 7/ , les 1-pixels de K2. 
Les 7*, les 1-pixels de K2, interceptent done de fagon orthogonale, au centre, les 7/. Les 
1-pixels de K2 correspondent aux frontieres des pixels 2D. La figure 3.1 montre les deux 
2-complexes pour une image 4x4. La dimension temporelle etant ajoutee, les 3-complexes 
K3 et K3 representant le support spatiotemporel de l'image sont done simplement definis 
en appliquant l'equation (2.5). Le tableau 3.1 decrit la correspondance entre les quantites 
physiques et les quantites impliquees dans le calcul du flux optique lineaire. Maintenant 











Tableau 3.1 - Correspondance entre les quantites physiques et les quantites impliquees 
dans le ealeul du flux optique lineaire 
Identification des cochaines 
La source n'etant pas connue, puisque dependante du flux optique, sa cochaine est ainsi 
exprimee : 
{S,j3) = J <r(x,t). 
Le flux optique a trouver correspond a la cochaine 
<r,70> = | v ( x ) t ) . 
Le champ de l'energie est encore le champ du flux optique v(x, t), done la cochaine de 
l'energie est : 
(^ % 2 ) = / v ( x , i ) . 
Identifions, pour poursuivre, les lois de bases appropriees. 
Identification des lois de base 
Les lois de bases impliquees dans le calcul du flux optique sont la loi de diffusion (equa-
































T*= I T 1 
-r; 
(a) 7° (b) 71 (c) 71 
Figure 3.2 - Les 0-pixels et 1-pixels de A'2 et les 1-pixels de K2 impliques dans le caleul de 
jfj, un 2-pixel de K2 (carre gris dans (c) ). Tons les p-pixels sont orientes positivement. 
Expression de (F, 7^) comme operateur de Hodge A( (^ ,7 1 ) ) (loi de base 1.10) 
II faut definir une fonction d'approximation pour la tension g(x, t). Pour cela, il faut 
d'abord definir une approximation spatiale et ensuite, a cause de l'etat evolutif du sys-
teme, definir un comportement temporel. Pour des raisons de simplicite, 1'approximation 
spatiale g(x, t), pour un temps t particulier, est bilineaire par partie pour chaque 2-pixel 
de K2, c'est-a-dire : 
;(x, t) = (a + by)ei + (c + dx)e2, 
ou e*i et e2 sont des vecteurs orthonormaux de l'espace Euclidien 2D. Par exemple, nous 
detaillons le caleul des coefficients a, b, c, d pour un 2-pixel 72 de K2 tel que presente 
dans la figure 3.2. Le champ g(x.,t), doit satisfaire l'equation (2.10) pour chaque 1-face 
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de 7i. Lcs coefficients a, b, c et d sont done trouves a partir de 
(£>7i) = / g(x,Q,t)-e1dx = aA, Jo 
{G,lD = / ff(A,y,i)-e2d2/ = cA + c?A2, 
JO 
(^,73) = / fl(x,A,t)-e1da; = aA + 6A2, Jo 
(G,ll) = f g(0,y,t)-e2dy = cA, 
Jo 
desquels nous obtenons 
»(M) = ^ e! + M ^ ) f t + ( e l + M_^ | e 2 . X G 7 ! , (3-2) 
oil (Q,^}) a ete remplacee par (/* pour plus de lisibilite. De la meme maniere, il est 
relativement aise de montrer que 
fl(x,*) = {gl0 + ^y)e1+(Ql-^X)e2 
X G 7 2 » 
x € 7f. 
La prochaine etape est de calculer (!F, 71} en projetant g(x, i) sur les 1-pixels de K2. 
L'equation (1.10) est utilisee avec K(X, t) = 1 pour obtenir 
q(x,t) = -g(x,t). 
Nous detaillons le calcul de (J7,71) pour deux 1-pixels 7/ (un dans le sens de l'axe des x 
et l'autre dans le sens de l'axe des y) localises sur les frontieres d'un 2-pixel 7? • de K2 tel 
que celui presente dans la figure 3.2(c). Chaque 2-pixel 7?- intercepte quatre 2-pixels de 
K2 '• 7i J 72) 73 e* 74- P a r consequent, il y a aussi quatre parties dans le champ approxime 
<j(x, t), correspondant aux quatre 2-pixels primaires. La cochaine (J7, 71) correspondant 
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a 7i et 72 est alors trouvee par la projection de ce champ sur chaque 1-pixel : 
/•A/2 OQ1 Q\ Q\ 
/•A/2 o ^ l C 1 C 1 
II nous faut maintenant definir un comportement temporel. Certaines hypotheses com-
munes a propos de la variation temporelle peuvent etre generalises en proposant 
rtk+i 
/ g(x,t)dt = (wg(x,tk+i) + (1 - w)g(x,tk))At, 0<w<l, 
Jtk 
oil w est une variable de ponderation [61]. Certaines valeurs de w amenent a des schemas 
qui sont illustres a la figure 3.3 : 
1. avec w — 0 nous avons un schema explicite; c'est-a-dire que la valeur g(x,tk) est 
valide sur l'intervalle de temps entier sauf au temps tk+i (figure 3.3(a)), 
2. avec w — 1 nous avons un schema implicite; c'est-a-dire que la valeur change au 
temps tk de g(x,ife) a g(x,tk+i) et est valide durant tout l'intervalle de temps 
(figure 3.3(b)), 
3. avec w = 0.5 nous avons un schema semi-implicite ou schema de Crank-Nicolson; 
c'est-a-dire qu'il y a une variation lineaire de g(x, tk) vers g(x., ife+i) (figure 3.3(c)). 
Afin d'eviter, dans notre schema iteratif d'avoir un systeme d'equations tres volumineux, 
nous visons a ne pas avoir d'expression de la densite de flux au temps tk+i (inconnu) 
mais plutot au temps tk (connu). La densite de flux etant proportionnelle a la tension, 
c'est done lors de 1'approximation temporelle de cette derniere qu'il faut tenir compte de 
ce critere. Dans le but d'avoir un systeme final facile a resoudre, nous choisissons done 
le schema explicite, c'est-a-dire w = 0 : 




9(tk)i »M s M 
ff(tk+i)+ </(*fc+in 9{h+i 
T-k+l t tk+l tk tk+l +1 t 
(a) Explicite (b) Implicite (c) Crank-Nicolson 
Figure 3.3 - Les trois schema de variation temporelle pour une diminution de tension 
thermique. 
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' 3 Figure 3.4 - % •, uii 3-pixel de K interceptant quatre 3-pixels de 1£ >'3 
Cependant, il est important de rioter que le choix d'un schema explicite mene a un al-
gorithme instable pour des intervalles de temps longs [7, 61]. C'est pourquoi, lors de 
Pexecution, il faudra choisir des intervalles assez courts. Considerant la dimension tem-
porelle, chaque 3-pixel 7? jfc intercepte quatre 3-pixels de K3 figure 3.4(d). En ajoutant 
l'intervalle de temps, le meme raisonnement que dans le cas spatial est utilise pour calcu-
ler (J1-, 7 Q ) . A cause de la position symetrique du complexe secondaire K3 par rapport au 
complexe primaire K3 figure 3.4(d), nous remarquons que les 2-pixels 7QJJ. sont defmies 
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Figure 3.4 - suite. 
sur l'intervalle \tk-i/2\tk+i/2\- Nous trouvons 
r-tfc+i/2 / - A / 2 
(^7s l f e ) = / / g (A/2 ,y , t ) -e id j /d t=-
Jtk-l/2 J-A/2 
[tk+l/2 f&/2 
(^7Q2fc) = / / g(:r,A/2,*)-e2cbdi = 
Jtk-l/2 J-A/2 
fiG\,k @3,k @5,k v,
 A ^ 
"
l
 4 + 8 + 8 j ' 
+ ^ + ^ ) A « . 
(3.3) 
Expression de (J1", 7 | ) en fonction de (T, 70) 
En substituant la cofrontiere definie par l'equation 2.12 dans l'equation (3.3), nous ob-
tenons 
(F, 7Qljfc) = ~~ ( ~STij,k ~~ %+l,j,k) + o \%j+l,k ~ %+l,j+l,k + %,j-l,k ~ %+\,j-l,k) J A t , 
\^7 ' 7Q2|fc) — — ( lV*i,j,k ~~ %,j+l,k) + g (^i+l,j,fc ~~ ^i+lj+l.fc + %-l,j,k ~ %-l,j+l,k) J ^ . 
(3.4) 
ou la cochaine (T,^yfjk) a ete remplacee par T^k. Les autres elements de la cochaine 
(^",7Q ,) (resp. (^)7Q4fc)) peuvent facilement etre deduits en reculant d'un indice en x 
(resp. en y) dans l'expression de (J7, 7Q ) (resp. (•T"', 7g2fe))-
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Expression de (.F, 7J) comme operateur de Hodge T({T, 70)) 
La prochaine approximation est celle du champ v(x, £). Dans le cadre de l'expression de 
la cochaine (J7,7J), nous devons determiner seulement une approximation spatiale car 
l'energie est calculee seulement aux instants {tk}. A cause du positionnement symetrique 
des deux complexes primaire et secondaire figure 3.4(d), nous supposons cette energie 
constante sur l'intervalle [tfc-i/2;**+i/2[- Nous supposons une fois de plus que Vy au 
centre d'un pixel (c'est-a-dire (T, 7^
 fe)) est la valeur moyenne sur toute la surface. Alors 
{?, llj = J v(x, tk) = (T, %tk) A2. (3.5) 
Expression de (5,7s) comme operateur de Hodge T ( ( T , T ° ) ) (loi de base 1.11) 
La fonction d'approximation pour la source est fonction de la cochaine (T, 70). Nous 
avons 
<S )73> = / * ( * , * ) • 
Supposons que (VJ)jj et (If)ij sont deja calcules aux points centraux des pixels; alors 
la valeur au centre du pixel (i,j) a l'instant k est 
fc A ( V / ) i , i ( ( V J ) y - ^ j + ( / /) ; J) 
l + A||(V/)y||» 
Supposons aussi que les valeurs centrales de la source representent les valeurs moyennes 
sur la surface des pixels a l'instant t, et remplagons v^ par (T, 7 ° ^ ) ; alors pour un 
3-pixel jfj defini comme dans la figure 3.4(d) 
<5,7«JJe> = <rwA At = ( l + A||(V/)y||» i A A*' ( 3 ' 6 ) 
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Utilisation de la cofrontiere 2.9 
Nous avons 
(3.7) 
En substituant les equations (3.4), (3.5) et (3.6) dans l'equation (3.7), nous obtenons, en 
rearrangeant les termes, le schema iteratif 
1i,j,k+l r At 
o / ( V / k j ( ( V ^ - ^ , f c ) + a / k i ( V / ) 
J
* V l + A||(V/)y||» 
.- (T° 4-T0 4-T0 4-T0 U — 
4 ^/i-lj'+l.fc ^ -zi+l,j+l,fe ^ -ii+l,j-l,fc ^ 2i-lJ-l,k) J A2" 
Les conditions initiales sont prises en compte en posant 
ou 7° est la chaine de tous les 0-pixels de K3 au temps t0. Pour chaque iteration, des 
conditions aux frontieres doivent etre ajoutees : 
<T,7°) 
pour chaque 0-pixel sur les frontieres spatiales de 1'image. 
Ce schema iteratif est valable pour chaque niveau de resolution de la sequence d'images. 
La solution obtenue au niveau de resolution I sert d'initialisation pour le niveau de reso-
lution superieur immediat l — l. Le schema final consiste a faire le calcul en commengant 
par le niveau de resolution minimal n et en finissant par le niveau 0. La relation entre la 
valeur du flux optique Ti a l'iteration finale kf au niveau I et sa valeur initiate TQ"1 au 
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niveau I, — 1 est : 
n-0,1-1 _ 9/7-0,/ 
J2i,2j,0 — AJi,j,kf 
rrH,l-l _ 9/7-0,; 
22i+l,2j,0 ~ ZIi,j,kf 
/ T - 0 , ( - 1 _ 9/7-O,/ 
22i+l,2j+l,0 — ZIi,j,kf 
7-0,1-1 _ 9/7-0,/ 
22i+l,2j+l,0 — ZIi,j,kf-
3.2 Flux optique par diffusion non-lineaire avec gra-
dient multispectral 
Comme nous l'avons montre au chapitre 1, la diffusion lineaire isotrope cause un lissage 
indesirable a travers les discontinuity de mouvernent. Une faqon d'eviter cela est d'isoler 
les regions une par rapport a l'autre, interdisant a la quantite diffusee d'aller d'une region 
a l'autre en passant a travers les contours de mouvernent. Le calcul du flux optique 
peut done etre vu comme un phenomene de diffusion ou la conductivity d'un point est 
reduite si un point est pres d'un contour de mouvernent et augmentee si ce point est a 
l'interieur d'une region. II faut done considerer le coefficient de conductivity comme une 
fonction qui depend d'une mesure de plausibilite des contours de mouvernent. Nous avons 
montre a la section 1.4.2 que le gradient multispectral du flux optique \max peut servir 
de mesure de plausibilite des contours de mouvernent. Nous avons egalement defini a la 
section 1.4.1 une fonction de conductivite j(s) [25, 49, 66, 81] repondant adequatement 
a ces caracteristiques. Nous avons done une diffusion telle que K(X, t) = 7(Am a s(x, £)). 
Le tableau 3.2 decrit la correspondance entre les quantites physiques et les quantites 
impliquees dans le calcul du flux optique par diffusion non-lineaire. Les trois premieres 
etapes de resolution restent les memes que dans la section precedente. 
Expression de (J7, 7 Q ) comme operateur de Hodge A((^,7 1}) (loi de base 1.10) 






Quantite de flux optique 
v(x,t) 
AV/(x,t,/)(v.f(x,t,/)-v(x,t,/) + f/(x,t,/)) 
l+A||V/(x,f,/)|p 
l(\nax(x, t)) 
Tableau 3.2 - Correspondance entre les quant ites physiques et les quantites imp! 
dans le calcul du flux optique non-lineaire 
K




Figure 3.5 - Les K'S pour '73fe de A'3. 
bilineaire fif(x, £) que dans la section 3.1. L'equation (1.10) est utilisee avec re(x, t) = 
7(^maa;(x,t)) pour obtenir 
q(x,i) = -7(Amax(x,i))g(x,t). 
Considerons 7(Amaa;(x,£)) connue aux 0-pixels de A3, c'est-a-dire «*• (figure 3.5). Nous 
devons approcher le champ «(x, t). Nous utilisons une fois de plus une approximation 
spatiale bilineaire pour des raisons de simplicity. En effet, l'approximation bilineaire est 
1'approximation la plus simple si nous ne voulons pas avoir une constante. L'approxima-
tion bilineaire est 
K(X, t) — a + bx + cy + dxy. 
Pour un 3-pixel de K3, tel qu'illustre dans la figure 3.5, en utilisant un schema explicite 
comme comportement temporel nous obtenons 
K(X, t) = KIJ + - ((K?+1J. - K\J)X + (4j+1 - K^)y) A 
v i+ l , j < i + 1 + «*+ij+i)sy, (x,i)€7i, fc- (3-8) 
Le champ K(X, t) est fonction de la temperature qui evolue dans le temps, et done le 
probleme est non-lineaire. Le schema explicite pour ce champ est Justine par le besoin 
de lineariser chaque iteration de l'algorithme. En effet, avec ce schema, nous avons main-
tenant un K(X, t) dependant uniquement de valeurs de temperatures connues (au temps 
**). 
Nous pouvons maintenant exprimer (J7,7^ ) en fonction de {Q, 7^}. Nous projetons done 
q(x, t) sur le domaine defini par 7 ^ (figure 3.4) : 
(^7Q l f e) = / / q(A/2,y,t)-e1dydt = -{ClKk)tgkAt 
Ju-l/2 J-A/2 

































i + M + l. 
et Gfe = 
Expression de (J7,7^) en fonction de (T, 70} 













Nous pouvons maintenant trouver l'expression de (J7, 7Q
 fc) en fonction de (T, 7^) 
<.F,7|lfe> = (C2KkYTk°At (3.9) 
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Ji-l,j + l,k 
•7-0 
Les cochames {Jr, JQ2 fc), (J7, 7g3 ), (F, 7g4 k) sont tous trouvees de la meme maniere. 
Les etapes de resolution suivantes sont les memes que dans la section precedente a par 
l'etape d'utilisation de la confrontiere 2.9 
Utilisation de la cofrontiere 2.9 
Nous utilisons la cofrontiere 2.9 avec les equations (3.9), (3.5) et (3.6) et obtenons, en 
rearrangeant les termes, pour cliaque 3-pixel, 7f,fe de K3, le schema iteratif 
Ti,j,k+l ^ 
/M^i)iA^)ij-V^ + (lj)ij) 
.-{Wy^ 
























































































Les conditions initiales et aux frontieres, ainsi que le schema de resolution final demeurent 
les memes que dans le cas lineaire. Remarquons que les valeurs du flux optique etant 
initialisees a 0, la premiere iteration est une diffusion lineaire car le gradient multispectral 
du flux optique est partout egale a 0, done la fonction de conductivity est egale a 1. 
Conclusion 
Nous avons presente le calcul du flux optique par diffusion, d'abord lineaire, ensuite non-
lineaire, avec pour parametre le gradient multispectral afin de preserver les discontinuity 
de mouvement. Le chapitre suivant presente des resultats pour toutes les methodes que 
nous avons presentees dans ce document. 
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CHAPITRE 4 
Resultats experimentaux du calcul du 
flux optique 
Ce chapitre presente des resultats obtenus sur des sequences synthetiques, pour lesquelles 
les valeurs reelles du flux optique sont connues, ainsi que sur des sequences reelles. Les 
experimentations sur les images synthetiques ont pour but d'evaluer la performance de 
l'algorithme par des methodes statistiques, a savoir le calcul de la moyenne (//) et de 
l'ecart-type (a) de l'erreur angulaire sur toute l'image. L'erreur angulaire au niveau de 
chaque pixel, telle que definie par Barron et al. [13], est calculee par (arccos(v, ve)) 
oil v est la verite terrain du flux optique et ve celle estimee. Les experimentations sur 
les sequences reelles nous permettent de faire une evaluation visuelle du flux optique 
estime. Certaines sequences que nous avons utilisees pour faire nos experimentations, 
sont disponibles a l'adresse www.cs.otago.ac.nz/research/vision/. 
Dans ce chapitre nous validons d'abord l'utilisation du gradient multispectral du flux 
optique (section 1.4.2) comme mesure d'inconsistance dans l'algorithme de Proesman. 
Ensuite nous presentons les experimentations sur notre methode de flux optique par 
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diffusion non-lineaire developpee au chapitre precedent. 
4.1 Utilisation du gradient multispectral du flux op-
tique 
Afin de valider que le gradient multispectral du flux optique est une bonne mesure d'incon-
sistance, nous avons teste l'algorithme de Proesman modifie par l'utilisation du gradient 
multispectral comme mesure d'inconsistance, sur des sequences synthetiques et reelles. 
Les resultats de ces experimentations sont compares avec ceux obtenus avec la methode 
de Proesman original. Remarquons que les valeurs du flux optique etant initialisers a 0, la 
premiere iteration au niveau de ces algorithme est une diffusion lineaire car l'inconsistance 
est partout egale a 0, done la fonction de conductivity est egale a 1. 
Nous disposons de trois sequences synthetiques dont la premiere est celle de la Sphere (fi-
gure 4.1) effectuant un mouvement de rotation sur elle-meme sur un fond immobile, ce 
qui occasionne des contours d'occultation. La seconde est celle de Yosemite (figure 4.3) 
deja introduite a la section 1.4.2, dans laquelle une camera virtuelle survole le Pare Na-
tional de Yosemite avec un mouvement de nuages a l'liorizon. Tons les objets de la scene 
sont statiques a part les nuages. Ce mouvement de nuages ne respecte pas la contrainte 
d'intensite (equation (1.1)) dans la zone superieure de l'image. La troisieme est celle de 
Street (figure 4.5), dans laquelle deux voitures se croisent a un carrefour. Le fond de la 
scene contient des objets assez complexes (maison, arbre, nuages...) avec d'autres objets 
en mouvement. Nous utilisons egalement deux sequences reelles dont la premiere est celle 
de Fleurs (figure 4.7) dans laquelle la camera fait un mouvement de translation devant 
un arbre qui occulte une partie d'une maison. Ensuite nous avons la sequence de C u b e 
Rubik (figure 4.8) en mouvement de rotation sur un plateau. 
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(a) Sphere rotative (b) Flux, reel 
(c) Proesman original (d) Proesrnan modifies 
Figure 4.1 — Flux optique calcule pour la sequence de Sphere - trame 9 
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(a) Sphere : Proesman (b) Sphere : Proesman modifie 
Figure 4.2 - Erreur angulaire sur la sequence de sphere - trame 9. Plus les pixels sont 
fences, plus l'erreur est grande. 
La figure 4.1 presente les resultats sur la sequence de Sphere. Nous remarquons que sur 
la figure 4.1(d), nous avons des contours plus precis dans la zone superieure de l'image 
que sur la figure 4.1(c) ce qui fait qu'au niveau des erreurs (tableau 4.1), nous avons 
une erreur plus petite avec Proesman modifie qu'avec Proesman original. L'image de 
l'erreur angulaire (figure 4.2), calculee pixel par pixel, permet d'apprecier la precision 
de l'estimation du flux optique au niveau des contours d'occultation. Nous avons fait 
une inversion de niveau de gris de cette image afin d'avoir une meilleure visualisation a 
Pimpression. 
La methode de Proesman modifie offre de moins bons resultats pour les sequences de 
Yosemite (figure 4.3(d)) et de Street (figure 4.5(d)). C'est parce que le gradient mul-
tispectral est sensible aux fluctuations de la direction des vecteurs de mouvement dans la 
premiere estimation du flux optique qui nous le rappelons est lineaire. Et cette estimation 
dans le cas d'une methode differentielle est tres sensible aux brusques variations spatiales 
du niveau de gris. C'est pourquoi dans la sequence de Street (figure 4.5(d)) par exemple, 
il y a beaucoup de deviations des vecteurs mouvements au niveau des feuilles de l'arbre 
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(c) Proesman original (d) Proesman modifie 
Figure 4.3 - Flux optique calcule pour la sequence de Yosemite - trame 9 
(a) Yosemite : Proesman (b) Yosemite : Proesman modifie 
Figure 4.4 - Erreur angulaire sur la sequence de Yosemite - trame 9. Plus les pixels sont 
fonces, plus 1'erreur est grande. 
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(a) Sequence originale (b) Flux reel 
.S Sc^.">'./"---------- ~.Z~~'-"-".". 
i : : ^ ^ : : : ^ ; : ^ : : : : : ^ : : : : : : : 
(c) Proesman original (d) Proesmaii modifie 
Figure 4.5 - Flux optique calcule pour la sequence de S t r e e t - trame 
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(a) Street : Proesman (b) Street : Proesman modifie 
Figure 4.6 - Erreur angulaire sur la sequence de Street - trarne 9. Plus les pixels sont 
fences, plus l'erreur est grande. 
ESJ^EEEEEE 
(a) Sequence originate (b) Proesman original (c) Proesman modifie 




(a) Sequence originate (b) Proesman original (c) Proesman modifie 













































Tableau 4.2 - Tableau comparatif du nombre d'iterations de Proesman original et Proes-
man modifie 
done de mouvement. 
Les resultats des deux algorithmes sur la sequence de Rubic (figure 4.8) sont presque 
les memes alors que sur la sequence de Fleurs (figure 4.7), les vecteurs flux optique de 
Proesman sont mieux alignes que ceux de Proesman modifie pour les memes raisons que 
celles explicitees precedemment. 
Le tableau 4.2 presente le nombre total d'iterations pour la convergence de chaque al-
gorithme. L'algorithme converge si l'erreur moyenne entre deux valeurs successives du 
flux optique est inferieure a l'erreur maximale toleree emax. Cette valeur varie suivant 
les sequences. Lorsque nous regardons ce tableau comparatif, nous remarquons que la 
methode modifiee de Proesman converge plus rapidement en nombre d'iterations que la 
methode originale de Proesman. 
En resume le gradient multispectral du flux optique peut etre utilise comme mesure 
de detection des discontinuity dans le flux optique et il a l'avantage de permettre une 
convergence rapide. II est neamnoins sensible aux fluctuations dans la premiere estimation 
du mouvement. Ce facteur aurait moins d'impact dans le cas d'une premiere estimation 
plus robuste des vecteurs de vitesse et si une approche moins sensible aux brusques 
variations, est utilisee comme celle developpee dans le chapitre precedent. 
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4.2 Flux optique par diffusion lineaire et non-lineaire 
Nous avons effectue les experimentations de nos methodes, lineaire et non-lineaire, a la 
fois en mono-resolution (TACit Mono et TACNLit Mono) et en multi-resolution (TACit et 
TACNLit) afin de montrer l'avantage du multi-resolution (2 ou 3 niveaux de resolution 
utilises pour nos tests) par rapport au mono-resolution. Les resultats sont egalement 
compares avec ceux obtenus avec Pimplantation en regime permanent d'Auclair-Fortier 
(TAC) [8], l'implantation originate de Proesman (PR), Pimplantation de Horn et Schunck 
(HS) [34] et celle de Lucas et Kanade (LK) [39]. Les parametres de lissage pour le calcul 
des derivees pour tous les algorithmes ont ete fixes a as = 07 = 1.5 pour toutes 
les sequences. Nous avons travaille avec A = 1/a2 = 0.01 pour notre methode non-
lineaire, A — 0.001 pour celle de Proesman, et A = 0.5 pour toutes les autres methodes. 
Nous avons choisi des A plus petits dans le cas de Proesman et de celui de TACNLit 
car cela permet d'attenuer les sauts brusques de discontinuity et d'avoir une meilleure 
convergence. La complexite des sequences utilisees depend de la complexite des objets de 
la scene, du mouvement de ces objets et du mouvement de la camera. Plus une sequence 
est complexe, plus le flux optique est difficile a estimer sur cette sequence. Nous avons 
fait nos experimentations, non seulement sur les sequences originales, mais aussi sur les 
sequences bruitees (bruit blanc Gaussien, an — 10 et an = 20), afin de tester la robustesse 
des algorithmes en presence du bruit. 
4.2.1 Sequences synthetiques 
Nous avons utilise trois sequences synthetiques avec verites terrains dont les deux pre-
mieres sont celle de Yosemite (figure 4.3) et de Street (figure 4.5) deja decrites dans 
la section 4.1. La troisieme est celle de High Complex (figure 4.9). C'est une sequence 
tres complexe de par son contenu qui est tres texture (maisons, immeubles, arbres), les 
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(a) Sequence originate (b) Sequence avec an = 20 (c) Flux reel 
Figure 4.9 - Trame 9 de la sequence de High Complex 
objets (la voiture) qui sont en mouvement et la camera qui fait un mouvement complique 
de rotation et de translation en meme temps. 
La figure 4.10 illustre les resultats obtenus sur la sequence originale de Yosemite. Nous 
remarquons que la methode differentielle de Horn et Schunck (figure 4.10(a)) donne de 
moins bons resultats par rapport a TAC (figure 4.10(b)). Les resultats visuels du TACit 
(figures 4.10(d) et 4.10(c)) et du TAC (figure 4.10(b)) sont presque les memes, mais 
les calculs statistiques d'erreurs du tableau 4.3 donnent l'avantage au TACit. A part 
de tres petites deviations de vecteurs dans le coin inferieur gauche de l'image en mono-
resolution, nous obtenons presque le meme resultat que ce soit en multi-resolution comine 
en mono-resolution pour le TACit. C'est seulement le nombre d'iterations (tableau 4.4) 
qui est plus petit en multi-resolution. Le TACNLit mono (figure 4.10(e)) donne de bons 
resultats par rapport aux premieres methodes mais offre de moins bons resultats que 
le TACNLit (figure 4.10(f)) qui donne de meilleurs resultats sur toute l'image rndme 
dans la partie superieure de l'image oil le niveau de gris ne respecte pas la contrainte 
d'intensite (equation (1.1)). La methode de Lucas et Kanade (figure 4.10(g)) en tant 
que methode differentielle offre de moins bons resultats comme dans le cas de Horn et 
Schunck (figure 4.10(a)). La methode originale de Proesman (figure 4.10(h)) donne de bon 
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resultats dans la zone superieure de l'image mais de tres mauvais resultats dans la zone 
inferieure a cause d'une contribution trop petite de la contrainte d'intensite (A = 0.001). 
Ce sont ces mauvais resultats qui ont augmente la moyenne d'erreur sur l'image car 
visuellement on aurait pu croire que Proesman donne de meilleurs resultats que TAC. 
Nous remarquons que pour toutes les methodes, l'estimation du flux optique n'est pas 
correcte dans la zone superieure de l'image, car elles sont toutes basees sur la contrainte 
d'intensite qui n'est pas verifiee dans cette zone. 
La figure 4.11 illustre les resultats obtenus sur la sequence bruitee de Yosemi te . Nous 
remarquons que Horn et Schunck (figure 4.11(a)) affiche une tres grande sensibilite au 
bruit. La methode TAC (figure 4.11(b)) est par contre moins sensible et donne meme de 
meilleurs resultats que le TACit (figures 4.11(d) et 4.11(c)). Cela est du au fait que le TAC 
utilise un schema numerique direct moins sensible au bruit et qui ne pose done aucun 
probleme de convergence comme dans le cas du schema iteratif. Nous remarquons que 
notre methode TACNLit (figure 4.11(f)) est presque insensible au bruit, alors que toutes 
les autres methodes offrent de mauvais resultats. Quant aux methodes differentielles de 
Proesman (figure 4.11(h)) et de Lucas et Kanade (figure 4.11(g)), elles donnent de moins 
bons resultats. La methode de Proesman, bien qu'elle estime mieux le flux optique en 
presence de discontinuity, est par contre tres sensible aux fluctuations du niveau de gris, 
ce qui la rend moins robuste que la methode TAC. La methode de Lucas et Kanade 
donne de meilleurs resultats que celle de Horn et Schunck parce qu'elle est basee sur une 
minimisation locale de l'energie qui la rend moins sensible au bruit. 
Les calculs d'erreurs obtenus dans le tableau 4.3 classent TACNLit en premiere posi-
tion au niveau de tous les tests effectues sur la sequence de Yosemite. En comparant 
egalement les images de l'erreur angulaire des methodes TACNLit (figure 4.12(a)) et 
TAC (figure 4.12(b)), nous remarquons que l'erreur est reduite au niveau du contour de 
mouvement situe dans la partie superieure de l'image pour la methode TACNLit. 
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Tableau 4.3 - Erreur angulaire sur les sequences synthetiques - Trame 9. Les meilleurs 
resultats sont en gras. 
La figure 4.13 illustre les resultats obtenus sur la sequence originale de Street. La me-
thode de Horn et Schunck (figure 4.13(a)) donne les moins bons resultats suivi de Lucas 
et Kanade (figure 4.13(g)) et TACit (figures 4.13(d) et 4.13(c)). Contrairement au cas de 
Yosemite, le TACit offre de moins bons resultats que le TAC (figure 4.13(b)). En effet le 
TAC, a cause de son schema direct, est moins sensible aux variations brusques de niveaux 
de gris causees par la forme complexe des objets. Le TACNLit (figure 4.13(f)) offre les 
meilleurs resultats. II donne, avec plus de precision, le mouvement de la voiture de droite 









(e) TACNLit Mono (f) TACNLit 
(g) LK (h) PR 
Figure 4.10 - Resultats sur la sequence originate de Yosemite - Trame 9 
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(g) LK (h) PR 
Figure 4.11 - Resultats sur la sequence bruitee <x„ = 20 de Yosemite - Trame 9 
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Figure 4.12 - Erreur angulaire sur les sequences synthetiques - Trame 9. Plus les pixels 










































Tableau 4.4 - Tableau comparatif du nombre d'iterations entre la mono-resolution et la 
multi-resolution 
alors que tous les autres algorithmes donnent des vecteurs qui sont un peu devies de la 
bonne direction. La complexite des objets de la scene cause plusieurs mauvaises estima-
tions du mouvcment au niveau des tous les algorithmes sauf au niveau du TACNLit qui 
semble y etre moins sensible. Nous remarquons une fois encore la superiorite du TACNLit 
(figure 4.13(f)) en multi-resolution par rapport a la mono-resolution (figure 4.13(e)) car 
si les resultats visuels sont presque les memes, les valeurs de la moyenne et de l'ecart-type 
(tableau 4.3) different legerement et le nombre d'iteration en multi-resolution est plus 
petit (tableau 4.4). La methode de Proesman (figure 4.13(h)) est sensible a la complexite 
des objets de la scene car malgre une bonne estimation du flux optique dans les zones 
de discontinuites de mouvement, elle donne quelques mauvaises deviations de vecteurs 
mouvements dans le reste de l'image. Avec l'ajout du bruit (figure 4.14) nous obtenons 
toujours le meme classement au niveau des algorithmes avec le TACNLit (figure 4.14(f)) 
qui fournit le meilleur resultat. Les figures 4.12(d) et 4.12(c) montrent les erreurs angu-
laires aux contours des voitures et dans la scene complete. Elles sont moindres avec le 
TACNLit (figure 4.12(c)) qu'avec le TAC (figure 4.12(d)). 
Nous avons egalement calcule le gradient multispectral du flux optique pour la sequence 
de S t r e e t (figure 4.17). Nous remarquons que les discontinuites de mouvement demeurent 
mieux preserves avec l'approche TACNLit qu'avec le TAC. 
La figure 4.15 illustre les resultats obtenus sur la sequence originale de High Complex, 
et la figure 4.16, les resultats sur la sequence bruitee. Nous faisons la meme observation, a 
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(a) HS (b) TAG 
(c) TACit Mono (d) TACit 
Figure 4.13 - Resultats sur la sequence originate de S t r e e t - Trame 9 
savoir que l'approche TACNLit donne de meilleurs resultats que les autres methodes. Le 
mouvement apparent au niveau de plusieurs pixels de la zone inferieure droite de l'image 
depasse la valeur d'un pixel/trame d'oii l'avantage de la multi-resolution. Seids le TACN-
Lit (Figure 4.15(f)) et le TACit ( Figure 4.15(d)) ont pu donner une bonne estimation 
du flux optique dans cette zone. Proesman (Figure 4.15(h)) quant a lui, y estime un flux 
presque nul. Quelque soit la methode utilisee, nous remarquons que l'estimation exacte 
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(e) TACNLit Mono (f) TACNLit 
r\:\ 
(g) LK (h) PR 
Figure 4.13 - Suite 
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(a) IIS (b) TAG 
(c) TAGit Mono (d) TAGit 
Figure 4.14 - Resultats sur la sequence bruitee an = 20 de Street - Trame 9 
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( f) TACNLit 
;;;;;~^;;i;^i^:^;;i;;:; 
(g) LK (h) PR 
Figure 4.14 - Suite 
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Figure 4.15 -• Resultats sur la sequence originale de High Complex - Trame 9 
du mouvement apparent s'est faite avec beaucoup d'erreurs (Figures 4.12(e) et 4.12(f)) 
a cause de la complexity de la sequence. 
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Figure 4.15 - Suite 
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(a) TAG 
(c) TACit Mono 
Figure 4.16 - Resultats sur la sequence 
(d) TACit 
itee an — 20 de High Complex - Traine 9 
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Figure 4.16 - Suite 
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(a) Flux reel 
^y—s, 'St*i 
(b) TAG (c) TACNLit 
Figure 4.17 - Gradient uiultispectral du flux optique <ie S t r ee t 
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4.2.2 Sequences reelles 
Apres avoir effectue les tests sur les sequences synthetiques nous avons ensuite utilise 
des sequences reelles pour comparer les algorithmes. Nous reutilisons ici les sequences 
de Fleurs (figure 4.7) et de Cube Rubik (figure 4.8) deja introduites a la section 4.1. 
Nous utilisons egalement la sequence de Nasa (figure 4.18), ou la camera effectue un 
mouvement de zoom sur les objets de la scene, ce qui cree des discontinuites dans le 
mouvement au niveau des crayons verticaux. La derniere sequence reelle que nous avons 
testee est celle de Taxi (figure 4.19). Nous avons une scene au contenu assez texture, 
avec quatres objets en mouvement a savoir un taxi au milieu tournant au coin de la rue, 
une voiture venant par la droite, une autre venant par la gauche et un passant, dont le 
mouvement ne se fait pas sentir, en haut a gauche. 
Les resultats de la sequence originale de Fleurs (figure 4.20) nous permettent de re-
marquer que TACNLit donne les meilleurs resultats apres Proesman. En effet Proesman 
semble mieux preserver les discontinuites de mouvement au niveau du tronc de l'arbre 
mais il calcule des vecteurs de norme plus petits par rapport a la realite. En presence 
de bruit, c'est le TACNLit (figure 4.20) qui offre les meilleurs resultats. Au niveau de 
la sequence de Taxi, La distance separant les mouvement des deux premieres voitures a 
gauche est plus grande avec le TACNLit (figure 4.22(f)). Les memes conclusions, a savoir 
que l'approche TACNLit donne les meilleurs resultats comparee aux autres methodes, 
sont tirees au niveau des resultats sur toutes les autres sequences. Nous presentons ces 
resultats en annexe afin de ne pas surcharger notre document de figures. 
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(a) Sequence originate (b) Sequence avec crn = 20 
Figure 4.18 - Trame 9 de la sequence de Nasa 
,#%p« fl* •*a 
(a) Sequence originate (b) Sequence avec an = 20 




(c) TACit Mono 





(g) LK (h) PR 
Figure 4.20 - Resultats sur la sequence originale de Fleurs - Trame 9 
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(g) LK (h) PR 
Figure 4.21 - Resultats sur la sequence bruitee an = 20 de Fleurs - Trame 9 
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(a) IIS 
fc) TACit Mono 
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(g) LK (h) PR 
Figure 4.22 - Resultats sur la sequence origiriale de Taxi - Trame 9 
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(a) TAC (b) TACNLit 
Figure 4.23 - Gradient multispectral du flux optique de Fleurs 
La (figure 4.23) illustre le gradient multispectral du flux optique pour la sequence de 
Fleurs (figure 4.23), nous remarquons que les discontinuites de mouvement demeurent 
mieux preserves avec l'approche TACNLit qu'avec le TAC. 
Conclusion 
Ceci termine le chapitre presentant les resultats experimentaux de notre approche du 
probleme de flux optique en presence d'occultations par la topologie algebrique calcula-
toire. Nous avons presente des resultats sur les sequences synthetiques et reelles. Nous 
avons montre que notre approche pouvait ameliorer la qualite des resultats et reduire 
l'impact du bruit. Nous allons dans le prochain chapitre appliquer notre approche au 
recalage d'image pour la creation de mosa'ique par le flux optique [68, 69]. 
89 
CHAPITRE 5 
Application du flux optique au recalage 
d'images pour la creation d'images 
panoramiques 
Les images panoramiques permettent d'elargir le champ de vision restreint des systemes 
de captures d'images. Elles trouvent leur application dans plusieurs domaines comme la 
compression video et la reconstruction d'environnements virtuels. L'obtention d'images 
panoramiques peut se faire par deux types de systemes : les systemes pluridirection-
nels [83, 56, 57|, qui capturent directement une image panoramique, et les systemes par 
mosaique [41, 58, 62, 63, 64, 71, 76, 84]. Ce dernier groupe consiste a aligner et deformer 
les images d'une serie, obtenues par exemple, avec une camera en rotation autour de son 
axe optique. Lorsque la transformation geometrique qui relie les coordonnees de deux 
images consecutives ne sont pas connues, il faut la retrouver afin de pouvoir aligner les 
images. 
Nous presentons d'abord dans ce chapitre, la methode de recalage d'images par le flux 
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(a) Serie Vase. 
(b) Serie Quilt. 
| I *S^7H' ::•.'••£•/• v.-is*'.';. •. :«, 
ff I f f "V»^7J= 
* i * i a s i £ ! 
* * 4 • I I ! * 1 
(d) et (c) Serie Ville. 
Figure 5.1 - Series avec centre optique fixe. 
optiquc ensuite, nous validons notre algorithme de calcul du flux optique applique au 
recalage d'image a travers des resultats experimentaux. 
5.1 Recalage d'images par le flux optique 
Le recalage d'images par une approche de transformation globale [71] considere une 
camera en rotation autour de son centre optique qui est immobile. Mais dans la realite, 
une telle situation est difficile a obtenir, car menie sur un trepied, le centre optique n'est 
pas fixe pendant la rotation de la camera car il n'est pas exactement aligne avec l'axe de 
rotation. De plus, la camera doit etre assez loin de la scene pour limiter les distorsions. 
Cette approche est basee sur la minimisation de la distance euclidienne entre les images, 
et fournit une matrice de transformation globale pour Pensemble de l'image. II peut alors 
persister dans l'image finale des erreurs d'alignement, qui sont dues a diverses causes : 
un centre optique qui bouge, la camera trop proche de la scene, des distorsions radiales, 
des objets en mouvement ou encore la presence d'occultations. Ces erreurs d'alignement 
causent l'apparition de fantomes dans les zones de recouvrement, qui se traduisent par 
des dedoublements de l'image dans ces regions. 
Pour diminuer ce probleme, l'approche par flux optique [68, 69] consiste a calculer le flux 
optique pour chaque pixel de la zone de recouvrement. Celui-ci sert a mettre a jour une 
matrice de transformation pour chaque pixel de la zone de recouvrement. Ce recalage 
local, pixel par pixel, permet d'obtenir une image finale sans dedoublement ou presque. 
Dans le but d'obtenir une methode de calcul robuste [68, 69], le modele image base sur 
le TAC multi-resolution tel que presente dans la chapitre 2 est utilise ainsi que le flux 
optique calcule en regime permanent tel que presente dans [8]. Nous utilisons la meme 
approche par flux optique pour valider notre algorithme de calcul du flux optique par 
diffusion non-lineaire TAC. 
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Dans le cas d'une camera en rotation autour de son centre optique, il est possible d'ac-
querir une serie d'images et de les aligner pour construire une image panoramique. Pour 
deux images possedant une zone de recouvrement commune, l'une sera deformee, a l'aide 
d'une transformation, afin de la mettre dans le meme systeme de coordonnees que l'autre. 
II est done necessaire d'estimer la transformation afin de construire l'image panoramique. 
Considerons deux images A(x) et hi*'), prises sans bouger le centre optique et possedant 
entre elles une zone de recouvrement. Seuls les pixels appartenant a la zone de recouvre-
ment sont consideres. Les coordonnees homogenes, x = (x,y, 1) et x' = (x',yr, 1), de ces 
pixels sont relies par une homographie M [71, 75] : 
x' ~ Mx = 
mo mi m?, 
m% rrii m§ 
mg m*[ 1 
(5.1) 
ou ~ designe une equivalence a un facteur d'echelle pres. M est une transformation 
projective inversible et lorsque sa valeur est connue, il est possible de projeter l'image 
hi*-') dans le meme systeme de coordonnees que ii(x) en utilisant la relation 72(x ~ 
M ' V ) = /2(x'). 
Posons Me une premiere estimation de la matrice M. La vraie valeur de M est plutot 
M = Me(I + D), ou D 
d0 d\ d2 
d3 d4 d5 
d6 d7 ds 
(5.2) 
est une matrice d'ajustement et I est la matrice identite [71]. Si M etait egale a Me, il 
serait possible de retrouver x par x ~ MeT1x'. Or ce n'est generalement pas le cas et au 
lieu de trouver x nous trouvons une approximation de x : 





































II y a une erreur entre x et x" qui doit etre minimisee. Cette minimisation peut etre faite 
par la methode des moindre carrees ou une autre technique [75]. En vue de reduire le 
temps de calcul, une approche multi-resolution est souvent adoptee [75]. 
M est une transformation projective planaire avec 8 degres de liberte, done une pre-
miere estimation de M peut etre obtenue avec quatre paires de pixels correspondants 
(x, x'). Cela se fait soit par une methode manuelle soit par une methode d'initialisation 
automatique telle que le RANSAC [17, 18, 70, 75, 87]. 
L'inconvenient de ces methodes est qu'elles fournissent une matrice de transformation 
globale pour l'ensemble de l'image sans tenir compte des distortions locales causees par 
une camera trop proche de la scene, les distorsions radiales, le bruit, etc. Ces erreurs 
d'alignement causent l'apparition de fantomes dans les zones de recouvrement, qui se 
traduisent par des dedoublements de l'image dans ces regions (5.10(a)). II faut une me-
thode additionnelle, dite de "deghosting", pour supprimer ces dedoublements [71, 75]. 
Pour eviter ce probleme, le flux optique peut etre utilise pour faire un recalage local, 
pixel par pixel, afm d'obtenir une image sans dedoublement. 
En mosa'ique d'images, la transformation entre deux images caracterise le deplacement de 
la camera. Trouver cette transformation revient done a trouver le mouvement apparent 
de la camera, ce qui peut etre est fait en estimant le flux optique. Cela sigmfie que 
le flux optique peut etre utilise pour calculer la matrice D et mettre a jour M, par 
l'equation (5.2). 
Nous savons que l'utilisation du modele rotationnel produit un decalage entre chaque 
paire de points. Ce decalage peut legerement varier d'une position a l'autre dans la zone 
de recouvrement a cause de la relation 5.3. La norme et la direction de ce decalage 
peuvent etre vues comme celles du flux optique entre h(x) et hi*-")- Nous pouvons done 
utiliser le modele translationnel corriger l'estimation de la matrice de transformation 
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pour chaque pixel afin d'obtenir un recalage pixel par pixel, ce qui donne une image 
finale sans dedoublenient. 
La relation entre la premiere image i i (x) et l'image deformee I2('x."), pour x dans la zone 
de recouvrement est 
/ i (x) = I2{x + u(x) ,y + u(x)) = J2(x"), 
ce qui peut aussi s'ecrire en coordonnees homogenes sous la forme 
x = (I + D(x))x . x " ~ 
1 0 M(X) 
0 1 v{x) 
0 0 1 
(5.4) 
Finalement, nous avons 
D(x) 
'0 0 w(x)' 
0 0 v(x) 
0 0 0 
Nous obtenons une matrice D(x) qui est utilisee pour mettre a jour M(x) pour chaque 
pixel de la zone de recouvrement. Pour les pixels a l'exterieur de la zone de recouvrement, 
la moyenne du flux optique (D) est utilisee. 
L'image hi*1) est done transformee dans le meme systerne de coordonnees que l'image 
7i(x) par x = M(x)~ 1 x ' ou M(x) est mise a jour par M(x) = M e (x ) ( I + D(x)) pour les 
pixels de la zone de recouvrement et par M = M e (7 + D) ailleurs. 
Le fait que la matrice de transformation soit calculee pour chaque pixel de la zone de 
recouvrement rend Palignement final plus precis. 
5.2 Resultats du recalage d'images par le flux optique 
Nous utilisons des series d'images avec l'hypothese d'un centre optique fixe (figure 5.1), 
puis celles avec l'hypothese d'un centre optique mobile (figure 5.11) afin de tester la 
robustesse de notre algorithme. Les traits noirs dans les images delimitent les zones de 
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recouvrement. Nous comparons notre algorithme avec une approche par transformation 
de matrice globale (methode Globale) basee sur une methode des moindres carrees [71] 
afin de confirmer la superiorite du recalage d'images par le flux optique. Nous comparons 
egalement le recalage par le flux optique TACNLit avec l'approche par flux optique 
TAC [68, 69] afin de montrer 1'amelioration obtenue en tenant compte des occultations. 
L'avantage d'une methode multi-resolution a deja ete montre dans [68, 69], ce qui fait 
que toutes les experimentations sont faites avec l'approche multi-resolution. 
II est souvent difficile de classer les algorithmes en se basant sur leurs result ats visuels, 
d'ou la necessite d'une methode devaluation quantitative [12]. Nous avons choisi de cal-
culer pour chaque serie d'images le flux optique residuel dans la zone de recouvrement. 
Afin de montrer que quelque soit la methode de calcul du flux optique utilisee, notre 
approche est meilleure, le flux optique residuel a ete calcule a la fois avec le TAC et le 
TACNLit. Le flux optique residuel permet de mesurer le decalage encore present dans 
l'image apres l'alignement de la derniere image. Les erreurs d'alignement dues a ce de-
calage peuvent induire du flou dans les images finales et ainsi modifier le contraste des 
images initiales. Pour mesurer cette perte de contraste, nous avons calcule la moyenne et 
ecart-type du gradient d'intensite dans la zone de recouvrement. 
5.2.1 Centre optique fixe 
Les deux premieres series (figures 5.1(a) et 5.1(b)) avec centre optique fixe (pure rota-
tion) sont constitutes d'images synthetiques. La troisieme serie (figure 5.1(e)) est une 
image panoramique reelle qui a ete decoupee en quatre images possedant des zones de 
recouvrement. Par consequent il ne devrait pas y avoir de distorsions dans ces zones. La 
quatrieme serie (figure 5.1(d)) comme la precedente est une image panoramique reelle 
qui a ete decoupee en quatre images, sauf que cette fois-ci, ce ne sont plus deux, mais 
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trois images qui se recoupent entre elles au niveau des lignes noires dans l'image. Dans 
la cinquieme serie (figure 5.1(f)) constitute d'images synthetiques, le centre optique est 
fixe, mais l'axe de projection a subit une rotation. 
Les figures 5.2 et 5.3 presentent les resultats respectifs sur les sequence de Vase et de 
Quilt. L'image zoomee a la figure 5.4 permet de constater des erreurs d'alignement 
avec la methode Globale 5.4(a), qui n'apparaissent pas dans ceux du TAC 5.4(b) et 
TACNLit 5.4(c). Nous remarquons done l'existence d'un flux residuel eleve dans la zone 
de recouvrement pour la methode Globale (figures 5.5(a) et 5.6(a)) alors que ce flux est 
reduit pour les autres algorithmes. Visuellement, nous ne remarquons aucune difference 
entre TAC et TACNLit. Ce sont les resultats du flux optique residuel (figures 5.6 et 5.5) 
dans la zone de recouvrement qui donnent l'avantage au TACNLit. Cela est confirme 
par les calculs d'erreur des tableaux 5.1 et 5.2 ou nous remarquons une moyenne et un 
ecart-type du flux optique residuel legerement inferieurs pour le TACNLit que pour le 
TAC. Nous remarquons egalement avec le tableau 5.3 que le TACNLit conserve mieux le 
contraste dans la zone de recouvrement. Les resultats quantitatif du TACNLit sur la serie 
de Quilt sont egalement meilleurs par rapport a ceux du TAC et ceux de la methode 
Globale qui vient en derniere position. 
Dans les series a plusieurs images comme celle du Pont, les erreurs d'alignement sont 
supposees s'accumuler au niveau de la zone de recouvrement de la derniere image. Nous 
le remarquons par la presence de dedoublements dans 1'iniage resultat 5.10(a) de la 
methode Globale. Ces dedoublements sont inexistants au niveau des methodes par flux 
optique dont les images de zoom dans la zone de recouvrement (figure 5.10) de la derniere 
image, demeurent presque les meme. Les figures du flux optique residuel (figures 5.9 et 
5.8) montrent qu'il existe un flux residuel eleve pour la methode Globale alors que e'est 
presque nul pour TAC et TACNLit. Ce sont les resultats quantitatifs des tableaux 5.1, 5.2 
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(c) TACNLit. 
Figure 5.3 - Resultats sur les series Quilt. 
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(a) Globale. (b) TAG. (c) TACNLit. 
Figure 5.4 - Zoom sur les figures 5.2(a), 5.2(b) et 5.2(c) 
\ /// / ///// i n , , , . . ....?>\-
>!)!(»::: 
(a) Globale. (b) TAG. (c) TACNLit. 
Figure 5.5 - Flux optique residuel de Vase estime avec TACNLit 
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(a) Globale. (b) TAG. (c) TACNLit. 
Figure 5.6 - Flux optique residuel de Vase estime avec TAG 
au TAC. Ceci est normal car comme nous l'avons dit precedemment, c'est souvent difficile 
visuellement d'evaluer les algorithmes [12]. Dans [68, 69], il a fallu egalement avoir recours 
aux resultats quantitatifs pour departager Lukas et Kanade de TAC. Par la suite, nous 















































(a) Globale. (b) TAG. (c) TACNLit. 
Figure 5.8 - Flux optique residue! de Pont estime avcc TACNLit 
(a) Globale. (b) TAG. (c) TACNLit. 
Figure 5.9 - Flux optique residuel de Pont estirne avec TAG 
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(a) Globale. (b) TAG. (c) TACNLit. 
Figure 5.10 - zoom sur les resultats de la serie P o n t . 
Les resultats quantitatifs sur les series de Vil le et d 'Obje t s , montrent que TACNLit 
est la methode la plus precise par rapport a TAC et la methode Globale qui vient en 
derniere position. Nous remarquons que quelque soit la methode utilisee pour calculer le 
flux optique, le flux optique residuel est moins eleve pour le TACNLit. Les prochaines 
series d'images vont nous permettre de verifier si le TACNLit est egalement robuste par 














































Tableau 5.1 - Mesure du flux optique residuel dans la zone de recouvrement pour les 
series d'images a centre optique fixe : normexlOO du vecteur flux optique calcule par 
TACNLit. Les meilleurs resultats sont en gras. 
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Tableau 5.2 - Mesure du flux optique residuel dans la zone de recouvrement pour les 
series d'images a centre optique fixe : normexlOO du vecteur flux optique calcule par 
TAG. Les meilleurs resultats sont en gras. 











































Tableau 5.3 — Mesure du contraste dans la zone de recouvrement pour les series d'images 
a centre optique fixe : norme du gradient (% de l'image originale). Les meilleurs resultats 














































































TACNLit TAG Globale 
Series /(. a /j a 
Spheres 2.36 0.80 2.84 0.95 206.60 320.10 
Quebec 97.11 410.25 100.05 418.10 653.27 20630.00 
Jardin 29.07 33.14 32.13 35.33 587.47 15251.80 
Interieur 169.28 388.45 179.68 404.1.3 368.70 1700.43 
Tableau 5.4 - Mesure du flux optique residuel dans la zone de reconvrement pour les 
series d'images a centre optique mobile : normexlOO du vecteur flux optique ealcule par 
TACNLit. Les meilleurs resultats sont en gras. 
5.2.2 Centre optique mobile 
La premiere serie avec centre optique mobile que nous avons utilisee (figure 5.11(a)), 
est constitute de cinq images synthetiques. Le centre optique a subit une rotation suivie 
d'une legere translation. La seconde serie (figure 5.11(b)) est constitute d'images reelles 
produites a partir d'un appareil commercial tres eloigne de la scene, par un touriste sur 
un bateau. La troisieme serie d'images (figure 5.11(c)) est aussi constitute d'images prises 
a partir d'un appareil commercial, par une personne peu eloignee de la scene et faisant 
un mouvement de rotation sur elle-meme. Finalement la derniere serie (figure 5.11(d)) 
est prise a partir d'un appareil commercial par une personne cette fois-ci tres proche de 
la scene et faisant un mouvement de rotation sur elle-meme. 
Les resultats sur ces series sont rassembles dans les tableaux 5.4, 5.5 et 5.6. Malgre le 
deplacement evident du centre optique dans ces series, les resultats classent l'approche 
TACNLit en premiere position par rapport au TAC et a la methode Globale. 
Conc lus ion 
Ceci termine le chapitre presentant les resultats experimentaux permettant de valider 
notre algorithme dans le cadre du recalage d'images par le flux optique. Nous avons 
remarque que notre algorithme ameliore les resultats par rapport a TAC. 
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Mesure du flux optique residuel dans la zone de recouvrement pour les 
series d'images a centre optique mobile : normexlOO du vecteur flux optique calcule par 
TAG. Les meilleurs resultats sont en gras. 


























Tableau 5.6 - Mesure du contraste dans la zone de recouvrement pour les series d;images a 
centre optique mobile : norme du gradient (% de l'image originale). Les meilleurs resultats 
sont en gras. 
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CONCLUSION ET PERSPECTIVES 
Conclusion 
Dans ce memoire, nous nous sommes interesses au calcul du flux optique en presence 
d'occultations par une approche multi-resolution, basee sur la topologie algebrique cal-
culatoire. Le calcul du flux optique base sur la contrainte de lissage produit souvent 
un lissage indesirable des discontinuites de mouvement. Nous avons propose de resoudre 
ce probleme en utilisant le gradient multispectral du flux optique dans l'estimation du 
mouvement apparent par un processus de diffusion non-lineaire. En effet, le gradient 
multispectral du flux optique n'a jamais ete encore utilise comme mesure de detection 
des contours d'occultation dans une approche de calcul du flux optique par diffusion 
non-lineaire et nous avons montre que c'est une mesure qui convient. Nous avons en-
suite propose un calcul non-lineaire en regime non permanent du flux optique par une 
approche TAC. L'approche TAC permet de reduire le probleme de bruit en exploitant 
les lois globales de diffusion et les principes d'algebre topologique qui offrent plus de ro-
bustesse et de precision dans les calculs. Le modele image TAC multi-resolution permet 
de prendre en compte les grands decalages de pixels. C'est un modele qui precede par 
regroupement de pixels et permet de mieux conserver tous les details meme a basses reso-
lutions. Pour terminer, nous avons introduit l'utilisation du flux optique non-lineaire dans 
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le recalage d'images par flux optique pour la construction d'images panoramiques arm 
de valider notre algorithme. Nous avons teste notre algorithme sur plusieurs sequences 
et les resultats ont ete concluants. 
Perspectives 
Notre approche de calcul du flux optique permet de tenir compte dcs contours d'occul-
tation dans l'image, mais elle demeure inefflcace lorsque la contrainte d'intensite n'est 
pas respectee. L'un des cas, dans lequel la contrainte d'intensite n'est pas verifiee, est le 
changement des intensites des pixels du a un changement de luminosite de la scene. En 
ce moment, l'ajout d'une contrainte de gradient d'intensite comme dans le cas de Brox et 
al. [19] serait une solution possible. II faudrait regulariser et minimiser la nouvelle fonc-
tionnelle obtenue, afin de l'exprimer sous forme d'equation de diffusion capable d'etre 
resolue par une approche topologique algebrique. 
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ANNEXE A 
FIGURES COMPLEMENTAIRES 
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(c) TACit Mono (d) TACit 
Figure A.l - Resultats sur la sequence originate de Nasa - Trame 9 
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(h) PR 
Figure A.l - Suite 
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Figure A.2 - Resultats sur la sequence bruitee an = 20 de Nasa - Trame 9 
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(e) TACNLit Mono (f) TACNLit 
1
 ' ' ' " ! N 
. . s / ., \ -
. . . . . . . . . . . 
• \ ' K * • • • • * 
-" \ 1 1 1 — ' ~ s | / 





- I ' 
S t 
, . \ 
* - y 
N "* •. 














































































- • 1 
' • 
' t 
" > 1 
(g) LK (h) PR 
Figure A.2 - Suite 
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- ; : 
(a) HS (b) TAG 
(c) TACit Mono (d) TACit 
Figure A.3 - Resultats sur la sequence originate de Cube Rubik - Trame 9 
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o) TACNLit Mono 
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(e) TACNLit Mono (f) TACNLit 
(g) LK (h) PR 
Figure A.4 - Suite 
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ure A.5 - Resultats sur la sequence bruitee an — 20 de Taxi - Trame 
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