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Computational modelling is playing an increasing role in neuroscience research by
providing not only theoretical frameworks for describing the activity of the brain and
the nervous system, but also by providing a set of tools and techniques for better un-
derstanding data obtained using various recording techniques. The focus of this thesis
was on the latter - using computational modelling to assist with analyzing measurement
results and the underlying mechanisms behind them.
The first study described in this thesis is an example of the use of a computa-
tional model in the case of intracellular in vivo recordings. Intracellular recordings
of neurons in vivo are becoming routine, yielding insights into the rich sub-threshold
neural dynamics and the integration of information by neurons under realistic situa-
tions. In particular, these methods have been used to estimate the global excitatory and
inhibitory synaptic conductances experienced by the soma. I first present a method to
estimate the effective somatic excitatory and inhibitory conductances as well as their
rate and event size from the intracellular in vivo recordings. The method was applied
to intracellular recordings from primary motor cortex of awake behaving mice.
Next, I studied how dendritic filtering leads to misestimation of the global excita-
tory and inhibitory conductances. Using analytical treatment of a simplified model and
numerical simulations of a detailed compartmental model, I show how much both the
mean, as well as the variation of the synaptic conductances are underestimated by the
methods based on recordings at the soma. The influence of the synaptic distance from
the soma on the estimation for both excitatory as well as inhibitory inputs for different
realistic neuronal morphologies is discussed.
The last study was an attempt to classify the synaptic location region based on the
measurements of the excitatory postsynaptic potential at two different locations on the
dendritic tree. The measurements were obtained from the in vitro intercellular record-
ings in slices of the somatosensory cortex of rats when exposed to glutamate uncaging
stimulation. The models were used to train the classifier and to demonstrate the extent
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The brain is a complex organ present in all higher organisms. It is responsible for
integrating information about both the external as well as the internal world of the
organism (received via various sensory pathways) [1, 2]. The information is received
and transformed within the brain to yield the instructions to a motor system capable
of acting and influencing the external world and the inner workings of the organism.
At the same time information processing also transforms the brain itself making it
possible for organisms to learn and adapt their responses on timescales ranging from
milliseconds up to years.
All this complex information processing is believed to be primarily achieved through
the interaction of a specific subset of the cells making up the brain - the neurons. The
neural membrane is capable of maintaining a voltage gradient between the inside and
the outside of the neuron via ion pumps using metabolic energy to push ions against the
driving electrical potential. Neurons are capable of influencing the membrane voltage
of other neurons through electrical and chemical signals [3, 4] transmitted via connec-
tions called synapses [5]. In this thesis I focus on the chemical synapses which convey
the information in the direction from a presynaptic neuron to a postsynaptic neuron.
Neurons can be grouped according the function they perform (e.g. sensory neurons
responding to external stimulus, motor neurons transmitting the information from the
brain to the muscles, etc.), or by the type of the influence they have on the neuron
they are connected with via a synapse (excitatory neurons increasing the membrane
potential and inhibitory neurons decreasing it). Each of the groups is further split in
many subclasses defined by their specific shape and electrophysiological properties
[6].
Although the size and morphology of neurons widely varies even within the same
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organism, they typically consist of a cell body called a soma and thin tube-like struc-
tures extending and branching out of the soma called neurites. The neurites are further
split into dendrites and an axon. Synapses are mostly located on the dendrites and the
soma and receive the input (excitation or inhibition of the membrane) sent via the axon
of the presynaptic neuron.
An example of a neuron is presented in figure 1.1 (bottom). It presents a distinct
type of an excitatory neuron named pyramidal cell (more specifically this is a layer 5
pyramidal cell from the rat barrel cortex). Typically for this type of cell we observe
a bushy collection of dendrites surrounding the soma called the basal dendrites and
one more prominent dendrite called the apical dendrite which extends further from
the soma and branches out in a region named the apical tuft (green background in the
figure). The image does not include the axon which also typically extends far from the
neuron and branches out.
Such a tubular structure allows the neurons to connect to each other over long dis-
tances without taking a huge proportion of the tissue required for other supporting
cells (glial cells, blood vessels) as well as allowing for a complex connectivity struc-
ture. Apart from getting the signals to the soma the neurites also influence the signal
processing of the cell [7, 8, 9, 10].
A simplified version of the signal processing performed by the cell is presented
in figure 1.1. The neuron receives a set of signals from the excitatory and inhibitory
presynaptic cells and integrates them into its own membrane voltage. At the soma
and the initial segment of the axon, the neuronal membrane is densely equipped with
voltage-gated sodium channels giving rise to the spikes in the voltage called action
potentials. Action potentials are transient events propagated along the axon of the
neuron and passed onto the next cells.
In order to study information processing properties of neurons and their networks,
the field of computational neuroscience often resorts to building models at multiple
spatial-temporal scales. The level of detail at which those models are constructed
depends on the task at hand - whether it is describing the observed physiological be-
havior of a neuron following external simulation, finding the plasticity principles in
neural networks leading to the emergence of receptive fields, etc. Following the Oc-
cam’s razor principle, the models should simple as possible while still explaining the
observations.
To be able to handle the complexity and the huge number of neurons present in the
brain or its subsystems the models are often simplified. Many of those simplifications
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Figure 1.1: Two levels of complexity in neuronal models.
(top) Simplification of the single neuron as a single compartment which receives dis-
crete excitatory (blue) and inhibitory (red) events from the presynaptic neurons and
integrates them into their own membrane voltage with a nonlinear process. The nonlin-
ear process gives rise to the spikes in the activity called action potentials which cause
the discrete events passed on to the cells further down the signal processing chain.
(bottom) Same general process as above but with a higher morphological complexity
of the target neuron. Here the inputs are being passed to synapses spread along the
full dendritic tree of the cell. All of the inputs are again integrated with the focal point at
the soma. In this case we observe an additional effect on the input processing, as the
input influence on the membrane voltage is being modified as it is propagated along the
dendritic tree.
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include collapsing the morphology of the neurons into a single point where the inputs
are being integrated and transformed to discrete time events (representing action poten-
tials) or a continuous activity value corresponding to the frequency of action potentials
(firing rate). An illustration of such simplified models is shown in figure 1.1 (top).
While the models under such simplifications can express a wide range of dynamical
behaviors that resemble several of the dynamical states observed in recordings [11,
12] and have found recent success in fields less concerned with understanding the
true workings of the brain but more with the practical applications of artificial neural
networks such as image or speech recognition [13, 14], they ignore the obvious effects
of morphology on the input-output transformation of the neurons.
One of those effects is changing of the size and the shape of input signals as they
reach the soma [15, 8]. Dendrites can be treated as electrical cables with bad insulation
(leak conductance). As the signals are being propagated along the dendrites towards
the action potential initiation zone (soma or axon initial segment) they are filtered,
attenuating and broadening the otherwise sharp post-synaptic potentials (PSPs). The
influence of the individual synaptic input will thus depend on the electrotonic distance
between the synapse and the initiation zone.
Another way the morphology influences input integration is by electrotonically
separating the input locations. Synaptic inputs are conductive – each signal is passed
by a transient local increase in conductance (opening of the receptors) specific to cer-
tain ions with their respective reversal potential. The size of the input signal will de-
pend on the amount of conductance increase and on the difference between the mem-
brane and the reversal potential (driving force). This for example leads to a sublinear
summation of the excitatory inputs, as each excitatory input will decrease the driving
force for another excitatory input occurring close in time and space. The complex den-
dritic structure of neurons allows for a separation of the synaptic location and counter
this sublinear effect.
Two illustrative examples of how morphology influences the input integration prop-
erties are presented in figure 1.2 where I perform a multi-compartmental numerical
simulation of the input integration of exclusively excitatory conductive inputs on the
layer 5 pyramidal neuron from somatosensory cortex of a rat (morphology shown in
figure 1.1).
The top figure shows the effect on the morphology on the output spike times of a
neuron. Each of the 20 rows of blue dots on the top plot represents the output spike
times of the simulated neuron caused by the input to 500 excitatory synapses located
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randomly on the dendritic tree of the neuron. For each row the locations of the synapses
are redrawn from a uniform distribution while the input spike times remain the same
for all the rows (a "frozen" Poisson train with the 4Hz firing rate for each synapse) so
that if synaptic locations are fixed, repeating the stimulus yields the same output. The
total input (averaged over 10 ms time window) is presented in the bottom of the plot
(green). Although there is clear similarity among the spike trains, every case has a
distinct set of output spike trains. Any type of the spike-time dependent code [16] will
be affected by the locations of the synapses.
On the bottom plot I show how not just the spike times, but also the input-output
spike frequency relationship is affected by synapse locations. Each curve represents a
specific distribution of the 500 excitatory synapses on the dendritic tree. The synapses
are either all located on the soma (blue), on the dendritic tuft (green) or uniformly
distributed along the dendritic tree (red). As the input frequency at each synapse (input
timings are Poisson trains with a target frequency) are changed, the output frequency
of the neuron is recorded. The observed input-output relationships are very different
for each distribution due to the attenuation of the inputs from the synapses further away
from the soma.
Another way the morphology might play a role in neuronal computation is through
the presence of voltage dependent channels on the membrane of the dendrites [9]. The
distribution of those channels along the dendrites is often nonuniform and characteris-
tic for specific neuron types and will lead to further nonlinearities in input integration
[17]. While those nonlinearities are typically superlinear and their effect can partially
counter the attenuation of the distal inputs, the effects are typically more complex
[18, 19, 20].
Summary of Aims
So far the process of how the neuronal inputs are transformed into the membrane volt-
age and output action potentials was described. This thesis is mostly focussed at the
inverse problem - given the recorded membrane voltage of the neuron, what can be
said about its inputs?
One of the more difficult types of recording of the neural activity in the brain is
whole-cell recording of the membrane voltage of individual neurons [21, 22]. They
give us the insight not only in the output of the neurons (the action potentials) but also
in the internal subthreshold membrane voltage fluctuations. Typically those recordings






































Figure 1.2: The effect of synapse locations on the input-output characteristics of
a neuron
(top) Effect on the output spike times. Each row of blue dots represents the output of
the simulated neuron caused by the input to 500 excitatory synapses located randomly
on the dendritic tree of the neuron. For each row the locations of the synapses are re-
drawn from a uniform distribution while the input spike times remain the same for all the
rows (a "frozen" Poisson train with the 4Hz firing rate for each synapse). The total input
(averaged over 10 ms time window) is presented in the bottom of the panel (green).
(bottom) Input-output frequency relationship for a neuron with different synapse loca-
tions. Each curve represents a specific distribution of the 500 excitatory synapses on
the dendritic tree. The synapses are either all located on the soma (blue), on the den-
dritic tuft (green) or uniformly distributed along the dendritic tree (red). As the input
frequency at each synapse (input timings are Poisson trains with a target frequency) is
changed, the resulting change in output frequency of the neuron is recorded.
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are performed at the soma (see figure 1.1). In chapter 2 of the thesis a method to esti-
mate the statistics of the excitatory and inhibitory input based on those measurements is
presented. The method builds up on the previously published methods focussed on the
time-averaged inferences [23, 24] by including a temporal component. Specifically,
we derive the analytical expression for the power spectral density of the membrane
voltage of the post-synaptic neuron and apply the expression to estimate the rate and
size of excitatory and inhibitory signals arriving to the soma. Those calculations are
accompanied by numerical simulations. While the second order statistics of the mem-
brane voltage has previously been used for the analysis [25], the full use of the power
spectral densify for input estimation is novel. Finally the method is applied to record-
ings from the M1 cortex in awake mice during two conditions (voluntary movement
and quiescence). The estimated change in the average excitatory and inhibitory con-
ductance between the two conditions is not sufficient to explain the observed change
in the power spectral density for a subset of the measured cells. Using single compart-
ment neuron simulations we show that the added temporal correlation in the excitatory
inputs could explain the observed power spectral density change.
As shown above (1), the neuronal morphology plays an important role in input in-
tegration. The method presented in chapter 2 ignores these effects and can thus only
provide the estimations about the input events at the location of the recording (soma)
and not about the synaptic inputs themselves. Chapter 3 aims to close this gap by exam-
ining the effects of neuronal morphology on the signals measured at the soma and how
those effects influence the input estimations made under the point-neuron assumption.
First the effects are analytically studied under the homogenous passive cable simplifi-
cation [7, 8]. Finally the effects are studied for the actual neuronal morphologies using
numerical simulations of input integration in the passive models of three morphologi-
cally distinct neuron types. While the underestimation of the input conductances due
to the effects of neuronal morphology was a known and studied phenomena (for exam-
ple see [26][7]), this chapter offers novel insights in how the morphology affects the
estimation of the ratio between the excitatory and inhibitory conductance, which plays
an important role in many findings and theories of information processing in the brain
[27].
As we have shown in figure 1.2 the location of synapses is very important for the
input integration and the output of the neuron. An attempt to determine the general
region of the synapse location is presented in chapter 4. Using the simultaneous mem-
brane voltage recordings from two different locations on the Layer 5 neuron from the
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rat somatosensory cortex in vitro the inputs are classified as coming from the region
closer to soma or the region closer to the main bifurcation (the tuft region in figure
1.1). The classification is performed based on the shape of the excitatory postsynaptic
potentials (EPSPs) caused by the action potential of the presynaptic neuron stimulated
by the dynamic photo stimulation (using the caged glutamate solution).
Appendix A presents a theoretical study in the intrinsic excitability homeostasis of
neurons in neural networks which was a separate subproject within the PhD.
Chapter 2
Estimation of synaptic input from the
intracellular recordings1
2.1 Introduction
The whole-cell patch clamp recording technique is a standard method for recording
the membrane voltage of neurons [21, 22]. The method was initially applied in vitro to
slices of brain tissue, allowing for the study of single or multiple ion channels within
individual cells. Patch clamping also allows for the study of the synaptic inputs to
the cell, which alter the membrane voltage and input resistance (figure 2.1 a). The
membrane input resistance is measured indirectly, by injecting a current through the
electrode and (with the same electrode) monitoring the response of the membrane volt-
age potential (figure 2.1 b). In recent years the method has also been applied in vivo
with head-fixed, awake animals [28].
In the case of low input frequencies (e.g. in in vitro recordings in brain slices)
it is possible to directly identify individual synaptic inputs, but under in vivo experi-
mental conditions this is no longer possible since the individual inputs interfere with
each other and mask individual contributions. Consequently, other approximate meth-
ods have been developed which attempt to estimate the levels of conductance under
realistic in vivo conditions [29, 24, 30, 31] such as these.
One can ask: given the recorded membrane potential of a cell in two different neu-
ral states, what possible changes to the inputs can give rise to the observed differences
1All the experiments described in this chapter and the data analysis were performed by Paolo Pug-
gioni from the University of Edinburgh. The paper describing the experiment and the thesis chapter is
in review.
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in the voltages? To answer this question, we developed a method for estimating the
statistics of the inputs to the neuron based on the membrane voltage recordings which
attempts to estimate the time-averaged firing rates of the excitatory and inhibitory in-
puts. Our method is based on the point neuron model approximation and is composed
of two steps. First, we show how a change in time-averaged excitatory and inhibitory
conductance between two states can be estimated by measuring the membrane voltage
and the membrane input resistance, similar to [23, 24]. If the first state is a "silent" tis-
sue state, where the measured neuron receives no inputs (in vitro), the estimated change
corresponds to the input conductance levels in the second state. In the second step, the
individual input sizes and frequencies are estimated using a novel approach based on
the second-order statistics of the membrane voltage, namely its power spectral density.
Our underlying model is a single-compartment passive neuron ([32], for an overview
of different neuronal model types see e.g. [8, 3, 4, 33]) and ignores the spatiotemporal
properties of dendritic inputs or dendritic nonlinearities. What we estimate are thus the
effects of the synaptic events to the soma after the processing by the dendritic nonlin-
earities and propagation along the dendritic tree. Despite the simplicity, such models
were found to perform well in predicting the net effects of currents in the soma of a
neuron [34, 12].
In the rest of the chapter, we first outline the analytical calculations, simulation de-
tails and data analysis methods which will be required for the estimation. Afterwards,
the method is presented in detail and applied to real-data: recordings from pyrami-
dal L5B cells in the mouse motor cortex. Here we also perform an additional step,
where we adjust the timing statistics of the inputs to include the observed membrane
fluctuations which go beyond the assumptions of our method.




In order to infer any information about the input from the output of the neuron, we
must have a model of the input/output transformation. In this chapter we use a passive,
leaky integrate and fire (LIF) model. Such a model assumes the neuron is composed
of a single electrotonically compact compartment with the capacitance C and receives
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Figure 2.1: (a) The excitatory and inhibitory input spike trains (SE(t) and SI(t) respec-
tively) are causing changes in the membrane voltage v(t) of the neuron (top-left). We
estimated the statistics of those inputs based on the measured statistics of the mem-
brane voltage using a passive model of an electrotonically compact single-compartment
cell (bottom). We assumed each presynaptic spike induces a change in the membrane
conductance with time course f (t) (α function, equation 2.14), scaled by different am-
plitudes (top-right). (b) The membrane conductance is measured by injecting a static
hyperpolarizing current ∆I into the cell through the measurement pipette and observing
the average deflection in the membrane potential ∆〈v〉.
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as its input excitatory and inhibitory conductance changes (gE(t) and gI(t)). The two
input types have associated reversal potentials (VE and VI) which differ in their behav-
ior. Excitatory inputs cause depolarization of the neuron’s membrane potential (v(t)),
whereas inhibitory inputs typically induce hyper-polarization. The dynamics of the




= GL(VL− v(t))+gE(t)(VE − v(t))+gI(t)(VI− v(t))+ i(t), (2.1)
where GL and VL are the intrinsic membrane conductance and membrane reversal po-
tential in the absence of synaptic input, and i(t) is the current input. The input is
normally zero unless a current is injected into the cell through the measuring pipette
(see next section).
Once the membrane voltage reaches the threshold value, the neuron emits an action
potential. Since this is a relatively rare event relative to the duration of the measure-
ment we do not include it in the analytical calculations (but see [35] for the possible
misestimation in the cases of high firing rate).
First order statistics
To calculate the first order statistics of the input synaptic conductances, we consider
the stationary case (dv/dt = 0) of equation (2.1):
0 = GL(VL−〈v〉)+ 〈gE〉(VE −〈v〉)+ 〈gI〉(VI−〈v〉), (2.2)








To estimate 〈gE〉 and 〈gI〉 in vivo, we use the measurements from the membrane
conductance 〈g〉 and the mean voltage 〈v〉 for two cases: (1) in vitro with blocked
synaptic inputs; (2) in vivo with the synaptic input present. The measurements are
performed using the intracellular recording technique, where the membrane voltage
is measured at the soma. To measure the membrane conductance, a current (i(t) in
equation 2.1) is injected into the cell and the conductance is estimated from the re-
lationship between the injected current ∆I and the membrane voltage deflection ∆〈v〉
(〈g〉= ∆I/∆〈v〉).
For the in vitro case expression (2.2) is simplified (〈gE〉= 〈gI〉= 0) and mean total
membrane conductance 〈g〉 and mean voltage 〈v〉 are
〈g〉1 = GL, 〈v〉1 =VL, (2.4)
Chapter 2. Estimation of synaptic input from the intracellular recordings 13
where subscript 1 (2) describes in vitro (in vivo) case. For the in vivo case with the
non-zero input conductances we get
〈g〉2 = GL + 〈gE〉+ 〈gI〉, 〈v〉2 =
GLVL + 〈gE〉VE + 〈gI〉VI
GL + 〈gE〉+ 〈gI〉
. (2.5)
Denoting the changes between the in vitro and in vivo cases as ∆〈v〉 = 〈v〉2−〈v〉1











Knowing the statistics of the synaptic inputs, we can analytically compute the power
spectral density of the membrane potential by adopting some assumptions regarding
the shape and the statistics of the inputs. Let Sp(t) = ∑kp δ(t − tkp) be the train of
presynaptic action potentials from the presynaptic neuron p firing at the times tkp
The time course of the conductance change caused by the inputs can then be written






Bp fp(s)Sp(t− s)ds, (2.8)
where fp(s) is the time course of the conductance change caused by a single action po-
tential of the presynaptic neuron p, and Bp is the amplitude of the conductance change
which can be a random value from a log-normal distribution [36] (as we see later the
exact distribution is not important for our method). Here we assume a stable response
to a presynaptic firing – the size of the postsynaptic potential caused by the specific
presynaptic neuron is constant in time. The time courses of the excitatory and in-
hibitory conductance changes fp(s) are different due to the difference in the dynamics
of the channel properties for each type of the inputs. If we further assume all excitatory
conductances have the same time course fE(s), and similarly all the inhibitory inputs
have the same time course fI(s) we can split the equation 2.8 into two parts:








where we substitute x with E or I for the case of excitatory or inhibitory inputs respec-
tively. We will use this notation throughout the rest of the section.
To compute the power spectral densify, we first note that the Fourier transfer of the




Bpx f̃x(ω) S̃px(ω), (2.9)
where the Fourier transform x̃(ω) of a function x(t) is a transformation from the time






The power spectral density is defined as the square of the Fourier transform
Px(ω)≡ 2x̃∗(ω)x̃(ω) (2.10)
where x∗ indicates the conjugate of the complex value x. Inserting expression (2.9)






























Here, Nx is the total number of input trains contributing to the conductance. In the last
step we summarize the average over all the trains - E[.] to denote the expected value. To
do so we first assumed the input trains are uncorrelated (〈S̃∗px(ω) S̃rx(ω)〉= 0, ∀px 6= rx)
and then assumed the power spectra of an input train is uncorrelated with the amplitude
of the individual conductance change for that presynaptic neuron.
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We can expand 2.11 further by noting that E[B2x ] = E[Bx]
2 +σ2Bx , with E[Bpx ] and
σBpx being the mean and standard deviation of the probability distributions of the am-
plitudes. For a spike train generated by a Poisson process, the power spectra is simply
|̃S2px(ω)| = λpx + 2πλ2pxδ(ω), where λpx is the firing rate of the neuron px. For all the
non-zero frequencies we can write 2.11 as
Pgx(ω) =2| f̃ 2x (ω)|NpxE[λx](E[Bx]2 +σ2Bx).
To obtain the power spectra of the synaptic currents, PIx(ω), we multiply the power
spectra of the conductances with the square of the driving voltage:
PIx(ω) =Pgx(ω)(Vx−〈v〉)2.
Here we assume that the membrane voltage fluctuations are small compared to the
driving voltage and thus keep the driving voltage stationary.
To get the power spectra of the total current (I = IE + II), we need to sum the
contributions of the excitatory and inhibitory currents
PI(ω) = 2 Ĩ∗ Ĩ = 2(ĨE + ĨI)∗(ĨE + ĨI) = PIE (ω)+PII(ω)+PIIE (ω)+PIEI(ω),
where we define the cross-spectra











and similar for PIIE . As before, we assume the excitation and inhibition are uncorre-
lated (〈S̃∗pE (ω) S̃pI(ω)〉 = 0, ∀(pE , pI)) and thus the cross-spectra terms PIEI and PIIE
are zero.
Finally, to get the power spectrum of the membrane voltage we have to take into






where Reff = 1/(GL + 〈ge〉+ 〈gi〉) and τeff =C/(GL + 〈ge〉+ 〈gi〉).
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We can write the full expression for the power spectrum of the membrane voltage
under our assumptions as
|P(ω) =|Z(ω)|2(PIE (ω)+PII(ω)) (2.13)
=2| f̃ 2E(ω)|NpE E[λE ](E[BE ]2 +σ2BE )|Z(ω)|
2
+2| f̃ 2I (ω)|NpI E[λI](E[BI]2 +σ2BI)|Z(ω)|
2,
where we took into account that Pv(ω) = |Z(ω)|2PI(ω).
We approximate the time course of the conductance change resulting from a single





















fI(t)dt = eNIE[λI]E[BI]τI. (2.16)
Given our experimental observations, we have no way of estimating the number of
inputs and their frequencies, i.e. Nx and E[λx] separately. Instead we estimate the
net-total exponential and inhibitory firing rate λ̂x = NxE[λx].
In the above calculations we keep the amplitude of the conductance change events
following a presynaptic spike fixed for each of the presynaptic neurons. While we
would not expect any changes of the amplitudes caused by longer term plasticity
changes on the timescales of our recordings (less than an hour), the synaptic strength
might be influenced by short term plasticity, which can both decrease or increase the
amplitude of the conductance changes.
2.2.2 Simulations
We performed the simulations with the Brian simulator [37] using the conductance-
based leaky integrate and fire (LIF) model with the adaptive threshold adopted from
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[32]. Given the presynaptic firing times and their strengths (input) the simulator inte-
grates the membrane voltage dynamics according to equation 2.1, where the excitatory
and inhibitory conductances are a sum of the input spike trains convolved with the
α-function kernel (equation 2.14). To get the comparable amount of repetitions to the
data we did 10 simulations of 20 seconds of activity for each case, using randomized
inputs described below.
Spiking threshold
The neuron elicits a spike at every time it crosses the threshold voltage, θ(t), but unlike
the conventional LIF models it does not reset the membrane voltage. Instead it adopts





Every time, t j, a spike is elicited the threshold value is increased by ∆θ and then ex-
ponentially decays with the time constant τθ towards the base value θ̂. After the spike,
the neuron is prevented from spiking again during the refractory period with duration
τre f . This type of model has not only been shown to be a good model for predicting
the timing of the action potentials [34, 12], but also avoids the possible contamination
of the power spectral density introduced by resetting the membrane voltage.
The parameters for the threshold dynamics were fitted by hand to match the ob-
served firing rates from the recordings and are listed along with other default values
for the model in table 2.1.
C[pF ] GL[nS] VL[mV ] VE [mV ] VI[mV ] θ̂[mV ] τθ[ms] ∆θ[mV ] τref[ms]
100 5.55 [38] -62 [39] 0 -75 -44.5 10 2 2
Table 2.1: Table of neuronal model parameters.
Modulations of the firing frequency of inputs
For the modulations of the input firing rate, λx(t), we use the combination of sinusoidal
and Ornstein-Uhlenbeck (OU) processes [40] defined as




















where the parameters αx and βx control the proportion of the sinusoidal and OU pro-
cesses respectively and ω is a frequency of the sinusoidal process whose phase is mod-






where dW denotes a Weiner process also known as the standard Brownian motion. We







After some time (T  max(τOUinp,1/ω)) the added fluctuations will average out
and the mean input firing rates will not be changed.
2.2.2.1 Correlated spike trains
Correlated spike trains were created by first generating k independent discretised spike
trains with a desired firing frequency modulation. For each time step of a correlated
spike train, S, we randomly chose one of the k spike trains and copy its spiking value.
The pairwise correlation (Pearson correlation coefficient) between the spike trains S1














2.2.3.1 Power spectral density
Analysis of the membrane voltage dynamics v was performed after clipping spikes
from threshold to 3 ms after the peak. The spike threshold was defined as the maximum
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of the second derivative of the voltage trace [41]. We computed the power spectral
density of v with 75% overlapping triangular (Bartlett) 1s windows.
2.2.3.2 Compound synaptic events
We were unable to isolate single synaptic events from the data. Instead we defined and
ad hoc a measure we named compound synaptic events, by looking for an increase of
the membrane voltage occurring in a time window shorter than the average membrane
time constant (5 ms) and with a minimal detection threshold of 1 mV (Fig. 2.8b).
Events that occurred within ± 10 ms of a spike were discarded from the analysis. This
measure captures the frequencies of the fast changes of the membrane voltage most
likely caused by a simultaneous occurrence of excitatory inputs not balanced by the
inhibitory inputs. This measure was not directly used for the input estimation.
2.3 Application of the input estimation method
The input estimation is composed of two main steps. In the first step, we estimate
the mean input excitatory and inhibitory conductances (or the conductance changes
between two states) through the observations of the mean membrane voltage and the
mean input conductance changes between the two states. In the second step, we take
the second-order statistics and use the power spectrum density of membrane voltage to
estimate the input sizes and following this the input frequencies. We assume the tempo-
ral structure of the inputs (Poisson train) and the shape of the inputs (α-function, equa-
tion 2.14) with specific time constants. The following section describes the method in
more details through a concrete example.
2.3.1 The two states of activity in the motor cortex (data)
We applied the estimation method on whole-cell patch-clamp recordings of layer 5B
neurons in the motor cortex of awake, behaving mice. The mice are positioned on a
top of a cylindrical tread-mill in either quiet wakefulness or in voluntary movement
(grooming, walking or running). During periods of forelimb inactivity, all layer 5B
pyramidal neurons displayed large-amplitude membrane potential fluctuations and a
moderate firing rate at about 5 Hz. During movement, layer 5B pyramidal neurons
displayed diverse changes in firing rate. For further analysis we split neurons into two
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groups based on whether spike output was suppressed (L5Bsupp) or enhanced (L5Benh)
during movement (Figure 2.2).
Figure 2.2: The two states of activity in the motor cortex (a) The recording configura-
tion with the mouse positioned on a cylindrical treadmill. The animal’s movement was
recorded using a high frame-rate digital camera (top). The motion index was calculated
offline and was used to identify periods of quiet and periods of voluntary movement
(bottom). (b) Example traces of membrane voltage recordings for a neuron which de-
creases its firing rate during the movement (top) and a neuron which increases its firing
rate during movement (bottom). (c-e) Average firing rate (c), average membrane volt-
age (d) and standard deviation of the membrane voltage (e) for the recorded cells in the
quiet state and during movement. The cells are split according to whether their activity
is suppressed during movement (L5Bsupp) or enhanced (L5Benh).
As there was no significant difference between the two groups in the quiet case, for
the purpose of modeling we pooled this data.
2.3.2 Fitting the model
Given the observed differences in the activity among the two groups of neurons, we
asked what the possible changes in the inputs are which give rise to those differences.
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To do this we used a combination of analytical calculations and numerical simu-
lations (see 2.2.1 and 2.2.2) to estimate the statistics of the inputs to the soma for the
three groups (quiet, moving-suppressed, moving-enhanced).
In the section 2.2.1, we described a general method for input estimation that would
involve two steps. Here we found a simple Poisson train model of the inputs is too
simple and does not explain the observed dynamics, so we added an extra step to
counter this.
The estimation used to fit the model involves three steps:
1. Calculation of the mean total levels of excitatory and inhibitory conductances.
2. Estimation of the average sizes and the frequency of the events at the soma.
3. Adjusting the input timing statistics (the added step).
1. Calculation of mean total conductance levels
The higher average membrane voltage in the L5supp cells during movement (Figure
2.2) could be caused by an increase of the excitation, decrease of the inhibition or
the combination of the two. To distinguish between those options we first estimated
the excitatory and inhibitory conductance averaged over time (〈ge〉 and 〈gi〉) using the
estimation method described in 2.2.1.
To demonstrate the method we first applied it to surrogate data (Figure 2.3). For
each estimation we created two simulations, one without and one with the synaptic
inputs. For the simulation with the synaptic conductances we insert the conductance-
based excitatory and inhibitory inputs as a Poisson input train (2.14) with the α-
function kernel (2.14). We recorded the mean membrane potential, 〈v〉1 and 〈v〉2,
and mean membrane conductances, 〈g〉1 and 〈g〉2, which allow us to estimate 〈ge〉 and
〈gi〉 using equations 2.6 and 2.7. In all the simulations the spiking neuron was blocked
from spiking. To obtain the mean membrane conductances 〈g〉1 and 〈g〉2 we used a
depolarizing DC current injection and measured the mean membrane voltages before
and after the current injection in each case.
In Figure 2.3 we compare the estimated values of the synaptic conductances using
the recorded values of mean membrane voltages and conductances with the actual
synaptic conductances recorded directly in the simulations and find there is a very
good agreement.
Next, we applied the method to the measurements from the in vivo recordings,
where we recorded the mean voltages and input conductances while the neuron is
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Figure 2.3: (top) An example of average input conductance estimations in a passive
single compartment model. The thin lines represent the time course of the simulated
input conductances (red for excitatory, blue for inhibitory). The thick lines represents
the estimated average values of the excitation and inhibition.
(bottom) Comparing the actual simulation values (points) with the estimated mean (line)
of the excitatory (left) and inhibitory (right) conductances.
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exposed to the synaptic input. For the values when the presynaptic neurons are silent
we took the input conductance and leak reversal potential values from the in vitro
studies reported in the literature [38, 39]. Note that in contrast with the estimation of
absolute input conductances the comparison between two in vivo states is independent
of those values.
Figure 2.4 shows the results of the estimation. During quiet wakefulness we esti-
mated 〈ge〉 and 〈gi〉 to be 2.2 and 3.0 nS, respectively similar to the values measured in
primary visual cortex of awake mice [27]. During movement, the L5Bsupp neurons re-
ceived a moderate increase in inhibition (∆ge = 0.0 nS, ∆gi = 0.4 nS), while the L5Benh
neurons received a moderate increase in excitation (∆ge = 0.7 nS, ∆gi = 0.1 nS). The
increase of the average membrane voltage in L5Benh cells is thus primarily caused by
the net increase in excitation.
2. Estimation of the average event size and frequency
To estimate the average sizes of the events seen at the soma, BX , and the firing rates,
λx, we used the method described in subsection 2.2.1, which relies on the second-order
statistics of membrane voltage—more specifically on its power spectral density. Figure
2.5 shows how the analytical calculations (2.13) fit with the simulated surrogate data.
Note the deviations from the analytically calculated values at low frequencies—this
is due to the probabilistic nature of the spike trains (in the case of simulation a pure
Poisson process). The number of total wavelengths within a limited time sample is in-
versely proportional to the frequency and thus our “sample size” for lower frequencies
is smaller.
When using the data from the recordings, we fit the model to the power spectral
density of the recorded output in the δ frequency band (range between 15 and 30 Hz)
which avoids the slow fluctuations. We set the synaptic time constants to τE = 2ms and
τI = 10ms [42], while 〈BE〉 = 〈BI〉 [43, 44]. We further set the ratio σBE/〈BE〉 = 1.3
(extracted from [45]) and σBI/〈BI〉= 1 for all cases. We could then estimate the values
of 〈Bx〉 and λx for all cases according to expression (2.13).
During the fitting process, we assumed the conductance change amplitude Bx cor-
responding to a specific presynaptic neuron does not change with time, and that the
distribution of amplitudes did not change between the two behavioral states. As men-
tioned in subsection 2.2.1 short-term plasticity effects would violate the first assump-
tion. Additionally, neuromodulation could change the distribution of the amplitudes
between the two states, violating the second assumption.
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Figure 2.4: Mean conductance estimations (a) Average excitatory and inhibitory con-
ductance during quiet wakefulness (n=24). The dashed line represents unity. The
shaded region represents the 95% confidence interval. Each corner of the rectangle is
calculated by using the values of the membrane voltage and input resistance measure-
ments (Eq. 2.6 and 2.7) corresponding to the borders of the interval which includes the
95% of the measured traces (2-sigma assuming independent normal distributions of
membrane voltage and input resistance). (b) Average changes in excitatory (∆gE ) and
inhibitory (∆gI) conductance in L5Bsupp (downward triangle, n = 10) and L5Benh (up-
ward triangle, n = 14) pyramidal neurons during movement. (c) Representative traces
for the total excitatory (top) and inhibitory (bottom) conductances. The traces were
simulated using the model with the parameters obtained from the data.
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Figure 2.5: Comparison between the analytically computed and the simulated power
spectral density of the membrane voltage. We simulated a membrane voltage dynamics
for 500s during which the neuron was exposed to excitatory and inhibitory firing rates
of 1000 Hz.
We fit the power spectral density for all three cases C = {L5Bquiet ,L5Benh,L5Bsupp}
simultaneously, choosing a value of 〈Bx〉 (the same for each case) which minimizes
the total estimation error Er (sum of squares error) within the frequency band used for
fitting, summed over all the three cases (15-30 Hz)





where ω is discretized frequency on the interval between 15 and 30 Hz and PSDanalytical
is the analytical calculation of the power spectral density given in equation (2.13).
The optimization was done by simply finding a minimum of Er value for an array of
equidistant values Bx around the global minimum (we have a simple convex optimiza-
tion problem).
The estimated event rates given a 〈Bx〉 can be calculated as λx = 〈gx〉/(〈Bx〉τxe)
(see Equation 2.16) specifically for each case. Note that the event rates λx are required
to calculate the analytical PSD.
Chapter 2. Estimation of synaptic input from the intracellular recordings 26























Figure 2.6: Estimation of the event sizes: Changing the average size of the input
events at the soma modulates the PSD of the membrane voltage as expressed in the
equation (2.13). Assuming the time constants of the events, equal mean event sizes
for excitation and inhibition (BE = BI ≡ Bx) and a stable coefficient of variation of the
event size distribution (σBx/〈Bx〉), we estimate the mean event size Bx by minimizing
the difference (least square error) between the analytically calculated PSD (black line)
and the measured PSD (red line) in the interval between 15 and 30 Hz.
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3. Adjusting the input timing statistics
In the final step, we look at the changes of the power spectral density at the lower
frequencies. Cortical state changes have been shown to regulate slow membrane fluc-
tuations in layer 2/3 neurons in the awake cortex. We noticed a similar phenomena
in the layer 5B cells of the motor cortex. Specifically we observed slow (1.5–4 Hz)
amplitude fluctuations (Figure 2.8a).
These fluctuations are most likely caused by the temporal structure of the input such
as slow time variations of the mean firing rates. To show this, we set the firing patterns
of the input trains as a Poisson process with the mean rate, λx, modulated in time by
sinusoidal and Ornstein-Uhlenbeck (OU) processes as described in the methods section
2.2.2.
2.3.3 Correlations in input spike trains
In the second step of the input estimation we noticed the differences in the PSD in the
δ band (15 to 30 Hz) between the three cases were bigger than what could be expected
from the differences in the estimated mean excitatory and inhibitory conductances.
Specifically the L5Benh case has a 2-fold increase in the δ band compared to the quiet
wakefulness state L5Bquiet (figure 2.7). Only about half of that PSD increase can be
explained by the increased excitatory input rates, which we predict from the increased
total input excitatory conductance in the previous step (Figure 2.4).
One possible explanation of this effect is a change in the input timing statistics.
For example if the input spike trains are correlated, the Fourier transform of the au-
tocorrelation of the spike train (Wiener–Khinchin theorem) would change (E[|̃S2x(ω)|]
in equation 2.11) increasing the PSD. For a more intuitive explanation of the effect
we can imagine a difference in the PSD between two independent Poisson input spike
trains versus the PSD between two perfectly correlated Poisson input spike trains all
with the firing frequency λ = λ̂ and an amplitude of conductance change B = B̂. If we
collapse the two spike trains into one, we get a process with an amplitude B= B̂ and fir-
ing rate 2λ̂ for the case of uncorrelated trains and a process with the amplitude B = 2B̂
and firing rate λ = λ̂ for the case of the correlated trains. From the equation (2.11) we
can write PSD = αB2λ and thus for the uncorrelated case we get PSDuncorr = 2αB̂2λ̂
and for the correlated case PSDcorr = 4αB̂2λ̂. The PSD of the fully correlated input
trains is thus twice as big as the uncorrelated input trains. Following the same line of
reasoning it is easy to see that for N neurons the PSD is N times bigger.
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Figure 2.7: The misfit of the power spectral density between the recorded data and
model without instantaneous correlations for the L5Benh. To get the data for the model
PSD we do 10 simulations of 20 seconds of the membrane voltage fluctuations. The
lines correspond to the averaged PSD over the trials and the shaded area to 1 standard
deviation from the average.
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Figure 2.8: Fitting the model to the power spectral densities. (a) The measured power
spectral densities of the membrane voltage fluctuations for the two groups (dashed
lines) and the final model predictions (solid lines). (b) Representative voltage traces
from an in vivo recording (upper panel) and model simulation (lower panel) of a L5Benh
pyramidal neuron. For display purposes only compound synaptic events with ampli-
tudes > 4 mV and rise-times < 5ms are highlighted in magenta. (c) The added corre-
lations in the case of L5Benh during movement (red) can also explain the difference in
the frequency of compound synaptic events compared to the state of quiet wakefulness
(blue).
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We tried to improve the model fit by adding correlations. Correlated input spike
trains were generated with the process described in the methods (2.2.2). Adding the
correlations to the excitatory subpopulation of the L5Benh case (k = 325, rS1,S2 = 0.003)
was sufficient to reproduce the PSDs (Figure 2.8a).
Additionally the addition of correlations correctly predicted the frequency of the
compound synaptic events defined in 2.2.3.2 (figure 2.8c).
Finally we obtain the parameter values presented in Table 2.2.
L5Bquiet L5Benh L5Bsupp
λ̂e [Hz] 4020±1890 5375±2525 4080±1920
λ̂i [Hz] 1100±475 1120±525 1240±585
〈Bx〉 [nS] 0.102 0.102 0.102
αe 0.65 0.0 0.0
αi 0.0 0.0 0.0
βe 0.35 0.37 0.37
βi 0.0 0.0 0.0
ω [Hz] 2.5 2.5 2.5
τOUsin [ms] 2000 2000 2000
σOUsin 0.6 0.6 0.6
τOUinp [ms] 80 80 80
k ∞ (uncorrelated) 325 ∞ (uncorrelated)
Table 2.2: Table of parameters describing the inputs. The bounds on the rates are
calculated from the bounds on the mean input conductances (see Figure 2.4).
2.4 Discussion
The goal of the work presented in this chapter was to infer the statistical properties
of the synaptic inputs to a neuron given the in vivo intracellular measurements of its
membrane voltage.
The membrane voltage measurements are typically performed at the soma of the
neuron, while the synapses can be located far away from the pipette location. Thus
we can only estimate the effects of the synaptic inputs at the soma. To be able to infer
more about the actual synaptic inputs we would need to know how their effects on
the neuronal membrane voltage are modified on the way between the synapse location
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and the soma due to the active and passive membrane properties. This transfer is
partially addressed in the next chapter. The effects at the soma are however interesting
on their own, as they are likely to be translated in the neuronal output as the soma is
electrotonically very close to the initial axon segment, responsible for the initiation of
the output of the neuron.
We applied the inference method on the data recorded from layer 5B neurons in the
motor cortex of awake behaving mice during quiet wakefulness (L5Bquiet) and during
movement, where we split the neurons in two groups. One is the group of neurons
which increases the mean firing rate during movement (L5Benh) and the other is the
group of neurons which decreases the firing during movement (L5Bsupp). First we es-
timate the mean conductance at the soma by measuring the mean voltage and mean
membrane conductances in both states and compare them with the literature data from
the slices. Results presented in figure 2.4 show that the increased firing rates of L5Benh
group can be attributed to the increase in net excitatory conductance, while the de-
creased firing rates in the L5Bsupp group are more likely caused by the small increase
in the inhibitory conductance as compared to the quiet case. While the absolute value
of conductance relies on the data from the literature, namely the input resistance and
the resting voltage, the relative changes between groups can be estimated indepen-
dently of those values [30].
The estimation of the mean global conductances relies on the simplification of
the neuron model to a passive compartment model equivalent of an RC circuit. This
simplification is particularly invalid at the times when the membrane voltage crosses
the action potential threshold. While this might bias the estimates when the recorded
neuron is firing at the high frequencies [35], the estimations at the frequencies in this
study should be practically unaffected [30].
Next we went beyond the conventional mean value estimations of the global synap-
tic conductances and used the second-order statistics of the membrane voltage to infer
the sizes and the frequencies of the inputs. The total net conductance values provided
one constraint (2.16), while the power spectral density in the β frequency band (15–30
Hz) provided another (2.13). Still we were required to make a number of assumptions.
First we assumed the amplitude of the effects of the synaptic events are constant for
a specific presynaptic neuron. Short term plasticity (STP) effects, which have been
reported in cortex in vitro [46], could either increase (short term potentiation) or de-
crease those amplitudes (short term depression), potentially changing the mean Bx and
increase the standard deviation of the amplitudes σBx which would affect the estimation
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of the input sizes (e.g. the increased standard deviation would lead to underestimation
of an average event amplitude and overestimation of the global input frequencies).
We further assumed that the spike trains from different neurons are uncorrelated
and that the power spectra of a spike train is uncorrelated with the amplitude corre-
sponding to that presynaptic neuron. Experimental measurements of correlations in
the brain are contradictory and largely depend on what time-scale is considered [47].
When fitting the PSD of the data, we observed a bump in activity at low frequencies
[1.5–4 Hz] which could be attributed to the correlation on longer time-scales. Our
method would not allow us to detect the correlations on the time scales compared to
the time scales of the individual inputs, as they would contribute to the PSD in the same
frequency range. Positive correlations among the spike trains of the same synaptic type
would increase the PSD and cause the underestimation of mean input sizes while the
positive correlations between the excitatory and inhibitory inputs would have the op-
posite effect. As we learn more about the spike correlations in cortex from experiments
(see for example [48, 49]), we can impose more constraints on the method.
We assumed a stable shape of the conductance changes fx(t) to be an α function
(2.14) with the associated time constants for excitation and inhibition. We assumed the
amplitudes of the excitatory and inhibitory conductances are the same for excitation
and inhibition and took the value of coefficient of variation for those inputs from the
literature. Finally we assumed the amplitudes and shapes of the conductance inputs
are not changing between different behavioral states. Neuromodulation effects could
be fast enough to differentially influence the amplitudes.
Relaxing those assumptions could lead to a better fit for the observed power spec-
tral densities as both the time courses of excitatory and inhibitory input conductances
as well as the different amplitudes of the conductive inputs shape the PSD of the mem-
brane voltage. However the fit using the assumptions already lead to a good fit. If we
tried to improve on this by relaxing more parameters we would likely fall into prob-
lems with over-fitting (having too many free parameters for the dimensionality of the
problem). Furthermore, this would not explain away the observed increase of the PSD
in the β frequency band unless we also allow for those parameter to change across
different states (see the discussion about the plasticity of the inputs above).
Given those assumptions we were able to estimate the mean amplitudes and the
frequencies of the events (see Table 2.2). Even though we have to make many assump-
tions the resulting estimated output frequency is of the reasonable order of magnitude.
While it is currently not possible to directly measure the inhibitory and excitatory rates
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we can resort to a "back-of-an-envelope" type estimation. Each L5 pyramidal neu-
ron has 15000 ± 5000 synapses [50], with about one fifth of those synapses being
inhibitory (3000) and the rest excitatory (12000) [51]. Taking into account that each
neuron to neuron connection consists of 4–8 synapses with a mean of 5.5 (see [52] and
the references within), we can estimate each neuron receives input from about 2200
excitatory (Ne) and 550 inhibitory (Ni) presynaptic neurons. Given the firing rate of
the excitatory neurons (3±2 Hz, our data) we estimate a total excitatory input rate of
6600 Hz. If we assume a similar firing rate for the inhibitory neurons, we estimate a to-
tal inhibitory input rate of 1650 Hz. Such estimates for both synaptic types are slightly
higher than the estimates of the rate of events coming from the estimation method pre-
sented in this chapter. This is not very surprising as our method does not predict the
actual synaptic inputs but rather the events reaching the soma (see the next chapter).
During the quiet wakefulness we saw an increase in the power spectral density for
the frequencies between 1.5–4 Hz. Similar oscillations have been reported in other
cortical areas both from intracellular as well as extracellular recordings [53, 54, 55].
With our model we showed these can be explained by incorporating the temporal firing
rate modulations in the excitatory inputs (equation 2.17 and table 2.2). Specifically we
modified the mean firing rate of the Poisson spike trains by adding a sinusoidal com-
ponent with a noisy phase and an Ornstein-Uhlenbeck (OU) process. The sinusoidal
component is only present during the quiet wakefulness.
For the L5Benh case, the increase in the net firing rate alone could not fully explain
the increase of the power spectral density in the β frequency band (15-30 Hz). One
of the possible explanations which we explored was the introduction of instantaneous
correlations in the excitatory inputs. Adding instantaneous correlations with Pearson
coefficient of 0.003 between the two pairs of inputs was sufficient to match the PSD of
the simulated membrane voltage to the PSD of the recorded membrane voltage (Fig.
2.8a). This addition also provided a qualitative match for the changes in frequency
of the compound presynaptic events (Fig. 2.8c). However, we can not exclude other
possible explanations, such as changes in the probability distribution of the difference
in input amplitudes between the two states, which could be caused by a change in
the amplitudes of the individual spike trains due to neuromodulation or by a selective
increase in the frequency of the input trains with bigger amplitudes.
In the next chapter we attempt the step from estimating the inputs to the soma, to
estimating the global inputs to the neuron by investigating the effects of the neuronal
morphology on the recordings at the soma. The result of those effects is finally applied
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to results of this chapter in the Overview chapter.
Chapter 3
The effect of morphology on the
synaptic input
3.1 Introduction
Chemical synapses are primary elements in information-processing functions of the
nervous system. An action potential of a presynaptic neuron will cause the opening
of channels in the membrane of a postsynaptic neuron at the synapse. The resulting
change in the membrane conductance will induce a synaptic current based on the rever-
sal potential determined by the permeability of opened channels. This current causes
a local change in the membrane voltage. Given sufficient levels of membrane depolar-
ization caused by this process the opening of voltage-dependent channels will cause
an action potential in the post-synaptic neuron. Most of those channels are located at
the soma and the axon initial segment [8].
As the membrane voltage deflection is propagated from the location of the synapse
towards the soma it is attenuated due to the leak conductance and membrane capaci-
tance. This attenuation will influence the output of the neuron.
Similarly as the effects of the synaptic event on the membrane voltage will be
felt throughout the neuron, the effects on the membrane input conductance will be
propagated from the synapse to other parts of the neuron. This change in the input
conductance is important as it dictates the level of membrane deflection caused by a
subsequent, nearby input.
In the previous chapter we used the changes in the membrane voltage and input
conductance to predict the input to the soma caused by presynaptic events. In this
chapter I use a combination of the analytical calculations and numerical simulations
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to study the attenuation of the membrane voltage and input conductance with a special
focus on how the attenuation affects the estimation of excitatory and inhibitory inputs.
The work in this chapter builds on the seminal work of Wilfried Rall, a pioneer in
establishing the integrative functions of neuronal dendrites through the development
of cable theory [15, 56, 7, 8].
I first simplify the neuronal morphology and derive the analytical expressions for
the attenuations of conductance change and voltage deflection for the case of a ho-
mogenous cable (see figure 3.1 for the illustration). I assume the voltages stay under
the firing threshold where most of the voltage-dependent channels (active channels)
are inactive and thus treat the cable as electronically passive. I then go on to show
the conductance is attenuated more strongly than the membrane voltage and how this
would cause a misestimation of the ratio between the excitatory and inhibitory synaptic
input.
Finally I take a look at the realistic neuron morphologies and use numerical simu-
lations to estimate the levels of attenuation for different cases of synapse distributions.
I specifically look at the misestimation for the case of Layer 5 pyramidal cells.
3.2 Methods
3.2.1 Cable model calculations
First a neuron is approximated as a homogenous coaxial cable of length l[m], diameter
d[m], axial resistivity Ri[Ωm], specific membrane resistance Rm[Ωm2] and membrane
capacitance Cm[F/m2]. As the cable is considered to be of a constant diameter d, it is










These units have the advantage that the cable equation now contains no explicit terms
depending on the cable diameter. The cable equation describes the membrane voltage
(v(x, t)) dynamics of the cable [8]
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Figure 3.1: Simplification of the full morphology into a cable. (left) Morphology of
a Layer 5 pyramidal cell [57] from the somatosensory cortex of a rat. An excitatory
synapse (blue) locally causes a membrane voltage deflection (red, top left), which is
attenuated as it propagates towards the soma (red, bottom left), where it is measured
by an intracellular recording (gray). (right) A simplification of the system, reducing the
full morphology to a cable so that it can be treated more generally.








+ v(x, t)− rmIin j(x, t). (3.1)
Iin j(x, t) is the input current. The membrane voltage v(x, t) in the above equation is
relative to the leak reversal potential and will decay to zero in case of no external inputs.
The analytical analysis is restricted to the steady-state solution where the voltage is no





=v(x)− rmIin j(x). (3.2)
3.2.1.1 Semi-infinite cable
In the case of a semi-infinite cable (l = ∞) with the current input at the sealed end of








and V0 = I0rm/λ. To derive this expression one needs to solve the
steady-state equation (3.2) with Iin j = 0 (for x 6= 0) with a boundary condition dvdx(x =
0) =−raI0.
λ is the so-called space constant of the cable. Rλ =
√
rarm is the characteristic
input resistance (the input resistance at the end of a semi-infinite cable [8]). I use these
two quantities as a reference in the further calculations.
3.2.1.2 Finite-length cable with point synapses
To calculate the analytical values for membrane voltage deflections and the input con-
ductance changes caused by synaptic inputs the steady-state cable equation (3.2) is
solved for the cases of synaptic input being present or absent. In both cases I solved
the system with and without injected current Iin j at the location of the soma to de-
termine the change in input conductance (this process is described in more detail in
section 3.2.1.4).
In the case of a finite number of synaptic inputs I treated them as point conductance
inputs at the location of the synapse (xi = sil, si ∈ [0,1]) where l is the length of the
cable. The current injected into the cable due to one such conductive input at the
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location si is Iin j(x) = gs(v−Es)δ(x− sil), where gs is the injected conductance and Es
is the synaptic driving voltage relative to the leak voltage. We can then solve equation
(3.2) by solving the cable equation in N + 1 pieces split by the synaptic locations,
where N is the number of distinct synapse locations. Each piece (i) describes a cable






with the following boundary conditions connecting the pieces






(x = sil) =ragsi(vi(x = sil)−Esi). (3.6)
The first condition ensures the membrane voltage continuity along the cable and the
second one accounts for the synaptic current introduced by the point conductances.
For the case where we have several synaptic inputs at the same location the right side
of the equation (3.6) becomes the sum over all those inputs.
Finally we consider the cables to be closed (no current flows out from the neuron
at the ends of the cables) and thus add the following boundary conditions:
dv0
dx
(x = 0) =0. (3.7)
dvN
dx
(x = l) =0.
While the above is a description of a general solution for any number of discrete
synapse locations on the cable, in this chapter I only use the case of one discrete
synapse location, so we only have two pieces (i ∈ {0}).
3.2.1.3 Finite-length cable with evenly distributed synapses
The number of synapses distributed along the dendritic tree can reach tens of thou-
sands. To approximate this in the cable model I introduced a continuous synaptic
conductance-based current along the cable instead of using discrete point synapses. I
represented this current by the synaptic current resistance per unit length rs(x) [Ωm],
analog to the membrane resistance per unit length (rm). I solved the system for the
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case of evenly distributed synapses along the cable (rs(x) = rs) where the cable equa-








where as before Es is the synaptic driving voltage relative to the leak voltage.









ra rmrsrm+rs . The total input conductance gs introduced in this way depends on the
cable length gs = l/rs.
3.2.1.4 Calculating the input conductance at the soma
To calculate the input conductance g at the soma, first the voltage deflection at the
soma, ∆V , caused by the injection of a steady current Iin j = I0δ(x) is calculated. For
this the equations (3.4) and (3.8) are solved with the boundary condition (3.7) to get
v1(x) and the boundary condition dv0dx (x = 0) = −rmIin j to get v2(x). From this the
voltage deflection at the soma is expressed as ∆V = v2(x = 0)− v1(x = 0). The input
conductance at the soma can then be calculated according to Ohm’s law as g= Iin j/∆V .
This is done both for the case of the system without synaptic inputs (gs = 0) as well as
for the case with synaptic inputs to get the difference of the input conductances ∆g.
3.2.2 Alternative representations of the morphology effects
The conductance-based synaptic inputs change both the membrane voltage as well as
the input conductance, where the input conductance is defined as the ratio between the
injected current and the resulting membrane voltage deflection. The change is local
in space but spreads to the other parts of the neuron [8, 58]. We are mostly interested
in the induced changes at the soma (∆V and ∆g for voltage and input conductance
changes respectively) as this is the location most relevant to the neuron output, and is
also the location where it is easiest to record from.
To study the effects of morphology on the measurements at the soma we first look
at the case of a synapse located at a specific location on a neuron. At that location the
synaptic current is is conductance-based and can be expressed as is = gs(Es−vs) where
Es is the reversal potential of the synapse, gs is the conductive input at that location
and vs is the membrane voltage at the location of the synapse.
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One way of describing the morphology effects at the soma is by imagining the
input current being modified as it makes its way towards the soma. If we employ the
same model to describe the membrane voltage dynamics at the soma as in the previous





where i(v(t)) is the modified synaptic input current and gL is the leak conductance
at the soma (conductance in the absence of synaptic inputs). Note that here all the
voltages and reversal potentials are considered relative to the neuron leak voltage, so
that v = 0 in the absence of inputs. In the remainder of this section we focus on the
steady-state solutions (dv(t)dt = 0).
When the synapse is located directly at the soma so that the synaptic current is
not modified by morphology (i = is) we are dealing with the same system as in the
previous chapter (Cdv/dt = −gLv+ gs(Es− v)). Solving this equation in the steady-
state (dv/dt = 0) it is then easy to derive the corresponding observed changes in the
voltage (∆V ) and input conductance (∆g) between the case of no synaptic input (gs = 0,








∆g = gs. (3.11)
In the case where the synapse is located away from soma the changes at the soma
are affected by the morphology. For the case of a single synaptic type and location
we can still simplify the system into an equivalent point model (Eq. (3.9)) using two
alternative representations of the input current at the soma i(v).
3.2.2.1 The modified reversal potential
In the first representation we write the input current as a conductive input with a mod-






The full steady-state equation for the membrane voltage (3.9 with dv/dt = 0) is then






We introduce the index k ∈ {1,2} to denote the case when the synaptic input is
absent (1) and when the input is present (2) when talking about the membrane volt-
age (vk) and membrane input conductance (gk). In the absence of input (is = 0) the
membrane potential v1 = 0. The change of voltage is then ∆V = v2− v1 = v2 = ĝsÊsĝs+gL .
The change of input conductance (∆g = g2− g1) can be calculated by separately cal-
culating the input conductance for both cases. As in the case of the cable equation
the input conductance is calculated as the ratio between the additional injected tonic
current Iin j and the resulting change of voltage (3.2.1.4). It is easy to show g1 = gL and
g2 = g1 + ĝs and therefore ∆g = ĝs.
We can now express the newly defined parameters ĝs and Ês as functions of the
observed ∆g and ∆V





3.2.2.2 Conductance-based and current-based input - the α̃ factor
Another way to represent the effects of the morphology is to split the input to the soma
into conductance based and current based contributions to the synaptic current [59]
is = g̃s (α̃(Es− v)+(1− α̃)Es) . (3.16)
Conductance based contribution (g̃sα̃(Es− v)) depends on the voltage, whereas the
current based contribution (g̃s(1− α̃)Es) is independent of it. α̃ lies in the interval
[0,1] and represents the proportion of the input of conductive nature. In the case when
the synapse is located at the soma, the input is fully conductive and α̃=0.
As before we can express the change in the membrane voltage and input resistance
between the case of with or without input. The change of membrane conductance is
∆v = g̃sEsgL+g̃sα̃ and the change of input conductance is ∆g = g̃sα̃.
We can now express the new parameters g̃s and α̃ as the function of the observed
changes at the soma or the function of the parameters (ĝs, Ês) defined in the previous
section
















Simulations were performed using NEURON simulation environment [60]. Unlike
the Brian simulator which is developed with the goal of facilitating the simulations of
neural networks, where neurons are simple point models (such as the one described
in chapter 2), the NEURON is designed with the aim of constructing and applying
empirically-based models of single neurons and neural networks, where the single
neuron models are typically more morphologically realistic (complex). It uses a nu-
merical solver for the linked differential and algebraic equations representing the parts
of the morphology (dendrite segments, synapses). The numerical integration method
used was the default NEURON Backward Euler integration method [61].
3.2.3.1 Cable simulations
The synaptic input was simulated as a point process injected at a certain location on
the cable. Each presynaptic event causes a transient onset of the input conductance in
the shape of an α function (α(t) = t
τs
e(1−t/τs); t > 0) with a time constant τs = 2.5ms
and a synaptic reversal potential Es = 0mV leading to the synaptic current.
3.2.3.2 Full neuron simulations
The neuron morphologies were selected to represent different types of neurons. As
the basis I took the Layer 5 pyramidal cell from the somatosensory cortex of a rat, for
which a full model, including the biophysical properties of the cell optimized to best
match a variety of the measured stimuli responses, was available in the online database
of neuron models ModelDB [57]. In the simulations performed to create figure 3.8
I used the passive biophysical properties of the model with the values described in
table 3.1. The other two morphologies, the Stellate cell [62] and the Bitufted cell [63]
(both from rat neocortex) were taken from the NeuroMorpho.org database [64]. For
the passive properties I used the same values as for the Layer 5 pyramidal cell.
Each cell morphology is split into smaller computational units - compartments.
For all three cells the same compartmentalization procedure was used, which splits
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Parameter description Symbol [unit] default value
Leak reversal potential EL[mV ] -65
Axial resistivity Ri[Ωm] 1
Specific membrane resistance in soma Rsomam [Ωm
2] 2.96
Specific membrane resistance in basal dendrites Rbasalm [Ωm
2] 2.14
Specific membrane resistance in apical dendrites Rapicalm [Ωm2] 1.70
Specific membrane resistance in the axon Raxonm [Ωm
2] 3.08
Specific membrane capacitance in soma and axon csoma,axonm [µF/cm2] 1
Specific membrane capacitance in the dendrites cbasal,apicalm [µF/cm2] 2
Table 3.1: Table of parameters for the simulations on the full passive neuronal mor-
phologies (Stellate cell, Bitufted cell, Layer 5 pyramidal cell).
the morphology sections (cables between two branching points) into compartments no
longer then 40 µm. The split resulted in 642 compartments for the Layer 5 pyramidal
cell with the mean compartment length of 19.3µm, 171 compartments with 16.6µm
mean compartmental length for the Stellate cell and 51 compartments with 22.1µm
mean compartmental length for the Bitufted cell.
Each simulation included 5000 synapses of the same strength (max. conductance
input 0.01nS) and same frequency of presynaptic action potentials (Poisson train). The
time course of the conductance increase following an individual presynaptic action
potential was an α function with the time constant τe = 2.5ms. The reversal potential
causing an input current due to the synaptic conductance was set to EE = 0mV .
In the simulations for figure 3.9 I used the morphology of the Layer 5 pyramidal
cell with both excitatory and inhibitory synaptic inputs. The synaptic time constants
used were τe = 2ms and τi = 10ms [42] and with reversal potentials EE = 0mV and
EI = −75mV for excitatory and inhibitory inputs respectively, while the leak reversal
potential was set to EL =−62mV [39].
3.3 Results
The measured voltage and conductance changes at the soma are a combination of the
synaptic inputs and the morphology effects. In the previous chapter I introduced a
method for the estimation of the synaptic input effect at the soma. For this I used mea-
surements of the time-averaged changes of the membrane voltage ∆〈v〉 and the input
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conductance ∆〈g〉 at the soma and then used a point-model of a neuron to infer the ef-
fective conductive inputs (see equations (2.6) and (2.7)), thus ignoring the morphology
effects.
In order to investigate those effects I first looked at the commonly-used simple ex-
tension of a point-model - a homogenous cable of a length l, representing the dendrite
with the soma at one end.
a
b
Figure 3.2: The cable setup. (a): Single synapse on a cable of the length l at a position
x = sl; s∈ [0,1]. The voltage and input conductance changes are measured at one end
of the cable (s= 0). The corresponding electrical circuit is shown below. (b): Distributed
synapses on a cable of a length l. The corresponding electrical circuit is shown below.
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3.3.1 Conductance attenuates faster than the voltage in cables
3.3.1.1 Finite-length cable with point synapse
I first studied the case of a single synapse located at the position x = sl on the cable,
where s ∈ [0,1]. If s = 0 the synapse is located at the soma x = 0.
It is possible to analytically calculate the change of membrane voltage and the
change of input conductance at the soma between the case of no input (gs = 0; V = EL)
and the case of a single synapse with the input conductance gs(t) = gs by solving
the cable equation (3.4) in the stable state. The solutions of the cable equation are
generally hyperbolic geometric functions and depend on the boundary conditions (see
section 3.4). The exact derivations were performed using Mathematica [65].
Solving the cable equation in the steady state yields v(x) for x ∈ [0, l]. We can use
this to can express the input induced difference in the membrane voltage at the soma





where L = l/λ is the relative length of the cable normalized by its characteristic space
constant and Rλ the input resistance of a semi-infinite cable (see 3.2 Methods). Follow-
ing the procedure outlined in 3.2.1.4 we can also calculate the difference in the input












∆g = gs, (3.22)
which corresponds to the point-neuron case (See equations (3.10) and (3.20) and take
into account the leak conductance of a finite-length cable in the absence of any con-
ductive inputs is GL = tanh(L)/Rλ [8]). If all the synapses were located at the soma,
morphology effects could be compressed into the effective leak conductance and ne-
glected when it comes to the estimations of inputs.
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If the synapse is located away from the soma, we would expect both the changes
in voltage and changes in the input conductance to be smaller compared to the case
when the synapse is located at the soma, as the cable is leaky and we lose the synaptic
current when it travels along the cable. In figure 3.3a I show the dependence of both
the voltage and the conductance change on the location of the synapse according to
the analytical results. For the ease of comparison, both are plotted relative to their
respective changes in the case when the synapse is located at the soma. Although both
changes are indeed reduced with the distance of the synapse from soma, the change in
the input conductance is being reduced faster than the change in the membrane voltage.
To verify that the analytic calculations, which assume a constant synaptic input,
also hold for the case of the more realistic time varying conductive input I performed
a numerical simulation of the system, where the synaptic input is a Poisson-like spike
train of unitary conductance events (see 3.2 Methods). Figure 3.3a shows the analytical
calculations match the numerical simulations exactly.
a b






















Figure 3.3: The attenuation of voltage and input conductance changes based on
the location of the synapse on the cable (a): The relative attenuation of the voltage
change (blue) and the input conductance change (red) as a result of the synaptic input
at various locations of the cable from the simulations on a cable of relative length L = 2.
The are corresponds to one standard deviation from the mean using the results of
10 repetitions (for each synapse location). The dashed black lines denote the values
obtained by the calculations (Eq. 3.19 and Eq. 3.20). (b): The derived ratio between the
conductance change attenuation (solid lines) and membrane voltage deflection change
attenuation (dashed lines) depends on the input strength.
Figure 3.3b shows how the morphology effects change with the size of the input.
While the voltage difference is always reduced slower than the conductance, this dif-
ference is only increased by the increased synaptic input.
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Knowing the changes of the voltage and the input conductance, we can express the
parameters for the alternative representation of the morphology effects (see 3.2.2) as
ĝs = ∆g, (3.23)
Ês = Es
cosh(L)









Note how the modified reversal potential (Ês) and the α factor do not depend on
the strength of the synaptic input but only on the location of the synapse.
3.3.1.2 Finite-length cable with evenly distributed synapses
A neuron will typically have several synaptic locations on the dendritic tree. In the
previous section I showed how each of those inputs causes not only a local, but also a
geometrically spreading change in the membrane voltage and the input conductance.
Those changes will influence the synaptic inputs at other locations.
To investigate this interaction among the synaptic inputs at different locations I next
studied the case of geometrically uniformly distributed synapses on a cable of length l.
The synapses are represented with a uniform synaptic input resistance per unit length rs
and the reversal potential Es. The introduction of this uniform synaptic input changes
the space constant and the characteristic input resistance of the cable. I define λ′ as
the effective space constant, R′
λ
as the effective characteristic input resistance denote
L′ = l/λ′. Finally I define γ as the ratio between the effective and the base values







We can see that in the case where there is no synaptic input (limrs→∞), the effective
values are the same as the basis ones (γ = 1).
Solving the cable equation in the static form with and without the synaptic current
resistance per unit length rs makes it possible to analytically calculate the change of
membrane voltage at the soma (see subsection 3.2.1.3)




= Es(1− γ2). (3.27)








As in the case of the single synapse, we can now express the parameters for the
alternative representation of the morphology effects (see the Methods) as
ĝs = ∆g, (3.29)
Ês =
Es tanh(L′)








1− γ2 . (3.32)
3.3.2 Misestimation of excitatory and inhibitory conductances
In chapter 2 we described a method for input estimation in the point neuron model
based on the measurements of changes in the mean input conductance (∆〈g〉) and mean
membrane voltage (∆〈V 〉) between the case with no conductive inputs and the case of
conductive inputs (see equations (2.6) and (2.7)). When we consider more realistic
neurons with more complex morphology than a single compartment, the location of
the synapse would typically be located away from the soma, where we measure the
membrane voltage and input conductance (s 6= 0). This means that both the measured
voltage deflection and the measured change in the input conductance caused by the
synaptic input are smaller than they would be if we measured them at the location of the
synapse. Figure 3.3 shows the relative attenuation based on the location of the synapse
from the soma where I simplified the morphology to the case of a cable. This effect
causes the method to underestimate the net input conductance. What is less obvious,
is that the method will cause a misestimation in the ratio between the excitation and
inhibition in the cell, as it is assuming the synapse is located at the location of our
measurement (s = 0).
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Figure 3.4: The relative input conductance change for a cable with uniformly distributed
synapses as a function of the cable length for different synaptic input sizes. For a
very short cable the change in the conductance is the same as the input synaptic con-
ductance, while as we increase the cable length, the change in the measured input
conductance at the soma no longer reflects the injected synaptic conductance. This
effect is bigger for larger input conductances.
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To better understand this misestimation consider the case where we only inject the
excitatory conductance at the location away from the soma (s 6= 0). The method for the
input estimation assumes two types of conductive inputs, excitatory and inhibitory (gE
and gI respectively), the effects of which on the membrane voltage are determined by
their reversal potential (EE and EI). It expects that an amount of excitatory conductance
GiE will increase the membrane voltage by ∆V
i. In our example of only an excitatory
input conductance at a location away from the soma, both the actual measured change
in the input conductance ∆g and the measured change in the membrane voltage at the
soma ∆V will be smaller than what would be expected in the point model. However,
as seen in Figure 3.3, the relative attenuation of input conductance change is bigger
than the attenuation of the voltage increase. As far as the point model based method is
concerned, the observed voltage increase ∆V cannot be explained by the input excita-
tory conductance even if all of the input conductance is excitatory (GestE = ∆g). As the
model does not limit the conductances to positive values, the result of the conductance
estimation is a physically impossible combination of a negative inhibitory conductance
with a positive excitatory conductance.
Excitatory and Inhibitory synapse
Typically the input to the cell consists of both excitation and inhibition. To explore
the misestimation in the presence of both, I studied a simplified cable case with one
excitatory and one inhibitory input both at the same location s. Treating the problem
in the same way as for the case of a single input on a cable, but with changing the
boundary condition (3.6) to include both inputs, I derived the solutions for the induced
change of the membrane voltage and input conductance at the soma,
∆V =
2Rλ(gEEE +gIEI)cosh(L(1− s))




cosh(L)+(gE +gI)Rλ cosh(L(1− s))sinh(Ls)
,
where gE and gI are the induced excitatory and inhibitory input conductances and EE
and EI are the excitatory and inhibitory reversal potentials respectively.
We can again use the alternative modified reversal potential representation and ex-
press its parameters as
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When the input locations are at the soma (s = 0), the modified reversal potential is a




However when s > 0 the apparent reversal potential increases.
We can now take the calculated changes in membrane voltage and conductance at
the soma caused by the synaptic input, use them to estimate the input synaptic conduc-
tance (see equations (2.6) and (2.7)) and then compare the estimated values (GestE ,G
est
I )
with the actual ones (GE ,GI). In Figure 3.5 I plot the misestimation in cases where
excitatory and inhibitory synapses are present at the same location on the cable away
from the soma.
As expected due the attenuation of voltages and conductances we underestimate the
input conductances (Figure 3.5a-c). Figures 3.5 a and b show the levels of misestima-
tion in the cable of length L = 2 in the case when the input locations are at the location
x/λ = sL = 0.5 for varying levels of excitatory and inhibitory input conductance. We
can see how for the cases when one type of the input, excitation or inhibition, is much
stronger than the other type, the estimated conductances can even be negative, because
the estimation method can not explain the extent of voltage change with an amount of
observed conductance change (voltage is attenuated less than the conductance).
Misestimation of the ratio between excitation and inhibition
Already in figures 3.5a and 3.5b we see how the inhibition is underestimated more
than the excitation. This is shown more clearly in figure 3.5c, where I used the same
setup as for the previous two figures (x/λ = 0.5), but always varied the level of input
conductance while keeping it the same for both excitation and inhibition (GE = GI).
We see not only how the conductances are more underestimated when we increase the
input strength (relative to the membrane input conductance in the case of no synaptic
inputs GL), but also how the ratio between the two is perturbed. While the actual input
conductances are the same for all strengths, the estimated inhibition (red line) is always
smaller than the estimated excitation (blue line).
I further explored this misestimation of the ratio between the excitation and in-
hibition as a function of the synapse location in figure 3.5d. Here I kept the input
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Figure 3.5: Misestimations for a cable with both excitatory and inhibitory input at
the same location. (a): The excitatory and inhibitory inputs are located at the same
position x/λ = 0.5 away from soma on a cable of length L = 2. The plots are showing
the analytical results of the estimation of excitatory inputs for different excitatory input
strengths (x axis) with each line representing a different level of inhibitory input. (b):
Same as (a) but for the misestimation of inhibitory conductances. (c): Same setup as
in the panels (a) and (b) but now the excitatory and inhibitory inputs are always equal
(GE = GI). The plot shows the estimation of excitatory (blue solid line) and inhibitory
(red solid line) conductances as we vary the input strengths. The dashed lines present
the case where we change the excitatory and inhibitory reversal potential so that the
absolute difference between the excitatory/inhibitory reversal potential and the leak re-
versal potential is the same. The lines are completely overlapping but drawn slightly
apart for visualization purposes. (d): Same setup as in (a) but now with fixed input
strengths (GE = GI = GL) and varying synapse location. The purple line represents
the ratio between the estimated excitatory and estimated inhibitory conductance. For
the synaptic locations above x/λ> 1.07 the estimated inhibitory conductance becomes
negative.
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conductances constant at the level of the membrane input conductance in the absence
of inputs (GE = GI = GL) and varied the synaptic location along the cable. When the
inputs are located at the soma, we get the correct ratio between the excitation and in-
hibition (purple line) while as the input is further away from the soma, the estimated
inhibition (red line) starts decreasing faster than the estimated excitation (blue line) to
the point at around x/λ = 1.07 where the estimated inhibition becomes negative.
The cause for the misestimation of the ratios is in the difference of relative reversal
potential of the different types of inputs. The absolute difference between the exci-
tatory reversal potential (VE = 0mV ) and the leak reversal potential (VL = −65mV )
is bigger than the absolute difference between the inhibitory reversal potential (VI =
−80mV ) and the leak reversal potential. Because the change in voltage attenuates less
than the change in conductance, when the inputs are located away from the soma the
ratio between the voltage and conductance changes at the soma will be bigger than it
would be if the input was located at the soma. As the estimation method is expecting
a smaller ratio between the change in voltage and the change in conductance, it will
favor the type of the input with the higher absolute difference between the leak reversal
potential and the synaptic input reversal potential.
Indeed if we look at the artificial case where we change the reversal potentials so
that the reversal potential of excitatory input is VE =−25mV and the reversal potential
of inhibitory inputs is VI =−105mV while keeping the leak reversal potential at VL =
−65mV and repeat the same setup as in 3.5c we see that the ratio of the estimated
conductances is unperturbed (figure 3.5c, dashed lines).
3.3.3 Effect of attenuation on the power spectral density
So far we have only considered the effects of the morphology on the steady-state so-
lutions. In the method for estimating the synaptic input effects at the soma from the
previous chapter I have used power spectral density as one of the constraining factors.
In order to see how the morphology effects the power spectral density I studied the
cable system of length l with one type of synaptic input at the location x = sl on the
cable, where s ∈ [0,1]. I expressed the power spectral density in the same way as for
the point model but changed the membrane filtering factor (complex impedance) Z(ω)
(Eq. 2.12) with the one I derived from the cable equation (3.1). The derivation follows
the same process as the derivation of the input resistance for a finite-length cable with
point synapses in the steady-state case where the differential equation we are solving







where ω is the input frequency and τ = rmcm is the characteristic time constant of the
cable. The above equation follows from applying a Fourier transfer in the time domain
on the original cable equation.

















Figure 3.6 shows the comparison between the analytically derived values of the
power spectral density (the dashed lines) and the power spectral density of the simu-
lated membrane voltage on the cable of length L = 2 with the excitatory synaptic input
(VE = 0mV , τE = 2.5ms) at various locations sl (solid lines, each color representing
a specific location) simulated for 200 seconds. The timings of the inputs were drawn
from a Poisson process. Beside a good match between the analytical solutions and
the simulation results we see how the power spectral density is reduced for the in-
puts further away from the soma. This effect is much more pronounced for the higher
frequencies (note that the y axis is logarithmic).
3.3.4 Attenuation effects on the full morphology
Attenuation effects for different types of morphologies
I studied the effects of the attenuation on the cases of real morphologies of neurons.
Specifically I looked at the morphologies of three different neuron types - the Stellate
cell, the Bitufted Cell and the Layer 5 Pyramidal cell. The cells were selected as their
characteristic morphologies are fairly distinct (see figure 3.7). The stellate cell is small
with a bushy dendritic arbor while the Bitufted cell is of similar size but with specific
two-sided dendritic arbor. The Layer 5 pyramidal cell is bigger than the previous two
with several dendritic branches around the soma (basal dendrites) and a fairly barren
dendritic trunk extending to a secondary dense dendritic part (apical dendrites) further
away from the soma.
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Figure 3.6: The effects of morphology on the power spectral density Power spec-
tral densities of the membrane voltage for the cable with a synaptic input at different
locations. The dashed lines represent the results of the analytical calculations and the
solid lines represent the results from the simulations (the timings of the inputs were
drawn from a Poisson process). The power spectral densities are reduced due to the
attenuation effects of the morphology.
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To investigate the effects of the attenuation I considered the case where the neurons
are subjected to presynaptic activity from one type of synaptic input (excitatory) from
(N=5000) synapses with the locations of the synapses chosen in four different config-
urations. In first configuration (soma) all the synapse are at the soma; In the second
configuration (proximal) the synapses are located closer to the soma than one half of
the maximum distance from soma; In the third configuration (uniform) the synapses
are uniformly distributed along the dendritic tree; Fourth configuration (distal) is the
one where all the synapses are located further than one half of the maximum distance
from the soma. In the proximal, uniform and distal cases the actual locations of the
synapses are distributed so that the probability that the synapse is located on a certain
section of the dendrite is proportional to its length. The distribution of the synapses for
all those cases (except the soma case) and all three cells are shown in figure 3.7. Due to
the complexity of the problem I addressed the questions using numerical simulations
as specified in the methods section (3.2.3.2).
Figure 3.8 shows the results of the simulations for all three cell morphologies (each
morphology type in its own column) and all four synapse distributions (x axis). The
top three plots show the ratio between the measured membrane input conductance
change at the soma after the synaptic inputs of various strengths have been presented
to the cell and the actual input conductance presented locally at the synapses. The
input was changed by varying the input frequency of N=5000 synapses with a common
strength and frequency (input times are drawn from the Poisson distribution) and was
normalized to the input conductance at the soma when the input is not present for
all three cell morphologies. I performed 10 simulations for each case and plotted the
mean values (dots) along with error bars of 2 times the standard deviation. First we
can see how the attenuation in the two smaller cell types (Stellate and Bitufted) have a
considerably smaller level of conductance attenuation than the L5 Pyramidal cell. The
attenuation is of course biggest for the synapse distribution where all the synapses are
located away from the soma (distal) for all the cells. Also as expected from the results
of the single synapse on the cable (see figure 3.3 b), the bigger the input conductance,
the bigger the attenuation.
The bottom three plots show the the calculated α factor (Eq. 3.18). As we can see
for the smaller cell types the calculated factor is always close to 1, which means the
input to the soma is really mostly conductance based. For the L5 pyramidal cell this
is not necessarily the case, as specially for the distant synapses with a strong level of
input, the alpha factor drops to around 0.5, making those synaptic inputs a mixture of
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Figure 3.7: Morphologies and synapse distributions: (top) The morphologies of
three types of cells examined. (bottom) The three distribution of synapses used in the
simulations as a function of the distance from the soma (distal, uniform and proximal
case). See the simulation methods section for the detailed explanation on how the
synapses locations were chosen. Besides those three cases I also examined the case
where all the synapses are located at the soma.
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current and conductance based synapses. This means that the synaptic input delivered
to the apical tuft of the pyramidal cells would increase the membrane voltage at the
soma while at the same time not proportionally increasing the cell input conductance
at the soma.
As I have shown before we can expect this to influence the synaptic input estima-
tions based on the measurements obtained from the soma.
Stellate Bitufted L5 pyramidal
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Figure 3.8: The effect of morphology on the estimation of the conductance: (top)
The ratio between the measured membrane input conductance change at the soma for
all three cell morphologies after the synaptic inputs of various strengths have been pre-
sented to the cell (for four different synapse distributions). The underestimation of the
input conductance is expectedly bigger for the cases with the larger average distances
of the inputs from the soma. It is also larger for stronger inputs. The effect is most
obvious for the Layer 5 pyramidal cell. (bottom) Same as top, but for the calculations of
the factor α. Here we see the factor only significantly changes in the Layer 5 pyramidal
cell.
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The excitatory and inhibitory misestimations for the case of a L5 pyramidal cell
Estimations of global excitatory and inhibitory input conductances based on the mea-
surements from the soma are often reported in experimental studies (e.g. [24, 23, 27]).
To determine how much those estimations can underestimate the actual synaptic input
to the whole neuron in the case of the Layer 5 pyramidal cell, I performed a set of sim-
ulations including excitatory (NE = 5000) and inhibitory (NI = 1000) synapses. Again
all the synapses of their respective type have the same properties as described in the
methods section (3.2). The input strengths were scaled so that the time averaged total
excitatory conductance was the same as the total inhibitory one.
As I have shown before (equations 3.19 and 3.20, figure 3.3), the effects on the
soma will be dependent on the location of the synapses. First I looked at the case
where the synapses of both types are distributed uniformly (same synapse probability
per the unit of dendrite section length). The results for the varying strength of the
synaptic conductance are presented in the top plots of figure 3.9. The simulation for
each case was repeated 10 times with the synaptic locations and the exact times of
presynaptic action potentials being randomly selected for every simulation. The plots
show the mean value along with the confidence interval of one standard deviation.
On the left plot we can see both conductances are underestimated. The excitatory
conductance is estimated to be between 0.45 and 0.7 times of the true value while the
inhibitory conductance is estimated to be between 0.55 and 0.35 times the real value,
depending on the actual strength of the inputs, where the stronger the input, the more
it is underestimated (figure 3.5). As expected from the results from the cable example
with the excitatory and inhibitory synaptic input (section 3.3.2) the ratio between the
estimated excitation and inhibition is above the real value for all cases.
Lastly I studied the more realistic synapse distribution [5]. While the excitatory
synapses are still distributed uniformly, the inhibitory synapses are distributed prox-
imally (all synapses closer to the soma than the one half of the maximum distance).
The results are presented in the bottom part of the figure 3.9. This does not change
the excitatory input estimation much, but the inhibitory conductance is now less un-
derestimated (between 0.7 and 0.5 of the real value), leading to the ratio between the
excitation and inhibition now switching in the favor of the inhibition for the strong
inputs.
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Both excitation and inhibition synapses uniformly distributed
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Figure 3.9: Misestimations of the input conductances on the Layer 5 Pyramidal
cells: (top) The relative estimations of the excitation (blue) and the inhibition (red) for
the simulations on L5 pyramidal cell morphology where the locations of the excitatory
synapses (NE = 5000) and the inhibitory synapses (NI = 1000) are distributed uni-
formly across the dendritic tree. I vary the input conductance by changing the frequen-
cies of the synaptic input events in a way that the average excitatory input conductance
(GE ) is always same as the inhibitory input conductance (GI). The left plot shows the
relative estimations of excitation and inhibition as a function of the total synaptic con-
ductance (GS = GE +GI). If there was no bias due to the morphology, then we would
expect all the values to be 1 (the dashed black line). The right plot shows the ratio
between the estimated excitation and estimated inhibition. (bottom) Same as on the
top but for a more realistic distribution of synapses where the excitatory synapses are
again distributed uniformly while the inhibitory synapses are distributed proximally (see
figure 3.7, bottom right).
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3.4 Discussion
The fact that the synaptic inputs to the neuron are spatially separated from the soma
leads to the modification of their effects as they are propagated along the dendritic
tree to the soma. Both the membrane voltage change as well as the effect of the input
conductance change are reduced. Those changes are important to synaptic input inte-
gration in neurons and also affect estimation of inputs based on intracellular recordings
at the soma.
To examine this effect I first studied the simplified model of a homogeneous cable.
This is a common reduction making it possible to treat the problem analytically and has
been shown to be effective in capturing the electrotonic properties of passive neurons
in the presence of synaptic background activity [7, 66]. I derived the expressions for
the steady-state solution of the cable equation for two cases:
1. Single synaptic input at an arbitrary location on the cable;
2. A cable of length l with homogeneously distributed synapses.
As expected both the voltage and the conductance changes are attenuated in both cases
and the attenuation increases with the input distance from the soma (1) or the total
length of the cable (2). Interestingly the attenuation of the voltage change is weaker
than the attenuation of the input conductance (only applicable for case 1). This dif-
ference is even more pronounced as we increase the input conductance, as the relative
attenuation of voltage change is reduced while the conductance attenuation increases.
The effects of the morphology on the modifications of the steady-state values of
membrane voltage and input conductance can be represented by the modified point
models. One way to do so is to represent the synaptic input with the modified reversal
potential. The absolute value of the new synaptic reversal potential relative to the leak
reversal potential will always be higher than the value of the real synaptic reversal po-
tential (Eq. 3.24). This is explained by the fact that the input conductance is attenuated
more strongly than the membrane voltage change. The same amount of input conduc-
tance change is thus associated with a higher change of the membrane voltage as the
synapse is further away from the soma. For case 1 the reversal potential only depends
on the location of the synapse on the cable and not on the actual size of the input. As
expected the modified reversal potential is equal to the real reversal potential when the
synapse is located at the soma (lims→0 of equation 3.24).
Given that conductance change is more attenuated than the membrane voltage
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change we can also present the synaptic input as a combination of a pure conductive
input with the real synaptic reversal potential and the current based input (directly
injected current only changing the membrane voltage but not the membrane input
conductance) where a factor α̃ represents the proportion of the conductive current.
This split was initially proposed by Vogels et al. (COBA Vs. CUBA - COnductance
Vs. CUrrent based synapses)[67, 59], where he demonstrates the importance of how
synapses modified in this way influence the activity of the network of neurons. The
further the synapse is from the soma (case 1) or the longer the cable with homogenous
synapse distribution is (case 2), the smaller α is - the synapse becomes more current
based. Interestingly in case 1, but not in case 2, α̃ does not depend on the synapse
reversal potential or on the synapse strength but only on the location of the synapse on
the cable.
The point model representation of the morphology effects helps to form a better
intuition of what are the effects at the soma and provides the basis for the more real-
istic neuron model simplification which can be then further used in the studies of the
dynamics of single neurons [4, 68, 6] and neural networks [69, 70, 59, 71].
The attenuation not only affects steady-state values of the membrane voltage but
also temporal aspects of the input integration. Observing the change of the power
spectral density due to the attenuation we can see the change is more complex than the
simple frequency independent reduction we would expect if the effect of the morphol-
ogy were a simple time-independent reduction of the amplitudes of the post synaptic
potentials. The higher frequencies are attenuated more strongly than the lower fre-
quency.
Using numerical simulations I evaluated the steady-state effect of the morphology
on the input integration for three different types of cell morphologies. While the effects
for the smaller cell types (Stellar and Bitufted) were fairly small (α̃ > 0.8), the effects
in the bigger cells such as L5 pyramidal cell were more pronounced, specifically for the
more distal inputs (α̃≈ 0.5). The inputs in the apical tuft of the layer 5 pyramidal cells
are seen from the soma as a mix of conductance and current based inputs. This will
affect the integration properties of the cell and needs to be considered in the theories
of the cortical input processing specifically since we know that the input from other
cortical regions is primarily located on the dendritic tuft of those cells.
We could notice how the attenuation leads to the misestimation of the input con-
ductances when estimating the input by measuring the membrane voltage and input
conductance differences at the soma. Not only does the attenuation cause an underes-
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timation of the excitatory and inhibitory conductances but it can also lead to misesti-
mation of the ratio between the excitatory and inhibitory conductance. I first studied
this in the case of a cable with an inhibitory and excitatory synapse located at the
same point on the cable, for which I derived an analytical expression. We saw how the
naive input estimation could even lead to negative estimations of input excitation or
inhibition in extreme cases.
Finally I assessed the estimation error for the case of a real morphology (Layer 5
pyramidal cell) using numerical simulations. When the actual synaptic input conduc-
tances were of the same strength for both types of inputs, each was estimated to be
about one half of the real value with the excitatory conductance being less underesti-
mated. The relative underestimation is bigger the stronger the input. When I looked
at the case with the synapse distributions more like what is observed in the brain, I
found a similar effect. The difference here was that the ratio between the estimated
conductances now favored the inhibition. In the Chapter 5 the specific implications of
this findings to the estimation results of the previous chapter are discussed.
The results of this chapter are relevant both for the experimental as well as the
modeling community. As Vogels showed, the mixture of the conductance and current
based synapses defines the behavior of the neural networks and the right mixture of
conductance and current based input should be used when devising simplified models
[59]. Given the information on the preferential location of the inputs on the dendritic
tree my results give a way to adjust those mixtures, where the ratio between the current
and conductive part could be different for the same postsynaptic neuron for the inputs
coming from different locations.
For the experimental community the results here give a better idea of how the
inputs to the neurons are underestimated given the intracellular recordings from the
soma and application of the standard estimation techniques [23, 24, 30]. Additionally
the results show how the excitation and inhibition are underestimated differently so
that their ratio can be misestimated. I discuss the implications of this study on the
experimental estimations from the previous chapter in the final chapter of the thesis
(chapter 5).
Experimentally estimated differences of global input excitation or inhibition can
not only result from the actual changes in the global amount of excitation or inhibition,
but also from the change of the location of those inputs on the dendritic tree. This
shows the importance of the synapse location which is a topic of the next chapter.
Chapter 4
Input location estimation from EPSP
shape measurements1
4.1 Introduction
Determining the connectivity between the neurons is widely believed to be a crucial
ingredient in understanding the workings of the brain. As I have shown in the previous
chapter the location of the synapse on the dendritic tree plays an important role in the
way the synaptic inputs are integrated. It is thus not only important which neurons
are connected to each other, but also where specifically on the dendritic tree of the
post-synaptic neuron the synapses forming those connections are located.
Voltage-dependent synaptic receptor channels (e.g. NMDAs [20]) make this even
more important. These are channels which open in the presence of neurotransmitters
only if the membrane voltage is high enough. This can lead to non-linear responses in
the input, and several proposals for more complex input integration mechanisms based
on those non-linearities have been proposed [17, 72], suggesting the neuron can be
a more complex information processing unit than a simple non-linear integrator. For
example, each dendritic branch of a neuron could be doing a specific type of compu-
tation [9, 73]. Specifically, Larkum et al. [17] suggest a two-stage input integration in
Layer 5 pyramidal neurons, where in the apical tuft of the cell inputs are first integrated
and can cause a calcium spike at the calcium initiation zone, which is then integrated
together with the excitatory inputs at the soma or basal dendrites in the second step.
Experimentally determining the exact synaptic locations is a challenging task. One
1All the experiments described in this chapter were performed by Mihael Zohar from Freiburg Uni-
versity.
65
Chapter 4. Input location estimation from EPSP shape measurements 66
Figure 4.1: EPSP attenuation in a cell: A morphology of the Layer 5 pyramidal cell [57]
from a somatosensory cortex with intracellular recordings at two locations (gray trian-
gle). The membrane voltage is simultaneously measured at the soma and at the main
apical bifurcation to detect the membrane deflection caused by a synaptic input (EPSP
- excitatory post-synaptic potential). As the EPSPs are attenuated as they propagate
along the dendritic tree, the recordings at the two locations are different (blue and green
traces). Based on those differences we aim to determine whether the synapse causing
the EPSP is located in the region close to soma (blue shade - closer-to-soma) or in the
region closer to the main apical bifurcation (green shade, closer-to-bifurcation).
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method of doing it is by recording from the presynaptic and postsynaptic neuron, filling
them with a dye and then determining the connectivity by examining morphological
reconstructions after fixating the tissue [74, 75]. As the probability of the connectivity
between two random cells can be very low, this method requires patching from many
cell pairs to find a connected pair. Combining this with a time-consuming manual
morphological reconstruction makes this method less appealing (but not impossible,
see [76, 77]). Another possibility is to employ volume electron microscopy techniques
to image slices of the neural tissue with high spatial resolution and then reconstruct the
full axons, dendrites and synapses within the imaged volume [78, 79, 80]. While this
gives a full connectivity profile within the volume, the volume reconstruction technique
is very difficult and time consuming and has thus mostly only been applied to small
volumes of tissue.
In this chapter I describe an alternative attempt to determine the location of the
synapse on the dendritic tree of layer 5 pyramidal cell using the excitatory postsynaptic
potential (EPSP) shapes, measured from two different locations on the neuron – soma
and the main apical bifurcation (see figure 4.1). EPSPs change their shape as they
propagate along the dendritic tree due to filtering so the difference of the shapes at the
two locations is informative of the location of the synapse.
The change of EPSP shape is presented on a simplified three compartment model
in figure 4.2. We introduce a conductive change mimicking the synaptic input at one
compartment (either soma or tuft) and measure the membrane voltage deflection at
both compartments. As the EPSPs propagate along the dendritic tree their size is de-
creasing (it attenuates). This attenuation is typically not symmetric as we can see in
the bottom part of the figure 4.2 where EPSP propagation is simulated on a simpli-
fied morphology. The size of the compartment will determine the input resistance so
that the same input conductance will cause a bigger or smaller EPSP resulting in an
apparent smaller or bigger attenuation in one or the other direction.
The method of comparing the EPSPs from two locations typically does not allow
to exactly localize the synapse but rather to determine the region in which the synapse
is located. In this chapter I construct and evaluate the performance of an automatic
classifier which classifies the synaptic location either as belonging to a region closer-
to-soma (blue background in figure 4.1) or to the region closer-to-bifurcation (green
background in figure 4.1). I build the classifier based on the recorded EPSP pairs which
were labeled as either closer-to-soma or closer-to-bifurcation by the experimenter us-
ing his domain specific expert knowledge. Finally, I construct another classifier using
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Figure 4.2: Asymmetric attenuation: Simplified morphology with three compartments
(soma, apical trunk and apical tuft) shows how the measured attenuation can be asym-
metric.
(top) In the case of symmetric morphology (somatic compartment is the same size as
the apical tuft compartment) the size of EPSP caused by the injection of excitatory
conductance at the soma measured at the tuft is the same as the size of the EPSP
originating from the tuft and measured at the soma.
(bottom) Same as above but with altered morphology. The radius of somatic compart-
ment is increased 2-fold while the radius of tuft compartment is reduced 2-fold. Given
the same size of input conductances this change leads to a smaller EPSP measured
at the soma when the input is located at the soma and the bigger EPSP measured at
the tuft when the input is located at the tuft (due to changed input resistances). The
apparent attenuation of the EPSP is then asymmetric.
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a collection of simulated EPSP pairs on a general model of a layer 5 cell and compare
the classification results with the classification of the expert.
4.2 Methods
4.2.1 Experimental setup
All experiments were performed by Mihael Zohar. The experimental data comes from
in vitro whole-cell patch-clamp recordings combined with presynaptic dynamic photo
stimulation [81] (Figure 4.3) in parasagital slices of the somatosensory cortex of young
adult rats (P-18 - P-36). The slices in the setup are bathed in caged glutamate solution.
The focused UV laser light beam cleaves the caging group off the glutamate and thus
frees it. The freed glutamate can then bind to the nearby neurons and drive them above
threshold to fire an action potential.
A chosen layer 5 pyramidal cell is patch-clamped at the soma and the apical trunk
(the postsynaptic cell). Targeted laser stimulation is then used to excite the tissue
around the patched postsynaptic cell. Membrane voltage response of the postsynaptic
cell is recorded at the soma and at the main bifurcation simultaneously. The aim of
stimulations is to excite presynaptic excitatory cells while avoiding direct stimulation
of the patched postsynaptic neuron (either a synapse or the neurites). The recorded
voltage responses in those cases are excitatory synaptic potentials (EPSPs). They al-
low us to study the relation between the synaptic properties and the location of the
presynaptic neuron which can be in any of the cortical layers. A response to the di-
rect stimulation would be uninformative as it would be shaped by the dynamics of the
glutamate uncaging (instead of the glutamate release from a presynaptic neuron) and
could be at least partially evoked by the opening of extrasynaptic receptors (which
could differ from the synaptic receptors).
Stimulation locations where a presynaptic neuron would be excited are chosen to
cover the area around the postsynaptic neuron avoiding the stimulation locations where
the postsynaptic neuron would be directly stimulated (scanning of the slice). The setup
allows fast switching between the focus location of the beam (up to 300 locations per
second) which allows 2-5 recordings at the same stimulation location before the quality
of the recording setup decreases. More details about the method including control
experiments are described in [81, 82, 83].
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Figure 4.3: A: schematic diagram of the setup for dynamic photo stimulation. A con-
ventional fixed-stage upright microscope is equipped with an in vitro recording chamber
that has a UV-light permissive quartz-glass bottom, through which the laser beam for
photolytic release of the caged compound is projected onto the tissue. Beam deflection
is achieved through 2 scanning mirrors (inset). A 3rd mirror is used to redirect the laser
beam into the recording chamber and replaces the condenser required for high mag-
nification IR video microscopy to establish the single-cell recording. During dynamic
photo stimulation, the slice can be observed through a long distance, low magnification
objective (2.5). Light pulse duration is controlled by means of a programmable shutter.
The membrane voltage is recorded at two locations - at the soma and the main apical
bifurcation (not shown). B: time-course of mirror and shutter movements. A feedback
control signal provided by each of the galvanic scanner elements allows a precise on-
line monitoring of the actual target position X (red) and Y (green) and of the open and
close times of the shutter (blue). Gray curves represent the respective command signals
issued by the control computer. Numbers refer to different stimulated target positions
during 4 completed duty cycles, as symbolized in the low magnification sketch in the
top right corner of A. Figure taken from [81] and does not exactly represent our experi-
ment where instead of the extracellular pipette shown in the figure another patch-clamp
pipette is used.
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Figure 4.4: EPSP pairs obtained from the recordings: Examples of the averaged
membrane voltage response at the soma (blue) and at the main apical bifurcation (red)
to stimuli at 6 different locations around the recorded post-synaptic neuron. All 6 re-
sponses were identified as synaptic responses by the experimenter with the top three
labeled as the responses belonging to a synapse located in closer-to-soma region and
the bottom three to a synapse located in closer-to-bifurcation region. Note that the y
scale is different for each case so the responses exhibit a variety not only in shapes but
also in sizes.
4.2.2 Data processing and manual classification
Voltage traces recorded at location of the soma and main bifurcation of the apical
dendrite (see figure 4.1) following a photo stimulation at a certain stimulus location
are low-pass filtered with a cut-off frequency of 500Hz. Each individual stimula-
tion location response trace is recorded 3 times and then averaged to obtain the pair
(soma/bifurcation) corresponding to a specific presynaptic location. Example response
pairs are shown in Figure 4.4.
For the dataset used to develop an automated classification method the recorded
response trace pairs were manually labeled by the experimenter as either:
• unconnected - the stimulation produced no response in the recorded neuron.
• direct stimulation - the photo stimulation has hit the postsynaptic neuron di-
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rectly so the response is not a synaptic EPSP.
• closer-to-soma synapse - the photo stimulation has elicited an action potential
in a presynaptic neuron which forms a synapse with the recorded neuron at the
location likely closer2 to the soma than the main bifurcation on the apical den-
drite. This includes the soma, basal dendrites and part of the apical trunk.
• closer-to-bifurcation synapse - the photo stimulation has elicited an action po-
tential in a presynaptic neuron which forms a synapse with the recorded neuron
at the location likely closer2 to the main bifurcation on the apical dendrite than
the soma. This includes the apical tuft and part of the apical trunk.
Labeling is done based on the experimentalist’s domain knowledge assessing the EPSP
features such as the relative EPSP onsets, rise times, peaks. In particular, we have no
ground truth about the actual synaptic location in this experiment.
4.2.3 Classification using linear support vector machines
Linear support vector machines are designed to find the optimal separating hyperplane
between the two classes of multidimensional vectors of dimension m.
Given a set of n instance-label pairs (xi,yi), xi ∈ Rm; i = 1,2, . . . ,n; yi ∈ {−1,1} it
aims to find weights and bias (w ∈ Rm, w0 ∈ R respectively) such that
wT xi +w0 ≥ 1 if yi = 1, (4.1)
wT xi +w0 ≤−1 if yi =−1, (4.2)
which can be rewritten as
yi(wT xi +w0)≥ 1. (4.3)
It tries to find a hyperplane that separates the two classes in a way that maximizes the
margin between the hyperplane and the instances closest to the hyperplane. In this way
it is defined only by the subset of instances closest to the hyperplane.
In the case when there exists no linear separation (it is impossible to find a hyper-
plane exactly separating the instances of both classes), the problem is redefined to an
2Here the word closer corresponds to the electrotonic distance rather than to the actual geometric
distance.
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optimization problem that minimizes the separation error. This is achieved by solving













where the second term is the error term and C is the error coefficient (C > 0) and ξ is
the loss function. While different loss functions can be defined in this chapter I used
the square loss function ξi(w,w0,xi,yi) =
(
max(1− yi(wT xi +w0),0)
)2.
In situations when the training set used in the optimization is unbalanced – the
number of instances belonging to one class is bigger than the other – we can introduce
the class-based weights (cyi > 0) to the error term to balance the contribution of each













In the testing phase, we predict an instance xi as belonging to class y = 1 if wT xi+
w0 ≥ 0, and to the class y = −1 otherwise. Although it is possible to use the same
set of instances for training the classifier (solving the optimization) as for evaluating it
(doing the prediction), it is better to split the two to test the true quality of the classifier
as we are interested in how good it is in predicting the unseen instances.
In this chapter I used the C implementation of the method from the LIBLINEAR
library [84] as a part of the Scikit-learn package [85], using the square loss function,
C = 0.1 and cy in a way that cy ∝ 1ny where ny is the number of training instances for
each class y (balanced error).
4.2.4 Cross-correlation




f̂bi f (t)ĝsoma(t + τ)dt (4.6)
is used, where cc is the cross correlation and f̂bi f and ĝsoma are normalized traces
recorded at the bifurcation and the soma respectively. The normalization is a z-score
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Figure 4.5: Cross correlation example:
(left) An example pair of recordings. The trace measured at the main apical bifurcation
(red solid line) and the trace measured at the soma (blue solid line) are normalized.
To calculate the cross-correlation we introduce a time lag (τ) to the somatic trace and
integrate the product of the two traces in the time range of [20ms - 105ms] (gray area).
(right) The cross correlation as a function of the time lag τ. The red dot shows the
maximum of the cross correlation function (at τ = τm). Time lag corresponding to the
maximum of the cross correlation (τm) is the indication of whether the synaptic location
was in a closer-to-soma or a closer-to-bifurcation region. We would expect the closer-
to-bifurcation location to have lesser τm than the closer-to-soma one, with a certain
value separating them.
( f̂bi f (t) = ( fbi f (t)−〈 fbi f (t)〉)/std( fbi f (t)), where 〈.〉 is the average and std(.) is the
standard deviation over the 125 ms of the trace).
More specifically we are interested in the τm - a time lag of the somatic trace at
which the cross correlation reaches the maximum value (τm = argmax(cc(τ)). As I
expect to see the maximum close to τ = 0, I constrain the calculation to the limit
within ±20 ms. I truncate the bifurcation trace for 20 ms on both sides, let the lag of
the somatic trace (τ) run in the range of [-20ms, 20ms] and integrate the product of the
traces in the truncated interval (See figure 4.5).
The truncation ensures that both traces are defined in the full integration interval.
Alternatively I could avoid truncation of the bifurcation trace and integrate over the full
length of the trace by substituting the undefined time-points on the somatic trace by
zeros (zero-padding). This would however introduce a bias towards τm = 0ms where
the zero padding is not needed.
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4.3 Results
In this study, we looked at the relation between the location of the presynaptic neuron
and the location of the synapse on the patched postsynaptic neuron. The location of
the synapse is not known directly from the experiment but must be estimated based
on the membrane voltage responses at the two recording locations (at the soma and at
the main bifurcation). Our goal was to construct an automatic classifier which would
be able to determine whether the location of the synapses is in the region closer to the
soma or the region closer to the apical tuft of the patched layer 5 neuron.
4.3.1 Problem definition
Due to the attenuation during the propagation of the EPSPs along the dendrites, the
measured shape of a specific EPSP is different in different locations. Given recordings
at two locations, one at the soma and the other at the main bifurcation of the apical
dendrite, we tried to infer the general location of the synapse. To characterize the
shapes I defined a set of features which are automatically extracted from each EPSP
trace. The set includes the size and timing of the peak, the onset and offset times of the
EPSP, the rise time and the slope and area under the EPSP curve (the detailed definition
of the features is listed in section 4.3.2).
The EPSPs caused by different synapses are expected to have different shapes due
to the attenuation (e.g. see figure 4.2). Due to this we can expect that a difference in the
EPSP shapes recorded at two different locations would give an informative measure as
to the location of the synapse. If we knew that the synaptic inputs at different locations
on the neuron are distinguishable (e.g. that the synaptic inputs at the soma would have
a characteristic temporal features), we could use it to infer the locations. However, to
our knowledge there is no such distinguishable characteristic so we have to rely on the
difference in EPSP shape measured at different locations.
However, it is unrealistic to expect to be able to determine the exact synaptic loca-
tion by the difference in the shapes due to the fact that the dendritic trees are branched.
This for example means that even in theory we are not able to distinguish between
the synapse located on two different branches of the apical tree which have the same
attenuation profile on the path to the main bifurcation (and same for the branches of
basal dendrites). We can however expect to be able to detect the difference between
the synapses at the apical tuft and the synapses at the basal dendrites. Our realistic task
is then to construct a way of classifying the synaptic contacts indirectly detected by the
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experimental setup into either the closer-to-soma (located at the basal dendrites, soma
or on the apical trunk close to the soma) or closer-to-bifurcation synapses (located at
the apical tuft or apical trunk close to the main bifurcation).
4.3.2 Feature extraction
An excitatory postsynaptic potential (EPSP) has a characteristic shape. Starting from
the baseline voltage the membrane potential initially increases rapidly until it reaches
peak membrane voltage. After that the voltage slowly returns back to the baseline
value. The exact shape of the measured EPSP depends on the synapse properties (neu-
rotransmitter release and diffusion properties, receptor density and dynamics), on the
input impedance properties of a postsynaptic neuron at the location of the synapse
and on the filtering by the propagation of the EPSP from the initiation location to the
recording location. The difference between the shape of the EPSP initiated by the
same presynaptic action potential measured at the two different locations can thus be
attributed only to the change caused by the propagation along the dendrites. We can
thus use the difference in the EPSP shapes to infer the approximate location of the
synapse.
One way of describing the shape of the measured EPSP is to define a set of fea-
tures describing it and extract those features for each recording. I define the following
features depicted in Figure 4.6:
• The EPSP peak voltage: The maximum value of the recorded membrane poten-
tial in the period of 30 ms after the stimulus onset relative to the mean voltage in
25 ms before the stimulus onset. Peak voltage must be significantly higher than
noise fluctuations in the recording to be considered as a good EPSP (bigger than
3 times the value of the standard deviation of the membrane voltage in the 25
ms before the stimulus onset). Note that this condition will remove the smaller
EPSPs, specially in the recordings which are particularly noisy.
• The EPSP peak time: Time of the EPSP peak (relative to the photo stimulation
onset).
• The EPSP onset time: Time at which the membrane voltage reaches 20% of the
peak value (relative to the photo stimulation onset).
• The EPSP offset time: Time at which the voltage returns to 20% of the peak
value after reaching the peak (relative to the photo stimulation onset).
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Figure 4.6: EPSP features: Two stimulation response measurements where the re-
sponses were either labeled as closer-to-soma (left) or as closer-to-bifurcation (right).
For each pair the blue trace is the average of membrane potentials recorded at the
soma and the red trace is the average of membrane potentials recorded at the main bi-
furcation at the beginning of the apical dendritic tuft (see figure 4.1). The dots represent
automatically extracted onset, peak and offset times. The lines represent the estimated
EPSP rise slope and the shades under the traces define the EPSP area feature.
• The EPSP rise time: The time between the EPSP onset time and the moment
the membrane potential reaches 80% of the EPSP peak voltage value.
• The EPSP rise slope: A linear approximation of the EPSP rise slope in the time
interval between the time 20% and the time 80% of the peak voltage was reached
(rise time); It is calculated as 60% of the EPSP peak voltage divided by the rise
time.
• The EPSP area: Area under the EPSP in the time between the EPSP onset and
EPSP offset calculated as a numerical integral of the EPSP potential between the
onset and offset time.
The process of feature extraction on the experimental dataset was automated. EPSP
pairs were excluded from the further analysis if for the EPSP at either location:
• the peak was too small (below 3 times the value of the standard deviation of
membrane voltage in 25 ms before the stimulus onset).
• it was not possible to estimate the offset time (the voltage does not drop under
the 20% of the peak value in 100ms after the stimulation).
• it was not possible to estimate the rise slope as the estimated rise time was 0 (the
voltage value of the first data point after the stimulus onset was over 80% of the
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peak value).
4.3.3 EPSP features in surrogate data
In order to understand how EPSP features could be distributed I performed simulations
on a detailed morphological model of a layer 5 somatosensory cell of a rat. I chose 300
random locations on the dendritic tree and stimulated the neuron with a conductance-
based excitatory input.
As in the previous chapter the simulations were performed using the NEURON
simulation environment [60] with the default Backward Euler integration method.
Specifically I used a neuron model of a Layer 5 pyramidal cell from the somatosensory
cortex of a rat [57] including the passive membrane properties only (described in more
detail in the chapter 3), since all the simulations stay in the voltage regime under the
firing threshold where most of the voltage-dependent channels (active channels) are
closed.
A simulator is solving the cable equation on the morphology of the cell depicted in
Figure 4.1. 300 different locations on the neuron were selected and used to stimulate
the neuron (one synaptic input at the time) by injecting a conductance-based input in a
shape of an double exponential function with time constants τ1 = 0.2 ms τ2 = 1.7 ms
[42]. I varied the amplitudes of the stimulations to produce the EPSPs of a size up to
6mV at the soma and up to 9 mV at the apical bifurcation.
Figure 4.7 shows the spreads of the differences of EPSP features between the traces
recorded at the soma and the traces recorded at the main apical bifurcation. Each point
corresponds to a specific pair of recordings (specific synaptic location) and is colored
according to the location of the synapse with respect to the soma or the main apical
bifurcation. If the synapse is closer to the soma than to the main apical bifurcation (in
closer-to-soma region), the corresponding point is blue, otherwise the point is green
(in closer-to-bifurcation region).
The distributions of EPSP feature differences between the closer-to-soma and closer-
to-bifurcation groups are fairly distinct for most of the features, which is promising for
using them as the features of the classification algorithm that we apply to the dataset
recorded from the experiment.
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Figure 4.7: EPSP feature differences in the simulated set: Scatter plots of the dif-
ferences in EPSP features between the EPSP recorded at the soma and the EPSP
recorded at the main apical bifurcation for a case of the simulated model. Each point
represents a simulated conductive input at a specific location on the dendritic tree. If the
location is closer to the soma than to the main bifurcation (in closer-to-soma region),
the point is blue, otherwise the point is green. The plots in the bottom row present
the kernel density estimation-based distributions for all the feature differences in both
groups.
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4.3.4 EPSP features in the labeled dataset
In order to construct and test the classification methods we used an example from a
single recording session where the EPSP pairs were labeled by the experimenter. Our
dataset includes 556 pairs of recordings averaged over 3 trials, each corresponding to
a different presynaptic stimulation location. 342 of those were labeled as unconnected
by the experimenter and 5 as direct stimulation – the stimulation location corresponds
directly to a location of one of the dendrites of the recorded neuron and the uncaged
glutamate directly opens the glutamate receptor channels (which could be synaptic or
extra-synaptic).
The remaining 209 pairs are thought to be the result of a true synaptic excitation,
where the presynaptic neuron fires an action potential as a result of a stimulation with
the uncaged glutamate. Those pairs were split in two groups based on the visual dif-
ferences between the response trace measured at the soma and the response trace mea-
sured at the main bifurcation at the beginning on the dendritic tuft. 193 of the response
pairs were labeled as closer-to-soma, suggesting the synapse is located closer to the
soma and 16 as closer-to-bifurcation, suggesting the synapse is located close to the
main bifurcation.
A further 11 closer-to-soma pairs were removed from the dataset as they did not
pass the criteria for the feature extraction (see feature extraction section in the methods
for details) leaving us with a dataset of 182 closer-to-soma and 16 closer-to-bifurcation
EPSP pairs.
Figure 4.8 shows the distribution of the EPSP feature differences in the labeled
dataset. Differences in the distribution for all the features are much less distinct be-
tween the two cases compared to the simulated data. Furthermore we can see some
distinct outliers, specifically for the onset time and rise slope features. Those are the
features most susceptible to noise in the recordings. As we will see later, specially for
the small EPSPs the signal to noise ratio can become very small.
4.3.5 Spontaneous apical EPSPs
Another source of information on the attenuation of EPSPs in the neuron can be ob-
tained from the spontaneous EPSPs measured during the experiments. Those are the
EPSPs which occur in the absence of any stimulation. They are either the result of
spontaneous activity present in the tissue or the result of spontaneous neurotransmitter
release from a single synaptic vesicle in the presynaptic neuron in the absence of an






































































































Figure 4.8: EPSP feature differences in the labeled dataset: Same as figure 4.7,
but this time presenting the results from the experimental dataset with labels (closer-to-
soma / closer-to-bifurcation) provided by the experimenter. We can also see how the
distributions of closer-to-soma and closer-to-bifurcation groups are very much overlap-
ping, especially compared to the simulated cases.
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action potential (which is unlikely due to the large EPSP peak sizes).
We used a dataset of spontaneous EPSP pairs, which had large EPSP peaks (>1mV)
recorded at the main bifurcation and would intuitively be classified as closer-to-bifurcation.
They were extracted from the recordings in the absence of the photo-stimulation. As
the onset of those EPSPs is not known in advance, an alternative criterion for detection
is required. A threshold of 1mV above the baseline voltage of the main apical bifurca-
tion trace was chosen. This arbitrary criterion will cause a bias towards large EPSPs
caused by the spontaneous presynaptic action potentials rather than spontaneous single
vesicle release (minis) or smaller EPSPs. It also offers no guarantee that the identified
EPSPs will indeed be originating from the closer-to-bifurcation location.
Spontaneous EPSPs are not extracted from the same recording sessions (different
cell, different animal) as the ones following stimulation in the labeled dataset.
Figure 4.9 shows the detected EPSPs from three subsequent recording sessions of
the same cell. We see that for practically all detected pairs, the EPSP recorded at the
main bifurcation has a higher peak than the one recorded at the soma, suggesting it is
indeed originating from the closer-to-bifurcation region, either from the apical tuft or
the apical trunk close to the main bifurcation. This is further justified by comparing the
relationship between the size of the EPSPs at the main bifurcation and the difference in
the peak values for EPSPs recorded at two locations (main bifurcation and soma). This
relationship is positive and nearly linear. If we compare this with the same analysis
performed on the simulated dataset (where we know the locations of the synapses)
we see the same positive near-linear relationship corresponds to the synaptic locations
located on apical tuft. It should be noted that any spontaneous EPSP originating from
the apical trunk or closer-to-soma region will cause an underestimation of the real ratio
(as defined in the case of simulated dataset).
We can also notice how the recording quality is decreased in the last recording set
(right) resulting in EPSP recordings of smaller sizes and a decreased ratio.
4.3.6 Classification based on the difference of individual parame-
ters
Since attenuation of the EPSPs as they propagate along the dendritic tree implies the
reduction of peak size, we expect to be able to discern between the closer-to-soma and
closer-to-bifurcation groups by looking at the difference of the peak potentials. For
example, if we look at the example of the two pairs of recordings in figure 4.6 we see
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Figure 4.9: Spontaneous apical EPSPs: (top) Spontaneous EPSP pairs detected by
applying 1mV threshold on the voltage trace recorded at the main apical bifurcation.
Each of the three plots represents the EPSPs from the same cell in 3 different record-
ing sessions (all within one hour). Visually all of the pairs seem to correspond to the
closer-to-bifurcation region. Recording quality in the last session (the top right plot) is
decreased judging by the baseline variability. The EPSP peaks are also decreased.
(middle) Scatter plot of the EPSP peak sizes at the bifurcation vs. the difference of the
EPSP peaks. Each point corresponds to a specific spontaneous EPSP. The gray lines
show the linear fit of the ratio between the peak sizes.
(bottom) Same as the middle but for the surrogate data presented in figure 4.7. The
three colors correspond to different regions on the neuron. Green points represent
synapses located on the apical tuft, yellow are synapses on the apical trunk and blue
are synapses on the basal dendrites or soma. The linear fit is performed on the data
points corresponding to the synapses located located on the apical tuft. Comparing the
recoded spontaneous EPSPs (middle) with the simulated ones (bottom) suggests that
the synaptic locations in the recorded case are indeed closer-to-bifurcation and could
be used for calibrating the model as they form a near-linear relationship.
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Figure 4.10: EPSP peak distributions: (top) Distributions of the EPSP peaks for
recordings from the surrogate simulated dataset (top-left), spontaneous EPSPs dataset
(top-middle) and the labeled recorded dataset (top-right) The dots represent individual
EPSPs (blue measured at the soma, red measured at the main bifurcation) while the
lines are the estimated probability densities using a gaussian kernel. (bottom) Dis-
tributions of the EPSP peak differences for the closer-to-soma (blue) and closer-to-
bifurcation (green) groups.
that for a closer-to-soma location, the peak of the EPSP measured at the soma is about
twice as large as the peak of the EPSP measured at the main apical bifurcation.
Unfortunately looking at the distribution of the EPSP peak differences (figure 4.10)
we can see that, while in the case of the simulated dataset, the peak differences indeed
separate the closer-to-bifurcation from the closer-to-soma synapse locations (although
not completely), the closer-to-bifurcation and closer-to-soma distributions of the dif-
ferences are strongly overlapping in the case of the labeled experimental dataset. A
simple classification where we classify all recordings with a bigger EPSP peak at the
main bifurcation than the soma as closer-to-bifurcation and the opposite as closer-to-
soma would have classified 9 out of 16 examples, for which the experimenter con-
cluded they are closer-to-bifurcation, as closer-to-soma.
As we could see in Figure 4.8 the situation is similar for other parameters. To
explore which of the features would be most suited to be used for the classification
I trained a linear support vector machine classifier (see the methods for the details)
based on each individual feature difference.
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The aim of the classifier is to find the hyperplane in the space of all the features
which best separates the two classes (closer-to-soma and closer-to-bifurcation). In the
case of a single feature this is a single value (threshold) for the feature. For example, for
the difference in peaks we would intuitively imagine zero to be the threshold value as it
separates cases where soma-measured EPSP peak is bigger than bifurcation measured
peak (presumably closer-to-soma class) from the opposite case (presumably closer-
to-bifurcation). If we vary the threshold for the classification, we can draw an ROC
(receiver/relative operating characteristic) curve which is created by plotting the true
positive rate (proportion of all correctly classified cases for a target class, also known as
sensitivity or recall) against the false positive rate (proportion of incorrectly classified
cases also known as 1 - specificity) corresponding to a specific threshold. Area under
the ROC curve is an indicator of the predictor’s quality. A predictor at chance level
would have the area of 0.5 while the perfect predictor will have the area of 1.
Once the "optimal" threshold (generally a hyperplane) is selected by the classifier,
we can construct a confusion matrix which shows the proportions of correctly and
incorrectly classified cases for both classes. Note that the optimal value will depend
on specific parameters of the classifier which are described in the methods section.
Figure 4.11 shows the performance of the classifier trained using a 2-fold cross-
validations on the experimental data set averaged over N=100 trials. In each trial we
randomly split the data set in two parts of equal size (with the same proportion of
samples from both classes) and use one for training and the other for testing purposes.
The top plot shows the ROC curves for the feature differences and in the bottom the
confusion matrices for all the 6 feature differences are shown.
We see that some of the feature differences seem better suited to predict the class
of the EPSP pair (e.g. ∆ rise slope or ∆ peak time) than the others (e.g. ∆ area or ∆
peak size). Even for the best performing feature differences the error rates are above
10% for both closer-to-soma and for closer-to-bifurcation locations (e.g. for ∆ peak
time about 20% of the closer-to-bifurcation pairs are predicted as closer-to-soma and
about 30% of the closer-to-soma are predicted as closer-to-bifurcation).
4.3.7 Adding a cross-correlation feature
One way to improve on the classification can be to look for new features, which would
be more informative than the EPSP feature differences. Looking at the performance
of the EPSP feature differences we could see that the time-based features (peak time,
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Figure 4.11: Classification based on individual feature differences: Top figure
shows the ROC analysis of the classifiers based on the individual feature differences.
For each feature the results from 100 classifiers trained on a random half of the dataset
and tested on the other half (2-fold cross-validation) are averaged. The bottom plots
are the averaged confusion matrices for those classifiers.
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onset time, rise slope) outperformed the size-based features (peak size, area).
Since most of the EPSP features we looked at so far depend on the single recording
point (e.g. peak time) and the recordings can be very noisy, we can try to look at
a measure which spans several recording points where we would hope the recording
noise would be averaged out.
To combine the idea of using the time-based information and the aggregate record-
ing information we introduce the cross-correlation (cc), more specifically the time lag
τm at which the cross-correlation between the EPSP measured at the soma and the
EPSP measured at the bifurcation is the greatest. This time lag can be loosely thought
of as a delay in the EPSP time course due to the propagation along the dendritic tree –
if the synapse is further away from soma than the main bifurcation, the EPSP measured
at the soma will be "late" as compared to the EPSP measured at the main bifurcation
(the time lag will be bigger, so τm will be positive).
This is no longer a feature of a single EPSP but rather the feature that combines
both EPSPs. The exact definition of the cross-correlation and the extraction process is
given in the methods section (4.2.4).
Figure 4.12 shows how the τm separates the closer-to-soma and closer-to-bifurcation
pairs in the simulations. Each point corresponds to an EPSP pair. The group of blue
points with the biggest τm belong to the synaptic locations at the basal dendrites and
the group of green points on the left to the synapses located at the apical tuft. The ones
in the middle are located at the trunk.
The same plot for the experimental dataset is shown in figure 4.13. We can again
see that there is no clear separation between two classes, although the difference seems
to be more pronounced than in the case of peak sizes. Brightness of the points corre-
sponds to the maximum magnitude of the cross correlation which is an indication of
the cross-correlation measure quality for the individual EPSP pair. The magnitude will
be small when the shapes of the EPSPs are significantly different in which case the
cross-correlation measure is less reliable. We can indeed see that for the more extreme
cases the magnitudes are smaller.
4.3.8 Using the combinations of features
Another way to improve the classification would be to look to the combinations of the
differences, trying to combine the informativeness of the feature differences.
In figure 4.14 I show the ROC curves and the confusion matrices for classifiers
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Figure 4.12: Cross-correlation analysis on the surrogate dataset (from simula-
tions): Time lags for different synaptic locations on x axis vs. the size of the peak for
the EPSP (at the main bifurcation for the closer-to-bifurcation and at the soma for the
closer-to-soma EPSPs) on y axis. Each dot represents a pair of the recorded EPSPs
from the simulated dataset. The blue dots correspond to the closer-to-soma input lo-
cations and the green ones to the closer-to-bifurcation locations. The magnitude of the
correlation at τ = τm (max. correlation) is always close to one (denoted by the opacity
of the dots). Time lag at which the correlation is maximum (τm) divides the two groups.
Notice that the divide is not exactly at the τm = 0.
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Figure 4.13: Cross-correlation analysis on the experimental labeled dataset: Same
as 4.12 but for the experimental dataset. The distinction between the two groups is
much less pronounced with a large amount of overlap. We can also see that for the
cases where a labeled closer-to-soma locations have extremely negative time lags τm,
the magnitudes of those cross-correlations are small, indicating a noisy measurement.
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using the combination of all the previously tested EPSP feature differences, the new
cross-correlation measure, and the combination of the two (either using all differences
or just the most informative difference - difference in peak times).
Looking at the area under ROC and comparing it to the results for individual feature
differences (figure 4.11) we can see a couple of things.
First, the cross-correlation measure indeed seems to outperform all of the individ-
ual feature differences. Second, the combination of individual feature differences is
only slightly outperforming the best individual feature difference (difference in peak
time). Lastly, we see that adding the cross-correlation measure to the combination of
all feature differences indeed improves the classification with the respect to the case
of using only the differences, but it performs worse than a classifier only using the
cross-correlation measure.
While this result might seem counter-intuitive as we might expect that using more
features will yield more information and thus better prediction, it follows from over-
fitting of the classifier in the case of many features (with a limited amount of training
data). In those cases the classifier performs very well on the training case, but it uses
information specific to the training case which does not generalize to the testing case
and thus performs worse when tested with the cases it has not been trained on.
Looking at the confusion matrices we can see that even with the improved classi-
fication using the cross-correlation measure we still have significant discrepancy with
respect to the manual label. Specifically about 20% of the closer-to-soma pairs are clas-
sified as closer-to-bifurcation, meaning that only about 1/4 of all the cases classified
as closer-to-bifurcation were indeed labeled closer-to-bifurcation by the experimenter
(due to the unbalanced distribution). Only adding one of the individual difference fea-
tures to the cross-correlation measure does not seem to make a big difference in one
way or the other.
4.3.9 Training using the simulated data set
We want to use the classifier for the recordings from an arbitrary cell and also arbitrary
animal. We know there is a big variety of cell shapes, even within a certain cell type
such as layer 5 pyramidal cell which we are using here. Can the classifier trained on
the results of the specific cell (the one we have the labeled dataset for) generalize to
other cells (and species)?
To investigate this I took a different approach. I used the simulated EPSP pairs to
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Figure 4.14: Classification based on the combinations of individual feature differ-
ences and the cross-correlation time lag: Same as figure (4.11), but this time the
classifiers are either trained on all the feature differences, on the cross-correlation time
lag (τm), the combination of the two or the difference in peak time and τm. We can see
the cross-correlation time lag is a superior classification feature.
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train the classifier and tested it on the labeled experimental dataset using the same set
of features as in figure 4.14. As the testing and training set are clearly split in this case
I do not need to do cross-validation and a repetition of several splits, but only run one
training and one prediction using the full simulation dataset for the training and the
full experimental labeled dataset for validation.
We see that for classifiers using all feature differences the performance is far worse
than it was before. The reason for this can be that as we could see from the feature
distribution figure 4.7 in the case of the simulated dataset, the feature differences are
always clearly separating the two classes. The classifier trained on that dataset is thus
relying on the feature differences which are not really informative in the experimental
dataset.
On the other hand for the classifiers using the cross-correlation and cross-correlation
in the combination with just the peak time difference, the performance of the classifier
is at about the same level as the performance of the classifier trained on the labeled
experimental dataset.
4.3.10 Cases with the mismatch in classification
There is a significant proportion of the pairs labeled closer-to-soma by the experi-
menter which are being classified as closer-to-bifurcation by the trained classifier. I
show six of those pairs in figure 4.16. For some of the cases we see that the EPSPs
have small peaks so the signal to noise ratio is poor. For some of the others the shapes
are either not really compatible (e.g. top left) or the shapes of both measured EPSPs
have an unusual shape. This can happen due to several reasons:
• When the excitatory presynaptic neuron is photo-stimulated, another inhibitory
(top left) or excitatory presynaptic neuron is stimulated.
• The stimulated presynaptic neuron is connected to our target neuron via several
synapses, possibly located in both regions of the post-synaptic dendritic tree.
• The averaging of the EPSPs over several trials might cause deformations as the
delays in photo-stimulation induced excitation as well as synaptic transmission
delays can be different from one case to another.
Those cases will be very hard to classify automatically.
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Figure 4.15: Performance of the classifier trained on simulated data: Same analy-
sis as in figures 4.11 and 4.14 but this time only for a single case (not averaged) using
the simulated dataset for training and tested on the full experimental dataset.
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Figure 4.16: The EPSP pairs where the classifications disagree: A collection
of EPSP pairs classified as closer-to-soma by the experimenter and as closer-to-
bifurcation by the classifier using the cross-correlation time lag and the difference in
peak time as the classification features. Some of those EPSPs are either very small
in size (top right and bottom two) or have incompatible shapes (top left), which is the
probable reason for mismatch in classification in those cases.
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4.3.11 Customizing the classifier to individual recordings
In the previous section I showed that the classifier using a good set of features (cross-
correlation and difference in peak times) performs similarly whether it was trained
on the labeled dataset of the same cell it is doing predictions on, or on a simulated
dataset. As the simulated dataset was not specifically customized to the recorded cell
(i.e. I took an arbitrary model of L5 pyramidal cell without fitting for the attenuation
levels between soma and the main bifurcation) this means that we either found a good
matching simulation dataset by chance or that our simulation model is generic enough
for building the classifier.
It would be possible to adapt the simulation models so that they would better fit
with the properties of the arbitrary recorded cell. A relevant measure we can try to
optimize for is the attenuation level between the main bifurcation and soma. If we take
the spontaneous closer-to-bifurcation EPSPs (see section 4.3.5) which can be extracted
from the time during the recording session where there is no stimulation present, we
can estimate the attenuation level by looking at the relative difference of EPSP peak
sizes at the main bifurcation and the soma (see figure 4.9).
This attenuation can be manipulated in the model in several ways, either by chang-
ing the morphology of the model (distance between the soma and the main bifurcation
or the diameter of the apical trunk connecting them) or by changing the biophysical
properties of the model (relative axial resistance, relative membrane conductance or
capacitance). In the figure 4.17 I show the estimations of the relative peak size dif-
ference where I modify the relative axial resistance either by doubling it or making it
half of the default value. With this we can modify the relative attenuation from 0.8
to an interval between 0.7 (halved membrane resistance) and 0.9 (double membrane
resistance).
I tested how the performance of the classifier trained with the examples from mod-
ified model would be affected by the modification. I chose the model with the halved
resistance as it yields the relative peak difference which better compares to the value
obtained from the spontaneous EPSPs (although note that the spontaneous EPSPs are
not obtained from the same cell as the labeled experimental dataset so an actual cali-
bration is not possible). The results are presented in figure 4.18.
There is a modest improvement in the classification in the cases where we have all
the feature differences compared to the default model case. Also looking at the con-
fusion matrices we see that we are now misestimating less of the closer-to-soma pairs
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Figure 4.17: Calibrating the model: Estimations of the relative peak size difference
for different values of the relative axial resistance in the simulation model. All the inputs
are located at the apical tuft. Adjusting the axial resistance of the simulation model to
fit the relative peak size difference observed in the spontaneous EPSPs analysis (see
figure 4.9) is a possible way to calibrate the simulation model to the measured cell. Note
that the spontaneous EPSPs in figure 4.9 are not recorded from the same cell as the
stimulation-based EPSPs in our experimental dataset so a calibration is not possible
using the existing data.
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Figure 4.18: Performance of the classifier trained on simulated data with the modi-
fied model: Same as figure 4.15, but using the data from the modified simulation model
as a training data to the classifier. This modification improves the agreement between
the automatic classification and the classification done by experimenter to some extent,
suggesting it might be beneficial to customize the classifier to each recorded cell.
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in the case where we use the cross-correlation and peak time difference (31 instead of
44).
4.4 Discussion
In this study we presented an approach for determining the region of the excitatory
synapses on the dendritic tree of a layer 5 pyramidal cell following the photo-stimulation
of the presynaptic cell, given the measurements of the excitatory post-synaptic poten-
tials at two locations on the dendritic tree. Using this method on the recordings from
a collection of cells would yield a probabilistic map of the connectivity between the
excitatory cells in different layers for the somatosensory cortex and the regions on the
layer 5 pyramidal cell [86]. This is important as the layer 5 pyramidal cell has been
shown to have complex mechanisms of input integration which depends on the loca-
tion of the inputs on the dendritic tree[17, 18, 19]. Specifically the apical region of the
dendrite is thought to be partially dissociated from the basal part including the soma,
which could potentially lead to a 2-step integration of the inputs [72, 17].
I investigated the possibility of constructing an objective classifier using the dataset
of 198 EPSP pairs where the experimenter has labeled the pairs as being associated to
the synapse which is either located in the region closer to the soma (closer-to-soma) or
in the region closer to the main apical bifurcation (closer-to-bifurcation). The expert
labeling was done based on the onset times of the EPSPs. The experimental technique
did not allow for a more direct verification of the synapse location so those labels
are taken as the ground truth in the training or evaluation of the automatic classifier.
Another difficulty lies in the fact that only 8% of the recorded pairs were labeled as
closer-to-bifurcation. It is unclear why this imbalance occurs (whether this is a genuine
property of the connectivity to our target cell, a bias of the recording method, or the
bias of the labeling).
I find that a classifier based on the difference of the various features (peak size,
peak time, onset time, rise time, rise slope, ...) between the two recorded EPSPs –
one recorded at the main apical bifurcation and the other recorded at the soma – is not
able to split the labelled classes well which is at least in part due to the difficulties in
extracting features from noisy measurements, specially in the EPSPs with the small
peak sizes. When a more robust measure (the cross-correlation time lag) for the EPSP
pair difference is used, the classifier performance is improved.
As the aim was to construct an objective classifier which could be used for the
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future recordings, it is not feasible to use the dataset of recordings labeled by the
experimenter as the ground truth when training the classifier. I thus used the simulated
recordings using the full morphological passive model of the layer 5 pyramidal cell
to create a surrogate dataset of recordings and used this dataset for the training of the
classifier. The classifier trained in this way performs similarly to the one trained on the
portion of the labeled experimental dataset.
Even after the attempted calibration of the neuron model the mismatch between the
automatic classification results and the expert classification is worrying (figure 4.18),
especially as about two thirds of the pairs classified as closer-to-bifurcation by both
classifiers had been classified as closer-to-soma by the experimenter. In order to deter-
mine where this mismatch comes from we would require a set of experiments which
would provide the ground truth. An example of this could be directly exciting the
synapses of the target neuron by either puffing the glutamate or sucrose at the synapses
or by using the two-photon excitation methods, which would give a set of recorded
pairs with a known location. Another possibility would be to try to patch some of the
cells which were excited by the photo-stimulation and fill them with the dye to deter-
mine their axonal projections after the morphological reconstructions which in combi-
nation with the reconstruction of the recorded cell could yield the synapse locations.
It is worth noting all of those would be adding significant experimental complexity to
the already challenging method of patching a cell at the two locations.
Especially for the very small EPSPs the signal to noise level becomes very small.
One way to improve on this would be to hyperpolarize the recording neuron by inject-
ing it with a current, which would yield higher difference between the reversal potential
and the actual cell potential, increasing the size of the EPSPs. This would however in-
troduce a bias, as the increase would be bigger for the EPSPs closer to the soma due
to the space-clamp issues [87] (see chapter 3). Another issue with hyper-polarization
are the voltage-gated Ih channels which work to counter-balance the injected current.
Their opening thus counters the benefits of hyper-polarization and additionally intro-
duces an increase in the input conductance.
To deal with the signal-to-noise level we averaged the recordings from multiple
trials. This can introduce deformations in the EPSP shapes, especially due to the delays
in photo-stimulation and synaptic transmission delays. A possible extension would be
to combine the classifications based on the averaged EPSP pairs with the classification
done on the individual EPSP pairs.
We also saw a case of a recording where we clearly excite both the excitatory as
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well as inhibitory presynaptic cells which can change the cross-correlation lag feature
(τm). Typically a photo-excitation of the inhibitory cell which is connected to our
target neuron is avoided by choosing the excitation locations further away from the
target neuron. To further suppress the cases where there is still the inhibition present,
one could consider using the blockers of inhibitory receptors.
There might be cases where the problem is ill-defined. This occurs in the case
of multiple contacts between the presynaptic and the postsynaptic cell, when some
of the synapses are closer to the soma and some closer to the main bifurcation. The
classifier in the current state would not be able to identify those cases. If we used
a classifier which instead of a predicted class returns the probability of a class (e.g.
logistic regression [88]) we would expect those cases to be close to the classification
border between the two classes.
Besides the linear SVM classifier I also tried using the nonlinear SVM classifier
with a radial basis function kernel [89] to improve the classification in case the classes
were not linearly separable but found the results were comparable or worse than for the
linear SVM. Other classification methods such as random forests could be explored.
The use of the model for the training of the classifier allows us to build a classifier
specific to each recorded cell by calibrating the model using the spontaneous EPSPs.
The calibration is done by changing the relative axial resistance in the model in a way
that the relative attenuation of the spontaneous EPSPs from the closer-to-bifurcation
region matches the relative attenuation in the model. While the existing data did not
allow me to do the calibration (the data from the recorded spontaneous EPSPs and
the data from the recorded stimulation induced EPSPs were taken from two different
recording sessions), I demonstrated how such calibration could work. However, the
results of the classification did not seem to differ much for classifiers trained on two
different models. Here we specifically filtered out the spontaneous events with large
EPSPs measured at the main bifurcation. For a more precise calibration of the model
we could consider using spontaneous events with EPSPs larger at the soma to calibrate
the attenuation in both directions independently.
Possible further explorations into the robustness of the method would include ex-
ploring the effect of changing the synaptic time constants in the model or the effect of
noise on the training of the classifier and its performance.
Chapter 5
Overview and future work
The overarching goal of the thesis was to use computational modeling and simulations
to gain insight into the structure and dynamics of the synaptic communication based on
data obtained through whole-cell recordings. Specifically, a method for inferring the
excitatory and inhibitory input to the cell from the membrane voltage recordings at the
soma in-vivo was developed and applied to recordings from the layer 5 pyramidal cells
from the motor cortex of mice (chapter 2). Using analytical calculations and numerical
simulations the influence of neuron morphology on the input estimation was explored
(chapter 3). Finally a combination of signal processing methods and simulations was
used to determine the region of synaptic input, based on simultaneous membrane volt-
age recordings at two locations on layer 5 pyramidal neurons in somatosensory cortex
(chapter 4).
In this chapter I summarize the results, outline some future extensions for each of
the presented chapters and discuss their contributions to the field of neuroscience.
5.1 Estimation of the synaptic input from the intracel-
lular recordings
In chapter 2 we extracted statistics of the synaptic inputs to neurons based on the
intracellular recordings of membrane voltage and input conductance. To do this we
extended the existing methods for the estimation of the mean global synaptic inputs
[29, 24, 23, 30] but also used the second-order statistics (power spectral density) of the
membrane potential. We developed a method which combines analytical calculations
for a point neuron model with numerical simulations of the modeled system. Taking a
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set of assumptions along with parameter values obtained from previous studies found
in the literature, the method estimates the mean sizes and frequencies of the excitatory
and inhibitory events reaching the soma.
The method was applied to whole-cell membrane voltage recordings from the soma
of pyramidal layer 5B cells in the motor cortex of awake behaving mice which are
either voluntarily moving or in a quiescent state. The neurons were split based on
the statistics of cell activities within those two behavioral states - enhanced or sup-
pressed firing rate during movement. The membrane voltage and firing statistics of
both groups of neurons during the quiescent state were not distinguishable (L5Bquiet)
while the statistics of the neural activities during movement for both subgroups of neu-
rons were different (L5Benh, L5Bsupp). The main change in the inferred time-averaged
input conductance between the two behavioral states in the neurons was the increase
of the excitatory conductance between L5Bquiet and L5Benh (∆ge = 0.7 nS) and a mild
decrease of inhibitory conductance between L5Bquiet and L5Bsupp (∆gi = 0.1 nS).
Additionally we found an increase in the power spectral density for the frequencies
between 1.5-4 Hz in the quiet case L5Bquiet , which corresponds to the previously re-
ported oscillations in other cortical areas both from intracellular as well as extracellular
recordings [53, 54, 55]. We incorporated those oscillations in our simulations with the
temporal firing rate modulations in the excitatory inputs.
Most interestingly the amount of the increase in the power spectral density in the
frequency range 15-30 Hz between the L5Bquiet and L5Benh could not be explained by
the increase in the excitatory conductance (and thus the estimated increased excitatory
input frequency). There are several possible explanations for this. One possibility is
that the overall sizes of the inputs increase from one state to another by some neuro-
modulatory mechanisms. Another possibility is that the average sizes of input popula-
tion increase due to the selective increase of the input rates for the bigger sized inputs.
Finally there might be a change in the temporal structure of the inputs. While we know
of no way to distinguish between those options in the current experimental setup, we
show how additional instantaneous correlations in the excitatory inputs could explain
the observed effect.
As this question is closely related to the nature of neural coding in the motor cortex,
it would be interesting to study it further. To study the increased correlation hypothesis
one could experimentally try to determine the state-dependent changes in neuron spike
correlations in a population of Layer 5B neurons using extracellular multi-electrode
[90, 91] or calcium imaging techniques [92, 93, 94]. To explore the neuromodulatory
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hypothesis one could try to repeat the measurements while blocking the effects of
neuromodulators in the tissue (although this might perturb the system in other ways).
Most methods for inferring the input conductances focus on estimating the mean
conductances [29, 24, 23]. Rudolph et al. [30] extended the standard method to also
estimate the variances of conductances. We went a step further and derived a method
for estimating the mean input sizes and total input frequencies. For this a number of
assumptions had to be made. Most notably the input spike trains were presumed to
be independent spike trains. While this assumption is most likely too simplistic, the
method could naturally be extended to allow for the relaxation of those assumptions
once the nature of the correlations in the cortex are better characterized experimen-
tally. Even with these and other assumptions described in section 2.4 the method gives
reasonable estimation of the input frequencies and provides an interesting hypothesis
about the role of correlations in the motor cortex of mice.
Finally all the inferences we have made in this study relate to the input effects at the
soma. While these are the ones relevant to the neuron output and thus interesting on
their own, one would ideally also want to know more about the actual synaptic inputs
to the neuron. For this we need to understand the effects of neuronal morphology on
the membrane potential and input resistance measured at the soma which was the focus
of the next study.
5.2 The effect of the morphology on the synaptic input
The synaptic signals are filtered by the dendrites as they are propagated towards the
soma. This attenuation is important from the functional perspective of the neuron, as
the integrated signal at the soma determines its output. At the same time it is important
to understand the filtering properties if we want to infer information about the synaptic
inputs in the dendrites from the intracellular recordings at the soma.
In chapter 3 I have explored these morphology effects in the passive models of
neurons. First I studied the simplified model of a neuron - a homogenous cable. I
considered two extreme cases of synaptic input distribution – input focussed in one
location and uniformly distributed along the whole cable. I derived the closed-form
solution for the steady-state case. The solution presents the attenuation profiles for
the membrane voltage and input conductance based on the synapse location (for the
case of localized input) or input size (for the case of distributed synapses). Importantly
in both cases the input conductance attenuation is bigger than the membrane voltage
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attenuation.
If we were to use the measurements of membrane voltage and input conductance
at the soma to directly estimate synaptic inputs using the point-model assumption,
we would be underestimating the synaptic conductances as is well known [26, 30]. I
showed that due to the different attenuation of membrane voltage and input conduc-
tance and due to different driving voltage of excitation and inhibition, also the ratio of
excitatory and inhibitory synaptic conductance is misestimated.
Next, I showed how the morphology affects the power spectral density recorded
at the soma for a case of a localized input. The morphology acts as a low-pass filter,
reducing the power at the higher frequencies more strongly than in the lower ones.
Using numerical simulations I looked at the steady-state effects of the morphol-
ogy on input misestimation in the morphologies of different neuron types and showed
how the conductance misestimation effect is stronger for bigger cells where the inputs
can generally be located further from the soma (in terms of the electrotonic distance).
For example in the layer 5 cells the conductances are estimated to be between 40%
and 70% of the actual conductance value (depending on the actual input size and the
distribution of input locations). Assuming a realistic distribution of synapse location
with inhibitory synapses located close to the soma and excitatory synapses located uni-
formly on the dendritic tree [5] and taking the input conductance values estimated in
chapter 2 for layer 5B pyramidal cells in the primary cortex of mice, I find both exci-
tatory and inhibitory inputs at the soma are estimated to be at 65±5% of their actual
value. The ratio between excitation and inhibition for these distributions of synapses
would be estimated correctly as the proximity of the inhibitory synapses to the soma
counterbalances the bias caused by the difference in the driving voltage between ex-
citation and inhibition. The corrected total conductances in the case of quiescence
(L5Bquiet) are then 〈gi〉= 4.6±0.4 nS and 〈ge〉= 3.4±0.35. If the distribution of the
inhibitory inputs is uniform across the dendritic tree [95], the underestimation for the
inhibitory conductance would be bigger (from 65% to 50% of the actual signal) and the
ratio of excitation to inhibition would be overestimated (≈1.3 times the actual value).
The explorations in this chapter offer the insight in the magnitude of the mises-
timations and will help in the interpretation of experimental studies. A future goal
would be obviously to fully integrate chapters 2 and 3, so that the estimating method
described in chapter 2 can take the morphology into account. Interestingly the cells
measured in the whole-cell recordings are often morphologically reconstructed so a
precise geometry is available.
Chapter 5. Overview and future work 105
The effects of voltage-gated channels could also be explored. While most of the
known voltage gated channels are closed at the sub-threshold voltages and thus don’t
affect the estimations (as long as the firing rate of the recorded neuron is reasonably
small (<10 Hz) [30, 35]), channels such as Ih and channels facilitating the slow K+ cur-
rent are opening when the membrane potential is subthreshold, which would interfere
with the synaptic input estimations. Furthermore the distribution of the Ih channels
across the dendritic tree of layer 5 cells is characteristically non-uniform with higher
densities at the distal dendrites [96] so the effects should be studied along with the
neural morphology and synapse distribution.
Chapter 3 is not only relevant for the analysis of intracellular recordings. Sim-
plified single-compartment models are often used in theoretical studies [4, 2, 11]. In
those cases the synaptic inputs are sometimes modeled as voltage-independent current-
based inputs as this allows for easier analytical treatment. Such simplification has been
shown to affect the dynamics of neuronal networks [59, 71]. I show that the synapse
effects at the soma are in fact a mixture of a current-based and conductance-based in-
put. The findings can serve as the facilitation of the future simplified neuron models
where the exact current-to-conductance ratios can be adjusted according to the spe-
cific morphology and synapse distribution of a certain neuron type allowing for more
precise network models (e.g. cortical network models).
5.3 Input location estimation
In chapter 4 we presented a method for determining the region of excitatory synapse
locations on the dendritic tree of layer 5 pyramidal cells. The method aims to clas-
sify whether the synapse between the presynaptic cell and the postsynaptic layer 5
pyramidal cell is located closer to the soma or closer to the main bifurcation on the
apical trunk by comparing the EPSPs recorded at two different locations on the cell.
The presynaptic cells were stimulated by a focussed UV laser beam which releases the
caged glutamate from the solution in which the slice is bathed. The position of the
laser beam was switched allowing for a fast scanning of the surrounding tissue around
the postsynaptic neuron, avoiding the direct stimulation of the recorded cell.
The EPSPs are filtered as they propagate on the dendritic tree, changing their shape
and size. In order to determine the region where the synapse is located I took advantage
of those changes as well as the temporal lag between the EPSPs measured at the two
locations.
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The classification method was developed on the dataset where the specific pairs of
EPSPs are labelled by the expert based on the EPSP onset times and peaks. As there
was no direct access to the locations of the synapses, the expert labels were taken as
the ground truth in training the classifiers. The classifiers were trained on the EPSP
shape features and their differences extracted from the averaged EPSPs over 3 trials.
We found that adding a cross-correlation lag measure between the two EPSPs as the
feature to the classifier improves its ability to learn the fitting to the labeling of the
expert.
The classifier was then trained on the surrogate simulated data where the synapse
location (ground truth) is known in advance. When tested on the labeled experimental
dataset it performs similarly as the classifier trained on the subset of the labeled dataset.
Ideally, however, one wants to avoid the need for the experimentalist to label each
recorded dataset to avoid the human bias and to be able to scale up the analysis. For
this I explored the option of training a separate classifier for every recorded cell by first
calibrating the neuron model to the recorded cell using the attenuation of spontaneous
EPSPs and then using the simulated data from the model to train the classifier. As the
data from the spontaneous EPSPs did not come from the same recording as the labeled
EPSPs I could not directly assess this method, but have demonstrated the calibration
of the cell which shows a modest improvement in the classification match.
To further develop this method one could either consider the improvements on
the experimental or analysis side. On the experimental side we could try to improve
the quality of the recordings by increasing the driving voltage by hyperpolarising the
cell or try to increase the number of recordings at each stimulation location by only
repeating the stimulations at the locations where the connected cell has been found.
Alternatively one could approach the question of connectivity using different recording
techniques such as a combination of dynamic laser stimulation with calcium imaging
[92, 93, 94].
For the analysis part the classification could be tested and refined by including
realistic noise to the simulated dataset. Further, one could theoretically study the in-
ference of input locations based on the recordings from several sites on the dendrite.
Such studies could answer questions such as how many recording sites on the neuron
are required for determining the synapse location at a specific spatial resolution and
what are the optimal positions of those recording sites on the dendrite to support future
experimental studies.
The described method will be unable to classify all of the synaptic inputs even if
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the classifier is perfectly calibrated. The photo simulation might excite a presynap-
tic inhibitory neuron which would corrupt the recording or the presynaptic excitatory
neuron might form several synapses in different regions of the dendritic tree.
The locations of the synapses on the dendritic tree importantly shape the integra-
tion of the input performed by the neuron and its output [9, 10, 17, 20]. Besides the
influence on the conductive input estimation discussed in the previous section, those
effects are suggested to be an integral part of the information processing in neurons,
implementing a two-stage integration via dendritic spikes [72, 17]. Furthermore the
studies in synaptic plasticity show that different plasticity rules apply to different re-
gions of the dendritic tree [97]. When we study the connectivity of the cells in the
tissue (e.g. in the cortex) we must thus not only find which neuron types and cortical
layers are being connected, but also study where on the dendritic tree of a neuron the
connections are formed. This is specifically relevant for the layer 5 pyramidal cells,
where the dendritic tree is big and where a large part of the dendrites is located far
away from the soma (i.e. apical tuft).
Several methods have been suggested to tackle this. Volume electron microscopy
[78, 79, 80] gives a complete image of the tissue but is laborious to process and has
thus so far only been applied to smaller volumes of tissue. On the other hand approxi-
mate methods which estimate the connectivity location probability based on geometry
of cells have been proposed [98, 52]. While such methods can be applied automati-
cally on the larger scale, they are limited by relying on the geometry and would thus
be biased by selective synapse formation between neuron cell types. Both the volume
electron microscopy and the approximate geometry-based methods are also limited by
only describing the structural connectivity while not being able to explore the func-
tional connectivity (the strengths of the connections). The most complete method for
a full structural and function connectivity profiling is a combination of patch-clamp
recordings from connected pairs of cells with the morphology reconstruction [75]. This
method is however very labour intensive as it is first difficult to find the connected cells
and then perform the morphological reconstructions for each of the pairs.
The method we described offers the description of both structural and functional
connectivity for excitatory connections. While we are only able to estimate the re-
gion of the synapse, this is already interesting for the models of two-stage integration
[17, 72]. It is particularly useful for examining the long-range projections where the
connectivity probability between the cells is smaller [76] and the method of paired
patch-clamp recordings thus particularly challenging. The combination of the two
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methods could enable us to build more precise models of cortical networks and further
advance the understanding of the role of dendritic computation [9, 10] in information
processing.
5.4 Final conclusion
The focus of this thesis was the inference of synaptic input integration in the individual
neurons. Specifically I have shown how modeling can assist in the analysis and the in-
terpretation of the recordings aimed at determining the synaptic input to the recorded
neuron (chapters 2 and 3) and in the estimation of the input locations (chapter 4). As
the recordings in single neurons are difficult to perform and require animal sacrifice it
is important to extract as much information about the underlying system as possible.
Modeling along with the analytical and numerical treatment of the models can be used
to provide a better insight into the system. The extracted information can be used to
constrain future descriptive models used for exploring the information processing prin-
ciples of the brain and suggest new experiments to probe the brain function. Repeating
this cycle will bring us closer to understanding how the brain functions.
Appendix A
Homeostasis in spiking neural
networks1 2
A.1 Introduction
Neurons in the brain are subjected to varying conditions such as developmental pro-
cesses, synaptic plasticity, changes in the sensory signals, and tissue damage. Those
processes can all lead to over- or under-stimulation of neurons. Because it is potentially
damaging to cells and energy inefficient, it is undesirable for the activity of individual
neurons to be too high for prolonged periods, while prolonged low activity is infor-
mation poor. Neural homeostasis is believed to prevent such situations by adjusting
the neural parameters and keeping neurons in an optimal operating regime. Such a
regime can be defined from information processing requirements [99, 100], and pos-
sibly supplemented with energy constraints [101]. Homeostasis can greatly enhance
computational power in models [102, 103, 104] and a number of diseases have been
linked to deficits in homeostasis [105, 106, 107]. Therefore, it is important to know the
fundamental properties of homeostatic regulation, its failure modes, and its constraints.
The following work focusses on one of the two homeostatic mechanisms - intrinsic
excitability homeostasis (the other one being the synaptic homeostasis) [108, 109].
The other mechanism – synaptic homeostasis – scales excitatory synapses down and
1This chapter is a part of the project done in collaboration with Daniel Harnack, Antoine Chaillet,
Yacine Chitour and Mark C.W. van Rossum (the full paper is in review). It focuses on my contribution,
which is the analysis of the non-linear system, specifically the analysis of the spiking recurrent neural
network. It was partially presented at the Cosyne 2014 conference.
2Most recently the stability conditions were refined for the non-linear network. While my contri-
bution, the spiking network, is unaltered, and the stability conditions turn out to be very similar, the
interested reader is referred to the upcoming paper.
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inhibitory synapses up in case of over-excitement, while intrinsic homeostasis reduces
the firing rates by increasing the firing threshold of neurons. Intrinsic homeostasis
correlates biophysically to changes in the density of voltage gated ion channels, [110,
111, 112], as well as the ion channel location in the axon hillock [113, 114].
All homeostatic mechanisms include a sensor of the activity and a negative feed-
back that counters deviations of the activity from a desired value. Control theory de-
scribes the properties of feedback controllers and the role of their parameters [115].
In engineering one typically strives to bring a system rapidly to its desired state with
minimal residual error. While it is reasonable to assume that neural homeostasis has to
be fairly rapid too in order to be effective, the homeostatic process should not interfere
with the typical timescales of perceptual input or of neural processing (millisecond to
seconds). In practice intrinsic excitability homeostasis is typically very slow, on order
of many hours or days ([110, 116, 112, 117], but see [111]). One hypothesis is that
this is sufficiently fast to keep up with typical natural perturbations. An alternative
hypothesis, explored here, is that stable control necessitates such slow homeostasis.
Here the stability conditions for networks of neurons equipped with homeostasis
is examined. We show that homeostasis can destabilize otherwise stable networks and
that, depending on the amount of recurrence, stable homeostatic feedback needs to be
much slower for networks than required for single neurons. Two theoretical limits of
the homeostatic speed for the case of linear and the non-linear input-output relations
in rate-based networks are described. Finally the activity of the excitatory spiking
network with the homeostatic control is analyzed and the results are compared with
the theoretical predictions.
The results put constraints on the design and interpretation of homeostatic control
and help to understand biological homeostasis.
A.2 Mathematical model
A.2.1 Single neuron
First a model of a single neuron with homeostasis is analyzed. The activity of the neu-
ron is as a function of time with a firing rate r1(t), thus ignoring exact spike times. The
system of differential equations describing the homeostatic mechanism is the follow-
ing:












= −rgoal + r2(t) (A.3)
The function g() is the f-I curve that describes the relation between firing rate and
total input. The total input is assumed to be u(t)− θ(t), where u(t) is the external
input current to the neuron, typically from synaptic input, and θ(t) is the threshold
of the neuron. Crucially, this threshold is under homeostatic regulation and thus time
dependent. The homeostasis is assumed to act as a bias current which shifts the f-I
curve. Rather than reading out the activity directly, the homeostatic controller takes
its input from averaged activity r2(t) which is obtained by filtering the firing rate r1(t)
with a linear first order filter with a time-constant τ2. Biophysically, the intra-cellular
calcium concentration is a very likely candidate for this sensor in which case τ2 is
around 50ms. The final step in the current homeostatic regulation model is to integrate
the difference between the average activity and the pre-defined desired activity level,
denoted rgoal . The feedback loop is closed by setting the threshold equal to this signal,
that is θ(t) = r3(t). Figure A.1 A shows the schematic representation of the system.
In the limit of small perturbations the system of differential equations is linear. To
examine its stability, the results from linear control theory can be applied. One needs
to solve the differential equations and check whether the solutions diverge. Various
equivalent approaches have been developed to determine stability of controllers [118].









































The solution to this set of equations is the sum of a particular solution (which is unim-
portant for our purposes) and solutions to the homogeneous equation, which is the
equation with b = 0. Such solution is found by taking the ’ansatz’ ri(t) = cieλt . The
vector c= (c1,c2,c3) must be an eigenvector of M with eigenvalue λ. This means that λ
has to solve the characteristic polynomial, det(M−λI) = (1+τ1λ)(1+τ2λ)τ3λ+1 =
0. The three eigenvalues of M are in general complex numbers and assuming they
are distinct, the corresponding eigenvectors (or ’modes’) span the space of all possible
solutions. The eigenvalue determines the stability of each mode as follows:
• If an eigenvalue is real and negative, the corresponding mode is stable as the
exponential eλt decays to zero over time.
• If an eigenvalue is complex and the real part is negative, the corresponding mode
decays over time as a damped oscillation. In the context of homeostasis such
oscillations in the activity might be biologically undesirable, in particular when
they persist for many cycles.
• Finally, the solution will diverge if any of the eigenvalues has a positive real
part. In practice, some mechanism, such as a squashing or rectifying f-I curve,
will restrain the firing rate and strong non-abating oscillations in the firing rate
will occur. This is a situation to be avoided at all cost, because it is almost the
opposite of homeostasis as neurons could only code little information, while this
state is also energetically costly.
The above options depend exclusively on the relations between the time constants
(τ1,τ2 and τ3). Fig. A.1B shows simulated responses of the firing rate r1(t), and the
threshold variable r3(t) to a step input for various settings of the time-constants. For
extremely short values of τ3 the neuron is unstable (striped region). In the gray re-
gion the neuron is stable but displays damped oscillations after changes in the activity.
Stability without oscillation (white region) can always be achieved by taking τ3 slow
enough. Keeping the first two time constants fixed, the explicit stability condition






































































































Figure A.1: Single neuron homeostasis.
A) Schematic illustration of the homeostatic model. The input current is transformed
through an input-output relation and a filter. The input-output curve is shifted by a
filtered and integrated copy of the output firing rate, so that the average activity matches
a preset goal value.
B) The response of the model for various setting of the homeostatic time-constants.
The value of τ1 was fixed to 10ms (thin lines), while τ2 and τ3 were varied. Center plot:
the response of the neuron can either be stable (top left plot; white region), damped
oscillation (top right plot, gray region), or unstable (bottom right plot, striped region).
The surrounding plots show the firing rate of the neuron and the threshold setting in
response to a step stimulus.
Figure taken from the paper under revision.
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A.2.2 From single neuron to a recurrent neural network
Next a network of N neurons is considered. The network is connected with fast
synapses via a N ×N weight matrix W . For ease of presentation W is assumed to
be symmetric. In the constructed network a synapse can be excitatory or inhibitory. In




r1(t) = (W − I)r1(t)+u(t) (A.5)
where r1(t) is now a N-dimensional vector containing all firing rates in the network,
and u(t) is a vector of external input to the neurons in the network. The recurrent
feedback is contained in the term Wr1(t). The network activity is stable as long as
all eigenvalues of W are less than one. For a given eigenmode with eigenvalue wn,
the recurrent excitatory connectivity slows down the effective time-constant of a given
mode to τ1/(1−wn).
In the presence of homeostatic regulation, the system becomes 3N-dimensional. It
is described by the rate of each neuron r1, its filtered version r2, and its threshold r3.







































We proceed as above to determine the stability of this system. In analogy with the sin-
gle neuron case, there are three eigenvalues for the full system per eigenvector of W ,
so that we obtain 3N eigenvalues. In principle, one should now research the stability
of each W eigenvector. Yet the analysis can be simplified. In a network without home-
ostasis the most critical mode is the one with the largest eigenvalue. This also holds
in networks with homeostasis: the network is stable if and only if this mode is stable.
Thus, rather than analyzing the full network, we only need to analyze the stability of
this most critical mode, which is given by a three dimensional system similar to the
single neuron system studied above with as only modification the pre-factor of r1(t)
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where wm = max(wn) is the maximal eigenvalue of W . The other equations for home-
ostatic control, Eqs.A.2 and A.3, remain unchanged. The resulting three dimensional
system describes the dynamics of the critical eigenmode and its homeostatic variables.
The stability is now determined by the roots of the polynomial
(1−wm + τ1λ)(1+ τ2λ)τ3λ+1 = 0 (A.8)
The network is again stable if all roots have a negative real part. Again the application









Comparing the stability criterion equation for the network A.9 with the stability
criterion equation for the single neuron A.4, one can see that the conditions on home-
ostatic control are much more stringent for the networks than for single neurons. In
particular when the recurrence is very strong (wm = 1−ε), the τcrit3 can be many hours.
Here we presumed the f-I relationship of individual neurons in the network is lin-
ear with the coefficient 1 (g(x) = x) for simplicity. It is easy to show that when the












′ is the slope of the linear f-I curve of the connected network which directly
follows from the steady state solution (dr1/dt = 0) of the equation A.7 in the absence








u(t) = g̃′u(t) (A.12)
A.2.3 Nonlinear system
So far we have only considered the case of the linear f-I curve (g(x) = x). i.e. only local
stability to small perturbation is guaranteed. It is easy to see how this assumption must
break down as negative firing rates are not possible (the curve is truncated at zero) and
because neurons are limited with the maximum firing rate (the f-I curve is saturated for
large values of input).
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Figure A.2: f-I curve of the average network activity: Mean response of a network
of 16000 excitatory leaky integrate and fire neurons to a varying noisy input in the
case when network is either connected (green) or unconnected (blue - the f-I curve
corresponds to the f-I curve of a single neuron). The neurons in the connected network
are connected randomly with the 2% probability of connection. The input is white noise
given to all neurons, where its mean value is expressed as the average membrane
voltage an individual neuron would reach (relative to its resting voltage) if the spiking
mechanism was turned off. For both cases the response is nonlinear – non-negative for
negative input and saturated in the case of strong input. The connected network has a
stronger response to the input than the unconnected network.
The inset figure is close-up to the region of interest around the default target firing rate
of 4Hz.
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∀x ∈ R (A.13)
the system is guaranteed to be stable. Here σ(x) is defined as the re-centered f-I curve
of the connected network such that the origin σ(x = 0) = 0 corresponds to the set-
point of the homeostasis. The criterion is known as the Aizerman conjecture [119],
and although not generally true, it is known to hold for this particular 3 dimensional
system [120]. Note that for a linear system σ(x)/x is constant (g̃′) one retrieves Eq.
A.10.
A.3 Spiking neural network
A.3.1 Simulations and analysis
I simulate a network of 16000 excitatory leaky integrate and fire neurons. They are
randomly interconnected with the probability of connection p = 0.02 (the exact con-
nectivity is randomly redrawn for each simulation). The connections are excitatory
and modeled as exponentially decaying synapses with the time constant τe=5ms and
the maximum conductance (wmaxe ).
In addition I introduce a homeostatic current (hr3) which drives the neurons to-





























where V is the neuron membrane voltage and ge(t) is the total excitatory conductance.
The conductive input is caused by the spikes in the presynaptic neurons (ti represents
the presynaptic spike times from neurons in the population). As the membrane voltage
reaches the threshold voltage (Vthr), the neuron emits a spike and its voltage is clamped
to Vrest for the refractory period of 5ms. r2 represents the filtered firing rate of the
neuron which is computed in Eq. A.16 while rg is the target value for the neuron
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firing rate. r3 is the integrated difference between the filtered neuron rate and the target
rate. h is the homeostatic strength factor in mV/Hz. It is set to 1 when homeostasis
is present and to 0 in the simulations without homeostasis. To prevent synchrony each
neuron also receives a noisy external input i(t) (an independent white noise drawn from
the uncorrelated multivariate normal distribution with mean 〈i〉 and standard deviation
stdinp for each neuron). The mean value of the external input i(t) is expressed as the
average membrane voltage an individual neuron would reach (relative to its resting
voltage) if the spiking mechanism was turned off.
The default parameter values are given in Table A.1. These are the values used
in all simulations unless specified differently in the description of the figure. The
simulations were performed using the Brian simulator [37] with the time step of 0.1
ms. The default target firing rate is set to rg = 4Hz.
number of neurons N 16000
resting and reset potential Vrest -60 mV
input reversal potential Ve 0 mV
spiking threshold potential Vthr -50 mV
homeostatic strength factor h 1 mV/Hz
membrane time constant τm 20 ms
maximum synaptic input conductance wmaxe 0.0033
input decay time constant τe 5 ms
time constant of the first filter τ2 50 ms
time constant of the second filter τ3 50 ms
target homeostatic firing rate rg 4 Hz
standard deviation of external input stdinp 75 mV
Table A.1: Default parameter values for the network simulation.
Most of the analysis is performed on the population firing rate (r̄(t)) of the network.
The rate is calculated by binning the spikes of all the neurons. When calculating the
the standard deviations of population firing rate (std(r̄)) the time window of 1ms is
used for the binning.
To measure the I/f curves I turn the homeostatic current off (h = 0mv/Hz) and
measure the time-averaged mean population firing rate 〈r̄〉 for different mean input
currents.
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A.3.2 Rate-based approximation
For the spiking network in such an asynchronous regime, the population firing rate of
the spiking network can be reasonably approximated by the rate equation A.1, where
r1 now denotes the network population firing rate (or a mean firing rate of a neuron
averaged over the whole population). However the f-I curve g() is nonlinear (see figure






where w is the recurrence coefficient depending on the network connectivity (in our
case both the connection probability as well as the connection strength) and is related
to the maximum eigenvalue of the connectivity matrix wm introduced in section A.2.2.
For the case of small deviations from the target firing rate rg we can linearize the
f-I curve (g()) of the system around the target firing rate. The equation (A.18) in the






where r̃1 = r1− rg is the rate relative to the target rate, ũ = u−u∗ is the external input
relative to the amount of external input required for the connected network to achieve
the target firing rate (u∗) and g′ = g′(x)|x=g−1(rg) is the gradient of the underlying f-I
curve at the total input which leads to the target firing rate (where g() is the f-I curve
for the unconnected network or in our case of a homogenous population also the f-I
curve for a single neuron). Now the rate-based approximation (A.19) corresponds to
the equation (A.7) derived for the linear network. Here the maximum eigenvalue of W
(wm) from the equation (A.7) is substituted by g′w and the external and homeostatic
inputs are multiplied by the factor g′.
The linear criteria for the stability for the approximated system can then be ex-









where ŵ≡ g′w is a modified recurrence coefficient.
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A.3.3 Estimating the effective time constant and modified recur-
rence factor
For given connectivity parameters of the network (connection probability p and max-
imum synaptic input conductance wmaxe ) the modified recurrence coefficient ŵ can be
estimated in different ways by observing the network response to the input in the ab-
sence of the homeostasis. In the following part three such methods are presented. First
one estimates ŵ through the network time constant, the other two estimate it through
examining the f-I curves of the unconnected and connected network.
Method 1: Estimation based on the network time constant One way to estimate
the modified recurrence coefficient ŵ is to determine the time course of the relaxation
of network activity when we change the external input from u∗ (the amount of input
required to keep the network firing rate at the set point) to u∗+ du in the absence of
homeostasis (θ(t) = 0). If the change of the input is small (so the linear approximation
holds) and instantaneous (a step function), then the firing rate r1 will relax to the new
value exponentially with the characteristic time τ̃1 = τ11−ŵ according to the solution of
the differential equation (A.19) (but with θ(t) = 0).
I did such an estimation for the network of N = 16000 neurons (default simula-
tion is described in the section A.3.1). The results are presented in figure A.3. The
estimations were done for the set-point rg = 4Hz and the instantaneous change of the
external current was chosen to increase the network firing rate to 6Hz (fig. A.3 left) or
to decrease it to 2Hz (fig. A.3 right). In all of these simulations the homeostasis was
turned off (h = 0). To change the recurrence of the network, the maximum synaptic
input conductance wmaxe was varied. For each case the network firing rate response was
averaged over 10 simulations and then fitted with the exponential curve to estimate the
characteristic time constant. Finally the dependence of τ̃1 on the recurrence was fit-
ted according to the linear approximation τ̃1 = τ11−ŵ to derive the relationship between
wmaxe and ŵ.
In the bottom plots of fig. A.3 the black arrows are pointing to the default maximum
synaptic input conductance value of wmaxe = 0.0033. The estimated values of ŵ for this
connectivity are ŵ≈ 0.62 for the case of increased firing rate and ŵ≈ 0.42 for the case
of the decreased firing rate. The difference is likely due to the intrinsic nonlinearity of
the underlying f-I curve g() and the relative large change in the external inputs (50%
increase and decrease of firing rates). Decreasing the absolute change in the external
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Figure A.3: The estimations of ŵ and τ1 (method 1).
(top) Example of the fitting of the characteristic time constant of the network activity (τ̃1)
when we apply a step increase (left) or a step decrease (right) of the external input for
a network with a default connectivity parameters (p = 0.02, wmaxe = 0.0033).
(bottom) Each red dot represents a network time constant τ̃1 for a specific connectivity
strength, measured by the external input change causing the increase of the stable
network rates from 4Hz to 6Hz (left) or causing the decrease of network rates from
4Hz to 2 Hz (right) and fitting the time course of the response by an exponential curve.
The ŵ is estimated based on the resulting time constants as per the equation given in
the figure. The black arrows indicates the default connectivity strength chosen for the
further simulations (wmaxe = 0.0033). The estimates based on the input increase and the
input decrease differ in value for the same connectivity strength (ŵ≈ 0.62 and ŵ≈ 0.42
measured by input increase and decrease respectively). Measuring the network time
constant of a non-connected network τ1 = τ̃1(ŵ = 0) we get τ1 = 12±2 ms (indicated
by gray arrows in the figure).
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inputs would make it hard to estimate the characteristic relaxation times. Finally given
the monotonic nonlinearity of the f-I curve around the set-point (see the inset in figure
A.2), the modified recurrence coefficient is likely to lie between the two estimated
values.
The time constant for the unconnected network is estimated to τ1 = 12±2 ms and
matches both cases (gray arrows in figure A.3, where ŵ = 0).
Methods 2 and 3: Estimation based on the f/I curves As shown in the figure A.2
the f-I curve of the connected network is different from the f-I curve of the uncon-
nected network. If we take the approximated linearized equation for the connected
network activity (A.19) in the absence of homeostasis (θ = 0) and look at the steady







This is an expression for the approximate linear activity of the connected network
around the set-point (r1 = rg). g̃′ represents the gradient of the f-I curve of the con-
nected network around the set-point. Since it is possible to measure the gradients of
both unconnected and connected networks, this can be used as another way to estimate
the modified recurrence factor ŵ = g̃
′−g′
g̃′ (method 2).
I show the f-I curves and the estimation of their gradients around the set-point
(rg = 4Hz) in figure A.4. According to the estimated gradient values for our default
connectivity (g′ ≈ 1.64, g̃′ ≈ 3.19) the modified recurrence coefficient is ŵ ≈ 0.49,
which is within the interval [0.42,0.62] obtained by the method 1.
All those estimations relied on the specific set-point. To relax this constraint and
verify that the estimation of the recurrent coefficient applies across different set-points
I estimated the f-I curve of the connected network (g̃()) using the measured f-I curve
of the connected network (g()) and a recurrent connectivity coefficient w (method 3).
To do that I numerically solved the static state of the equation (A.18) in the absence
of homeostasis r1(t) = g(wr1 + u(t)) for different values of w. The bottom plot in
figure A.4 shows the fit between the numerically estimated f-I curve (dashed line) and
the f-I curve measured in the simulations of the connected network (green line) for
the best matching value of w = 0.29. Combining this result with the estimation of the
gradient of the f-I curve of the unconnected network around the set-point g′ ≈ 1.62,
we get ŵ = g′w ≈ 0.49 which fits exactly with the estimations from the previous two
methods.
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Figure A.4: The estimations of ŵ (methods 2 and 3).
(left - method 2) Estimation of the gradient of the f-I curve of the unconnected network
around the set-point (the horizontal gray line). The f-I curve was measured by simulating
the network activity in the absence of homeostasis (h= 0) at different levels of the mean
input current (blue dots).
(right) Same as left but for the connected network. The two gradient values give us the
estimation for ŵ≈ 0.49.
(bottom - method 3) Numerical estimation of the f-I curve of the connected network
(dashed green line) using the measured f-I curve of the unconnected network (blue
line) and the best fitting recurrent connectivity coefficient w = 0.29 (corresponding to
ŵ ≈ 0.49). The numerical estimation for this recurrent connectivity coefficient fits well
with the measured f-I curve of the connected network (solid green line).
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A.3.4 The stability criteria
In section (A.2) we presented two separate criteria for the stability of the recurrent
system under homeostasis. How does the activity of the recurrent spiking network
correspond to those criteria?
The first criteria was developed for the rate-based system with the assumption of
the linear response of neurons (g(x) = g′, where g′ is a constant of x) and sets a limit
on how small the homeostatic time constant τ3 can be (Equation A.9) to still have
a system that achieves asymptotic stability. Taking the firing rates of the excitatory
spiking network (r1) averaged over all the neurons I approximated the dynamics of the
system (A.18) and linearized it around the target firing rate (A.19) to be able to apply
the linear criteria (A.20). Here I defined the modified recurrence coefficient ŵ which
indicates the strength of the network connectivity and needs to be smaller than 1 for
the network to be stable even in the absence of homeostasis. Once I estimated the
coefficient ŵ and the network time constant τ1 the critical homeostasis time constant
τ
critlin
3 for the target firing rate (rg = 4Hz) was estimated to 52±10ms (figure A.5 - top
left). Given that the f-I curve of the spiking network is not linear, the criterion is only
valid for small perturbations around the target firing rates and as such can only serve
as the lower bound on the critical time constant required for a global stability.
The second, more strict, criteria is developed for the rate-based system with the
non-linear response of neurons according to the Aizerman conjecture (equation A.13).
For our rate-based approximation of the spiking network the critical value for τ3 ac-










The calculated critical value for the default network using the estimations of ŵ,
τ1 and max(
σ(x)
x ) is presented in figure A.5 (top right). max(
σ(x)
x ) is estimated by
measuring the f-I relation of the connected network in the absence of homeostasis
(bottom plots in figure A.5). According to those estimations the critical τ3 value is
τ
critaiz
3 = 300± 100ms. Note that this is a sufficient but not necessary criterion, and
as such provides an upper bound on the critical time constant required for the global
stability.
Simulations of the network with the homeostasis turned on correspond well with
the predictions. Firstly we see the homeostasis can destabilize the network by com-
paring the variability of network activity 2.5s after a step increase in the external input
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Figure A.5: The critical τ3 values.
(top) The theoretical estimations of the critical τ3 values as a function of τ1 for the linear
(left, Eq. A.10) and nonlinear (Aizenman) criteria (right, Eq. A.22). First the blue areas
are calculated based on the default parameter values (τ2 = 50 ms) and the estimations
of ŵ = 0.49±0.05, g′ = 3.19 and max(σ(x)x ) = 18.5, according to the equations (A.20)
and (A.22) for left and right plot respectively. Using the estimation τ1 = 12±2ms we can
then read out the critical values for the linear criteria (52±10ms) and for the nonlinear
Aizerman criteria (300±50ms) - represented by the gray shading.
(bottom) Determining the criterion for the nonlinear case. (left) Function σ(x) is defined
as the re-centered f-I curve of the connected network (g̃(x)) so that the σ(x = 0) = 0
corresponds to the set-point of the homeostasis. (right) Determining max(σ(x)/x) used
in the calculation of the critical τ3 value.
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(figure A.6 - top left) with the variability of the network activity at the same mean
activity level (4Hz). This also allows for empirical estimation of the critical τ3 value
(~210 ms).
As expected due to the nonlinear nature of the system, the empirical critical value is
higher than the theoretical linear criterion (τcritlin3 = 52±10ms). Compared to the Aiz-
erman conjecture criterion the empirical critical value is smaller - however, it should
again be noted that the criterion for stability is not tight. Thus networks for which
one cannot prove stability can nevertheless be stable; this is a well-known property of
non-linear control theory. The top right plot of the figure A.6 graphically expresses the
theoretical and empirically observed criteria for stability.
The bottom plots of A.6 show the activity of the network for various values of τ3
(left) and the power spectrum of the activity (right). We can see the oscillations for
the small τ3 values. The amplitude of oscillations is dropping as τ3 increased until
the stability is achieved. Interestingly the frequency of the oscillations corresponds
to the target firing rate (4 Hz), which is the direct result of fast homeostasis pushing
individual neurons to fire at 4 Hz.
A.4 Discussion
In this chapter I have considered instabilities in the neural activity due to homeostasis
of intrinsic excitability, focussing on how the theoretical predictions in rate-based sys-
tems translate to the activities in the excitatory spiking network which has a non-linear
input-output relationship.
In the worst case, homeostasis can lead to continuous oscillations of the activity.
Homeostasis can also lead to damped oscillations in the activity, which are less dis-
astrous to information processing, provided the oscillations don’t persist too long. To
our knowledge such damped oscillations in the homeostatic response have not been ob-
served experimentally, although averaging of experimental data could have obscured
their detection.
The control theoretic framework for homeostasis sets precise constraints on home-
ostatic control to prevent the instability in the case of the linear input-output relation-
ship. While a typical single neuron model with just two filters in the feedback loop has
no stability issues even when the homeostatic control is very fast this is no longer true
when network interactions are included. The stronger the recurrence of the network,
the slower the feedback needs to be (Eq. A.10). Networks with time-constants on the
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Figure A.6: Effect of homeostasis for different values of τ3
(top left) Determining the empirical τcrit3 from the variability of the population rates 2.5
s after a step increase in stimulus for different values of τ3. At about τ3 = 210 ms the
variability in firing rates drops down to the variability of the network without homeostasis
indicating the network is in a stable state.
(top right) The f-I curve and the stability criterion. The solid curve shows the f-I curve
of the connected network (g̃()) as determined from the simulations with homeostasis
turned off. The various lines have a slope proportional to τ3. According to linear theory
stability the minimal τ3 required is given by the slope at the set point (dashed line).
Stability of a system with a non-linear f-I curve requires the time-constant to be such
that the line encompasses the f-I curve - the Aizerman criteria (dotted line). In practice
stability is achieved for a slightly smaller value of τ3 (green dashed line).
(bottom) Example of the network activity following a step stimulus for different interest-
ing values of τ3 (left) and the power spectra of those activities (right).
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order of seconds have been proposed to explain sensory evidence integration, decision
making and motor control [121, 122]. As the minimal homeostatic time constant for
oscillation-free homeostasis scales quadratically with the network time-constant, the
required homeostatic time-constant becomes of the order of hours, which is compara-
ble to experimentally observed homeostatic action [110, 116, 112, 117].
In addition, the condition for stability if the neuronal input-output relationship is
non-linear (a non-linear f-I curve) is described. A non-linear f-I curve further limits
the minimal homeostatic time-constant. Ideally, one would like to know the stabil-
ity requirements for any given non-linear homeostatic controller. However, only in a
very limited number of cases extensions of our mathematical results to either multiple
non-linearities in the control loop or to higher dimensional systems (i.e. with longer
feedback cascades) are known. We describe a sufficient (but not necessary) condi-
tion for the stability of the system with two linear filters in the feedback loop based
on the Aizerman conjecture (Eq. A.22) which gives an upper bound for the minimal
homeostatic time constant.
The described limits are explored in the case of an excitatory recurrent spiking
network. To be able to do the comparison with the theoretical predictions we first ap-
proximate the dynamics of the network with a one-dimensional rate-based model. The
parameters of the approximated model (network time constant, modified recurrence
factor) are estimated from simulations of the network activity in the absence of home-
ostasis. A specific connectivity (ŵ≈ 0.49) and target firing rate (rg = 4Hz) are chosen
for the exploration of homeostatic effects in the network. As predicted from the the-
oretical rate models the spiking network exhibits unstable behavior (oscillations) for
a fast homeostatic time constant. The criterion derived from the linear approximation
is not sufficient to stabilize the network, while the criterion based on the Aizerman
conjecture demands a slower homeostatic time constant than what we observed em-
pirically. This still fits with the theory, as the criterion is not supposed to give a tight
bound.
While we see the activity undershoot caused by a homeostatic response to an in-
crease in input (see figure A.6) we do not observe any prolonged dampened oscillations
as predicted by the theory. The reason for this could be the intrinsic variability of the
individual neuron activities which desynchronize the oscillatory activity. Furthermore,
unless the spiking network is silent, it is never really static (as its activity is essentially a
collection of discrete events) so the input to an individual neuron is never stable. This
non-static input can be viewed as a constant collection of small perturbations which
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makes it hard to clearly distinguish the stable regime from the regime of dampened
oscillations. One way to address this is to look at the power spectral density of the
network activity. As the homeostasis mechanism is applied to individual neurons it not
only forces each neuron’s spiking frequency to the frequency of the target firing rate
but also makes the spiking regular if the homeostasis is fast enough (the coefficient
of inter-spike interval becomes small). Those regular spikes of individual neurons are
synchronized by the network which leads to the oscillations on the network level at the
same frequency as the target firing rate. We can therefore look for the signature of the
homeostasis in the power spectral density of the network activity (figure A.6). Even
for the case where the network was empirically determined to be stable (τ3 = 210ms,
purple line) we can still see the increased power at the frequency of the target firing
rate.
Stability of homeostatic control has been the main consideration in this study. This
is of course of utmost importance biologically, but it is unlikely to be the only criterion.
Another reason for slow homeostasis is that it would allow the processing of slow
varying stimuli; homeostasis filters out all fluctuations slower than its response time.
A very simple fast homeostasis could lead to a system in which nothing changes
eliminating all possibilities for any information processing. Such naïve homeostasis
would go against the observed heterogeneities in intrinsic properties of cells over a
defined brain region [123]. On the other hand, heterogeneities in the homeostatically
regulated conductance profiles of coupled neurons can lead to heterogeneities even
when target activity levels are identical [124].
There can also be cases where rapid acting homeostasis is needed. For instance,
one might want to minimize periods of prolonged hyperactivity, while in a recent study
fast synaptic homeostasis was required to counter synaptic plasticity [125]. It suggests
that homeostatic control is constrained “from below and from above”, and therefore
more finely tuned than previously thought. Unfortunately data on the time-course of
the homeostasis of intrinsic excitability, its mediators and regulation cascade is limited,
hindering a direct comparison of data to our analysis. Nevertheless a prediction that
follows from this work is that homeostasis should be slower in brain regions with
strong recurrent connections and long network integration times.
The introduced framework is very general. A recent study examined simple home-
ostatic control for a network with separate excitatory and inhibitory populations and
found that excitatory neurons require faster homeostasis than inhibitory neurons [126].
Our results can be used to extend those results to more realistic control loops. Other
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targets for extension and application of this theory include the effect of neuronal het-
erogeneity, excitatory/inhibitory balanced networks, controllers with a combination of
parallel and sequential slow and fast components, as well models that include dynam-
ical synapses. Finally, these results might be important for other regulatory feedback
systems such as synaptic homeostasis and spike frequency adaptation.
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