Abstract. For p > 0, let B p (B n ) and L p (B n ) respectively denote the p-Bloch and holomorphic p-Lipschitz spaces of the open unit ball B n in C n . It is known that B p (B n ) and L 1−p (B n ) are equal as sets when p ∈ (0, 1). We prove that these spaces are additionally norm-equivalent, thus extending known results for n = 1 and the polydisk. As an application, we generalize work by Madigan on the disk by investigating boundedness of the composition operator
Background and Terminology
Let n ∈ N, and suppose that D is a domain in C n . Denote the linear space of complex-valued, holomorphic functions on D by H (D) . If X is a linear subspace of H (D) and φ : D → D is holomorphic, then one can define the linear operator C φ : X → H (D) by C φ (f ) = f • φ for all f ∈ X . C φ is called the composition operator induced by φ.
The problem of relating properties of symbols φ and operators such as C φ that are induced by these symbols is of fundamental importance in concrete operator theory. However, efforts to obtain characterizations of self-maps that induce bounded composition operators on many function spaces have not yielded completely satisfactory results in the several-variable case, leaving a wealth of basic, open problems.
In this paper, we try to make progress toward the goal of characterizing the holomorphic self-maps of the open unit ball B n in C n that induce bounded composition operators between holomorphic pLipschitz spaces L p (B n ) for 0 < p < 1 by translating the problem to (1 − p)-Bloch spaces B p (B n ) via an auxiliary Hardy/Littlewood-type norm-equivalence result of potential independent interest.
The function-theoretic characterization of analytic self-maps of B 1 that induce bounded composition operators on L p (B 1 ) for 0 < p < 1 is due to K. Madigan [Mad] , and the case of the open unit polydisk ∆ n was handled in a joint paper by the present authors with Z. Zhou [CSZ] , in which a full characterization of the holomorphic self-maps φ of ∆ n that induce bounded composition operators between L p (∆ n ) and L q (∆ n ), and, more generally, between Bloch spaces B p (∆ n ) and B q (∆ n ), is obtained for p, q ∈ (0, 1), along with analogous characterizations of compact composition operators between these spaces.
Although our main results concerning composition operators, Theorem 2.1 and Corollary 2.2, are not full characterizations, they do generalize Madigan's result for the disk to B n ; on the other hand, we obtain a complete Hardy-Littlewood norm-equivalence result for p-Bloch and (1 − p)-Lipschitz spaces of B n for all n ∈ N. This norm-equivalence result should lead to an eventual extension to B n of the characterizations of bounded composition operators established on B 1 in [Mad] and on ∆ n in [CSZ] . Most of our several complex variables notation is adopted from [Ru] . If z = (z 1 , ..., z n ) and w = (w 1 , ..., w n ) are points in C n , then we define a complex inner product by z, ω = n k=1 z kwk and put |z| := z, z . We call
consists of the set of all f ∈ H(B n ) with the property that there is an M ≥ 0 such that
is a Banach space with norm ||f || B p given by
The little p-Bloch space B p 0 (B n ) is defined as the closed subspace of B p (B n ) consisting of the functions that satisfy
For p ∈ (0, 1), L p (B n ) denotes the holomorphic p-Lipschitz space, which is the set of all f ∈ H(B n ) such that for some C > 0,
These functions extend continuously to B n (cf. [CSZ, Lemma 4.4] ). Therefore, if A(B n ) is the ball of algebra [Ru, Ch. 6] , then
where Lip p (B n ) is the set of all f : B n → C satisfying Equation (1) for some C > 0 and all z ∈ B n . L p (B n ) is endowed with a complete norm || · || Lp that is given by
In Equations (1) and (2), B n and B n are interchangeable, since functions in L p (B n ) extend continuously to B n . The supremum above is called the Lipschitz constant for f . As in [Ru, p. 13] , σ represents the unique rotation-invariant positive Borel measure on ∂B n for which σ(∂B n ) = 1, and for f ∈ L 1 (σ), C[f ] denotes Cauchy integral of f on B n (see [Ru, p. 38] ).
Let u ∈ ∂B n and f ∈ H(B n ). The directional derivative of f at z ∈ B n in the direction of u ∈ ∂B n is given by
if this limit exists. Observe that
We define the partial differential operators D j as in [Ru, Ch. 1] . The radial derivative operator [Ru, p. 103] in C n will be denoted by R and is linear. Let U = {u 1 , u 2 , . . . u n } be an orthonormal basis for the Hilbert space C n with its usual Euclidean structure. We define a gradient operator ∇ U on H(D) with respect to U by
and we can denote ∇ U by ∇ when U is the typically ordered standard basis for C n . Let x and y be two positive variable quantities. We write x ≍ y (and say that x and y are comparable) if and only if x/y is bounded above and below.
Main Results on Composition Operators
Our norm-equivalence result (Theorem 3.5) ties our results concerning C φ between p-Lipschitz spaces of B n to the following result for general Bloch spaces:
Theorem 2.1. Let p, q ∈ (0, ∞), and suppose that φ : B n → B n is holomorphic. Then the following statements hold: (A) If there is an M ≥ 0 such that for all z ∈ B n and j ∈ {1, . . . , n},
Identical proofs to the ones given in the present paper were used to prove Theorem 2.1 above and Corollary 2.2 below for 0 < p = q < 1 in [Cl, Ch. 4] . It should be pointed out that Theorem 2.1, Part (A) is similar to a statement that is proved in [Z] ; furthermore, [Z] contains a result that is in the same direction as Part (B) of Theorem 2.1 and that is proven using different testing functions. Unlike [Z] , however, the present paper addresses composition operators between L p (B n ) and L q (B n ) and the coincidence and norm-equivalence of B 1−p (B n ) and L p (B n ), respectively.
Using analogous "little-oh" arguments, one obtains for p, q > 0 a compactness result analogous to Theorem 2.1, in which "bounded" is replaced by "compact" and the limit of the left hand side of each inequality in the statement is taken as |φ(z)| → 1 − , with inequality replaced by equality to 0. However, in the case that p ∈ (0, 1), B p (B n ) is the same as and norm-equivalent to L 1−p (B n ), whose compact composition operators are known to be generated precisely by holomorphic self-maps φ of B n with supremum norm strictly less than 1 (see [CoMac, Ch. 4 
]).
The following corollary follows from Theorems 2.1 and 3.5 and can be viewed as the objective main result of the present paper:
Corollary 2.2. Let p, q ∈ (0, 1), and suppose that φ : B n → B n is holomorphic. Then the following statements hold:
for all j ∈ {1, 2 . . . , n} and z ∈ B n , then C φ is a bounded operator from
Choosing n = 1, p = q ∈ (0, 1), and u = 1 in Corollary 2.2 leads to the following result, which is due to K. Madigan [Mad] : Theorem 2.3. Let 0 < p < 1, and suppose that φ is an analytic self-map of B 1 . Then C φ is bounded on L p (B 1 ) if and only if
To generalize Theorem 2.3 to B n , we need Theorem 3.5, which is the ball analogue of the following result for the disk (Lemma 2 in [Mad] ). The first statement in Theorem 3.1 can be derived from a classical theorem of Hardy/Littlewood for B n (see [HL] , [D, p. 74] , and [CoMac, p. 176] ).
Furthermore, the Lipschitz constant of f and the quantity
We remark that the polydisk version of Theorem 3.1 is stated and proved in [CSZ] . However, the argument used there cannot be applied to B n , thus requiring a different approach.
Part of our norm equivalence result, Theorem 3.5, is recorded here for the reader's convenience: Lemma 3.2. Suppose that 0 < p < 1. Then we can define a norm ||f ||
The proof of the first statement is standard and left to the reader. Since functions in L p (B n ) extend continuously to B n , they are automatically in L 1 (σ) [Ru, Remark, p. 107] and since the quotients of these functions and their L p -norms satisfy [Ru, Equation (1), p. 107], the second statement is obtained from [Ru, Theorem 6.4.9] .
The following lemma is also a portion of Theorem 3.5:
Proof. Suppose that f ∈ B 1−p (B n ). If f = 0 then f ∈ L p (B n ) trivially, so assume henceforward that f = 0. A well-known result [Ru, Ch. 6] applied to f /||f || B 1−p implies that for all z, w ∈ B n ,
from which the first statement of the lemma follows. Moreover,
The following fact also constitutes part of Theorem 3.5:
and only if there exists
given by ||f ||
Proof. For a proof of the first statement, see [YO, Proposition 1] . The second statement follows from subsequent applications of the first statement in Lemma 3.3 and Lemma 3.2. To prove the final statement, we use the weighted Bergman projection P s with kernel K s and the map
where s ∈ C satisfies Re s > −1 (see [Cho] ). By [Cho, Corollary 13] , we have that P s •L s is the identity on B 1 (B n ) for all such values of s. In particular, P 0 • L 0 is the identity on B p (B n ), since this set is contained in B 1 (B n ). Note that the assumption p ∈ (0, 1] is used here. We then obtain that there is a C ≥ 0 such that for all z ∈ B n and f ∈ B 1 (B n ),
Hence, there is a C ′ ≥ 0 such that for all f ∈ B p (B n ) and z ∈ B n ,
Let ε ∈ (1 − p, 1). Subsequent applications of the above inequality, [S, Lemma 2] , and [Ru, Theorem 1.4.10] imply that there are nonnegative constants C ′′ and C ′′′ such that for all z ∈ B n and f ∈ B p (B n ), the following chain of inequalities holds:
It follows that for all f ∈ B p (B n ) and z ∈ B n ,
The final statement in the lemma now follows from the above statement and an application of [S, Lemma 2] at z = 0.
We are now ready to state and prove this section's main result, the analogue of Theorem 3.1 for B n .
Proof. The first statement is known, since L p (B n ) = A(B n )∩Lip α (B n ) (see [Ru, Ch. 6] ), which is set-theoretically equal to B 1−p (B n ) (see [YO] ). By Lemma 3.4, it follows that there is a
−1 )||f || B 1−p by Lemma 3.3. The second statement in Theorem 3.5 follows.
Proof of Theorem 2.1
In the proof of Theorem 2.1, part (B), we will use part of the following lemma, which is obtained by straightforward estimates involving Equation (3) (see [Cl, Ch. 4 
]):
Lemma 4.1. Let f ∈ H (D) , where D is an open subset of C n , and suppose that U is an orthonormal basis for C n . Then for all z ∈ D,
We are now ready to prove Theorem 2.1.
Proof of Theorem 2.1. (A)
Suppose that for some M ≥ 0,
Then we have that
by Inequality (4). It follows that ||C φ f || B q ≤ (1 + n 2 M)||f || B p for every f ∈ B p (B n ), thus completing the proof of Theorem 2.1, Part (A).
(B).
We proceed by modifying the argument given in [CoMac, for n = 1. For a ∈ B n , define f a : B n → C to be function that vanishes at 0 and is the antiderivative of ψ a : B n → C given by ψ a (t) = (1 −āt) −p . Let w ∈ B n and u ∈ ∂B n . Define F w,u : B n → C by
. . , u (n) } is an orthonormal basis for C n . For all z ∈ B n and j ∈ {2, 3, . . . , n}, we have that
On the other hand, for every z ∈ B n ,
From Equations (6) and (7), it follows that
We observe that the quantity above is bounded when u is fixed. This fact and Lemma 4.1 together imply that F w,u ∈ B p 0 (B n ). Also, we have
Furthermore, by Lemma 4.1, we have that
It follows that Quantity (9) is less than or equal to 2 p . Hence, F w,u ∈ B p (B n ) for every w ∈ B n and u ∈ ∂B n ; moreover, the set {||F w,u || B p : u ∈ ∂B n , w ∈ B n } is bounded. This fact and the hypothesis together imply that there exist C and M ≥ 0 such that for every w ∈ B n and u ∈ ∂B n ,
Therefore, we obtain that (10) sup u∈∂Bn, z,w∈Bn
Now for each j ∈ {1, 2, . . . , n}, we have that
It follows that
Using Equation (11), we can rewrite Equation (10) By restricting the values of u, one obtains various necessary conditions for compactness of C φ from Part (B) of Theorem 2.1. Two such conditions are listed in Corollary 4.2 below. We point out that the boundedness of Quantity (13) below when C φ is bounded from B p (B n ) to B q (B n ) is a result given by Zhou in [Z] . (i) For all z ∈ B n with φ(z) = 0, we have that
(ii) For all z ∈ B n and j ∈ {1, 2, . . . , n},
(1 − |z| 2 )
Proof. Putting u := φ(z)/|φ(z)| in Theorem 2.1, Part (B), one obtains that Quantity (13) is no larger than some M ′ ≥ 0 for all z ∈ B n such that φ(z) = 0. Successively replacing u ∈ ∂B n in Theorem 2.1, Part (B) by the typically ordered standard basis elements e j of C n for j = 1, 2, . . . , n, we see immediately that the left side of Inequality (14) is no larger than some M ′′ ≥ 0. Choosing M := max(M ′ , M ′′ ) completes the proof.
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