We test whether the Indonesian foreign exchange market is efficient. Since empirical evidence has been inconclusive, we employ a new generalized autoregressive conditional heteroskedasticity-based unit root test to examine the Efficient Market Hypothesis (EMH). The advantages of this model are that it accommodates two endogenous structural breaks and heteroskedasticity. Tests that account for structural breaks reject the EMH in only 29% of cases. When we accommodate both structural breaks and heteroskedasticity, we find the EMH is rejected in 50% of cases. Finally, we examine the half-life of exchange rates and find that 71% of rates revert to equilibrium within a month.
I. INTRODUCTION
This paper tests whether the Indonesian Foreign Exchange (FX) market is efficient. The Efficient Market Hypothesis (EMH) argues that asset prices fully incorporate all information available. Given that prices fully reflect all information available, we cannot consistently gain from arbitrage on a risk-adjusted basis (Fama, 1965, Another contribution is that we examine the implications of the rejection or acceptance of the unit root null on the exchange rate's speed of adjustment to equilibrium. There is limited evidence in this area. We first show that the exchange rates of Indonesia exhibit up to two structural breaks. Then, we show that the error terms associated with the exchange rate models are far from i.i.d. From two tests of unit roots that account for structural breaks but not for heteroskedasticity, we find that the EMH is rejected for approximately 29% of the FX rates. We further explore the hypothesis by accounting for both structural breaks and heteroskedasticity. We find that the rejection rate of the EMH is quite a bit higher (50%). We find the results to be generally robust using daily data. Moreover, we find that the FX market was less efficient pre-crisis when we split the sample into before and after the Asian Financial Crisis (AFC). Finally, we examine the adjustment of these exchange rates to equilibrium by computing their half-life. We find that approximately 71% of the exchange rates revert to their mean within one month following a deviation. This could mean that the FX market is efficient in the short term.
The AFC of 1997-1998 predominantly affected three countries: Indonesia, South Korea, and Thailand (Goldstein, 1998; Yamazawa, 1998) . Notable during the crisis were the breakdown of the Thai baht and the sharp depreciation of the Indonesian rupiah and South Korea won (Goldstein, 1998; Yamazawa, 1998; Cerra and Saxena, 2002; Enoch, Frécaut, and Kovanen, 2003) . As noted by Goldstein (1998) , the AFC originated in Thailand, following a speculative attack on the Thai baht.
2 Following the painful recovery of these countries from the crisis, there is recent evidence of a sharp depreciation in the Indonesian rupiah. On 3 September 2018, the rupiah recorded its lowest rate since the start of 2018 of 14.777 per dollarthe lowest since the peak of the AFC -and 8.93% depreciation (Tan, 2018) . Amidst these currency events, our quest is to examine whether the rupiah FX market is efficient. The Indonesian FX market is particularly suitable for this study because bilateral rupiah exchange data are available, thus limiting the need to compute cross-rates.
We proceed in the remaining sections as follows. Section II reviews the literature on the EMH in the context of the FX market. Section III presents our data. Section IV outlines our empirical testing strategies. Section V presents the empirical results and the half-life analysis. Section VI provides concluding remarks.
II. LITERATURE REVIEW
The earliest conceptualization of the efficient market theory remains debatable (Jovanovic, 2012) . However, formal theoretical exposition of the EMH is credited to Fama (1965) . The EMH argues that asset prices fully incorporate all information available, thereby preventing market participants from consistently gaining from arbitrage on a risk-adjusted basis (Fama, 1965 (Fama, , 1970 Samuelson, 1965) . The theory argues that asset returns tend to exhibit a random walk behavior (Fama, 1965; Malkiel, 2003) . Hence, analysts (investors) cannot use fundamental or technical analysis to consistently generate risk-adjusted excess returns. Analysts can only outperform the market by buying riskier assets or using inside information (Fama and French, 2012) .
The core assumption of the EMH is that economic agents are rational and thus maximize their utility following rational expectations (Fama, 1965) . This means agents update their expectations, on the average, as soon as new relevant information arrives in the market. Specifically, the reactions of agents should be random and normally distributed to make market returns unexploitable after accounting for transaction costs (Fama, 1965) . Depending on the completeness of information available to the agents, the EMH is grouped into three forms. Weak form efficiency argues that past asset prices or returns are poor predictors of future asset prices or returns (Fama, 1970) . Semi-strong form efficiency argues that publicly available information is a poor predictor of future asset prices or returns (Fama, 1970) . Strong-form efficiency argues that all information (public and private) is a poor predictor of future asset prices or returns (Fama, 1970) .
The theory of EMH has been disputed by behavioural financial studies. These studies argue that asset markets are inefficient, owing to human errors, including but not limited to information bias, overconfidence, and overreaction (De Bondt and Thaler, 1985; Daniel and Titman, 1999; Jegadeesh and Titman, 2001; Malkiel, 2003; Shiller, 2003) . These human-related errors (associated with information processing and judgement) yield an equilibrium wherein investors purchase growth stocks at the expense of value stocks. Hence, it is possible for investors who are less prone to these errors to outperform the market (Malkiel, 2003; Shiller, 2003) .
The adaptive market hypothesis of Lo (2004) aims to blend the EMH and inefficiencies induced by human-related errors. The adaptive market hypothesis argues that markets are ecological systems where heterogeneous agents compete for profits. The profits are cyclical such that competition erodes extant profitable opportunities, while new ones come up. The presence of heterogeneous agents means that different trading strategies are available in the markets and that markets transition through varying degrees of efficiency and changes in the composition of agents (Lo, 2004) . Consistent with this theory, Timmermann and Granger (2004) contend that there is no dominant trading strategy in the markets because, if there were, all agents would exploit it, thus driving profits to zero. Similarly, markets are enhanced over time because old, inefficient processes are supplanted by more efficient ones (Timmermann and Granger, 2004) .
The results of empirical tests of the EMH have been largely mixed. What remains clear, though, is that the evidence generally rejects strong forms of the hypothesis (Basu, 1977; Rosenberg, Reid, and Lanstein, 1985; Fama and French, 1992) . The consensus is that the assumptions underlying the strong forms of EMH are far from reality and that markets are likely exhibit weak form efficiency (Lo and MacKinlay, 1988; Timmermann and Granger, 2004) . Generally, the weak form EMH implies that prices are unpredictable and excess returns are absent (see also Katusiime, Shamsuddin, and Agbola, 2015) . Common tests of the weak form EMH are the variance ratio and unit root tests. In the following, we briefly review the variance ratio and unit root studies and then highlight our motivations. Lo and MacKinlay (1988) , using their variance ratio test, find that the weak form EMH is not supported by data. The variance ratio test of Lo and MacKinlay (1988) has motivated the development of other versions of the test, including the Wald joint variance ratio test (Richardson and Smith, 1991) , the multiple variance ratio test (Chow and Denning, 1993) , the automatic variance ratio (Choi, 1999) , the sign-and rank-based variance ratio tests (Wright, 2000) , the wild bootstrap variance ratio test (Kim, 2006) , and the wild bootstrap automatic variance ratio test (Kim, 2009) . Evidence from studies based on the variance ratio tests is mixed (Park and Irwin, 2007; Chiang, Lee, Su, and Tzou, 2010; Lim and Brooks, 2011; Charles, Darné, and Kim, 2012) .
Similar to the variance ratio studies, unit root studies have examined the weak form EMH with varying degrees of success (Narayan, Liu, and Westerlund, 2016) . These studies employ either time series techniques (Chaudhuri and Wu, 2003) or panel data techniques (Balvers, Wu, and Gilliland, 2000) . As documented by Narayan, Liu, and Westerlund (2016) , the more recent unit root tests have documented evidence supporting the mean reversion of asset prices. This implies that it is possible to predict asset prices and thus the weak form EMH is rejected by recent studies.
We are motivated by three issues in the literature. The first is that variance ratio tests largely do not incorporate the structural breaks that often characterize asset prices. The unit root studies that handle this issue mainly assume that structural breaks are exogenous. We address this problem by allowing structural breaks to be endogenous.
The second issue is that studies have generally failed to incorporate the heteroskedastic behaviour of the variance of the error terms linked to the time evolution of asset prices. More technically, studies have made the rather restrictive assumption that the error term associated with the regression specification of the tests is i.i.d. (see also Gospodinov, 2008; Narayan, Liu, and Westerlund, 2016) . However, Kim and Schmidt (1993) show that the unit root null is frequently rejected if the i.i.d. error assumption is violated. Therefore, we test the weak form EMH using a unit root test that addresses this issue.
The third issue is that studies on EMH have broadly focused on stock markets. Recent studies have extended EMH tests to advanced economy FX markets (Neely, Weller, and Ulrich, 2009) . Specifically, these studies show that simple trading rules are unprofitable in these markets (Olson, 2004; Park and Irwin, 2007; Harris and Yilmaz, 2009; Neely, Weller, and Ulrich, 2009; Serban, 2010) . Using a battery of variance ratio tests, Katusiime, Shamsuddin, and Agbola (2015) find FX market inefficiency and a few short episodes of efficiency for a developing country. We add to these studies by analysing the FX market of an emerging market economy. Our extension permits us to explore how long it takes for exchange rates to revert to their means.
III. DATA
We use monthly data on bilateral exchange rates between Indonesia and its top 15 major trading partners, namely, Australia, China, Germany, India, Japan, Malaysia, the Netherlands, Pakistan, the Philippines, Taiwan, Thailand, Singapore, South Korea, the United States, and Vietnam.
3 We use monthly data because, when compared with daily or intra-day data, they are readily available for an extended period. Note that we replicate our main results using daily data. The common starting period for the daily data is 15 February 1979 and the monthly data start in January 1978. This is not necessarily a disadvantage of the daily data. The main issue is that daily observations are not available for five of the exchange rates from 20 May 2013 to 06 January 2015.
4 We replace these missing observations using data from the respective trading partner's central bank and other sources.
5 Due to the nature of the daily data compilation, we rely on monthly data throughout the analysis to ensure consistency and reliability.
We use the longest sample period available for each bilateral exchange rate when Indonesia had adopted a floating or managed float exchange rate regime. Under a floating or managed float regime, bilateral exchange rates are mainly determined by market conditions, which is necessary when testing FX market efficiency. By following the exchange rate regime classifications developed by Reinhart and Rogoff (2004) , we see Indonesia has operated a managed float regime since 1978 (see also Ilzetzki, Reinhart, and Rogoff, 2017) . Hence, our sample starts in January 1978 and ends in July 2018. (Cerra and Saxena, 2002; Enoch, Frécaut, and Kovanen, 2003) . This period of sharp depreciation (upward movement in the exchange rate) was followed by a sharp appreciation (downward movement in the exchange rate) from July 1998 to December 1998, when the financial markets started recovering from the crisis (see Figure 1) . The sharp appreciation of the rupiah against the Vietnamese dong between September 1983 to September 1985, immediately after the Vietnam War of 1955 to 1975, is also notable. In the post-AFC period, the rupiah was stable against two currencies, the Indian and Pakistani rupees (Figure 1 ). Sharp breaks in the exchange rates, particularly during the AFC, necessitate structural break frameworks to model them. We formally test for the presence of structural breaks in Section V. Table 1 shows the summary statistics. For the entire period (the sample period is from January 1978 to July 2018), the rupiah has done favourably, on the average, against the Korean won and the Japanese yen and poorly against the EUR and USD. Considering volatility (exchange rate risk), the most volatile exchange rate is that for IDR/EUR, while the least volatile is that for IDR/KRW. These quantities are represented by the standard deviations of 5461.760 and 3.811, respectively. Table 1 .
Summary Statistics
The table shows the summary statistics of the monthly raw bilateral exchange rates. The sample period is from January 1978 to July 2018. This covers the managed float regime adopted by Indonesia (see Reinhart, and Rogoff, 2004) . The maximum number of observations is 487 and the smallest is 468. Max, Min, SD, JB, and Obs. denote, respectively, maximum, minimum, standard deviation, Jarque-Bera statistic, and observations. In addition, all the skewness statistics are positive and relatively far from zero. The implication is that bilateral exchange rates experiencing depreciation are likely going to depreciate and those that are presently stable will depreciate in the future. In terms of kurtosis, two exchange rates are leptokurtic: those for IDR/ VND and IDR/PKR. That is, they exhibit longer and fatter tails, with higher and sharper central peaks (Westerfield, 1977) . The remainder are platykurtic, meaning that, when compared with normal distributions, their tails are shorter and thinner, with lower and broader central peaks. The Jarque-Bera test suggests that none of the exchange rates are normally distributed at conservative levels of significance. These results provide first evidence that the assumption pertaining to error terms being i.i.d. when the EMH is being tested could be misleading. We formally test this in Section V.
IV. GARCH UNIT ROOT TEST WITH TWO ENDOGENOUS STRUCTURAL
BREAKS This section outlines the GARCH unit root test developed by Narayan, Liu, and Westerlund (2016) , which is used to examine the EMH. The test incorporates structural breaks endogenously and accounts for heteroskedasticity in the error terms. Although several structural breaks are permissible, Narayan, Liu, and Westerlund (2016) found a maximum of two breaks to be sufficient. In our analysis, we formally verify this to ensure that our findings are not contaminated by wrong choices of structural breaks. That said, we employ a GARCH(1, 1) unit root test that builds on the regression:
where a 0 is the intercept term, y t-1 denotes the one-period lag of the dependent variable y t , D 1 and D 2 are the break dummy parameters, B it = 1 for t > T Bi and B it = 0 otherwise; and the T Bi , = 1, 2, are the structural break dates. The error term e t is assumed, in most applications, to be i.i.d. Kim and Schmidt (1993) show that this assumption is deleterious if the time series is not drawn from a normal distribution. Narayan, Liu, and Westerlund (2016) address this problem by characterizing e t as a first-order GARCH model (i.e. GARCH (1, 1) ) of the form where t, a, and b are parameters of the model, t > 0, a > 0, and b > 0, and h t is assumed to be i.i.d. (i.e. it has a zero mean and unit variance). Equation (2) can be estimated using various approaches. For example, Ling, Li, and McAleer (2003) show that it can be estimated in a two-step process. In the first step, p is estimated using least squares. Then we generate a series of artificial values for the residual, e t . In the second step, we estimate the coefficients of the variance equation (t, a, b) using the generated values of e t . An alternative approach proposed by Seo (1999) is built on joint maximum likelihood estimation. Specifically, the unit root null (i.e. H 0: p = 1) is tested using the maximum likelihood t-ratio for p. We follow Narayan, Liu, and Westerlund (2016) and used the second approach in our analysis, as follows. Because the break date is unknown, we substitute T Bi (i = 1, 2) with their estimates, T Bi . Estimates of T Bi are carried out sequentially. To obtain the first break date, we use the maximum absolute t-value of the break dummy coefficient
Then, using the first break estimate, , we proceed to obtain the second break date, :
In a simulation experiment, Narayan, Liu, and Westerlund (2016) show the following. The critical values underlying the unit root null changes less with changing GARCH parameters, irrespective of the combination of structural breaks. As the sample size increases, the finite sample critical values converge to a classic Dickey-Fuller distribution. The unit root test is oversized in small samples but performs well in large samples. Additionally, the empirical size of the test is correctly sized in large samples, regardless of the GARCH orders and break parameters. Our sample is quite large and thus the test is applicable. Finally, if structural breaks and GARCH effects are present, the test is nearly five times more powerful than the standard augmented Dickey-Fuller test.
V. EMPIRICAL ANALYSIS
We begin our analysis by considering a key question. How many structural breaks should we consider when testing FX market efficiency? Without knowing the number of structural breaks to be modelled when testing the foreign market efficiency, we could provide evidence based on false models. Narayan, Liu, and Westerlund (2016) find that two structural breaks are sufficient when testing the efficiency of stock returns. However, this might not apply to other markets. To address this question, we utilize Perron's (1998, 2003) test.
We use Perron's (1998, 2003) double maximum tests and analyse the null of no structural breaks against the alternative of at least one to m structural breaks. There are two statistics for the double maximum tests. The first test generates the unweighted double maximum (UDmax) statistic, while the second test generates the weighted double maximum (WDmax) statistic (Bai and Perron, 1998) . The structural breaks obtained using these tests are shown in Table 2 . We find that 13 of the 14 bilateral exchange rates have at most two structural breaks and one has a single structural break. The AFC and the Indonesian banking crisis (of 1997-1998) are correctly identified by the tests in most of the cases. This evidence suggests that our analysis should consider at most two structural breaks.
Table 2. Test for Structural Breaks in the Exchange Rates
The table shows the test for structural breaks in the bilateral exchange rates using the Perron (1998, 2003) procedure. This procedure allows for multiple structural breaks in a series to be tested. We used the double maximum tests. The first test generates the unweighted double maximum (UDmax) statistic, which is the maximum value of the F-statistic. The second generates the weighted double maximum (WDmax) statistic, which takes the weights of the individual statistics to equalize the p-values across the values of structural breaks (Bai and Perron, 1998) . In all cases, the exchange rates are in natural logarithm. The sample period is from January 1978 to July 2018.
We proceed to examine the EMH using unit roots tests that accommodate two structural breaks. Specifically, we use the test of Caner and Hansen (2001; CH hereafter) for threshold effects and unit roots and the NP tests for two endogenous structural breaks. Table 3 shows the results. The CH test results report the Wald statistic (W T ) for threshold effects and the one-sided threshold unit root test statistic (R 1,T ). The null of no threshold effects is rejected for seven of the 14 exchange rates (50%). Therefore, we reject the linear autoregressive model and accept the threshold autoregressive model. The unit root null is rejected for only four of the 14 exchange rates (28.57%). The CH test therefore lends credence to the EMH for 71.43% of the exchange rates. Narayan and Popp (2010) test are based on the procedure suggested by Hall (1994) . Caner and Hansen (2001) test accounts for threshold effects and unit roots, while Narayan and Popp (2010) test accounts for two endogenous structural breaks. In both cases, we include only the intercept. Note that TB1, TB2, and k denote, respectively, the first and second structural break dates, and optimal lag selected. In all cases, the exchange rates are in natural logarithm. The sample period is from January 1978 to July 2018. (2001) We now consider the NP results in the lower panel of Table 3 . The NP test accommodates two endogenous structural breaks and therefore takes care of the two structural breaks identified in Table 2 . The NP test correctly identifies the AFC and the Indonesian banking crisis of 1997-1998. Both the M1 and M2 results show that the unit root null is rejected for six of the 14 exchange rates (42.86%). The two results are conclusive for the unit root null rejection in four out 14 (28.57%). Therefore, like the CH test, the NP test results supports the EMH for approximately 71.43% of the exchange rates.
Caner-Hansen
The main limitation of the above results is that they assume i.i.d. errors in the underlying models of the bilateral exchange rates. Are these results reliable when the i.i.d. error assumption is violated? We address this question by formally establishing that the errors are anything but i.i.d. Specifically, we use the BreuschPagan-Godfrey and autoregressive conditional heteroskedasticity tests to examine whether the variances of the error terms are homoscedastic. Table 4 shows the results. Both tests largely reject the null hypothesis of no heteroskedasticity or autoregressive conditional heteroskedasticity effects. Hence, it is safe to conclude that the results in Table 3 are not reliable. A key contribution of the paper is to address this problem using a unit root test that accounts for heteroskedasticity.
Table 4. Tests for Heteroskedasticity
The table reports tests for heteroskedasticity in the errors of the bilateral exchange rates. The tests are the BreuschPagan-Godfrey and the autoregressive conditional heteroskedasticity (ARCH) tests, with associated Lagrange Multiplier (LM) statistics. We filtered each of the exchange rates using an AR(12) model. We then tested the generated residuals for heteroskedasticity or ARCH effects. Specifically, we test the null hypothesis of no heteroskedasticity or ARCH effects. In all cases, the exchange rates are in natural logarithm. The sample period is from January 1978 to July 2018.
ARCH
Breusch-Pagan-Godfrey We apply the GARCH (1,1) unit root test to the bilateral exchange rates and report the statistics in Table 5 . The unit root null is rejected for seven of the 14 exchange rates (50%). This implies that the EMH is supported in 50% of the cases, representing a reduction in support of the hypothesis of 21.43% when compared with the CH and NP results. Thus, the heteroskedasticity in the errors of the exchange rates series appears to influence the unit root-based EMH tests. Our results specifically show that it might be possible to predict the bilateral exchange rates of the rupiah versus the Austrian dollar, euro, Korean won, Pakistani rupee, Philippine peso, Taiwan dollar, and Thai baht. Our finding that FX markets could be efficient is consistent with the results of Katusiime, Shamsuddin, and Agbola (2015) , who find intermittent FX market efficiency, but contradicts Neely, Weller, and Ulrich (2009) , who find no support for the EMH.
As a sensitivity analysis, we compile daily data for the period from 15 February 1979 to 31 July 2018 and reapply the GARCH (1,1) unit root test to the bilateral exchange rates. These results are shown in Table 6 . The results are broadly similar to those in Table 5 , except for two exchange rates (IDR/EUR and IDR/PHP), where the test fails to reject the unit root null. The EMH is supported in 64.43% of cases, which is again considerably lower than in the CH and NP results. Table 5 .
GARCH-based Unit Root Test for EMH
The table shows the results using the GARCH-based endogenous structural break unit root tests of FX market efficiency. The results are based on Eq. (1). The two structural breaks denoted by TB1 and TB2 are reported together with the t-test statistic used to test the null hypothesis of a unit root. Specifically, we test the null hypothesis of no unit roots. In all cases, the exchange rates are in natural logarithm. The sample period is from January 1978 to July 2018. Finally, ** denotes significance at the 5% level. Table 6 .
Exchange

GARCH-based Unit Root Test for EMH Using Daily Data
The table shows the results using the GARCH-based endogenous structural break unit root tests of FX market efficiency. The results are based on Eq. (1) and daily data. The two structural breaks denoted by TB1 and TB2 are reported together with the t-test statistic used to test the null hypothesis of a unit root. Specifically, we test the null hypothesis of no unit roots. In all cases, the exchange rates are in natural logarithm. The sample period is 15/2/1979 to 31/7/2018. Finally, *** and ** denote statistical significance at the 1% and 5% levels, respectively. We perform further sensitivity analysis by splitting the sample into periods before the AFC (Indonesian banking crisis) and after the AFC (Indonesian banking crisis). Table 7 shows the results. The unit root null is rejected for 12 of the 14 exchange rates (85.7%) pre-AFC and seven of the 14 (50%) post-AFC. The results suggest that the EMH is supported in 14.3% of cases before the crisis and in 50% of cases after the crisis. In other words, the FX market was less efficient before the crisis. Table 7 .
Exchange
GARCH-based Unit Root Test for EMH Pre-and Post-AFC
The table shows the results using the GARCH-based endogenous structural break unit root tests of FX market efficiency pre-and post-AFC. The results are based on Eq. (1). The two structural breaks denoted by TB1 and TB2 are reported together with the t-test statistic used to test the null hypothesis of a unit root. Specifically, we test the null hypothesis of no unit roots. In all cases, the exchange rates are in natural logarithm. The sample period is split into two: before AFC i.e. from January 1978 to March 1997, and after AFC i.e. from July 1998 to July 2018. Finally, * and ** denote statistical significance at the 10% and 5% levels, respectively.
Pre-AFC (January 1978 to
March 1997) As a final analysis, we estimate the half-life associated with the GARCH(1,1) unit root test regression in equation (1). The half-life is a measure of the speed at which the exchange rate converges to equilibrium (Wu, 1996; Taylor, Peel, and Sarno, 2001; Choi, Nelson, and Sul, 2006; Lothian and Taylor, 2008; Chortareas and Kapetanios, 2009) . That is, the half-life indicates the time the exchange rate takes to adjust to its mean following a divergence (Choi, Nelson, and Sul, 2006) . From equation (1), we seek to compute the half-life as H(π)=ln(0.5)/ln(π) (see also Wu, 1996; Rossi, 2005; Choi, Nelson, and Sul, 2006) . If the estimated value of H(p) is higher, then exchange rates take longer to revert to their means. Table 8 shows the half-life estimates. The results show that it takes between 0.4 and 1.1 months for the bilateral exchange rates to revert to their means. Specifically, 10 of the 14 exchange rates (71%) have half-lives of less than one month. Therefore, although there is evidence of deviation from equilibrium, the speed of adjustment is quite fast. 
VI. CONCLUSION
This paper examines whether the FX market in Indonesia is efficient. The relevance of this empirical exploit lies in the fact that a rejection of the FX market efficiency means investors and/or traders can extract profit by exploiting pricing anomalies and that policies pursued under the assumption of an efficient market could be ineffective. From a policy perspective, this would require interventions by the relevant authorities to correct the market mispricing. The empirical literature remains inconclusive. More so, unit root-based tests generally treat structural breaks as exogenous or the underlying errors of the test regression as i.i.d. Our solution to these limitations is to testing FX market efficiency using a GARCH model-based test for unit roots. This approach deals with both endogenous structural breaks and heteroskedasticity. We first show that the exchange rates of Indonesia exhibit up to two structural breaks. Then, we show that the error terms associated with the exchange rate models are far from i.i.d. From two tests for unit roots that incorporate structural breaks but not heteroskedasticity, we find that the EMH is rejected for approximately 29% of the exchange rates. We explore the hypothesis further by accounting for both structural breaks and heteroskedasticity. We find that the rejection rate is quite a bit higher (50%). As a robustness test, we use daily data and reapply the procedure. We find the results to be generally robust. Further, we divide the sample into preand post-AFC periods and find that the FX market was less efficient before the crisis. Finally, we estimate half-lives and find that 71% of the exchange rates adjust to their means within one month, likely implying that the market is efficient in the short term.
The main implications are that the Indonesian FX market is still inefficient in a small number of currencies and FX investors could derive profits from such exchange rates. Because the FX market seems to only be efficient in the short term, investors might be able to derive profits by employing a buy-and-hold strategy. Although the FX market has become relatively more efficient in the aftermath of the AFC, there is room for policy initiatives. Authorities could pursue the greater transparency of FX transactions to limit potential manipulation.
