In system identification methods it is of interest to guarantee that the identified model is stable. To do this in the context of subspace identification methods we first obtain an estimate of the state sequence or extended observability matrix, then solve a least squares problem to estimate the system parameters. To ensure stability of the resulting model, we write the problem as a linear programming problem with mixed equality, quadratic, and positive semi-definite constraints. We present examples to illustrate the method and compare to existing approaches.
Introduction
Although linear system identification is widely viewed as a mature subject [2, 8, 11, 16] , recent advances in the development of subspace methods have significantly enhanced the available tools for these problems [3-7,10, [13] [14] [15] [16] [17] [18] [19] [20] . Subspace methods differ from classical least squares methods in that they provide estimates of a state sequence or an extended observability matrix, which is subsequently used to estimate the system parameters. These methods are multivariable, they allow the use of arbitrary identification signals, and they provide estimates of the plant disturbance and sensor noise statistics. In addition, subspace methods are based on the singular value decomposition and least squares procedures, and thus are computationally tractable.
In practice, system identification is practical only when the system to be identified is asymptotically stable or, in worst case, linearly unstable as in a system possessing a rigid body mode. Even when the system is known to be asymptotically stable, plant and measurement noise often give rise to unstable models. Within subspace methods, techniques have been developed to enforce the stability of the identified model. In particular, the method developed in [9] enforces stability by replacing the last p rows of the extended observability matrix r by zero, where p is the number of outputs.
Since this technique has a tendency to distort the estimated observability matrix, alternative techniques in- volving data augmentation were developed in [l] . In [13] a regularization term is added to the least squares cost function minimization problem. The amount of regularization is computed through a generalized eigenvalue problem. The solution of the minimization problem can then be computed. The spectral radius of the solution has an upper bound given in terms of singular values, which can be chosen by the user. All of these methods are inherently conservative. The objective of the present paper is to develop an alternative approach to constructing stable models within the context of subspace identification. Our approach is based on constrained optimization, where the least squares optimization procedure used to obtain parameter estimates is replaced by a constrained least squares optimization problem involving a stability constraint. In order to obtain a tractable, convex optimization problem we constrain the stable dynamics matrix to a convex set. In particular, the dynamics matrix is constrained such that amax(A) 5 1. This constraint is sufficient but not necessary to ensure that p ( A ) 5 1. However, our a p proach is direct, and thus it does not involve distortion of the extended observability matrix with zeros as in [9] or the augmentation of the estimated state sequence, extended observability matrix, or input sequence with fictitious data as in [l] , or the augmentation of the cost function to indirectly implement a singular value constraint as in [13] .
To solve this convex optimization problem, we adapt the SeDuMi code [12] to the constrained least squares problem. This code is able to solve linear programming problems involving mixed equality, inequality, quadratic, and positive-semidefinite constraints. We reformulate the problem of obtaining a stable estimate given the state sequence in Section 2. In Section 3 we reformulate the problem of obtaining a stable estimate given the extended observability matrix. In Section 4 we provide several numerical examples and compare the results to the techniques developed in [1,9].
State Sequence Problem Description
The identification problem is to estimate the coefficient matrices of The least squares problem is to minimize
where u(k : k + l ) E Rmxe, z ( k : k + l ) E RnXe, z ( k + l : 
The minimizers of (2.4) and (2.5) and thus (2. where, assuming the indicated inversgs exist,
The ^solutions A and B are independent of the solutions C and D. Thus y e can-use the standard least squares solution to find C and D and focus on minimizing .TI subject to a stability constraint in place of the least squares solution (2.6). We would like to solve this minimization problem subject to where p denotes the spectral radius. One way to ensure the stability constraint (2.9) is to use the linear matrix inequality constraints (2.15) where R 2 0, which implies that the eigenvalues of A are in the closed unit circle. The constraints (2.10)-(2.12) avoid using the equivalent quadratic matrix inequality constraint (2.15), or the more desirable eigenvalue constraint (2.9), directly. The linear matrix inequality con- 
Extended Observability Matrix Problem Description
The identification problem is to estimate the coefficient matrices of (2.1) and (2.2) given measurements of U , y, and an estimate of the extended observability matrix I'o.o where I'i.i E R p ( j -i + l ) x n is given by Py,,vec M = vec MT, P x , y P y , z = P y , z P x , y = I .
This method will produce a stable estimate of the dynamics matrix A given 170,q.
The least squares problem is to minimize where rl,q E R q p x n , and ro,q-~ E RQpxn. The minimizer of (3.2) is
We would like to solve this minimization problem subject to the constraint (2.9). As before, one way to ensure the stability constraint (2.9) is to use the linear matrix inequality constraints (2.10)-(2.12) . The problem restated with the linear matrix inequality constraint is min &(A) subject to (2.10)-(2.12). This is a quadratic programming problem with positive semi-definite constraints.
We can rewrite this as a linear programming problem with mixed equality, quadratic, and positive semidefinite constraints of the form subject to We rewrite the equality constraints such that they are functions of z, and obtain the following description of the optimization problem min c;f z (3.17) subject to d r z = br, 
Example
Here we apply the algorithm to several numerical examples. In each example we add zero mean gaussian noise w to the state sequence and v to the extended observability matrix with a signal to noise ratio of In the third example, the true system is asymptotically stable with m = 2, n = 8, p = 4, q = 17 and Z = 26 = 64. The results are shown in Figure 5 and Figure 6 . The data augmentation method performed poorly in the state sequence case. All other solutions performed well. The error in the cost functions in each case are given in Table 3 . The stability-constrained solution performed better than every other estimate and the true system. 
Conclusion
We presented a method for solving a least squares problem with stability constraint encountered in subspace identification methods. While we detailed the a p proach for two standard problems encountered in subspace identification, the approach can be extended to many other constrained least squares problems. We compared our solutions to previous methods [1, 9] . Our approach demonstrated better performance in both pole matching and cost function minimization. Our approach is conservative in that it ensures that omax(A) 5 1, which is sufficient t o ensure that the eigenvalues of the identified state matrix lie in the closed unit circle, but is not necessary. Future work will focus on further reducing conservatism and specifying the basis of the state sequence in the identified model. 
