A long line of research on fixed parameter tractability of integer programming culminated with showing that integer programs with n variables and a constraint matrix with tree-depth d and largest entry ∆ are solvable in in time g(d, ∆)poly(n) for some function g, i.e., fixed parameter tractable when parameterized by tree-depth d and ∆. However, the tree-depth of a constraint matrix depends on the positions of its non-zero entries and thus does not reflect its geometric nature, in particular, is not invariant under row operations. We consider a parameterization of the constraint matrix by a matroid parameter called branch-depth, which is invariant under row operations. Our main result asserts that integer programs whose matrix has branch-depth d and largest entry ∆ are solvable in time f (d, ∆)poly(n). Since every constraint matrix with small tree-depth has small branch-depth, our result extends the result above. The parameterization by branchdepth cannot be replaced by the more permissive notion of branchwidth. *
Introduction
Integer programming is a fundamental problem of importance in both theory and practice. It is well-known that integer programming in fixed dimension, i.e., with a bounded number of variables, is polynomially solvable since the work of Lenstra and Kannan [12, 16] from the 1980's. An intensive line of subsequent research focused on studying the tractability of integer programs with an unbounded number of variables under additional structural restrictions on the constraints appearing in the integer program. One of such tractable cases is the case of unimodular constraint matrices, i.e., matrices with all subdeterminants equal to 0 and ±1; in this case, all vertices of the feasible region are integral and algorithms for linear programming can be applied.
Besides total unimodularity, many recent results [1, 2, 4, 5, [8] [9] [10] [11] on algorithms for integer programming exploited various structural properties of the constraint matrix yielding efficient algorithms for n-fold IPs, tree-fold IPs, multi-stage stochastic IPs, and IPs with bounded fracture number and bounded tree-width. This research culminated with an algorithm by Levin, Onn and the first author [15] who constructed a fixed parameter algorithm for integer programs with bounded (primal or dual) tree-depth and bounded coefficients. We remark that it is possible to show that the problem is W[1]-hard when parameterized by tree-depth only [9, 14] and NP-hard even for instances with coefficients and tree-width (even path-width) bounded by two [6, Lemma 102] (also cf. [9, 15] ).
The tree-depth of a constraint matrix depends on the position of its nonzero entries and thus does not properly reflect the geometric nature of the integer program. In particular, a matrix with a large (dual) tree-depth may be row-equivalent to another matrix with small (dual) tree-depth that is susceptible to efficient algorithms. The purpose of this paper is to overcome this drawback with tools from matroid theory and to make some of these tools more visible to the mathematical programming community. In particular, we consider a more robust parameterization of the constraint matrix by a matroid parameter called branch-depth, and show that there is a fixed parameter algorithm for integer programs with bounded branch-depth (Corollary 2). Since every constraint matrix with small dual tree-depth has small branch-depth, our algorithm extends the algorithm presented in [15] for integer programs with small dual tree-depth. In fact, a constraint matrix has small branch-depth if and only if it is row-equivalent to a matrix with small dual tree-depth (Corollary 3). We remark that our results cannot be extended to constraint matrices with bounded branch-width (see the discussion after Corollaries 2 and 3); however, Cunningham and Geelen [3] (also cf. [17] for detailed proofs and implementation) provided a slicewise pseudopolynomial algorithm for IPs with non-negative matrices with bounded branch-width, i.e., the problem belongs to the complexity class XP for unary encoding of input.
Our contribution
To state our results precisely, we need to fix some notation. We consider the general integer programming (IP) problem in the standard form:
where
can be a linear function of x i . We remark that integer programming is well known to be NP-hard even when f (x) ≡ 0, or when the largest coefficient ∆ := A ∞ is 1 (by a reduction from the Vertex Cover problem), or when m = 1 (by a reduction from the Subset Sum problem).
The primal graph of an m × n matrix A is the graph G P (A) with vertices {1, . . . , n}, i.e., its vertices correspond to the columns of A, where vertices i and j are connected if the matrix A contains a row whose i-th and j-th entries are non-zero. Analogously, the dual graph of A is the graph G D (A) with vertices {1, . . . , m}, i.e., its vertices correspond to the rows of A, where vertices i and j are connected if A contains a column whose i-th and j-th entries are non-zero, i.e., the dual graph G D (A) is isomorphic to the primal graph of the matrix A T . The primal tree-depth td P (A) of a matrix A is the tree-depth of its primal graph and the dual tree-depth td D (A) is the tree-depth of its dual graph (we refer the reader to Section 2 for the definition of tree-depth of a graph). The branch-depth bd(A) of a matrix A is the branch-depth of the vector matroid formed by the columns of A. Since the vector matroid formed by the columns of A and the vector matroid formed by the columns of any matrix row-equivalent to A are the same, the branch-depth of A is invariant under row operations. In Section 2, we show that the branch-depth of a matrix A is at most td D (A) (Proposition 7), i.e., it is a more permissive parameter than the dual tree-depth. Finally, the entry complexity of a matrix A ec(A) is the maximum length of the binary encoding of an entry A i,j (the length of binary encoding a rational number r = p/q with p and q being coprime is ⌈log 2 p⌉ + ⌈log 2 q⌉). Similarly, we define the entry complexity of a vector to be the maximum length of the binary encoding of its entry.
We now explain in more detail the drawback of the parameterization of integer programs by tree-depth that we have mentioned earlier. Consider the following matrices A and A ′ .
The dual tree-depth of the matrix A is equal to the number of its rows while the dual tree-depth of A ′ is two (its dual graph is a star). However, the matrices A and A ′ are row-equivalent and the integer programs determined by them ought to be of the same computational difficulty. More precisely, consider the following matrix B.
Since A ′ = BA, it is possible to replace an integer program of the form (1) with an integer program with a constraint matrix A ′ = BA, right hand side b ′ = Bb, and bounds l ′ = Bl and u ′ = Bu, and attempt to solve this new instance of IP which has dual tree-depth two. In the example above, the branch-depth of both matrices A and A ′ is equal to one. Our main result is an algorithm that given a matrix A of small branch-depth yields a matrix B that transforms the matrix A to a row-equivalent matrix with small (dual) tree-depth (the proof of the theorem is given in Section 3). As explained above, Theorem 1 allows us to perform row operations to obtain an equivalent integer program with small dual tree-depth from an integer program with small branch-depth. Indeed, if the instance of an integer program described as in (1) has bounded branch-depth, then Theorem 1 yields a matrix B such that the instance with A ′ = BA, b ′ = Bb, l ′ = Bl and u ′ = Bu has bounded tree-depth. To apply the algorithm from [15] , we need to modify the matrix A ′ to be an integer matrix. We do so by multiplying each row by the least common multiple of the denominators of the fractions in this row; note that the value of this least common multiple is at most 2 2 ec(A ′ ) since there can be at most 2 ec(A ′ ) different denominators appearing in the row. In particular, the entry complexity of the resulting integer matrix is bounded by a function of the entry complexity of A ′ . Hence, we obtain the following corollary of the theorem.
Corollary 2.
There exists a computable function g ′ : N 2 → N such that integer programs with n variables and a constraint matrix A can be solved in time polynomial in g ′ (bd(A), ec(A)) and n, i.e., integer programming is fixed parameter tractable when parameterized by branch-depth and entry complexity.
We note that by the results of [6, 15] there even exists a strongly fixedparameter algorithm (i.e., an algorithm whose number of arithmetic operations does not depend on the size of the numbers involved) for integer programming in the regimes discussed above if the objective function f is a linear function (i.e., f (x) = wx for some w ∈ Z n ). Hence the corollary above also gives a strongly-polynomial algorithm when f is a linear function.
As stated in the next corollary (see Section 3 for further details), the branch-depth of the constraint matrix A is actually a very robust parameter in terms of the minimum dual tree-depth of a matrix that is row-equivalent to A. Corollary 3. Let A be a constraint matrix and d the minimum tree-depth of a matrix that is row-equivalent to A. It holds that
We remark that existing hardness results imply that the parameterization both by tree-depth and entry complexity in Corollary 2 is necessary unless FPT =W [1] , i.e., it is not sufficient to parameterize instances only by one of the two parameters. Likewise, it is not possible to replace the branch-depth parameter by the more permissive notion of branch-width [3] . In fact, even solving integer programs with bounded dual tree-width and bounded entry complexity is NP-hard [15] (the dual tree-width of A is an upper bound on the branch-width of the vector matroid formed by columns of A). Let us also mention that Fomin et al. [7] proved lower bounds on the complexity of integer programming parameterized by branch-width under the exponentialtime hypothesis.
The algorithm given in Corollary 2 is parameterized by the branch-depth of the vector matroid formed by the columns of the matrix A, i.e., it corresponds to the dual tree-depth of A. It is natural to ask whether the tractability also holds in the setting dual to this one, i.e., when the branch-depth of the vector matroid formed by the rows of the matrix A is bounded. This hope is dismissed in Section 4 by proving the following.
Proposition 4.
Integer programming is NP-hard for instances with constraint matrices A satisfying bd(A T ) = 1 and ec(A) = 1, i.e., for instances such that the vector matroid formed by rows of the constraint matrix has branch-depth one.
Tree-depth and branch-depth
In this section, we present the notions of tree-depth of a graph and branchdepth of a matroid including the results concerning them that we will need further. The closure cl(F ) of a rooted tree is the graph obtained by adding edges from each vertex to all its ancestors. The tree-depth td(G) of a graph G is the minimum height of a rooted tree F (where height is defined as the maximum number of vertices on any root-leaf path) such that the closure cl(F ) of the rooted tree F contains G as a subgraph. It can be shown that the tree-depth of a connected graph G decreased by one is at most the pathwidth of G, in particular, this quantity is at most the tree-width of G. We remark that the tree-depth is sometimes considered, e.g. in [13] , to be one less than the minimum height of a rooted tree F such that G ⊆ cl(F ), i.e., the number of edges of the longest path from the root of F . We have decided to follow the definition of tree-depth that is more commonly used but we note that the differences have no real consequences for our results. We also remark that some authors define the tree-depth of a graph G as the minimum height of a rooted forest whose closure contains G; in this definition, the tree-depth of a graph is equal to the maximum tree-depth of its component and differs by at most one from the tree-depth in the way that we have defined.
We next introduce the notion of branch-depth of a matroid; a more detailed exposition can be found in [13] . To make the presentation selfcontained, we start with recalling the definition of a matroid. A matroid M is a pair (X, I), where I ⊆ 2 X is a non-empty hereditary collection of subsets of X, i.e., if X ′ ∈ I and X ′′ ⊆ X ′ , then X ′′ ∈ I, and I satisfies the augmentation axiom. The augmentation axiom asserts that for all X ′ ∈ I and X ′′ ∈ I with |X ′ | < |X ′′ |, there exists an element x ∈ X ′′ such that X ′ ∪ {x} ∈ I. The sets contained in I are referred to as independent. The rank of a set X ′ ⊆ X is the size of the maximum independent subset of X ′ ; the rank of the matroid M = (X, I) is the rank of X and independent sets of size equal to the rank of X are called bases of M.
Two particular examples of matroids are graphic matroids and vector matroids. If G is a graph, then the pair (E(G), I) where I contains all acyclic subsets of edges of G is a matroid and is denoted by M(G); matroids of this kind are called graphic matroids. If X is a set of vectors of a vector space and I contains all subsets of X that are linearly independent, then the pair (X, I) is a matroid; matroids of this kind are vector matroids.
A depth-decomposition of a matroid M = (X, I) is a rooted tree T and a mapping f : X → V (T ) such that the number of edges of T is the rank of M and the following holds for every subset X ′ ⊆ X: the rank of X ′ is at most the number of edges contained in paths from the root to the vertices f (x), x ∈ X ′ . The branch-depth bd(M) of a matroid M is one smaller than the smallest height of a tree T that forms a depth-decomposition of M. If M = (X, I) is a matroid of rank r, T is a path with r edges rooted at one of its end vertices, and f is a mapping such that f (x) is equal to the non-root end vertex of T for all x ∈ X, then the pair T and f is a depth-decomposition of M. In particular, the branch-depth of any matroid M is at most the rank of M.
Kardoš et al. [13] established the following relation between the tree-depth of a graph G and the branch-depth of the associated matroid M(G).
We remark that Proposition 6 does not hold without the assumption on 2-connectivity of a graph G: the tree-depth of an n-vertex path is ⌊log 2 n⌋, however, its matroid is formed by n−1 independent elements, i.e, its branchdepth is one.
Proposition 5. For any graph G, the branch-depth of the graphic matroid M(G) is at most the tree-depth of the graph G decreased by one.
Proposition 6. For any 2-connected graph G, the branch-depth of the graphic matroid M(G) is at least We next relate the branch-depth of a constraint matrix A and its dual tree-depth.
Proof. We assume without loss of generality that the rows of the matrix A are linearly independent. Indeed, deleting of a row of A that can be expressed as a linear combination of other rows of A does not change the structure of the matroid formed by the columns of A, in particular, the branch-depth of A is preserved by deleting such a row, and the deletion cannot increase the tree-depth of the dual graph G D (A) (the dual graph of the new matrix is a subgraph of the original dual graph and the tree-depth is monotone under taking subgraphs).
Let X be the set of rows of the matrix A and Y the set of its columns. Further, let T be a rooted tree of height td D (A) with the vertex set X such that its closure contains the dual graph G D (A) as a subgraph. Consider the rooted tree T ′ obtained from T by adding a new vertex w, making w adjacent to the root of T and also making it to be the root of T ′ . Since the rows of A are linearly independent, the number of edges of T ′ is equal to the row rank of A, which is the same as its column rank. In particular, the number of edges of T ′ is the rank of the vector matroid formed by the columns of A. We next define a function f : Y → V (T ′ ) such that the pair T ′ and f is a depth-decomposition of the vector matroid formed by the columns of A. If y is a column of A, we set f (y) to be the row x that is non-zero in the column y and farthest from the root in T ′ . Observe that all rows x such that the entry in the row x and the column y is non-zero form a complete subgraph of the dual graph G D (A), in particular, they all lie on the path from f (y) to x.
Since the height of T ′ is at most td D (A) + 1, the proof will be completed when we show that the pair T ′ and f is a depth-decomposition of the vector matroid formed by the columns of A. Let Y ′ ⊆ Y be a set of columns of A and let X ′ be the set of rows (vertices of the dual graph) contained on the path from the root to f (y) for some y ∈ Y ′ . Note that |X ′ | is equal to the number of edges contained in paths from the root to the vertices f (y), y ∈ Y ′ . The definition of f yields that every column y ∈ Y has non-zero entries only in the rows x such that x ∈ X ′ . Hence, the rank of Y ′ is at most |X ′ |. It follows that the pair T ′ and f is a depth-decomposition of the vector matroid formed by the columns of A.
We finish this section with summarizing key properties of a polynomialtime algorithm constructed in [13] that approximates the branch-depth of an input matroid. The algorithm assumes that the input matroid M is given by an oracle that can answer a query whether a subset of elements of M is independent in constant time. Since the answer for such a query can be computed in time polynomial in the dimension and the entry complexity of vectors forming a vector matroid, we obtain the following.
Theorem 8.
There exists an algorithm with running time polynomial in the number of elements of an input vector matroid M, the dimension of the vectors forming the matroid M and their maximum entry complexity that outputs a rooted tree T , a base B M of M and a function f from the elements of M to V (T ) such that
• the pair T and f is a depth-decomposition of M,
• the height of T is at most 4 bd(M ) − 1,
• the function f restricted to B M is a bijection between B M and the nonroot vertices of T , and
• every element of M not contained in B M is mapped by f to a leaf of T .
Note that the depth-decomposition output by the algorithm described in Theorem 8 has the following property in particular.
Proposition 9. Let M be a vector matroid and let T be the rooted tree, B M the base and f the function output by the algorithm described in Theorem 8. Every element x of M that is not contained in B M is a linear combination of the elements (vectors) of B M mapped by f to the vertices on the path from x to the root of T .
Proof. Let x be an element of M not contained in B M and let X be the elements of B M mapped by f to the vertices on the path from x to the root of T . Note that this path has |X| edges since f restricted to B M is a bijection between B M and the non-root vertices of T . The definition of a depth-decomposition implies that the rank of the set X ∪ {x} is at most |X|. Since X is a subset of a base B M , the rank of X is |X| and thus x must be a linear combination of vectors in X.
Proof of Theorem 1 and Corollary 3
In this section, we prove our main result.
Proof of Theorem 1. Let A be an m × n matrix. Without loss of generality, we can assume that the rows of A are linearly independent, i.e., the rank of A is m. This also implies that the rank of the column space of A is m and n ≥ m in particular.
We first apply the algorithm described in Theorem 8 to the vector matroid M formed by the columns of the matrix A. Let T be the rooted tree, B M the base of the column space of A and f the function from the columns to the non-root vertices of T that are produced by the algorithm. If the height of T is larger than 4 d + 1, then the branch-depth of A is larger than d; we report this and stop. If the height of T is at most 4 d + 1, let B be the inverse matrix for the submatrix of A formed by the columns from B M . We will show that there exists a matrix A ′ such that A ′ = BA, the dual tree-depth of A ′ is at most 4 d + 1 and the entry complexity of
. We start with showing that the dual tree-depth of the matrix A ′ is at most 4 d + 1. Let x 0 be an element of B M mapped to a child of the root of T and let T ′ be the rooted tree obtained from T by contracting the edge between the root and f (x 0 ). Note that the number of vertices T ′ is equal to the rank of M, i.e., it is equal to m, and the height of T ′ is at most 4 d + 1. We will think of the root of T ′ as the vertex f (x 0 ); this allows us to understand the function f as a function from the columns of A ′ to the vertices of T ′ . In particular, f understood in this way is a bijection between B M and the vertices of T ′ . This yields a natural bijection g between the rows of A ′ and the vertices of T ′ . Formally, we define the bijection g as follows.
Let Y be the set of rows of the matrix A ′ and set g(y) = f (x) where x is the unique column contained in B m such that the entry of A ′ in the row y and the column x is non-zero.
We claim that the closure of T ′ contains the dual graph G D (A ′ ) as a subgraph when the vertices of G D (A ′ ), i.e., the rows of A ′ , and the vertices of T ′ are identified using the bijection g. Suppose that y and y ′ are two rows joined by an edge in G D (A ′ ). Hence, there exists a column x of A ′ such that the entries of x in the rows y and y ′ are non-zero. Since the matrix A ′ restricted to the columns contained in B M is unit, it follows that x is not contained in B M . Let W be the set of vertices of T ′ contained on the path from f (x) to the root; note that the subgraph of G D (A ′ ) induced by W is complete. By Proposition 9, the column x in A is a linear combination of the columns from f −1 (W ) ∩ B M . In particular, the non-zero entries of x can be in the rows contained in g −1 (W ) only, i.e., g(y) ∈ W and g(y ′ ) ∈ W . It follows that y and y ′ are adjacent in the closure of T ′ as desired. To finish the proof, we need to show that we can guarantee that the entry complexity of A ′ is at most O(d·4 d ·ec(A)). Note that the standard implementation of the Gaussian elimination in strongly polynomial time yields that the entry complexity of the matrix B is O(ec(A) · m log m) and this estimate is not sufficient to bound the entry complexity of A ′ in the way that we need. Let x be a column of A ′ and let W be the set of vertices on the part from f (x) to the root in the tree T . By Proposition 9, the column x in A is a linear combination of the columns from f −1 (W ) ∩ B M . Moreover, the entries of the column x in A ′ are coefficients of this linear combination. In particular, the entries in the column x of A ′ form a a solution of the following system of at most 4 d linear equations: the system is given by a matrix obtained from A by restricting A to the columns in f −1 (W ) ∩ B M and to |f −1 (W ) ∩ B M | rows such that the resulting matrix is regular, and the right hand side of the system is formed by the entries of the column x in A corresponding to the |f −1 (W ) ∩ B M | rows. It follows (using the standard arguments for solving systems of linear equations in a strongly polynomial time) that a solution of this system has entry complexity at most O(log(4 d )!·ec(A)) = O(d·4 d ·ec(A)). Hence, the entry complexity of the matrix A ′ = BA, after dividing the numerator and the denominator of each entry by their greatest common divisor, is O(d · 4 d · ec(A)).
The proof of Theorem 1 also yields that the branch-depth of a matrix A is linked to the minimum dual tree-depth of a matrix row-equivalent to A as given in Corollary 3.
Proof of Corollary 3. Let d be the minimum dual tree-depth of a matrix that is row-equivalent to A. Since the branch-depth of A is preserved by row operations, it follows that the branch-depth of A is at most d by Proposition 7. On the other hand, the algorithm presented in the proof of Theorem 1 outputs a row-equivalent matrix with tree-depth at most 4 bd(A) + 1, which establishes the other inequality given in Corollary 3.
We remark that we have not tried to optimize the upper bound on the minimum dual tree-depth in terms of branch-depth of A in Corollary 3, and we believe that a polynomial upper bound can be established with a more technical argument.
Negative results
Proof of Proposition 4. An integer program as in (1) such that the rows of the matrix A are not linearly independent is equivalent to an integer program with a matrix A ′ obtained from A by a restriction to a maximal linearly independent set of rows unless the rank of the matrix A with the column b added is larger than the rank of A; in the latter case, the integer program is infeasible. Hence, it is possible in polynomial time to either determine that the input integer program is infeasible or to find an equivalent integer program such that the rows of the constraint matrix are linearly independent and the matrix is a submatrix of the original constraint matrix. However, the branch-depth of the matroid formed by rows of such a (non-zero) matrix is one. Since integer programming is NP-hard already for instances such that all the entries of the constraint matrix are 0 and ±1, cf. [6, Proposition 101, part 2], the proposition follows.
