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Abstract 
The purpose of this thesis is to develop and test new methods for data classification 
based on mathematical programming and nonsmooth optimization. Data classifi-
cation is one of the techniques to extract non-trivial information from data. The 
growth of technologies increases the volume of data, which has been collected in 
different areas (industry, medicine, science, law). It might be very beneficial to use 
these stored data in the future (forecasting, optimizing etc.). In our research data 
(dataset) is considered as a collection of records (observations). Each observation is 
usually represented as a vector in IRn. The coordinates of the vectors are features 
or attributes. 
A variety of data classification models based on different techniques has been 
developed recently. However, there is no model which is universally efficient for all 
the datasets, therefore the development of new models is very important. In this 
thesis we propose new classification approaches based on mathematical program-
ming and nonsmooth optimization. The objective functions in these problems are 
nonsmooth and nonconvex. Furthermore, having a large number of local minima, 
these functions are very difficult to be minimized. In this thesis several procedures 
to make the computations more efficiently have been developed and tested. 
Several approaches to adjust the proposed classification methods to work more 
efficient with large-scale datasets have been developed in this thesis. 
In this thesis we also study the quality of datasets, indicating the points that 
might contain some mistakes, appeared on the stage of data collecting. 
The results of our numerical experiments show that the proposed approaches are 
efficient and promising. 
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Preface 
The goal of data classification is to extract non-trivial information from data (datasets) 
A rich variety of data classification models based on different techniques has been 
developed recently. However, there is no model which is universally efficient for all 
the datasets, therefore the development of new models is very important. 
After data preprocessing which usually includes scaling (to make the features 
comparable) and feature selection (to remove non-informative features) researchers 
can start with data classification itself. There are two different kinds of data classi-
fication: supervised and unsupervised. 
In supervised classification data points (observations) are labelled. A label indi-
cates the class each observation belongs to. The task is to develop decision rules for 
determining the class of each new observation from its attribute (feature) values. 
In unsupervised classification (clustering) data points are not labelled. The task 
is to distribute data items among several homogeneous groups (clusters) without 
knowing how the records "should" relate to each other. Similar observations should 
be grouped in the same cluster. The division is based on the attribute values of the 
data points. 
Supervised and unsupervised classification are extremely important and have 
many applications in medicine, psychology, science, economics etc. 
In this thesis we formulate data classification problems as mathematical pro-
gramming problems. The objective functions in these problems are nonsmooth and 
nonconvex. W e use nonsmooth optimization techniques (mostly the discrete gradi-
ent method) to solve the problems. 
First we apply the proposed data classification methods to medium size datasets 
and we find that these methods work efficiently on such datasets. Then we apply 
these methods to large-scale datasets. 
W e also develop and test several approaches which allow one to work more effi-
ciently with large-scale datasets. 
IX 
X 
All the approaches developed in this thesis for unsupervised classification are 
also applicable to supervised classification, considering each class separately. There-
fore, we can develop and test unsupervised classification procedures and then apply 
them to each class independently. However, in this thesis, when we study medium 
size datasets the results are presented differently: first we produce our numerical 
experiments for supervised classification and then the numerical experiments for 
unsupervised classification. W e have to explain the reason why the order has been 
changed. 
• In our classification models we have to determine some of the parameters 
empirically (the number of clusters, the norm). 
In the case of supervised classification there is an explicit way to measure 
the quality of the obtained results (the classification accuracy). W e can com-
pare the results obtained with different values for empirical parameters via 
the classification accuracy. Therefore, we take the results with the highest 
classification accuracy and keep the corresponding values for the parameters. 
In the case of unsupervised classification, selecting the parameters, in some of 
the experiments we use the results obtained for the same datasets in the case 
of supervised classification. 
• Most of the feature selection procedures require some information about the 
classes, therefore in the case of unsupervised classification in some of the exper-
iments we use the subset of features obtained by a feature selection procedure, 
developed for supervised classification. 
Summarizing everything described above, in some of the experiments we use 
the most appropriate values for the parameters obtained in the case of supervised 
classification as recommended values for the parameters in the case of unsupervised 
classification. 
Unfortunately, we can not obtain such kinds of recommendations in the case of 
large-scale datasets, because it is very computationally expensive to apply supervised 
classification procedures several times before unsupervised classification for such 
datasets. 
In the case of unsupervised classification we also have a criterion for measuring 
the quality of clustering (values of certain functions), however we can not compare 
results if they have been obtained with different values for the same empirical pa-
rameters (these results are not comparable because they do not provide the same 
functions to measure the quality of clustering). 
Empirical parameters and other important characteristics in the case of large-
scale datasets (unsupervised classification) have been established as follows. 
XI 
• N o r m . W e mostly use || • ||i, because this norm has been found more efficient in 
most of the experiments with medium size datasets (supervised classification). 
• Number of clusters. The number of clusters for each experiment has been 
selected according to the goal of the experiment. For example, 
- if the goal is to test briefly the efficiency of a proposed procedure (for 
example, the cleaning procedure) we produce our experiments with a 
small number of clusters (3-4 clusters); 
- if the goal is to study a dataset, provided by an expert in the field, there 
might be two ways to determine the number of clusters: 
* the expert advises us on the number of clusters or 
* we produce our experiments with different numbers of clusters and 
the expert selects the model which describes the actual process more 
appropriate. 
• Feature selection. Most times, when we work with large-scale datasets, we 
use the set of all the feature or the subset which has been determined by an 
expert in the area the data has been collected. 
Most of the datasets we use contain classes. The main reason why we use such 
datasets in unsupervised classification is because we mostly work with test datasets 
available from the Internet (to be able to compare our results with the results ob-
tained by other researchers). Most of such datasets contain classes. Therefore, for 
unsupervised classification we use datasets with known classes, but we do not use 
the information about division into classes when we create clusters. 
All the approaches and procedures, developed in this thesis, have been tested on 
several datasets, however we do not present all the results obtained in the experi-
ments. W e choose: 
• the examples which demonstrate the most typical characteristics of the pro-
posed approaches and procedures; 
• the examples which demonstrate some special and unusual situations (if they 
occurred during our experiments). 
The majority of the experiments with large-scale datasets are devoted to de-
veloping unsupervised classification procedures and adjusting them to make the 
experiments with large datasets more efficient. The developed procedures can be 
easily adapted for supervised classification (it is one of the directions of our research 
in the future). 
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The structure of this thesis is as follows. 
In Chapter 1 we present a short description of the area of data classification: 
• an overview of tasks involved in data classification; 
• a description of data and data preprocessing methods (scaling and feature 
selection); 
• an overview of data classification methods developed before by other researches. 
In Chapter 2 we present new approaches for data classification (supervised and 
unsupervised) based on nonsmooth optimization. Data classification problems are 
formulated as mathematical programming problems. The objective functions in 
these problems are nonsmooth and nonconvex, furthermore the numbers of local 
minima of these functions are very large, therefore the problem of minimizing such 
functions is very challenging. W e also present a short description of the nonsmooth 
optimization methods which are used for solving the mathematical programming 
problems. 
Chapter 3 is devoted to supervised classification in medium size datasets. W e 
use supervised classification methods to study two groups of problems: 
• the study of the quality of supervised classification methods; 
• the study of the quality of datasets. 
Chapter 4 is devoted to unsupervised classification. We compare the values of 
the clusterization function for different clustering results and the structure of the 
obtained clusters. W e also present the study of the shape of finite sets of points 
using ellipsoids. 
Chapter 5 is devoted to large-scale datasets. W e introduce a procedure which 
allows one to reduce the size of datasets (cleaning procedure). Then we study the 
cleaning procedure from different points of view: 
• we produce numerical experiments using several modifications of the cleaning 
procedure; 
• we apply different optimization methods; 
• we use different initial points for optimization methods. 
Xlll 
W e also develop and test a feature elimination procedure for unsupervised classifi-
cation. This procedure requires researchers to use the cleaning procedure. 
Chapter 6 is devoted to the study of possible relations between classes and clus-
ters in datasets. 
In Chapter 7 we present an approach which allows us to run our programs on 
several processors simultaneously. This approach allows one to reduce significantly 
the computational time. W e use M P I (Message Passing Interface) to distribute tasks 
among several processors. 
In Chapter 8 we summarize the obtained results and give guidelines for further 
research. 
This thesis also contains two Appendices. 
Appendix A is devoted to another application of nonsmooth optimization: the 
problem of polynomial spline approximation. W e study two kinds of problems: 
• the problem of approximation of a given function of one variable on an interval; 
• the problem of data approximation in two-dimensional space. 
Appendix B contains a short description of the datasets we use in our numerical 
experiments. 
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Chapter 1 
Overview 
1.1 Datasets, observations, features 
In data classification problems a dataset (data) is a collection of records (observa-
tions). Each observation is usually represented as a vector a = (ax,..., an) G ]Rn. 
The coordinates of vectors in IRn are called features or attributes. 
For each vector a = (a±,..., an) 6 H n we can determine non-negative numbers 
n 
IMIP = (X>lp)*,p>i-
i=l 
We call these numbers the norms of a. In our research we mostly use the norms \\-\\i 
and || • H2. 
Suppose that we work with a dataset provided with the norm || • ||p. The distance 
between two points a and b from the dataset is a non-negative number d(a, b) which 
is calculated as follows 
d(a,b) = ||a — b\\p. 
Suppose that the dataset contains N observations. In this case the dataset can 
be represented as a collection of points a1 = (a\,... ,aln),i = 1,... ,N or a data 
matrix. 
In our research the number of observations in a dataset multiplied by the number 
of features is the size of the dataset. Therefore, if two datasets have the same number 
of features in order to compare the size of the datasets we can compare the number 
of observations in the datasets. 
There is no clear definition which dataset size we should assign to a group of small 
1 
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size datasets, a group of medium size datasets or a group of large-scale datasets. In 
this thesis we determine these three groups of datasets as follows: 
• a small size dataset: if the size (number of observations multiplied by number 
of features) is less than 1000. 
• a medium size dataset: if the size is larger than 1000 but less than 50000. 
• a large-scale dataset: if the size is larger than 50000. 
Remark 1 In this thesis we present results of numerical experiments carried out 
with medium size and large-scale datasets. 
Remark 2 Some researchers (see, for example, [96]) define the size of the dataset 
as the size of computer memory required to store the dataset. 
The data matrix described above represents information about N objects (one 
observation for each object). The nature of the objects could be very different for 
different datasets (for one dataset the objects are people, for other datasets — ani-
mals, cars, books etc.). Each object is described by n characteristics (in our research 
we call them features or attributes). For example, if the objects are people the char-
acteristics could be name, age, marital status, original citizenship, occupation etc. 
Numerical measure of each characteristic for a given object is presented in the corre-
sponding observation at the corresponding attribute. In general, four different types 
of attributes can be underlined (see also [83]). 
• A nominal attribute is an attribute that has two or more categories, but there 
is no ordering to the categories. 
Example 1 Gender is a nominal attribute having two categories (male and 
female). 
Example 2 Marital status is a nominal attribute having five categories (sin-
gle, married, de facto, divorced, widowed). 
Each category can be numerically represented. Any order can be used (for 
example, their appearance in the proposed list of categories, alphabetical order 
etc.). W e can use this numerical code to refer to the corresponding categorical 
attribute. In E x a m p l e 1 we can use integers 1 and 2 (or 0 and 1) for the 
numerical code, in E x a m p l e 2 we can use integers 1,..., 5 or 0,..., 4. 
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Remark 3 If a nominal feature has two categories the term "binary" feature 
is also used: see Example 1. 
• An ordinal attribute is similar to a nominal one, but for the ordinal attributes 
a meaningful order can be arranged. For example, marks for assignments: 
excellent, good, satisfactory, failed (1-4 ordered categories) or age groups at 
hospitals: children, teenagers, adults (1-3 ordered categories). 
Remark 4 The difference between two values for ordinal attributes is not nec-
essarily meaningful. In the example with age groups the age difference within 
the third group ("adults") can be much larger than the difference between rep-
resentatives from the first category and the second one. 
This type of attribute can be ordered, but differences between values can not 
be quantified. 
• If the difference between two values for the attribute is meaningful and if real 
numbers are permitted, the attribute is called an interval-scaled attribute. 
For this type of attribute, order and differences between attribute values are 
meaningful, but ratios are not. For example, if we measure temperature (°C 
or °F) we can state that the difference between 20°C and 25°C is the same as 
between 30°C and 35°C, but 15°C is not three times "warmer" than 5°C. It 
happens because for this type of attribute there is no base point (meaningful 
zero point, natural zero), the point which presents a total absence of the 
property being measured (the total absence of heat in this example). 
• If there is a base point (meaningful zero point, natural zero) on the measure-
ment scale of an interval-scaled attribute such type of attribute is called a 
ratio-scaled attribute. For this type of attribute order, differences between at-
tribute values and ratios are meaningful. Most physical measurements (weight, 
length) are ratio-scaled. 
Example 3 Celsius temperature and Kelvin temperature are both interval-
scaled. Zero on the Kelvin scale means absolute zero, the case in which all 
motion stops. For the Celsius scale, zero does not have the same meaning 
(motion is possible). Therefore, Kelvin temperature is also ratio-scaled but 
Celsius temperature is not. 
Remark 5 For some computational packages there is no distinction between interval-
scaled and ratio-scaled attributes. These two types of attributes are also called "con-
tinuous" attributes or "metric" attributes. 
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In data matrices nominal, ordinal and continuous attributes can appear. The 
data matrix is mixed (different kinds of attributes in one data matrix) or unmixed 
(only one kind of attribute). 
In this section we describe how we present data in data classification problems. 
The attributes are numerically coded, therefore it is difficult to restore the original 
notes of the doctors (lawyers, scientists, immigration agents etc.) who collected 
data. In the end of this section we present an example with an illustration how a 
social problem (medical care) leads to creating data matrices. 
Example 4 Suppose that we have a dataset, which contains patient records, col-
lected in several hospitals. The patients came to investigate their health (to check 
whether they have some particular disease or not). The dataset was constructed 
according to the following scheme. 
Each patient who came to check his (her) health has one record (observation) in 
the dataset (or several records if the patient came several times). 
Each record contains values for some characteristics: information about the pa-
tient and the parameters of health the doctor asked to check (for example, age, 
occupation, gender, weight, blood pressure, sugar and cholesterol level and some 
others). 
The meaning of the characteristics are coded and presented as real numbers. 
The observations are the collections of these numbers. 
1.2 Supervised and unsupervised classification 
1.2.1 Two types of data classification: description 
There are two different kinds of data classification: supervised and unsupervised. 
Data classification approaches are used to extract non-trivial information from data. 
Although both supervised and unsupervised classification group data records, the 
purpose for obtaining the groups is different and therefore they extract different 
kinds of information from data. 
Supervised classification 
In supervised classification the algorithms are provided with the data points (ob-
servations) and the labels to indicate the class each observation belongs to. The 
task of supervised classification is to develop decision rules for prediction of the class 
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for any new observation from its attribute values. In other words the algorithms 
should predict the label for each new observation. 
Unsupervised classification 
In unsupervised classification the algorithms work just with data points, there is 
no division into classes. The task of clustering algorithms is to divide data items into 
several homogeneous groups (clusters) or categories (similar observations should be 
grouped in the same cluster). The division is based on the attribute values of the 
data points. Unsupervised classification allows us to divide the dataset into several 
groups without knowing how the records "should" relate to each other (the division 
into classes does not affect clustering). 
Sometimes the ways of grouping the records are very surprising and such study 
can bring many fresh ideas about the problems appearing in the area where data 
have been collected, and how to solve these problems. 
For instance, considering the dataset from Example 4 in Section 1.1, we might 
discover that some attributes (say, "weight" and "gender") do not have any influence 
on the frequency of some particular diseases, hence these attributes are not very 
important and we can omit them in our further research. However, "occupation" 
might be very important: there exists a group of professions which present a certain 
risk to get the diseases, but nobody noticed before this relationship. In this case we 
can propose one more way how to fight against the diseases: to change some health 
work regulations relevant to some particular professions (provide them with some 
kinds of vitamins for free, regular check-ups etc.). 
1.2.2 Two types of data classification: example 
Very often it is much easier to explain the difference between two proposed ap-
proaches by using some examples. Coming back to the dataset from Example 4 
in Section 1.1, suppose that the dataset consists of two classes: the class of healthy 
people (class I, no risk to have lung cancer) and the class of people who might have 
lung cancer (class II, there is a risk to have lung cancer). Suppose also that the 
attributes for the records in the dataset are: 
• Age 
• Weight 
• Occupation 
6 CHAPTER 1. OVERVIEW 
• Whether the patient smokes or not 
• Whether the patient lives in a city or country-side 
• Whether the patient does some sports 
Supervised and unsupervised classification have been applied, but each type of 
classification extracts different kind of information, for example: 
• Supervised classification. We apply a supervised classification method. 
This method creates some classification rules based on the values of the at-
tributes. According to these rules we will predict the class for each new ob-
servation. These rules can be very simple, for example, 
"If a patient "smokes" or "lives in a city" or his occupation is "worker in a 
mine" we suggest the patient is in the risky class (class II), otherwise the pa-
tient is healthy (class I)". 
However, very often the rules are not so explicit: we provide inputs and obtain 
results after application some hidden complicate procedures (black box). 
• Unsupervised classification. We consider only one class (class II, risky). 
N o w it is a dataset which does not have classes. Suppose that we find 3 clusters 
in this dataset and 
the majority of the representatives from the first cluster are smokers, 
the majority of the representatives from the second cluster live in a city, 
the majority of the representatives from the third cluster are mine workers. 
W e might suggest, that there are 3 independent important reasons for having 
a risk of lung cancer: smoking, living in a city, working in a mine. 
1.2.3 Conclusions 
Supervised and unsupervised classification are extremely important and have a lot 
of applications in medicine, psychology, science, economics etc. With the growth 
of new technologies, the datasets in the future are going to increase significantly. 
O n the other hand each dataset has its own specific characteristics, which could 
be investigated very precisely by some techniques but not by others, therefore the 
development of new fast and accurate methods to analysis data is of great interest. 
There is a large variety of methods and algorithms for both supervised and 
unsupervised classification. However, before applying these algorithms very often 
we have to transform data to make our classification algorithms more efficient. In 
the next section we present several preliminary procedures and explain why we have 
to apply them. 
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1.3 Data preprocessing 
1.3.1 Feature selection in data classification 
Since data classification approaches work with real-world datasets, methods for col-
lecting and preprocessing data need to be revised in order to make classification 
models more accurate. 
Traditionally, most people think that all available data is useful in some way. 
However, numerous experiments have shown that it is difficult to obtain effective 
knowledge if the data contains some extra information, which is not relevant to 
study. Therefore, it is important to collect and prepare data properly. 
Feature selection methods are used for identification of the most informative fea-
tures. This procedure removes some non-informative or noisy features and reduces 
the dimension of the problem under consideration (see also [9], [13], [27], [88]). Most 
feature selection algorithms require some information about the distribution of data 
within the classes and therefore we can not apply these procedures to unsuper-
vised classification problems. Feature selection methods can be based on different 
techniques. For example, some feature selection procedures are based on statistical 
techniques (see for example [27]), in our research we mostly use feature selection 
procedures based on clustering and nonsmooth optimization (see [9], [13]). 
Usually, application of an appropriate feature selection algorithm in conjunction 
with a supervised classification algorithm enhances the classification accuracy. 
W e also need special techniques to eliminate noisy features for unsupervised 
classification, but some feature selection procedures require knowing the class each 
observation belongs to. Such algorithms can not be applied to unsupervised classi-
fication problems. Some feature selection techniques which are applicable for both 
supervised and unsupervised classification can be found in [9], [76], [86]. 
Some datasets contain many features, but very few observations (see [9], [86]). It 
is not efficient to apply any statistical procedure to remove noisy features from such 
datasets. Very often the cost of each observation in such datasets is very high. If the 
number of attributes could be reduced significantly, it would make the procedure for 
obtaining new records cheaper. In this thesis (for supervised classification problems) 
we use the method of feature selection proposed in [13]. W e also develop feature 
selection techniques which can be applied for both supervised and unsupervised 
classification. 
In some cases it is efficient to use feature combination rather than feature se-
lection. This procedure transforms the original set of features to a smaller set of 
features, which is more efficient for the classification algorithms applied after the 
/ 
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feature combination procedure. One of the feature combination approaches is to 
form linear combinations of the features from the original set. 
Example 5 Suppose that x is the original n-dimensional feature vector and W is 
a n n x m matrix, then the new m-dimensional feature vector y is given by y = W'x, 
where W' is the transposed matrix to W. The problem is to find the matrix W. 
In some cases nonlinear transformation is used (see, for example, [81] and refer-
ences therein). 
1.3.2 Scaling procedures in data classification 
Scaling is a procedure for making the features (which have different nature and 
different units of measure) comparable. There are several kinds of scaling and it 
is important to choose the most appropriate one. The selection of scaling methods 
is based on the specific characteristics of data and the classification algorithm we 
intend to apply (see also [83]). 
In our research we mainly use the mean-value scaling. W e find the mean-value for 
each feature in the dataset. Then we divide the coordinate in each observation by the 
corresponding mean-value. This kind of scaling is more appropriate for continuous 
and ordinal features than for nominal features. However, our numerical experiments 
produced in this research show that most times classification results are better if the 
scaling procedure has been applied to nominal features as well. Therefore, in our 
research we apply this scaling procedure to all the features we use in experiments 
(see also [46] and references therein). 
Remark 6 This kind of scaling converts a given dataset to a dataset where the 
mean-value is equal to 1 for each feature, therefore the point 
x = (1,1,..., 1) 6 Hn 
is the barycenter for the whole dataset. Later in this thesis we study this point more 
precisely using it in our numerical experiments. 
Another scaling procedure we use in this thesis is the max-min scaling. We find 
both maximal and minimal value for each feature and their difference in the dataset. 
Then we divide the coordinate in each observation by the corresponding difference. 
A very common scaling procedure is to transform given data to data with 
mean — value = 0 and standard deviation = 1. 
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There are some other types of scaling: scaling variance (the features are divided by 
their variances), scaling by domain (all the features are scaled to range [0,1]) and 
others. 
Some methods of supervised and unsupervised classification are based on the 
notion of "distance". These methods do not achieve good results if some of the 
features are not continuous. It is also important to develop some scaling procedures 
which make these methods more efficient with non-continuous data (see also [83]). 
W e mainly use datasets with continuous features. 
W h e n the preparation of data is finished, classification methods can be applied. 
A rich variety of classification algorithms (supervised and unsupervised) has been 
developed recently in different research groups. In the next two sections we present 
a brief review of some methods for supervised and unsupervised classification. 
1.4 Methods for unsupervised classification 
1.4.1 Background 
The goal of clustering (unsupervised classification) is to find groups of similar points 
in a given dataset (see, for example, [16], [32], [55], [64], [65], [70]). Our task is 
to rearrange the points into several groups, maximizing the similarity within each 
group. First of all we want to present one example (this example has been created in 
[56]) which shows that the notion of clustering and similarity are relatively flexible. 
Example 6 Suppose that we have a dataset which consists of three observations: 
"elephant", "whale" and "tuna-fish". There are several ways to group these points 
according to their similarity. 
• "Elephant" and "whale" are in one cluster (they are similar, because both are 
mammals) and "tuna-fish" is in another cluster. 
• "Whale" and "tuna-fish" are in one cluster (they are similar, because both live 
in water) and "elephant" is in another cluster. 
• "Elephant", "whale" and "tuna-fish" produce three independent clusters (there 
are no points in the dataset which are similar to each other). 
In this example the criterion of similarity is presented differently, therefore the points 
are grouped differently. 
/ 
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The mathematical criterion of similarity can be also presented differently. A 
comprehensive survey for constructing similarity functions (for different kinds of 
data) can be found in [83]. One of the possible ways is to define a similarity relation 
as an equivalence relation (see [40]). It would imply that similarity is a transitive 
notion, which is stronger than what we usually expect from the notion of similarity. 
Another possible way to define a similarity relation is to measure the distance 
(according to a chosen norm) between two observations. Similar points have 
similar attributes. Therefore, one of the ways to assess similarity between two 
chosen points is to measure the distance between these points. Suppose that w e 
have two pairs of points. If the distance between the points from the 
first pair is shorter than the distance between the points from the second 
pair, the points from the first pair are m o r e similar to each other than 
the points from the second one. W e use this approach in our research. 
Remark 7 The distance between two different points can be used to represent dis-
similarity between these points. It is much easier to evaluate dissimilarity than 
similarity, therefore in our models we suppose that minimizing dissimilarity w e 
maximize similarity. 
The notion of distance in IRn can be described differently. Suppose that we have 
to calculate the distance between two elements x E JRn and y € IRn. The following 
formula presents the distance according to the norm || • ||p 
n 
\\x~y\\p = C^2\xi-Vi\p)3, v>t-
i=l 
In our research we use the norm || • ||i and the norm || • ||2 (Euclidean). 
Very often in clustering models, each cluster is characterized by its centre. Sup-
pose that we study a dataset A = {a%}^Lx and a collection of k centres of clusters 
X = {xj}kj=1 has been found. Each observation a% is assigned to the cluster with 
the nearest centre xK Consider a set of indexes 
J%(%) = {j : \\al - xj\\p = min ||a* - xl\\p}. (1-4.1) 
In some cases we observe a situation when the set «/*(«) consists of two or more 
elements. This situation is very unusual in numerical experiments with real-world 
datasets. In this case we can construct another set of indexes «/**(«) C J*(i) which 
keeps only one element from the corresponding set J*(i). 
Remark 8 We can choose any element from J*(z) to construct J**(i). 
V 
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The number d(al,xj) = \\al — xj\\p is the deviation of a* from the collection of 
centres X if j € J**. 
Suppose that the set </**(«) has been constructed and J**(i) = {j}. In this case 
we say that the observation a1 is assigned to the cluster j. If each data point belongs 
to one and only one cluster. Such kind of clustering is called hard clustering. 
After all the observations have been assigned to the clusters the sum of the 
deviations can be considered as a measure of dissimilarity of the obtained clustering 
system. Mathematically such functions can be presented as follows 
N 
J^.min ll^-^'llp, p > 1. (1.4.2) 
Our goal is to minimize dissimilarity of the clustering system. We call (1.4.2) the 
clusterization function. 
If the Euclidean norm (p = 2) is used (1.4.2) is as follows 
N 
^ min ||o'-^||2. (1.4.3) 
In this case some researchers instead of minimizing (1.4.3) minimize the sum of the 
squares of the deviations. The new objective function can be represented as follows 
N 
£ min Ja'-x^l (1.4.4) 
i=i 
The function (1.4.4) can be considered as an approximation for (1.4.3). 
Remark 9 The function (1-4-4) does not represent exactly the object we need to 
evaluate. However, it is much easier to minimize (1-4-4) than (1.4-3). Therefore, 
in some cases it might be efficient to work with the function (1-4-4) to obtain a 
rough solution to the clustering problem first, and apply other algorithms if the rough 
solution is not satisfactorily enough. For example, we can take the point obtained 
by minimizing (1-4-4) as an initial point for minimizing (1.4-3). 
Some clustering algorithms involve recalculation of the clusters. The recalcula-
tion can be based upon a set of natural optimality criteria such as the rule "put 
the entity in the nearest cluster" (assign each point to the cluster with the nearest 
centre). 
The clustering procedures, based on recalculation do not require any function 
minimization (the centres of the clusters at each iteration are determined explicitly, 
/ 
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if-means and K-medians are good examples of such methods). However, we still can 
use the appropriate dissimilarity functions to compare clustering results obtained by 
different clustering methods. 
W e present a brief review of clustering methods (methods for unsupervised clas-
sification) . 
1.4.2 K- means. 
There are different versions of the if-means method (see, for example, [2], [16], [55], 
[64], [65], [70]). In this thesis we use Mac-Queen's if-means [70]. 
The procedure was developed by Mac-Queen in 1967. A collection of N observa-
tions is divided into k sets on the basis of a Euclidean distance measure. The method 
starts with a user-specified value of k (number of clusters) points. For sorting N 
observations into k clusters, we use the following procedure. 
1. Step 1. Take any k observations as the first k centres. 
2. Step 2. Assign the remaining N — k observations into one of the k clusters on 
the basis of the shortest Euclidean distance between an observation and the 
centre of each cluster. 
3. Step 3. After each observation has been assigned to one of the k clusters, 
the centre of each cluster is recomputed (updated) as the mean of the points 
assigned into this cluster on Step 2. 
4. Step 4. Stop if the stopping criterion is achieved otherwise go to Step 2. 
Stopping criterion: there is no observation, which moves from one cluster to 
another. 
Remark 10 We can modify this procedure (change the norm or construct a prelim-
inary procedure for obtaining an initial collection of clusters, modify the process of 
recomputing the clusters and so on), see also [88]. 
Once the observations are assigned into the corresponding clusters we update 
the centres of the clusters by calculating their means. The following proposition 
clarifies why we use this procedure to recalculate the centres. 
N 
Proposition 1 The point x = ^ X ) a * is a global minimizer of the function 
i=l 
r 
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N 
f(x) = Y, Ik - x\\l x,aieTRn,i = l,...,N. (1.4.5) 
i=l 
Proof: The function f(x) in (1.4.5) can be presented as 
/(*) = EE(4 - *# = EX>5 - %)2. 
i=l i=l j=l i=l 
where Xj and a*- are the j-th coordinates of the vectors a1 and x respectively 
(j = l,...,n). 
The stationary points of this function are satisfied by the following equation 
n N 
E E K - ^ ) = °> (1-4-6) 
i=j i=l 
which is equivalent to 
n N 
E(EaJ-^i) = °. (L4-7) 
i=j i=l 
JV 
The point x = j^Yl0? satisfies (1.4.7), therefore this point is one of the stationary 
i=l 
points of the function f(x) in (1.4.5), which represents the sum of the squares of 
the distances between all the points of the cluster and its centre. The function f(x) 
N 
is convex therefore the stationary point x = j^ ^  a1 is a global minimizer of the 
i~l 
function f(x). 
R e m a r k 11 In the case of more than one cluster the point reached by K-means 
(the centre in each is found as it is suggested in Proposition 1) is not necessarily 
a global minimizer of (1.4-4)- However, it is proved in [79] that K-means achieves 
a local minimum of (1.4-4)-
if-means is a very fast algorithm and it is suitable for solving clustering problems 
in large-scale datasets. In some experiments (see, for example, [57]) this algorithm 
gives good results when the number of clusters is not very large but deteriorates 
when this number is higher. 
The results obtained by if-means are very sensitive to the selection of the initial 
centres of the clusters (it is very common for the majority of local methods). 
f 
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Number of clusters 
3 
4 
10 
20 
Jmin 
28982.6 
27874.5 
11029.6 
8546.8 
Jmax 
28984.0 
27944.8 
11368.5 
9374.9 
Jmax Jmin -,
 r.n,ny 
* 100/0 
J min 
0.005% 
0.25% 
3% 
10% 
Table 1.1: if-means starting from different initial points: comparison of results 
Example 7 We produce numerical experiments with the Emergency dataset (see 
Appendix B for details). W e apply the if-means method starting from 10 different 
initial points. In our experiments we calculate the centres for 3, 4, 10 and 20 clusters. 
W e compare the obtained values for (1.4.2), p — 2. 
fmin is the minimal value for (1-4.2) obtained in the set of 10 experiments with 
different initial points, 
fmax is the maximal value for (1.4.2) obtained in the set of 10 experiments with 
different initial points. 
The results are presented in Table 1.1. The experiments show that 
• the results obtained by if-means are sensitive to the selection of the initial 
points; 
• the growth of the number of clusters increases this sensitiveness. 
Remark 12 Different locations for the centres can generate the same (or almost 
the same) value for (1-4-4); however if the values are different the locations of the 
centres are different. 
The experiments [57] show that if-means often leads to a shallow local minimum 
of (1.4.4), which does not describe the cluster structure satisfactorily enough. 
Remark 13 It is possible that two different local minimizers of (1-4-4) represent 
two independent divisions into clusters and both divisions are quite reasonable. For 
example, in the dataset presented in E x a m p l e 6 the first minimizer can represent 
the division: "mammals" or "not mammals" (the first case of the example), however 
the second minimizer can represent the division: "live in the sea" or "live on the 
land" (the second case of the example). Therefore, even if the achieved point is not 
a global minimizer, the obtained clustering might be interesting for the research. 
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1.4.3 if-medians 
This algorithm is also based on the recalculation of the centres of the clusters at each 
iteration, if-medians was developed for the norm || • ||i. Suppose that a collection of 
N observations has to be sorted into k clusters. Explicitly the if-medians algorithm 
can be implemented as follows. 
1. Step 1. Take any k observations as the first k centres. 
2. Step 2. Assign the remaining N — k observations to one of the k clusters on 
the basis of the shortest distance (using the norm || • ||i) between an observation 
and the centre of each cluster. 
3. Step 3. After each observation has been assigned into one of the k clusters, 
the centre of each cluster is recomputed (updated) as the median of the points 
assigned into this cluster on Step 2. 
4. Step 4. Stop if the stopping criterion is achieved otherwise go to Step 2. 
Stopping criterion: there is (almost) no observation, which moves from one cluster 
to another. 
The scheme of this algorithm is similar to the if-means algorithm. However, 
these algorithms are different. 
1. On the Step 2 in the case of the if-means algorithm we use the Euclidean 
norm || • j J
 2, in the case of the if-medians algorithm we use the norm || • ||i. 
2. The sum of the absolute deviations of each point from the median is lower 
than is the sum of absolute deviations from any other centre. It means the 
median produces the point which is a global minimizer of the function 
N 
/(aO = E > * - s | | i , x,ai£]Rn,i = l,...,N. (1.4.8) 
i=\ 
and hence at each iteration we recalculate the centres to get the lowest dissim-
ilarity in the sense of the function (1.4.2) for each obtained cluster separately. 
In the same time, the if-means algorithm produces the point which is a global 
minimizer of the function (1.4.5) (see Proposition 1) and hence at each iter-
ation we recalculate the centres to get the lowest dissimilarity in the sense of 
the function (1.4.4) for each obtained cluster separately. 
/ 
16 CHAPTER 1. OVERVIEW 
Theoretical background of the if-means and if-medians method as well as their 
comparison have been studied in [29]. In this paper the authors substitute the 
minimization of (1.4.2) in the case of the norm || • ||i by the minimization of a bilinear 
function on a polyhedral set problem. They also show that the clustering systems 
obtained by the if-medians algorithm are the stationary points for this bilinear 
problem. The results of numerical experiments obtained with the if-means and the 
if-medians algorithm are also presented in this paper. The experiments show that 
for some datasets the classification results obtained by if-medians are better than 
the results obtained by if-means. However, for other datasets it is not so. This 
illustrates the fact that there is no clustering method which is appropriate for all 
the datasets hence the development of new clustering methods is very important. 
In our research we use a combination of the if-means method and the if-medians 
method. This algorithm is similar to the if-means algorithm, but on the Step 2 
we assign the observations to the clusters on the basis of the shortest distance using 
the norm || • ||i, between the observation and the centre. W e call this procedure 
the if-meansLl algorithm. W e use this procedure only as an auxiliary procedure to 
obtain initial points (initial centres) for other clustering techniques in the case of the 
norm || • ||i (in the case of the norm || • ||2 we use if-means to obtain initial points). 
In Chapter 5 several other procedures to determine initial centres are presented and 
studied. 
Remark 14 Some researchers use the K-median method working with the norm 
|| • ||i. We use the K-meansLl method because this method is faster than K-medians. 
Moreover, we use this method only as an auxiliary procedure for finding initial cen-
tres, which we improve later using some other methods. 
The results of if-means!, 1 are sensitive to the selection of the initial centres 
(similarly to if-means). In the following example we present the results of numerical 
experiments (the same scheme as in the Example 7). 
Example 8 We produce numerical experiments with the Emergency dataset. We 
apply the if-meansLl method starting from 10 different initial points. In our ex-
periments we find the centres for 3, 4, 10 and 20 clusters. W e compare the obtained 
values for (1.4.2), p=\. 
fmin is the minimal value for (1.4.2) obtained in the set of 10 experiments with 
different initial points, 
fmax is the maximal value for (1.4.2) obtained in the set of 10 experiments with 
different initial points. 
The results are presented in Table 1.2. The experiments show that 
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Number of clusters 
3 
4 
10 
20 
Jmin 
87884.0 
84504.7 
18761.6 
14692.6 
Jmax 
87927.3 
84700.4 
20366.3 
17446.7 
Jmax Jmin t r\r\Cr/ 
* 100/0 
Jmin 
0.05% 
0.23% 
8.6% 
18.7% 
Table 1.2: if-meansLl starting from different initial points: comparison of results 
• the results obtained by if-meansLl are very sensitive to the selection of the 
initial point; 
• the growth of the number of clusters increases this sensitiveness. 
1.4.4 C-means functionals 
Classical WGSS. 
The classical within group sum of squared errors (WGSS) functional can be defined 
as 
N c 
j(u,X) = j2J2u^ak - ^ n2' (1A9) 
fc=l i=\ 
where 
z*€lRn, i = l,...,c (1.4.10) 
are centres of clusters, ak G Hn, k = 1,..., N are the data (observations), and 
c 
^G{0,l},5>fc = l,V£; (1.4.11) 
t=i 
determine the data within the clusters: if uik = 1 the point ak belongs to the cluster 
with the centre in the point x\ if uik = 0 the point ak does not belong to the cluster 
with the centre in the point x\ The Euclidean norm is used (see also [43], [71]). 
The condition (1.4.11) requires that each data point belongs to one and only one 
cluster (hard clustering). We mostly use this kind of clustering in our research. 
The task is to minimize the functional in (1.4.9) subject to (1.4.10) and (1.4.11). 
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One of the possible ways to determine uik,i = 1,...,c, k = 1,..., N is to assign 
the observations into the clusters according to the shortest distance between the 
observation and the collection of centres: 
1, min \\ak — x^\ 
J=1,...,C 
0, otherwise. 
Remark 15 It is possible that there are some observations we can assign into sev-
eral clusters. This situation occurs quite seldom in numerical experiments with real-
world datasets, however we would like to clarify our strategy in the case this situation 
appears. The following additional procedure determines the coefficients for this spe-
cific case. 
Additional procedure. Suppose that there exists an observation ak*, such that 
i^ifc* = ui2k* = 1, according to (1.4.12), but i\ ^  i2- In this case we can assign ak* 
to one of the clusters (with the centres xn or xn, but one and only one). Suppose 
that we assign ak* to the cluster with the centre x11, if ii > 22 (in this case u^k* — 1 
and Uixk* = 0) and to the cluster with the centre x12, if i\ < i2 (in this case uilk' = 0 
and uhk* = 1). 
Suppose that the coefficients uik, i = 1,..., c, k = 1,..., N for the classical 
W G S S are determined by (1.4.12) and by the additional procedure described 
above (if the situation mentioned in R e m a r k 15 occurs). Then the problem for 
minimizing the functional (1.4.9) subject to (1.4.10) and (1.4.11) can be presented 
as the following mathematical programming problem: 
N 
m i n i m i z e ^ min \\ak - xl\\2 subject to xi G lRn,i = 1,... ,c. (1.4.13) 
In the case of the Euclidean norm (1.4.13) is equivalent to (1.4.4). 
Remark 16 The K -means algorithm can be used for finding a local minimizer to the 
functional J(U,x) in (1-4-9) ifU has been determined according to (1-4-12) and the 
additional procedure described above (if the situation mentioned in R e m a r k 15 
occurs). 
Fuzzy C-means algorithm 
In contrast to traditional hard clustering, fuzzy clustering allows the observations 
to be in many clusters simultaneously. Fuzzy clustering extends this notion to 
Uik = 
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associate each observation with every cluster using a membership function. In fuzzy 
clustering of data points, a larger value of the membership function for particular 
clusters indicates higher confidence in the assignment of that observation to these 
clusters. Mathematically, the fuzzy C-means functionals look similar to classical 
WGSS 
N c 
Jm(U,x) = J2J2<hk-xi\\2,m> 1, (1.4.14) 
k=X i=X 
where 
^ G l E T , i=l,...,c (1.4.15) 
are centres of clusters, a1 G IRn, k = 1,..., N are the data points, but 
c 
ink E [0,1],^^ = l,Vk (1.4.16) 
i=\ 
are the membership functions, m G [1, +oo) is the weighting exponent on each fuzzy 
membership, the larger m the fuzzier the partition. The task is to minimize the 
functional Jm(U,x) from (1.4.14) subject to (1.4.16) and (1.4.15). 
Remark 17 It is possible to construct an iterative algorithm similar to K-means 
to find a stationary point to (1.4-14)- One of the versions of this algorithm can be 
found, for example, in [41]. 
Remark 18 Not only the norm \\ • \\i or the Euclidean norm \\ • ||2, but also other 
different norms can be used. It leads to some modifications of the algorithms (Fuzzy 
C-Ellipses, Fuzzy C-Rings [71]). 
In this thesis we could not give a review of all clustering methods, see [32], [41], 
[46], [56], [70], [88] for details. In the next chapter we present some new clustering 
methods, based on nonsmooth optimization. 
1.5 Methods for supervised classification 
1.5.1 Background 
A huge diversity of algorithms for supervised classification has been developed. Most 
of them contain the following stages. 
• Stage 1. The algorithm constructs classification rules. 
At this stage researchers use a substantial proportion (the training set) of the 
given data to create the classification rules. 
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• Stage 2. The algorithm tests the rules. 
At this stage the algorithm applies the rules obtained at Stage 1 to the 
remaining data (new observations or the test set). 
In order to compare several classification methods we use the notion of classification 
accuracy. The classification accuracy could be determined differently for different 
models (see [46]). Here we present two common approaches for calculating the 
classification accuracy. 
1. The dataset under consideration originally contains two parts (the training set 
and the test set). 
We use the training set to create the classification rules and after that we 
apply these rules to the test set. The percentage of correctly classified points 
of the test set is the classification accuracy. 
2. If the original dataset does not contain two separate sets for training and 
testing the following procedure (n-fold cross-validation) for calculating the 
classification accuracy can be applied. W e divide the dataset A into n parts 
A = {Al,...,An}. 
In each part Aj, j = 1,..., n we keep the same percentage of observations from 
each class as in the original dataset. W e apply the classification procedure n 
times. Every time we use one of the sets Ai,..., An as the test set and the 
rest of the dataset as the training set. Suppose that on the step i (Ai is the 
training set, A\Ai is the test set) we obtained the classification accuracy qi} 
(i — 1,..., n). The total accuracy is 
1 n 
n
 • i 
R e m a r k 19 The classification accuracy obtained for the same dataset in the case 
of ni-fold cross-validation and n2-fold cross-validation are not necessarily the same 
ifnx ^n2. 
A comprehensive review of supervised classification methods can be found in [46]. 
Here we present some of them. 
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1.5.2 Statistical methods 
These methods are generally characterized by having an explicit probability model, 
which provides a probability for an observation to be in each class ([52], [53]). 
There are three significant groups of classification techniques within classical 
statistical methods. 
1. Fisher's Linear Discriminant: we have to construct a hyperplane in the 
space of attributes to separate the known classes as well as possible. The 
points are classified according to the side of the hyperplane (the half-space) 
they belong to. There are two different versions of the procedure: 
• to maximize the separation between the classes in the sense of least-
squares; 
• to maximize the separation between the classes in the sense of Maximum 
Likelihood. 
For a proof that both procedures arrive to the same solution we refer to [53]. 
2. Quadratic Discriminant: the boundary between the classes is now allowed 
to be a quadratic surface (ellipsoids, hyperboloids, etc.). This method gives 
more freedom to researchers than Fisher's Linear Discriminant method but 
the number of parameters we have to estimate is higher. 
3. Logistic Discriminant: the boundary between the classes is a hyperplane, 
but the criterion of the separation is not the same as in the case of Fisher's Lin-
ear Discriminant (the conditional likelihood is to be maximized). The results 
produced by Fisher's Linear Discriminant and by Logistic Discriminant are ex-
pected to be very different if, for example, the distributions of the attributes 
are far from normal. 
For the groups of classification methods described above (classical statistical 
methods) we assume that the form of density functions (or their ratio) is known. In 
most real-life problems this assumption does not necessarily hold. A good review 
of some distribution-free (nonparametric methods) can be found in [46]. These 
statistical methods are also called modern statistical methods. Bayesian methods 
and the k-nearest neighbor ( K N N ) are some of the most developed techniques in 
this group of methods. 
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1.5.3 Machine learning methods 
The aim of these methods is to generate a classifying expression simple enough to 
be understood easily by humans (see [47], [49], [50], [51]). 
Very often the algorithms are based on decision-trees and automatic computing 
procedures with logical or binary operations (they learn the task from series of 
examples). The classification results are obtained from a sequence of logical steps. 
In some sources machine learning methods are divided into two groups: rule-
learning methods and tree-learning methods. However, there are some techniques 
(trees-into-rules algorithms) to transform trees to rule sets (see, for example, [51]). 
This transformation has been found quite efficient among researchers. 
In machine learning methods (it is similar to statistical approaches) the back-
ground knowledge may be exploited in development, but operations are assumed to 
be without human intervention. See also [46] for details. A comprehensive list of 
references can be found in the same book. 
Some algorithms of this group are developed with the purpose to be capable 
to work with more general types of data (cases where the number and the type 
of attributes may vary, cases where additional layers of learning are superimposed, 
cases with hierarchical structure of attributes and classes and so on). Some machine 
learning methods have special techniques for working with datasets which contain 
missing values. 
It is difficult to present and describe all the important methods from this group. 
W e present some of them. 
• CART. Classification and Regression Tree (CART) is a binary decision tree 
algorithm (see [30] for the description). 
• Cal5. This algorithm was specially designed for continuous and ordered dis-
crete value attributes and there is a special sub-algorithm to work with un-
ordered discrete value attributes. 
• ITrule. One of the specific points of this algorithm is that it deals with 
categorical examples only. Generally, it needs to transform numeric attributes 
to discrete values. 
See also [46] for details and references. 
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1.5.4 Neural networks methods 
These methods combine a combination of some statistical techniques with the ma-
chine learning objective of imitating of human intelligence (see [48], [54]). 
A broad class of techniques could be assigned into this class, but generally neural 
networks consist of layers of interconnected nodes. Each node produces a non-linear 
function of its input. The input to a node could come from another node or directly 
from the input data. Some nodes are identified as the output of the networks. 
Sometimes the networks system has a very complex structure and it allows some 
final output nodes to be connected with earlier nodes. See [46] for more information. 
This group of methods is also very rich. Some of them are Kohonen networks 
(see also [54], [60]) and DIPOL92. 
Remark 20 In [46], where the groups of classification methods are determined and 
compared, it is also mentioned that there is some overlapping in the backgrounds 
between these groups of methods: techniques that use decision trees have been devel-
oped in parallel within the machine learning community, motivated by psychological 
research, and within statistical professionals; there are also some common points in 
statistical and neural networks models. 
1.5.5 Supervised classification methods: comparison and 
discussion 
In the brief survey above we described several groups of methods for supervised 
classification. A huge variety of supervised classification methods has been developed 
recently (not all of them were included in the survey). However, the development 
of new fast and efficient methods is very important. One of the reasons is the fact 
that there is no method for supervised classification which works efficiently with all 
types of data. Each dataset possesses some specific features hence some supervised 
classification methods might be appropriate for these data, but not for some others. 
In [46] in addition to the survey of methods for supervised classification, the 
accuracy of these methods over different datasets can be found. W e present some 
of them in Tables 1.3-1.4. Table 1.3 represents supervised classification in the Aus-
tralian credit dataset, Table 1.3 in the Handwritten digits datasets. The description 
of these datasets can be found in Appendix B. 
C o m m e n t s on tables. 
1. A method which works efficiently for one dataset is not necessarily appropriate 
for another one: 
f 
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Algorithm 
Linear Discriminant 
Quadratic Discriminant 
Logistic Discriminant 
k-NN 
NaiveBay 
CART 
Cal5 
ITrule 
Kohonen 
DIPOL92 
Time ( 
Training 
31.8 
30.5 
21.0 
3.0 
3.7 
68.4 
24.0 
173.6 
Failed 
55.6 
sec.) 
Test 
6.7 
7.2 
18.0 
7.0 
0.4 
1.6 
2.2 
0.6 
Failed 
2.0 
Error rate 
Training 
0.139 
0.185 
0.125 
0.000 
0.136 
0.145 
0.132 
0.162 
Failed 
0.139 
Test 
0.141 
0.207 
0.141 
0.181 
0.151 
0.145 
0.131 
0.137 
Failed 
0.141 
Rank (according to 
Test Error Rate) 
3 
7 
3 
6 
5 
4 
1 
2 
Failed 
3 
Table 1.3: Comparison of supervised classification methods: Australian credit 
• Cal5 is the most efficient in the case of the Australian credit dataset. 
However, the classification results in the case of the Handwritten digits 
dataset are not so good (the corresponding Error Rate (ER) is almost 5 
times higher than the best classification results, obtained by k-NN). 
• Kohonen fails in the case of Australian credit, but the classification results 
in the case of Handwritten digits are quite high. 
2. Low ER for the training set does not necessarily lead to low ER for the test 
set: in the case of Australian credit E R of k-NN for the training set is 0.000, 
but E R for the test set is almost the worse among the group of presented 
methods. 
3. In some cases the classification results are quite high but the algorithms are 
computationally expensive: the best results obtained by k-NN in the case of 
Handwritten digits requires about 12 times more computational time than the 
second best classification result obtained by Quadratic Discriminant. 
New datasets appear every day and the design of new methods for supervised 
classification is a very important contribution in the area of Data Mining. During the 
last decade various algorithms for classification, based on optimization techniques 
have been proposed and studied. These algorithms are mostly based on the linear 
and quadratic programming methods (see [22], [28]). 
This research presents some new algorithms for supervised classification, based 
on nonsmooth optimization techniques and clustering (see the next chapter). 
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Algorithm 
Linear Discriminant 
Quadratic Discriminant 
Logistic Discriminant 
k-NN 
NaiveBay 
CART 
Cal5 
ITrule 
Kohonen 
DIPOL92 
Time ( 
Training 
65.3 
194.4 
5110.2 
2230.7 
42.7 
251.6 
571.0 
1800.1 
67176.0 
191.2 
sec.) 
Test 
30.2 
152.0 
138.2 
2039.2 
61.8 
40.8 
55.2 
9000 
2075.1 
43.6 
Error rate 
Training 
0.111 
0.052 
0.079 
0.016 
0.220 
0.180 
0.118 
-
0.051 
0.065 
Test 
0.114 
0.054 
0.086 
0.047 
0.233 
0.160 
0.220 
0.220 
0.075 
0.072 
Rank (according to 
Test Error Rate) 
6 
2 
5 
1 
10 
7 
8 
9 
4 
3 
Table 1.4: Comparison of supervised classification methods: Handwritten digits 
(Dig44) 
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Chapter 2 
Optimization-based classification 
(supervised and unsupervised) 
In this chapter we present the unsupervised and supervised classification models, 
which are studied in this thesis. The problems are reformulated as mathematical 
programming problems with nonsmooth and nonconvex objective functions. In this 
chapter we also present the nonsmooth optimization methods which are used in this 
thesis for solving mathematical programming problems. 
2.1 Unsupervised classification 
2.1.1 Clusterization function based clustering or direct clus-
tering 
In this research we study clustering models, based on optimization techniques. In 
order to find clusters we solve a mathematical programming problem. N o w we 
present a brief description of the model. 
Suppose that we have to find c clusters in the dataset A = {al\a% G K " } ^ . 
The centres of the clusters can be found as a solution of the following mathematical 
programming problem: 
minimize f(x1,... ,xc) (2.1.1) 
subject to (x1,..., xc) e IRnxc (2.1.2) 
where 
f(x\...,xc) = J2^n n*'-a'n- (2-L3) 
s—i,...,c 
27 
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The dimension of this mathematical programming problem isnxc (the number 
of clusters multiplied by the number of features). 
In Chapter 1 Section 1.4 we described the constructing of this clustering model 
and the meaning of the minimization of the clusterization function more precisely. 
Recall that 
• each cluster is represented by its centre; 
• x1,... ,xc are the centres of the clusters; 
• each point is assigned to the cluster with the shortest distance between the 
point and the centre; 
• the sum of the distances between each point and the corresponding centre is 
used as a measure of the quality of the obtained clustering (the value of the 
clusterization function); 
• a lower value for the clusterization function corresponds to better clustering 
(in our clustering model). 
Mathematically (2.1.1)-(2.1.2) looks similar to the classical WGSS (see (1.4.9) 
Chapter 1). However, in our research we use the sum of the distances instead of 
the sum of the squares and two different kinds of norm (|| • \\i and || • ||2). 
Recall that 
• the norm can be calculated as follows: 
n 
N I P = E \XI\P)KP >l,x = (xx, ...,xn)e IRn; 
• (2.1.3) is the clusterization function (see also Chapter 1 Section 1.4). 
Remark 21 It is difficult to define a priori, how many clusters each dataset con-
tains. Therefore, we need to consider different numbers of clusters, starting from 
a certain small amount q of them. If the solution of the corresponding optimiza-
tion problem (2.1.1)-(2.1.2) is not satisfactory enough (for example, experts can 
not interpret the meaning of the obtained clusters), we need to consider the problem 
(2.1.1)-(2.1.2) with g+1 clusters and so on. Thus we have to solve repeatedly arising 
optimization problems (2.1.1)-(2.1.2) with different numbers of clusters. 
2.1. UNSUPERVISED CLASSIFICATION 29 
The clusterization function (if the number of clusters c > 1) is nonsmooth and 
nonconvex. Furthermore, this function has a large number of local minimizers. 
Problems of this type are quite challenging. Due to the large number of variables 
and the complexity of the objective function, general-purpose global optimization 
techniques as a rule fail to solve such problems. 
Therefore, it is important to develop clustering algorithms based on optimization 
techniques that compute "deep" local minimizers (see also R e m a r k 13 Chapter 1). 
In order to solve the optimization problem (2.1.1)-(2.1.2) different optimization 
techniques can be used. Some of them are presented later in this chapter. 
The methods of nonsmooth optimization we use in our research are local meth-
ods, therefore the selection of initial points is very important. It has been found 
very efficient to use points reached by one clustering method as initial points for 
another clustering method. 
2.1.2 Hierarchical clustering 
Types of hierarchical clustering 
There are two different types of hierarchical clustering: agglomerative and divisive. 
In the case of the agglomerative clustering we start with a large number of 
clusters (each observation can represent its own cluster). At each stage we unite 
several clusters which are close to each other in some proposed sense (for example, 
the distances between the centres are less than some chosen tolerance). W e stop the 
process if some stopping criteria are achieved (for example, the centres are quite far 
from each other). 
The divisive clustering works in the opposite direction. At each stage we split 
one of the clusters (or several) into two (or more than two) clusters while some 
stopping criterion is not achieved. 
A comprehensive review of hierarchical clustering methods can be found, for 
example, in [56], [70]. 
Several hierarchical clustering procedures can be used. W e use the following pro-
cedure (divisive clustering) in our numerical experiments (Hierarchical algorithm). 
r 
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Hierarchical algorithm ( H A ) 
Step 0. i=0. 
Step 1. Find k(i) clusters in the whole dataset, solving (2.1.1)-(2.1.2), 
with c = k(i). Keep the obtained centres in C(i) 
(C(i) is the collection of obtained centres). 
Step 2. Choose the largest cluster D(i) among all the clusters obtained before 
(from C(i)), 
exclude the centre of this cluster from C(i) 
and consider this cluster as a smaller size dataset, i = i + 1. 
Step 3. Find k(i) clusters in the obtained smaller size dataset, 
solving (2.1.1)-(2.1.2) with c = k(i), 
add the obtained centres to C(i — 1), getting C(i). 
Step 4. G o to Step 2 if a chosen stopping criterion is not reached; 
otherwise stop and C(i) is the collection of obtained centres by means of 
We can use several stopping criteria, for example: 
• limitation of the number of clusters; 
• limitation on the number of iterations; 
• limitation on the minimal size of clusters (stop if the procedure starts to pro-
duce empty or almost empty clusters). 
Remark 22 For each numerical experiment we have to specify the proposed proce-
dure. 
2.1.3 Comparison of direct and hierarchical clustering 
Consider the following example. 
Example 9 We have to find 7 clusters in the Emergency dataset (see Appendix B 
for details). 
Two different approaches have been used for solving this problem: 
• direct clustering; 
• hierarchical clustering (one of the possible versions). 
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R e m a r k 23 The results, obtained by direct clustering, are not necessarily identical 
to the results, obtained by hierarchical clustering. 
Direct clustering. We solve (2.1.1)-(2.1.2), finding 7 clusters (c = 7). The dimen-
sion of the problem we have to solve is 28 (the number of clusters multiplied by the 
number of features) and we apply the procedure to the whole dataset. 
Hierarchical clustering. First we have to specify the proposed procedure (HA). 
Several hierarchical clustering procedures can be used for finding 7 clusters in the 
Emergency dataset. Here we present the procedure we use in our numerical experi-
ments. 
Hierarchical algorithm (specification) 
Step 1. Find 4 clusters in the whole dataset solving (2.1.1)-(2.1.2) 
with c = 4. 
Step 2. Choose the largest cluster among the clusters obtained on Step 1 and 
consider this cluster as a smaller size dataset. 
Step 3. Find 4 clusters in the obtained smaller size dataset 
solving (2.1.1)-(2.1.2) with c - 4. 
The centres of the clusters obtained on Step 1 (excluding the centre of the largest 
cluster) together with the centres of the clusters obtained on Step 3 are the centres 
of the clusters obtained for the dataset by means of HA. This is an example of 
hierarchical clustering. 
In the case of hierarchical clustering (HA) we have to solve the optimization prob-
lem twice. First we apply the procedure to the whole dataset, but the dimension of 
the optimization problem is 16 (recall that in the case of non-hierarchical clustering 
the dimension is 28). Then we apply the procedure to a smaller size dataset (one 
of the clusters) and the dimension is 16. In some cases hierarchical clustering is 
more accurate than direct clustering, especially if the number of features is large. 
Sometimes we can not apply a direct clustering procedure if the size of the dataset 
is very large. 
The results of hierarchical clustering might be improved if we specify the proce-
dure differently, for example, we can 
• do more iterations in the hierarchical clustering procedure; 
• calculate another number of clusters at each stage (Step 1 and Step 3 of HA); 
• split another cluster (or more than one cluster) into several sub-clusters (Step 2 
of H A ) , not necessarily the largest cluster. 
\ 
¥ 
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2.2 Supervised classification 
2.2.1 Optimization algorithm for finding centres 
simultaneously (OAFCS) or direct clustering for 
supervised classification. 
This procedure is based on the clustering method, described above (direct clustering 
for unsupervised classification). W e find the centres of clusters in each class sepa-
rately by solving the mathematical programming problem (2.1.1)-(2.1.2) for each 
class independently. 
Remark 24 The term "clustering" has been reserved for unsupervised classification. 
However, in the case of supervised classification, for each class separately, we apply 
the same procedure as in the case of unsupervised classification for the whole dataset. 
It means that we find groups of similar points (clusters) in each class independently. 
In the future (in the case of supervised classification) we will call this procedure 
supervised classification based on clustering or clustering for supervised classification. 
Suppose that the dataset under consideration consists of two classes only. W e 
identify each cluster with its centre. The centres of the first class are x\,... ,xqi 
and the centres of the second class are x\,...,x2q2. Suppose that we have a new 
observation a and our task is to classify it into one of the classes under consideration. 
Firstly we compute the distance between this new observation and the centres of 
clusters in each class. W e have to calculate 
d\(a) = min ||x* — a\\ 
i=l,...,qi 
and 
d2(a) = min \\x2 — a\\, 
i=l,...,q2 
where di(a) is the distance between the observation a and the centres of the first 
class, d2(a) is the distance between the observation a and the centres of the second 
class. 
N o w we make a classification decision based on 
d(a) = min(di(a), d2(a)). 
If d(a) — dx(a) we classify this new observation into the first class (the observation 
a belongs to one of the clusters of the first class), otherwise into the second one (the 
observation a belongs to one of the clusters of the second class). 
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R e m a r k 25 In the classification scheme, described above we classify a to the first 
class ifdx(a) = d2(a), however we might use also another scheme, classifying a to the 
second class. The situation d±(a) = d2(a) is quite unusual for real-world datasets. 
This situation has never appeared in our experiments. 
Remark 26 It is difficult to define a priori, how many clusters each class contains. 
Therefore, we need to consider different numbers of clusters, starting from a certain 
small amount q of them. If the solution of the corresponding optimization problem 
(2.1.1)-(2.1.2) is not satisfactory enough (the classification accuracy is low), we 
have to consider the problem (2.1.1)-(2.1.2) withq + 1 clusters and so on. Thus we 
have to solve repeatedly arising optimization problems (2.1.1)-(2.1.2) with different 
numbers of clusters. 
Remark 27 In the case of supervised classification "number of clusters" means 
number of clusters in each class. Very often datasets contain different numbers of 
clusters in each class. We assume that in this case our models produce empty or 
almost empty clusters in some of the classes. 
2.2.2 Step-by-step clustering 
The dimension of the optimization problem (2.1.1)-(2.1.2) is c x n. If the number of 
clusters c or the number of attributes n is large then we have a large-scale optimiza-
tion problem. Overall we do not know a priori the number of clusters the dataset 
contains, hence very often we have to solve the optimization problem (2.1.1)-(2.1.2) 
several times. To avoid these difficulties we suggest to determine the centres of 
clusters step-by-step (see [9], [14]). 
Assuming that the set A (one of the classes) consists of one cluster only, we can 
calculate its centre by solving the following convex programming problem: 
N 
minimize fi(x) = ">J \\x — a*|| subject to x E IRn. (2-2.1) 
i=l 
Then we calculate the set of misclassified points for each class. A misclassified point 
for a given class is a point which is closer to the centres of other classes, than to the 
centres of its own class. Then, removing all misclassified points and solving again 
the problem (2.2.1), we make this centre more precise. W e will denote this centre 
by x1. In order to find a centre of the second cluster, we solve the following problem 
of global optimization: 
JV 
minimize f2(x) = Y^mindlrr1 — 0*11, \\x — al\\} 
i=l 
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subject to x G IRn. (2.2.2) 
Assume, that we have calculated the centre xt_1 of the (t — l)-th cluster, then 
the centre xl of the t-th cluster is defined as a solution to the following problem: 
N 
minimize ft(x) = y^min-fHir1 — a* I , . . . , I I * * - 1 - a * 
t=i 
\\x - ai||} subject to x e B n . (2.2.3) 
The number of variables in (2.2.3), which is n, is substantially less than that in 
(2.1.1)-(2.1.2). Despite the fact that the problem (2.2.3) is solved repeatedly the 
resolution of this problem requires less computational time than the resolution of 
the problem (2.1.1)-(2.1.2). 
Remark 28 It is possible that for the same rate of the classification accuracy the 
number of clusters calculated step-by-step by solving (2.2.3), is larger than the num-
ber of clusters calculated by OAFCS (nonempty clusters) which solves (2.1.1)-(2.1.2). 
Let 
tfr1 = mindlz1 - a%..., Hz'"1 - a*||}. 
Then we can present the function ft in the following form: 
N 
/t(x) = ^min{r1,||o;-ai||}. 
i=l 
Thus we get the following problem of global optimization: 
N 
minimize ft(x) = yjmin{6*, ||x — a*||} 
i=l 
subject to x e IRn. (2.2.4) 
For this algorithm we use the following stopping criterion: if at the t-ih iteration 
ft-i(xU) ~ ft{<) < z 
where e > 0 is a tolerance, then the further solving of the problem (2.2.4) will not 
improve the description of the given set A. 
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Remark 29 The objective function in (2.2.4) (if the number of clusters is more 
than one already) is nonsmooth and nonconvex. It has a lot of local minima and 
requires special derivative-free numerical methods for its minimizing. In the next 
section we present the methods of nonsmooth optimization which are used in this 
thesis. 
Remark 30 We also use two auxiliary supervised classification methods: the Train-
ing set points algorithm and the Core point algorithm. These methods are not the 
main methods for studying our models (we use them only in Chapter 3 to study the 
quality of datasets). Therefore, we will describe them later (in Chapter 3). 
2.3 Methods for nonsmooth optimization 
2.3.1 The discrete gradient algorithm (DG) 
When the objective function is differentiable, there are many different techniques 
for finding a local minimum of that function. One common technique is to create a 
function g(X,x), such that 
g(X,x)—> grad(x) if A —* 0, 
and to approximate the gradient by g(A), with sufficiently small value of A. 
However, in nonsmooth optimization this technique is not possible because there 
are some points where the gradient does not exist. Thus it is necessary to define a 
concept to replace the notion of the gradient for nondifferentiable functions, and to 
create a method which belongs to a group of so-called derivative free methods. One 
of such methods is the discrete gradient method (briefly in this thesis DG). This 
method is based on the notion of quasidifferentiability and quasidifferentials. Qua-
sidifferential is a generalization of gradient. The quasidifferentials have been studied 
in [38]. Here we present a brief introduction to the theory of quasidifferentials. 
Demyanov-Rubinov quasidifferential 
Definition 1 A function / is quasidifferentiable in the sense of Demyanov-Rubinov 
if it is directionally differentiable in all the directions, and there exist two compact 
convex sets df(x) and df(x) such that 
f'(x,g)= max>,o)+ min (w,g). 
vedj{x) w€df(x) 
V 
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The pair Df(x) = [df(x),df(x)] is called a quasidifferential of the function /. 
The set df(x) is called the subdifferential and df (x) is called the superdifferential. 
The objective function in the problem (2.1.1)-(2.1.2) can be represented in the 
following form: 
f(x) = fi(x)-f2(x), 
where 
and 
N c 
/>(«) = £ £ \xs - a* i=l s=l 
AT c 
hix) = T ^ max 5^ ||a;* — a*||. 
^—-
,J=l,...,c ^ 
1=1 s=l,S^J 
The functions fx and /2 are convex. Therefore (see [38]) the function / is quasidif-
ferentiable and its quasidifferential has the following form: 
Df(x) = [df1(x),-df2(x)}. 
The objective function in the problem (2.2.4) also can be represented as a dif-
ference of two convex functions: 
ft(x) = fit(x) - f2t(x) 
where 
N 
i=l 
and 
JV 
f2t(x) = ^ m a x { 6 { - 1 , \\x - o*||}. 
i=l 
Therefore, the function /*(#) is quasidifferentiable and its quasidifferential is as 
follows: 
Dft(x) = [dflt(x),-df2t(x)]. 
In [8] a method for the continuous approximation of the quasidifferential for the 
functions represented as a difference of two convex functions has been developed. 
W e use this method in numerical experiments for computing the quasidifferential 
forDG. 
W e need quasidifferentials for computing a descent direction, which is an ap-
proximation of the steepest descent direction (see [8], [37], [38]). Once the descent 
2.3. METHODS FOR NONSMOOTH OPTIMIZATION 37 
direction has been found we have to minimize the function along the direction. The 
approaches for one-dimensional minimization can be found in [4] or [7]. 
D G is a local method, not necessarily leading to a global solution. However, it is a 
powerful method, which can be applied to many problems. Numerical experiments, 
carried out in [6] show its efficiency. Most high-dimensional problems are not solvable 
through global methods, thus it is very important to possess powerful tools of local 
optimization. 
Numerical experiments show that D G escapes from saddle points and some shal-
low local minima. W e mostly use this optimization technique in our numerical 
experiments. 
2.3.2 Simulated annealing 
Simulated annealing (briefly SA in this thesis) is an optimization method, based on 
an analogy with the natural process of annealing (cooling) in crystals, to reach a 
minimum of energy. It is a heuristic method where tk is a control parameter, which 
by analogy with the original application (the process of cooling) is known as the 
system "temperature" irrespective of the objective function f(x) involved. 
W e need the following functions to describe the algorithm. 
• Ak (Metropolis function) is the distribution of the accepted points: an effective 
method is to allow any downhill move, and a few uphill moves to escape local 
minima. The function is represented as follows 
f(yk)-f(xk+1) 
Ak(yk,xk+1,tk) =mm{l,e ** }. 
• Dk is a distribution to choose new points (must allow the new point to be 
feasible). 
• It is recommended for Uk to be decreasing, to allow Ak to be decreasing. For 
example, in our research this operator is determined as follows 
tk+i = ottk, a e (0,1). 
• Stopping criteria can be determined differently. Here we present some of the 
possible examples. 
1. A certain limit for the number of iterations has been expired. 
2. The parameter "temperature" has achieved a certain value which is low 
enough. 
7 
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The choices of the functions Ak, Dk, and Uk are crucial. 
Simulated annealing 
Step 1. Select an initial point x°, set k = 0 
Step 2. Sample a point xk+l from the distribution Dk(.). 
Step 3. Sample a uniform number p e [0,1] and set 
fc+i= / *fc+1 ^ p<Ak(yk,xk+1,tk) 
\ yk otherwise 
Step 4. Set tk+1 = £/fc(ifc) 
Step 5. Record the best value met. 
If the stopping criterion is not met, go to Step 2. 
SA appeared as early as 1953 (see [69]), and was investigated in 1983 in [59]. 
SA and its applications have been widely studied (see [42], [44], [84], [85]). The 
convergence of simulated annealing algorithms is studied in [1] and [63]. 
This method is very efficient for many discrete optimization problems. However, 
for some continuous optimization problems in high dimensional space, SA meets 
some difficulty. 
2.3.3 The hybrid method (HM) 
We find a local minimizer using a local method and then try to improve this solution 
(leave the neighborhood of the local minimizer) with another method. In [15] the 
following procedure is proposed. 
Hybrid method 
Step 1. Select an initial point XQ, i = 1. 
Step 2. Find a solution xt through the local method, starting from x^i. 
Step 3. Try to leave the neighborhood the local minimizer Xi 
with the SA method and obtain xi+\. 
xi+i is not necessarily a minimizer. 
Step 4. If Xi = Xi+i then stop. 
Otherwise set i = i + 2 and go to Step 2. 
A hybrid of DG and SA (briefly HM in this thesis) has been developed in [15]. 
The numerical experiments carried out in this thesis show that this method gives 
satisfactory results and it is much faster than a classical global optimization method. 
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Although it is not practically guaranteed that a global minimum will be reached 
by SA (as with any heuristic methods), it has the advantage over the local descent 
algorithms to allow "uphill" moves (it may help to leave an eventual local minimum 
reached by the local algorithm and reach a better solution, a lower value for the 
objective function). 
Remark 31 We can construct some other combinations of local and nonlocal meth-
ods. Instead of SA we can use, for example, the Cutting angle method (CA). This 
method is a method of global optimization, developed at the University of Ballarat 
(see [3], [10], [75] for more information). 
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Chapter 3 
Supervised classification via 
clustering and nonsmooth 
optimization 
3.1 Supervised classification and classification 
accuracy 
3.1.1 Overview of problems 
In Chapter 2 the supervised classification problem was formulated as a mathematical 
programming problem (two different versions were presented). 
W e use both formulations (2.1.2) and (2.2.4) of the data classification problem 
and apply two algorithms (new algorithms): 
Direct clustering for supervised classification, which solves the problem (2.1.2) and 
calculates the centres of clusters simultaneously (in this chapter briefly Algorithm 1) 
and 
Step-by-step clustering for supervised classification, which solves the problem (2.2.4) 
and calculates the centres of clusters step-by-step (in this chapter briefly Algo-
rithm 2). 
These algorithms were described in Chapter 2 (Subsection 2.2.1 and Subsec-
tion 2.2.2 respectively). In this thesis we use D G for solving optimization problems 
appeared in Algorithm 1 and Algorithm 2. D G is a method of local optimization, 
however we propose to apply this method to global optimization problems, testing 
the obtained results on real-world datasets and comparing them with the results, ob-
41 
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tained by other methods, based on optimization (see also ?? and references therein). 
Since the classification accuracy is the measure of the efficiency of supervised 
classification algorithms, we apply the proposed procedures to real-world datasets, 
obtain the classification accuracy for each of the approaches and then we compare the 
classification accuracies reached by these two approaches with the accuracies reached 
by other supervised classification algorithms, which are also based on optimization 
techniques. The structure of the study can be described as follows. 
• Proposed algorithms. We study the proposed algorithms more precisely. 
— The classification accuracy obtained by the Direct clustering for super-
vised classification algorithm is compared with the classification accuracy 
obtained by the Step-by-step clustering for supervised classification algo-
rithm. 
— The classification accuracy obtained by each of the algorithms applying 
different norms (|| • ||i and || • ||2) is compared. 
- The computational aspects of the proposed new algorithms are compared 
(number of nonempty clusters and CPU-time requirement). 
• Comparison of the proposed algorithms with other algorithms. We 
compare the classification accuracy obtained by the proposed algorithms and 
the classification accuracy obtained by other optimization based classification 
methods applied to the same datasets. 
3.1.2 Results of numerical experiments 
The proposed algorithms have been tested on real-world datasets. We present results 
of the numerical experiments. 
W e use 10-fold cross validation. A feature selection algorithm has been applied to 
the studied datasets. In our research we mainly use the feature selection algorithm 
proposed in [13]. This method is also based on clustering. W e consider each class as 
a separate set finding one cluster in each set. W e solve (2.1.1)-(2.1.2), the number 
of clusters c = 1. In this case the objective function is convex. 
Remark 32 Ifp=l, (\\ • \\i) the centre of each class can be found as the median. 
Most times real-world datasets contain more than one cluster in each class. As-
suming that the dataset contains only one cluster in each class we obtain some 
information about the structure of the classes. Then we remove features one after 
3.1. SUPERVISED CLASSIFICATION AND CLASSIFICATION ACCURACY43 
another (according to the rules established in ([13]) or similar) until the structure 
of the clusters starts to be changed. See ([13]) for details. 
Then the subsets of the most informative features, calculated by this algorithm, 
have been used for supervised classification. 
New algorithms: comparison of computational aspects 
The proposed algorithms have been tested on real-world datasets. The Heart disease 
dataset, the Australian credit, the Diabetes dataset and the Liver-disorder dataset 
have been used in numerical experiments. The description of the datasets can be 
found in the Appendix B. These datasets are available from the U C I Machine 
Learning Repository [49]. 
For each algorithm we tested several possible modification of the procedures: 
— using different norms (|| • ||i and || • H2), 
— using different subsets of features, if the feature selection method obtained sev-
eral (almost) equivalent subsets of features; 
— using different numbers of clusters (Direct clustering for supervised classifica-
tion) . 
For each dataset we select several examples (we choose the examples with the 
highest classification accuracy). In Tables 3.1-3.2 we present the results of the 
experiments. 
Tables: comments and conclusions. 
1. Comparison of the algorithms. 
• Test set classification accuracy. Algorithm 1 achieves higher classi-
fication accuracy than Algorithm 2 for all datasets, except the Diabetes 
dataset. Test set classification accuracy is used for comparing several 
supervised classification algorithms (see also Chapter 1). 
44 CHAPTER 3. SUPERVISED CLASSIFICATION 
Dataset 
Heart 
disease 
Diabetes 
Australian 
credit 
Liver 
disorder 
Norm 
1 
1 
1 
1 
1 
2 
2 
2 
2 
2 
1 
1 
2 
2 
2 
2 
1 
2 
Number of 
clusters 
2 
2 
2 
2 
3 
3 
4 
5 
8 
5 
2 
3 
2 
3 
3 
2 
4 
2 
Training set 
time (sec.) 
61.4 
75.5 
122.3 
38.9 
204.5 
21.3 
40.8 
76.7 
265.4 
139.3 
11.2 
120.5 
27.1 
125.3 
52.5 
12.4 
126.2 
7.4 
Test set 
time (sec.) 
0.214 
0.368 
0.457 
0.354 
0.561 
0.332 
0.190 
0.433 
0.410 
0.347 
0.247 
0.239 
0.122 
0.288 
0.348 
0.349 
0.474 
0.316 
Training set 
accuracy 
84.03 
83.58 
83.40 
82.76 
83.73 J 
73.76 
72.94 
72.33 
72.14 
71.87 
84.89 
85.03 
85.50 
84.00 
67.72 
68.62 
70.35 
68.87 
Test set 
accuracy 
84.83 
83.45 
84.14 
83.45 
83.45 
72.70 
70.63 
69.84 
69.84 
71.11 
87.06 
85.15 
85.59 
84.26 
65.88 
66.47 
69.41 
67.06 
Subset of 
features 
2,3,7,9-13 
2,3,7-13 
2,3,6-13 
2,7,9-13 
2,3,7,9-13 
1,2,8 
1,2,8 
1,2,8 
1,2,8 
1,2,6,7 
8,9,14 
8,9,14 
8,9,14 
8,9,14 
1-6 
1-5 
1-5 
2-5 
Table 3.1: Direct clustering for supervised classification (Algorithm 1). 
Dataset 
Heart 
disease 
Diabetes 
Australian 
credit 
Liver 
disorder 
Norm 
1 
1 
1 
2 
2 
2 
1 
2 
1 
1 
1 
1 
Number of 
clusters 
3 
3 
4 
15 
10 
15 
5 
5 
20 
25 
20 
15 
Training set 
time (sec.) 
120.8 
138.7 
88.3 
16.6 
12.2 
37.2 
11.7 
8.0 
105.9 
99.9 
69.3 
76.4 
Test set 
time (sec.) 
1.153 
1.101 
1.067 
3.778 
2.509 
2.372 
0.795 
1.202 
4.873 
5.918 
7.139 
3.766 
Training set 
accuracy 
83.42 
83.36 
83.10 
76.40 
75.90 
74.09 
85.53 
85.50 
71.54 
73.63 
73.25 
71.32 
Test set 
accuracy 
83.79 
83.48 
83.45 
73.42 
72.24 
70.79 
85.00 
85.59 
67.06 
67.06 
66.18 
66.18 
Subset of 
features 
2,3,7-13 
2,3,6-13 
2,3,7,9-13 
1,2,8 
1,2,8 
1,2,6,7 
8,9,14 
8,9,14 
1-5 
2-5 
2-5 
1-5 
Table 3.2: Step-by-step clustering for supervised classification (Algorithm 2). 
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• CPU-time to reach the highest classification accuracy. For the 
Australian credit dataset and the Diabetes dataset the algorithms spend 
approximately the same time to reach their results. In the case of the 
Heart disease dataset Algorithm 1 is much faster than Algorithm 2. In the 
case of the Liver disorder dataset Algorithm 2 is faster than Algorithm 1. 
• N u m b e r of nonempty clusters (for the highest classification ac-
curacy). Algorithm 2 requires more clusters than Algorithm 1, however 
it does not mean that Algorithm 1 is faster. For example, for the Liver 
disorder dataset Algorithm 2 calculates 20 clusters much faster than Algo-
rithm 1 calculates 4 cluster for the same subset of features (we consider 
the case of the highest classification accuracy). In the same time, the 
results obtained by Algorithm 1 are not much better than the results 
obtained by Algorithm 2. 
• Conclusion. Mostly the classification results obtained by Algorithm 1 
are higher than the results obtained by Algorithm 2. 
2. Selection of the norms 
• According to the classification accuracy. In the numerical experi-
ments the highest classification accuracy is obtained using the norm || • ||i 
for all the datasets, except the Diabetes dataset. 
• Special cases. In some cases the second best result does not reduce the 
classification accuracy significantly, but it requires much less CPU-time to 
get it. For example, for the Liver disorder dataset the second best result 
for the classification accuracy (Algorithm 1, 2 clusters, || • ||2, features 2-
5) is not much lower than the first result (Algorithm 1, 4 clusters, || • H2, 
features 1-5). However, the CPU-time in the case of the best classification 
result is significantly higher. Therefore, in the case of the Liver disorder 
dataset it is quite difficult to decide which norm is preferable. 
• Conclusion. It is difficult to make any conclusion which of the norm 
is more efficient in the proposed algorithms. For the Diabetes dataset 
the highest classification accuracy has been reached when the norm || • ||2 
has been used. In Chapter 4 we present several approaches to determine 
the shape of finite sets of points, based on some generalizations of the 
Euclidean norm. These approaches are tested on the Diabetes dataset. 
Most times in our numerical experiments the accuracy is higher 
for computations with the n o r m || • ||i than with the Euclidean 
norm. Therefore, in the rest of this thesis (even for unsuper-
vised classification) if there is no special reference w e use the 
n o r m || • ||i. 
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3. Dimension of the optimization problem, n u m b e r of clusters and sub-
sets of features. 
• Algorithm 1: number of clusters. Recall that it is recommended 
to solve the corresponding mathematical programming problem (2.1.1)-
(2.1.2) with different numbers of clusters, starting from a certain small 
amount q of them. If the solution of the corresponding optimization 
problem is not satisfactory enough (the classification accuracy is low), 
we need to consider the problem (2.1.1)-(2.1.2) with q + 1 clusters and 
so on. Theoretically, the description of the dataset can not be worse 
if we add some more clusters: the extra clusters describe the dataset 
more precisely or these clusters are empty. However, in some examples 
it is not so. For example, in the case of the Australian credit dataset 
the classification accuracy obtained with 2 clusters is higher than for 3 
clusters (for both norms). For the Diabetes dataset (the norm || • ||2) the 
classification accuracy obtained in the case of 3 clusters is higher than 
in the case of larger number of clusters (3,4,5,8). It happens because in 
our numerical experiments we use local optimization approaches. These 
techniques calculate local minima. However, if the number of clusters is 
larger the dimension of (2.1.1)-(2.1.2) is higher and the obtained local 
minima are not "deep" enough (they do not present a good description 
of the dataset). 
• Algorithm 2: n u m b e r of clusters. This algorithm is provided with a 
stopping criterion. This stopping criterion (the corresponding tolerance) 
should be chosen properly, because sometimes extra clusters do not sig-
nificantly improve the description of the dataset, however it takes time 
to calculate them. For example, in the experiments with the Diabetes 
dataset the algorithm stopped after calculating 10 clusters with the clas-
sification accuracy 72.24% (one value for the tolerance), but in the case 
of 15 clusters (another value for the tolerance) the classification accuracy 
was not much higher, 73.42%. 
• Subset of features: Algorithm 1 and Algorithm 2. The dimension 
of the optimization can be reduced (for both algorithms) if we decrease the 
number of features involving in experiments. Sometimes in our research 
after feature selection procedures we obtain several subsets of features 
which are almost equivalent (by means of the feature selection algorithm). 
In the future we recommend to choose not only the best subset of features, 
but also the subsets which are almost equivalent and contain less features. 
In this case the dimension of the corresponding optimization problem 
is smaller and the obtained minima might be "deeper", therefore they 
describe the dataset better than it occurs in the case of the best subset 
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Dataset 
Heart disease 
Liver disorder 
Algorithm 
Algorithm 1 (direct clustering) 
Algorithm 2 (step-by-step clustering) 
HMM 
PMM 
RLP 
Algorithm 1 (direct clustering) 
Algorithm 2 (step-by-step clustering) 
HMM 
PMM 
RLP 
Training set 
accuracy 
84.0 
83.4 
87.5 
91.4 
84.5 
70.4 
73.4 
72.2 
74.9 
69.0 
Test set 
accuracy 
84.8 
84.5 
82.8 
82.2 
83.5 
69.4 
67.1 
66.6 
68.4 
66.9 
Table 3.3: Classification accuracy. 
of features. 
Comparison of the proposed methods with other supervised classification 
methods 
The proposed algorithms have been tested on real-world datasets. The Heart disease 
dataset and the Liver-disorder dataset have been used in numerical experiments. 
The description of the datasets can be found in [46] or in the Appendix B. These 
datasets are available from the U C I Machine Learning Repository [49]. 
For the comparison we use the results obtained by the Hybrid misclassification 
minimization algorithm ( H M M , see [33]), the Parametric misclassification minimiza-
tion algorithm ( P M M , see [66]) and the Robust linear programming algorithm (RLP, 
see [22]). 
The results of numerical experiments are presented in Table 3.3. 
The main conclusion we can obtain from Table 3.3 is that the results reached by the 
algorithms, proposed in this thesis are comparable and in some cases they are even 
better than the results obtained by other optimization techniques ( H M M , P M M , 
RLP). The classification accuracy for the training set is lower for the new algorithms, 
however the classification accuracy for the test set is higher in the case of the new 
algorithms (except the case of the Liver disorder dataset, where the classification 
accuracy is higher for P M M than for Algorithm 2). 
\ 
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N e w algorithms: remarks and conclusions 
The new algorithms are based on clustering and nonsmooth optimization techniques. 
A classification problem is reformulated as a problem of cluster analysis and then 
the latter problem is formulated as an optimization problem with a nonsmooth and 
nonconvex objective function. This function is quasidifferentiable and therefore we 
use a method based on the continuous approximations of the quasidifferential for its 
minimization. 
W e use a local optimization method (DG) to solve the problems, but the results 
of numerical experiments show that the proposed approach allows one to get good 
descriptions of studied datasets (these algorithms reached a higher classification 
accuracy than H M M , R M M , RLP). 
In the same time, working with local optimization techniques, we are able to 
get results much faster than in the case of global optimization. Therefore, in our 
experiments the proposed algorithms solve the classification problems quickly and 
the reached classification accuracy is high. 
3.2 Clustering for studying the quality of datasets 
3.2.1 Background 
Usually in supervised classification tasks, the accuracy of various methods is com-
pared, however in this section we propose to compare the sets of misclassified points 
obtained by different supervised classification methods. There are many methods 
for supervised classification [46] which are based on quite different techniques. The 
nature of these methods is different, and the content of real-world datasets is also 
different. Each dataset has specific properties, and it is quite difficult to propose 
a supervised classification algorithm which is satisfactory enough for all real-world 
datasets. However, if there is a group of points in a dataset which are misclassified 
by several methods then this group of points should be studied separately. 
In this section we study datasets from the point of view of their quality rather 
than the classification accuracy. The study of the quality of a dataset requires the 
following procedure. 
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Procedure to study the quality of datasets. 
Step 0. We select several supervised classification methods 
for studying the dataset. 
Step 1. W e apply supervised classification methods determined on Step 0 
to the dataset and identify misclassified points for each method. 
Step 2. If a point is misclassified by all the methods, determined on Step 0, 
this point is questionable. 
Step 3. W e divide the points of the dataset into two groups: 
questionable points and non-questionable points. 
Step 4. The proportion of questionable points may be used for estimating 
the quality of the dataset. 
The described procedure is used for identification of the points in datasets, that 
are classified correctly by at least one of the supervised classification methods, de-
termined on Step 0, and the points whose classification is questionable (misclassified 
by all the methods we applied). 
If a point is questionable we have to study this point more carefully. It can 
be suggested, that the lower the proportion of questionable points, the higher the 
quality of the dataset. 
It is possible that questionable data contains some mistakes appearing at the 
stage of data collection, therefore it is suggested that the reason for some classifica-
tion errors is not solely dependent on the quality of the classification method, but 
on the quality of the dataset as well. 
Remark 33 Possible mistakes on the stage of data collection might be not the only 
reasons for obtaining questionable data. However, identifying questionable points we 
identify the points that were difficult for different classification methods and therefore 
we should study these points more accurate. 
3.2.2 Approaches 
In the study of the quality of datasets several supervised classification methods 
have been used. T w o of them are based on nonsmooth optimization: O A F C S (see 
Chapter 2) and C P A (Core point algorithm). W e also use a supervised classifica-
tion approach which does not require any optimization: T S P A (Training set points 
algorithm). The descriptions of T S P A and C P A are presented below. 
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3.2.3 Training set points algorithm (TSPA) and its modifi-
cations. 
This algorithm originally appeared in [12] and [77]. The rules of classification in 
this algorithm and O A F C S are the same (each point is assigned to the cluster with 
the nearest centre). However, the procedure to obtain centres is different. Rather 
than calculate the centres of clusters, each point of a dataset is used as the centre 
of a separate cluster (see [12] and [77] for more information). 
In some modifications of this method we consider the collection of points from a 
set of spheres, centred at the points from the training set, as the centres of separate 
clusters. The radiuses for the spheres can be determined differently (see the following 
example). 
Example 10 Suppose that the dataset contains N points a1,..., aN. For each point 
a% in the dataset we have to determine r%, the radius of the corresponding sphere. 
One of the possible procedures for calculating the radiuses is as follows 
r% — - min \\a% — a?\\. 
4j = l,-,N,jy£i" 
In this case there is no overlapping between the spheres. 
Remark 34 This method is an auxiliary method. The classification accuracy for 
training sets is always 100%. 
Remark 35 TSPA is similar to k-NN (see Chapter 1 and references therein), if the 
radiuses of the corresponding spheres are zeros it coincides with k-NN, N — 1. 
3.2.4 Core point algorithm (CPA) 
In this algorithm we compute the centres of clusters using OAFCS (for each class 
separately). Then we determine a certain core for each cluster. The centres calcu-
lated before, together with the points from these cores, form the centres of separate 
clusters. A new observation is assigned to the cluster with the nearest centre (this 
method appeared in [77]). 
The important aspect is how to determine the cores. In our experiments we use 
the following procedure. 
Suppose that 
• the considered dataset A consists of two classes Ai and A2, 
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• Xi is the set of the centres of the clusters of the first class, 
• Xi contains the centres x1,... ,xqi, 
• X2 is the set of the centres of the clusters of the second class, 
• X2 contains the centres xqi+1,..., xqi+q2. 
For each centre Xj, j = 1,..., qx + q2 we can determine points y from the dataset A 
(the training set of the dataset) such that 
||y-^||<c mm ^{\\y-xk\\},j = l,...,qi + q2, (3.2.1) 
k=l,...,qi+q2,kj±j 
where c G [0,1] (in our study we let c be 0,0.1,0.2,..., 1). 
Remark 36 This formula does not represent spheres of different radiuses c centred 
at x^, but it represents some levels of confidence that the chosen point belongs to the 
cluster with the centre x^ rather than another cluster (a lower value of c corresponds 
to a higher level of confidence). 
Suppose that xj G Xi (recall that j = 1,..., gi + q2,1 = 1 or I = 2). If c is chosen 
small enough, it can be the case, that there is no point y £ A\, such that (3.2.1) 
holds. 
Remark 37 The situation where there is a point y £ Ai, such that y = x^ is 
very unusual for real-world datasets. This situation has not been observed in our 
numerical experiments. 
For each x^ a number rj can be used for determination of the corresponding core. 
W e determine these numbers as follows: 
i 
r-; = m a x — 
i=o,...,io 10 
and there is no point y £ A\, such that (3.2.1) holds with c = Tj. 
For each cluster with the centre xj the core is determined as a collection of 
points y from A, such that (3.2.1) hold with c = Tj. 
Remark 38 The points from the core belong to Ai (by definition ofrj). 
R e m a r k 39 The situation described in R e m a r k 37 has not appeared in our exper-
iments. However, if it occurs we recommend to determine Tj = 0. 
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3.2.5 Other methods 
We also use the results of two other approaches. These results have been obtained 
by other researchers. A short description of these approaches is presented below. 
Fuzzy derivative method (FDM). 
Numerical experiments with this method were produced by M. Mam-
madov, University of Ballarat. 
The method is based on the notion of fuzzy derivative which describes a rela-
tionship between two parameters. The main idea of this notion is to describe the 
influence of the change of one parameter on another. 
The F D M algorithm is a machine learning algorithm and it induces ordered 
classification rules. After each stage k, the number of elements in the training set 
decreases and therefore the informativeness of the rule also decreases. The higher the 
order of the rule, the less informativeness of the classification (see [47] for details). 
Neural networks method (NNM). 
Numerical experiments with this method were produced by B. Ferguson, 
University of Ballarat. 
This method begins with training of specialized neural networks. The dataset 
is converted to a binary representation. This is achieved by converting all data 
values into a numerical representation and then converting this representation into 
a binary format. For each variable (if its value is continuous) the value is converted 
to either 1 or 0 depending on whether it is greater than or less than or equal to the 
average value for this variable. 
Then we start to construct classification rules. The resulting rule set is used to 
predict the classification in the dataset (see for more information [48]). 
3.2.6 Datasets: scaling and feature selection 
In this study two datasets (Australian credit and Heart disease) are considered [49]. 
W e use the mean-value scaling procedure to make the features comparable (see 
Chapter 1). W e use the same scaling procedure for continuous and ordinal features. 
After scaling the ordinal features still have discrete values, but not necessarily inte-
gers. 
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In this research we use the feature selection algorithm developed in [13]. This 
method is also based on clustering (see Chapter 1, Chapter 2 for more information). 
A short description for the datasets can be found in the Appendix B, however 
we would like to provide some more details relevant to the study presented in this 
section. 
T h e Australian credit dataset description. The purpose of this dataset is 
to devise rules for deciding on credit risk [46]. Interpretation of the results is made 
difficult, because the attributes and classes have been coded to preserve confiden-
tiality. 
There are 2 classes and 690 observations in the dataset, 383 of them belong to 
the first class and 307 to the second one. In the Australian credit dataset features 1, 
4, 6, 8, 9, 10, 11, 12 are ordinal and features 2, 3, 5, 7, 13, 14 are continuous. 
W e use two subsets of features: the subset 1-14 (all features n = 14) and the 
subset 8,9,14, that has been obtained by the feature selection algorithm, based on 
clustering. 
T h e Heart disease dataset description. The purpose of the dataset is to 
predict the presence or absence of heart disease, given the results of various medical 
tests, carried out on a patient. 
This database comes from the Cleveland Clinic Foundation and was supplied by 
Robert Detrano, M.D. P h D of V.A. Medical Centre, Long Beach, C.A. It is a part of 
the collection of databases at the University of California, Irvine, collated by David 
Aha. 
This dataset contains 2 classes. There are 297 observations in the dataset, 160 of 
them are from the first class and 137 are from the second one. 
In the Heart disease dataset, features 2, 6, 7, 9, 11 are ordinal and the features 
1, 3, 4, 5, 8, 10, 12, 13 are continuous. For the Heart disease dataset we also 
use two subsets of features: the subset 1-13 (all features n = 13) and the subset 
1,3,7-13, which has been obtained by the feature selection algorithm (see Chapter 1, 
Chapter 2). 
W e present the study the quality of the two datasets separately and more pre-
cisely. 
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Class I 
Class II 
Cluster I 
241 
21 
Cluster II 
63 
2 
Cluster III 
0 
0 
Cluster IV 
21 
150 
[Cluster V 
56 
68 
Cluster VI 
2 
66 
Table 3.4: Australian credit dataset. Base structure. 
3.2.7 Australian credit dataset 
Base structure 
We use the subset of features 8,9,14 which has been obtained by the feature selection 
algorithm, and in each class we find 3 clusters. Then we count the number of points 
from each class in each cluster. The results are shown in Table 3.4. 
Cluster I, Cluster II, Cluster III have been found in the first class and Cluster IV, 
Cluster V, Cluster VI have been found in the second class. 
It is evident, that the first class contains two non-empty clusters only (Cluster III 
is empty). 
The second class can be divided into two parts. The first part consists of two 
clusters (Cluster IV and Cluster VI). Most points from this part are classified cor-
rectly. The second part (Cluster V ) is the mixed part. This part contains a lot of 
points from both classes. Most misclassified points are from this part of the dataset 
(Cluster V ) . W e need to study this cluster more carefully. 
Unfortunately, by using this base subset of features, we find, that the classes 
under consideration have many points with common projections. However, when 
other subsets of features are used, the classification accuracy is even lower. 
Another reason that we use the 3-dimensional space is because in this case we can 
represent our dataset as a collection of geometrical objects which can be presented 
graphically. 
Five nonempty clusters are transformed into four segments, along the axis of 
feature 14: two segments are in the first class and two segments are in the second 
class. 
For the first class feature 8 is 0.0000 and feature 9 is 0.0000 or 2.3389831. 
For the second class feature 8 is 1.9113573 and feature 9 is 0.0000 or 2.3389831. 
Such a representation is natural, because features 8 and feature 9 are ordinal 
and feature 14 is continuous. 
These values for feature 8 and feature 9 are the results of scaling: integers have 
been transformed to discrete reals during scaling (Figure 3.1). 
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9 class I 
2.3389831 
14 
8 9 class II 
2.3389831 
14 
Figure 3.1: Australian credit dataset. Location of projections. 
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Remark 40 Feature 8 can separate the training set with the same accuracy: if the 
value of feature 8 of an observation is 0.0000 this observation belongs to Class I, 
otherwise the observation belongs to Class II. 
Misclassified and questionable points 
It is evident, that some clusters (especially Cluster V) have a lot of points from both 
classes. 
Cluster V as a separate dataset. Cluster V is now considered as a new smaller 
size dataset. For this small dataset we use the feature selection algorithm and then 
apply several classification algorithms to distinguish points from different classes. 
We use three methods (these methods have been described before in this section): 
• OAFCS (Optimization algorithm for finding clusters simultaneously), 
• TSPA (Training set points algorithm), 
• CPA (Core-points algorithm). 
None of these algorithms gives significant improvement in the sense of the clas-
sification accuracy. Therefore, it can be concluded, that this part of our dataset has 
a very complex structure and it is difficult to separate points from this part of the 
dataset correctly according to their classes. 
Questionable points. OAFCS, TSPA, and CPA are based on the notion of dis-
tance. W e also use other methods which are not based on the notion of distance 
(FDM and N N M , these methods have been described already in this section). 
W e compare the subsets of misclassified points, obtained by OAFCS, F D M and 
NNM. 
OAFCS produces 102 misclassified points. 
N N M produces 100 misclassified points and all these points are from the subset 
of misclassified points, obtained by OAFCS. 
F D M produces 74 misclassified points. 
The comparison of the subsets of misclassified points gives the following results. 
• The intersection of these three subsets consists of 65 points (46 points from the 
first class and 19 points from the second class). Such points can be considered 
as questionable points. 
• The points, which are not misclassified for FDM, but misclassified for OAFCS 
and N N M , have been classified by F D M with rules of a high order (2 point by 
3.2. CLUSTERING FOR STUDYING THE QUALITY OF DATASETS 57 
the 14-th order rule, 8 points by the 15-th order rule, 23 points by the 17-th 
rule, 2 points by the 19-th rule). This high order of the rules demonstrates, 
that these points are also very difficult for F D M to classify. 
The Australian credit dataset without questionable points. 
W e remove these 65 points and apply O A F C S to the new dataset. 
W e use the subset of features 7,8,9,14 to avoid the intersection of classes, that 
occurred in the case of 3 features. W e use 10-fold cross-validation. 
The classification accuracy is 94.59%. This accuracy is about 7% higher than it 
is in our previous experiments. 
It is important to note, that in our experiments 
• most of the misclassified points are the same for both OAFCS and FDM; 
• the collection of misclassified points does not depend heavily on the particular 
subset of features that we use during our experiments (the subset (8,9,14) and 
the subset (7,8,9,14)). 
Structure of segment-based clusters 
Now we study clusters, presenting them differently: we assign points to the cluster 
which is represented by the nearest segment in the full space of features. Therefore, 
the distribution of points among the clusters of such a shape (segments instead of 
centres) depends on the distance between the axes of the segments and the point 
under consideration. 
The next step in our research is to characterize the structure of the obtained 
clusters (segments instead of centres). For each observation a we determine a value 
c(a) via the following procedure. 
Procedure to determine c(a). 
Suppose that k segments have been obtained. Consider a point a from a dataset 
which belongs to the Z-th cluster (with the segment X1 instead of the centre). For 
this point we determine a value c(a) which can be found as follows: 
min ||a — xl\\ 
<a) = — — n JIT- (3-2-2) 
m m \\a — x^u 
j=l,...,k,tfl,xieXi 
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From (3.2.2) it is easy to conclude that c(a) e [0,1]. In our study we mostly use 
a grid for c(a) such as 0,0.1,0.2,..., 1. W e do not work with the exact value for 
each c(a), but use segments. For example, 
c(a)e[(i-l)*10-1,i*10-1), i = l,...,9, c(o)€ [0.9,1] (3.2.3) 
or 
c(a) e [0,i * H T 1 ) i=l,..., 9, c(a)e [0,1]. (3.2.4) 
W e use c(a) for each point to describe how "deep" this point is inside the cluster. 
It should be underlined that different values of c(a) do not represent the radiuses for 
some tubes centred at the axes of the corresponding clusters. They rather represent 
some levels of confidence that the chosen point belongs to this cluster but not another 
one. 
1. Approach 1 (based on feature selection). 
Recall that in the auxiliary 3-dimensional space (features 8,9,14), obtained 
by the feature selection method, we determine the location of the projections 
of points of the dataset. They belong to four segments. The clusters are 
considered as these four segments (in the 3-dimensional space). 
N o w we construct segments in the 14-dimensional space. These segments are 
constructed as follows. 
The segments are along the axis of feature 14. 
Coordinate 8 is 0.0000 or 1.19113573. 
Coordinate 9 is 0.0000 or 2.3389831. Recall that these values for coordinate 8 
and coordinate 9 are obtained in the 3-dimensional space of features. 
All other coordinates are zero. 
In this case we have 100 misclassified points and all of them are the same as 
the misclassified points, obtained by N N M . 
W e study the structure of the obtained clusters using c(a) obtained by the 
procedure, described above. The results are shown in Table 3.5. For each 
cluster we present the number of points for which the values c(a) are equal to 
or less than the column entry. 
It is evident, that most of the points of the first cluster are in the domain 
where c(a) is in the segment [0.4,0.7] (for both classes). For the second clus-
ter c(a) is in the same segment (there are only two points in the second cluster, 
which are not classified correctly). Most points of the third cluster are in the 
domain where c(a) is in the segment [0.3,0.6] for the first class and in the seg-
ment [0.2,0.6] for the second one. Most points from the fourth (mixed) cluster 
are in the domain where c(a) is in the segment [0.3,0.8] for the first class and 
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c(a) < 
Cluster I 
Cluster I 
Cluster II 
Cluster II 
Cluster III 
Cluster III 
Cluster IV 
Cluster IV 
Class I 
Class II 
Class I 
Class II 
Class I 
Class II 
Class I 
Class II 
1 
241 
21 
65 
2 
21 
207 
56 
77 
0.9 
241 
20 
64 
2 
21 
205 
55 
76 
0.8 
240 
20 
63 
2 
21 
205 
55 
75 
0.7 
231 
20 
59 
2 
21 
205 
50 
74 
0.6 
208 
17 
53 
2 
21 
202 
47 
66 
0.5 
160 
12 
46 
2 
19 
194 
35 
49 
0.4 
81 
3 
21 
1 
18 
165 
18 
26 
0.3 
22 
0 
8 
0 
12 
88 
12 
3 
0.2 
4 
0 
0 
0 
4 
17 
4 
1 
0.1 
0 
0 
0 
0 
0 
0 
0 
0 
Table 3.5: Australian credit dataset. Structure of clusters (Approach 1.) 
in the segment [0.3,0.7] from the second one. There is no point in the domain 
where c(a) < 0.1. This characteristic is observed for all the clusters. 
W e can conclude that the clusters in the full space of features are four tubes 
along coordinate 14 with empty domains corresponded to c(a) < 0.1. 
In this presentation it has been found, that in the case of Cluster IV the 
percentage of misclassified points is more than 42%. M a n y misclassified points 
are "deep" inside the cluster: 12 misclassified points are in the domain with 
c(a) < 0.3, at the same time this domain contains only 3 correctly classified 
points, other correctly classified points are not so "deep" inside the cluster. 
This cluster represents a mixture of two different classes and it is difficult for 
our methods to separate the points from this cluster according to their classes. 
2. Approach 2 (all features). 
We consider another view of the segments in the full space of features with 
the same direction along the coordinate 14. The location in the space of the 
other coordinates is defined according to the following procedure. 
W e consider the space of the remaining 13 coordinates (without coordinate 14) 
and found two clusters by means of O A F C S in each class. The location of the 
segments is defined by these coordinates. For coordinate 8 and coordinate 9 
we take the values 1.9113573 and 2.3389831 respectively, the only values they 
can have. The results of this presentation are shown in Table 3.6. 
Remark 41 The structure of Table 3.6 (description for the headings) is the 
same as in the case of Table 3.5. 
In this presentation it has been observed, that in the case of Cluster III (com-
pare with Cluster IV, obtained by Approach 1) the percentage of misclassified 
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c(a) < 
Cluster I 
Cluster I 
Cluster II 
Cluster II 
Cluster III 
Cluster III 
Cluster IV 
Cluster IV 
Class I 
Class II 
Class I 
Class II 
Class I 
Class II 
Class I 
Class II 
1 
262 
23 
46 
15 
53 
76 
22 
193 
0.9 
261 
23 
45 
14 
52 
76 
22 
192 
0.8 
256 
23 
45 
13 
52 
75 
22 
191 
0.7 
248 
23 
43 
13 
51 
73 
22 
191 
0.6 
234 
19 
41 
11 
49 
72 
22 
191 
0.5 
199 
16 
39 
9 
48 
68 
22 
190 
0.4 
148 
12 
33 
4 
40 
62 
21 
185 
0.3 
97 
8 
23 
0 
27 
34 
18 
173 
0.2 
44 
5 
4 
0 
12 
6 
15 
105 
0.1 
7 
1 
0 
0 
0 
0 
0 
8 
Table 3.6: Australian credit dataset. Structure of clusters (Approach 2). 
points is more than 41%. Many misclassified points are "deep" inside the clus-
ter: 12 misclassified points are in the domain with c(a) < 0.2, at the same time 
this domain contains only 6 correctly classified points and other correctly clas-
sified points are not so "deep". The proportion of misclassified points in the 
domain with c(a) < 0.3 is 44%. This cluster represents a mixture of classes. 
Cluster II contains almost 25% of misclassified points, however they are not 
so "deep" inside the cluster as correctly classified points. 
In comparison with the structure of clusters in the case of Approach 1 the val-
ues of c(a) are smaller for Approach 2 (points are "deeper" inside the clusters), 
but the number of misclassified points is greater for Approach 2 (113 misclas-
sified points). 
There is a group of points inside the Australian credit dataset which 
are very difficult to separate according to their classes. Several su-
pervised classification methods, based on different techniques, meet 
difficulties with the same group of points. 
3.2.8 Heart disease 
Base structure. 
We use the subset of features 1,3,7-13 which has been obtained by the feature selec-
tion algorithm. In each class we find two clusters by means of O A F C S . The results 
are shown in Table 3.7. 
Clusters I and Cluster II belong to the first class (27 misclassified points). Clus-
ter III and Cluster IV belong to the second class (22 misclassified points). In total 
in the case of O A F C S we have 49 misclassified points. 
s 
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Class I 
Class II 
Cluster I 
86 
16 
Cluster II 
52 
11 
Cluster III 
10 
38 
Cluster IV 
12 
72 
Table 3.7: Heart disease dataset. Base structure 
This dataset is not very large and the size of the clusters is also small. Therefore, 
the clusters are not considered separately as new datasets with the feature selection 
algorithm and other techniques. 
Misclassified and questionable points 
In this dataset there is no mixed part (the clusters which contain many points from 
both classes) however the accuracy of classification is not very high. The feature 
selection algorithm gives a subset of nine features. It is difficult to give any revealing 
geometric interpretation of clusters in the 9-dimensional space. A m o n g all possible 
subsets of three features the most satisfactory result is achieved on the subset of 
features 7,10,12. 
In this case the four clusters can be represented as geometric bodies. Clusters I 
and Cluster II are segments, such that coordinate 7 is 0.0000 or 2.02040, coordi-
nate 10 is nonnegative and coordinate 12 is 0.0000. Cluster III and Cluster IV are 
located on planes: coordinate 7 is 2.02040 and 0.0000 respectively, coordinate 10 is 
nonnegative and coordinate 12 is positive (Figure 3.2). 
Therefore, the difference between the classes is in coordinate 12 only. If the value 
of this coordinate is 0.000 the point belongs to the first class, otherwise the point 
belongs to the second one. In this case we achieve 74.4% accuracy (76 misclassified 
points). 
The subset of misclassified points for O A F C S and F D M are not the same: they 
have only 10 c o m m o n points. However, among the misclassified points of O A F C S 
there are 10 points, which are classified correctly by F D M with high order rules. 
The subsets of misclassified points for O A F C S and N N M have 20 common points. 
The subset of questionable points is not very large, therefore we suggest that the 
quality of data in the case of the Heart disease dataset is higher. 
Structure of segment-based clusters 
Remark 42 The structures of all the tables presented for the Heart disease dataset 
(description for the headings) are the same as in the case of the Australian credit 
dataset. 
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12 class I 
12 class II 
10 
2.02040 
Figure 3.2: Heart disease dataset. Location of projections. 
3.2. CLUSTERING FOR STUDYING THE QUALITY OF DATASETS 63 
c(a) < 
Cluster I 
Cluster I 
Cluster II 
Cluster II 
Cluster III 
Cluster III 
Cluster IV 
Cluster IV 
Class I 
Class II 
Class I 
Class II 
Class I 
Class II 
Class I 
Class II 
1 
90 
18 
48 
14 
10 
31 
12 
74 
0.9 
90 
17 
46 
14 
10 
29 
12 
72 
0.8 
88 
17 
45 
14 
10 
29 
12 
72 
0.7 
86 
15 
43 
13 
10 
27 
12 
70 
0.6 
85 
15 
42 
10 
10 
23 
12 
69 
0.5 
74 
13 
37 
9 
8 
18 
8 
64 
0.4 
70 
10 
28 
5 
7 
17 
5 
48 
0.3 
60 
5 
21 
2 
5 
7 
0 
31 
0.2 
35 
3 
6 
1 
2 
1 
0 
13 
0.1 
14 
2 
1 
1 
0 
1 
0 
5 
Table 3.8: Heart disease dataset. Approach 3. 
1. Approach 3 (based on feature selection). 
The feature selection algorithm gives the subset of 9 features 1,3,7-13. W e 
calculate the values of the variances for each coordinate in the dataset. The 
largest variance is achieved for coordinate 13 and then for coordinate 9. 
First we consider clusters as segments along coordinate 13. The location of 
these segments is determined as follows. W e consider the 9-dimensional space 
of features 1,3,7-13 and obtain the clusters by means of OAFCS. The coordi-
nates of the centres of such clusters determine the values for coordinates 1,3,7-
12. Coordinates 2,4,5,6 are zeros. The structure of obtained clusters is pre-
sented in Table 3.8. 
It is evident, that the clusters contain a significant number of points even in 
the domains, which correspond to c(a) < 0.1 (the location of points is "deep"). 
In this representation of clusters we have 54 misclassified points. The accuracy 
is lower than it is in the case of OAFCS using the subset (1,3,7-13), obtained 
by the feature selection algorithm (49 misclassified points) or in the case of 
CPA using the same subset of features (47 misclassified points). 
2. Approach 4 (all features). 
W e represented the axes of the clusters as segments along coordinate 13, and 
the values of the other coordinates are obtained via OAFCS (all features 1-
13). The results are shown in Table 3.9. In total we have 54 misclassified 
points. This representation is not as good as in the case of CPA and OAFCS 
(9 features). 
In all the examples for the Heart disease dataset it has appeared that 
misclassified points are not so "deep" inside the clusters as it is in the case 
of the Australian credit dataset. For the Heart disease dataset correctly 
classified points are much "deeper" inside the clusters than misclassified 
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c(a) < 
Cluster I 
Cluster I 
Cluster II 
cluster II 
Cluster III 
Cluster III 
Cluster IV 
Cluster IV 
Class I 
Class II 
Class I 
Class II 
Class I 
Class II 
Class I 
Class II 
1 
82 
15 
54 
15 
9 
36 
15 
71 
0.9 
81 
15 
53 
14 
9 
35 
15 
69 
0.8 
79 
15 
50 
14 
9 
32 
13 
64 
0.7 
74 
15 
47 
14 
8 
28 
13 
61 
0.6 
71 
15 
45 
14 
8 
27 
13 
59 
0.5 
69 
13 
45 
14 
8 
25 
13 
55 
0.4 
62 
12 
43 
14 
7 
18 
13 
48 
0.3 
54 
11 
41 
13 
4 
13 
5 
35 
0.2 
37 
7 
28 
6 
2 
5 
1 
15 
0.1 
21 
4 
1 
1 
0 
0 
0 
6 
Table 3.9: Heart disease dataset. Approach 4. 
points. W e can also conclude that in this dataset there is no explicit group 
of points which are a mixture of classes and which have been misclassified 
by several methods. 
It appears, that the most satisfactory results are obtained on the subset of fea-
tures 1,3,7-13 (via O A F C S and C P A ) . 
3.2.9 Conclusions 
In this section two real-world datasets have been studied. The results allow us to 
conclude that these datasets have different structures. There are two main parts to 
this work: 
• determination of the form of clusters within datasets, 
• indicating questionable points inside datasets using different supervised clas-
sification methods. 
Form. 
For the Australian credit dataset the clusters are found to be four bounded seg-
ments in the 3-dimensional space (the same classification accuracy has been reached 
in Approach 1, where we assign points to the clusters according to the shortest 
distance between the point and the corresponding segment, constructed in 14-
dimensional space). 
For the Heart disease dataset the highest classification accuracy has been reached 
by C P A and O A F C S on the subset of features, obtained by the feature selection 
algorithm (9-dimensional space). W e assign points to the clusters according to the 
shortest distance between the point and the corresponding centre which is a certain 
point. 
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The highest classification accuracy is reached on the subset of features, obtained 
by the feature selection algorithm. This subset is very useful in the construction of 
a cluster prototype. 
Questionable points. 
All points are classified into two classes using several methods. These methods 
are different in nature, however the subsets of misclassified points have many com-
mon points. W e find, that the datasets under consideration contain some points, 
which are very difficult to classify for any of the techniques (this observation is 
very explicit for the Australia credit dataset, not so explicit for the Heart disease 
dataset). 
In particular it is found, that the Australian credit dataset can be described as 
containing two parts. The first part (Clusters I, II, IV, VI by means of O A F C S ) 
consists of points, most of which are classified correctly with a very high accuracy. 
The second part (Cluster V by means of O A F C S ) consists of the points, which 
require more complicated rules for their classification (recall that Cluster III by 
means of O A F C S is empty). Most misclassified and questionable points belong to 
this questionable part. 
If the point under consideration is assigned to the first part, we can use the 
results of the classification algorithm. If the point is assigned to the second part, 
we have to study this point more carefully and (or) use the help of an expert in the 
corresponding area (the subject of the dataset). This approach would therefore be 
helpful in developing a triage approach for decision making. 
In the case of the Heart disease dataset the classification accuracy is lower than 
it is for the Australian credit dataset. However, the mixed part for the Heart disease 
dataset is not determined as precisely as it is in the case of the Australian credit 
dataset. 
Therefore, in our research we use clustering methods to determine the quality of 
the datasets and the location of special groups of points within the data: 
• the location of easily classified points; 
• the location of questionable points. 
The clustering approach can be applied for studying the quality of other real-
world datasets. W e have to adapt the computational techniques we used before to 
study large-scale real-world datasets. Computational aspects of this adaption are 
discussed in Chapter 5. 
The numerical experiments show that the division into classes does not 
necessarily coincide with the division into clusters. This observation is very 
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explicit in the case of the Australian credit dataset. A possible reason why the 
divisions are different is that our model is not efficient for these datasets, however 
other methods produce similar subsets of misclassified points. W e suggest that our 
method separates points in the datasets according to some other characteristics than 
the separation into classes. 
As an illustration for this situation consider E x a m p l e 6 in Chapter 1. Sup-
pose that we apply a clustering procedure (unsupervised classification) and obtained 
2 clusters, which separate the animals as "mammals" and "not mammals". Suppose 
that this dataset contains classes. If classes represent the division "mammals" and 
"not mammals", the obtained clusters coincide with the classes (classes and clusters 
separate the animals according to the same characteristic). However, if the classes 
represent the division "live in water" and "do not live in water" the division into 
classes and clusters is different (classes and clusters separate the animals according 
to different characteristics). 
Chapter 4 
Unsupervised classification 
Suppose that we have a dataset which consists of N points in the n—dimensional 
space IRn. Our task is to find k clusters within the whole dataset. The centres of 
the clusters can be found as a solution of the mathematical programming problem 
(2.1.1)-(2.1.2). 
4.1 Clusterization function value 
In our unsupervised classification models we assume that the norm and the number 
of clusters are known. 
Recall that in our models (see Chapter 1, Chapter 2) we use the values of the 
clusterization function to evaluate the quality of unsupervised classification (a lower 
value of the clusterization function corresponds to a higher quality of unsupervised 
classification). 
Consider E x a m p l e 9 (see Chapter 2 Section 2.1). W e have to find 7 clusters in 
the Emergency dataset (see Appendix B for details). T w o different approaches have 
been used for solving this problem: 
• direct clustering; 
• hierarchical clustering (one of the possible specifications of HA). 
We use DG to minimize the clusterization function. 
First we apply the procedure to the whole dataset, we find 4 clusters, || • ||i, the 
clusterization function value is 23926.19. 
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Then we split the largest cluster (in our case it is the first cluster) into 4 clus-
ters. For this purpose we apply the clustering procedure to a smaller size dataset 
(the largest cluster among 4 obtained clusters, 7286 observation). After these two 
hierarchical stages we obtain 7 centres, the clusterization function value has been 
improved from 23926.19 (the first stage, 4 clusters) to 23017.22 (the second stage, 
7 clusters). 
In the case of direct clustering (7 clusters, || • 1^) the clusterization function value 
is 19408.35. 
Conclusions. In this example we find that the direct clustering procedure 
(non-hierarchical clustering) is preferable to hierarchical clustering: in the case of 
non-hierarchical clustering the clusterization function value is 19408.35, in the case 
of hierarchical clustering the clusterization function value is 23017.22. However, the 
direct procedure m a y not be applicable to some large-scale datasets. 
The results for the hierarchical clustering might be improved if we construct the 
procedure differently (see, for example, Chapter 2 Section 2.1). 
Summarizing the obtained results, we have 4 collections of centres of clusters. 
• C\ is an initial collection of centres (fx = 41662.376 is the clusterization func-
tion value). 
• C2 is the collection of centres obtained by the K-m.ea.nsLl method (the clus-
terization function value is f2 = 22446.33). 
• Cs is the collection of centres obtained by DG applying after the K-meemsLl 
method (the clusterization function value is ^ 3 = 19408.35). 
• C4 is the collection of centres obtained by HA (Hierarchical algorithm). This 
algorithm has been described in Chapter 2, E x a m p l e 9 (the clusterization 
function value is f± — 23017.22). 
/1 > h > h > /a-
Therefore, collection C3 is the collection which represents the highest quality of 
clustering, collection C2 is the second, collection C4 the third (the difference between 
C2 and C4 is very slight) and the quality of clustering for collection C\ (the initial 
collection) is much lower than the quality of clustering for all the result collections 
of centres (C2, C3, C 4 ) . 
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4.2 Structure of clusters 
4.2.1 Background 
Another possible way to evaluate the quality of unsupervised classification is to 
check the distribution of the points within the clusters (structure of clusters). The 
procedure is similar to the procedure described before in Chapter 3. The goal is to 
check how "deep" the points are in the clusters. 
Suppose that we work with a dataset which contains N observations. A clustering 
method has been applied to this dataset and k centres of clusters have been obtained. 
Consider a point a from the dataset which belongs to the Z-th cluster (with the centre 
xl). For this point we determine a value c(a) which can be found as follows: 
t ^ lla — xl\\ 
c(a) = ^ — n - ^ — M I - (4-2-1 
m m \\a — x^\\ 
j = l,...,k,jytl 
From (4.2.1) it is easy to conclude that c(a) € [0,1]. Very often in our study we use 
a grid for c(a) such as 0.1,0.2,..., 1. W e do not work with the exact value for each 
c(a), but use intervals. For example, 
c(a) 6 [(z — 1) * 10_1, z * 10_1), i = l,..., 9, c(a)e [0.9,1] (4.2.2) 
or 
c(a) e [0,i*10-1) i=l,...,9, c(a) £ [0,1]. (4.2.3) 
W e use the value c(a) for each point to describe how "deep" this point is inside 
the cluster. W e should underline that different values of c(a) do not represent 
the radiuses for some spheres centred at the centres of the corresponding clusters. 
They rather represent some levels of confidence that the chosen point belongs to 
this cluster but not another one. It is possible that some points which are not 
"deep" enough inside the corresponding cluster move to another cluster (change 
their membership). It could happen, for example, 
• if we change the norm; 
• if we change the location of points (another accuracy to represent numbers in 
the computer); 
• if we change the value for some internal parameters for the optimization meth-
ods etc. 
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If c(a) = 1 or close to 1 there are two centres such that the distances between the 
point and these two centres are (almost) the same. In this case some changes within 
the data may change the membership of the point (the point is "unstable" inside 
the cluster). If c(a) is close to 0 the level of confidence for the point to keep its 
membership is high (the point is "stable"). 
Suppose that we obtain two different clustering results. W e check their structure 
by means of (4.2.1). If for the first of the clustering result for most of the points 
a the values c(a) are smaller than for the second clustering result, we assume that 
the first collection of the centres is preferable to the second one in the sense of the 
structure of the clusters (by means of (4.2.1)). The most important is to investigate 
the points a with the values c(a) € [0.9,1]. 
4.2.2 Numerical experiments with medium-size datasets 
In this thesis we study the structure of clusters, obtained in real-world datasets. We 
use 3 medium-size datasets. Their description can be found in the Appendix B: 
• Liver disorder, 
• Heart disease, 
• Diabetes. 
We find the clusters in the whole dataset, without any division into classes (unsu-
pervised classification). W e do not eliminate any feature (the whole set of features). 
W e use both || • ||i and j| • ||2 norms and consider different numbers of clusters (2-10). 
First we apply the if-meansLl algorithm (in the case of the norm || • ||i) and the 
if-means algorithm (in the case of the Euclidean norm). The points obtained by 
the if-meansLl (if-means) algorithm are considered as the initial points for the 
nonsmooth optimization method. W e use the following headings in the resulting 
tables. 
"Distribution within clusters" presents the number of points in each cluster 
with c(a) equal to or less than the column entry (c(a) € [0,i], i is the value from 
the corresponding heading). 
"Percentage (for each cluster separately)" is the percentage of the number 
of points within each cluster with c(a) equal to or less than the column entry. 
"Percentage (average)" represents the percentage of points within the whole 
dataset with c(a) equal to or less than the column entry. 
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Remark 43 In the headings of the tables (in order to save space) we use the nota-
tion c instead of c(a). 
For each dataset we present a summary table (inside the section) as well as 
several tables which describe the most important examples more precisely (we put 
the tables with the examples at the end of this chapter in Section 4.5). 
Liver disorder 
For this dataset we find that the results in the case of 2 clusters (see Table 4.17) ob-
tained by the if-means method (the if-meansLl method) are better than the results 
for the nonsmooth optimization method (for both norms). In the case of the norm 
|| • ||i the value c(a) < 0.9 for 98.0% of the points (if-meansLl) and 94.2% of the 
points (nonsmooth optimization). In the case of the norm || • ||2 the value c(a) < 0.9 
for 96.8% of the points (if-means) and 93.9% of the points (nonsmooth optimiza-
tion). 
In the case of 4 clusters (see Table 4.18, Table 4.19) the arrangement is different: 
for the norm || • ||2 the structure has been improved after the nonsmooth optimization 
method, for the norm || • ||i the results obtained by the if-means method are better 
in the sense of the structure of the clusters, but the difference is not so significant. 
In the case of 5 clusters (see Table 4.20, Table 4.21) the structure has been 
improved by the nonsmooth optimization method for both norms. W e present also 
a table which summarizes the results, obtained for this dataset by the if-means 
(if-meansLl) method and the nonsmooth optimization method (different numbers 
of clusters, different norms). Table 4.1 presents the average percentage of points 
distributed according to c(a). 
Heart disease 
For this dataset it has been found that in the case of 2 clusters the points are 
located quite "deep" inside the clusters for both the starting point obtained by 
the if-meansLl or the if-means method and the point obtained by the nonsmooth 
optimization method (see Table 4.22). 
The percentage of the number of points with c(a) < 0.9 is higher for if-means 
(if-meansLl) if the number of clusters is not large. If the number of clusters is 
increased (see Table 4.23, Table 4.24, Table 4.25 and also Table 4.2) the percentage 
is almost the same (for the norm || • ||i) or sometimes even higher (for the norm 
|| • ||2) in the case of the nonsmooth optimization. 
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Description 
2 clusters 
norm || • ||i 
2 clusters 
norm || • ||2 
3 clusters 
norm || • ||i 
3 clusters 
norm || • ||2 
4 clusters 
norm || • ||i 
4 clusters 
norm || • ||2 
5 clusters 
norm || • ||i 
5 clusters 
norm || • ||2 
6 clusters 
norm || • ||i 
6 clusters 
norm || • ||2 
7 clusters 
norm || • ||i 
7 clusters 
norm || • ||2 
8 clusters 
norm || • ||i 
8 clusters 
norm || • ||2 
9 clusters 
norm || • ||i 
9 clusters 
norm || • ||2 
10 clusters 
norm || • ^  
10 clusters 
norm || • ||2 
Method 
if-meansLl 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
1.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
c< 
0.9 
98.0 
94.2 
96.8 
93.9 
95.1 
94.2 
97.1 
96.8 
93.6 
92.8 
82.6 
95.9 
89.3 
91.6 
79.1 
94.5 
88.7 
89.6 
60.6 
91.9 
80.3 
91.3 
58.3 
90.1 
76.2 
88.4 
67.5 
92.5 
73.6 
86.4 
57.4 
91.3 
79.7 
86.7 
54.2 
90.4 
0.8 
95.4 
87.5 
94.2 
84.9 
85.8 
84.9 
91.3 
88.1 
84.1 
83.8 
65.8 
87.2 
71.9 
81.2 
59.7 
88.4 
71.6 
79.7 
35.4 
81.2 
59.7 
80.0 
34.2 
76.2 
53.9 
67.0 
39.4 
83.2 
44.3 
69.6 
32.8 
80.6 
49.9 
75.4 
31.3 
80.3 
0.7 
91.0 
79.4 
89.9 
75.4 
78.0 
75.1 
85.5 
79.4 
74.8 
73.6 
47.0 
73.0 
58.6 
70.7 
36.5 
71.6 
55.4 
67.0 
22.0 
64.9 
39.4 
64.1 
20.9 
60.9 
31.6 
51.6 
26.7 
67.8 
22.3 
55.4 
22.0 
62.0 
29.3 
60.6 
20.0 
61.4 
c< 
0.6 
84.6 
67.5 
84.6 
60.0 
71.0 
61.4 
77.4 
65.8 
64.3 
59.7 
23.8 
58.3 
39.1 
58.0 
23.5 
59.4 
37.4 
54.8 
11.9 
50.1 
18.6 
53.0 
11.6 
47.0 
15.1 
32.2 
16.2 
50.4 
7.2 
38.8 
12.2 
48.1 
12.2 
44.6 
11.3 
47.5 
c< 
0.5 
77.7 
60.0 
76.2 
52.8 
60.0 
43.2 
69.9 
52.8 
50.1 
43.2 
14.2 
42.6 
20.3 
41.2 
12.8 
45.8 
17.4 
39.1 
6.4 
38.3 
6.7 
38.3 
7.0 
32.5 
4.6 
19.4 
7.2 
38.8 
2.9 
24.6 
5.5 
33.6 
4.3 
32.2 
4.9 
32.8 
c< 
0.4 
66.7 
46.7 
67.0 
40.3 
40.3 
27.8 
58.6 
38.0 
26.1 
29.3 
7.0 
29.6 
5.2 
21.2 
6.1 
32.8 
5.5 
19.4 
2.6 
21.4 
1.7 
24.9 
3.2 
18.3 
1.2 
10.1 
2.9 
24.6 
0.9 
15.1 
2.3 
20.3 
1.2 
16.8 
1.7 
18.0 
c< 
0.3 
45.8 
30.4 
40.9 
29.3 
13.6 
11.3 
24.9 
22.0 
7.2 
12.2 
2.3 
12.8 
1.4 
7.5 
0.9 
14.5 
1.2 
7.0 
0.3 
8.4 
0.6 
9.3 
0.6 
7.2 
0.6 
3.2 
0.3 
9.0 
0.6 
5.5 
0.3 
7.5 
0.3 
7.0 
0.3 
6.7 
c< 
0.2 
12.2 
8.7 
16.8 
7.2 
2.0 
0.9 
8.4 
4.1 
0.9 
2.0 
0.0 
1.4 
0.0 
0.9 
0.0 
2.0 
0.0 
1.2 
0.0 
1.4 
0.0 
1.2 
0.0 
1.4 
0.0 
1.7 
0.0 
1.2 
0.0 
1.2 
0.0 
1.2 
0.0 
2.0 
0.0 
1.2 
0.1 
0.6 
0.6 
1.2 
0.0 
0.0 
0.0 
0.6 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.3 
0.0 
0.0 
0.0 
0.0 
0.0 
0.3 
0.0 
0.0 
0.0 
0.3 
0.0 
0.0 
Table 4.1: Summary: Liver disorder 
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Description 
2 clusters 
norm || • ||i 
2 clusters 
norm || • ||2 
3 clusters 
norm || • ||i 
3 clusters 
norm || • ||2 
4 clusters 
norm || • ||i 
4 clusters 
norm || • ||2 
5 clusters 
norm || • ||i 
5 clusters 
norm || • ||2 
6 clusters 
norm || • ||i 
6 clusters 
norm || • ||2 
7 clusters 
norm || • ||i 
7 clusters 
norm || • ||2 
8 clusters 
norm || • ||i 
8 clusters 
norm || • ||2 
9 clusters 
norm || • ||i 
9 clusters 
norm || • ||2 
10 clusters 
norm || • ||i 
10 clusters 
norm || • ||2 
Method 
if-meansLl 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
c< 
1.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
c< 
0.9 
100.0 
100.0 
100.0 
100.0 
99.3 
95.6 
97.0 
96.3 
96.6 
94.3 
97.6 
96.6 
94.6 
90.2 
96.3 
97.0 
92.3 
91.2 
98.7 
97.6 
93.3 
91.9 
98.0 
97.6 
91.9 
90.9 
93.9 
94.9 
92.9 
91.6 
93.9 
94.6 
87.5 
87.2 
98.7 
97.6 
c< 
0.8 
100.0 
99.7 
100.0 
100.0 
94.9 
89.2 
94.9 
94.3 
91.9 
85.9 
92.6 
91.6 
85.9 
80.1 
92.9 
91.9 
80.8 
78.5 
92.9 
92.9 
87.5 
84.5 
93.3 
92.3 
78.8 
79.1 
88.6 
86.5 
82.8 
83.5 
88.6 
85.5 
69.0 
74.7 
92.6 
91.2 
c< 
0.7 
100.0 
93.3 
100.0 
99.7 
86.5 
79.5 
87.2 
86.9 
70.0 
69.4 
81.5 
83.5 
62.3 
63.3 
87.5 
86.5 
57.9 
63.0 
81.1 
81.5 
63.0 
67.3 
86.9 
83.5 
51.2 
57.9 
77.1 
74.4 
56.6 
64.6 
75.4 
73.4 
44.1 
53.9 
77.8 
76.1 
c< 
0.6 
96.0 
80.5 
99.0 
98.3 
68.0 
67.3 
78.8 
78.8 
43.1 
50.8 
61.3 
71.7 
34.3 
43.1 
72.1 
70.0 
21.5 
40.1 
68.7 
68.0 
32.0 
44.8 
68.0 
67.7 
30.3 
34.0 
59.6 
57.2 
31.6 
40.4 
55.2 
53.2 
26.6 
35.0 
60.6 
59.9 
c< 
0.5 
70.4 
65.7 
93.9 
91.6 
28.6 
54.2 
61.6 
62.6 
9.4 
30.0 
34.0 
38.4 
7.1 
22.2 
36.7 
45.5 
8.1 
23.2 
42.1 
42.8 
7.1 
20.2 
41.1 
40.7 
11.4 
19.5 
41.1 
38.7 
11.4 
20.5 
31.3 
33.0 
9.1 
19.9 
32.3 
38.0 
c< 
0.4 
3.7 
46.1 
81.5 
76.1 
2.0 
38.7 
15.2 
31.0 
0.3 
18.2 
12.8 
18.5 
0.0 
11.8 
11.1 
19.9 
0.0 
11.4 
12.5 
17.5 
0.3 
7.7 
13.8 
20.9 
0.3 
7.1 
16.2 
19.5 
0.3 
7.4 
8.1 
11.8 
0.3 
8.8 
10.4 
15.8 
0.3 
0.0 
25.3 
39.1 
49.2 
0.0 
23.6 
2.4 
2.7 
0.0 
8.1 
2.4 
2.7 
0.0 
4.7 
2.4 
2.4 
0.0 
6.7 
2.4 
4.0 
0.0 
1.3 
2.4 
4.0 
0.0 
1.3 
2.4 
7.1 
0.0 
2.7 
0.3 
5.1 
0.0 
6.1 
0.3 
6.4 
c< 
0.2 
0.0 
7.4 
0.0 
0.0 
0.0 
9.1 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
2.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.7 
0.0 
0.0 
0.0 
0.7 
0.0 
3.7 
0.0 
0.0 
0.1 
0.0 
0.0 
0.0 
0.0 
0.0 
2.4 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.7 
0.0 
0.0 
Table 4.2: Summary: Heart disease 
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Diabetes 
For this dataset it is found that the percentage of the number of points in the case 
of c(a) < 0.9 is higher for the nonsmooth optimization method, even if the number 
of clusters is not very large (see Table 4.26, Table 4.27, Table 4.28, Table 4.29, 
Table 4.30). W e also present the summary of the results (Table 4.3). 
Conclusions 
The main conclusion obtained in this section is that with a growth of the number of 
clusters the results obtained by the nonsmooth optimization method after if-means 
(if-meansLl) improves (in the sense of the structure of the clusters) the results 
obtained by the if-means (if-meansLl) method only: the percentage of points for 
which c(a) from the formula (4.2.1) is close to 1 decreases. W e consider the case 
1 < c(a) < 0.9. This special characteristic observes in most of the examples we have 
studied (except the Heart disease dataset). 
• Liver disorder: we observe the improvement of the structure, starting from 
4 clusters for || • ||2 and 5 cluster for || • ||i. 
• Diabetes: the structure has been improved by the nonsmooth optimization 
method in all the cases, except the cases of 2, 3 and 4 clusters (|| • ||2), where 
the results obtained by the if-means method are slightly better than the results 
obtained by the combination. 
• Heart disease: in this case we do not observe the structure improvement, 
however in the majority of the examples for this dataset the points are deeper 
inside the clusters than it is in the case of two other datasets. For example, 
in the case of 2 clusters (for both norms) for all the points the values c(a) are 
smaller than 0.9. It means that in both situations (the whole combination or 
the first stage, obtained by the if-means method or the if-meansLl method) 
the clusters are quite stable to some possible changes. 
It means that a lower proportion of points is considered as the points which may 
change their membership within the clusters after slight changes in the data. 
Since the application of the nonsmooth optimization method (starting from any 
initial point from the feasible region) always leads to a point where the clusterization 
function value is not larger than the value in the initial point, we can conclude 
that the application of the nonsmooth optimization method after the if-means (if-
meansLl) method improves the results of clustering from both points of view: 
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Description 
2 clusters 
norm || • ||i 
2 clusters 
norm || • ||2 
3 clusters 
norm || • ||i 
3 clusters 
norm || • ||2 
4 clusters 
norm || • ||i 
4 clusters 
norm || • ||2 
5 clusters 
norm || • ||i 
5 clusters 
norm || • ||2 
6 clusters 
norm || • ||i 
6 clusters 
norm || • ||2 
7 clusters 
norm || • ||i 
7 clusters 
norm || • ||2 
8 clusters 
norm || • ||i 
8 clusters 
norm || • ||2 
9 clusters 
norm || • ||i 
9 clusters 
norm || • ||2 
10 clusters 
norm || • ||i 
10 clusters 
norm || • ||2 
Method 
if-means! 1 
Optimization 
if-means 
Optimization 
if-means.! 1 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
if-means.L 1 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
if-means! 1 
Optimization 
if-means 
Optimization 
if-means! 1 
Optimization 
if-means 
Optimization 
if-means! 1 
Optimization 
if-means 
Optimization 
if-meansLl 
Optimization 
if-means 
Optimization 
c< 
1.0 ^ 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
93.9 
94.1 
94.9 
94.7 
90.0 
92.1 
88.3 
88.2 
89.2 
90.5 
90.5 
89.3 
87.0 
91.0 
87.8 
88.8 
90.0 
91.8 
87.8 
88.8 
82.4 
85.9 
89.8 
90.0 
81.9 
88.2 
88.2 
89.5 
86.1 
86.7 
86.5 
88.2 
85.3 
86.8 
85.5 
87.9 
0.8 
85.4 
84.6 
88.4 
86.1 
78.9 
77.5 
72.9 
75.5 
75.5 
77.6 
77.7 
74.7 
75.1 
77.6 
75.4 
73.6 
75.0 
75.1 
76.7 
74.0 
63.9 
71.9 
75.1 
78.4 
62.8 
69.1 
73.8 
75.5 
67.3 
72.3 
69.7 
71.2 
66.7 
70.2 
68.6 
70.1 
c< 
0.7 
74.3 
70.2 
79.8 
74.6 
63.4 
62.4 
58.9 
60.4 
59.0 
61.2 
61.8 
58.9 
52.7 
60.0 
60.4 
59.1 
53.4 
56.0 
58.9 
60.0 
46.7 
55.6 
60.4 
61.2 
40.1 
49.0 
57.4 
58.2 
44.8 
53.9 
54.0 
52.9 
45.8 
51.4 
50.8 
51.7 
0.6 
61.7 
55.3 
71.2 
58.3 
44.7 
47.4 
44.0 
46.6 
38.5 
44.5 
44.4 
42.3 
32.7 
42.4 
40.2 
42.1 
32.2 
40.2 
42.2 
42.8 
25.7 
38.7 
42.2 
43.6 
22.8 
31.6 
40.8 
40.1 
25.3 
34.6 
34.8 
36.2 
25.5 
34.2 
34.6 
37.2 
c< 
0.5 
35.8 
40.8 
55.3 
38.0 
23.0 
33.1 
26.0 
30.6 
19.9 
27.7 
27.2 
24.2 
18.5 
27.0 
24.5 
26.6 
16.5 
24.6 
25.8 
27.0 
10.7 
22.0 
23.7 
25.7 
8.9 
17.6 
23.3 
24.0 
10.0 
16.9 
19.5 
21.2 
12.0 
21.0 
19.1 
20.1 
c< 
0.4 
11.7 
26.7 
29.6 
18.2 
5.7 
18.6 
11.1 
14.5 
8.1 
16.7 
11.2 
10.2 
6.4 
15.5 
11.2 
13.2 
7.0 
11.2 
12.0 
14.5 
3.3 
8.6 
9.9 
12.0 
2.1 
6.9 
9.1 
10.5 
3.0 
7.4 
7.2 
9.0 
4.4 
8.9 
6.2 
7.9 
c< 
0.3 
1.3 
12.4 
6.0 
4.3 
0.8 
7.2 
2.7 
3.5 
2.7 
5.9 
1.4 
2.2 
2.0 
5.6 
2.5 
4.2 
2.5 
4.4 
3.0 
4.2 
0.7 
3.0 
3.1 
4.0 
0.4 
2.5 
1.8 
3.8 
0.5 
2.7 
1.4 
3.1 
0.4 
2.5 
1.4 
2.7 
c< 
0.2 
0.1 
3.1 
0.5 
0.3 
0.1 
1.7 
0.1 
0.4 
0.3 
1.4 
0.0 
0.3 
0.0 
1.4 
0.3 
0.1 
0.1 
0.9 
0.4 
0.0 
0.1 
0.4 
0.3 
0.9 
0.0 
0.0 
0.4 
0.5 
0.0 
0.3 
0.1 
0.3 
0.0 
0.3 
0.1 
0.1 
c< 
0.1 
0.0 
0.1 
0.0 
0.1 
0.0 
0.3 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Table 4.3: Summary: Diabetes 
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• the clusterization function value, 
• the structure of the clusters by means of (4.2.1) (how "deep" the points are in 
the corresponding clusters). 
4.2.3 Numerical experiments with large-scale datasets 
The next step in our research is to study the structure of the clusters in large-scale 
datasets. W e study two real-world datasets. 
• Card dataset, 5458 observations, see Appendix B for more details. 
• Emergency dataset, more than 15186 observations, see Appendix B for more 
details. 
All the experiments have been carried out with the norm || • ||i. We compare the 
structure of the clusters at the point, obtained by the if-means!l algorithm (which 
is then considered as the initial point for the nonsmooth optimization method) and 
at the point, obtained by the nonsmooth optimization method. 
Remark 44 In the case of large-scale datasets it is very time consuming to pro-
duce numerical experiments with different norms and different numbers of clusters. 
Therefore, the number of numerical experiments produced with large-scale datasets 
is not as large as it is in the case of medium-size datasets. 
Direct clustering 
Recall that in order to describe the structure of the clusters, we use (4.2.1) for 
calculating the value c(a) (this value characterizes the distribution of points inside 
clusters). 
In (4.2.1) a is an observation from the dataset, 
xj is the centre of the j-th cluster (j = 1,..., k), 
the observation a belongs to the Z-th cluster. 
W e use different values for c(a) to observe the structure of clusters. 
In Table 4.4 we present the number of points (Card dataset) in each cluster 
after the if-meansLl algorithm, distributed according to c(a). W e use the subset of 
features (7-11), finding 6 clusters in the dataset. 
The row "Percentage (average)" represents the proportion of points for which 
c(a) are equal to or less than the column entry. 
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c(a)< 
Cluster I 
Cluster II 
Cluster III 
Cluster IV 
Cluster V 
Cluster VI 
Per cent age(average) 
1 
714 
166 
938 
782 
87 
2771 
100 
0.9 
337 
71 
500 
531 
59 
2522 
73.66 
0.8 
41 
9 
200 
253 
38 
2208 
50.37 
0.7 
8 
1 
85 
56 
13 
1592 
32.15 
0.6 
0 
0 
38 
6 
13 
1203 
23.09 
0.5 
0 
0 
1 
0 
6 
813 
15.02 
0.4 
0 
0 
1 
0 
0 
388 
7.13 
0.3 
0 
0 
1 
0 
0 
61 
1.14 
0.2 
0 
0 
1 
0 
0 
2 
0.05 
0.1 
0 
0 
1 
0 
0 
0 
0.02 
Table 4.4: Card, if-means LI algorithm 
c(a)< 
Cluster I 
Cluster II 
Cluster III 
Cluster IV 
Cluster V 
Cluster VI 
Percentage(average) 
1 
2110 
420 
1120 
181 
873 
754 
100 
0.9 
1774 
351 
893 
161 
772 
667 
84.61 
0.8 
1614 
294 
684 
149 
683 
599 
73.71 
0.7 
1328 
228 
508 
124 
557 
541 
60.21 
0.6 
858 
152 
330 
107 
494 
180 
38.86 
0.5 
600 
99 
209 
62 
414 
110 
27.37 
0.4 
396 
44 
110 
44 
368 
59 
18.71 
0.3 
170 
12 
41 
18 
346 
20 
11.12 
0.2 
32 
1 
9 
4 
344 
0 
7.15 
0.1 
0 
0 
1 
0 
344 
0 
6.32 
Table 4.5: Card. Nonsmooth optimization algorithm. 
In Table 4.5 we present the structure of clusters obtained by the nonsmooth 
optimization method. The initial point is the point reached by the if-meansLl 
algorithm. 
The nonsmooth optimization method reached another location for the centres. 
Most of the points within the clusters "move" from the "boundaries" of the clusters 
closer to their "centres". It means that the number of "unstable" points decreases. 
The value of the clusterization function is decreased from 14065 to 12931. 
In the case of the Emergency dataset we find 7 clusters, the subset of features 
we use is (1,2,3,5), the value of the clusterization function becomes 19408.35 instead 
of 22446.33. The results are presented in Table 4.6 and Table 4.7. The process 
of structure changing is quite specific in the case of the Emergency dataset: many 
points "move" from the levels corresponding to c(a) G [0.6,0.4] towards the centres, 
however some points "move" from the same levels to the "boundaries". For example, 
• the average percentage of points corresponding to c(a) with the values less 
than 0.3 increases from 6.24% to almost 20%, corresponding to c(a) with the 
values less than 0.2 increases from 0.3% to almost 1 1 % (the number of points 
which are very "deep" inside clusters increases), 
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c(a) < 
Cluster I 
Cluster II 
Cluster III 
Cluster IV 
Cluster V 
Cluster VI 
Cluster VII 
Percent age( aver age) 
1 
7727 
471 
1113 
1611 
803 
92 
3369 
100 
0.9 
7379 
435 
956 
1401 
691 
88 
2928 
91.39 
0.8 
6981 
389 
781 
1215 
584 
79 
2464 
82.27 
0.7 
6429 
330 
592 
980 
477 
73 
1869 
70.79 
0.6 
5861 
266 
409 
695 
328 
68 
1330 
58.98 
0.5 
4553 
191 
235 
443 
200 
56 
799 
42.65 
0.4 
2679 
103 
95 
226 
100 
44 
265 
23.13 
0.3 
702 
39 
18 
61 
43 
26 
59 
6.24 
0.2 
18 
5 
1 
9 
4 
8 
1 
0.30 
0.1 
0 
0 
0 
0 
0 
1 
0 
0.01 
Table 4.6: Emergency. if-meansLl algorithm 
c(a) < 
Cluster I 
Cluster II 
Cluster III 
Cluster IV 
Cluster V 
Cluster VI 
Cluster VII 
Percent age(average) 
1 
4034 
921 
2901 
1584 
1966 
123 
3657 
100 
0.9 
3612 
847 
2478 
1372 
1737 
112 
3268 
88.41 
0.8 
2892 
759 
2060 
1194 
1451 
101 
2477 
72.00 
0.7 
2188 
614 
1651 
987 
1114 
94 
2067 
57.39 
0.6 
1975 
429 
1238 
725 
785 
88 
1849 
46.68 
0.5 
1741 
288 
922 
496 
528 
76 
1559 
36.94 
0.4 
1499 
183 
701 
316 
302 
56 
1290 
28.63 
0.3 
1202 
92 
438 
179 
146 
39 
932 
19.94 
0.2 
777 
27 
169 
76 
48 
11 
527 
10.77 
0.1 
174 
12 
14 
5 
4 
2 
111 
2.12 
Table 4.7: Emergency. Nonsmooth optimization algorithm. 
HOWEVER 
• the average percentage of point corresponding to c(a) with the values less than 
0.9 decreases from 91.39% to 88.41% (number of points which may change their 
membership slightly increases). 
Hierarchical clustering 
Consider one example. In the previous section we studied the Emergency dataset. 
W e find 7 cluster in the dataset. The dimension of the problem we had to solve was 
28 (the number of clusters multiplied by the number of features) and we applied the 
procedure to the whole dataset. 
Another way to find 7 clusters in the dataset (which does not necessary lead 
to the same results) is to find 4 clusters, choose the largest one and find another 
4 clusters within this cluster (see also Section 4.1). This is an example of hierarchical 
clustering. 
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if-means! 1, 4 clusters 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
10080 
265 
2963 
1878 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
9705 
242 
2619 
1686 
93.8 
96.0 
91.0 
88.0 
89.0 
0.8 
9295 
223 
2279 
1480 
87.4 
92.0 
84.0 
76.0 
78.0 
0.7 
8776 
201 
1909 
1234 
79.8 
87.0 
75.0 
64.0 
65.0 
0.6 
8112 
165 
1406 
959 
70.1 
80.0 
62.0 
47.0 
51.0 
0.5 
7146 
127 
852 
645 
57.8 
70.0 
47.0 
28.0 
34.0 
0.4 
5655 
82 
368 
362 
42.6 
56.0 
30.0 
12.0 
19.0 
0.3 
1603 
39 
112 
134 
12.4 
15.0 
14.0 
3.0 
7.0 
0.2 
48 
12 
9 
24 
0.6 
0.0 
4.0 
0.0 
1.0 
0.1 
0 
1 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
if-meansLl + Optimization, 4 clusters, • i 
c< 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
7286 
828 
4336 
2736 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
6771 
780 
3691 
2354 
89.5 
92.0 
94.0 
85.0 
86.0 
0.8 
6029 
699 
3138 
2001 
78.1 
82.0 
84.0 
72.0 
73.0 
0.7 
5519 
590 
2564 
1605 
67.7 
75.0 
71.0 
59.0 
58.0 
0.6 
4917 
475 
1927 
1174 
55.9 
67.0 
57.0 
44.0 
42.0 
0.5 
3993 
332 
1265 
778 
41.9 
54.0 
40.0 
29.0 
28.0 
0.4 
2887 
202 
866 
437 
28.9 
39.0 
24.0 
19.0 
15.0 
0.3 
2129 
98 
549 
159 
19.3 
29.0 
11.0 
12.0 
5.0 
0.2 
1328 
27 
208 
46 
10.6 
18.0 
3.0 
4.0 
1.0 
0.1 
336 
3 
26 
6 
2.4 
4.0 
0.0 
0.0 
0.0 
Table 4.8: Hierarchical clustering, stage 1 
In Table 4.8 we present the structure of the clusters, obtained in the Emergency 
dataset on the first stage of the hierarchical clustering procedure: 4 clusters, the 
norm || • ||i, the clusterization function value is 23926.19. 
In Table 4.9 we present the results of the hierarchical clustering (the structure 
by means of (4.2.1)), obtained for the Emergency dataset (7 clusters, the norm || • ||i, 
the clusterization function value is 23017.22). 
Conclusions 
In this example we find that the direct clustering procedure (non-hierarchical clus-
tering) is preferable to hierarchical clustering in the sense of both: the clusterization 
function value (see Section 4.1) and the structure (by means of (4.2.1)). 
• Clusterization function value. Non-hierarchical clustering decreases the 
clusterization function value much more than the two-stage hierarchical clus-
tering: in the case of non-hierarchical clustering the clusterization function 
value is 19408.35, in the case of hierarchical clustering the clusterization func-
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if-meansLl + Optimization, 7 clusters 
c(o) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
506 
2689 
1604 
7528 
246 
907 
1706 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
365 
2302 
1328 
6526 
134 
734 
1427 
84.4 
72.0 
85.0 
82.0 
86.0 
54.0 
80.0 
83.0 
0.8 
268 
1849 
968 
6063 
108 
522 
974 
70.8 
52.0 
68.0 
60.0 
80.0 
43.0 
57.0 
57.0 
0.7 
172 
1337 
683 
5536 
72 
347 
656 
58.0 
33.0 
49.0 
42.0 
73.0 
29.0 
38.0 
38.0 
0.6 
98 
961 
458 
4306 
38 
227 
463 
43.1 
19.0 
35.0 
28.0 
57.0 
15.0 
25.0 
27.0 
0.5 
51 
696 
277 
2821 
17 
129 
290 
28.2 
10.0 
25.0 
17.0 
37.0 
6.0 
14.0 
16.0 
0.4 
23 
475 
146 
1432 
6 
56 
163 
15.2 
4.0 
17.0 
9.0 
19.0 
2.0 
6.0 
9.0 
0.3 
10 
270 
66 
582 
0 
16 
57 
6.6 
1.0 
10.0 
4.0 
7.0 
0.0 
1.0 
3.0 
0.2 
2 
77 
24 
76 
0 
4 
3 
1.2 
0.0 
2.0 
1.0 
1.0 
0.0 
0.0 
0.0 
0.1 
0 
11 
4 
0 
0 
1 
0 
0.1 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Table 4.9: Hierarchical clustering, stage 2 
tion value is 23017.22 (see Section 4.1). 
• Structure. The average percentage of point corresponding to c(a) with the 
values less than 0.9 in the case of non-hierarchical clustering 88.4%, in the case 
of hierarchical clustering is 84.4%. 
However, the direct procedure is not applicable to some large-scale datasets. 
4.3 Shape of finite sets1 
It appeared in Chapter 3 Section 3.2 that the sets of points could be described more 
precisely if we consider different shapes for the clusters (for example, for the Aus-
tralian credit dataset it is more efficient to present four clusters as four segments). 
It is important to develop new approaches to determine a shape of a given set of 
points. 
One problem arising is to divide a dataset into sets of points having c o m m o n 
characteristics. These groups could be determined before we start to study the 
This section was written in collaboration with J. Ugon, University of Ballarat. 
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dataset (different classes of observations) or we could do it using some clustering 
methods (a large variety of methods can be found in [39], [55], [56], [70]). 
Once these sets have been obtained, the next step is to study their properties, 
and to find some common characteristics for all or most of the points within each 
of these groups. The goal of this project is to develop some algorithms to study 
geometrical properties of a given finite set of points. W e find some objects containing 
these points. W e focus on a special class of geometrical objects, the ellipsoids, their 
combinations and intersections. 
Our algorithm requires the solution of a sequence of optimization problems. 
We use D G (see Chapter 2) to solve these problems. In our study we apply the 
new algorithm to study some real-world datasets. W e used the subsets of features 
obtained by the feature selection method (see Chapter 1) and divided the datasets 
into groups of points using clustering methods based on mathematical programming 
and nonsmooth optimization. 
Then we study the shape and the structure of each set. When there are no more 
than 3 features, the obtained geometrical objects are graphically represented. 
4.3.1 Geometrical approximation for a finite set of points 
Sets and shapes 
Suppose that we have a finite set of points 
A = {ai eHn\i = l,...,N}. (4.3.1) 
Our task is to find a geometrical object from a certain class which contains this 
finite set. 
In some approaches developed recently (see for example [12]) the form of the 
finite set under consideration is a ball. W e want to generalize this proposition and 
find the form of the finite set in the class of ellipsoids (the class of ellipsoids includes 
balls). 
In order to describe this approach we have to present new definitions. 
Definition 2 If M is a positive definite symmetric matrix, then the set 
E = {x e IRn : \\x\\M < 1}, where \\x\\2M = (xT, Mx) and \\x\\M = ((xT, Mx»i 
is an ellipsoid in JRn, centred at 0. 
82 CHAPTER 4. UNSUPERVISED CLASSIFICATION 
Definition 3 If M is a positive definite symmetric matrix; c € H n, then the set 
E = {x G Kn : \\x - c\\M < 1} 
is an ellipsoid in IRn, centred at c. 
Definition 4 An ellipsoid which includes the finite set of points A is called a shape 
of the set A, if at least one of the points from A is on the boundary of this ellipsoid. 
We present several approaches to find shapes for finite sets of points. 
Positive definite symmetric matrix approach ( PDSMA) 
Any ellipsoid can be determined by means of the appropriate positive definite 
symmetric matrix. W e have to determine an ellipsoid, which represents a shape of 
the set A. 
Let M+ be the set of positive definite symmetric matrices. In order to find a 
shape we have to determine a positive definite symmetric matrix M, such that: 
WC-JWM^I Vie {!,.--N}, 
where there exists an a? G A such that \\c — aj\\M = 1; c G IRn is a centre of the 
finite set obtained by an appropriate method. For example, c can be determined as 
the barycenter of the set A. 
Positive diagonal matrix approach ( P D M A ) 
PDMA is a special case of PDSMA. 
It might be enough to consider only a set of positive diagonal matrices D+ 
which is a subset of the set positive definite symmetric matrices (D+ C M+). In 
order to find a shape we have to determine a positive definite diagonal matrix 
D = diag(d\,..., dn), such that: 
||c-ai£<l Vi€{l,...N} 
where there exists a point a? G A : \\c - aj\\D = 1; c is the centre of the finite set 
obtained by an appropriate method, and 
\x\\D = j y~]dj\xi 
4l/2 
|2 * 
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s
50) 
S5(3j S5(4) 
S5(5) 
Figure 4.1: The structure for L = 5 for a shape of a finite set 
Once a shape has been found for A, we need to study the distribution of the 
points within the shape. Let L G IN. W e want to divide the shape into L layers 
from the centre to the boundary, and analyze the distribution of the points within 
these layers. Figure 4.1 shows an illustration of the division of an ellipse into 5 layers. 
The crosses inside are the points of the finite set A: 
SL(k) = I a{ G A 
SL(L) = {a{ G A 
k-l 
L 
L-l 
L 
< P'-CM 
max o^— c 
j=i N 
< \\a'-c\\M 
- < k 
\M L 
< 1 
max k^— C\\M — 
3=1,...,AT" " 
for 1< k<L-l, 
R e m a r k 45 The cardinality of SL(L) is positive, because there is at least one point, 
which is on the boundary of the shape. 
Definition 5 The point a10 is isolated if: 
aio G SL(L) and SL(L - 1) = 
Very often the set we have to study consists of two parts. The first part contains 
a lot of points which are close to each other (so called solid part). The other part 
contains a few points spaced out around the solid part. The points from the spaced 
out part could be interpreted as noise. W e can use these structure of layers in order 
to create an algorithm to separate the solid part and the points considered to be 
noisy. 
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4.3.2 Algorithm 
We propose a new algorithm to find an ellipsoidal shape for the finite set of points. 
This algorithm has three phases. 
Main algorithm 
Phase 1. Find the centre of the set. 
Phase 2. Eliminate isolated points, that are considered as noise. 
Phase 3. Find the ellipsoidal shape. 
Now we have to explain each phase more precisely. 
Finding the centre 
To find the centre of the set A we solve the following optimization problem: 
^2\\x-a\\2 ^min s.t. x G IRn, (4.3.2) 
aeA 
where || • H2 is the Euclidean norm. 
Elimination of the isolated points 
A point which is too far from the rest of the points, and thus induces noise in the 
process of finding the shape has to be eliminated from the set A. For that, we need 
to find a shape in which such a point is isolated. This means that for such a shape, 
most of the points are on the layers, which are close to the centre, while the ones to 
be eliminated are on the layers, which are close to the boundary of this ellipsoid. 
To find such an ellipsoid, we need the points to be as far as possible from the 
boundary of the shape, i.e. closer to the centre c. This leads naturally to the 
optimization problem of determining M. It can be formulated as follows: 
Ella - C||M—• rnin s.t. max ||a - c\\M = 1, M G M+. (4.3.3) 
" a£A 
a&A 
To eliminate the noise, we have to solve the problem (4.3.3) repeatedly until the 
noisy data is removed. Let L G N, and apply the following algorithm. 
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Algorithm for eliminating noise. 
Step 1. A0 = A, i = 0. 
Step 2. Solve (4.3.3). 
Step 3. If SL(L - 1) ^  0 then stop. 
Otherwise Ai+1 = Ai\SL(L), i = i +I, goto Step 2. 
In our examples, the points have been eliminated with two different values for L 
(L=10andL = 5). 
Finding the shape 
Once no more noise exists, we can determine the shape. Now we want the 
boundary of the ellipsoid to be as close to the group of points as possible. W e 
obtain the following optimization problem for finding M: 
/J ||a — C||M —• max s.t. max ||a — C||M = 1, M G M+. (4.3.4) 
aeA 
The construction of positive definite symmetric matrices could be implemented 
using the Cholesky factorization (for details see [89]). There exists a unique lower 
triangular n—dimensional matrix G with a positive prime diagonal gu > 0, i — 
l,...,n, such that M = GGT. Thus there exists a bijection between the set of 
positive definite symmetric matrices and the set of lower triangular matrices with 
positive leading diagonals. 
4.3.3 Numerical experiments: comments and descriptions 
In order to solve optimization problems, appearing in our algorithm, we use DG, 
proposed and studied in [6], [8], [37], see also Chapter 2. 
Subsets 
We present the results obtained in our numerical experiments with a well known test 
dataset Diabetes (see Appendix B for more information). The dataset contains 
2 classes (500 observations in the first class and 268 observations from the second 
class). All the features (1-8) are continuous. After application of the feature selection 
algorithm (see Chapter 1) we obtain the subset (1,2,8) of the most informative 
features, therefore it is possible to draw illustrations in the 3-dimensional space. 
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W e present our results for different sets of points. W e found 3 clusters in the 
first class and 3 clusters in the second one (Sets 1-6). W e also study each class 
more precisely (Set 7 and Set 8). 
Point elimination 
We present some results obtained by the algorithm for noise elimination. We use 
the collections of layers the order L = 10 and L = 5. 
Set 
1 
2 
3 
4 
5 
6 
7 
8 
Number of 
iterations 
3 
6 
2 
2 
2 
1 
1 
1 
Points to eliminate 
(their index in the dataset) 
119;127;51 
156;13;46;80;181;77;85;104;43 
19 
44 
42 
none 
none 
none 
Number of points 
in the original set 
137 
226 
66 
85 
137 
117 
500 
268 
Table 4.10: Point elimination: symmetric definite positive matrices 
Set 
1 
2 
3 
4 
5 
6 
7 
8 
Number of 
iterations 
3 
6 
2 
2 
1 
1 
1 
1 
Points to eliminate 
(their index in the dataset) 
119,127 
156;13;46;80;181;77;85;104 
19 
44 
none 
none 
none 
none 
Number of points 
in the original set 
137 
226 
66 
85 
137 
117 
500 
268 
Table 4.11: Point elimination: diagonal matrices 
R e m a r k 46 No actual elimination occurs during the last iteration. 
R e m a r k 47 // there is no point is be eliminated, the elimination might need to be 
refined by running the algorithm with another value for L. 
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Important conclusion. The results of numerical experiments (for point 
elimination) obtained via diagonal matrices (the dimension of the corresponding 
optimization problem is n) and via positive definite symmetric positive matrices 
(the dimension of the corresponding optimization problem is -n(n+l)) are slightly 
different. Therefore, in our examples it is reasonable to use diagonal matrices in the 
elimination process. 
4.3.4 Shape of the sets 
For each set after point elimination we found a suitable shape and the repartition 
of the points within this new shape. W e present results for the largest three sets (in 
our example they are Sets 2,7 and Set 8). 
Set 
2 
7 
8 
Sio(l) 
5 
30 
4 
Sw(2) 
16 
112 
11 
510(3) 
24 
139 
35 
5io(4) 
23 
74 
70 
5io(5) 
10 
42 
52 
Sio(6) 
4 
26 
31 
Sio(7) 
3 
32 
30 
Sio(8) 
21 
19 
19 
510(9) 
80 
12 
8 
Sio(10) 
31 
14 
8 
Table 4.12: The repartition of the points using S±o(k) structures, k = 1,..., 10. 
In the case of Set 2, we observe that many points are close to the boundary of 
the shape, and therefore the repartition of the points is quite regular. For Sets 7 
and Set 8 we could not obtain such results. It is possible that we still have some 
noisy points. 
In our computations, as an initial guess, we use the Identity matrix. This means 
that we start from ball shapes. Figures 4.2, 4.3 and 4.4 illustrate how the shape 
changed during our computations, the ellipsoid is represented with a grid and the 
ball is represented without a grid. The finite set of points is represented by black 
crosses. 
Figure 4.5 presents two ellipsoids obtained for P D S M A (grid) and P D M A (no 
grid) for Set 2. The size of the ellipsoid (the volume of the ellipsoid) in the case of 
P D S M A is much smaller. It means that the shape has been defined more precisely 
( P D S M A ) , but the dimensions of the optimization problems are much larger. 
Remark 48 It might be interesting to consider intersections of ellipsoids as a shape. 
For example, the intersection of the ellipsoids, obtained by PDSMA and PDMA. 
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Figure 4.2: Ellipsoid and ball shapes for Set 2 
Figure 4.3: Ellipsoid and ball shapes for Set 7 
4.3. SHAPE OF FINITE SETS 
Figure 4.4: Ellipsoid and ball shapes for Set 8 
Figure 4.5: PDSMA and P D M A shapes for Set 2 
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4.4 Meaning of clusters via one of the coordinates 
4.4.1 B ackgr ound 
In unsupervised classification it might be very useful to understand the meaning of 
the obtained clusters (see also E x a m p l e 6 Chapter 1 Section 1.4). Very often only 
an expert of the area, where the data have been collected, can find the meaning 
of the obtained clusters, however in some cases we can also try to interpret the 
meaning of our clustering results. In this section we present a possible procedure 
for interpretation. 
W e choose one of the attributes of the dataset and study the distribution of 
points inside clusters in the correspondence for the chosen attribute. For example, 
in most medical datasets we have some information about the gender of each patient 
and after applying a clusterization procedure we can check the distribution of the 
patients within each cluster according to their gender. 
Remark 49 We can also analyse the distribution of points inside clusters via sev-
eral coordinates simultaneously (for example, via the gender and the age). In this 
case the procedure is more complicate. We plan to do this kind of research in the 
future. 
4.4.2 Numerical experiments 
We present numerical results, obtained for the Emergency dataset, describing the age 
of the patients. W e do not consider here the records corresponding to the patients 
older than 100 years old. W e consider the case of 7 clusters (|| • ||i and || • H2). 
W e apply the if-means (K-me&nsLl) method and consider the obtained point as 
the initial for the nonsmooth optimization method. The results are presented in 
Tables 4.13-4.16. 
4.4.3 Comments on tables 
1. if-meansLl, || • ||i- There are some clusters, which are "young" or "old". 
The first cluster is quite large and the distribution according to the age is quite 
homogeneous. 
The second cluster: 8 0 % of the patients are over 60 (87% are over 50). This 
cluster presents "mature" and "old" patients. 
The third cluster is quite homogeneous. 
The fourth cluster: 6 7 % are between 60 and 90. 
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7 clusters, if-meansLl, • ^  
Age under 
Distribution 
within clusters 
Percentage (for each 
cluster separately) 
100 
7719 
471 
1113 
1610 
802 
91 
3369 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
90 
7577 
444 
1091 
1532 
749 
85 
3336 
98.0 
94.0 
98.0 
95.0 
93.0 
93.0 
99.0 
80 
6683 
294 
952 
1215 
529 
52 
3164 
86.0 
62.0 
85.0 
75.0 
65.0 
57.0 
93.0 
70 
5484 
154 
761 
753 
286 
38 
2929 
71.0 
32.0 
68.0 
46.0 
35.0 
41.0 
86.0 
60 
4627 
95 
602 
456 
159 
25 
2719 
59.0 
20.0 
54.0 
28.0 
19.0 
27.0 
80.0 
50 
3788 
65 
463 
306 
96 
18 
2539 
49.0 
13.0 
41.0 
19.0 
11.0 
19.0 
75.0 
40 
2926 
43 
329 
212 
58 
11 
2290 
37.0 
9.0 
29.0 
13.0 
7.0 
12.0 
67.0 
30 
2092 
22 
221 
121 
22 
5 
1844 
27.0 
4.0 
19.0 
7.0 
2.0 
5.0 
54.0 
20 
1154 
5 
110 
54 
9 
1 
1356 
14.0 
1.0 
9.0 
3.0 
1.0 
1.0 
40.0 
10 
641 
1 
40 
19 
5 
0 
815 
8.0 
0.0 
3.0 
1.0 
0.0 
0.0 
24.0 
Table 4.13: Emergency dataset: age. Example 1. 
7 clusters, Optimization, • i 
Age under 
Distribution 
within clusters 
Percentage (for each 
cluster separately) 
100 
4026 
920 
2901 
1583 
1966 
122 
3657 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
90 
3881 
863 
2891 
1502 
1905 
115 
3657 
96.0 
93.0 
99.0 
94.0 
96.0 
94.0 
100.0 
80 
2966 
583 
2828 
1182 
1600 
73 
3657 
73.0 
63.0 
97.0 
74.0 
81.0 
59.0 
100.0 
70 
1741 
313 
2749 
738 
1154 
53 
3657 
43.0 
34.0 
94.0 
46.0 
58.0 
43.0 
100.0 
60 
1127 
190 
2646 
465 
809 
37 
3409 
27.0 
20.0 
91.0 
29.0 
41.0 
30.0 
93.0 
50 
664 
127 
2511 
307 
584 
24 
3058 
16.0 
13.0 
86.0 
19.0 
29.0 
19.0 
83.0 
40 
260 
84 
2280 
189 
403 
17 
2636 
6.0 
9.0 
78.0 
11.0 
20.0 
13.0 
72.0 
30 
0 
46 
1918 
94 
233 
7 
2029 
0.0 
5.0 
66.0 
5.0 
11.0 
5.0 
55.0 
20 
0 
18 
1463 
39 
100 
1 
1068 
0.0 
1.0 
50.0 
2.0 
5.0 
0.0 
29.0 
10 
0 
4 
903 
14 
38 
0 
562 
0.0 
0.0 
31.0 
0.0 
1.0 
0.0 
15.0 
Table 4.14: Emergency dataset: age. Example 2. 
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7 clusters, if-means, • 
Age under 
Distribution 
within clusters 
Percentage (for each 
cluster separately) 
100 
7434 
1878 
1234 
1957 
644 
108 
1920 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
90 
7290 
1783 
1200 
1947 
601 
102 
1891 
98.0 
94.0 
97.0 
99.0 
93.0 
94.0 
98.0 
80 
6407 
1387 
1019 
1877 
396 
62 
1741 
86.0 
73.0 
82.0 
95.0 
61.0 
57.0 
90.0 
70 
5211 
867 
757 
1737 
208 
45 
1580 
70.0 
46.0 
61.0 
88.0 
32.0 
41.0 
82.0 
60 
4360 
556 
565 
1595 
123 
30 
1454 
58.0 
29.0 
45.0 
81.0 
19.0 
27.0 
75.0 
2 
50 
3573 
380 
442 
1444 
83 
20 
1333 
48.0 
20.0 
35.0 
73.0 
12.0 
18.0 
69.0 
40 
2764 
253 
326 
1289 
54 
13 
1170 
37.0 
13.0 
26.0 
65.0 
8.0 
12.0 
60.0 
30 
1949 
142 
203 
1091 
28 
5 
909 
26.0 
7.0 
16.0 
55.0 
4.0 
4.0 
47.0 
20 
1028 
58 
96 
862 
9 
1 
635 
13.0 
3.0 
7.0 
44.0 
1.0 
0.0 
33.0 
10 
541 
20 
33 
545 
2 
0 
380 
7.0 
1.0 
2.0 
27.0 
0.0 
0.0 
19.0 
Table 4.15: Emergency dataset: age. Example 3. 
7 clusters, if-means, •
 2 
Age under 
Distribution 
within clusters 
Percentage (for each 
cluster separately) 
100 
4050 
1847 
1614 
3762 
889 
137 
2876 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
90 
3896 
1765 
1571 
3762 
831 
129 
2860 
96.0 
95.0 
97.0 
100.0 
93.0 
94.0 
99.0 
80 
2981 
1427 
1331 
3762 
561 
82 
2745 
73.0 
77.0 
82.0 
100.0 
63.0 
59.0 
95.0 
70 
1772 
940 
1001 
3762 
308 
54 
2568 
43.0 
50.0 
62.0 
100.0 
34.0 
39.0 
89.0 
60 
935 
647 
754 
3762 
177 
39 
2369 
23.0 
35.0 
46.0 
100.0 
19.0 
28.0 
82.0 
50 
172 
451 
586 
3762 
116 
26 
2162 
4.0 
24.0 
36.0 
100.0 
13.0 
18.0 
75.0 
40 
0 
299 
433 
3143 
77 
19 
1898 
0.0 
16.0 
26.0 
83.0 
8.0 
13.0 
65.0 
30 
0 
164 
276 
2310 
44 
7 
1526 
0.0 
8.0 
17.0 
61.0 
4.0 
5.0 
53.0 
20 
0 
61 
126 
1347 
17 
1 
1137 
0.0 
3.0 
7.0 
35.0 
1.0 
0.0 
39.0 
10 
0 
23 
43 
766 
4 
0 
685 
0.0 
1.0 
2.0 
20.0 
0.0 
0.0 
23.0 
Table 4.16: Emergency dataset: age. Example 4. 
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The fifth cluster: 81% are over 50. 
The sixth cluster: 73% are over 60. 
The seventh cluster: 40% are children and teenagers under 20, 75% are under 
50 (this cluster is quite "young"). 
2. Optimization, || • ||i. The distribution of the patients according to the age 
is brighter than it is for the if-means method. 
The first cluster, which is quite large and homogeneous in the case of the if-
means, has been split and some parts of this cluster belong to other clusters 
now. The first cluster is quite "old" now: 73% are over 60. 
The second cluster: 80% of the patients are over 60 (59% are between 60 and 
90). 
The third cluster is quite "young": 50% are children and teenagers, 66% are 
under 30 and 78% are under 40. 
The fourth cluster: 67% are between 60 and 90. 
The fifth cluster: 71% are over 60. 
The sixth cluster: 70% are over 60 and 81% are over 50. 
The seventh cluster: 55% are children and young people under 30, 83% are 
under 50 (this cluster is quite "young"). 
3. if-means, || • ||2. The distribution of the patients according to the age is 
brighter than it is in the case of the if-meansLl method. 
The first cluster is quite large and homogeneous (in the case of if-meansLl, 
we observe the same). 
The second cluster: 80% of the patients are over 50. 
The third cluster is quite homogeneous. 
The fourth cluster: 55% are young people under 30 and 27% are children un-
der 10. 
The fifth cluster: 68% are over 70 and 61% are between 70 and 90 (only 4% 
under 30). 
The sixth cluster: 73% are over 60 and 37% are between 80 and 90 (only 4% 
under 30). 
The seventh cluster: 4 7 % are children and young people under 30. 
4. Optimization, || • ||2 The distribution of the patients according to the age is 
very clear in this example. 
The first cluster, which is quite large and homogeneous in the case of the if-
means method, is split into several parts (there is the same observation for the 
norm || • ||i when we compare the if - meansLl method and the nonsmooth 
optimization method). 
In the first cluster there is no patient under 40, 4 % are under 50 and 50% are 
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between 60 and 80. 
The second cluster: only 2 4 % of the patients are under 50 (45% are between 
70 and 90). 
The third cluster becomes larger after nonsmooth optimization, but the distri-
bution of the points according to the age is almost the same as in the case of 
the if-means method. W e conclude that the group of points which joined this 
cluster after nonsmooth optimization has the same structure (the distribution 
according to the age) as the original cluster obtained by if-means. 
The fourth cluster: there is no patient over 50, 8 3 % are under 40, 3 5 % are 
children and teenagers. 
The fifth cluster: only 8 % are under 40, 8 1 % are over 60. 
The sixth cluster: only 5 % are under 30, 5 5 % are between 70 and 90. 
The seventh cluster: 6 5 % are under 40, 3 9 % are children and teenagers. 
The study of the obtained clusters is very important because in some cases it 
allows researchers to find some specific groups of patients and consider each group 
individually and study it more precisely. 
The obtained clusters can be interpreted as the groups of the same age people. 
In most of the examples the structure of the clusters via " age" is quite clear (some 
clusters represent "young patients", some represent "old patients"), however very 
often the structure is more complicate. Very often we have to consider two or more 
coordinates or their combinations. In some cases just only an expert from the field 
can interpret the structure of the obtained clusters. 
4.5 Important tables. 
In this section we present some of the tables we use in our study in Section 4.2. 
4.5. IMPORTANT TABLES. 
if-meansLl, 2 clusters, • 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
48 
297 
100.0 
100.0 
100.0 
0.9 
42 
296 
98.0 
87.0 
99.0 
0.8 
35 
294 
95.4 
72.0 
98.0 
0.7 
29 
285 
91.0 
60.0 
95.0 
0.6 
19 
273 
84.6 
39.0 
91.0 
I 
0.5 
10 
258 
77.7 
20.0 
86.0 
Nonsmooth optimization, 2 clusters, • 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster) 
1.0 
87 
258 
100.0 
100.0 
100.0 
0.9 
81 
244 
94.2 
93.0 
94.0 
0.8 
69 
233 
87.5 
79.0 
90.0 
0.7 
54 
220 
79.4 
62.0 
85.0 
0.6 
35 
198 
67.5 
40.0 
76.0 
0.5 
24 
183 
60.0 
27.0 
70.0 
0.4 
3 
227 
66.7 
6.0 
76.0 
0.3 
1 
157 
45.8 
2.0 
52.0 
0.2 
0 
42 
12.2 
0.0 
14.0 
0.1 
0 
2 
0.6 
0.0 
0.0 
1 
0.4 
11 
150 
46.7 
12.0 
58.0 
0.3 
2 
103 
30.4 
2.0 
39.0 
0.2 
0 
30 
8.7 
0.0 
11.0 
0.1 
0 
2 
0.6 
0.0 
0.0 
if-means, 2 clusters, •
 2 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for 
each cluster) 
1.0 
44 
301 
100.0 
100.0 
100.0 
0.9 
39 
295 
96.8 
88.0 
98.0 
0.8 
34 
291 
94.2 
77.0 
96.0 
0.7 
28 
282 
89.9 
63.0 
93.0 
0.6 
19 
273 
84.6 
43.0 
90.0 
0.5 
10 
253 
76.2 
22.0 
84.0 
Nonsmooth optimization, 2 clusters, • 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for 
each cluster) 
1.0 
133 
212 
100.0 
100.0 
100.0 
0.9 
122 
202 
93.9 
91.0 
95.0 
0.8 
100 
193 
84.9 
75.0 
91.0 
0.7 
88 
172 
75.4 
66.0 
81.0 
0.6 
52 
155 
60.0 
39.0 
73.0 
0.5 
34 
148 
52.8 
25.0 
69.0 
0.4 
3 
228 
67.0 
6.0 
75.0 
0.3 
0 
141 
40.9 
0.0 
46.0 
0.2 
0 
58 
16.8 
0.0 
19.0 
0.1 
0 
4 
1.2 
0.0 
1.0 
2 
0.4 
18 
121 
40.3 
13.0 
57.0 
0.3 
8 
93 
29.3 
6.0 
43.0 
0.2 
2 
23 
7.2 
1.0 
10.0 
0.1 
0 
0 
0.0 
0.0 
0.0 
Table 4.17: Liver disorder: structure, experiment 1 
96 CHAPTER 4. UNSUPERVISED CLASSIFICATION 
if-meansLl, 4 clusters, •
 1 
c(a) < 
Distribution 
within 
clusters 
Percentage (average) 
Percentage 
(for each 
cluster 
separately) 
1.0 
5 
19 
58 
263 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
5 
15 
50 
253 
93.6 
100.0 
78.0 
86.0 
96.0 
0.8 
5 
11 
35 
239 
84.1 
100.0 
57.0 
60.0 
90.0 
0.7 
4 
8 
25 
221 
74.8 
80.0 
42.0 
43.0 
84.0 
0.6 
4 
4 
13 
201 
64.3 
80.0 
21.0 
22.0 
76.0 
0.5 
3 
3 
5 
162 
50.1 
60.0 
15.0 
8.0 
61.0 
0.4 
1 
2 
1 
86 
26.1 
20.0 
10.0 
1.0 
32.0 
0.3 
1 
0 
0 
24 
7.2 
20.0 
0.0 
0.0 
9.0 
0.2 
0 
0 
0 
3 
0.9 
0.0 
0.0 
0.0 
1.0 
0.1 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
Nonsmooth optimization, 4 clusters, • i 
c(a) < 
Distribution 
within 
clusters 
Percentage (average) 
Percentage 
(for 
each 
cluster) 
1.0 
5 
53 
126 
161 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
5 
45 
112 
158 
92.8 
100.0 
84.0 
88.0 
98.0 
0.8 
5 
35 
104 
145 
83.8 
100.0 
66.0 
82.0 
90.0 
0.7 
4 
27 
90 
133 
73.6 
80.0 
50.0 
71.0 
82.0 
0.6 
3 
17 
66 
120 
59.7 
60.0 
32.0 
52.0 
74.0 
0.5 
3 
12 
35 
99 
43.2 
60.0 
22.0 
27.0 
61.0 
0.4 
3 
8 
17 
73 
29.3 
60.0 
15.0 
13.0 
45.0 
0.3 
2 
5 
5 
30 
12.2 
40.0 
9.0 
3.0 
18.0 
0.2 
1 
1 
2 
3 
2.0 
20.0 
1.0 
1.0 
1.0 
0.1 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
Table 4.18: Liver disorder: structure, experiment 2 
4.5. IMPORTANT TABLES. 97 
if-means, 4 clusters, •
 2 
c(a) < 
Distribution 
within 
clusters 
Percentage (average) 
Percentage 
(for each 
cluster 
separately) 
1.0 
26 
18 
98 
203 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
20 
14 
71 
180 
82.6 
76.0 
77.0 
72.0 
88.0 
0.8 
11 
11 
46 
159 
65.8 
42.0 
61.0 
46.0 
78.0 
0.7 
9 
9 
28 
116 
47.0 
34.0 
50.0 
28.0 
57.0 
0.6 
7 
5 
14 
56 
23.8 
26.0 
27.0 
14.0 
27.0 
0.5 
3 
3 
6 
37 
14.2 
11.0 
16.0 
6.0 
18.0 
0.4 
0 
2 
1 
21 
7.0 
0.0 
11.0 
1.0 
10.0 
0.3 
0 
2 
1 
5 
2.3 
0.0 
11.0 
1.0 
2.0 
0.2 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
Nonsmooth optimization, 4 clusters, •
 2 
c(a) < 
Distribution 
. within 
clusters 
Percentage (average) 
Percentage 
(for 
each 
cluster) 
1.0 
53 
39 
94 
159 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
47 
39 
88 
157 
95.9 
88.0 
100.0 
93.0 
98.0 
0.8 
40 
32 
80 
149 
87.2 
75.0 
82.0 
85.0 
93.0 
0.7 
27 
26 
66 
133 
73.0 
50.0 
66.0 
70.0 
83.0 
0.6 
20 
15 
56 
110 
58.3 
37.0 
38.0 
59.0 
69.0 
0.5 
10 
9 
36 
92 
42.6 
18.0 
23.0 
38.0 
57.0 
0.4 
4 
3 
24 
71 
29.6 
7.0 
7.0 
25.0 
44.0 
0.3 
2 
1 
9 
32 
12.8 
3.0 
2.0 
9.0 
20.0 
0.2 
0 
1 
0 
4 
1.4 
0.0 
2.0 
0.0 
2.0 
0.1 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
Table 4.19: Liver disorder: structure, experiment 3 
98 CHAPTER 4. UNSUPERVISED CLASSIFICATION 
if-meansLl, 5 clusters, •
 t 
c(a) < 
Distribution 
within 
clusters 
Percentage (average) 
Percentage 
(for each 
cluster 
separately) 
1.0 
5 
9 
37 
87 
207 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
5 
9 
31 
73 
190 
89.3 
100.0 
100.0 
83.0 
83.0 
91.0 
Nonsmooth oj 
c(a) < 
Distribution 
within 
clusters 
Percentage (average) 
Percentage 
(for 
each 
cluster) 
1.0 
5 
9 
69 
110 
152 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
5 
9 
57 
104 
141 
91.6 
100.0 
100.0 
82.0 
94.0 
92.0 
0.8 
5 
8 
19 
49 
167 
71.9 
100.0 
100.0 
51.0 
56.0 
80.0 
0.7 
5 
7 
16 
29 
145 
58.6 
80.0 
100.0 
43.0 
33.0 
70.0 
0.6 
4 
6 
8 
12 
105 
39.1 
80.0 
80.0 
21.0 
13.0 
50.0 
0.5 
2 
3 
5 
5 
55 
20.3 
60.0 
40.0 
13.0 
5.0 
26.0 
0.4 
1 
1 
0 
0 
16 
5.2 
20.0 
20.0 
0.0 
0.0 
7.0 
0.3 
1 
1 
0 
0 
3 
1.4 
20.0 
20.0 
0.0 
0.0 
1.0 
0.2 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Dtimization, 5 clusters, • i 
0.8 
5 
9 
42 
95 
129 
81.2 
100.0 
100.0 
60.0 
86.0 
84.0 
0.7 
5 
8 
30 
80 
121 
70.7 
100.0 
88.0 
43.0 
72.0 
79.0 
0.6 
4 
6 
19 
64 
107 
58.0 
80.0 
66.0 
27.0 
58.0 
70.0 
0.5 
3 
6 
11 
41 
81 
41.2 
60.0 
66.0 
15.0 
37.0 
53.0 
0.4 
3 
4 
5 
18 
43 
21.2 
60.0 
44.0 
7.0 
16.0 
28.0 
0.3 
1 
4 
0 
7 
17 
7.5 
20.0 
11.0 
0.0 
6.0 
11.0 
0.2 
1 
1 
0 
0 
1 
0.9 
20.0 
11.0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Table 4.20: Liver disorder: structure, experiment 4 
4.5. IMPORTANT TABLES. 99 
if-means, 5 clusters, L 
c(a) < 
Distribution 
within 
clusters 
Percentage (average) 
Percentage 
(for each 
cluster 
separately) 
1.0 
19 
9 
26 
105 
186 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
13 
8 
18 
71 
163 
79.1 
68.0 
88.0 
69.0 
67.0 
87.0 
0.8 
8 
7 
16 
41 
L 134 
59.7 
42.0 
77.0 
61.0 
39.0 
72.0 
0.7 
6 
7 
14 
24 
75 
36.5 
31.0 
77.0 
53.0 
22.0 
40.0 
0.6 
5 
6 
10 
13 
47 
23.5 
26.0 
66.0 
38.0 
12.0 
25.0 
0.5 
3 
3 
8 
2 
28 
12.8 
15.0 
33.0 
30.0 
1.0 
15.0 
0.4 
1 
1 
4 
0 
15 
6.1 
5.0 
11.0 
15.0 
0.0 
8.0 
0.3 
0 
1 
0 
0 
2 
0.9 
0.0 
11.0 
0.0 
0.0 
1.0 
0.2 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Nonsmooth optimization, 5 clusters, •
 2 
c(a) < 
Distribution 
within 
clusters 
Percentage (average) 
Percentage 
(for 
each 
cluster) 
1.0 
52 
16 
44 
87 
146 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
46 
16 
39 
83 
142 
94.9 
88.0 
100.0 
88.0 
95.0 
97.0 
0.8 
40 
16 
34 
78 
137 
84.4 
76.0 
100.0 
77.0 
89.0 
93.0 
0.7 
25 
10 
21 
65 
126 
71.6 
48.0 
62.0 
47.0 
74.0 
86.0 
0.6 
21 
7 
14 
57 
106 
59.4 
40.0 
43.0 
31.0 
65.0 
72.0 
0.5 
11 
5 
9 
41 
92 
45.8 
21.0 
31.0 
20.0 
47.0 
63.0 
0.4 
6 
2 
3 
27 
75 
32.8 
11.0 
12.0 
6.0 
31.0 
51.0 
0.3 
2 
2 
0 
10 
36 
14.5 
3.0 
12.0 
0.0 
11.0 
24.0 
0.2 
0 
0 
0 
1 
6 
2.0 
0.0 
0.0 
0.0 
1.0 
4.0 
0.1 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Table 4.21: Liver disorder: structure, experiment 5 
100 CHAPTER 4. UNSUPERVISED CLASSIFICATION 
if - means!/1, 2 clusters, •
 : 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
43 
254 
100.0 
100.0 
100.0 
0.9 
43 
254 
100.0 
100.0 
100.0 
Nonsmooth oj 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
43 
254 
100.0 
100.0 
100.0 
0.9 
43 
254 
100.0 
100.0 
100.0 
0.8 
43 
254 
100.0 
100.0 
100.0 
0.7 
43 
254 
100.0 
100.0 
100.0 
0.6 
43 
242 
96.0 
100.0 
95.0 
0.5 
26 
183 
70.4 
60.0 
72.0 
0.4 
6 
5 
3.7 
13.0 
1.0 
0.3 
0 
0 
0.0 
0.0 
0.0 
0.2 
0 
0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0.0 
0.0 
0.0 
Dtimization, 2 clusters, • i 
0.8 
43 
253 
99.7 
100.0 
99.0 
0.7 
43 
234 
93.3 
100.0 
92.0 
0.6 
39 
200 
80.5 
90.0 
78.0 
0.5 
29 
166 
65.7 
67.0 
65.0 
0.4 
15 
122 
46.1 
34.0 
48.0 
0.3 
6 
69 
25.3 
13.0 
27.0 
0.2 
0 
22 
7.4 
0.0 
8.0 
0.1 
0 
0 
0.0 
0.0 
0.0 
if-means, 2 clusters, •
 2 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
43 
254 
100.0 
100.0 
100.0 
0.9 
43 
254 
100.0 
100.0 
100.0 
Nonsmooth oj 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
43 
254 
100.0 
100.0 
100.0 
0.9 
43 
254 
100.0 
100.0 
100.0 
0.8 
43 
254 
100.0 
100.0 
100.0 
0.7 
43 
254 
100.0 
100.0 
100.0 
0.6 
43 
251 
99.0 
100.0 
98.0 
0.5 
42 
237 
93.9 
97.0 
93.0 
0.4 
33 
209 
81.5 
76.0 
82.0 
0.3 
7 
109 
39.1 
16.0 
42.0 
0.2 
0 
0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0.0 
0.0 
0.0 
)timization, 2 clusters, •
 2 
0.8 
43 
254 
100.0 
100.0 
100.0 
0.7 
43 
253 
99.7 
100.0 
99.0 
0.6 
43 
249 
98.3 
100.0 
98.0 
0.5 
42 
230 
91.6 
97.0 
90.0 
0.4 
29 
197 
76.1 
67.0 
77.0 
0.3 
9 
137 
49.2 
20.0 
53.0 
0.2 
0 
0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0.0 
0.0 
0.0 
Table 4.22: Heart disease: structure, experiment 1 
4.5. IMPORTANT TABLES. 101 
if-meansLl, 3 clusters, • i 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
43 
83 
171 
100.0 
100.0 
100.0 
100.0 
0.9 
43 
83 
169 
99.3 
100.0 
100.0 
98.0 
0.8 
43 
80 
159 
94.9 
100.0 
96.0 
92.0 
0.7 
43 
68 
146 
86.5 
100.0 
81.0 
85.0 
0.6 
32 
51 
119 
68.0 
74.0 
61.0 
69.0 
0.5 
12 
27 
46 
28.6 
27.0 
32.0 
26.0 
0.4 
2 
4 
0 
2.0 
4.0 
4.0 
0.0 
0.3 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.2 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
Nonsmooth optimization, 3 clusters, • i 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
43 
91 
163 
100.0 
100.0 
100.0 
100.0 
0.9 
43 
85 
156 
95.6 
100.0 
93.0 
95.0 
0.8 
42 
77 
146 
89.2 
97.0 
84.0 
89.0 
0.7 
34 
66 
136 
79.5 
79.0 
72.0 
83.0 
0.6 
27 
53 
120 
67.3 
62.0 
58.0 
73.0 
0.5 
18 
41 
102 
54.2 
41.0 
45.0 
62.0 
0.4 
7 
31 
77 
38.7 
16.0 
34.0 
47.0 
0.3 
3 
16 
51 
23.6 
6.0 
17.0 
31.0 
0.2 
0 
5 
22 
9.1 
0.0 
5.0 
13.0 
0.1 
0 
0 
7 
2.4 
0.0 
0.0 
4.0 
if-means, 3 clusters, | •
 2 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
43 
86 
168 
100.0 
100.0 
100.0 
100.0 
0.9 
43 
83 
162 
97.0 
100.0 
96.0 
96.0 
0.8 
43 
83 
156 
94.9 
100.0 
96.0 
92.0 
0.7 
43 
71 
145 
87.2 
100.0 
82.0 
86.0 
0.6 
43 
55 
136 
78.8 
100.0 
63.0 
80.0 
0.5 
41 
24 
118 
61.6 
95.0 
27.0 
70.0 
0.4 
28 
11 
6 
15.2 
65.0 
12.0 
3.0 
0.3 
7 
0 
0 
2.4 
16.0 
0.0 
0.0 
0.2 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
Nonsmooth optimization, 3 clusters, •
 2 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
43 
86 
168 
100.0 
100.0 
100.0 
100.0 
0.9 
43 
83 
160 
96.3 
100.0 
96.0 
95.0 
0.8 
43 
83 
154 
94.3 
100.0 
96.0 
91.0 
0.7 
43 
73 
142 
86.9 
100.0 
84.0 
84.0 
0.6 
43 
58 
133 
78.8 
100.0 
67.0 
79.0 
0.5 
41 
31 
114 
62.6 
95.0 
36.0 
67.0 
0.4 
27 
14 
51 
31.0 
62.0 
16.0 
30.0 
0.3 
8 
0 
0 
2.7 
18.0 
0.0 
0.0 
0.2 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
Table 4.23: Heart disease: structure, experiment 2 
102 CHAPTER 4. UNSUPERVISED CLASSIFICATION 
if-meansLl, 5 clusters, •
 x 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
43 
36 
79 
91 
48 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
43 
33 
76 
90 
39 
94.6 
100.0 
91.0 
96.0 
98.0 
81.0 
0.8 
42 
25 
70 
86 
32 
85.9 
97.0 
69.0 
88.0 
94.0 
66.0 
0.7 
38 
18 
37 
73 
19 
62.3 
88.0 
50.0 
46.0 
80.0 
39.0 
0.6 
30 
10 
8 
54 
0 
34.3 
69.0 
27.0 
10.0 
59.0 
0.0 
0.5 
8 
6 
1 
6 
0 
7.1 
18.0 
16.0 
1.0 
6.0 
0.0 
0.4 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.3 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.2 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Nonsmooth optimization, 5 clusters, • i 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
43 
43 
75 
91 
45 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
43 
31 
72 
85 
37 
90.2 
100.0 
72.0 
96.0 
93.0 
82.0 
0.8 
40 
28 
60 
83 
27 
80.1 
93.0 
65.0 
80.0 
91.0 
60.0 
0.7 
34 
21 
42 
73 
18 
63.3 
79.0 
48.0 
56.0 
80.0 
40.0 
0.6 
28 
16 
19 
60 
5 
43.1 
65.0 
37.0 
25.0 
65.0 
11.0 
0.5 
11 
9 
4 
42 
0 
22.2 
25.0 
20.0 
5.0 
46.0 
0.0 
0.4 
3 
4 
0 
28 
0 
11.8 
6.0 
9.0 
0.0 
30.0 
0.0 
0.3 
0 
1 
0 
13 
0 
4.7 
0.0 
2.0 
0.0 
14.0 
0.0 
0.2 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Table 4.24: Heart disease: structure, experiment 3 
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if-means, 5 clusters, •
 2 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
43 
36 
65 
84 
69 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
43 
33 
63 
82 
65 
96.3 
100.0 
91.0 
96.0 
97.0 
94.0 
Nonsmooth o] 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
43 
41 
63 
81 
69 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
43 
37 
62 
81 
65 
97.0 
100.0 
90.0 
98.0 
100.0 
94.0 
0.8 
43 
29 
61 
78 
65 
92.9 
100.0 
80.0 
93.0 
92.0 
94.0 
0.7 
43 
17 
60 
77 
63 
87.5 
100.0 
47.0 
92.0 
91.0 
91.0 
0.6 
43 
13 
46 
67 
45 
72.1 
100.0 
36.0 
70.0 
79.0 
65.0 
0.5 
41 
2 
14 
36 
16 
36.7 
95.0 
5.0 
21.0 
42.0 
23.0 
0.4 
29 
2 
0 
0 
2 
11.1 
67.0 
5.0 
0.0 
0.0 
2.0 
0.3 
7 
0 
0 
0 
0 
2.4 
16.0 
0.0 
0.0 
0.0 
0.0 
0.2 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Dtimization, 5 clusters, •
 2 
0.8 
43 
27 
61 
77 
65 
91.9 
100.0 
65.0 
96.0 
95.0 
94.0 
0.7 
43 
22 
56 
74 
62 
86.5 
100.0 
53.0 
88.0 
91.0 
89.0 
0.6 
43 
14 
43 
60 
48 
70.0 
100.0 
34.0 
68.0 
74.0 
69.0 
0.5 
40 
10 
27 
34 
24 
45.5 
93.0 
24.0 
42.0 
41.0 
34.0 
0.4 
27 
3 
2 
19 
8 
19.9 
62.0 
7.0 
3.0 
23.0 
11.0 
0.3 
7 
0 
0 
0 
0 
2.4 
16.0 
0.0 
0.0 
0.0 
0.0 
0.2 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Table 4.25: Heart disease: structure, experiment 4 
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if - meansL 1, 2 clusters, • 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
560 
208 
100.0 
100.0 
100.0 
0.9 
535 
186 
93.9 
95.0 
89.0 
0.8 
498 
158 
85.4 
88.0 
75.0 
0.7 
451 
120 
74.3 
80.0 
57.0 
0.6 
378 
96 
61.7 
67.0 
46.0 
I 
0.5 
234 
41 
35.8 
41.0 
19.0 
Nonsmooth optimization, 2 clusters, • 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
344 
424 
100.0 
100.0 
100.0 
0.9 
319 
404 
94.1 
92.0 
95.0 
0.8 
283 
367 
84.6 
82.0 
86.0 
0.7 
250 
289 
70.2 
72.0 
68.0 
0.6 
215 
210 
55.3 
62.0 
49.0 
0.5 
173 
140 
40.8 
50.0 
33.0 
0.4 
79 
11 
11.7 
14.0 
5.0 
0.3 
9 
1 
1.3 
1.0 
0.0 
0.2 
1 
0 
0.1 
0.0 
0.0 
0.1 
0 
0 
0.0 
0.0 
0.0 
I 
0.4 
123 
82 
26.7 
35.0 
19.0 
0.3 
71 
24 
12.4 
20.0 
5.0 
0.2 
19 
5 
3.1 
5.0 
1.0 
0.1 
1 
0 
0.1 
0.0 
0.0 
if-means, 2 clusters, •
 2 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0-
559 
209 
100.0 
100.0 
100.0 
0.9 
540 
189 
94.9 
96.0 
90.0 
0.8 
517 
162 
88.4 
92.0 
77.0 
0.7 
475 
138 
79.8 
84.0 
66.0 
0.6 
431 
116 
71.2 
77.0 
55.0 
0.5 
354 
71 
55.3 
63.0 
33.0 
Nonsmooth optimization, 2 clusters, • 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
467 
301 
100.0 
100.0 
100.0 
0.9 
448 
279 
94.7 
95.0 
92.0 
0.8 
418 
243 
86.1 
89.0 
80.0 
0.7 
371 
202 
74.6 
79.0 
67.0 
0.6 
297 
151 
58.3 
63.0 
50.0 
0.5 
200 
92 
38.0 
42.0 
30.0 
0.4 
196 
31 
29.6 
35.0 
14.0 
0.3 
38 
8 
6.0 
6.0 
3.0 
0.2 
4 
0 
0.5 
0.0 
0.0 
0.1 
0 
0 
0.0 
0.0 
0.0 
2 
0.4 
92 
48 
18.2 
19.0 
15.0 
0.3 
20 
13 
4.3 
4.0 
4.0 
0.2 
2 
0 
0.3 
0.0 
0.0 
0.1 
1 
0 
0.1 
0.0 
0.0 
Table 4.26: Diabetes: structure, experiment 1 
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if-meansLl, 4 clusters, • 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
273 
66 
320 
109 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
242 
55 
296 
92 
89.2 
88.0 
83.0 
92.0 
84.0 
0.8 
196 
44 
273 
67 
75.5 
71.0 
66.0 
85.0 
61.0 
0.7 
151 
38 
218 
46 
59.0 
55.0 
57.0 
68.0 
42.0 
0.6 
89 
25 
158 
24 
38.5 
32.0 
37.0 
49.0 
22.0 
I 
0.5 
35 
13 
99 
6 
19.9 
12.0 
19.0 
30.0 
5.0 
Nonsmooth optimization, 4 clusters, • 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
235 
146 
267 
120 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
220 
125 
256 
94 
90.5 
93.0 
85.0 
95.0 
78.0 
0.8 
187 
107 
227 
75 
77.6 
79.0 
73.0 
85.0 
62.0 
0.7 
150 
78 
189 
53 
61.2 
63.0 
53.0 
70.0 
44.0 
0.6 
107 
52 
151 
32 
44.5 
45.0 
35.0 
56.0 
26.0 
0.5 
59 
21 
117 
16 
27.7 
25.0 
14.0 
43.0 
13.0 
0.4 
7 
3 
52 
0 
8.1 
2.0 
4.0 
16.0 
0.0 
0.3 
1 
0 
20 
0 
2.7 
0.0 
0.0 
6.0 
0.0 
0.2 
1 
0 
1 
0 
0.3 
0.0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
I 
0.4 
30 
9 
83 
6 
16.7 
12.0 
6.0 
31.0 
5.0 
0.3 
5 
2 
38 
0 
5.9 
2.0 
1.0 
14.0 
0.0 
0.2 
1 
0 
10 
0 
1.4 
0.0 
0.0 
3.0 
0.0 
0.1 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
Table 4.27: Diabetes: structure, experiment 2 
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if-means, 4 clusters, •
 2 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
242 
52 
328 
146 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
220 
46 
294 
135 
90.5 
90.0 
88.0 
89.0 
92.0 
0.8 
190 
40 
254 
113 
77.7 
78.0 
76.0 
77.0 
77.0 
0.7 
151 
37 
209 
78 
61.8 
62.0 
71.0 
63.0 
53.0 
0.6 
106 
30 
159 
46 
44.4 
43.0 
57.0 
48.0 
31.0 
0.5 
66 
24 
97 
22 
27.2 
27.0 
46.0 
29.0 
15.0 
0.4 
30 
15 
40 
1 
11.2 
12.0 
28.0 
12.0 
0.0 
0.3 
8 
2 
1 
0 
1.4 
3.0 
3.0 
0.0 
0.0 
0.2 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
Nonsmooth optimization, 4 clusters, •
 2 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
235 
72 
272 
189 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
209 
67 
245 
165 
89.3 
88.0 
93.0 
90.0 
87.0 
0.8 
180 
54 
204 
136 
74.7 
76.0 
75.0 
75.0 
71.0 
0.7 
135 
45 
162 
110 
58.9 
57.0 
62.0 
59.0 
58.0 
0.6 
90 
38 
117 
80 
42.3 
38.0 
52.0 
43.0 
42.0 
0.5 
49 
26 
63 
48 
24.2 
20.0 
36.0 
23.0 
25.0 
0.4 
21 
11 
22 
24 
10.2 
8.0 
15.0 
8.0 
12.0 
0.3 
5 
3 
7 
2 
2.2 
2.0 
4.0 
2.0 
1.0 
0.2 
0 
2 
0 
0 
0.3 
0.0 
2.0 
0.0 
0.0 
0.1 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
Table 4.28: Diabetes: structure, experiment 3 
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if-meansLl, 5 clusters, • 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
131 
40 
264 
99 
234 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
108 
34 
246 
78 
202 
87.0 
82.0 
85.0 
93.0 
78.0 
86.0 
0.8 
94 
30 
226 
59 
168 
75.1 
71.0 
75.0 
85.0 
59.0 
71.0 
0.7 
64 
22 
176 
36 
107 
52.7 
48.0 
55.0 
66.0 
36.0 
45.0 
0.6 
39 
15 
128 
16 
53 
32.7 
29.0 
37.0 
48.0 
16.0 
22.0 
I 
0.5 
17 
7 
92 
7 
19 
18.5 
12.0 
17.0 
34.0 
7.0 
8.0 
Nonsmooth optimization, 5 clusters, 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
140 
40 
263 
100 
225 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
120 
37 
247 
89 
206 
91.0 
85.0 
92.0 
93.0 
89.0 
91.0 
0.8 
97 
33 
215 
69 
182 
77.6 
69.0 
82.0 
81.0 
69.0 
80.0 
0.7 
72 
27 
181 
47 
134 
60.0 
51.0 
67.0 
68.0 
47.0 
59.0 
0.6 
46 
17 
140 
29 
94 
42.4 
32.0 
42.0 
53.0 
29.0 
41.0 
0.5 
23 
8 
106 
17 
53 
27.0 
16.0 
20.0 
40.0 
17.0 
23.0 
0.4 
2 
2 
38 
1 
6 
6.4 
1.0 
5.0 
14.0 
1.0 
2.0 
0.3 
0 
0 
14 
0 
1 
2.0 
0.0 
0.0 
5.0 
0.0 
0.0 
0.2 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
I 
0.4 
12 
2 
73 
5 
27 
15.5 
8.0 
5.0 
27.0 
5.0 
12.0 
0.3 
3 
0 
35 
1 
4 
5.6 
2.0 
0.0 
13.0 
1.0 
1.0 
0.2 
0 
0 
10 
0 
1 
1.4 
0.0 
0.0 
3.0 
0.0 
0.0 
0.1 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Table 4.29: Diabetes: structure, experiment 4 
108 CHAPTER 4. UNSUPERVISED CLASSIFICATION 
if-means, 5 clusters, •
 2 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
207 
46 
140 
114 
261 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
177 
40 
136 
93 
228 
87.8 
85.0 
86.0 
97.0 
81.0 
87.0 
0.8 
146 
37 
121 
77 
198 
75.4 
70.0 
80.0 
86.0 
67.0 
75.0 
0.7 
121 
34 
93 
57 
159 
60.4 
58.0 
73.0 
66.0 
50.0 
60.0 
0.6 
85 
26 
71 
32 
95 
40.2 
41.0 
56.0 
50.0 
28.0 
36.0 
0.5 
51 
23 
47 
12 
55 
24.5 
24.0 
50.0 
33.0 
10.0 
21.0 
0.4 
30 
13 
21 
1 
21 
11.2 
14.0 
28.0 
15.0 
0.0 
8.0 
0.3 
8 
2 
7 
0 
2 
2.5 
3.0 
4.0 
5.0 
0.0 
0.0 
0.2 
0 
0 
2 
0 
0 
0.3 
0.0 
0.0 
1.0 
0.0 
0.0 
0.1 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Nonsmooth optimization, 5 clusters, •
 2 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1.0 
202 
59 
156 
119 
232 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
178 
53 
143 
105 
203 
88.8 
88.0 
89.0 
91.0 
88.0 
87.0 
0.8 
137 
48 
124 
85 
171 
73.6 
67.0 
81.0 
79.0 
71.0 
73.0 
0.7 
115 
40 
106 
61 
132 
59.1 
56.0 
67.0 
67.0 
51.0 
56.0 
0.6 
87 
35 
79 
40 
82 
42.1 
43.0 
59.0 
50.0 
33.0 
35.0 
0.5 
50 
26 
56 
19 
53 
26.6 
24.0 
44.0 
35.0 
15.0 
22.0 
0.4 
23 
12 
32 
6 
28 
13.2 
11.0 
20.0 
20.0 
5.0 
12.0 
0.3 
9 
3 
13 
0 
7 
4.2 
4.0 
5.0 
8.0 
0.0 
3.0 
0.2 
0 
0 
1 
0 
0 
0.1 
0.0 
0.0 
0.0 
0.0 
0.0 
0.1 
0 
0 
0 
0 
0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Table 4.30: Diabetes: structure, experiment 5 
Chapter 5 
Large-scale datasets: study of 
possible approaches for size 
reduction 
5.1 Cleaning: theoretical background and 
preliminary testing 
Our clustering models are based on the minimization of a certain type of functions. 
The minimization of such functions is very complicated if the size of the dataset is 
large. The method of nonsmooth optimization used in our research has to compute 
the objective function values very often. This process is very time-consuming if the 
size of the database under consideration is large. 
In this section we develop and study an approach which allows one to reduce the 
size of datasets. 
5.1.1 Cluster function and its approximations 
A large-scale dataset usually contains a large number of points located in a bounded 
set. Thus many points from such a dataset are very close to each other. Let A C IRn 
be a finite set. Assume that a certain small neighborhood of a point b € H n (the 
neighborhood can be represented, for example, as a ball of radius e, centred at b) 
contains m & points from A. W e can approximate each of these points by b and 
replace the corresponding part of the clusterization function (2.1.3) by the simple 
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term 
mb min ||a;* -6||, (5.1.1) 
i=l,...,k ' 
where k is the number of clusters, x\i = 1,..., k are the centres of the clusters. 
W e call this kind of approximation for the clusterization function the generalized 
clusterization function. 
Remark 50 In Chapter 2, comparing our clustering models with C-means function-
als, we used c to denote the number of clusters, because c is used in the literature 
concerning C-means functionals for the number of clusters. Starting from this chap-
ter in the rest of this thesis we use k to denote the number of clusters, because this 
notation is more common in the literature concerning clustering. 
A procedure for obtaining vectors b and numbers ra& is called the cleaning pro-
cedure. Later in this chapter we present several possible ways for constructing the 
cleaning procedure. 
Recall that in order to find the centres of the clusters we solve the mathematical 
programming problem (2.1.1)-(2.1.2), where the objective function is the clusteri-
zation function. If we work with large-scale datasets, values of the clusterization 
functions are large and this can affect the efficiency of our numerical optimization 
method. It is more convenient to replace (2.1.1)-(2.1.2) by an equivalent mathemat-
ical programming problem for finding k clusters in a dataset: 
minimize C(x1,... ,xk) (5.1.2) 
subject to (X1,..., xk) € IRnXfc (5.1.3) 
where 
1 N 
C(x1,...,xk)^-Y/s^k\\xs-ai\\. (5.1.4) 
The function in (5.1.4) is called the cluster function. The cluster function is 
proportional to the clusterization function. 
The cluster function can be used for evaluation of a collection of points as a 
candidate to be a set of centres of clusters. 
It is obvious that the cluster function has several characteristics which are similar 
to the clusterization function. 
• The cluster function is nonsmooth and nonconvex. 
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• This function has a saw-tooth form and the number of teeth drastically in-
creases as the number of addends N in (5.1.4) increases. This leads to the 
increase of the number of shallow local minima and saddle points. 
In our study we also use a generalized cluster function. This function is con-
structed according to the following scheme: 
Generalized clusterization function 
N ' 
where N is the number of points in the dataset. 
The clusterization function (the function we used before) and the clus-
ter function (the function we introduce in this chapter) have the same 
collection of local and global minima. The cluster function allows us to 
work with values which are smaller than in the case of the clusteriza-
tion function. In the rest of the thesis (unless special notice) we use the 
cluster function in our experiments with large-scale datasets. 
5.1.2 Cleaning 
A possible way to construct a cleaning procedure for a given tolerance e can be 
described as follows. 
Assume that the elements of A are numbered: A = {a1,... ,aN}, i.e. A is 
represented as an ordered set. Henceforth, we will call this dataset (before applying 
the cleaning procedure) the original dataset. 
Choose the first vector a1 from the dataset. Denote the point a1 by b1 and 
consider it as the sample point for the first subset 
Abi = {a G A : \\a - b1]] < e} of the set A. 
Suppose that the cardinal number for the set Ab\ is d\ : 
\Ahi\ =dv 
Consider the set A1 = A \ Abi and denote by b2 the first element of this subset. Let 
Ab2 = {a Gi4i : ||a-62|| < e} 
and 
A2 = A1\Ab2, \Ab2\=d2. 
If the set Aj-i is known, we define V as the first element of this set, 
Ay = {a € ^_i : \\a -b>\\< e}, Aj = Aj-i \ Aw, \Ay\ = dj. (5.1.5) 
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We continue this process until we distribute all the points of A to the correspond-
ing subsets. Suppose that this process determines Nx elements bl, I = 1,... ,Ni 
and the corresponding cardinal numbers are 
d1,..., djvi • 
We construct a new dataset A as a collection of points V e IRn, j = 1,..., JV1; 
such that 
V = V,J = 1,...,NL 
This datasetis an approximation for the original dataset. Sometimes we also call 
the dataset A the reduced dataset or the cleaned dataset. W e also keep the numbers 
di,..., dNl (the corresponding cardinal numbers). 
Definition 6 For a given set A and for a given tolerance e consider a set B C IPJ\ 
such that for each a € A there exists b € B with the property \\a — b\\ < e. We say 
that a collection (Ab)b£B of subsets of A is an e-disjoint cover of A if 
\\a - b\\ <e, (oe Ah), Ab n Ay = 0 (b ^ b'), A=\jAb. 
beB 
Suppose that we apply the cleaning procedure to the original dataset A (N 
observations) and obtain an approximation for this dataset A (N observations). 
The numbers ma, a = 1,..., N present the numbers of points in each of the groups 
substituted by one representative aa). 
The set A can be used for constructing of an e-disjoint cover of A. 
Consider a function of the form 
1 N 
C(x\...,xk) = — ^mamin(||a;1-aa||,...,||xfc-oa||), (5.1.6) 
a=l 
where ma > 1 and compare with (5.1.4). These functions have a similar structure 
(saw teeth). However, the function in (5.1.4) has the same slope for all the teeth 
and the function in (5.1.6) has different slopes for different teeth. 
Recall that the function (5.1.6) is the generalized cluster function. 
W e use D G (which is a derivative-free method) for local minimization of the 
cluster function and generalized cluster functions (constructed on different e-disjoint 
covers of A). The calculation of discrete gradients is much easier if the number of 
addends in (5.1.6) is not very large. The decrease of the number of addends leads 
also to drastic diminishing of the number of local minima. 
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We use a generalized cluster function (which contains fewer addends than the 
corresponding cluster function) as an approximation to the cluster function. The 
following proposition allows one to assess the quality of this approximation. 
Proposition 2 Suppose that A determines an e-disjoint cover of A and let C be 
the generalized cluster function corresponding to this cover. 
Then 
\C(x\...,xk)-C(x\...,xk)\<e V (x\...,xk)ennxk. (5.1.7) 
Proof: Suppose that set A consists of N points: A = {a1,..., aN} and set A consists 
of N points A. = {a1,..., aN}. For each point a* e A, i = 1,..., N there exists a 
point OP™ e A, such that 
\W -aj^\\ <e. 
In this case the cluster function can be constructed as follows 
1 N 
C(x1,--.,xk) = -Y:s^k\\ai-xs\\ (5.1.8) 
i=l 
and the generalized cluster function can be constructed as follows 
1 R 1 N 
C(x\...,xk)^-^mammJaa~xl\\ = -Y:i^\\\a^-xl\\. (5.1.9) 
a=l i=i 
Suppose that s*(i), i = 1,..., N is an index, such that 
min Ha'-xl = lla* - xs*^\\ 
s=l,...,k " " " 
and l*(i), i = 1,..., N is an index such that 
min ||aJ'(i)-a;'|| = \\a>® - xl'®\\. 
Our goal is to assess the absolute value \C(xx,..., xk) — C(xl,..., xk)\. 
1. C(x\...,xk)-C(x\...,xk) = 
\i=l i=l / 
<^fEll"i-^<i)ll-El|aj(',-^<i)ll)< 
V i=l i=l J 
^ jf (E Hfli - *s*(i) -ai(i)+*s*(i)u) = ^ (E Ha' - ^(i)u) <e-
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2- -(C(x\...,xk)-C(x\...,xk)) 
1 ( N N \ 
N [E,ir>fcw-m - -lw - E s ™ \ ^ -xSw ^  
\i=l t=l '"' / 
1 / N N \ 
^ EII^-^II-E^-^II ]< v » = l i = l 
AT 
It means that the following inequality holds: 
|C(a;1,...,arfc)-C'(a;i,...;xJfe)|<e V (xu ... ,xk) e (JRn)k. 
R e m a r k 51 Most of our numerical experiments show that the qualities of approx-
imations are usually better than the qualities we can guarantee by Proposition 2 
(the generalized cluster functions approximate the cluster function more precisely). 
Suppose that the cleaning procedure has been applied to a dataset and all the 
points have been divided into Ari subsets of points, an e-disjoint cover of A (see also 
(5.1.5)). In each subset the m e a n point can be selected as the representative for 
the subset: 
1
 aeAi 
Remark 52 We use both versions of the cleaning procedure: with the mean point 
as the representative for the whole group and with the first point in the corre-
sponding group as the representative (see (5.1.5)). In our numerical experiments 
the calculations with the mean point as the representative have been more efficient, 
therefore if no special note, we use the version with the mean point as the represen-
tative. We present some of these examples later in this chapter. 
In some cases the generalized cluster function allows us to reach better results 
than the cluster function itself (see Chapter 5, R e m a r k 56). 
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Coordinate 
Cluster I 
Cluster II 
Cluster III 
Cluster IV 
Cluster V 
Cluster VI 
Cluster VII 
1 
8.5377 
2.5404 
0.5613 
0.7734 
0.4816 
1.7357 
4.6032 
2 
0.8917 
0.6846 
2.4468 
0.3967 
1.0979 
2.8443 
1.7175 
3 
1.5424 
1.4011 
0.7323 
1.2589 
0.5480 
1.4115 
1.5224 
5 
0.6659 
0.6664 
0.6657 
0.6652 
1.3308 
1.3314 
0.6660 
Table 5.1: Centres of clusters. Forward cleaning. 
5.1.3 Cleaning and the order of points in the dataset 
The cleaning procedure, described above, depends on the order of the points in the 
dataset. It means that if we change the order of the points in the original dataset we 
obtain different results for the cleaning procedure and therefore different results for 
the clustering procedure. W e present some results of numerical experiments which 
show us that the dependence is not very crucial. 
Consider the Emergency dataset. W e need to find 7 clusters. W e produce all 
our calculations in the norm || • ||i and mean-value scaling. W e choose a tolerance 
e > 0 and apply the cleaning procedure to the dataset reading the data forward 
and then backward (the same dataset, but different order of the points). 
Forward cleaning 
After cleaning we obtain a dataset which contains 4969 points. We find the centres 
of the clusters in the reduced dataset. W e check the cluster function value (1.5434) 
in the original dataset according to the centres found in the reduced dataset. The 
locations of the centres are presented in Table 5.1 
W e check the structure of the obtained clusters by means of (4.2.1), the results 
are presented in Table 5.2. 
Backward cleaning 
After cleaning we obtain a dataset which contains 4941 points. We find the centres 
of the clusters in the reduced dataset. W e check the cluster function value (1.5515) 
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7 clusters, •
 x 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1 
310 
1195 
1698 
5724 
4547 
1015 
697 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
285 
1028 
1456 
5235 
4037 
865 
617 
89.0 
91.0 
86.0 
85.0 
91.0 
88.0 
85.0 
88.0 
0.8 
269 
891 
1163 
3560 
3434 
690 
531 
69.4 
86.0 
74.0 
68.0 
62.0 
75.0 
67.0 
76.0 
0.7 
227 
728 
845 
2689 
2808 
517 
390 
54.0 
73.0 
60.0 
49.0 
46.0 
61.0 
50.0 
55.0 
0.6 
162 
546 
628 
2260 
1745 
392 
288 
39.6 
52.0 
45.0 
36.0 
39.0 
38.0 
38.0 
41.0 
0.5 
119 
354 
423 
1766 
1126 
263 
202 
28.0 
38.0 
29.0 
24.0 
30.0 
24.0 
25.0 
28.0 
0.4 
76 
173 
238 
811 
754 
156 
128 
15.4 
24.0 
14.0 
14.0 
14.0 
16.0 
15.0 
18.0 
0.3 
47 
61 
119 
140 
401 
85 
63 
6.0 
15.0 
5.0 
7.0 
2.0 
8.0 
8.0 
9.0 
0.2 
17 
17 
27 
29 
100 
32 
25 
1.6 
5.0 
1.0 
1.0 
0.0 
2.0 
3.0 
3.0 
0.1 
1 
2 
4 
3 
10 
4 
2 
0.2 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Table 5.2: Structure of clusters. Forward cleaning. 
in the original dataset according to the centres found in the reduced dataset. The 
locations of the centres are presented in Table 5.3 
W e also check the structure of the obtained clusters by means of (4.2.1), the 
results are presented in Table 5.4. 
Remark 53 The results of other numerical experiments (different norms, differ-
ent number of clusters, different value for e) lead to similar conclusions as in the 
described example (7 clusters, the norm \\ • ||ij. 
Comments on the results 
1. The direct clustering procedure applied to the original dataset reaches the 
point with a smaller value for the cluster function than the same procedure 
applied to the approximations of the original dataset, obtained after cleaning. 
2. The results obtained after the forward and backward cleaning procedure are 
similar to each other: 
• the size of the corresponding reduced datasets (4969 and 4941 points 
respectively), 
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Coordinate 
Cluster I 
Cluster II 
Cluster III 
Cluster IV 
Cluster V 
Cluster VI 
Cluster VII 
1 
7.92148 
0.49351 
0.47045 
2.44475 
1.47159 
0.87223 
4.10937 
2 
1.00755 
0.44668 
1.55500 
0.45918 
1.98041 
3.44804 
1.84101 
3 
1.54262 
1.07626 
0.46700 
1.36040 
1.36394 
1.12240 
1.50171 
5 
0.66920 
0.66585 
1.33076 
1.33066 
0.66570 
0.66604 
0.66509 
Table 5.3: Centres of clusters. Backward cleaning. 
7 clusters, 
c(a) < 
Distribution 
within clusters 
Percentage (average) 
Percentage (for each 
cluster separately) 
1 
343 
7107 
3835 
1225 
1176 
812 
688 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
0.9 
315 
6632 
2851 
1020 
937 
698 
612 
86.0 
91.0 
93.0 
74.0 
83.0 
79.0 
85.0 
88.0 
0.8 
300 
6130 
2399 
868 
770 
548 
541 
76.1 
87.0 
86.0 
62.0 
70.0 
65.0 
67.0 
78.0 
0.7 
246 
5614 
1986 
720 
573 
419 
441 
65.8 
71.0 
78.0 
51.0 
58.0 
48.0 
51.0 
64.0 
I 
0.6 
190 
3889 
1539 
565 
416 
293 
319 
47.5 
55.0 
54.0 
40.0 
46.0 
35.0 
36.0 
46.0 
0.5 
132 
2733 
1014 
413 
284 
185 
214 
32.8 
38.0 
38.0 
26.0 
33.0 
24.0 
22.0 
31.0 
0.4 
82 
2082 
710 
265 
147 
97 
128^ 
23.1 
23.0 
29.0 
18.0 
21.0 
12.0 
11.0 
18.0 
0.3 
49 
811 
408 
163 
76 
26 
62 
10.5 
14.0 
11.0 
10.0 
13.0 
6.0 
3.0 
9.0 
0.2 
18 
81 
112 
61 
29 
4 
20 
2.1 
5.0 
1.0 
2.0 
4.0 
2.0 
0.0 
2.0 
0.1 
1 
6 
12 
8 
6 
0 
3 
0.2 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Table 5.4: Structure of clusters. Backward cleaning. 
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• the cluster function values in the resulting points (1.5434 and 1.5515 
respectively). 
3. The location of the centres, obtained in the corresponding approximations of 
the original dataset are not identical, however we can find some similarities: 
• Cluster I and Cluster VII (forward cleaning) correspond to Cluster I and 
Cluster VII (backward cleaning). The correspondence is very explicit. 
• For all the other clusters the correspondence is not so strong, however 
we still can find some relations between the cluster: Cluster II, Clus-
ter III, Cluster IV, Cluster V, Cluster VI (forward cleaning) correspond 
to Cluster IV, Cluster VI, Cluster II, Cluster III, Cluster V respectively 
(backward cleaning). 
4. The structures of the corresponding clusters, obtained in the approximations 
of the original dataset are similar (especially for Cluster I and Cluster VII). 
5. The results obtained after the forward and backward cleaning procedure are 
much more similar to each other than to the results, obtained in the original 
dataset. W e suggest that the main reason for this difference in the results 
between the original dataset and the approximations is the selection of the 
initial points. In the case of the original dataset we use the point obtained 
by the if-meansLl method as an initial point for the nonsmooth optimization 
method. In the case of reduced datasets we use the point (1,1,..., 1) G IRnXfc 
as an initial point for nonsmooth optimization. A n explanation why it might 
be efficient to choose this point as an initial will be given later in this section 
(see also R e m a r k 6, Chapter 1). 
6. It is also important to develop some techniques for finding the points which 
are efficient as initial points for nonsmooth optimization. Later in this thesis 
we present the results of the numerical experiments, starting from different 
initial points. 
Remark 54 The results, described above have been obtained in numerical experi-
ments. It is always possible to obtain some examples where the described character-
istics do not hold, however they hold for the datasets studied in this thesis. 
5.1.4 Different tolerance for cleaning 
W e implement the cleaning procedure with different e in order to find an approxi-
mation of the original dataset which allows an essential reduction of the number of 
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addends in the corresponding generalized cluster function and keeps the approxima-
tion of the cluster function accurate enough for numerical experiments. 
W e apply the if-meansLl method to the original dataset and use the obtained 
point as the initial for nonsmooth optimization in the corresponding reduced datasets 
(the initial point is always the same). After each experiment we rearrange points of 
the original dataset to the clusters according to obtained centres. W e check 
• the values of the cluster function (in the original dataset) according to the 
centres, obtained in the corresponding approximations via generalized cluster 
functions; 
• the size of the corresponding clusters (the number of points in the clusters) 
obtained for the original dataset and the approximations. 
The results are presented in Table 5.5 (forward cleaning only, different e). 
In Table 5.5 the first column presents the coefficients h we use for constructing 
different e : 
N 
7711 
1 
£h = h— > m m \\a" — a 
N^m=i 
N ^—' m=l,...,N,m^i 
i=l 
R e m a r k 55 We use the value 
N 
— : Y ^ min \\am-ai\ 
N *~^ l=l,-,N,m=l,-,N,tym 
i=l 
as a base. 
"Number of points" presents the number of points in the dataset after the clean-
ing procedure (e = £/»). 
"Distance" presents the average difference dh between centres of the corresponding 
clusters: 
i=l 
where xt are the centres of clusters for the original dataset, obtained by the mini-
mization of the cluster function, and x\ are the centres obtained by the minimization 
of the generalized cluster functions corresponding to eh-
"Change of clusters" contains the numbers Rh, i = !,--.,1- These numbers 
characterize the change of the size of each cluster. By definition 
ITV* - N\ ! 
rji _ r err x dean I 
Rh- jji ' 
1
 or 
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where N^ is the number of points within the cluster i, that obtained by the mini-
mization of the cluster function (original dataset) and Nldean is the number of points 
within this cluster, obtained by the minimization of the generalized cluster functions 
(cleaned dataset). 
"Cluster function" presents the value for the cluster function (in the original 
dataset) calculated according to the centres obtained in the corresponding approxi-
mations of the original dataset (using generalized cluster function). 
Remark 56 The numerical experiment with the approximation of the original dataset 
(corresponding to the coefficient h = 0.1) produces a lower cluster function value 
than the experiment with the original dataset. We suggest that the reason for this 
improvement is that the number of local minima for the cluster function is signifi-
cantly larger than for the generalized cluster function. Therefore, in this example, the 
application of DG (which is a local method, see Chapter 2 for details and references) 
to the generalized cluster function leads to a better value of the cluster function than 
the direct application of the method to the cluster function. 
The results obtained for different numbers of clusters A; < 7 are similar, therefore 
we present the results only for k = 7. 
The results of the numerical experiments, presented in Table 5.5, demonstrate 
that approximations of the original dataset, reducing more than 10 times the number 
of addends in the generalized cluster function, are still able to produce satisfactory 
results. 
• In the case oih — 0.3, 1487 observations, the location of the centres is close to 
the location of the centres in the case of the original dataset and the cluster 
function values are almost the same (less than 1 % difference). 
• In the case of h = 0.4, 938 observations, the location of the centres is quite 
different to the location of the centres in the case of the original dataset, 
but the cluster function values are not very far from each (still less than 1 % 
difference). 
The obtained results also show that the proposed procedure allows a significant 
reduction of the size of the datasets keeping computations quite accurate. 
5.1.5 Cleaning and different scaling 
In our research we use two different kinds of scaling: mean-value scaling and max-
min scaling (see Chapter 1 for details). 
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h 
0 
0.1 
0.2 
0.3 
0.4 
0.5 
Number of 
points 
15186 
5989 
2740 
1487 
938 
652 
Distance 
0 
1.09 
1.00 
1.07 
1.53 
2.32 
Change of clusters 
0, 0, 0, 0, 0, 0, 0 
0.009,0.103, 0.010,0.020,0.024,0.089, 0.007 
0.010, 0.007, 0.012, 0.011,0.025, 0.008, 0.009 
0.075,0.035,0.009, 0.008, 0.158,0.049,0.153 
0.390, 0.150, 0.255,0.016, 0.302, 0.098,0.032 
0.289, 0.238, 0.165, 0.017, 0.340, 0.139,0.066 
Cluster 
function 
1.2780 
1.2774 
1.2795 
1.2855 
1.2868 
1.2964 
Table 5.5: Choice of e and clustering. Emergency dataset. Norm 
W e apply the cleaning procedure to the Emergency dataset, using both kinds of 
scaling. In Tables 5.6-5.9 we present the coordinates of the centres of the clusters 
obtained in these experiments. 
1. Mean-value scaling. 
• Table 5.6: without cleaning, 15186 observations. 
• Table 5.7: with cleaning, 4969 observations. 
2. Max-min scaling. 
• Table 5.8: without cleaning, 15186 observations. 
• Table 5.9: with cleaning, 6312 observations. 
Prom these tables we observe that 
• for mean-value scaling: the locations of the centres are almost identical for the 
original dataset and the reduced dataset, however in the case of the generalized 
cluster function the number of addends is reduced by more than 2/3; 
• for max-min scaling: in this case we also observe that the dataset which is 
reduced by more than 2/5 allows one to get quite accurate results. 
Remark 57 When we restore the coordinates of the centres for each kind of scaling, 
they are not the same. Therefore, different scalings lead to different clusterings. 
M a i n conclusion. The numerical experiments with two kinds of scaling show 
that the proposed cleaning procedure is a very promising approach: the results 
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Coordinate 
Cluster I 
Cluster II 
Cluster III 
Cluster IV 
Cluster V 
Cluster VI 
Cluster VII 
1 
4.27 
0.34 
0.15 
0.10 
0.10 
1.68 
0.11 
2 
0.94 
1.86 
0.50 
0.21 
0.19 
2.23 
0.34 
3 
1.54 
0.58 
0.43 
1.50 
1.40 
1.40 
0.55 
5 
0.67 
0,67 
1.33 
0.66 
1.33 
1.33 
0.67 
Table 5.6: Centres of clusters. Without cleaning. Mean-value scaling. 
Coordinate 
Cluster I 
Cluster II 
Cluster III 
Cluster IV 
Cluster V 
Cluster VI 
Cluster VII 
1 
4.28 
0.34 
0.17 
0.12 
0.11 
1.68 
0.13 
2 
0.94 
1.86 
0.48 
0.23 
0.22 
2.24 
0.32 
3 
1.54 
0.57 
0.43 
1.52 
1.37 
1.40 
0.55 
5 
0.67 
0.67 
1.33 
0.67 
1.33 
1.33 
0.67 
Table 5.7: Centres of clusters. After cleaning. Mean-value scaling. 
Coordinate 
Cluster I 
Cluster II 
Cluster III 
Cluster IV 
Cluster V 
Cluster VI 
Cluster VII 
1 
0.14123 
0.00990 
0.00911 
0.13073 
0.00547 
0.00649 
0.00566 
2 
0.00201 
0.00131 
0.00096 
0.00177 
0.00142 
0.00062 
0.00069 
3 
0.20703 
0.03227 
0.06978 
0.18815 
0.19626 
0.11295 
0.19625 
5 
0.14286 
0.28573 
0.14283 
0.28574 
0.28570 
0.28572 
0.14286 
Table 5.8: Centres of clusters. Without cleaning. Max-min scaling. 
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Coordinate 
Cluster I 
Cluster II 
Cluster III 
Cluster IV 
Cluster V 
Cluster VI 
Cluster VII 
1 
0.14122 
0.01002 
0.00906 
0.13078 
0.00572 
0.00663 
0.00565 
2 
0.00207 
0.00128 
0.00127 
0.00185 
0.00057 
0.00053 
0.00076 
3 
0.20793 
0.03223 
0.06990 
0.18819 
0.19618 
0.11292 
0.19606 
5 
0.14286 
0.28573 
0.14286 
0.28572 
0.28571 
0.28571 
0.14286 
Table 5.9: Centres of clusters. After cleaning. Max-min scaling. 
obtained in the original datasets and in the corresponding approximations are similar 
to each other, but the number of addends in the objective function has been reduced 
significantly after cleaning. 
In this section the results of preliminary testing of the proposed cleaning 
procedure have been presented. The rest of the chapter is devoted to numerical 
experiments that are much more challenging than the preliminary tests. 
5.2 Direct and successive version of cleaning 
In this section we present and test several approaches for constructing smaller size 
approximations of original datasets. 
Consider an original dataset which contains N observations. Suppose that we 
have found an approximation to the original dataset and the approximation contains 
iVi observations. For our convenience in the future we will say that 
- the approximation keeps —^ * 100% of the size of the original dataset; 
- the approximation keeps Nx points of the original dataset (even if the mean point 
is chosen as a representative for each subset of the obtained e-disjoint cover of 
the original dataset instead of a point from the dataset, see also (5.1.5)). 
5.2.1 Constructing of dataset approximations 
In order to test our numerical techniques and develop some new approaches we have 
to produce several different size approximations of the original dataset. W e present 
two different ways to obtain such sequences (grids) of approximations of datasets. 
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1. Direct cleaning (independent cleaning, one-stage cleaning). We can choose 
different values for e and apply the cleaning procedure to the original dataset 
(the size of this dataset is large) several times with different e. The more 
observations we need to remove the larger value for e we have to take. 
2. Successive cleaning (several-stage cleaning). This procedure contains several 
stages. 
First stage. We apply the cleaning procedure to the original dataset and 
obtain a new dataset A\ = {o^}^. 
Ax contains N± points, Nx < N. We also keep the numbers m\,... ,mxNi for 
each vector a\, i — 1,..., N\. 
Second stage. We select another tolerance ei and apply the cleaning proce-
dure to the dataset Ax. As the result we obtain a new dataset A2 = {a2}^v 
At this stage we calculate the numbers 
mfc = Em^' 
leLk 
where / € Lk means that the point a[ is assigned to the group which is repre-
sented by a2 in the dataset A2. 
We can continue the process. 
At the A;-th stage we obtain the dataset Ak, applying the cleaning procedure 
(with the tolerance £k-i) to the dataset Ak-i, obtained on the (k — l)-th stage. 
Remark 58 If we need to obtain several different size approximations of the orig-
inal dataset, it is less computationally expensive to apply the several stage cleaning 
procedure. This procedure (starting from the second stage) allows one to work with 
datasets which contain fewer points than the original dataset. However, an approx-
imation of the original dataset obtained by the direct cleaning procedure is more 
precise than an approximation obtained by the successive cleaning procedure, if the 
size of these two approximations is the same or almost the same (if the number of 
stages in the successive cleaning procedure is more than one). It happens because 
in the successive cleaning, starting from the second stage, we approximate approxi-
mations of the original dataset rather the original dataset itself (the approximations 
obtained on the previous stage). 
5.2.2 Numerical experiments with different type of dataset 
approximations 
We construct sequences of datasets which are approximations for the original test-
datasets. These approximations are obtained by the cleaning procedure (one or 
5.2. DIRECT AND SUCCESSIVE VERSION OF CLEANING 
Stage of cleaning 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
1 
1 
0 
1 
2 
3 
4 
5 
6 
7 
1 
1 
Number of observations 
20000 
11973 
8367 
3938 
2325 
1861 
1448 
791 
615 
224 
810 
353 
10992 
6407 
3577 
2299 
1080 
802 
387 
192 
426 
216 
Name of the new dataset 
Letters 
Letl 
Let2 
Let3 
Let4 
Let5 
Let6 
Let7 
Let8 
Let9 
LetOl 
Let02 
Pendigits 
Penl 
Pen2 
Pen3 
Pen4 
Pen5 
Pen6 
Pen7 
PenOl 
Pen02 
Table 5.10: Grid of approximations 
several stages). In Table 5.10 we present a brief description of obtained datasets. 
W e consider two dataset approximations (almost the same size) obtained after 
the cleaning procedure from the Letters dataset. 
The first approximation (LetOl) has been produced in one stage, it contains 810 
points. The second approximation (Let7) has been produced in seven stages, it 
contains 791 points. 
W e apply D G to these dataset approximations and compare the obtained clusters 
and corresponding cluster function values. 
In Table 5.11 we present the results. 
"Changes of centres" present the distance between the centres of the correspond-
ing clusters (norm || • ||i) obtained in LetOl and Let7. 
126 CHAPTER 5. LARGE-SCALE DATASETS: SIZE REDUCTION 
Initial 
point 
K-meansLl 
Uniform 
Ordered 
Uniform-ordered 
Changes of 
centres 
(norm )| • ||i distance) 
0.76, 0.57, 7.29 
0.96, 0.27, 0.32 
1.35, 4.97, 0.46 
4.85, 0.83, 1.08 
Changes of 
cluster size 
(percentage) 
48.9%, 15.5% 99.4% 
7.9%, 1.5%, 8.0% 
10.3%, 67.8%, 8.5% 
49.2%, 11.9%, 10.0% 
Cluster function value 
(original dataset) 
1 stage/ 7 stages 
4.2761/ 4.2984 
4.2761/ 4.2984 
4.3506/ 4.4366 
4.2761/ 4.3826 
Table 5.11: Cluster function value: D G in different kinds of dataset approximations 
"Changes of cluster size" is calculated by the following formula: 
|JV7 - iVil 
N7 
100%, 
where N7 is the number of points in the corresponding cluster obtained in Let7, 
JVi is the number of points in the corresponding cluster obtained in LetOl. 
Comments on Table 5.11. 
• It is obvious from the table (column "Changes of centres" and column 
"Changes of cluster size") that the clusters, obtained in LetOl and Let7 
are different: the locations of the corresponding centres are different and the 
sizes of the corresponding clusters are different. 
• In the case of LetOl the cluster function values are smaller (the minimization 
is more efficient) than in the case of Let7 (the last column of Table 5.11). This 
result is natural, because in the case of the direct cleaning procedure we work 
with approximations of the original dataset which are much more precise than 
in the case of the successive cleaning procedure (see also R e m a r k 58). 
5.3 Initial points 
The results of most local optimization methods are very sensitive to an initial point 
selection. Therefore, the study of the efficiency of initial points for a local optimiza-
tion method is very important. 
Suppose that we study a dataset for which each observation contains n features. 
W e want to find k clusters. In this case an initial point is a vector x e K n - W e 
suggest the following approaches for the initial point selections. 
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if-means initial point. The if-means algorithm (in the case of the Euclidean 
norm) or the if-meansLl algorithm (in the case of the || • ||
 t norm) is applied to 
the original dataset and then the result point is considered as an initial point for 
an optimization method. W e call this initial point the K-means initial point or 
K-meansLl initial point. 
Remark 59 We produce all the experiments with the norm || • ||i, therefore we use 
the K-meansLl method and the K-meansLl initial point. 
Remark 60 For the K-meansLl method we use the first k points (recall that k is 
the number of clusters) of the original dataset as the initial centres. However, if 
we change the initial centres (the same problem for K-means), the results might be 
different (see also Chapter 1 E x a m p l e 8 and Example 7 for details). Therefore, 
the K-meansLl (K-means) initial point can be constructed differently, depending on 
the collection of initial centres for K-meansLl (K-means) itself. 
Uniform initial point. The application of optimization methods to clustering 
requires a certain data processing (see also Chapter 1). In particular, a scaling 
procedure should be applied. Usually we convert a given dataset to a dataset where 
the mean-value is equal to 1 for each feature (see Chapter 1 Section 1.3). Therefore, 
it might be efficient to use the point x = (1,1,..., 1) G lRnxfc as an initial one. W e 
call this initial point the uniform initial point. 
Ordered initial point. After the cleaning procedure (suppose that this procedure 
contains j stages) we obtain the dataset Aj and the numbers m^l = l,...,Nj. 
Recall that m*- shows how many points from the dataset Aj-i (the (j - l)-th stage 
of cleaning) are represented by aj in the dataset Aj (the j'-th stage of cleaning). W e 
can say that these numbers represent "weights" of the corresponding points. It is 
natural to consider the collection of the "heaviest" k points as initial centres. The 
procedure for obtaining these centres can be described as follows. W e rearrange the 
points (in the corresponding approximation of the original dataset) according to the 
order of their "weights": the numbers m\, I = 1,..., Nj decrease. Then we take the 
first k points from this rearranged dataset. The initial point is 
x = (an, a12,..., ain,..., ak\, - • •, akn) 6 IRn • 
We call this initial point the ordered initial point. 
Uniform-ordered initial point. This initial point contains ones for the first n 
coordinates and the next n(k-l) are the collection of (k -1) points with the largest 
"weights". This point is constructed as a combination of the uniform initial point 
and the ordered initial point. 
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Let A = A0 be a given original dataset and let Ax,...,Aj be a sequence of 
approximations of the datasets. The corresponding cardinal numbers aieNi,...,Nj 
such that 
Ari > N2 > ... > Nj. 
These datasets are constructed by the cleaning procedure with different e (direct 
or successive). W e can use one of the approaches described above to select initial 
points. W e study two different approaches to determine the centres of the clusters 
in the datasets A,A\,...,Aj. 
• Independently. For each of the datasets A,A1,...,Aj,we calculate centres 
of clusters independently and compare the location of the centres. 
- An initial point can be obtained by one of the approaches described above 
(if-meansLl, uniform, ordered, uniform-ordered). 
- In the original dataset A all the points have the same "weights". There-
fore, in the case of the original dataset (ordered and uniform-ordered 
initial points) we use the smallest size approximation Aj of the dataset A 
for producing the initial points (for constructing points with different 
weights). 
• Stage-by-stage. Initial points for the smallest size approximation Aj of the 
original dataset A can be obtained by one of the approaches described above 
(if-meansLl, uniform, ordered, uniform-ordered). Assume that the centres of 
the clusters for the dataset Ai, 1 < i < j have already been found. W e can 
consider these centres as a good initial point for calculation of centres for the 
next dataset A^_i, 1 < i < j. W e continue this process until we calculate the 
centres for the original dataset A = AQ. 
5.4 Numerical experiments with original datasets 
and their approximations: cluster function 
values 
5.4.1 Datasets 
We carry out numerical experiments with two well-known test-datasets (see Ap-
pendix B). 
• Letters dataset (20000 observations, 26 classes, 16 features). This is samples 
of 26 capital letters, printed in different fonts. 
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• Pendigits dataset (10992 observations, 10 classes, 16 features). 
The description of these datasets could be found also in [49]. 
5.4.2 Numerical experiments with cleaned datasets. 
Datasets obtained after the cleaning procedure (cleaned datasets) are approxima-
tions for the original datasets. Removing a high percentage of observations, we 
make our experiments less computationally expensive. However, we have to keep 
a certain amount of observations be able to get efficient results by means of the 
minimization of the cluster function. 
In our research (see [11] for details) we found that the larger the number of 
points in the original dataset the higher percentage of observations we can remove 
keeping our results efficient. For example, for most of the medium-size datasets 
(the Heart disease dataset, the Australian credit dataset, the Liver disorder dataset 
and others) we have to keep at least 5 0 % of the observations. However, for most 
of the large-scale datasets we can keep a much lower percentage of the observations 
(10-20%). 
W e present the comparison of the cluster function values, obtained by the D G 
method, starting from different initial points in the original datasets and their 
cleaned versions. The results are presented in Tables 5.12-5.13. 
W e compare these results with the results obtained by the if-meansLl method 
alone, applied to the original datasets (the results obtained by the if-meansLl 
method are also presented in Tables 5.12-5.13). 
Remark 61 We apply the DG method to the cleaned datasets in order to obtain the 
centres of the clusters, therefore DG method itself uses values of the corresponding 
generalized cluster function. The result values presented in the corresponding tables 
are the cluster function values, therefore they are calculated in the original datasets. 
Recall that the values of the cluster function can be used for evaluating the 
quality of clustering. A lower value of the cluster function corresponds to a higher 
quality of clustering. 
Comments on tables 
• The numerical experiments with larger size approximations of the dataset 
mostly produce better clustering results (lower values of the cluster function) 
than the experiments with smaller size approximations. 
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Number of 
clusters 
3/4 
3/4 
3/4 
3/4 
3/4 
3/4 
3/4 
3/4 
3/4 
3/4 
3/4 
3/4 
3/4 
Method and 
initial point 
if-means!l first k points as initial centres 
DG, if-means!, 1 
DG, Uniform 
DG, Ordered 
DG, Uniform-ordered 
DG, if-means! 1 
DG, Uniform 
DG, Ordered 
DG, Uniform-ordered 
DG, if-means! 1 
DG, Uniform 
DG, Ordered 
DG, Uniform-ordered 
Number of 
observations 
10992 
10992 
10992 
10992 
10992 
192 (2%) 
192 
192 
192 
802 (7%) 
802 
802 
802 
Cluster function 
value 
6.5621/5.931 
6.3371/5.7197 
6.6382/5.8154 
6.3371/5.7172 
6.3371/5.8154 
6.4498/5.9136 
6.8534/6.0091 
6.8405/6.2172 
6.7140/6.3132 
6.3683/5.7870 
6.3805/5.7692 
6.3683/5.7612 
6.4160/5.7869 
Table 5.12: Cluster function value: Pendigits dataset 
Number of 
clusters 
3/4 
3/4 
3/4 
3/4 
3/4 
3/4 
3/4 
3/4 
3/4 
3/4 
Method and 
initial point 
if-means!l, first k points as initial centres 
DG, if-means! 1 
DG, Uniform 
DG, Ordered 
DG, Uniform-ordered 
DG, if-means! 1 
DG, Uniform 
DG, Ordered 
DG, Ordered 
DG, Uniform-ordered 
Number of 
observations 
20000 
20000 
20000 
20000 
20000 
615 (3%) 
615 
615 
1448 (7%) 
615 
Cluster function 
value 
4.4126/4.2792 
4.2511/4.0982 
4.2514/4.0582 
4.2594/4.0702 
4.2514/4.1244 
4.3257/4.1969 
4.3257/4.1525 
4.4998/4.2112 
4.2829/4.1230 
4.3257/4.2787 
Table 5.13: Cluster function value: Letters dataset 
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HOWEVER 
- The objective function (the corresponding generalized cluster function) is 
more complicated for larger size approximations than for smaller size 
approximations. 
- In s o m e of the numerical experiments with smaller size approxima-
tions of the dataset we obtain better results than in the experiments 
with larger size approximations (see also Chapter 5, R e m a r k 56 for de-
tails). For example, in the case of the Pendigits dataset (uniform initial 
point, 3 and 4 cluster) the experiments with the approximation Pen5 
(802 points) reach better results than the experiments with the original 
dataset (10992 points). 
• Very often the numerical experiments with the if-means! 1 initial point pro-
duce better results than the experiments with the other initial points. 
HOWEVER 
- It is more difficult to generate the if-means! 1 initial point than the others: 
we have to apply the corresponding clustering method first. 
- The results obtained by the if-means!l method itself are sensitive to the 
selection of the initial point (see Chapter 1). 
• The DG method applied to smaller size approximations of the original datasets 
produces better results than the if-means!l method alone applied to the 
original dataset. 
- In the case of the if-means! 1 initial point it is sufficient to take the 
approximations whose size is 2-3% of the size of the original datasets. 
These results are not surprising because the preliminary procedure for 
constructing this initial point is the if-means!l m e t h o d itself. 
- In the case of the other initial points it is sufficient to take the approxima-
tions whose size is 5-7% of the size of the original datasets. However, the 
corresponding preliminary clustering procedure is not required to obtain 
these initial points. 
In this section we compare the result values of the cluster functions, obtained 
by different methods ( D G and if-means!l) in the original dataset and in their ap-
proximations, starting from different initial points. It is possible that two different 
collections of centres of clusters are able to generate the same (or almost the same) 
value for the cluster function. They can represent, for example, two different inde-
pendent ways to divide a dataset into clusters and both the divisions are reasonable 
(see also Chapter 1 Example 6). 
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5.5 Stabilization of centres 
The next step in our research is to compare the clusters obtained in the original 
datasets and their approximations. W e use different size approximations of the 
original datasets. The goal is to find out the percentage of the size we have to keep 
in an approximation of the original dataset, such that we are able to get (almost) 
the same clusters in the original dataset and in the approximation (stabilization). 
Remark 62 We consider approximations of the original datasets which keep no 
more than 10-20% of the size of the original datasets. If approximations are larger, 
the corresponding generalized cluster functions are still less computationally expen-
sive than the cluster functions, but a generalized cluster function is only an 
approximation for the corresponding cluster function. Therefore, we sup-
pose that it is reasonable to use the original dataset rather than an approximation 
if the approximation keeps m o r e than 2 0 % of the size of the original dataset. 
First, we apply a nonsmooth optimization method (in our research we use DG 
and H M , see Chapter 2) to the original datasets and their approximations to obtain 
the location of the centres for the clusters. Then we compare the obtained clusters: 
we compare the locations of the corresponding centres and the sizes of the clusters 
(number of points within each cluster). If the changes of the clusters (locations of 
centres and numbers of points for the clusters) are not significant, we say that a 
certain level of stabilization is reached. 
In this section we study two different kinds of stabilization (they are based on 
different optimization techniques and different procedures to create dataset approx-
imations) . 
Grids of cleaned datasets for both Pendigits and Letters have been created al-
ready (see Table 5.10). W e use these approximations of the original datasets in our 
research. 
5.5.1 First kind of stabilization 
This procedure can be described as follows. First, we apply DG to the original 
datasets and to their cleaned approximations for obtaining the centres of the clus-
ters. W e use the successive cleaning procedure to obtain dataset approxima-
tions. Then we compare the clusters obtained in the original dataset and in the cor-
responding approximation. W e compare the locations of the corresponding centres 
and the sizes of the corresponding clusters (numbers of points within the clusters). 
If the changes of the clusters (locations of centres and sizes) are not significant, we 
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Number of 
points 
791 
(4%) 
791 
(4%) 
1864 
(9%) 
1864 
(9%) 
Number of 
clusters 
3 
4 
3 
4 
3 
4 
3 
4 
Initial 
point 
if-means! 1 
if-means! 1 
Uniform 
Uniform 
Ordered 
Ordered 
Uniform-ordered 
Uniform-ordered 
Changes of centres: 
distance (norm |) • \\i) 
0.50, 0.72, 0.58 
0.89, 1.47, 1.03, 0.36 
0.72, 0.58, 0.33 
1.14, 0.93, 0.73, 0.18 
2.88, 4.45, 1.33 
0.24, 1.18, 2.95, 6.27 
0.25, 0.89, 1.18 
0.83, 3.37, 1.92, 1.27 
Changes of clusters: 
size (percentage) 
11.8%, 12.7%, 2.4% 
22%, 28.6%, 3.1%, 12.2% 
12.7%, 0.9%, 13.9% 
29.3%, 7.0%, 6.3%, 16.3% 
2.9%, 28.2%, 25.7% 
27.5%, 2.0%, 42.5%, 27.1% 
5.6%, 19.1%, 35.7% 
8.8%, 48.2%, 76.5%, 24.5% 
Table 5.14: Stabilization of the first kind: Letters 
Number of 
points 
802 
(7%) 
1080 
(10%) 
2299 
(20%) 
2299 
(20%) 
Number of 
clusters 
3 
4 
3 
4 
3 
4 
3 
4 
Initial 
point 
if-means!l 
if-means! 1 
Uniform 
Uniform 
Ordered 
Ordered 
Uniform-ordered 
Uniform-ordered 
Changes of centres: 
distance (norm || • ||i) 
0.65, 1.10, 0.92 
0.78, 1.53, 0.93, 2.05 
7.90, 0.45, 3.64 
1.14, 0.93, 0.73, 0.18 
3.87, 7.99, 0.59 
1.61, 0.66, 0.45, 4.15 
0.30, 0.22, 0.47 
0.02, 0.39, 0.04, 0.39 
Changes of clusters: 
size (percentage) 
2.3%, 4.6%, 2.4% 
2.0%, 6.8%, 0.2%, 9.8% 
83.7%, 0.1%, 25.4% 
29.3%, 7.0%, 6.3%, 16.3% 
33.7%, 44.6%, 0.0% 
20.5%, 4.2%, 0.8%, 46% 
0.5%, 0.5%, 0.2% 
1.2%, 29.8%, 2.8%, 46.8% 
Table 5.15: Stabilization of the first kind: Pendigits 
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say that a certain level of stabilization is reached. In Tables 5.14 - 5.15 we present 
the obtained results (first kind of stabilization). 
"Changes of centres: distance (norm || • Hi)" presents the distance between the 
corresponding centres obtained in the original datasets and their approximations. 
"Changes of clusters: size (percentage)" presents the percentage of the number 
of points which changed their membership in the corresponding clusters if, instead of 
the original dataset, we consider the corresponding approximation. This percentage 
can be defined as follows 
|JVor
 ~
 Napl
 * 100%, 
Jvor. 
where N^ is the number of points in the corresponding cluster obtained in the orig-
inal dataset and 
Nap is the number of points in the corresponding cluster obtained in the approxi-
mation of the original dataset. 
For the Letters dataset the first kind of stabilization is achieved in the case of 
3 clusters (if-means!l and uniform initial point). The percentage of the size we have 
to keep in the approximation is 3-4%. The changes of the size for the corresponding 
clusters are under 14%. In all the other cases (other initial points or 4 clusters) this 
kind of stabilization is not observed even if we keep a higher percentage of the size: 
the changes of the size for the corresponding clusters in some cases exceeds 4 0 % 
(ordered and uniform-ordered initial point, 4 clusters). It means that the clusters 
obtained in the original dataset and in the corresponding approximations are very 
different. 
For the Pendigits dataset the first kind of stabilization is achieved in the case of 
the if-means!l initial point (3 and 4 clusters, the percentage of the size we have to 
keep in the approximation is around 7%) and in the case of the uniform-ordered ini-
tial point (3 clusters, the percentage of the size we have to keep in the approximation 
is around 20%). The changes of the size for the corresponding clusters are under 
10%. In all the other cases the first kind of stabilization is not observed. For this 
dataset there are several examples where the changes of the size for the correspond-
ing clusters are over 4 0 % : the case of the ordered initial point (3 and 4 clusters), 
the case of the uniform-ordered initial point (4 clusters). In the case of the uniform 
initial point and 3 clusters the change of the size is 83.7%. 
W h e n we check the proportion of the points "moved" from one cluster to another 
(for both datasets) we find that whole groups of points "moved" from one cluster to 
another even if the changes in the location of the centres of the clusters are not very 
significant. For example, in the case of the Pendigits dataset (uniform initial point, 
4 clusters) the changes in the location of the centres are not very significant, however 
the changes in the size of the clusters are quite obvious (up to 29.3%). In this case 
it might be efficient to split these clusters into several smaller clusters (hierarchical 
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clustering). 
Remark 63 The cases where small changes in the location of the centres lead to 
significant changes in the size of the clusters can be explained as follows. Some of the 
obtained clusters contain a small number of points. Small changes in the location of 
the centres change the membership of some of the points from the small size cluster 
(the number of this points is not very large). However, the percentage of the points 
which change their membership is high for the small size clusters. 
We conclude that there is no stabilization in the proposed sense (first kind of 
stabilization): the clusters obtained by D G in the original dataset are not the same 
as the clusters obtained in the approximations. 
5.5.2 Second kind of stabilization 
Second kind of stabilization: brief description 
We apply another procedure to check the stabilization hypothesis (the second kind 
of stabilization). This procedure is more accurate but also more "expensive" from 
a computational point of view. 
This procedure can be described as follows. 
• Step 1. We apply HM (see Chapter 2) to the cleaned approximations of the 
original dataset. W e use the direct cleaning procedure. 
• Step 2. We apply DG to the original dataset, starting from the point obtained 
on Step 1. 
• Step 3. We compare the clusters obtained in the original dataset and in the 
corresponding approximation: we compare the locations of the corresponding 
centres and the sizes of the corresponding clusters (numbers of points in the 
clusters). 
If the changes in the clusters (locations of centres and sizes) are not significant, 
we say that a certain level of stabilization is reached. 
Studying this kind of stabilization, we have to apply H M (Step 1). W e present a 
brief description of the results obtained by H M , working with clusterization functions 
and a comparison of H M with D G . 
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Dataset 
description 
Pen02 
426(4%) 
3 clusters 
PenOl 
216(2%) 
4 clusters 
Initial 
point 
Uniform 
Ordered 
U nif orm-ordered 
Random 
Uniform 
Ordered 
Uniform-ordered 
Random 
Changes of centres 
(norm || • ||i distance) 
0.03, 1.74, 1.27 
0.00, 0.00, 0.00 
0.0, 2.06, 1.40 
0.03, 1.74, 1.27 
0.08, 0, 0.71, 2.15 
0.48, 0.08, 5.02, 7.86 
0.48, 0.08, 5.02, 7.86 
0.58, 2.45, 214.06, 45.8 
Changes of clusters: 
size (percentage) 
1.3%, 14.6%, 9.4% 
0.0%, 0.0%, 0.0% 
3.6%, 18.3%, 10.9% 
1.3%, 14.6%, 9.4% 
8.47%, 0.99%, 2.17%, 17.62% 
7.03%, 9.99%, 37.83%, 46.27% 
7.03%, 9.99%, 37.83%, 46.27% 
100%,3.11%,31.1%,40.78% 
Table 5.16: Comparison of clustering results starting from different initial points 
(some examples) 
Hybrid method starting from different initial points 
It has been shown already that the results obtained by DG are very sensitive to the 
selection of the initial centres. Our goal now is to check the sensitiveness of H M to 
the selection of collections of initial centres. 
W e produce our experiments with original datasets and their approximations. 
For each dataset we consider one-stage dataset approximations (LetOl, Let02 and 
PenOl, Pen02). W e use H M , starting from five different initial points: four initial 
points described before (if-means!l, uniform, uniform-ordered, ordered and one 
more initial point which has been generated randomly). 
H M leaves many local minima obtained by D G , however there is no significant 
improvement in the sense of the cluster function values and generalized cluster func-
tion values (see Table 5.17 for more information). It means that 
- the generalized cluster function contains a lot of local minima which are almost 
equivalent from the point of view of minimization; 
- being much less computationally expensive than HM, DG reaches a local minimum 
which is almost equivalent to the minimum reached by H M . 
In Table 5 16 we compare the clusters obtained by HM starting from different 
initial points: the results obtained by H M starting from the if-means!l initial 
point are compared with the results obtained by H M starting from all the other 
initial points. 
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"Changes of centres (norm || • ^  distance)" presents the distance between the 
corresponding centres obtained starting from the if-means!l initial point and other 
initial points. 
"Changes of clusters: size (percentage)" presents the percentage of the number 
of points that changed their membership in the corresponding clusters if instead of 
the if-means!l initial point we consider another initial point. This percentage can 
be calculated by the following formula: 
^-^.IOOK, 
NKM 
where NKM is the number of points in the corresponding cluster obtained starting 
from the if-means!l initial point, N0 is the number of points in the corresponding 
cluster obtained starting from other initial points. 
Comments on Table 5.16. 
• In the first example (3 clusters, 426 points) the obtained cluster function values 
are different for all the initial points, however we can distinguish three different 
groups of the results. 
1. Group 1. The if-means! 1 and ordered initial point lead to the same 
resulting point. 
2. Group 2. The uniform initial point leads to a resulting point which is not 
very close to the resulting point obtained in group 1. 
Remark 64 In this example it appeared that the random initial point 
leads to the same local minimum as the uniform initial point. The results 
obtained by HM, starting form this point are quite efficient. However, it 
is very seldom that an initial point which has been chosen randomly leads 
to an efficient local minimum. 
3. Group 3. The uniform-ordered initial point leads to a resulting point 
which is very close to the resulting point obtained in group 2, but quite 
far from the resulting point obtained in group 1. 
In this example the smallest value for the cluster function is achieved in 
group 1, it is almost the same in group 2 and slightly larger in group 3. 
However, for the generalized cluster function we obtain another kind of result: 
the smallest value is achieved in group 3, slightly larger in group 2 and the 
largest in group 1 (the difference between group 2 and group 1 is very slight). 
• In the second example (4 clusters, 216 points) the obtained cluster function 
values are different for different initial points. W e can distinguish four different 
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groups of the results. Here we present them in the order of decreasing 
resulting value of the cluster function. The order of the groups according 
to decreasing resulting value of the generalized function is the same. 
1. Group 1. The random initial point leads to a resulting point which is 
very different from the resulting points in all the other groups. 
2. Group 2. The uniform-ordered and ordered initial point lead to the same 
resulting point. 
3. Group 3. The if-means!l initial point leads to a resulting point which is 
quite far from the resulting point obtained in group 2 (the cluster function 
values are different, the locations of the centres are different). 
4. Group 4. The uniform initial point leads to the resulting point which is 
not very far from the resulting point, obtained in group 3. 
The random initial point (group 1) is very different from others (the cluster 
function value obtained starting from this initial point is the worst among the 
whole group and there is even one empty cluster). The smallest value for the 
cluster function is achieved in group 4, it is almost the same in group 3 and 
slightly larger in group 2. 
Remark 65 In many other examples (which are not presented in Table 5.16) we 
obtain similar results. HM, starting from different initial points, achieves points 
with the same or almost the same values for the corresponding cluster functions 
(generalized cluster functions). See also Table 5.17 for more examples. Very often 
the locations of the corresponding centres, obtained starting from different initial 
points (K-meansLl, ordered, uniform-ordered, uniform, but not random) are not 
the same or almost the same, but also quite close to each other. 
HM: important observations. 
W e find that the results obtained by H M are not so sensitive to the selection of 
the initial points as they are in the case of D G . Therefore, in the future if we do 
not specify a particular initial point "the result obtained by H M " means the result 
obtained starting from one of proposed 4 initial points (we do not recommend to use 
random initial points, because very often they are not efficient enough) which gives 
the smallest value for the cluster function (the best among the obtained results). 
In our experiments the obtained values are the same (almost the same) if we start 
from one of the proposed 4 initial points (except random points). In most of the 
examples the smallest value is achieved starting from several of the proposed 4 initial 
points However it is possible that the same (almost the same) cluster function value 
has been generated at different points and therefore the obtained centres represent 
different divisions into clusters. 
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DG and HM: comparison. 
Our goal now is to compare DG and HM. We compare the cluster function values 
and repartitions into clusters. 
Remark 66 The point obtained by DG is the point obtained on the first iteration 
of EM. 
In Table 5.17 (last two columns) we present the values of the cluster function, 
obtained by the corresponding method (DG or H M ) applied to the corresponding 
reduced dataset. 
In brackets we present the values of the corresponding generalized cluster 
functions. The fourth column of Table 5.17 shows how many times H M leaves 
points of local minima obtained by D G . 
The examples presented in Table 5.17 show that it is difficult to know a priori 
which point we should select as an initial for H M . Very often the if-means!l initial 
point leads to the results which are the best (or quite close to the best). However, 
the corresponding preliminary clustering procedure is required to obtain this initial 
point. Moreover, the K-means! 1 method itself, starting from different initial points 
leads to different results (see Chapter 1). 
It has been noticed several times before that in some cases the same or almost 
the same value for the cluster function can represent very different clustering repar-
titions. The comparison of the clustering repartitions obtained by H M and D G (as 
the results obtained on the first iteration of H M ) in some approximations of the 
original datasets is presented in Table 5.18. 
"Changes of clusters: size (percentage)" is calculated by the following 
formula: 
\N™~N*\ * 100%, 
NDG 
where NDG is the number of points in the corresponding cluster obtained by D G , 
NH is the number of points in the corresponding cluster obtained by H M (both 
methods start from the same initial points). 
W e should underline some interesting details observed from Table 5.18. 
• In both examples there is almost no difference between the clustering reparti-
tions obtained by D G and H M , except the uniform initial point. The results 
for this initial point are significantly improved by H M in comparison to D G . 
• In the first example (3 clusters, 426 points) the uniform initial point produces 
the worst result with D G , but the second best result with H M . In the second 
140 CHAPTER 5. LARGE-SCALE DATASETS: SIZE REDUCTION 
Dataset 
Let02 
353 
points 
(2%) 
LetOl 
810 
points 
(4%) 
Let02 
353 
points 
(2%) 
LetOl 
810 
points 
(4%) 
Pen02 
216 
points 
(2%) 
PenOl 
426 
points 
(4%) 
Pen02 
216 
points 
(2%) 
PenOl 
426 
points 
(4%) 
N 
clusters 
3 
3 
4 
4 
3 
3 
4 
4 
Initial 
point 
if-meansLl 
Uniform 
Ordered 
Uniform-ordered 
Random 
if-means! 1 
Uniform 
Ordered 
Uniform-ordered 
Random 
if-means! 1 
Uniform 
Ordered 
Uniform-ordered 
Random 
if-means!l 
Uniform 
Ordered 
Uniform-ordered 
Random 
if-means! 1 
Uniform 
Ordered 
Uniform-ordered 
Random 
if-means! 1 
Uniform 
Ordered 
Uniform-ordered 
Random 
if-means! 1 
Uniform 
Ordered 
Uniform-ordered 
Random 
if-means.! 1 
Uniform 
Ordered 
Uniform-ordered 
Random 
N iterations 
(for H M ) 
17 
14 
8 
15 
6 
10 
1 
4 
4 
14 
49 
21 
13 
8 
1 
22 
38 
41 
12 
2 
5 
20 
20 
19 
8 
8 
15 
14 
14 
8 
19 
50 
26 
30 
24 
12 
27 
23 
15 
40 
Cluster function value 
DG 
4.5764 (3.6839) 
4.3109(3.3858) 
4.3138 (3.3893) 
4.5731 (3.6844) 
5.1923 (4.3757) 
4.5590 (4.0134) 
4.2761 (3.7035) 
4.3515 (3.7844) 
4.2771 (3.7062) 
5.2186 (4.6416) 
4.5763 (3.6839) 
4.3724 (3.4434) 
4.2113 (3.2593) 
4.2237 (3.2472) 
5.2186 (3.3992) 
4.5586 (4.0129) 
4.2819 (3.7065) 
4.2815 (3.7062) 
4.1064 (3.4997) 
4.5572 (3.0120) 
6.4325 (5.4958) 
7.5627 (6.7126) 
6.4773 (5.5422) 
6.4311 (5.4995) 
7.4012 (6.6002) 
6.3768 (5.7736) 
7.5138 (6.9400) 
6.3818 (5.7758) 
6.4096 (5.7615) 
6.3957 (5.7757) 
5.8135 (4.7861) 
6.4230 (5.4882) 
5.9227 (4.8787) 
5.9053 (4.8788) 
6.4322 (5.4958) 
5.7676 (5.0468) 
6.3855 (5.7644) 
5.7826 (5.0594) 
5.7882 (5.0735) 
5.8801 (5.1824) 
HM 
4.3080 (3.3894) 
4.3120 (3.3856) 
4.3120 (3.3856) 
4.3080 (3.3894) 
4.5764 (3.6838) 
4.2761 (3.7035) 
4.2761 (3.7035) 
4.3506 (3.7829) 
4.2761 (3.7035) 
4.2761 (3.7035) 
4.1170 (3.1478) 
4.1170 (3.1478) 
4.1313 (3.1638) 
4.2242 (3.2471) 
5.2186 (3.3992) 
4.1082 (3.4989) 
4.0982 (3.4981) 
4.2187 (3.6401) 
4.1016 (3.4982) 
4.5568 (3.0116) 
6.4329 (5.4957) 
6.4330 (5.4957) 
6.4330 (5.4957) 
6.4330 (5.4957) 
7.4014 (6.60019) 
6.3768 (5.7736) 
6.3860 (5.7645) 
6.3768 (5.7736) 
6.4067 (5.7580) 
6.3860 (5.7645) 
5.8161 (4.7861) 
5.7944 (4.7848) 
5.9047 (4.8785) 
5.9047 (4.8785) 
6.4330 (5.4957) 
5.7695 (5.0464) 
6.1111 (5.4643) 
5.7751 (5.0451) 
5.7816 (5.0636) 
5.8728 (5.1746) 
Table 5.17: H M and D G : comparison of cluster function value 
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Dataset 
description 
PenOl 
426(4%) 
3 clusters 
Pen02 
216(2%) 
4 clusters 
Initial 
point 
if-means! 1 
Uniform 
Ordered 
Uniform-ordered 
Random 
if-meansL 1 
Uniform 
Ordered 
Uniform-ordered 
Random 
Changes of centres 
(norm || • \\x distance) 
0.001, 0.004, 0.002 
12, 13, 2.4 
0.185, 0.118, 0.021 
0.233, 0.103, 0.001 
0.362, 0.087, 0.331 
0.19, 0.02, 0.04, 0.06 
2.46, 1.49, 0.39, 11.18 
0.01, 0.00, 0.08, 0.09 
0.14, 0.02, 0.00, 0.03 
0.01, 0.00, 0.00, 0.00 
Changes of clusters: 
size (percentage) 
0%, 0%, 0% 
95%, 12.4%, 35.1% 
0.3%, 0.6%, 0.3% 
0.1%, 0%, 0% 
0.1%, 0.1%, 0.1% 
0.1%, 0.2% 0.1%, 0.5% 
35.3%, 19.8%, 0.2%, 91.7% 
0.5%, 0.2%, 0.7%, 0.3% 
0.3%, 0.0%, 0.2%, 0.0% 
0.1%, -,0.1, 0.0% 
Table 5.18: D G and HM: comparison of the repartition into clusters 
example (4 cluster, 216 points) the uniform initial point produces the second 
worst result (the worst is for the random initial point) with DG, but the best 
with HM. It demonstrates that even for the same dataset an initial point which 
is good for one optimization technique is not necessarily good for another. 
We find that it is quite difficult to apply HM to a dataset if the number of 
observations is large. Even for the approximations we use (no more than 810 points) 
the programs work for a very long time (around 20 hours, Pentium III). 
Comparison of DG and HM: important comments and conclusions 
• The results obtained by HM are much less sensitive to the selection of the 
initial points than the results obtained by DG. 
• It is impossible to know a priori which of the proposed initial points lead to the 
best results in the sense of the cluster function value (these points are different 
for different examples). In our experiments (see the previous comment) in the 
case of H M the difference is not very significant (if we start from one of the 
proposed four initial points), in the case of D G the difference may be very 
significant. 
. Sometimes the initial point which is better for DG, is not necessarily the best 
for HM. 
• In most of the considered examples the best result obtained by D G is the same 
(or very close) to the best result obtained by H M , but H M requires much more 
computational resources than DG. 
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Dataset 
Pen02 
216(2%) 
Let02 
353(2%) 
Number of 
clusters 
3 
4 
3 
4 
Changes of centres 
(norm || • ||i distance) 
1.51, 1.24, 0.97 
1.68, 1.16, 2.84, 1.24 
0.65, 0.36, 0.10 
0.54, 0.24, 0.78, 1.41 
Changes of clusters: 
size (percentage) 
4.9%, 0.6%, 3.4% 
2.6%, 3.8%, 0.7%, 0.5% 
10.5%, 2.8%, 8.3% 
0.3%, 5.0%, 12.4%, 11.7% 
Table 5.19: Stabilization of the second kind 
• In our experiments it has been found much more efficient to apply DG starting 
from four proposed initial points (no random points) and keep the best of the 
obtained results rather than try to obtain the results via H M , especially if the 
size of datasets is large. 
Second kind of stabilization: numerical experiments 
In order to check the second kind of stabilization we apply DG to the original 
datasets starting from the points obtained by H M in the datasets PenOl and LetOl. 
The locations of the centres and the sizes of the clusters in the result point obtained 
by D G are almost the same as in the point obtained by H M (recall that this point 
is initial for D G ) . 
It has been shown, that very often the results obtained by H M are quite similar 
for different initial points. W e select the point obtained by H M in the corresponding 
smaller size dataset (the best result) as the initial point for D G in the original 
dataset. The results are presented in Table 5.19. In the third column we present the 
distance between the corresponding centres obtained by H M (in the corresponding 
smaller size dataset approximation) and the centres obtained by D G in the original 
dataset. The last column presents the percentage of the number of points which 
changed their membership in the corresponding clusters when instead of the original 
dataset we consider the corresponding approximation. 
"Changes of clusters: size (percentage)" is calculated by the following formula: 
[Ngr - Nsm\ ^ % 
N 
where N^ is the number of points in the corresponding cluster obtained in the orig-
inal dataset (DG), 
Nsm is the number of points in the corresponding cluster obtained in the correspond-
ing smaller size dataset (HM). 
This time we can observe some stabilization in the clustering repartitions. 
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The second kind of stabilization is observed on these datasets. The percentage 
of the points which move from one cluster to another does not exceed 
• 12.4% in the case of the Letters dataset, 
• 5% in the case of the Pendigits dataset. 
In both cases (Letters and Pendigits) we have to keep 2% of the size of the original 
datasets to get efficient results. 
5.5.3 Conclusions 
1. We have checked two different kinds of stabilization in clustering repartition. 
• First kind of stabilization: the results obtained by DG in some ap-
proximations of the original dataset (several-stage approximations) are 
compared with the results obtained by D G in the original dataset (the 
same initial point). There is no stabilization of this kind for the studied 
datasets. 
• Second kind of stabilization: the results obtained by H M in some 
approximations of the original dataset (one-stage approximations) are 
compared with the results obtained by D G in the original dataset (start-
ing from the initial point obtained by H M in the approximations). In this 
case we observe stabilization for both datasets. 
2. The results obtained by HM are not so sensitive to the initial point selection 
than the results obtained by D G . However, H M requires much more compu-
tational resources than D G . 
3. Very often it is more efficient to run the program several times applying DG 
and choose the best result, rather then run the program with H M . It appeared 
that it is enough to use four initial points, studied in this section (if-means!l, 
ordered, uniform-ordered, uniform). 
5.6 Feature elimination 
In this section we present one more possible application of the cleaning procedure. 
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5.6.1 Feature elimination and unsupervised classification 
It has been shown already (see Chapter 1, Section 1.3) that feature selection is a 
very important part of data preprocessing. A n appropriate procedure for eliminating 
non-informative features and selecting informative features, applied to the dataset 
under consideration, helps to reduce possible noise and decreases the size of the 
optimization problem in our clustering model. There are several feature selection 
methods which have been developed for supervised classification. However, the area 
of feature selection for unsupervised classification is not so developed. In this section 
we present a procedure which can be used for eliminating some noisy features in the 
case of unsupervised classification. 
W e divide a dataset under consideration into 2 or 3 parts (very rough division). 
It means that we find 2 or 3 clusters in the dataset. Most real-world datasets 
contain more clusters. Assuming that the dataset contains only 2 or 3 clusters 
we obtain some information about the structure of the dataset (compare with the 
feature selection method we use for supervised classification developed in [13], a 
short description of this method is presented in Chapter 2). 
Then we check the obtained centres. If the values for some coordinates of the 
centres are close to each other we eliminate these coordinates (features) as non-
informative. In order to check the efficiency of this procedure we apply our clus-
tering methods to the dataset before and after feature elimination and compare the 
obtained clusters (their centres and their sizes). 
5.6.2 Feature elimination. Numerical experiments 
For the Pendigits dataset we apply the following techniques to obtain a rough divi-
sion of the dataset: 
1. 2 clusters, reduced dataset (Pen02, 216 points), HM; 
2. 3 clusters, original dataset, DG. 
There are 2 non-informative features (the same features for both cases): 2, 13. 
For the Letters dataset we use the following constructions: 
1. 2 clusters, reduced dataset (Let02, 353 points), HM; 
2. 3 clusters, original dataset, DG. 
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In the first case we eliminate 5 features (6, 9, 12, 14, 16), in the second case 
we eliminate 7 features (6, 9 - 12, 14, 16). For this dataset we choose 5 features to 
eliminate (6, 9, 12, 14, 16). 
W e apply D G (the initial point is the point obtained by the H M ) to the whole 
dataset after feature elimination and compare the obtained clusters with the results 
without feature elimination (in this case we remove the coordinates corresponding 
to the set of the eliminated features). 
Dataset 
Pendigits 
10992 
Letters 
20000 
Features to 
eliminate 
3 
4 
3 
4 
Number of 
clusters 
2, 13 
2, 13 
6,9,12,14,16 
6,9,12,14,16 
Changes of centres 
(norm || • \\i distance) 
0.03, 0.05, 0.06 
0.09, 0.08, 0.04, 0.14 
0.62, 0.34, 0.07 
0.34, 0.76, 0.07, 0.67 
Changes of clusters: 
size (percentage) 
0.0%, 0.9%, 0.7% 
1.2%, 0.4%, 0.5%, 0.0% 
3.8%, 4.6%, 2.6% 
0.6%, 6.5%, 1.0%, 7.3% 
Table 5.20: Feature elimination 
In Table 5.20 we compare the centres obtained in the datasets after feature elim-
ination and the centres obtained in the original datasets (when the centres in the 
original datasets have been obtained we remove the coordinates which correspond 
to the eliminated features). 
"Changes of clusters: size (percentage)" is calculated by the following 
formula: 
\H-DM * ioo%, 
N 
where N„ is the number of points in the corresponding cluster obtained in the 
original dataset (with the following reduction of the eliminated coordinates), 
Nel is the number of points in the corresponding cluster obtained in the dataset 
after feature elimination. 
W e obtain almost the same clusters for the datasets before and after feature 
elimination. Therefore, we can conclude that the eliminated features are not sig-
nificant in the sense of clustering and such a procedure of feature elimination for 
unsupervised classification is quite efficient. 
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5.7 Conclusions 
In this chapter we study several possible procedures for constructing approximations 
to the original datasets (direct and successive cleaning). These approximations con-
tain fewer observations than the original datasets and allow us to use some computa-
tional techniques which are not applicable to large-scale datasets (HM). Numerical 
experiments show that the approaches we use for constructing approximations are 
efficient and promising. 
We also compare different optimization techniques for minimization of the cluster 
function (DG and H M ) . H M produces better results from two points of view. 
1. The results obtained by HM do not depend very much on the initial point 
selection. 
2. Very often HM improves the results obtained by DG (decreases the value of 
the cluster function). 
At the same time we have to take into account that the application of HM is com-
putationally more expensive than DG. 
1. We can not apply HM to large size datasets (for example, we can not apply 
to the original datasets considered in this chapter: the Pendigits dataset, the 
Letters dataset). 
2. Numerical experiments show that in many cases HM requires more computa-
tional time than D G without improving the solution significantly. 
Our computational experiments show that the results obtained by DG 
starting from several carefully chosen initial points are quite comparable 
to the results obtained by H M . W e recommend to apply D G four times, 
starting from four initial points (if-means!l, uniform, ordered, uniform-
ordered) and choose the best result rather than apply H M . 
The third goal of this chapter is to develop some feature elimination methods 
for clustering (unsupervised classification). The proposed procedure has been tested 
on two real-world datasets. The experiments show that the procedure to eliminate 
noisy features is efficient. This procedure involves application of HM, therefore it 
require an appropriate cleaning procedure in the case of large-scale datasets. 
Chapter 6 
Clusters and classes 
6.1 Background 
In our research, studying supervised and unsupervised classification, we work with 
two kinds of grouping points: classes and clusters. In this chapter we compare the 
division of points into classes and into clusters. 
It has been observed already in our research that classes and clusters do not 
necessarily coincide (see Chapter 3 Section 3.2 the Australian credit dataset). 
The notion of classification accuracy for supervised classification has been given 
in Chapter 1. Here w e present another procedure to determine the value for the 
classification accuracy in the sense of unsupervised classification. First we apply 
a clustering method to the whole dataset (unsupervised classification). Then we 
count the number of points from different classes in each cluster and assign the 
whole cluster to the class with the largest number of points within the cluster. The 
proportion of correctly classified points is the classification accuracy for this kind 
of problems (unsupervised classification). In the rest of this chapter (unless special 
notice) the term "classification accuracy" is used for "classification accuracy in the 
sense of unsupervised classification". 
R e m a r k 67 We still use the clusterization function for comparing different clus-
tering results. Classification accuracy in the sense of unsupervised classification is 
used for comparing the division into clusters with the division into classes rather 
than for finding "better clustering results". 
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Number 
of 
clusters 
4 clusters 
15 clusters 
15 clusters 
15 clusters 
Subset 
of 
features 
1-18 
1-18 
3,4,6-8,11,12,15,16 
3,6-8,12,15,16 
if-means!/1 
Objective 
function value 
1996 
1458.8 
997 
869 
Accuracy 
39% 
44.4% 
45.7% 
47% 
Nonsmooth optimization 
Objective 
function value 
1814 
1293.8 
933.66 
822.6 
Accuracy 
40.7% 
51.3% 
49.76% 
47% 
Table 6.1: Vehicle 
6.2 Numerical experiments 
In our experiments we use four well-known medium-size real-world datasets: 
• Australian credit dataset, 
• Diabetes dataset, 
• Liver disorder dataset, 
• Vehicle dataset. 
We do not use the information about the division into classes. We study these 
datasets, using different subsets of features and different numbers of clusters. 
The description of these datasets can be found in the Appendix B. The classi-
fication problem (supervised classification) for the Australian credit, the Diabetes 
dataset and the Liver disorder dataset was studied in Chapter 3 (see also [14]). 
In this section for the experiments we use the norm || • ||i. W e calculate the value of 
the clusterization function in the clustering problem and the classification accuracy 
(in the sense of unsupervised classification) after the if-meansLl algorithm and then 
after the nonsmooth optimization method. The results are shown in Tables 6.1-6.4. 
The subsets of features (3,4,6-8,11,12,15,16) and (3,4,6-8,12,15,16) for the Vehicle 
dataset are obtained by the feature selection algorithm [13]. All features in this 
dataset are continuous. 
The subset of features 1-5 in the Liver disorder dataset is a subset of all contin-
uous features in the dataset. 
In the Diabetes dataset all features are continuous. 
For the Australian credit dataset the subset of features (8,9,14) was obtained by 
the feature selection method [13]. The subset of features (2,3,5,7,13,14) is the subset 
of all continuous features. 
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Number 
of 
clusters 
6 clusters 
6 clusters 
8 clusters 
4 clusters 
Subset 
of 
features 
1-6 
1-5 
1-6 
1-6 
if-meansL 1 
Objective 
function value 
494 
352 
1735 
1735.3 
Accuracy 
58.26% 
59.97% 
59.42% 
57.97% 
Nonsmooth optimization 
Objective 
function value 
456 
294 
497 
614.7 
Accuracy 
59.4% 
57.97% 
61.45% 
57.97% 
Table 6.2: Liver disorder 
Number 
of 
clusters 
6 clusters 
8 clusters 
4 clusters 
Subset 
of 
features 
1-8 
1-8 
1-8 
if-meansLl 
Objective 
function value 
1820 
1709.56 
2047 
Accuracy 
68.48% 
68.6% 
66.8% 
Nonsmooth optimization 
Objective 
function value 
1737 
1585 
1908 
Accuracy 
68% 
68% 
67.8% 
Table 6.3: Diabetes 
Number 
of 
clusters 
6 clusters 
4 clusters 
4 clusters 
4 clusters 
6 clusters 
Subset 
of 
features 
8,9,14 
8,9,14 
1-14 
2,3,5,7,8,13,14 
2,3,5,7,8,13,14 
if-meansLl 
Objective 
function value 
708.7 
958.5 
5754 
3257 
2496 
Accuracy 
84% 
85% 
79.6% 
m% 
82.17% 
Nonsmooth optimization 
Objective 
function value 
493 
669 
4743 
2610 
2231 
Accuracy 
76.37% 
76.25% 
79.13% 
85.65% 
80.3% 
Table 6.4: Australian credit 
150 CHAPTER 6. CLUSTERS AND CLASSES 
The nonsmooth optimization method, applied after if-meansLT, improves the 
value of the clusterization function. Very often the improvement of the clusterization 
function value leads to increasing of the classification accuracy. It means that there 
are some relations between classes and clusters (better clustering corresponds to 
better representation of classes). 
T h e examples of the datasets with explicit relations between classes 
and clusters: the Vehicle dataset (all the cases), the Liver disorder dataset (all 
the examples, except the example "6 clusters, features 1-5", where the classification 
accuracy is slightly lower in the case of a better result for the clusterization function 
value), the Australian credit dataset (in two case: "4 clusters, all the features" and 
"4 clusters, all the continuous features"). 
In the case of the Diabetes dataset (in all the examples) the clusterization func-
tion values have not been improved significantly by applying the nonsmooth opti-
mization method. At the same time the values for the classification accuracy are 
almost the same before and after applying the nonsmooth optimization method. 
It appeared before (see Chapter 3 Section 3.2) that in the case of the 
Australian credit dataset (the subset of features (8,9,14)) the division into 
clusters does not coincide with the division into classes. T h e results of 
the experiments, presented in this section (see Table 6.4) confirms that 
in this dataset classes and clusters do not coincide (see the examples 
"6 clusters, features (8,9,14)" and "4 clusters, features (8,9,14)") signifi-
cant improvements of the objective function values lead to decreasing of 
the classification accuracy. 
In our experiments with large-scale datasets (Letters, Satimage, Pendigits) it has 
been found that in the Pendigits and the Satimage dataset there are some relations 
between classes and clusters (better clusterings correspond to higher classification 
accuracy). However, in the case of the Letters dataset this dependence is not ob-
served. There is a hypothesis that the obtained clusters represent different fonts 
rather than different letters (see Appendix B). 
The results of numerical experiments with large-scale datasets can be found in 
[76]. 
6.3 Conclusions 
We use different criteria to assess the quality for supervised classification (classifica-
tion accuracy) and for unsupervised classification (clusterization function values). 
The results of numerical experiments show that the division into classes does 
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not necessarily coincide with the division into clusters. It means that some datasets 
contain groups of points that can be described by a characteristics which is different 
from the division into classes. 
Different norms can produce different clusters. W e can not compare different 
clusterization function values if they were produced for different norms. In this case 
only experts in the field can decide which clustering result is better. 
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Chapter 7 
MPI techniques: numerical 
experiments 
7.1 MPI techniques 
7.1.1 Background and overview of problems 
The method of nonsmooth optimization used in our research, requires one to com-
pute values of objective functions very often. W e run a single C P U program to 
obtain a profile, which contains some statistical information about the program 
running. The program contains a large number of elementary operations and the 
majority of them are the operations for computing the value of the objective func-
tion. It is important to find a way to compute the objective function values more 
efficiently. One of such ways is to run this program in parallel, using M P I (Message 
Passing Interface) techniques. M P I is a set of functions (a library of routines) that 
can be called from C or F O R T R A N programs. These functions allow users to run 
their programs on several processors in the same time. The processors involved in 
the process pass messages to each other (communicate). Several implementations 
of M P I exist today (see also [32], [80] for more information). In our numerical ex-
periments we use the supercomputer, provided by V P A C (Victorian Partnership for 
Advanced Computing). Some more information about this computer system can be 
found in [93], [94]. 
There are several ways to run our programs in parallel. W e can parallelize the 
code, for example, within the optimization part (see [20]). In this case we can apply 
the parallelized algorithm for minimizing different objective functions. In this thesis 
we propose another approach to parallelize the algorithm. This approach is based 
on the fact that in our research we minimize objective functions which are very 
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time consuming for computations, but not very difficult to parallelize. W e propose 
to parallelize the calculation of the objective function value. This approach allows 
researchers to parallelize algorithms for minimizing functions from some particular 
class only, however the results of numerical experiments show that this approach is 
quite efficient for this kind of functions. 
The objective function is a sum with a large number of elements. Suppose that 
we have n processors. First we can let them compute the particular sums rather 
than the whole sum. Then we collect these particular sums together (main sum). 
Suppose, that we need to compute the sum 
N 
Ea* 
i=l 
This procedure can be represented as follows. 
1. Determine integers 0,... ,n - 1 to indicate each processor: 
myid — 0, myid — 1,..., myid = n - 1. 
2. Run the following cycles for myid = 0,..., n - 1. 
Amyid+1 = U 
DO j =myid + l,N,n 
•Amyid+1 = Amyid+1 + Q>j 
END DO. 
3. Find 
5> 
i=l 
Remark 68 It is important to remember that the process of passing messages from 
one processor to another is much more "expensive" than an elementary operation. 
Therefore, we need to design the code in a direction which allows one to reduce the 
number of communications (passing messages) from one processor to another. 
Remark 69 The numerical results obtained for the same code on VPAC super-
computers are not necessarily the same for serial implementations (one processor) 
and parallel implementations (several processors). It happens mainly because m the 
sums (which represent the objective function) the order of the addends is not the 
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Parameters 
to compare 
Elementary 
operations 
Time 
(sec.) 
Australian credit 
3673717237 (CFVS), 91.41% 
4015694549 (whole program) 
4.4085 (CFVS), 91.41% 
4.8188 (whole program) 
Emergency 
1089594736128 (CFVS), 99.95% 
1090087432386 (whole program) 
1307.5137 (CFVS), 99.95% 
1308.1049 (whole program) 
Table 7.1: Profile information 
same. Computers work with some approximations of numbers. The cumulative er-
ror (which is not the same for different summation orders) is the main reason for 
different numerical results. This difference is not crucial, but quite obvious, espe-
cially because the number of the members in the sum is large and the method we use 
(DG) requires one to calculate the function many times. 
7.2 Profiling 
We use a profile to obtain some statistical information about the execution of the 
program. This information is extremely useful for improving of the code or adapting 
it to run the program in parallel. Table 7.1 presents information about the subrou-
tine which calculates the value of the clusterization function at different points. In 
Table 7.1 this is called the clusterization function value subroutine (CFVS). W e com-
pare the number of elementary operations and the time for this subroutine with the 
corresponding quantities for the whole program, using two datasets: the Australian 
credit dataset (medium size) and the Emergency dataset (large-scale). 
Remark 70 In this chapter we use the clusterization function as an objective func-
tion for the corresponding mathematical programming problems for both the Aus-
tralian credit dataset and the Emergency dataset, because it is not convenient to use 
different kinds of objective functions for different datasets in the same study. 
Table 7.1 shows that a significant proportion of the computer resources is required 
for running C F V S . The proportion is higher if the number of observations increases. 
It is possible to develop several procedures to parallelize the code. W e present a 
brief description to two of them. 
1. Parallelization within optimization (PWO). DG requires calculation of 
the value of the objective function at several points. W e can distribute this 
task among several processors (see [20] for details). 
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• Advantages: 
we can minimize different functions, 
the number of communications between the processors is not very large. 
• Disadvantages: 
the distribution of tasks is not very homogeneous. 
Example 11 Suppose that we have to calculate the value at 4 points 
and 3 CPUs are available. First we use all the processors to calculate the 
values at 3 of the points and then we use one processor to calculate the 
value at the remaining point. It is not efficient to keep 3 processors idle. 
2. Parallelization within the clusterization function (PWCF). We cal-
culate the particular sums on each processor and collect them to the main 
sum. 
• Advantages: 
the distribution of jobs is homogeneous. 
• Disadvantages: 
we need to find another way to parallelize the code if we want to minimize 
other functions. 
In this chapter we describe our numerical experiments with two datasets: the 
Australian credit dataset and the Emergency dataset. For each dataset we use the 
same program, changing the number of clusters and the number of CPUs involved. 
We use the P W C F method for parallel implementations. The initial point we use is 
the uniform initial point (see Section 5.3). In all the experiments presented in this 
chapter we restrict ourselves to 500 iterations for DG. 
Remark 71 Usually we produce the experiments for DG with 3000 iterations. We 
decrease the number of iterations in order to save the time and to be able to produce 
more experiments. 
7.3 Serial and parallel implementation: 
comparison of numerical results 
7.3.1 The Australian credit dataset (medium size) 
It has been mentioned already that the results obtained for serial and parallel im-
plementations of the same program are not necessarily identical (see Remark 69). 
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First we present computational results obtained for the Australian credit dataset. 
In our experiments we find 6 clusters (3 clusters in the first class and 3 clusters in 
the second one) using the subset of features (8,9,14). In Tables 7.2-7.4 we present 
the results of several sets of experiments (1-6 CPUs). The difference between each 
set of the experiments is that they have been running at different moments on the 
VPAC supercomputer (the code is the same). 
When we work on this supercomputer we share the memory and other computer 
resources with other users. Sometimes, if the system is busy, the prepared programs 
have to stay in a "queue" for some time before running. If many users run their 
programs on the supercomputer at the time of the experiment the running time 
for a program is longer than if the same program runs on the supercomputer at a 
moment when the system is not so busy. Unfortunately, we can not control how 
busy the system is at the moments of running our programs. 
Comments on the results. 
1. The running time for the program depends on the number of CPUs as well as 
the number of jobs run by other users of VPAC at the same time. 
2. The initial value for the clusterization function is always the same. It does 
not depend on the number of CPUs or the set of experiments: the cumulative 
error is not significant yet. 
3. The result values for the clusterization function as well as the locations of the 
centres are the same in all the experiments if the number of CPUs is the same. 
4. The running time of the program is different for different sets of experiments. 
The main reason for this difference is that some other VPAC users run their 
programs at the same time: their programs require some memory and other 
system resources. 
5. The running time of the program is also different for different numbers of 
CPUs used in the experiment. 
6. We observe that in all the sets of the experiments the computational time 
in the case of 2 processors is higher than in the case of 1 processor. A pos-
sible explanation for this fact is that the system was much busier when the 
2 processors programs were running. However, we would rather think that the 
increase of the computational time in the case of the parallel implementations 
is due to the communications between the processors (see Remark 68). 
Therefore, it is not efficient to use 2 processors in these experiments. 
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Number of processors, 
time of running 
1 CPUs, 
5.42313 sec. 
2 CPUs, 
9.01429 sec. 
3 CPUs, 
8.19775 sec. 
4 CPUs, 
9.01429 sec. 
5 CPUs, 
2.27133 sec. 
6 CPUs, 
7.98230 sec. 
Class 
I 
II 
I 
II 
I 
II 
I 
II 
I 
II 
I 
II 
Centres 
of clusters 
0.000,0.000,0.001 
0.000,2.339,0.021 
1.042,0.994,1.010 
1.911,2.339,0.111 
1.911,0.000,0.001 
1.911,2.339,2.326 
0.000,0.000,0.001 
0.000,2.339,0.020 
1.063,1.002,1.019 
1.911,2.339,0.111 
1.911,0.000,0.001 
1.911,2.339,2.329 
0.000,0.000,0.001 
0.000,2.339,0.020 
1.062,1.000,1.017 
1.911,2.339,0.112 
1.911,0.000,0.001 
1.911,2.339,2.348 
0.000,0.000,0.001 
0.000,2.339,0.028 
1.043,0.994,1.011 
1.911,2.339,0.111 
1.911,0.000,0.001 
1.911,2.339,2.339 
0.000,0.000,0.001 
0.000,2.339,0.013 
1.035,1.002,1.015 
1.911,2.339,0.111 
1.911,0.000,0.001 
1.911,2.339,2.332 
0.000,0.000,0.001 
0.000,2.339,0.027 
1.047,1.000,1.017 
1.911,2.339,0.112 
1.911,0.000,0.001 
1.911,2.339,2.349 
Initial clusterization 
function value 
1156.57 
1330.21 
1156.57 
1330.21 
1156.57 
1330.21 
1156.57 
1330.21 
1156.57 
1330.21 
1156.57 
1330.21 
Final clusterization 
function value 
219.83 
545.54 
219.79 
545.49 
219.79 
545.14 
219.88 
545.34 
219.87 
545.44 
219.87 
545.12 
Table 7.2: Serial and parallel running. Set 1. 
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Number of processors, 
time of running 
1 CPUs, 
5.52512 sec. 
2 CPUs, 
8.5200 sec. 
3 CPUs, 
5.74400 sec. 
4 CPUs, 
5.33894 sec. 
5 CPUs, 
2.18258 sec. 
6 CPUs, 
3.84379 sec. 
Class 
I 
II 
I 
II 
I 
II 
I 
II 
I 
II 
I 
II 
Centres 
of clusters 
0.000,0.000,0.001 
0.000,2.339,0.021 
1.042,0.994,1.010 
1.911,2.339,0.111 
1.911,0.000,0.001 
1.911,2.339,2.326 
0.000,0.000,0.001 
0.000,2.339,0.020 
1.063,1.002,1.019 
1.911,2.339,0.111 
1.911,0.000,0.001 
1.911,2.339,2.329 
0.000,0.000,0.001 
0.000,2.339,0.020 
1.062,1.000,1.017 
1.911,2.339,0.112 
1.911,0.000,0.001 
1.911,2.339,2.348 
0.000,0.000,0.001 
0.000,2.339,0.028 
1.043,0.994,1.011 
1.911,2.339,0.111 
1.911,0.000,0.001 
1.911,2.339,2.339 
0.000,0.000,0.001 
0.000,2.339,0.013 
1.035,1.002,1.015 
1.911,2.339,0.111 
1.911,0.000,0.001 
1.911,2.339,2.332 
0.000,0.000,0.001 
0.000,2.339,0.027 
1.047,1.000,1.017 
1.911,2.339,0.112 
1.911,0.000,0.001 
1.911,2.339,2.349 
Initial clusterization 
function value 
1156.57 
1330.21 
1156.57 
1330.21 
1156.57 
1330.21 
1156.57 
1330.21 
1156.57 
1330.21 
1156.57 
1330.21 
Final clusterization 
function value 
219.83 
545.54 
219.79 
545.49 
219.79 
545.14 
219.88 
545.34 
219.87 
545.44 
219.87 
545.12 
Table 7.3: Serial and parallel running. Set 2. 
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Number of processors, 
time of running 
1 CPUs, 
5.40261 sec. 
2 CPUs, 
8.99738 sec. 
3 CPUs, 
5.77087 sec. 
4 CPUs, 
3.66597 sec. 
5 CPUs, 
2.15592 sec. 
6 CPUs, 
2.13744 sec. 
Class 
I 
II 
I 
II 
I 
II 
I 
II 
I 
II 
I 
II 
Centres 
of clusters 
0.000,0.000,0.001 
0.000,2.339,0.021 
1.042,0.994,1.010 
1.911,2.339,0.111 
1.911,0.000,0.001 
1.911,2.339,2.326 
0.000,0.000,0.001 
0.000,2.339,0.020 
1.063,1.002,1.019 
1.911,2.339,0.111 
1.911,0.000,0.001 
1.911,2.339,2.329 
0.000,0.000,0.001 
0.000,2.339,0.020 
1.062,1.000,1.017 
1.911,2.339,0.112 
1.911,0.000,0.001 
1.911,2.339,2.348 
0.000,0.000,0.001 
0.000,2.339,0.028 
1.043,0.994,1.011 
1.911,2.339,0.111 
1.911,0.000,0.001 
1.911,2.339,2.339 
0.000,0.000,0.001 
0.000,2.339,0.013 
1.035,1.002,1.015 
1.911,2.339,0.111 
1.911,0.000,0.001 
1.911,2.339,2.332 
0.000,0.000,0.001 
0.000,2.339,0.027 
1.047,1.000,1.017 
1.911,2.339,0.112 
1.911,0.000,0.001 
1.911,2.339,2.349 
Initial clusterization 
function value 
1156.57 
1330.21 
1156.57 
1330.21 
1156.57 
1330.21 
1156.57 
1330.21 
1156.57 
1330.21 
1156.57 
1330.21 
Final clusterization 
function value 
219.83 
545.54 
219.79 
545.49 
219.79 
545.14 
219.88 
545.34 
219.87 
545.44 
219.87 
545.12 
Table 7.4: Serial and parallel running. Set 3. 
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7.3.2 The Emergency dataset (large-scale) 
For the Emergency dataset we produce 3 sets of experiments with 1-7 CPUs (the 
same program has been running 3 times on the V P A C supercomputer). W e check 
the clusterization function value in the initial points and the final value. The results 
are presented in Table 7.5. 
The experiments with the Emergency dataset discover that the differences be-
tween the serial version and parallel versions of the same code are even more signif-
icant than they are in the case of the Australian credit dataset. The main reason 
for this is the size of the datasets: the cumulative error is more significant if the 
size is large and it has some influence on the process of minimization and therefore 
it has some influence on the results. For example, the number of discrete gradients 
the program calculated is different for different sets of experiments and different 
numbers of CPUs. 
Comments on the results. 
1. The initial value for the clusterization function is always the same. It does 
not depend on the number of CPUs or the set of experiments. W e observe the 
same in the case of the Australian credit dataset. 
2. The result value for the clusterization function as well as the locations of the 
centres are the same in all the experiments if the number of CPUs used for 
the code is the same if the number of CPUs is less or equal to 3 (similar to the 
Australian credit dataset). This is not true anymore if the number of CPUs 
is greater than 3. 
3. The number of discrete gradients calculated by the program is the same for all 
the experiments if the number of CPUs used for the program is the same (the 
number of CPUs is less or equal to 3). This is not true anymore if the number 
of CPUs is greater than 3. It means that even the order of collecting the 
particular sums to the main sum has some influence on the result 
(if the number of CPUs is more than 3). W e do not observe the same for 
the Australian credit dataset (even if we use 6 CPUs) because the Emergency 
dataset is much larger and the cumulative error generated by the accuracy of 
the computer is much more significant. 
Remark 72 When we force the program to collect the particular sums always in the 
same order, the final value of the clusterization function is the same if we used the 
same number of CPUs. 
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Set 1 
Number of CPUs 
1 
2 
3 
4 
5 
6 
7 
Initial clusterization 
function value 
65085.45 
65085.45 
65085.45 
65085.45 
65085.45 
65085.45 
65085.45 
Number of discrete 
gradients 
1801 
1518 
1651 
1731 
1791 
1520 
1796 
Final clusterization 
function value 
32183.82 
32158.34 
32184.47 
32191.60 
32181.48 
32164.66 
32181.52 
Set 2 
Number of CPUs 
1 
2 
3 
4 
5 
6 
7 
Initial clusterization 
function value 
65085.45 
65085.45 
65085.45 
65085.45 
65085.45 
65085.45 
65085.45 
Number of discrete 
gradients 
1801 
1518 
1651 
1735 
1578 
1581 
1561 
Final clusterization 
function value 
32183.82 
32158.34 
32184.47 
32193.25 
32154.00 
32189.84 
32190.87 
Set 3 
Number of CPUs 
1 
2 
3 
4 
5 
6 
7 
Initial clusterization 
function value 
65085.45 
65085.45 
65085.45 
65085.45 
65085.45 
65085.45 
65085.45 
Number of discrete 
gradients 
1801 
1518 
1651 
1512 
1465 
1520 
1561 
Final clusterization 
function value 
32183.82 
32158.34 
32184.47 
32190.52 
32168.49 
32164.66 
32190.87 
Table 7.5: The Emergency dataset: different numbers of CPUs 
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Remark 73 In our computations we restricted the code to 500 iterations to save 
time. It is possible that if we ask for more iterations the difference is even more 
significant. 
7.3.3 Partitions 
In VPAC there are several partitions to run the code in parallel (see and [93], [94]). 
Most of the time we use two of them: quickpart and parapart. 
Quickpart is gang time sliced at 100 seconds. This means that the job does 
not stay in a "queue" for a very long time before starting, but it will be swapped in 
and out as necessary, depending on the number of concurrent jobs. Quickpart has 
fewer CPUs than parapart and it is more suited to initial trials and development 
work and also for single C P U jobs. 
Parapart is the default location to run real parallel jobs. Jobs may not start 
for some time after their submission. The time of staying in a "queue" depends on 
the number of jobs run at the same time by other users. Single CPU jobs can be 
run on parapart but with a lower priority and may be swapped out by the scheduler 
for a parallel job. Unlike the quickpart partition the parapart partition is not time 
sliced. Parallel jobs should never be suspended. Once they start to run, they should 
run to completion. 
The main question is which partition is more appropriate for our program. In 
the rest of the chapter we will try to clarify the answer. 
In our experiments we use two different kinds of time measuring. 
• Elapsed time shows how much time passed since the job started. If we run 
the job in the quickpart partition and the job is suspended for some time, the 
time of suspension will be also included in the elapsed time. 
• Allocated time shows how much time the job has actually used, for example 
a four CPUs job that runs non stop for 10 minutes will have an allocated time 
of 40 minutes. 
Table 7.6 presents a comparison of these two types of time. There are two sets 
of numerical experiments (the quickpart partition and the parapart partition) with 
the Emergency dataset (1-7 CPUs). 
Figure 7.2 is a graphical interpretation of the results presented in Table 7.6. W e 
can draw some conclusions from the obtained results. 
1. The allocated time is almost the same (around 1500 seconds) for both parti-
tions and different number of processors (CPUs). 
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Example 1, the quickpart 
Number of C P U s 
1 
2 
3 
4 
5 
6 
7 
Elapsed time (sec.) 
4556.61 
1862.88 
1453.15 
987.86 
924.03 
632.31 
631.69 
partition 
Allocated time (sec.) 
1557.49 
1322.12 
1656.93 
1550.61 
1618.62 
1393.35 
1626.08 
Example 2, the parapart partition 
Number of C P U s 
1 
2 
3 
4 
5 
6 
7 
Elapsed time (sec.) 
1550.44 
657.14 
478.56 
380.64 
282.24 
237.43 
201.22 
Allocated time (sec.) 
1550.44 
1314.29 
1435.68 
1522.56 
1411.17 
1424.54 
1408.47 
Table 7.6: The Emergency dataset: Elapsed and Allocated time for different parti-
tions 
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2. The elapsed time is very different for different partitions. For the quickpart 
partition the elapsed time is almost three times higher than for the parapart 
partition. This difference is the time of being suspended (in the quickpart 
partition). It is difficult to check the time of staying in a "queue" (which is 
much higher for the parapart partition). 
It is difficult to decide which partition is preferable for the experiments. However, 
we can try to give some advice. 
• In our numerical experiments with the Australian credit dataset it is preferable 
to use the quickpart partition: the dataset is not large and it does not take 
more than 100 seconds to complete the jobs. 
• It is preferable to use the quickpart partition for single CPU jobs, because 
they have a lower priority and can be swapped out in the parapart partition. 
• It is advisable to choose the parapart partition for jobs in the case of large 
datasets and several C P U s requests. 
7.3.4 Conclusions 
In this chapter an approach which allows one to run the programs for obtaining cen-
tres of clusters on several processors simultaneously has been developed and tested. 
A comparison of the executing time for single C P U and several C P U s programs are 
presented. The results of the testing show that the proposed approach allows one 
to reduce significantly the executing time for our programs. 
The proposed approach has been developed for minimizing the clusterization 
function and functions of similar structure (sums of many components, maximum 
of many components etc.) The results of numerical experiments show that this 
approach is quite efficient for minimizing functions from this class. 
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Chapter 8 
Conclusions and further research 
8.1 Conclusions 
In this thesis two types of data classification (supervised and unsupervised) have 
been studied. 
W e present and study data classification approaches based on mathematical pro-
gramming and nonsmooth optimization. 
W e also study the structure of the obtained clusters (the locations of the points 
that are "stable" inside their clusters and the locations of the points that can change 
their membership if we slightly change data) and the shape (segments, ellipsoids) of 
the finite points. This study is very useful if we need to understand the structure of 
the whole dataset. The results of numerical experiments and 3-dimensional pictures 
confirm the efficiency of the proposed approaches. 
In this thesis we study the quality of the proposed classification methods (based 
on mathematical programming) with several other optimization-based classification 
methods, developed before by other researchers. The classification accuracy in the 
case of the proposed methods is comparable or better than the accuracy in the case 
of the other methods. 
Using the proposed classification algorithms, based on mathematical program-
ming and nonsmooth optimization, we also study the quality of datasets: the 
locations of the points that might contain some noise or errors (the higher the pro-
portion of such points the lower the quality of data). W e underline several important 
observations which appear in this study. 
• In some cases the whole groups of points have been misclassified by different 
classification methods: O A F C S , F D M and N N M (the methods are based on 
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very different classification techniques). Our clustering method produced a 
separate cluster which contains most of the questionable points (misclassi-
fied by several classification methods). Therefore, our method can be used for 
identification of such points. 
• It has been observed that the division into classes does not necessarily coin-
cide with the division into clusters. In some cases this happens because the 
distribution into clusters is based on a characteristic which is not the same as 
the characteristic which determines classes. 
• Very often (see [46] and references therein) the classification accuracy reached 
by different supervised classification methods is compared. In some cases it 
is also important to study the quality of data. In this thesis we propose an 
approach based on clustering which allows to assess the quality of data. 
The objective functions in our mathematical programming are nonsmooth and 
nonconvex. Moreover, these functions have many local minima and minimization of 
such functions is a very difficult task. W e propose several approaches which allow 
one to make minimization of these functions more efficient. Basing on the results 
the numerical experiments, produced during the research, we conclude (basing on 
our numerical experiments) that the most important approaches to increase the 
efficiency are as follows: 
• selection of an appropriate initial point for nonsmooth optimization; 
• feature selection for unsupervised classification (to remove non-informative 
features and reduce the dimension of optimization problems) 
• cleaning (this procedure allows one to reduce the size of datasets and the 
number of local minima of the corresponding function we have to minimize). 
These approaches have been tested on real-world datasets. 
W e develop and study an approach which allows one to run the programs on 
several processors using MPI. In this case we can obtain results much faster and 
produce more experiments during a certain time interval. 
Summarizing everything saying above, we conclude that the continuation of the 
research, presented in this thesis is quite promising. 
8.2 Further research 
In our research we mostly use local optimization methods, because they are faster 
and can be applied to large-scale datasets. Our main task was to find some spe-
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cial techniques which allow researchers to adjust some optimization methods to 
data classification. The results of the numerical experiments show that most of the 
proposed approaches (for classification itself and for adjusting the proposed classi-
fication methods to large-scale datasets) are efficient. However, we can point out 
several directions for our research in the future. 
• Development of new data preprocessing procedures: 
- new feature selection methods (especially for unsupervised classification); 
- new scaling procedures (especially for nominal features). 
• Development of efficient procedures for initial point selection (the selection of 
appropriate initial points depends on the method we use as well as the dataset 
we study). 
• Development of new efficient combinations of several optimization methods 
(new hybrid methods). 
• Development of new efficient modifications of the cleaning procedure and ex-
plicit adjustment of this procedure to supervised classification in large-scale 
datasets. 
• Identification of characteristics of datasets which allow researchers to choose 
a clustering method which might work more efficiently on a chosen dataset. 
• Development of new techniques to determine the structure of the obtained 
clusters: the location of empty domains and the location of agglomerations 
of points. One of the possible ways to do it is to analyze clustering results 
obtained for different norms. This study might be also useful if the goal is to 
determine the number of clusters in the dataset. 
The results of the numerical experiments presented in this thesis show that the 
approaches described above allow researchers to improve significantly the results of 
supervised and unsupervised classification algorithms and the continuation of this 
research is quite promising. 
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Appendix A 
Another application of nonsmooth 
optimization: polynomial spline 
approximation 
The results presented in Appendix A can be considered as an extension of the 
research developed in this thesis: 
• in some approaches polynomial splines are used for data approximation and 
data presentation; 
• in this research polynomial splines constructing is presented as one more ap-
plication of nonsmooth optimization. 
A.l Introduction. 
The problem of approximation of a given function of one variable or data in two-
dimensional space has been studied by many authors (see, for example, [18], [26], 
[58], [61], [62] and references therein). Several methods based on quite different 
approaches have been proposed and studied. However, the problem of constructing 
new algorithms is still very important: a variety of numerical approaches allows us 
to select the most appropriate for the function (dataset) we have to approximate. 
A great number of approaches to construct polynomial approximations has been 
developed. However, it might be useful to study piece-wise polynomial approxima-
tions rather than polynomial approximations. In the case of piece-wise polynomial 
approximations we split the interval [a, b] into several segments and construct func-
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tions which are continuous on [a, b] and polynomial on each of the segments. Such 
kind of approximation is called also polynomial spline approximation. 
Polynomial spline approximation is more flexible and it allows one to avoid large 
oscillation observed for high-degree polynomial approximation. Several approaches 
for polynomial spline approximation have been developed (see [26], [45], [25], [67] 
for details). 
The main obstacle for polynomial spline approximation is that we have to de-
termine two groups of parameters (polynomial coefficients and boundaries for each 
interval). In our research we reformulate polynomial spline approximation problems 
as nonsmooth optimization problems. The objective functions in these problems 
have many local minima if the boundaries are not fixed. However, an appropriate 
selection of segments within the interval [a, b] might give much better approxima-
tions than an equidistant grid with the same number of segments (see [18], [25], [26] 
for more information). 
W e propose a new algorithm for polynomial spline approximation. W e present 
the results obtained by this algorithm and compare them with the results obtained 
in [18]. W e discuss the results and give some comments on the proposed approach. 
A.2 Continuous function and discrete data 
approximation 
Assume that we study a continuous function f(x) defined on the interval [a,b] or 
data D which is a collection of points in two-dimensional space: 
D = {(xi,f(xi))}l1, 
where Xi G [a,b],i = 1,N. 
Our task is to construct an approximation for the function f(x) (data D) by a 
curve. W e can consider curves from a certain class G(B) - {g(B,x)}xe[af)\, where 
B G W is a vector of parameters. Each particular vector B determines a particular 
curve from the class G(B). W e have to select an appropriate collection of parame-
ters B 0 = (&?,..., b°p), such that the approximation g(x) = g(B0,x) is satisfactory 
enough. W e present an example of a class of curves. 
Example 12 Class of plots of polynomials 
v 
Pp_i(aO = ^ > : r i - 1 , 
A.2. CONTINUOUS FUNCTION AND DISCRETE DATAAPPROXIMATION175 
defined on the interval [a, b], the degree is less or equal to p - 1. Our task is 
to determine the parameters bx,b2,... ,bp to make the approximation as precise as 
possible. 
There are several criteria to measure the quality of approximation. We use two of 
them: 
- the best uniform approximation criterion (generalization of the Chebyshev best 
polynomial approximation); 
- the least squares criterion. 
We have two kinds of problem: continuous function approximation and discrete 
data approximation. 
Discrete Data Approximation. Assume that we have been provided with 
data 
D = {(xi,f(xi))}t1, 
where Xi €[a,b],i = 1,N. 
W e approximate the data by a function g(x, B) G G(B). W e can use both (uni-
form and least squares) optimization criteria. In the case of the uniform opti-
mization criterion, we solve the following problem: 
minimize max \g(xi, B) — f(xi)\, subject to B G IRP. (A.2.1) 
i=l, Idots, N 
Another criterion is the least squares optimization criterion. W e solve the 
following problem: 
N 
minimize ^(g(xh B) - f(xi)f, subject to B G H p . (A.2.2) 
i=l 
Continuous Function Approximation. Assume that we have to approximate 
a continuous function f(x) by a function g(x,B) G G(B). W e use the uniform 
optimization criterion to find a set of parameters B, that is a solution of the problem: 
minimize max \g(x,A) - f(x)\, subject to B G IRP. (A.2.3) 
x€[a,b] 
Remark 74 In our numerical experiments we present the interval [a, b] as a col-
lection of equidistant points (grid) which are sufficiently close to each other. Then 
we consider the values of the function f(x) at the points of this grid. Therefore, 
a problem of continuous function approximation is transformed to a discrete data 
approximation problem. 
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A.3 Polynomial splines. 
Assume that we have to find an appropriate approximation for a continuous function 
of one variable f(x) or for two-dimensional data D. W e study polynomial spline 
approximations. 
There is a variety of approaches for constructing polynomial splines (see, for 
example, [18], [61]). W e have to select the most convenient for solving our approxi-
mation problems. 
Assume that the interval [a, b] consists of n segments [U-i, ti],i = l,n, such that 
a = t0 < ti < • • • < tn_i <tn = b. (A.3.1) 
Consider the following function 
n m 
S(A, T,x)=a0 + Y,J2 a^x ~ £i"1)+' (A-3"2) 
i=\ j=\ 
where A = (a0, an,..., alm, a21,..., a2m,..., anm) G lRmn+1 is the vector of coeffi-
cients of the spline, 
ix _ t y? = J °> x<ta, 
I \X taJ , X ^_ ia, 
a = l,n— 1,P =l,m, 
T = (ti,..., tn-i) is the vector of knots of the spline. 
The coordinates of T have to satisfy (A.3.1). Assume that 
T[aM = {T=(h,...,tn_x) G IFC-1! a < ti < • • • < tn-i < b}-
rM is the set of possible knots for the interval [a, b\. It is obvious that the function 
S(A, T, x) is a piecewise polynomial function if A and T are fixed. The degree of a 
polynomial on each particular segment is less than or equal to m. 
Definition 7 The highest degree of polynomials, composing the spline, is called the 
order of the spline. 
Uniform approximation. In our research the continuous function approxima-
tion problem is formulated as follows: 
minimize max \g(A,T,x)-f(x)\, subject to A G ]Rmn+1,T G TM, (A.3.3) 
x€[a,6] 
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and the discrete data approximation problem is formulated as follows: 
minimize m a x \g(A,T,
 Xi) - f(xA\ (A.3.4) 
subject to A GlRmn+1, TeT[xitXN], 
where the components of the vector A G R m n + 1 are coefficients of the spline, the 
components of the vector T G T[ab] are knots of the spline. 
If the knots are fixed, the problems (A.3.3) and (A.3.4) are as follows: 
minimize max \g(A,x) - f(x)\, subject to A G JRmn+1 (A.3.5) 
xe[a,b] 
and 
minimize max \g(A, Xi) - f(xi)\, subject to A G IRmn+1. (A.3.6) 
i=l,iV 
The objective functions in problems (A.3.5) and (A.3.6) are convex. 
If the knots of the spline are not fixed the problems are much more compli-
cated. In these cases the objective functions in (A.3.3) and (A.3.4) are nonconvex, 
nonsmooth and have a lot of local minima. 
Least squares approximation. W e do not apply this optimization criterion 
to continuous function approximation, even if we transform a continuous function 
approximation problem to a discrete data approximation problem (see R e m a r k 74), 
because it is difficult to compare results if different size of the corresponding grids 
has been used. In the case of discrete data approximation the problem can be 
formulated as follows: 
N 
minimize^(/(a*) - S(A,T,Xi)f, (A.3.7) 
i=l 
subject to AeJRmn+1,TeT[xijXN]. 
If knots in (A.3.7) are not fixed, the objective function is nonconvex and has 
many local minima. 
A.4 Splines with free knots: local optimization 
techniques 
A.4.1 Local optimization method: computational aspects 
Most local optimization methods work faster than global methods (especially if the 
dimension of the corresponding optimization problem is high). It makes it difficult 
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to find a global minimum for both groups of variables simultaneously. However, we 
can use local optimization techniques to find a minimum subject to all the variables. 
The selection of the initial point is very important for local optimization methods 
(different initial points may lead to different solutions). It might be also useful to 
develop new algorithms based on a combination of local and global methods. 
W e use D G (see Chapter 2 for details and references) to minimize the objective 
functions. In order to check the efficiency of this method for the problem of poly-
nomial spline approximation we apply the method to study several test-problems. 
A.4.2 Numerical experiments 
Let us consider a continuous piecewise linear function 
g(x) = max{\x - 0.2|, \x - 0.81} 
sG[0,l] 
on the interval [0,1]. This function is a linear spline with three entire knots, such that 
T = (0.2,0.5,0.8). The vector of coefficients of the spline is A = (-1,2, -2,2,0.2). 
We present the interval as a collection of 501 equidistant points xx,... ,£501, the 
plot of the function g(x) as a collection of 501 points in two-dimensional space 
{(xi,g(xi))}t=x. W e run the program starting from five different initial points. The 
results are presented in Table A.l. 
The corresponding optimization problem can be formulated as follows: 
F(A,T) = max \g(x) - S(A,T,x)\, subject to A G H5, Te T[0A] C K3, 
z€[0,l] 
where 
g(x) = max{\x - 0.2|, \x - 0.8|}, 
xe[o,i] 
S(A, T, x) = a0 + atx + £*=2 Oi(x - ti-i)+, 
A = (ai,.. • ,a4,a0), T = (tx,... ,t3), 
(x - ta)+ = max{0, x - ta}, a = 1,2,3. 
Comments on Table A.l 
• The first initial point leads to the construction of the best polynomial approx-
imation. Instead of three intervals we obtained one. The knots move to the 
left boundary of the interval [0,1]. 
A.5. SPLINES WITH FREE KNOTS: COMPARISON OF ALGORITHMS 179 
Initial point 
A 
0.1,0.1,0.1,0.1,0.1 
1,1,1,1,1 
0.2, 0.2, 0.2, 0.2, 0.2 
-0.1, 0.1,-0.1, 0.1, 0.2 
0.23, 0.23, 0.23, 0.23, 0.23 
T 
0.1, 0.6, 0.9 
0.1, 0.6, 0.9 
0.1, 0.6, 0.9 
0.1, 0.6, 0.9 
0.1, 0.24, 0.95 
Objective function value 
148.31 
154.02 
148.88 
0.40 
0.52 
Results 
A 
0.0035, -0.0025, -0.0182, 0.0172, 0.1506 
0.000, -0.0118, -0.0287, 0.0005, 0.15 
0.075, 0.067, 0.060, -0.401, 0.097 
-1,000, 2.000, -2.000, 2.000, 0.2000 
0.230, 0.335, -0.669, 0.334, 0.100 
T 
0.000, 0.000, 0.034 
0.973, 0.986, 0.999 
0.122, 0.150, 0.499 
0.200, 0.500, 0.800 
0.201, 0.500, 0.800 
Objective function value 
0.15 
0.15 
0.12 
0.000 
0.1 
Table A.l: Initial points search. 
• The second initial point also leads to the construction of the best polynomial 
approximation. The knots move to the right boundary of the interval [0,1]. 
• The third point allows us to catch one knot only (t = 0.5). 
• The fourth point leads to the optimum. 
• The last row in Table A.l gives a solution which is not optimal, but the 
distribution of knots is already close to the optimum. 
We can conclude that even for this simple problem the selection of initial points for 
D G is very important. 
A.5 Splines with free knots: comparison of 
algorithms 
A.5.1 Beliakov's approach 
This approach is described in [18]. The problem is split into two parts (linear and 
nonlinear). 
180 APPENDIX A. POLYNOMIAL SPLINE APPROXIMATION. 
Algorithm 1. 
• STEP I. The knots are fixed, the problem in (A.3.7) can be transformed to 
a linear problem (see, for example, [67]); 
• STEP II. Coefficients of the spline, found on STEP I, are fixed and some 
methods can be applied in order to find the knots of the spline. 
Remark 75 If the obtained results are not satisfactory enough, it is necessary to 
apply the described procedure several times. In [18] the algorithm has to be applied 
50-1500 times (for different examples). 
Description of the algorithm. In order to solve the problem appeared on 
S T E P I in [18] the method of Q R decomposition is used. The method of Q R 
decomposition (see [45]) is a method to study over determined linear systems Ax = y 
with respect to the least square criterion: 
min \\Ax — y\\, subject to x G IRn. 
On STEP II the Cutting angle method (see also Chapter 1) is applied. The 
Cutting angle method is a method of global optimization. It was developed for In-
creasing Positively Homogeneous of degree one function (IPH) functions, determined 
on a unit simplex (see [75] and Chapter 1). If the knots are free and the coefficients 
are fixed, the domain of the objective function can be easily transformed to a unit 
simplex (see [18], for example). This function is Lipschitz and could be transformed 
to a restriction of a certain IPH function to the unit simplex (see [3], [10] for more 
information). 
Algorithm 1 allows us to overcome computational difficulties induced by the 
high dimension, but the problem was split and the solutions for each group of vari-
ables were found independently. It means the solution obtained in [18] is not neces-
sarily a global minimizer (see some examples in [72]). 
A.5.2 New algorithm for discrete data approximation. 
The problem is formulated as follows. Let 
D = {(^ f(xi))}?=1, a = Xl<x2<---<xN = b 
be a collection of points. We have to find an approximation curve. This curve should 
be found in a class of polynomial splines. W e propose a new algorithm to construct 
polynomial spline approximations. This approach contains three stages. 
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Conceptual algorithm for new approach 
• STEP I. We use a local optimization method to calculate a minimum sub-
ject to both groups of coefficients simultaneously (free knots polynomial spline 
approximation). The number of knots is large enough. 
on 
. S T E P II. W e reduce the number of intervals if some knots obtained .,, 
STEP I are close to each other or to the boundaries of the interval with respect 
to some tolerance e > 0. 
- We choose one of them if they are close to each other. 
- W e eliminate them if they are close to the boundaries of the interval. 
• STEP III. We fix the knots obtained on the previous step and solve a 
problem of polynomial spline approximation with fixed knots to determine the 
coefficients of a spline. 
There are several ways to specify the algorithm. We use the following procedure in 
order to solve the approximation problem. 
Algorithm 2. 
• STEP I. We use DG to find a linear spline approximation under uniform 
optimization criterion. The number of knots is large enough. 
• STEP II. If some knots are close to each other (with respect to some 
tolerance e > 0) we choose one of them. If they are close to the boundaries of 
the interval (with respect to some tolerance e > 0) we eliminate them. 
• STEP III. We fix knots found before (STEP I) and apply the QR decom-
position to determine the coefficients. 
Remark 76 If we do not eliminate any knot, it might be the case that the number 
of intervals determined on S T E P I is not large enough. 
Remark 77 It is very difficult to know a priori how many intervals we need for 
approximation. This algorithm allows one to determine the number of knots auto-
matically. 
Remark 78 Within the algorithm we use different optimization criteria (STEP I 
and S T E P IIIj. We studied several versions of the algorithm (with different opti-
mization criterion on each stage) and numerical experiments show that this combi-
nation is the most efficient. 
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A.5.3 Numerical experiments with Algorithm 1 and Algo-
rithm 2: comparison of results. 
We study two datasets: the Titanium heart dataset (49 observations) and the 
Pezzack's dataset (142 observations). 
These datasets have been used also in numerical experiments in [18], using Al-
gorithm 1. Cubical (for both datasets) and quintic (for Pezzack's data) splines 
with different number of knots have been constructed. 
In Algorithm 2 the number of knots is determined on the first step (in our 
experiments we obtained 3 interior knots), however we can construct polynomial 
splines of different order. 
Therefore, we compare the results obtained by the algorithms in the case of 
4 intervals (3 interior knots). In order to compare the obtained results we compute 
the error S(A,T) as it has been done in [18]: 
( 1 N 
i=l 
wi = wN = -,Wi = l,i = 2,N - 1, 
where S(x) is a polynomial spline, constructed for data approximation. 
Algorithm 2: numerical implementation 
• STEP I. We use DG to find a linear spline approximation under uniform 
optimization criterion. In our experiments we use 9 equidistant interior knots 
(10 intervals). 
• STEP II. We reduce the number of knots from 9 to 3 for both datasets 
(e = 0.08). 
. STEP III. We fix the knots, found before (STEP I, T = (0.5144,0.63,0.827) 
for the Titanium heart dataset and T = (0.33,0.7,0.85) for the Pezzack's 
dataset) and apply the Q R decomposition method to determine the coeffi-
cients of the spline. 
We present a comparison of results obtained by Algorithm 1 and Algorithm 2 
(cubic and quintic splines). 
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Method Number of intervals Error Order of spline 
Titanium Data 
Algorithm 1 
Algorithm 2 
4 
4 
0.034 
0.029 
cubic 
cubic 
Pezzack's Data 
Algorithm 1 
Algorithm 2 
Algorithm 1 
Algorithm 2 
4 
4 
4 
4 
0.031 
0.031 
0.042 
0.013 
cubic 
cubic 
quintic 
quintic 
Table A.2: Numerical experiments comparison 
When we apply Algorithm 2 twice (considering the results obtained before as 
an initial point for the second iteration of the algorithm) there is no significant im-
provement. W e conclude that it is not reasonable to repeat this procedure. However, 
it is necessary to apply Algorithm 1 many times to find a satisfactory solution (see 
[18]). 
Algorithm 1 is based on global optimization techniques. It requires much more 
memory and might meet some difficulties, if the dimension of the problem is high. 
The approximation accuracy reached by Algorithm 2 is higher than the ac-
curacy reached by Algorithm 1. W e can conclude that Algorithm 2 is more 
accurate in all the examples of data approximation, we studied. 
Figures A.1-A.3 present the results of numerical experiments. 
• The light curve is the polynomial spline. 
• The dark point are the points from the corresponding dataset. 
Conclusions 
• We propose a new algorithm to find a polynomial spline approximation for 
discrete data. 
• This algorithm determines the number of intervals, needed for approximation. 
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Figure A.l: Cubic spline for Pezzack's data 
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Figure A.2: Quintic spline for Pezzack's data 
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Figure A.3: Cubic spline for Titanium heart data 
• Within this algorithm we use a combination of D G and the Q R decomposition 
method. 
• The results, obtained by a combination of D G with the Q R decomposition 
method (Algorithm 2) are better than the results, obtained by Algorithm 1. 
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Appendix B 
Datasets 
Here we give a very short description of the datasets which are referred to in this 
thesis. All these datasets, except Card and Emergency can be found in [46]. The 
Emergency dataset was created in the emergency department on one of Australian 
hospitals. The Card dataset was created at the University of Ballarat. 
Australian credit This dataset has been studied by J.R. Quinlan (see [74]). The 
purpose of this dataset is to devise rules for deciding on credit risk. Interpretation 
of the results is made difficult because the attributes and classes have been coded 
to preserve confidentiality. There are 2 classes and 690 observations in the dataset, 
383 of them belong to the first class and 307 to the second one. In the Australian 
credit dataset features 1, 4, 6, 8, 9, 10, 11, 12 are ordinal and features 2, 3, 5, 7, 13, 
14 are continuous. 
Card dataset was created at the University of Ballarat (5458 observations, 11 
features). It is a part of the A D R A C (Adverse Drug Reaction Advisory Committee) 
dataset (the part which corresponds to some cardiac disease). The features 7-11 
are continuous and we use this subset in our study to find clusters. The A D R A C 
dataset (see [95] for details) presents details of reports of suspected reactions to 
drugs received in Australia. Most of the reports have been prepared voluntary by 
Australian doctors (dentists, pharmacists). 
Diabetes This dataset was originally donated by Vincent Sigillito, Applied 
Physics Laboratory, John Hopkins University, Laurel, U S A and was constructed 
by constrained selection from a larger database held by the National Institute of 
Diabetes and Digestive and Kidney Diseases. It contains 2 classes, 768 (500 ob-
servations belong to the first class and 268 to the second one) observations and 8 
attributes. 
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Emergency Originally this dataset contains 15193 observations, 7 features. All 
features in this dataset are numerous. The subset of features (1,2,3,5) was obtained 
by feature selection algorithm, and we used this subset in our research. W e observed 
7 points from the Emergency dataset with a very large first coordinate or where the 
coordinate 3 (which represents the age) was more than 200. W e supposed, that 
these observations were questionable and removed them from the dataset. The new 
dataset contains 15186 observations. 
Handwritten digits (Dig44) This dataset consists of 18000 observations (dig-
its 0... 9) gathered from postcodes on letters in Germany, 16 features. 
Heart disease This dataset contains data on the presence or absence of heart 
disease given the results of various medical tests carried out on a patient. This 
database comes from the Cleveland Clinic Foundation and was supplied by Robert 
Detrano, M.D. P h D of V.A. Medical Centre, Long Beach, C.A. It is a part of the 
collection of databases at the University of California, Irvine, collated by David Aha. 
It contains 2 classes and has 297 observations. 160 of them are from the first class 
and 137 are from the second one. In the Heart disease dataset, features 2, 6, 9, 12 
are ordinal and the features 1, 3, 4, 5, 7, 8, 10, 13 are continuous. 
Letters The dataset was introduced by David Stale. It based on various fonts 
representation. The dataset consists of 20000 observations, 26 classes, 16 numerical 
attributes. It represents samples of 26 capital letters, printed in different fonts. 20 
fonts have been considered and the location of the corresponding samples has been 
distributed randomly within the dataset. The hypothesis is that the meaning of the 
clusters is font recognition rather than letter recognition. 
Class distribution (number of samples in each class). 
789 samples of A, 766 samples of B, 736 samples of C, 
805 samples of D, 768 samples of E, 775 samples of F, 
773 samples of G, 734 samples of H, 755 samples of I, 
747 samples of J, 739 samples of K, 761 samples of L, 
792 samples of M , 783 samples of N, 753 samples of O, 
803 samples of P, 783 samples of Q, 758 samples of R, 
748 samples of S, 796 samples of T, 813 samples of U, 
764 samples of V, 752 samples of W , 787 samples of X, 
786 samples of Y, 734 samples of Z. 
Attributes description. 
x-box horizontal position of box (integer) 
y-box vertical position of box (integer) 
width width of box (integer) 
high height of box (integer) 
onpix total number on pixels (integer) 
x-bar mean x of on pixels in box (integer) 
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y-bar mean y of on pixels in box (integer) 
x2bar mean x variance (integer) 
y2bar mean y variance (integer) 
xybar mean x y correlation (integer) 
x2ybr mean of x * x * y (integer) 
xy2br mean of x * y * y (integer) 
x-ege mean edge count left to right (integer) 
xegvy correlation of x-ege with y (integer) 
y-ege mean edge count bottom to top (integer) 
yegvx correlation of y-ege with x (integer) 
Liver-disorder This dataset was donated by Richard S. Forsyth BUPA Medical 
research Ltd. It contains 2 classes, 345 (200 observations are from the first class and 
145 are from the second one) observations and 6 attributes. 
Pen-based recognition of handwritten digits (Pendigits) This dataset 
was introduced by E. Alpaydin and Fevzi Alimoglu. It contains 10 classes, 10992 
observations, 16 attributes. All input attributes are integers 0... 9. 
The dataset has been created by collecting 250 samples from 44 writers. The 
samples written by 30 writers are used for the training set and the digits written by 
the other 14 are used for writer independent testing. 
These writers are asked to write 250 digits in random order inside boxes of 500 
by 500 tablet pixel resolution. The first ten digits are ignored because most writers 
are not familiar with this type of input devices, but subjects are not aware of this. 
They use only (x, y) coordinate information. 
Satellite image (Satlm, image segmentation) The original data for this 
dataset was generated from data purchased from N A S A . It contains 6435 observa-
tions, 6 classes, 36 numerical attributes. All attributes are continuous. 
Vehicle This data was originally gathered at the Turing Institute in 1986-87 by 
J. P. Siebert. It contains 846 observations, 4 classes, 18 attributes. 
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