Abstract-Clustering as an important unsupervised learning technique is widely used to discover the inherent structure of a given data set. For clustering is depended on applications, researchers use different models to defined clustering problems. Heuristic clustering algorithm is an efficient way to deal with clustering problem defined by combining optimization model, but initialization sensitivity is an inevitable problem. In the past decades, a lot of methods have been proposed to deal with such problem. In this paper, on the contrary, we take the advantage of the initialization sensitivity to design a new clustering algorithm. We, firstly, run K-means, a widely used heuristic clustering algorithm, on data set for multiple times to generate several clustering results; secondly, propose a structure named Local Accumulative Knowledge (LAKE) to capture the common information of clustering results; thirdly, execute the Single-linkage algorithm on LAKE to generate a rough clustering result; eventually, assign the rest data objects to the corresponding clusters. Experimental results on synthetic and real world data sets demonstrate the superiority of the proposed approach in terms of clustering quality measures.
I. INTRODUCTION
Clustering is a useful approach in data mining processes for identifying patterns and revealing underlying knowledge from large data collections. The application areas of clustering include image segmentation, information retrieval, and document classification, associate rule mining, web usage tracking and transaction analysis. Since such technique is required everywhere and the inductive procedure follows a variety of principle, clustering is always an active research topic in various areas [1] . As clustering is an important technology related to applications, researches use different models to define clustering problem and propose different ways to deal with the models. In this paper, we focus on the clustering problem which is defined by combining optimization models described as following:
Given a set of input data set dist is the distance function between data objects. Drineas et al have proved that this problem is NP-hard [2] . Clustering algorithm, which uses the traverse method, such as PAM [3] , can not deal with large data sets. In order to deal with this kind of clustering problem, researchers introduce local search methods and devise a lot of heuristic clustering algorithms. Figure 1 gives an example of local search method. From Figure 1 , we can find that a local search starting from Init 1 will converge to Solution 1, on the contrary, a local search starting from Init 2 will converge to a different Solution 2. This example indicates the fact that the local search method is sensitive to the initialization, that is, different starting points will converge to different results. Due to the essential fault of local search, initialization sensitivity problem becomes an inevitable problem of heuristic clustering algorithm.
In this paper, we make use of the initialization sensitivity of heuristic clustering algorithm for developing a novel clustering algorithm. The idea behind the proposed approach is to utilize each finding of clustering algorithm as once learned knowledge from data set, and then accumulate the findings of multiple clustering executions with different initializations as the final optimal solution of clustering.
The major contributions of this paper are as follow:
• We define a structure called Local Accumulative KnowlEdge (LAKE) to capture common parts of the clustering results.
• We propose a Fast algorithm to find out LAKE and design a new Clustering algorithm guided by LAKE, C_LAKE, to generate high quality clustering result. The main steps of C_LAKE are: (1) Find LAKE from several clustering results (partitions) derived by running K-means on D with different initializations. (2) Generate a rough partition by running Single-linkage algorithm on LAKE; (3) Assign the rest data objects of D into the corresponding cluster of the rough partition. Experiment results on synthetic and real world data sets show that C_LAKE algorithm has the strength to find robust clustering results with high quality in comparison to some existing clustering algorithms.
The rest of the paper is structured as follows. Section II describes our proposal in the context of related work. Section III introduces the notion of local accumulative knowledge (LAKE). Section IV proposes the K-means algorithm based on the LAKE. Section V discusses evaluation set up and metrics as well as analysis of experiments performed on artificial as well as real world data sets. Section VI summarizes the paper and discusses open questions.
II. RELATED WORKS
Clustering Algorithms can organize the large amount data into several clusters [4, 5] , each cluster is a set of transactions representing the interests of a particular user group. It is the assignment of a set of observations into subsets so that observations in the same cluster are similar in some sense.
K-means [3] is a classical heuristic clustering algorithm. Due to the sensitivity problem of K-means, some modified approaches have been proposed in the literature. Fast Global K-means (FGK-means) [6] , for example, is an incremental approach of clustering that dynamically adds one cluster centre at a time through a deterministic global search procedure consisting of D executions of the k-means algorithm with different suitable initial positions. Zhu et al presented a new clustering strategy, which can produce much lower ( ) Q C value than affinity propagation (AP) by initializing K-means clustering with cluster centre produced by AP [7] . In [8] , the authors motivated by theoretically and experimentally a use of a deterministic divisive hierarchical method and use of PCA-part (Principal Component Analysis Partitioning) as the initialization of K-means. In order to overcome the sensitivity problem of heuristic clustering algorithm, Han et al propose CLARANS based on the random restart local search method [9] . VSH [10] uses the iteratively modifying cluster centre method to deal with initiation problem. More modified methods addressing the initialization sensitivity problem of heuristic clustering algorithm are referred to [11] [12] [13] .
In this paper, on the contrary, we make use of the "side" effect arising from the initialization sensitivity of heuristic clustering algorithm for developing a novel clustering algorithm. Our approach is based on utilizing each finding of clustering as a learned knowledge token and accumulates the total findings by multiple clustering executions with different initializations as the final optimal solution of clustering. In particular, the process of running K-means on a given data set D can be essentially regarded as one operation of knowledge accumulating of D [14] and the partition, i.e. clustering result, is the accumulative knowledge of data set D . We can get several partitions by running K-means algorithm on data set D for multiple times. In other words, each partition represents an accumulative knowledge representation of data set D , thus the common part of these partitions reflects the inherent knowledge token hidden in D . This is different from aforementioned approaches and as we will show later also provide improvements in terms of quality.
III. LOCAL ACCUMULATIVE KNOWLEDGE
Let us have a data set x is defined over a ddimensional feature space. A partition clustering algorithm takes D as input to organize N data objects into K clusters, according to the similarity measure between objects. A clustering result which contains K clusters is regarded as a data partition P of D . As discussed in [14] , the process of running K-means on data set D is regarded as the process of learning knowledge from it. The partition derived by running K-means on D denotes the Accumulative knowledge of D .
Consider . Lei et al [15] has proved that there exists an intersection part of each clusters among M partitions. In this paper, we regard the intersection part as the essential information of D and propose a structure named LAKE to capture it, as defined in definition 1. According to definition 1, we know that LAKE is a combination of the objects which are occurring together in the same cluster among all partitions. When the number of partitions, i.e M , becomes larger, it means that we can extract much rich knowledge from a given data set D . LAKE, therefore, contains more common knowledge token of it, but of course, computation of the LAKE results in higher computation cost. So there must be a trade-off between the amount of local accumulative knowledge and the time cost. In order to describe this relationship, we define a measure of LAKE Purity (shown in definition 2) to illustrate it. DEFINITION 2. Given In order to better illustrate the relationship between LAKE Purity and the number of partitions, M , we run an example on four data sets: DS1, DS2, DS3 and DS4, each of which contains 20 clusters. Each cluster has 300 data objects generated by a Gaussian distribution function with mean and standard deviation. We run K-means on these four data sets, and denote the processes as Kmeans_DS1, K-means_DS2, K-means_ DS3 and Kmeans_DS4 respectively. K-means was executed for M times on each data set, where M = 2 : 2 : 20 means M changing from 2 to 20 with step of 2. The relationship between LAKE Purity and M is shown in Figure 2 .
From Figure 2 , we can see that the change trends on LAKE Purity are opposite to M , that is, LAKE Purity is decreasing while M increasing. Eventually, the changes of LAKE Purity become gradually stable and a level state is reached. Observing from the experimental results, we find the fact that there is a balanced state between time consumingand LAKE Purity, indicating that the LAKE Purity keeps unchanged even after the number of M increases to a certain value. Based on this observation, we can optimally choose an appropriate M by taking the computational cost into consideration. Since the setting of
IV. CLUSTERING ALGORITHM BASED ON LAKE
In this section, we first give a fast method to find out the Local Accumulate KnowlEdge from M partitions, and then a Clustering algorithm guided by Local Accumulative KnowlEdge (C_LAKE) is proposed to find out the final partition with better quality.
A. Find Local Accumulative Knowledge
We assume that each cluster
stores the number of data objects that belongs to it. Based on this assumption, we use the set intersection method to find the co-occurrence data objects and the LAKE is generated.
Algorithm Find_LAKE shown in algorithm 1 gives the main steps of finding the local accumulative knowledge. The first step is to randomly select a baseline partition from Z . Each cluster of the baseline partition will be intersected with all the clusters in the rest partitions, as shown in step 3, and the data objects co-concurrent in the same cluster are find out. The intersection of data objects in each cluster will be regard as the LAKE and then returned. 
B. C_LAKE Algorithm
In order to illustrate LAKE, we give an example. Let's have a data set D contains 50 data objects and each object is described by 2-dimension coordinate. We run Kmeans on D for three times with different initialization and the partitions are shown in Figure 3(a) . Each partition consists two clusters and is shown by rectangle with different line types. The common part of three partitions is defined as the LAKE with definition 1 and is illustrated in Figure 3(b) . LAKE contains four data object subsets; each one is shown by a circle. Since the data distribution of data set D is characterized by these four data object 
subsets, i.e., LAKE. We then expect to design a clustering algorithm guided by LAKE to improve clustering results.
From Figure 3 , we can find that LAKE contains almost | | D *70% data objects, and according to definition 1, all these data objects are the common parts of all partitions derived by running K-means on data set D . Based on the former discussion, we can find a rough partition from LAKE, and then refine it by assigning the rest data objects of D to the correct cluster. We proposed C_LAKE algorithm guided by LAKE to find out a partition with better cluster quality. , and a rough partition 1 2 { , ,..., } K C C C is constructed. At last, we assign the rest data objects of D into the correct cluster of the rough partition according to definition 3-5. Since the rough partition is produced from LAKE, i.e. the intersection of clustering results of D , the clustering quality is guaranteed.
We assume that the data objects which aren't included in any clusters in rough partition are denoted as
, where "\" is the set different operator.
DEFINITION 3.
Given a rough partition k C , 1,..., k K = , the cluster average difference of a cluster is defined as
DEFINTION 4. Given a rough partition and the rest data object set Rest , the average difference of a data object
x Rest ∈ to the data objects in a cluster k C is defined as: , then the data object x is assigned to the cluster mid C . We make use of initialization sensitivity problem of heuristic clustering algorithm and design a structure LAKE to capture common information of clustering results. However, it is a time-consuming process that multi times execute K-means algorithm on D to generate M clustering results. So the major weakness of C_LAKE is the time consuming problem on the comparing with other heuristic clustering algorithms.
V. CLUSTERING ALGORITHM BASED ON LAKE
In this paper, we focus on the efficiency of Accumulative knowledge working on cluster quality improvement. We compare C_LAKE with three classical modified K-means algorithms (fast global K-means (FGK-means) [6] , APK-means [7] , PCAK-means [8] ), and two other clustering algorithms CLARANS [9] and VSH [10] in terms of cluster quality. Experiments are conducted on a Pentium 4 machine with 2.66GHz CPU and 2GB RAM, running Windows XP. The algorithms are implemented by using Matlab 7.5.
A. Evaluation and Metrics
Since the objective of clustering is to find groups embedded in data set so that intra-group similarities are maximized and inter-group similarities are minimized at the same time, we adopted the Cluster Compactness (Cmp) and the Cluster Separation(Sep) indices [18] to assess the goodness of the clustering results. DEFINITION 6. Given a data set
Where N is the number of data object in D , and is generated by definition 7. DEFINITION 7. Given output partition 1 { ,..., } K C C , the Cluster Compactness is described as:
Where K is the number of clusters generated on D , 
Where σ is a Gaussian constant.
It is obviously that for both approaches, the smaller value indicates a better output quality [18] .
B. Synthetic Data Sets
In order to comprehensively compare the quality of partition of C_LAKE with that of other clustering algorithms, we use a random generator downloaded from http://www.jihe.net/research/ijcnn04, to produce three two-dimensional synthetic data sets approximately in mixture Gaussian distribution. Based on 15 pre-designed cluster means (i.e. K=15), 150,000 data points were generated for each data set using varying variances 0.05 : 0.05 : 0. { , ,..., } Z P P P = , and then get the LAKE from Z , at last, the clustering result is obtained by running the Single-linkage algorithm and refine strategy. Meanwhile, we also run FGK-means, APK-means, PCAK-means, CLARANS and VSH for 10 times to compute the average values of Cmp , Sep and their standard deviations for comparison. The detailed experimental results are presented in Table 1 .
Since the Cmp and Sep values of C_LAKE are less than that of FGK-means, APK-means, PCAK-means, CLARANS and VSH, the clustering quality of C_LAKE is better than that of other compared clustering algorithms. The result shows that the local accumulative knowledge has a straight impact on improving the clustering quality. 
C. Real World Data Sets
Equations should be centered in the column. The pa We assess the clustering results derived by these six clustering algorithms on four real world data sets (shown in Table 2 ), downloaded from UCI. Particularly, in data pre-processing, we omit all the non-numeric attributes from Sponge, Statlog and Digits data sets. The ( ) quality C value of six algorithms on Statlog (Heart) data set is smaller than that of the other data sets. The reason for this phenomenon is the dimension of Statlog(Heart) is the smallest one among these four data sets. According to the discussion, we can find the fact that six algorithms cannot efficiently deal with the high dimensional data sets. Since the data size and the dimensionality of Digit is the largest and highest amongst total data sets, the ( ) quality C result of this data set is poorer than those of other data sets accordingly. However, the ( ) quality C value of C_LAKE is the smallest one on four data sets in comparison to other clustering algorithms indicating its outstanding capability. The result again justifies our claim that C_LAKE algorithm is able to capture the global optimization of clustering by accumulating the local knowledge, which reflects the essential structure of a given data set.
V. CLUSTERING ALGORITHM BASED ON LAKE
Clustering is an interesting and challenging problem in data mining and information retrieval research area. Generally, researchers often use different approaches to define various clustering algorithms. Heuristic Clustering algorithm is an efficient way to deal with clustering problem defined by combination optimization. However, initialization sensitivity problem is the major weakness of it. In previous studies, a lot of efforts have been invested to handle such drawback. In this paper, we concentrate reversely on leveraging the different clustering results resulting from the initialization sensitivity of clustering and propose a structure named Local Accumulative KownlEdge (LAKE) to capture the common Accumulative knowledge, which are produced by running K-means on a given data set for several times. A clustering algorithm guided by LAKE (C_LAKE) is devised to find out the better clustering results. Experimental results on synthetic and real world data sets have demonstrated the superiority of the proposed approach in obtaining the improved clustering performance compared to existing clustering algorithms. In our future work, we will take the M setting problem into account in order to deal with the time consuming problem of C_LAKE.
