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Abstract
Darboux theory of integrability was established by Darboux in 1878, which provided a relation between
the existence of first integrals and invariant algebraic hypersurfaces of vector fields in Rn or Cn with n 2.
Jouanolou 1979 improved this theory to obtain rational first integrals via invariant algebraic surfaces using
sophisticated tools of algebraic geometry. Recently in [J. Llibre, X. Zhang, Darboux theory of integrability
in Cn taking into account the multiplicity, J. Differential Equations, in press] this theory was improved
taking into account not only the invariant algebraic hypersurfaces but also their multiplicity. In this paper we
will show that if the hyperplane at infinity for a polynomial vector field in Rn has multiplicity larger than 1,
we can improve again the Darboux theory of integrability. We also show some difficulties for obtaining an
extension of this result to polynomial vector fields in Cn.
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In the study of systems of differential equations in Rn, if they have a first integral, then their
analysis can be reduced in one dimension. But the search for a first integral of a given differ-
ential system in Rn is generally very difficult. Darboux theory of integrability, established by
Darboux [2,3] in 1878 and improved by Jouanolou [6] in 1979, and Llibre and Zhang [11], is
a nice theory to find first integrals of a differential system having sufficiently many invariant
algebraic hypersurfaces taking into account their multiplicity. This theory has been successfully
applied to the study of some physical models (see for instance, [8,9,16,17]), and to centers, limit
cycles and bifurcation problems of planar systems (see for instance, [5,7,14]).
In this paper we find that if the hyperplane at infinity has multiplicity larger than 1, then we
can go further improving the Darboux theory of integrability taking into account the multiplicity
of the hyperplane at infinity.
We consider in this paper polynomial vector fields in Rn. Let R[x] be the ring of polynomials
in the variable x ∈ Rn with coefficients in R. Consider the following polynomial vector fields
X =
n∑
i=1
Pi(x)
∂
∂xi
, x ∈ Rn, (1)
where Pi(x) ∈ R[x] and (P1, . . . ,Pn) = 1, i.e. they have no common factors. We call d =
max{degPi(x); i = 1, . . . , n} the degree of the vector field X .
Let C[x] be the ring of polynomials in x ∈ Rn with coefficients in C. For f = f (x) ∈ C[x],
we say that {f = 0} ⊂ Rn is an invariant algebraic hypersurface of the vector field X if there
exists a polynomial Lf ∈ C[x] such that
X (f ) =
n∑
i=1
Pi
∂f
∂xi
= fLf .
We call Lf the cofactor of f = 0. It is necessary that Lf has degree at most d − 1.
Assume that f,g ∈ C[x] and (f, g) = 1, i.e. relatively coprime. We say that exp(g/f ) with
degg  degf or degf = 0 is an exponential factor of the vector field X if there exists an
Le ∈ C[x] of degree at most d − 1 such that
X (exp(g/f ))= exp(g/f )Le.
We call Le the cofactor of the exponential factor. It is easy to verify that if exp(g/f ) is an
exponential factor and degf = 0, then f = 0 is an invariant algebraic hypersurface.
Let Cm[x] be the C-vector space formed by polynomials in C[x] of degree at most m. Note
that this vector space has dimension σ = ( n+m
n
)
. Choose a base v1, . . . , vσ of Cm[x], and denote
by Mσ the σ × σ matrix⎛⎜⎜⎜⎝
v1 v2 · · · vσ
X (v1) X (v2) · · · X (vσ )
...
...
. . .
...
X σ−1(v1) X σ−1(v2) · · · X σ−1(vσ )
⎞⎟⎟⎟⎠ , (2)
where X k+1(vi) = X (X k(vi)). If detMσ ≡ 0 the hypersurface {detMσ = 0} ⊂ Rn is called the
m-th extactic hypersurface of X , and the detMσ is called m-th extactic polynomial. Observe that
the extactic hypersurface modulus a constant is independent of the choice of the base of Cm[x].
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detMσ . This follows from the fact that we can choose f as a member of a base of Cm[x] and
f divides the whole column in which f is located. Recall that an algebraic hypersurface f = 0
is irreducible if f is an irreducible polynomial in C[x]. We say that an irreducible invariant al-
gebraic hypersurface f = 0 of degree m has defined algebraic multiplicity k or simply algebraic
multiplicity k if detMσ ≡ 0 and k is the maximum positive integer such that f k divides detMσ ;
and it has no defined algebraic multiplicity if detMσ ≡ 0. The matrix (2) already appears in
the work of Lagutinskii (see also Dobrovol’skii et al. [4]). For a modern definition of the m-th
extactic hypersurface and a clear geometric explanation of its meaning, the readers can look at
Pereira [12].
In order to use the infinity of Rn as an additional invariant hyperplane for studying the in-
tegrability of the vector field X , we need the Poincaré compactification for the vector field X ,
which we summarize in Appendix A. In the chart U1 (see (14)), using the change of variables
x1 = 1
z
, x2 = y2
z
, . . . , xn = yn
z
, (3)
the vector field X is transformed to
X = −zP 1(y) ∂
∂z
+ (P 2(y)− y2P 1(y)) ∂
∂y2
+ · · · + (Pn(y)− ynP 1(y)) ∂
∂yn
,
where P i = zdPi(1/z, y2/z, . . . , yn/z) for i = 1, . . . , n and y = (z, y2, . . . , yn). We note that
z = 0 is an invariant hyperplane of the vector field X and that the infinity of Rn corresponds to
z = 0 of the vector field X . So we can define the algebraic multiplicity of z = 0 for the vector
field X .
We say that the infinity of X has defined algebraic multiplicity k or simply algebraic multi-
plicity k if z = 0 has defined algebraic multiplicity k for the vector field X ; and that it has no
defined algebraic multiplicity if z = 0 has no defined algebraic multiplicity for X .
In [15] the authors gave a definition on the algebraic multiplicity of the line at infinity for a
planar vector field using a limit inside the definition. In fact, the two definitions are equivalent.
But ours is easier to be applied to compute the algebraic multiplicity of the line at infinity for a
given planar vector field.
Let D be an open subset having full Lebesgue measure in Rn. A non-constant analytic func-
tion H : D → R is a first integral of the polynomial vector field X on D if it is constant on all
orbits x(t) of X contained in D; i.e. H(x(t)) = constant for all values of t for which the solution
x(t) is defined and contained in D. Clearly H is a first integral of X on D if and only if XH = 0
on D. A rational first integral of X is a first integral given by a rational function. A Darboux first
integral is a first integral of the form(
r∏
i=1
f
νi
i
)
exp(g/h),
where fi, g,h ∈ C[x] with degg  degh or degh = 0, and the νi ’s are complex numbers. We
remark that for a real polynomial vector field its invariant algebraic hypersurfaces and the expo-
nential factors can be complex, but the Darboux first integral may be real.
The following is the main result of this paper, which improves the Darboux theory of integra-
bility in Rn taking into account the algebraic multiplicity of the hyperplane at infinity.
Theorem 1. Assume that the polynomial vector field X in Rn of degree d > 0 has irreducible
invariant algebraic hypersurfaces fi = 0 for i = 1, . . . , p and the invariant hyperplane at infinity.
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at infinity has no defined algebraic multiplicity, then the vector field X has a rational first
integral.
(ii) Suppose that all the irreducible invariant algebraic hypersurfaces fi = 0 have defined alge-
braic multiplicity qi for i = 1, . . . , p and that the invariant hyperplane at infinity has defined
algebraic multiplicity k. If the vector field restricted to each invariant hypersurface includ-
ing the hyperplane at infinity having algebraic multiplicity larger than 1 has no rational first
integral, then the following hold.
(a) If∑pi=1 qi + k N + 2, then the vector field X has a real Darboux first integral, where
N = ( n+d−1
n
)
.
(b) If∑pi=1 qi + k N + n+ 1, then the vector field X has a real rational first integral.
We note that if the hyperplane at infinity is not taken into account, then Theorem 1 is exactly
Theorem 3 of [11]. Also if the hyperplane at infinity has algebraic multiplicity 1, then it does not
contribute to integrability by comparing Theorem 1 with Theorem 3 of [11].
In [11] we had showed by examples that the assumption on the non-existence of rational first
integral of X restricted to an invariant algebraic hypersurface with multiplicity larger than 1 is
necessary for the vector field in Rn with n > 2. In Section 2 we show by an example that if n > 2,
the additional assumption is also necessary for the infinity having multiplicity larger than 1. If
X is a planar vector field, then this additional assumption about the rational first integral is not
necessary. We have the following
Corollary 2. Assume that the polynomial vector field X in R2 of degree d > 0 has irreducible
invariant algebraic curves fi = 0 with defined algebraic multiplicity qi for i = 1, . . . , p and that
the invariant straight line at infinity has defined algebraic multiplicity k. Then the following hold.
(a) If∑pi=1 qi + k  ( d+12 )+ 2, then the vector field X has a Darboux first integral.
(b) If∑pi=1 qi + k  ( d+12 )+ 3, then the vector field X has a rational first integral.
This paper is organized as follows. In Section 2 we will provide some basic results which will
be used in the proof of Theorem 1. The proof of Theorem 1 is given in Section 3. This proof is
similar to the proof of Theorem 3 of [11], we provide it here for completeness. In Section 4 we
present some examples showing how use the algebraic multiplicity of the hyperplane at infinity
for finding first integrals. In Section 5 we explain the difficulties for extending to Cn the Darboux
theory of integrability taking into account the multiplicity at infinity. Appendix A summarizes
the Poincaré compactification of a vector field in Rn.
2. Basic results
For characterizing the algebraic multiplicity of an invariant algebraic hypersurface f using
the exponential factors associated with f , we obtained in [1,11] the following result.
Theorem 3. Assume that the vector field X has an irreducible invariant algebraic hypersurface
f = 0 of degree m and that X restricted to f = 0 has no rational first integral. Then f = 0 has
algebraic multiplicity k if and only if the vector field X has k−1 exponential factors exp(gi/f i),
i = 1, . . . , k − 1, where gi ∈ C[x] has degree at most im.
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factors associated with the hyperplane at infinity for the compactified vector field p(X ) of X .
Theorem 4. Let X be the expression of the compactified vector field p(X ) in U1. Assume that
X restricted to z = 0 has no rational first integral. Then z = 0 has algebraic multiplicity k for X
if and only if X has k − 1 exponential factors exp(gi/zi), i = 1, . . . , k − 1, with gi ∈ Ci[y]
having no factor z.
For proving Theorem 4 we need the following result, which provides a relation between the
exponential factors of X and those of X associated with z = 0.
Lemma 5. For the exponential factors associated with the hyperplane at infinity the following
statements hold.
(a) If E = exp(g(x)) with g a polynomial of degree k is an exponential factor of X with cofac-
tor LE(x), then E = exp( gzk ) with g = zkg( 1z , y2z , . . . , ynz ) is an exponential factor of X with
cofactor LE = zd−1LE( 1z , y2z , . . . , ynz ).
(b) Conversely if F = exp( h(y)
zk
) with h ∈ Rk[y] is an exponential factor of X with cofactor LF ,
then F = exp(h(x)) with h(x) = xk1h( 1x1 , x2x1 , . . . , xnx1 ) is an exponential factor of X with
cofactor LF = xd−11 LF ( 1x1 , x2x1 , . . . , xnx1 ).
Proof. (a) Some computations show that
X
(
g
zk
)
= X
(
g
(
1
z
,
y2
z
, . . . ,
yn
z
))
= −zP 1
(
− 1
z2
∂g
∂x1
− y2
z2
∂g
∂x2
− · · · − yn
z2
∂g
∂xn
)
+
(
(P 2 − y2P 1) ∂g
∂x2
+ · · · + (P n − ynP 1) ∂g
∂xn
)
1
z
= 1
z
(
P 1
∂g
∂x1
+ · · · + Pn ∂g
∂xn
)
= zd−1X (g) = zd−1LE
(
1
z
,
y2
z
, . . . ,
yn
z
)
= LE.
This implies that E is an exponential factor of X .
(b) First we claim that if E = exp(g/zr ) with g ∈ Cr [y] is an exponential factor of X with
cofactor LE , then its degree is at most d − 1.
Now we prove the claim. From the definition of exponential factor we have X (g/zr ) = LE .
This equation can be written as
P 2
∂g
∂y2
+ · · · + Pn ∂g
∂yn
− P 1
(
z
∂g
∂z
+ y2 ∂g
∂y2
+ · · · + yn ∂g
∂yn
)
+ rgP 1 = zrLE.
If degg < r then clearly we have degLE < d . If degg = r then using the Euler’s formula for the
homogeneous part of degree r of g we get also degL < d . This proves the claim.E
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X (h) = P1
((
− 1
x21
∂h
∂z
− x2
x21
∂h
∂y2
− · · · − xn
x21
∂h
∂yn
)
xk1 + khxk−11
)
+
(
P2
∂h
∂y2
+ · · · + Pn ∂h
∂yn
)
xk−11
= z−d
(
−zP 1 ∂h
∂z
− y2P 1 ∂h
∂y2
− · · · − ynP 1 ∂h
∂yn
+ kP 1h
)
z−(k−1)
+ z−d
(
P 2
∂h
∂y2
+ · · · + Pn ∂h
∂yn
)
z−(k−1)
= z−d(X (h)+ kP 1h)z−(k−1) = z−(d−1)X( h
zk
)
= z−(d−1)LF (z, y2, . . . , yn) = LF .
So exp(h) is an exponential factor of X . This completes the proof of the lemma. 
Proof of Theorem 4. It follows from Theorem 3 and Lemma 5. 
Using a similar proof to that of statement (b) of Lemma 5 we can get easily the following
result.
Proposition 6. If H(y) is a rational first integral of X , then H(x) = H( 1
x1
, x2
x1
, . . . , xn
x1
) is a
rational first integral of X .
The following proposition shows that in dimension larger than 2 the assumption in Theorem 4
on the non-existence of rational first integral of X restricted to z = 0 is necessary.
Proposition 7. The system
w˙ = (cw − x − bw2)w,
x˙ = (−1 + cx − y − bwx)w − x2,
y˙ = (x + (a + c)y − bwy)w − xy (4)
has the invariant plane w = 0 of multiplicity 4, where a, b, c are real constants. The system
restricted to w = 0 has the rational first integral H = y/x. For this system Theorem 4 does not
hold.
Proof. The argument on the multiplicity can be proved by computing the 1-st extactic polyno-
mial. The existence of the first integral H = y/x is an easy calculation.
We remark that system (4) is the local expression in the chart U3 of the Poincaré compactified
vector field of the Rössler system [13]
x˙ = −(y + z), y˙ = x + ay, z˙ = b − cz+ xz. (5)
In Theorem 1 of [18] we proved that system (5) has only either the exponential factor F1 =
exp(u1x + u2y) with u1 and u2 not zero simultaneously if a = 0, or the exponential factors F1
and F2 = exp(z+ x2/2 + y2/2) if a = 0.
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either E1 = exp((u1x + u2y)/w) with u1 and u2 not zero simultaneously if a = 0, or E1 and
E2 = exp((w + x2/2 + y2/2)/w2) if a = 0. This means that system (4) has no exponential
factors of the form exp(g/w3) with g a polynomial of degree at most 3 and coprime with w.
Hence the conclusion of Theorem 4 does not hold. 
3. Proof of Theorem 1
(i) We can consider the real vector field X as a vector field in Cn. Then it follows from the
second part of Theorem 3 of Pereira [12] (see also Theorem 5.3 of [1] for dimension 2) that
if some of the invariant algebraic hypersurfaces has no defined algebraic multiplicity, then the
vector field X will have a rational first integral. This first integral may be complex, but its real
part and also imaginary part will be real rational first integrals.
Similarly if the invariant hyperplane z = 0 of X , i.e. the invariant hyperplane at infinity of X ,
has no defined algebraic multiplicity, then X has a real rational first integral. Hence from Propo-
sition 6 the vector field X has a real rational first integral. This proves statement (i).
(ii) Let fi = 0 for i = 1, . . . , p be the irreducible invariant hypersurfaces having algebraic
multiplicity qi . It follows from Theorem 3 that for each fi we have qi − 1 exponential factors
exp(gij /f ji ), j = 1, . . . , qi − 1, where deggij  j degfi .
From Theorem 4 and Lemma 5 the vector field X has exactly k − 1 exponential fac-
tors exp(gi(x)) associated with the hyperplane at infinity with gi polynomials of degree i for
i = 1, . . . , k − 1.
For r = 1,2, . . . , κ :=∑pi=1 qi + k − 1, denote by kr the κ cofactors of the p invariant alge-
braic hypersurfaces and of the κ−p exponential factors. Recall that each cofactor is a polynomial
of degree at most d − 1, where d is the degree of the vector field X . To simplify the notations
we denote by Fr , with r ∈ {1, . . . , κ}, the irreducible invariant algebraic hypersurface or the
exponential factor of the vector field X having cofactor kr . Then we have X (logFr) = kr for
r = 1, . . . , κ .
(a) Since Cd−1[x] is a C-vector space of dimension N and κ  N + 1 by the assumption,
the κ cofactors kr(x) are linearly dependent. So there exist σ1, . . . , σκ ∈ C not all zero such that∑κ
r=1 σrkr = 0. This shows that X (log(F σ11 . . . F σκκ )) = 0. Hence H = log(F σ11 . . . F σκκ ) is a first
integral of X .
Since the vector field X is real, the conjugate H of H is also a first integral of X . Hence
H +H is a real first integral of X . On the other hand, H +H = log((F σ11 Fσ 11 ) . . . (F σκκ F σκκ )) is
of Darboux type. This proves statement (a).
(b) Let τ be the dimension of the vector subspace V generated by {k1(x), . . . , kN+n(x)}. Since
all kr has degree at most d − 1 we have τ  N . In order to simplify the notations we suppose
that τ = N and that k1(x), . . . , kN(x) are linearly independent in V . In the case τ < N the proof
would follow using the same arguments.
From the proof of statement (a) we get that for each s ∈ {1, . . . , n} there exists a vector
(σs1, . . . , σsN) ∈ CN such that
X (log(Fσs11 . . . F σsNN FN+s))= 0.
Thus we get n holomorphic first integrals
Hs := log
(
F
σs1 . . . F
σsN FN+s
)
, (6)1 N
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set Ω1 of Rn.
We define r(x) = rank{∇H1(x), . . . ,∇Hn(x)} and m = max{r(x): x ∈ Ω1}. Then there exists
an open subset Θ of Ω1 such that m = r(x) for each x ∈ Θ . Since the n first integrals Hi ’s must
be functionally dependent on any positive Lebesgue measurable subset of Ω1, we have m < n.
Without loss of generality we can assume that {∇H1(x), . . . ,∇Hm(x)} has the rank m for all
x ∈ Θ . Therefore, since {∇H1(x), . . . ,∇Hm(x),∇Hk(x)} with k ∈ {m + 1, . . . , n} are linearly
dependent for each given x ∈ Θ , there exist Ck1(x), . . . ,Ckm(x) such that
∇Hk(x) = Ck1(x)∇H1(x)+ · · · +Ckm(x)∇Hm(x), (7)
for k = m+ 1, . . . , n.
By the construction of Hi it is easy to check that each component of the vector function
∇Hi(x) is a rational function. Since ∇H1(x), . . . ,∇Hm(x) are linearly independent on Θ , by
using the Crammer’s rule to solve the linear equation (7) we get that Ckj are rational functions
for j = 1, . . . ,m.
From Theorem 2 of [10] it follows that Ckj (x) (if not a constant) for j = 1, . . . ,m are first
integrals of X .
Finally we shall prove that there is some Ckj which is not a constant. Assume that all
functions Ck1, . . . ,Ckm are constants, then we get from (7) that Hk(x) = Ck1H1(x) + · · · +
CkmHm(x) + logCk , where Ck is a constant. Hence, for k ∈ {m + 1, . . . , n} and from (6) we
have Fσk11 . . . F
σkN
N FN+k = Ck(Fσ111 . . . F σ1NN FN+1)Ck1 . . . (F σm11 . . . F σmNN FN+m)Ckm . This is in
contradiction with the fact that FN+k only appears on the left-hand side of the above equality. So
there exist some j0 ∈ {1, . . . ,m} and k0 ∈ {m+ 1, . . . , n} such that Ck0j0(x) is not a constant.
The above proof shows that the vector field X has the rational first integral Ck0j0(x). It may
be complex. Since X is a real vector field, ReCk0j0 and ImCk0j0 are both rational first integrals
of X . This completes the proof of Theorem 1.
4. Examples
In this section we provide some examples showing how to use the algebraic multiplicity of
the hyperplane at infinity for proving the existence of a Darboux first integral of a polynomial
vector field and for computing this first integral. The first two examples were studied in [15].
Example 1. Consider the vector field X1 = ∂/∂x − x2∂/∂y . It is easy to see that X2 has the
polynomial first integral y + x3/3. But we now use this easy example to test our theory.
The local expression in U1 of the compactified vector field p(X1) is X2 = −z3∂/∂z − (1 +
yz2)∂/∂y . Choose 1, y, z as a base of R1[y, z], we get the 1-st extactic polynomial −z5(4 +
6yz2). This means that the line at infinity of X2 has algebraic multiplicity 5. By Theorem 1 the
vector field X1 has a first integral.
Some computations verify that exp(x), exp(x2), exp( 13x
3 + x + y) and exp( 14x4 + xy) are
four exponential factors associated with the line at infinity. Their corresponding cofactors are
k1 = 1, k2 = 2x, k3 = 1 and k4 = y. From the proof of statement (a) of Theorem 1, by using the
cofactors k1 and k3 we get the first integral y + x3/3.
This example shows that using only the algebraic multiplicity of the line at infinity we can
prove the existence of a first integral of X1 and furthermore compute it.
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compactified vector field p(X2) is X2 = −z2∂/∂z −∂/∂y . Choose the same base as in Example 1,
then the 1-st extactic polynomial is 2z3. So the line at infinity of X2 has algebraic multiplicity 3.
This shows that the vector field X2 has two exponential factors associated with the line at infinity.
It is easy to check that exp(x) and exp( 12x
2 + y) are these two exponential factors with cofactors
k1 = x and k2 = y, respectively.
Obviously the line x = 0 is invariant by the flow of X2 with cofactor k3 = 1 and has algebraic
multiplicity 3. Some calculations show that exp(y/x) and exp(y2/x2) are the related exponential
factors with cofactors k4 = −x and k5 = −2y, respectively.
The above computations show that the sum of the multiplicities of the straight lines x = 0
in R2 and z = 0 at infinity is 6. By Theorem 1 the vector field X2 has a rational first integral. In
fact using the exponential factors exp(x) and exp(y/x) we get the rational first integral x + y/x.
Example 3. Consider the real 3-dimensional polynomial vector field
X3 = ∂
∂x
+ y(1 − 2x + 3z) ∂
∂y
+ z2 ∂
∂z
.
Some calculations show that the algebraic multiplicities of the invariant planes y = 0 and z = 0
are 1 and 3, respectively. Moreover it is easy to check that the vector field X3 restricted to z = 0
has no rational first integral.
The local expression in U1 of the compactified vector field p(X3) of X3 is
X 3 = −w3 ∂
∂w
− y(2 −w − 3z+w2) ∂
∂y
+ z(z−w2) ∂
∂z
.
The invariant plane w = 0 of X 3 corresponds to the infinity of X3, and it has algebraic multiplic-
ity 3. Again it is easy to verify that the vector field X 3 restricted to w = 0 has no rational first
integral.
The total number of the three invariant planes (including the one at infinity) taking into ac-
count their algebraic multiplicities is 7. Since 1 + 3 + 3 = 7 > ( 3+2−13 )+ 2 = 6, it follows from
Theorem 1 that the vector field X3 has a Darboux first integral.
We now compute the first integrals. By some calculations we get that the vector field X3 has
two exponential factors associated with z = 0: e1/z with cofactor L1 = −1 and e(1+2xz)/z2 with
cofactor L2 = −2x, and two exponential factors associated with the infinity: ex with cofactor
L3 = 1 and ex2 with cofactor L4 = 2x. Obviously the cofactors corresponding to the invariant
planes z = 0 and y = 0 are L5 = z and L6 = 1 − 2x + 3z, respectively. Using the cofactors L1
and L3 we get the rational first integral H1 = x + 1/z. Combining the cofactors L3, . . . ,L6 we
obtain the Darboux first integral H2 = ex2−xyz−3. It is easy to check that the two first integrals
are functional independent outside the plane z = 0, where the two first integrals are not defined.
So the vector field X3 is completely integrable.
5. Difficulties on the extension of the theory to Cn
In this section we shall show that some difficulties appear in extending the Darboux theory of
integrability taking into account the multiplicity of the hyperplane at the infinity from Rn to Cn.
A polynomial vector field in C does not have the Poincaré compactification as that in Rn, see
Appendix A. For studying the multiplicity of the hyperplane at infinity in Cn a natural way is to
extend the vector field from Cn to a vector field of the projective space CPn.
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X = p1(x, y) ∂
∂x
+ p2(x, y) ∂
∂y
,
of degree d , it follows from [6] that its projective vector field in CP 2 is
X = P1(X,Y,Z) ∂
∂X
+ P2(X,Y,Z) ∂
∂Y
,
where [X : Y : Z] are the homogeneous coordinates of CP 2 and Pi(Z,Y,Z) = Zdpi(X/Z,Y/Z)
for i = 1,2. We note that the invariant plane Z = 0 of X corresponds to the infinity of C2. Denote
by Cm[X,Y,Z] the set of homogeneous polynomials in the variables X,Y,Z with coefficients
in C of degree m. Similar to the case in Cn we can choose X,Y,Z as a base of C1[X,Y,Z] to
define the 1-st extactic polynomial, and hence to define the multiplicity of Z = 0 for X .
Two different difficulties will appear trying to extend the previous results on the infinity from
vector fields defined in Rn to vector fields in Cn. The first is that while the restriction of a vector
field in Rn on Z = 0 has no rational first integral, but the same vector field in Cn restricted to
Z = 0 in CPn may have a rational first integral. For instance the projective vector field of the
vector field X2 in Example 2 of Section 4 is
X 2 = XZ ∂
∂X
+ (YZ −X2) ∂
∂Y
.
Clearly Z = 0 is an invariant plane of X 2 in CP 2. On Z = 0 the projective vector field X 2
has the first integral H = X. So even if we have a similar result to Theorem 4 for using the
exponential factors in order to characterize the multiplicity of the invariant plane Z = 0, it also
does not work on X 2. On the other hand, we have seen that for the real vector field X2 the
Poincaré compactification works well on this example.
In [11] we improve the Darboux theory of integrability taking into account the algebraic
multiplicity of the invariant algebraic hypersurfaces of Cn through the associated exponential
factors. We shall see that this is not possible for studying the infinity of vector fields in Cn. This
will be the second difficulty.
Assume that f = 0 is an invariant algebraic hypersurface of degree m with cofactor Lf for a
vector field X in Cn, and that X restricted to f = 0 has no rational first integrals. If f = 0 has
algebraic multiplicity r  1, i.e. r is the maximum number such that f r divides the determinant
of the matrix
MR =
⎛⎜⎜⎜⎝
f v2 · · · vR
X (f ) X (v2) · · · X (vR)
...
...
. . .
...
X R−1(f ) X R−1(v2) · · · X R−1(vR)
⎞⎟⎟⎟⎠ , (8)
where X k+1(vi) = X (X k(vi)), R is the dimension of the linear space Cm[x] with x ∈ Cn, and
{f, v2, . . . , vR} is a base of Cm[x].
Assume that f = 0 is an invariant algebraic hypersurface with multiplicity r > 1. Since
X r (f ) = f (X + Lf )r1, where by definition (X + Lf )r = (X + Lf )(X + Lf )r−1 with Lf
acting as a constant operator and non-commutative with X , we have detMR = f detM∗R , where
M∗R is different from MR only in the first column with i-th component given by (X +Lf )i−11.
Since f divides detM∗ because r > 1, we have detM∗ = 0 on f = 0. Then the columns of M∗ ,R R R
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all zero such that for l = 0,1, . . . ,R − 1
Al := α1(X +Lf )l1 +
R∑
j=2
αj X l (vj ) = 0 on f = 0, (9)
where X 0 = identity. Assume that α1 = 0. Then we can take α1 = 1, and we have
Al := (X +Lf )l1 +
q∑
j=1
αij X l(vij ) = 0 on f = 0, l = 0,1, . . . ,R − 1, (10)
with at least one of the αij not zero, where Vi1 . . . , Viq are linearly independent. Set some αir = 0
with r ∈ {1, . . . , q}. Then
(X +Lf )Al −Al+1 =
q∑
j=1
(X (αij )+Lf αij )X l(vij ) = 0
on f = 0, l = 0,1, . . . ,R − 2.
It follows that X (αij )+Lf αij = 0 on f = 0. So we have X (αij /αir ) = 0 on f = 0. This implies
that there exist constants cij for j = r such that αij = cij αir on f = 0 for j ∈ {1, . . . , r − 1,
r + 1, . . . , q}. Hence from the first two equations of (10) we have
1 + αir
R∑
s=2
csvs ≡ 0 and Lf + αir
R∑
s=2
csX (vs) ≡ 0 on f = 0,
where cir = 1 and cs = 0 for s /∈ {i1, . . . , iq}. Set g1 = −
∑R
s=2 csvs . We have g1 = 0 and
X (g1) − g1Lf ≡ 0 on f = 0. By the Hilbert’s Nullstenesatz and the fact that f is irre-
ducible there exists a polynomial L1 of degree necessarily no more than d − 1 such that
X (g1) = g1Lf + fL1, where d is the degree of the vector field X . This proves that exp(g1/f )
is an exponential factor of X with the cofactor L1.
Now we shall see that here taking into account the infinity in Cn we cannot control the mul-
tiplicity of Z = 0 through the associated exponential factors. Due to these difficulties we have
studied in this paper only the extension of the Darboux theory of integrability taking into account
the multiplicity of the hyperplane at infinity for vector fields of Rn.
In the projective space CP 2 we try to establish a similar result to Theorem 4, but in its proof
we need to use the linear dependence of the columns of the matrix restricted to Z = 0 in the
definition of the 1-st extactic curves. For instance, if Z = 0 is an invariant plane of multiplicity
at least 2 for the projective vector field X , then Z divides the determinant of the matrix
M =
⎛⎝1 X Y0 X (X) X (Y )
0 X 2(X) X 2(Y )
⎞⎠ .
This means that the columns of the matrix M are linearly dependent on Z = 0. Denote by
V1,V2,V3 the three columns of the matrix M . Assume that there exist well-defined functions
α1, α2, α3 not all zero on Z = 0 in CP 2 such that
Al = α1X l (1)+ α2X l (X)+ α3X l (Y ) = 0 on Z = 0 for l = 0,1,2. (11)
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loss of generality that α1 = 1. Then we have
X (Al)−Al+1 = X (α2)X l (X)+ X (α3)X l (Y ) = 0 on Z = 0, l = 0,1. (12)
We claim that (X,X (X))τ and (Y,X (Y ))τ are linearly independent, where τ denotes the trans-
pose of a matrix. Now we prove the claim. Suppose that there exist β1 and β2 with β2 = 0 such
that β1(X,Y )+β2(X (X),X (Y )) = 0. So we have X (β1)(X,Y )+(β1 +X (β2))(X (X),X (Y ))+
β2(X 2(X),X 2(Y )) = 0. Since β2 = 0, we are in contradiction with the fact that V2 and V3 lin-
early independent. So the claim is proved. Hence by (12) and the linear independency we get
that X (α2) = X (α3) = 0 on Z = 0 and so α2 and α3 are constants on Z = 0, denoted by c2
and c3 respectively. Hence it follows from (11) with l = 0 that 1 + c2X + c3Y = 0 on Z = 0,
a contradiction.
The case α1 = 0 and V2 and V3 linearly dependent can be studied obtaining also a contra-
diction. Similarly ifs α1 = 0 then we can get also a contradiction working with either α2 = 0 or
α3 = 0. These contradictions show that we cannot work with the multiplicity of Z = 0 in CP 2.
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Appendix A. The Poincaré compactification
In this appendix we introduce the Poincaré compactification of the vector field X in Rn, which
was used in Section 2.
Let X be the polynomial vector field in Rn of degree d given in (1). For convenience we
also use (P1(x), . . . ,Pn(x)) to denote the vector field X . Let H = {x ∈ Rn+1: xn+1 = 1} be
the hyperplane in Rn+1 and Sn = {x ∈ Rn+1: x21 + · · · + x2n+1 = 1} be the n-sphere in Rn+1.
Denote by Sn+ and Sn− the half-sphere with xn+1 > 0 and xn+1 < 0, respectively. We define the
epimorphisms
φ+ : Rn → Sn+ and φ− : Rn → Sn−,
given by
φ+(x) = 1
(x)
(x1, . . . , xn,1) (y1, . . . , yn+1),
and
φ−(x) = −1
(x)
(x1, . . . , xn,1) (y1, . . . , yn+1),
where  =
√
1 + x21 + · · · + x2n . These induce a vector field X in Sn+ ∪ Sn− by X (y) =
(Dφ+)xX (x) for y = φ+(x) and by X (y) = (Dφ−)xX (x) for y = φ−(x).
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X (y) = yn+1
⎛⎜⎜⎜⎜⎜⎜⎝
1 − y21 −y2y1 −y3y1 · · · −yny1
−y1y2 1 − y22 −y3y2 · · · −yny2
...
...
... · · · ...
−y1yn −y2yn −y3yn · · · 1 − y2n
−y1yn+1 −y2yn+1 −y3yn+1 · · · −ynyn+1
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
P ∗1
P ∗2
...
P ∗n
⎞⎟⎟⎟⎟⎠ ,
where P ∗i = Pi(y1/yn+1, . . . , yn/yn+1) ifs yn+1 > 0, or P ∗i = Pi(−y1/yn+1, . . . ,−yn/yn+1) if
yn+1 < 0. This defines an analytic vector field on Sn, namely ym−1n+1 X (y). This vector field is
called the Poincaré compactification of X and it is denoted by p(X ).
To obtain the analytic expression for p(X ) we shall consider the n-sphere as a differentiable
manifold. Choose the 2n + 2 coordinate neighborhoods of Sn given by Ui = {y ∈ Sn: yi > 0}
and Vi = {y ∈ Sn: yi < 0} for i = 1, . . . , n+ 1. The corresponding coordinate maps
Φi : Ui → Rn and Ψi : Vi → Rn
are defined by
Φi(y) = Ψi(y) = (yj1/yi, . . . , yjn/yi)
with 1  j1 < · · · < jn  n + 1 and jk = i for k = 1, . . . , n. We now compute the expression
of p(X ) on Ui . In U1, let y ∈ U1 ∩ S+. Consider the tangent map (DΦ1)y : TyU1 → TΦ1(y)Rn,
we have
(DΦ1)y
(
ym+1n+1 X (y)
)= ym−1n+1 (DΦ1)y(Dφ+)xX (x) = ym−1n+1 D(Φ1 ◦ φ+)xX (x),
where y = φ+(x). Hence
D(Φ1 ◦ φ+)xX (x) = 1
x21
(−x2P1 + x1P2, . . . ,−xnP1 + x1Pn,−P1). (13)
Let (z1, . . . , zn) be the coordinates of U1, i.e. (z1, . . . , zn) = Φ1(y1, . . . , yn+1). Then (13)
becomes
D(Φ1 ◦ φ+)xX (x) = zn(−z1P˜1 + P˜2, . . . ,−zn−1P˜1 + P˜n,−znP˜1),
where P˜i = Pi(1/zn, z1/zn, . . . , zn−1/zn). Since ym−1n+1 = (zn/(z))m−1, the vector field X be-
comes
1
(z)m−1
(−z1P 1 + P 2, . . . ,−zn−1P 1 + Pn,−znP 1), (14)
where P i = zmn Pi(1/zn, z1/zn, . . . , zn−1/zn) for i = 1, . . . , n.
If y ∈ U1 ∩ S− we have the same expression for p(X ) as in (14). Working in a similar way
we can prove that p(X ) in Uj for j = 2, . . . , n has the expression
1
(z)m−1
(−z1P j + P 1, . . . ,−zj−1P j + P j−1,
−zjP j + P j+1, . . . ,−zn−1P j + Pn,−znP j ),
with P i = zmn Pi(z1/zn, . . . , zj−1/zn,1/zn, zj+1/zn, . . . , zn−1/zn) for i = 1, . . . , n. The expres-
sion for p(X ) in Un+1 is zm+1(P1(z), . . . ,Pn(z)).n
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(z))m−1. So the expression for
p(X ) in Vi is the same as in Ui multiplied by (−1)m−1.
The vector field p(X ) allows us to study the behavior of X in the neighborhood of infinity,
that is, in the neighborhood of the equator Sn−1 = {y ∈ Sn: yn+1 = 0}. From the expressions of
p(X ) in the local charts Ui and Vi for i = 1, . . . , n+1, we deduce that the infinity is invariant by
the flow of p(X ) and that p(X ) has two copies of X on the northern and southern hemisphere
of Sn, that is, on Un+1 and Vn+1, respectively.
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