Abstract. We investigate the categories of finite-dimensional representations of multicurrent and multiloop hyperalgebras in positive characteristic, i.e., the hyperalgebras associated to the multicurrent algebras g⊗C[t 1 , . . . , t n ] and to the multiloop algebras g⊗C[t ±1 1 , . . . , t
Introduction
During the last decade, there has been intense study of the finite-dimensional representation theory of map algebras, which have the form g ⊗ C A, where g is a finite-dimensional complex simple Lie algebra and A is a commutative, associative, unital C-algebra (see [4, 5, 9, 10, 14] and references therein). These algebras can be regarded as generalizations of the (centerless untwisted) affine Kac-Moody algebras, which are recovered in the particular case that A = C[t, t −1 ]. In addition, the multicurrent and multiloop algebras are mutually related, since the multicurrent algebras can be seen as subalgebras of the multiloop algebras, which are essential to construction of toroidal Lie algebras (see [1, 3, 19, 20, 22, 26] and references therein).
In order to extend these results to arbitrary algebraically closed fields F we need hyperalgebras, which are constructed by considering an integral form of the universal enveloping algebra U(g ⊗ A), and then tensoring this form over Z with F. Given a Lie algebra a over C, the corresponding hyperalgebra is denoted by U F (a). In the case of the finite-dimensional complex simple Lie algebra g, one considers Konstant's integral form for U(g) [21] . The affine analogues of Kostant's form were obtained by Garland [15] for the non-twisted affine Kac-Moody algebras and by Mitzman [23] in a more general way for all affine Kac-Moody algebras. Integral forms for (the universal enveloping algebra of) general map algebras U(g⊗A) were formulated by the second author in [8] .
The motivation to consider hyperalgebras comes from the following fact: if g is a semisimple finite-dimensional Lie algebra over the complex numbers, F is an algebraically closed field, and G F is a connected, simply connected, semisimple algebraic group over F of the same Lie type as g, then the category of finite-dimensional G F -modules is equivalent to that of the hyperalgebra U F (g). Further, when the characteristic of F is zero, the hyperalgebra coincides with the universal enveloping algebra, as explained in Subsection 1.4.
The finite dimensional representations of the hyperalgebras in the (untwisted) affine case were studied by Jakelić and Moura in [17] . In [7] , the first author and Moura dealt with the twisted affine case. Hyperalgebras in the current algebra case and their connections with the loop algebra case and Demazure theory were studied by the first author in [6] . 
Preliminaries
Throughout this work we denote by C, Z, Z + and N the sets of complex numbers, integers, nonnegative integers and positive integers, respectively.
1.1. Simple Lie algebras. Let g be a finite-dimensional complex simple Lie algebra. Fix a Cartan subalgebra h of g and let R denote the corresponding set of roots. Let I be the set of vertices of the Dynkin diagram associated to g. Let {α i : i ∈ I} (respectively {ω i : i ∈ I}) denote the simple roots (respectively fundamental weights) and set Q = i∈I Zα i , Q + = i∈I Z + α i , P = i∈I Zω i , P + = i∈I Z + ω i , and R + = R ∩ Q + . Let C := {x ± α , h i : α ∈ R + , i ∈ I} be a Chevalley basis of g and set
, and h i = h α i . For each α ∈ R + , the subalgebra of g spanned by {x
and note that g = n − ⊕ h ⊕ n + . We denote the Weyl group by W, its longest element by w 0 , and the highest root by θ.
1.2.
Multicurrent and multiloop algebras. Let C[n] := C[t 1 , . . . , t n ] be the polynomial ring in the variables t 1 , . . . , t n and let C n := C t ±1 1 , . . . , t ±1 n be the Laurent polynomial ring also in the variables t 1 , . . . , t n . We define the multicurrent algebra associated to g as g[n] := g ⊗ C[n] and the multiloop algebra as g n := g ⊗ C n , where the bracket is given by [x ⊗ f, y ⊗ g] = [x, y] ⊗ f g for x, y ∈ g and f, g ∈ C n . Notice that g ⊗ 1 is a subalgebra of both g[n] and g n , which is isomorphic to g. If b is a subalgebra of g, then b[n] := b ⊗ C[n] and b n := b ⊗ C n are naturally subalgebras of g[n] and g n respectively. In particular, we have
and h[n] and h n are abelian subalgebras of g[n] and g n respectively. We set
Then we define
1.3. Universal enveloping algebras. For a Lie algebra a, we denote by U(a) the corresponding universal enveloping algebra of a. The Poincaré-Birkhoff-Witt (PBW) Theorem implies the isomorphisms
Notice that U(g n ) has a Hopf algebra structure given by the comultiplication ∆ : g n → U(g n ) ⊗ U(g n ) where x → x ⊗ 1 + 1 ⊗ x, the antipode S : g n → g n where x → −x, and the counit ǫ : g n → C where x → 0. Note that the restriction of these maps to g[n] also gives a Hopf algebra structure to U(g [n] ). For any Hopf algebra H, we denote by H 0 its augmentation ideal (the kernel of ǫ).
1.4.
Integral forms and hyper algebras. Given α ∈ R and f ∈ C n \ {0}, consider the following power series with coefficients in U(h n ):
For i ∈ I, write Λ i,f,r in place of Λ α i ,f,r . Note that Λ α,f,r is a polynomial in (h α ⊗ f j ) for j ∈ {1, . . . , r} whose leading term is (−h α ⊗ f ) (r) .
Remark 1.1.
(1) The Λ α,f (u) above are a generalization of the Λ ± α (u) in [17] , which first appeared in [15] , since Λ α,t ±1 (u) = Λ ± α (u). We also have Λ α,t ±1 ,r = Λ α,±r in [17] . ( 2) The Λ α,f,r above are a special case of the p α (χ) in [8] and [2] , since
be the canonical basis for C[n] and C n respectively. Given s = (s 1 , . . . , s n ) ∈ Z n and α ∈ R + we shall denote t s := t
and B
• + := t
• is the set of basis elements for C n , which are not powers of other basis elements. Similarly for B
• + and C[n]. The following lemma shows that elements of the form Λ α,f k ,r are linear combinations of products of elements of the form Λ α,f,s .
Lemma 1.2. Let f ∈ B
• , α ∈ R, and r, k ∈ N. Then
where m s,n ∈ Z and the sum is over all s, n ∈ N l for some l ∈ N such that s i = s j , l n j > 1, and n j s j = rk.
Proof. The lemma is proven in g 1 for f = t 1 as part of Lemma 5.11 in [15] . We can extend it to the current setting by replacing t 1 with f .
The pure tensors in C ⊗ B[n] and C ⊗ B n form bases for g[n] and g n respectively, which we denote by B[n] and B n respectively. Fix orders on these bases. These orders then give rise to ordered monomials in the elements of the sets
Using the obvious similar correspondence we consider monomials in U(g) formed by elements of
It is clear that we have natural inclusions M ⊂ M[n] ⊂ M n . The set of ordered monomials thus obtained are bases of U(g), U(g[n]), and U(g n ), respectively.
, and U Z (g n ) ⊆ U(g n ) be the Z-subalgebras generated respectively by
We have the following crucial theorem which was proved in [21] . Theorem 1.3. The subalgebra U Z (g) is a free Z-module and the set of ordered monomials constructed from M is a Z-basis of U Z (g).
Using the formulas in [2, Proposition 4.1.2] and the fact that (under that notation) p i (kχ c ) = Λ i,c,k we can recast Theorem 3.2 in [8] in the U Z (g [n] ) and U Z (g n ) cases as follows. (See also [15, 23, 25] for other specific cases of these theorems.)
) and U Z (g n ) are free Z-modules and the set of ordered monomials constructed from M[n] and M n are Z-bases of U Z (g [n] ) and U Z (g n ) respectively.
, n ± n , h n } and we set
), and U Z (g) are integral forms of U(g n ), U(g[n]), and U(g), respectively. Remark 1.5.
(1) If a is as above, U Z (a) is a free Z-module spanned by monomials formed by elements
i.e., Kostant's integral form of g coincides with its intersection with the integral form of U(g n ) which allows us to regard
Given a field F, the F-hyperalgebra of a is defined by
, g n , n ± n , h n }. We will refer to U F (g n ) as the hyper multiloop algebra of g in n-variables over F and U F (g[n]) as the hyper multicurrent algebra of g in n-variables over F.
The PBW Theorem implies
We will keep denoting by x the image of an element x ∈ U Z (a) in U F (a).
, and g n Z is the Z-span of B n . (2) If F has positive characteristic we have an algebra homomorphism
which is neither injective nor surjective. (3) The Hopf algebra structure on U(b) induces a natural Hopf algebra structure over Z on U Z (b) and this in turn induces a Hopf algebra structure on U F (b).
1.5. Straightening Identities. The next lemmas are fundamental in the proofs of Theorems 1.3 and 1.4 and will also be crucial in the study of finite-dimensional representations of multicurrent and multiloop hyperalgebras. Lemma 1.7 was originally proved in the U(g ⊗ C[t, t Lemma 1.7. Let α ∈ R + , r, s ∈ N such that s ≥ r ≥ 1, and a, b ∈ C n \ {0}. Then,
where
and the subscript s above means the coefficient of u s in this power series. Given α ∈ R + , a ∈ C n and k ≥ 0, define the degree of (x ± α ⊗a) (k) to be k. For a monomial of the form (x
. . , k l ∈ Z + , and choice of ± fixed) define its degree to be
together with monomials of degree strictly smaller than k + l.
Proof.
(1) can be deduced from [2, Equation (4.1.6)]. (2) can be deduced from [16, Lemma 26.2] . (3) can be proved by induction on k + l. The last item is easily established.
The main categories of modules
Let F be an algebraically closed field.
2.1. Finite-dimensional modules for hyperalgebras U F (g). We now review the finitedimensional representation theory of U F (g). If the characteristic of F is zero, then U F (g) ∼ = U(g F ) (cf. Remark 1.6) and the classical results can be found mainly in [16] . The literature for the positive characteristic setting is more commonly found in the context of algebraic groups, where U F (g) is known as the hyperalgebra or algebra of distributions of an algebraic group of the same Lie type as g (cf. [18, Part II] ). We refer to [17, Section 2] for a more detailed review in the present context of hyperalgebras.
The subspace consisting of weight vectors of weight µ is called weight space of weight µ and it will be denoted by V µ . When V µ = 0, µ it is said to be a weight of V and wt(V ) = {µ ∈ U F (h)
If V is a weight-module with finite-dimensional weight spaces, its character is the function ch(V ) : (k) v = 0 for all α ∈ R + , k > 0, then v is said to be a highest-weight vector. When V is generated by a highest-weight vector, then it is said to be a highest-weight module. 
Moreover, V has a unique maximal proper submodule and, hence, also a unique irreducible quotient. In particular, V is indecomposable. (c) For each λ ∈ P + , the U F (g)-module W F (λ) given by the quotient of U F (g) by the left ideal I F (λ) generated by
is nonzero and finite-dimensional. Moreover, every finite-dimensional highest-weight module of highest weight λ is a quotient of W F (λ). (d) If V is finite-dimensional and irreducible, then there exists a unique λ ∈ P + such that V is isomorphic to the irreducible quotient V F (λ) of W F (λ). If the characteristic of F is zero, then W F (λ) is irreducible. (e) For each λ ∈ P + , ch(W F (λ)) is given by the Weyl character formula. In particular, µ ∈ wt(W F (λ)) if, and only if, σµ ≤ λ for all σ ∈ W. Moreover, W F (λ) is a lowest-weight module with lowest weight w 0 λ.
The module W F (λ) defined in Theorem 2.2 (c) is called the Weyl module of highest weight λ.
Finite-dimensional modules for the hyper multiloop algebras
The results of this subsection generalize to the hyper multiloop algebras (n > 1) some results of hyper loop algebras (n = 1) from [17, Section 3] . The background for this is in [12] .
In this section we suppose the characteristic p of the base field F is not two due to some technical details in the next Proposition.
We begin establishing some relevant relations satisfied by certain finite-dimensional modules:
• , r ∈ Z + , and some ω i,b,r ∈ F. Then,
. . , b n )) and r ∈ N, is completely determined by the action of
Proof. For part i), notice that for each s ∈ Z n and α ∈ R + , the elements x ± α,∓s
which is isomorphic to U F (sl 2 ). So, the equality x − α,s (k) v = 0 for s ∈ Z n and k > λ(h α ) follows because v generates a finite-dimensional highest-weight module for this subalgebra, which is then isomorphic to a quotient of the Weyl module W F (λ(h α )).
For parts ii) and iii), let b = t k ∈ B
• . Therefore by Lemma 1.7 (1.1) and i) we have
On the other hand, considering the
there is nothing to do, otherwise this follows by induction on max{|b i | | i ∈ {1, . . . , n}}.
Finally, we will expand Λ i,b,λ(h i ) Λ i,b −1 ,r v using Lemmas 1.7(1.1) and 1.8 repeatedly:
Given a finite-dimensional module as in Proposition 2.3, in light of parts ii) and iii), we see that ω i,b,r can be non zero only on a finite set of r ∈ N. Further, from part v), we see that the action of Λ i,b −1 ,r depends on the action of Λ i,b,k (k > 0) for each b ∈ B
• . From part iv), we can recover ω i,f,k , for all i ∈ I, f ∈ B
• + , and k ∈ N, from the action of ω i,t j ,r , for 1 ≤ j ≤ n and r ∈ N. In particular, by setting
for all i ∈ I and j ∈ {1, . . . , n}, we encode all information about the action of U F (h n ) (besides those related to U F (h)) and we have
Remark 2.4. Each sequence of polynomials (ω ω ω i,j )
1≤j≤n i∈I for each j ∈ {1, . . . , n} corresponds to a Drinfeld polynomial in the variable t j of the ℓ-highest-weight module generated by v in the sense of [17, Section 3] .
Inspired by this remark, the element (ω ω ω i,j ) 1≤j≤n i∈I will be called the n-Drinfeld polynomial of the ℓ-highest-weight U F (g n )-module generated by v.
2.2.1. ℓ-weight lattice. We shall denote F × = F \ {0} (i.e., the set of invertible elements of F).
We denote by P
We also denote by P F the multiplicative group associated to P + F which will be referred to as the ℓ-weight lattice associated to g.
Let wt : P F → P + be the unique group homomorphism such that ω ω ω = (ω ω ω i,j )
1≤j≤n i∈I
The abelian group P F can be identified with a subgroup of the monoid of (I × {1, . . . , n})-tuples of formal power series with coefficients in F by identifying the rational function (1 − αu) −1 with the corresponding geometric formal power series n≥0 (αu) n for all α ∈ F. This allows us to define an inclusion
, for all i ∈ I, j ∈ {1, . . . , n}, k, r ∈ Z + , and ω ω ω(xy) = ω ω ω(x)ω ω ω(y), for all x, y ∈ U F (h n ).
Finite-dimensional highest-ℓ-weight
We say that V is an ℓ-weight module if V = ω ω ω∈P F V ω ω ω . In this case, regarding V as a U F (g)-module, we have
When V ω ω ω = 0 we say that ω ω ω is an ℓ-weight of V and a nonzero element of V ω ω ω is said to be an ℓ-weight vector of ℓ-weight ω ω ω. An ℓ-weight vector v is said to be a highest-ℓ-weight vector if U F (h n )v = Fv and (x + α ⊗ b) (k) v = 0 for all for all α ∈ R + , b ∈ B n , and all k ∈ N. When V is generated by a highest-ℓ-weight vector of ℓ-weight ω ω ω, V is said to be a highest-ℓ-weight module of highest ℓ-weight ω ω ω.
The next theorem states some standard properties on the category of U F (g n )-modules.
Theorem 2.5. Let V be a U F (g n )-module.
(1) If V is finite-dimensional, then V is an ℓ-weight module. Moreover, if V is finitedimensional and irreducible, then V is a highest-ℓ-weight module whose highest ℓ-weight lies in P + F . (2) If V is a highest-ℓ-weight module of highest ℓ-weight ω ω ω ∈ P + F , then dim V ω ω ω = 1 and V µ = 0 only if w 0 wt(ω ω ω) ≤ µ ≤ wt(ω ω ω). Moreover, V has a unique maximal proper submodule and, hence, also a unique irreducible quotient. In particular, V is indecomposable.
Proof. In order to show (a), notice that V is an ℓ-weight module because U F (h n ) is commutative and this sum is just a sum of generalized eigenspaces for the action of U F (h n ). In case that V is irreducible, the generalized eigenspaces are, in fact, eigenspaces. Further, by finite dimensionality, we must have a maximal ℓ-weight and, then, we conclude that V is a highest-ℓ-weight module, since the U F (g n )-submodule generated by a highest-ℓ-weight vector must coincide with V by the irreducibility of V .
For the first part of (b) it suffices to note that every vector v ∈ V lies inside a finitedimensional U F (g)-submodule of V . Now all the claims follow from the corresponding results for finite-dimensional U F (g)-modules. The last part of (b) follows from standard algebraic argumentation on cyclic modules.
Evaluation modules. We now introduce the important class of U F (g n )-modules known as evaluation representations.
Given a = (a 1 , . . . , a n ) ∈ (F × ) n and b = t Proposition 2.6. For a ∈ (F × ) n , there exists a surjective algebra homomorphism hev a :
r hα r for all α ∈ R + , b ∈ B n , r ∈ N Proof. From the universal property of U(g n ), there exists a unique algebra map U(g n ) → U(g) ⊗ C n , which is the identity on g n . Now, notice that this map sends U Z (g n ) to U Z (g) ⊗ Z n . Hence, by reducing it modulo p, we obtain the map hev :
The others statements of the proposition are now easily deduced by simple calculation.
Given any U F (g)-module V , let V (a) be the pull-back of V by hev a . Given λ ∈ P + and a = (a 1 , . . . , a n ) ∈ (F × ) n , let ω ω ω λ,a = (ω ω ω λ,a i,j ) be the element of P F defined as
for all i ∈ I, j ∈ {1, . . . , n}.
We refer to ω ω ω ω i ,a = (ω ω ω
1≤j≤n i∈I as a fundamental ℓ-weight. Notice that P F is the free abelian group on the set of fundamental ℓ-weights. Let also ω ω ω → ω ω ω − be the unique group automorphism of P F mapping ω ω ω ω i ,a to ω ω ω ω i ,a −1 for all i ∈ I, a ∈ (F × ) n , where
n ). For notational convenience we set ω ω ω + = ω ω ω.
Proposition 2.7. Let λ ∈ P + . Then, given a ∈ (F × ) n and a highest-weight U F (g)-module V of highest-weight λ, V (a) is a highest ℓ-weight U F (g n )-module with Drinfeld polynomial ω ω ω λ,a ∈ P + F .
Proof. Let v be a highest-weight vector of V . Then, by using the series which represent the logarithm, we have
Weyl modules.
We now construct an important family of objects in the category of finite-dimensional U F (g n )-modules and state some of their relevant properties.
, generated by an element v ω with defining relations
for all h ∈ U(h), i ∈ I, α ∈ R + , b ∈ B • , r ∈ Z + , and k ∈ N with k > wt(ω)(h α ) is finite-dimensional. For part (4) , by the defining relations of W n F (ω ω ω) we conclude that each vector w ∈ W n F (ω ω ω) lies inside a finite-dimensional U F (g)-submodule of W n F (ω ω ω). Therefore, the statement follows from the well established corresponding result for finite dimensional U F (g)-modules given in Section 2.1.
Remark 2.9. The module W n F (ω ω ω) can be defined in the language of ideals as follows: let I n (ω ω ω) ⊆ U F (g n ) be the left ideal generated by
for all h ∈ U(h), i ∈ I, α ∈ R + , b ∈ B • , r ∈ Z + , and k ∈ N with k > wt(ω ω ω)(h α ). Then,
In(ω ω ω) .
Finite-dimensional modules for hyper multicurrent algebras U F (g[n]
). The results of this subsection generalizes for hyper multicurrent algebras (n > 1) some of the results of hyper current algebras (n = 1) from [6, Section 3.3 ], which was mainly motivated by [11] . The strategy is similar to [10] . Let G F be the category whose objects are finite-dimensional
)-modules and the morphisms are
)-module obtained by trivially extending the action of U F (g) to U F (g[n]) (this is possible by a similar argument as in [17, §1 and §3] ) by setting U F (g[n] + )V = 0. Finally, for each r ∈ Z n + and λ ∈ P + , set
We can now classify the irreducible (finite-dimensional) The next theorem records the basic properties of the graded analogues of local Weyl modules.
Theorem 2.11. Let λ ∈ P + and n ∈ N.
for all h ∈ U(h), α ∈ R + , and k ∈ N with k > λ(h α ), is graded and finite-dimensional. (2) If V is a graded finite-dimensional U F (g[n])-module generated by a weight vector v, of weight λ, satisfying the relations
, introduced in item (1) graded local Weyl modules. Proof. Part (1) will be proven in Section 3.2. To prove (2) , observe that the U F (g)-submodule
′ is a quotient of W F (λ) (cf. Section 2.1. The statement follows by comparing the defining relations of V and W n F (λ). 
for all h ∈ U(h), α ∈ R + , and k ∈ N with k > λ(h α ).
2.4.
A relationship between local Weyl modules and graded local Weyl modules. The result which we will present here was first undertaken in [6, Section 5.4] to establish a relationship, specifically an isomorphism, between the local Weyl modules and the graded local Weyl modules for the case of the current and loop algebras (that is n = 1 in the present notation). This isomorphism can be naturally extended to the case n > 1 as stated in the conjecture below. The proof presented in [6, Section 5.4] cannot be reproduced here since, for n > 1, we do not have Demazure modules, lattice constructions, and the independence of the dimension of the local Weyl module from the base field F.
Let a, b be such that U Z (a) and U Z (b) have been defined. Let a = (a 1 , . . . , a n ) ∈ F n , and ϕ a the Lie algebra automorphism of g[n] F given by
Observe that ϕ a acts as the identity on U F (g) and ϕ a induces an automorphism of U F (g[n] ), since it is just a change of variables. One easily checks that,
Denote by res(W F (ω ω ω λ,a )) the module obtained by regarding
Under the assumption that the characteristic of F is zero we present a weaker relationship in the direction of this Conjecture: Theorem 2.14. Suppose the characteristic of F is zero. Then, for any a ∈ F n \ {0},
Proof. Let w ∈ W F (ω ω ω λ,a ) λ \ {0} and use the symbol w a to denote w when regarded as an element of ϕ * a (W F (ω ω ω λ,a ). From the proof of Theorem 2.8, we have
)w a . Thus, we need to show that w a satisfies the defining relations of W n F (λ). Since ϕ a fixes every element of U F (g), w a is a vector of weight λ annihilated by (x 
where we verify that the sum in the last equation is zero by induction on n and the second to last equation follows from the fact that the irreducible quotient of W F (ω ω ω λ,a ) is the evaluation module with evaluation parameter a ∈ F (cf. [24, Corollary 6 .1] and [3, 22] ), i.e, h i ⊗ t 
. . , β m ∈ R + , and s 1 , . . . , s m ∈ Z n . In order to prove the statement, it suffices to prove that W n F (ω ω ω) is spanned by the elements x
with s 1 . . . , s m ∈ Z n + such that max(s j ) < λ(h β j ) for all j ∈ {1, . . . , m} and m j=1 k j β j ≤ λ − w 0 λ. Notice that this last condition is immediate from part (4) of Theorem 2.8.
Let R λ = R + × Z n × Z + and Ξ be the set of functions ξ : N → R λ given by j → ξ j = (β j , s j , k j ) such that k j = 0 for all j sufficiently large. Let Ξ ′ be the subset of Ξ consisting of the elements ξ such that 0 ≤ min(s j ) ≤ max(s j ) < λ(h β j ) for all j.
Given ξ ∈ Ξ we associate an element v ξ ∈ W n F (ω ω ω) as follows (3.1)
We denote by S the Z-span of vectors associated to elements in Ξ ′ . Define the degree of ξ to be d(ξ) := j k j and the maximal exponent of ξ to be e(ξ) := max{k j }. Notice that e(ξ) ≤ d(ξ) and d(ξ) = 0 implies e(ξ) = 0. Since there is nothing to be proved when d(ξ) = 0 we assume from now on that d(ξ) > 0. Set
We prove by induction on d and sub-induction on e that, if ξ ∈ Ξ d,e is such that there exists j with min(s j ) < 0 or max(s j ) ≥ λ(h β j ), then v ξ is in the span of vectors associated to elements in Ξ ′ . More precisely, given 0 < e ≤ d ∈ N, we assume, by induction hypothesis, that this statement is true for every φ which belongs either to Ξ d,e ′ with e ′ < e or to Ξ d ′ with d ′ < d. The proof is split in two cases according to whether e = d or e < d.
First, observe that (1.7) implies (3.2) (X
where e i is i th -canonical element in Z n .
• Case e = d. In this case, it follows that v ξ = (x − β,s ) (e) v for some β ∈ R + and s ∈ Z n . Let l = eλ(h β ) and k = l + e in (3.2) to obtain
(e) Λ β,e i ,l−en v + other terms in the span of vectors v φ ′ with φ ′ ∈Ξ e,e ′ for e ′ <e = 0.
Suppose that s = (s 1 , . . . , s n ). For each i ∈ {1, . . . , n} we consider the cases s i ≥ λ(h β ) and s i < 0 separately and prove the statement by a further induction on s i and |s i |, respectively. If s i ≥ λ(h β ) this is done by setting r = s − (ℓ + 1)e i in (3.2). For s < 0, observe that Λ β,ℓ−eλ(h β ) v = v = 0 and then the set {j ∈ Z + | j ≤ λ(h β ) and Λ βℓ−ej v = 0} is not empty. So, let n 0 be the minimum of this set. Then 3.3 can be rewritten as
other terms in the span of vectors v φ ′ with φ ′ ∈Ξ e,e ′ for e ′ <e = 0, Since Λ β,l−en 0 acts nonzero on v (by definition of n 0 ), the induction on |s| is done by using (3.4) with r = s − (n 0 + 1)e i .
• Case e < d. We can assume, by the induction hypothesis, that 0 < min(s j ) ≤ max(s j ) < λ(h β j ) for j > 1 in (3.1). Now, an application of Lemma 1. 
)-module, λ ∈ P + , and v ∈ V λ is such that
Proof. (a) We will first consider the case where one of the a i ≥ m and all of the others are 0. Without loss of generality we are assuming now that a 2 = · · · = a n = 0 and a 1 ≥ m.
To prove this case we will proceed by induction on k. When k = 1, using Lemma 1.7, we obtain 0 = (−1)
If k > 1, by using Lemma 1.7 again, we get 0 = (−1)
where the sum on the right side is over k ∈ Z l+1 + such that l j=0 k j = k, l j=0 jk j = a 1 k, and k j > 0 for more than one j ∈ {0, . . . , l}. In particular, we have l ≥ a 1 and k j < k for all j ∈ {0, . . . , l}. Hence, by the induction hypothesis, for the case of a 1 , . . . , a n ∈ Z + with a i ≥ m for some i ∈ {1, . . . , n} and at least one a j = 0 for i = j. Without loss of generality we may assume that a 1 ≥ m. Then, with b i ≥ λ(h α ) for some i ∈ {1, . . . , n} and k ∈ N, follows from (a) and the fact that v generates a finite-dimensional highest-weight module for U F (sl α [n]), which is isomorphic to a quotient of the graded local Weyl U F (sl 2 [n])-module W F (λ(h α )).
We now use Lemma 3.1 to prove Theorem 2. m, k 1 , . . . k m ∈ Z + , β 1 , . . . , β m ∈ R + , and s 1 , . . . , s m ∈ Z n + . In order to prove the statement, it suffices to prove that W n F (λ) is spanned by the elements
with s 1 . . . , s m ∈ Z n + such that max(s j ) < λ(h β j ) for all j ∈ {1, . . . , m} and m j=1 k j β j ≤ λ − w 0 λ. Notice that this last condition is immediate from part (2) of this Theorem.
Let R λ = R + × Z n + × Z + and Ξ be the set of functions ξ : N → R λ given by j → ξ j = (β j , s j , k j ) such that k j = 0 for all j sufficiently large. Let Ξ ′ be the subset of Ξ consisting of the elements ξ such that max(s j ) < λ(h β j ) for all j.
Given ξ ∈ Ξ we associate an element v ξ ∈ W n F (λ) as follows
We denote by S the Z-span of vectors associated to elements in Ξ ′ . Define the degree of ξ to be d(ξ) := j k j and the maximal exponent of ξ to be e(ξ) := max{k j }. Notice that e(ξ) ≤ d(ξ) and d(ξ) = 0 implies e(ξ) = 0.
For each k ∈ Z + , let Ξ k be the subset of Ξ consisting of those ξ satisfying d(ξ) = k. Obviously, Ξ = k∈Z + Ξ k . Since there is nothing to be proved when ξ ∈ Ξ 0 we assume from now on that d(ξ) > 0. We prove, by induction on d ∈ N, that if ξ ∈ Ξ d and there exists j ∈ N with max(s j ) ≥ λ(h β j ), then v ξ ∈ S.
Let ξ ∈ Ξ d . If d = 1, it follows that v ξ = x 
