This paper considers the problem of recovering a structured signal from a relatively small number of noisy measurements with the aid of a similar signal which is known beforehand. We propose a new approach to integrate prior information into the standard recovery procedure by maximizing the correlation between the prior knowledge and the desired signal. We then establish performance guarantees (in terms of the number of measurements) for the proposed method under sub-Gaussian measurements. Specific structured signals including sparse vectors, block-sparse vectors, and low-rank matrices are also analyzed. Furthermore, we present an interesting geometrical interpretation for the proposed procedure. Our results demonstrate that if prior information is good enough, then the proposed approach can (remarkably) outperform the standard recovery procedure. Simulations are provided to verify our results.
I. INTRODUCTION
Compressed sensing (CS) concerns the problem of recovering a high-dimensional sparse (or nearly sparse) signal from a relatively small number of noisy measurements
where A ∈ R m×n is the measurement matrix, x ⋆ ∈ R n denotes the signal to be estimated, and n ∈ R m is the observation noise vector. To reconstruct x ⋆ , a standard approach, named Lasso [2] or Basis Pursuit (BP) [3] , was
proposed to use the ℓ 1 -norm as a surrogate function to promote sparsity constraint
where
1/p denotes the standard ℓ p -norm of x, and δ is the upper bound (in terms of the However, in many practical applications, it is possible to have access to some prior knowledge about the desired signal in addition to the sparsity constraint. For instance, in video acquisition [10] - [12] , dynamic system estimation [13] , [14] , and medical imaging [15] - [17] , past signals are very similar to the signal to be acquired, and hence might be utilized as prior information. A natural question to ask is whether we can use these prior knowledge to improve the performance of the standard CS.
Within the past few years, there have been a variety of forms to integrate additional side information into the standard CS. For example, Vaswani and Lu [18] study the problem of recovering a sparse signal from a limited number of noiseless measurements when an estimate T ⊂ {1, . . . , n} of the support of x ⋆ is known a priori.
An exact reconstruction condition is established for the modified BP in which the objective in (2) is replaced by
x T c 1 , where T c is the complement of T in {1, . . . , n} and x T c ∈ R n denotes the vector that coincides with x on T c and is set to zero on T . Their results have shown that if T is a reasonable estimate of the support of x ⋆ , then the modified BP can improve the performance of the standard one. [18] also considers an extended version of the modified BP but without any theoretical analysis
s.t. y = Ax, where φ T denotes an estimate of the components of x ⋆ on T and λ is a tradeoff parameter.
Another line of work utilizes the known weights of the components of the desired signal as prior information.
In [19] - [21] , a weighted ℓ 1 -norm minimization is proposed to recover the original signal
r i x i s.t. y = Ax, where r i > 0 are known weights. Their results have established that with suitable weights, the weighted BP has a better performance than the unweighted one.
In addition, a similar signal φ of the original signal x ⋆ can be naturally regarded as prior information. The approaches in this group [16] , [17] , [22] are to modify the objective function in BP by adding a new penalty term which penalizes the differences between x ⋆ and the prior information φ, that is
where λ > 0 establishes a tradeoff between signal sparsity and fidelity to prior information, and g : R n → R is a function which measures the similarity between x ⋆ and φ. In [22] , Mota et al. analyze two specific convex models for g: g 1 (x, φ) = x − φ 1 and g 2 (x, φ) = x − φ 2 2 /2. Specifically, under Gaussian measurements, they derive the bounds on the number of measurements required to successfully recover the original signal for the following two models
and
which are called ℓ 1 -ℓ 1 minimization and ℓ 1 -ℓ 2 minimization, respectively. Their results have shown that, under suitable prior information, the former method improves the performance of CS largely while the latter brings no obvious benefits.
In this paper, we consider a new approach to incorporate prior information into the standard CS by maximizing the correlation between x ⋆ and φ, which leads to
where λ > 0 is a tradeoff parameter. The motivation is natural because if φ is similar to x ⋆ , then they may be highly correlated. Moreover, in addition to sparse signals, this framework can be easily applied to other structured signals. Therefore, we also generalize (6) to the following structured signal recovery procedure
where x sig is a suitable norm which promotes the structure of the signal. Typical examples of structured signals include sparse vectors and low-rank matrices, which exhibit low complexity under the ℓ 1 -norm and the nuclear norm respectively. Additional examples of structured signals can be founded in [23] .
We then establish the performance guarantees for the proposed method under sub-Gaussian measurements. More precisely, we establish the bound on the number of measurements required to successfully recover the original structured signal for the procedure (7). We also apply the general result to specific signal structures of interest, including sparse vectors, block-sparse vectors, and low-rank matrices. In each case, we provide interpretable conditions under which the procedure (7) recovers the desired signal stably. Furthermore, we present an interesting geometrical interpretation for the proposed approach. Our results reveal that with proper prior information, our approach can (remarkably) outperform the standard recovery procedure.
The paper is organized as follows. In Section II, we introduce some useful notations and facts which will be used in our analysis. Performance guarantees are presented in Section III. The geometrical interpretation for the proposed approach is given in Section IV. Simulations are provided in Section V, and conclusion is drawn in Section VI.
II. PRELIMINARIES
In this section, we introduce some preliminaries which will be used in this paper. Throughout the paper, S n−1 which is the set of descent directions of f at x ⋆ . The normal cone of f at x ⋆ is the polar of the tangent cone
The Gaussian width and Gaussian complexity of a subset E ⊂ R n are defined as
respectively. These two geometric quantities have a close relationship [24] γ(E) ≤ 2w(E) + y 2 for every y ∈ E.
B. Sub-Gaussian Random Vector
A random variable x is a sub-Gaussian random variable if it has finite Orlicz norm
The sub-Gaussian norm of x, denoted x ψ2 , is the smallest t such that E exp(x 2 /t 2 ) ≤ 2. A random vector
x ∈ R n is called a sub-Gaussian random vector if all of its one-dimensional marginals are sub-Gaussian, and its sub-Gaussian norm is defined as
We call a random vector x ∈ R n isotropic if it satisfies E xx T = I n , where I n is the n-dimensional identity matrix.
C. Some Useful Facts
We also use the following well-established facts to derive our main results.
Fact 1 (Theorem 1.3.5, VI, [25] ). Let f : R n → R be a convex function and suppose that 0 / ∈ ∂f (x). Then the
Fact 2 (Proposition 3.6, [23] ). Let T be any nonempty convex cone in R n , and let g ∼ N (0, I n ) be a random Gaussian vector. Then we have the following bound
where N is the polar of T and dist(g, N ) := min{ g − h 2 : h ∈ N }.
Fact 3 (Matrix deviation inequality, [26] ). Let A be an m × n random matrix whose rows
are independent, centered, isotropic and sub-Gaussian random vectors. For any bounded subset D ⊂ R n and t ≥ 0, the event
holds with probability at least 1 − 2 exp(−t 2 ). Here rad(D) = sup x∈D x 2 and K = max i A i· ψ2 .
III. PERFORMANCE GUARANTEES
In this section, we begin by establishing the performance guarantees for the proposed approach (7). We then apply the general result to specific structured signals, including sparse vectors, block-sparse vectors, and low-rank matrices. Our main results show that if prior information is good enough, the proposed approach can achieve a better performance than the standard recovery procedure.
Theorem 1. Let A ∈ R m×n be a random matrix whose rows
are independent, centered, isotropic and sub-Gaussian random vectors, and let T f denote the tangent cone of f (x) = x sig − λ x, φ . If
then with probability at least 1 − 2 exp(−γ 2 (T f ∩ S n−1 )), the solutionx to (7) satisfies
where ǫ, C are absolute constants and K = max i A i· ψ2 .
Proof: Let h =x − x ⋆ . Sincex solves (7), we have h ∈ T f and h/ h 2 ∈ T f ∩ S n−1 . It follows from Fact
holds with probability at least 1 − 2 exp(−t 2 ). Here we have used the facts that h 2 = 1 and rad(T f ∩ S n−1 ) = 1.
holds with probability at least 1 − 2 exp(−γ 2 (T f ∩ S n−1 )), where C = 2C ′ . Therefore, with desired probability, we have
On the other hand, since bothx and x ⋆ are feasible, by the triangle inequality, we obtain
Combining (11) and (12) completes the proof.
Remark 1. Actually, Theorem 1 holds for any convex function f . So it extends the result in [23, Corollary 3.3] from Gaussian measurements to sub-Gaussian measurements. In particular, this result can also be used to analyze both ℓ 1 -ℓ 1 minimization (4) and ℓ 1 -ℓ 2 minimization (5) under sub-Gaussian measurements.
Remark 2. By the relationship between Gaussian width and Gaussian complexity (8) , the condition (9) can also be expressed in terms of Gaussian width
The second inequality holds because in practical applications we usually have
Remark 3. In the noiseless setting where δ = 0, Theorem 1 entails exact recovery of x ⋆ with probability at least
Remark 4. The bounded noise in Theorem 1 can be easily extended to the Gaussian case, since the Gaussian distribution is essentially bounded (namely, bounded with high probability).
To make use of Theorem 1, it is sufficient to bound γ(T f ∩ S n−1 ) or w(T f ∩ S n−1 ) for specific signal structure.
Here, we consider three kinds of typical structured signals, namely, sparse vectors, block-sparse vectors, and low rank matrices. In each case, we provide interpretable conditions in terms of the number of measurements for stable recovery. The proofs of technical lemmas are included in Appendix A.
A. Sparse Vectors
For sparse signal recovery, the signal norm in (7) becomes the ℓ 1 -norm:
Let I = {i : x ⋆ i = 0} be the support of x ⋆ and H be the space of vectors in R n with support only on I. Then
where sign(·) denotes the sign function and H ⊥ is the orthogonal complement of H.
Then we have the following bound for w 2 (T f ∩ S n−1 ).
Remark 5. If there is no prior information, i.e., λφ = 0, our approach (13) reduces to BP. In this case, (14) reduces
= n and hence our first bound becomes
which coincides with the result in [27, equation (9)]. Here, T 0 denotes the tangent cone of x 1 at x ⋆ . However, if we choose some suitable λφ such that v 1 ≤ v 0 = n, then the approach (13) can achieve a better performance than BP.
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Remark 6. The proof of Lemma 1 implies a sharp bound for w 2 (T f ∩ S n−1 ). Indeed, it follows from (30) that
Clearly, this bound is tighter than the two ones (obtained with two fixed values of t) in Lemma 1, albeit without an interpretable closed form.
Remark 7. With proper prior information, the first bound closely approximates the optimal bound (16) for a wide range of sparsity levels, while the second bound dominates the first one in the extreme sparsity regime. To see this, it follows from (14) that
and hence
In the extreme sparsity regime, we have n − 2(n − s)/π ≫ s, which explains why the first bound performs badly in this regime. However, for the second bound, suitable prior information can lead to u 1 → 0 and (n − s)u 1 + s → s.
Combining Theorem 1 with Lemma 1, we arrive at the following theorem.
Theorem 2. Let A be an m × n matrix whose rows are independent, centered, isotropic and sub-Gaussian random vectors and
then with probability 1 − o(1), the solutionx to (13) satisfies
B. Block Sparse Vectors
Let x ⋆ ∈ R n be a block-sparse vector. Partition the indices {1, 2, . . . , n} into l disjoint blocks V 1 , . . . , V l of size k and suppose that x ⋆ is supported on at most s blocks of them. After incorporating prior information φ ∈ R n into the standard block-sparse recovery procedure, we get the following approach:
x Vi 2 and λ > 0 is a tradeoff parameter. Let B be the s block indices on which x ⋆ is supported and K be the space of vectors in R n with support only on B. We have the subdifferential [28] ∂
∈ R n denotes the vector that coincides with x on the block V b and is set to zero on the other blocks.
Define
Then we can bound w 2 (T f ∩ S n−1 ) as follows.
Lemma 2. Let x ⋆ ∈ R n be an s-block-sparse vector and φ ∈ R n be its prior information. Suppose that the indices
where µ k is the mean of χ k distribution.
Remark 8. If there is no prior information, i.e., λφ = 0, we have v 2 = l and the first bound reduces to
which coincides with the result in [27, Proposition 4 of Appendix A].
Combining Theorem 1 with Lemma 2, we arrive at the following theorem.
Theorem 3. Let A be an m × n matrix whose rows are independent, centered, isotropic and sub-Gaussian random
vectors. With the assumptions of Lemma 2, if
then with probability 1 − o(1), the solutionx to (17) satisfies
C. Low Rank Matrices
Let X ⋆ ∈ R n1×n2 be a rank r matrix and A ∈ R n1×n2 be a measurement matrix whose rows are independent, isotropic, centered and sub-Gaussian vectors. Without loss of generality, we suppose n 1 ≥ n 2 . We want to recover 
where X * denotes the nuclear norm of X, which is equal to the sum of singular values of X, and λ is a tradeoff parameter.
Let X ⋆ = U ΣV T be the compact singular value decomposition (SVD) of
, and V ′ ∈ R n2×(n2−r) . Let U ·k and V ·k be the k-th column of U and V , respectively. It is convenient to introduce the orthogonal decomposition:
where S is the space spanned by elements of the form U ·k p T and qV T ·k , 1 ≤ k ≤ r, where p ∈ R n2 and q ∈ R n1 are arbitrary vectors, and S ⊥ is the orthogonal complement of S in R n1×n2 [29] . Then for any matrix X ∈ R n1×n2 , the orthogonal projection P S onto S is
and the orthogonal projection
We have known from [30] that the subdifferential of X ⋆ * is given by
where W is the spectral norm of W .
Then we have the following bound for w
be a rank r matrix and Φ ∈ R n1×n2 be its prior information. Let T f denote the
Remark 9. If there is no prior information, i.e., λΦ = 0, we have v 3 = n 2 and the first bound reduces to 
This bound is tighter than the two ones in Lemma 3, but lack of an interpretable closed form.
Combining Theorem 1 with Lemma 3, we arrive at the following theorem.
Theorem 4. Let A be an n 1 × n 2 matrix whose rows are independent, centered, isotropic and sub-Gaussian random vectors and A 1 , . . . , A m be its independent copies. Let X ⋆ ∈ R n1×n2 be a rank r matrix. Assume that
then with probability 1 − o(1), the solutionX to (20) satisfies
1 and ǫ, C are absolute constants.
IV. GEOMETRICAL INTERPRETATION
In this section, we present an interesting geometrical interpretation for our procedure (7) and suggest some strategies to improve the quality of prior information.
Our main result (Theorem 1) has shown that the number of measurements required for successful reconstruction is determined by the spherical Gaussian width of the tangent cone of f (x) at x ⋆ , i.e., w(T f ∩ S n−1 ). Recall that the normal cone N f of f (x) at x ⋆ is the polar of its tangent cone T f . This implies that the larger the normal cone N f , the less the number of measurements required for successful recovery.
In the standard structured signal recovery procedure [23] In what follows, we will illustrate these geometrical ideas by using two kinds of typical structured signals, namely, sparse vectors and low-rank matrices 2 .
A. Geometrical Interpretation of Procedure (13)
For the sparse recovery procedure (13) , recall that I is the support of x ⋆ . Since different shifts have different effects on the performance of (13), we define the following three kinds of shifts (or prior information), namely,
For clarity, we consider a two dimensional example. We set x ⋆ = [1, 0] T and consider different prior information: Fig. 1 illustrates the changes in geometry under different shifts.
We draw Fig. 1(a) without shift for reference. The shifts in Fig. 1(b) and 1(c) are shifts on the support of x ⋆ .
In Fig. 1(b) , the subdifferential moves toward the original, which enlarges the normal cone and hence decreases the number of measurements. The opposite result is shown in Fig. 1(c) . The shift in Fig. 1(d) is a shift on the complement of the support of x ⋆ , which leads to a growth of sample size because the normal cone is narrowed in this case. The shifts in Fig. 1 (e) and 1(f) are arbitrary shifts. We can know from The results illustrate that the shifts λ b φ b and λ e φ e outperform the no shift case while the other shifts present an opposite result.
Therefore, we might conclude that with proper shifts, our approach can outperform BP. (20) For low-rank matrix recovery procedure (20) , recall that S is the space of matrices in the column or row space of X ⋆ . We similarly consider three different kinds of shifts (or prior information), namely,
B. Geometrical Interpretation of Procedure
For clarity, we consider a three dimensional example. Let
be the SVD of X ⋆ , and let Φ =
We consider different prior information: For reference, we draw Fig. 2(a) for the standard low-rank recovery procedure. Compared with Fig. 2(a) , the shifts in Fig. 2 (b) and 2(e) move toward the original, which enlarges the normal cone and hence decreases the number of measurements. On the contrary, the shifts in Fig. 2(c) , 2(d), and 2(f) narrow the normal cone and hence lead to a growth of the sample size.
The related parameters (v 3 and u 3 ) and estimated Gaussian widths in Lemma 2 are shown in 
C. Guidance for Improving Prior Information
The proofs of Theorems 2-4 have revealed that v i and u i (i = 1, 2, 3) play a key role in evaluating the performance of our recovery procedures. More precisely, the less v i and u i , the better the recovery performance. Therefore, these parameters might provide practical guidance to improve the quality of prior information.
Sparse recovery. In this case,
It is not hard to find that
• For i ∈ I c , φ i = 0 is preferred since i∈I c (1 + |λφ i |) 2 and i∈I c (λφ i ) 2 cannot be less than that in the no shift case.
• For i ∈ I, i∈I (sign(x ⋆ i )−λφ i ) 2 may be smaller than that in the no shift case, provided that prior information is suitable, for example,
These observations suggest the following strategies to reduce v 1 and u 1 and hence to improve the performance of (13) (S1) If the sparsity level s of x ⋆ is known, then we can keep only top s principal components of φ (in terms of absolute values) and adjust the new shift as follows
where T is the support of s principal components of φ and κ ∈ (0, 1) is an adjustable parameter.
(S2) If the sparsity level s of x ⋆ is unknown, then we might estimate the stable sparsity level first [31] 
Thus we can repeat the procedures in (S1) and obtain the new shift.
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Block-sparse recovery. In this case, standard calculation leads to
Similarly, we can find that
2 cannot be less than that in the no shift case.
2 may be less than that in the no shift case, provided that prior information is proper, for example, λφ = 1 2
Thus we can reduce v 2 and u 2 by the following strategies (B1) If the number of non-zero blocks l of x ⋆ is known, then we can keep only top l principal blocks of φ (in terms of the ℓ 2 -norm of the blocks) and obtain the new shift
whereB is the support of principal blocks of φ and κ ∈ (0, 1).
(B2) If the number of non-zero blocks l of x ⋆ is unknown, then we estimate the stable number of blocks as in [31] 
Thus, the new shift is gotten by repeating the procedures in (B1).
Low-rank recovery. In the low-rank matrix recovery case, direct calculation yields
From the above expressions, it is not hard to see that the left and right singular vectors of non-zero singular values of Φ play a critical role in improving the quantity of priori information. Let Φ =ÛΣV be the SVD of Φ, then we can similarly obtain the following strategies (L1) If the rank r of X ⋆ is known, then we improve the new shift as follows
whereÛ r andV r consist of the first r left and right singular vectors of Φ respectively and κ ∈ (0, 1).
(L2) If the rank r of X ⋆ is unknown, we should estimate the numerical rank first. For example, we can use the way in [32] 
Repeating the procedures in (L1) completes the new shift.
V. NUMERICAL SIMULATIONS
In this section, we carry out some numerical simulations to verify the correctness of our theoretical results.
A. Phase Transition for Sparse Recovery
In this experiment, we draw some phase transition curves in the absence of noise for different kinds of prior information: no shift, shifts on the support, shifts on the complement of the support, and arbitrary shifts. The original signal x ⋆ ∈ R n is an s-sparse random vector whose nonzero entries are drawn from the standard Gaussian distribution and the measurement matrix A ∈ R m×n is a Bernoulli matrix with i.i.d. entries obeying the symmetric Bernoulli distribution. We set n = 128 and tol = 10 −2 for all the experiments. For a particular pair of s and m,
we make 50 trials, count the number of trials which succeed to recover x ⋆ , and calculate the related probability.
Letx be the solution of (13) . If the solution of a trial satisfies
then we claim it as a successful trial. We increase both m and s from 0 to n with step 2, then we can obtain a phase transition curve.
We consider six different shifts:
(a) λφ = 0. This is the classical CS model.
. This is a shift on the support.
(c) λφ = −sign(x ⋆ )/2. This is a shift on the support. The results are shown in Fig 3. For shifts on the support, Fig. 3(b) shows an improved performance while Fig.   3 (c) presents a deteriorative performance in contrast to the standard CS result in Fig. 3(a) . Comparing Fig. 3(d) with Fig. 3(a) , we realize that the shift on the complement of the support makes the number of measurements increase whatever the sparsity level is. In Fig. 3(e) , the simulation result shows that this arbitrary shift improves the performance a lot compared with Fig. 3(a) . However, Fig. 3 (f) presents an opposite result for another arbitrary shift.
All of these numerical results are consistent with our theoretical result (Theorem 2) and geometrical interpretation.
From these results, we can conclude that if prior information is good enough, then our method can perform better than BP.
B. Performance Comparisons with Other Approaches for Sparse Recovery
We next run some experiments to compare the performance of BP, ℓ 1 -ℓ 1 minimization, ℓ 1 -ℓ 2 minimization, the proposed method (denoted by maximizing correlation (MC)), improved MC with known sparsity, and improved MC with unknown sparsity. Here, two improved MCs follow the strategies in Section IV-C for sparse recovery. The original signal x ⋆ is a sparse vector with dimension n = 500 and sparsity s = 50. The nonzero entries of x ⋆ are drawn from the standard Gaussian distribution. The prior information is generated as φ = x ⋆ + z. We consider two kinds of perturbation vector z:
• Random sparse perturbation. z is a 20-sparse vector whose nonzero entries are drawn from a zero-mean Gaussian random variable with standard deviation 0.5. The supports of x ⋆ and z coincide in 16 positions and differ in 4 positions.
• Random dense perturbation. The entries of z are drawn from a zero-mean Gaussian variable with standard deviation 0.1.
The measurement matrix A ∈ R m×n is a Bernoulli matrix. The observation noise n ∈ R m is a random vector whose entries are independently drawn from a zero-mean Gaussian distribution with standard deviation 0.01. We set the upper bound of the noise vector δ = n 2 . For a fixed number of measurements m, we make 50 trials, and calculate the successful probability as before. We set λ = 1 for ℓ 1 -ℓ 1 minimization, ℓ 1 -ℓ 2 minimization and MC, and set κ = 0.95 for two improved MCs.
The results under random sparse perturbation are shown in Fig. 4(a) . The figure shows that ℓ 1 -ℓ 1 minimization performs the best. This is because φ − x ⋆ is a sparse vector in this case and the ℓ 1 -norm is effective to promote sparsity. We also find that all three MCs outperform BP and ℓ 1 -ℓ 2 minimization. In addition, the results indicates that the strategies for improving prior information are effective since the two improved MCs show a better performance than the normal one. The plot also illustrates that the improved MC with known sparsity outperforms the one with unknown sparsity. Fig. 4(b) shows the experiment results under random dense perturbation. The plot shows that all three MCs perform better than the other methods. ℓ 1 -ℓ 1 minimization performs the worst in this case since φ − x ⋆ is not a sparse vector anymore. BP and ℓ 1 -ℓ 2 minimization almost coincide everywhere. For three MCs, a similar phenomenon is observed that the two improved MCs have a better performance than the normal one and that the improved MC with known sparsity outperforms the one with unknown sparsity.
In conclusion, whether the perturbation is sparse or dense, the proposed method can have a relatively good performance. Furthermore, the simulations validate the effectiveness of the proposed guidance for improving prior information.
C. Phase Transition for Low-rank Recovery
For low-rank matrix recovery, we also draw some phase transition curves in the absence of noise for different kinds of prior information: no shift, shifts on S, shifts on S ⊥ , and arbitrary shifts. Let X ∈ R n×n be a Gaussian matrix with i.i.d. entries satisfying the standard Gaussian distribution. Let X =ŨΣṼ T = n k=1σ kŨ·kṼ T ·k be the SVD of X. The original signal X ⋆ = r k=1σ kŨ·kṼ T ·k ∈ R n×n is a rank-r matrix and the measurement matrices {A j } m j=1 are independent Bernoulli matrices. We set n = 32 and tol = 10 −2 for all the experiments. For a particular pair of r and m, we make 50 trials, count the number of trials which succeed to recover X ⋆ , and calculate the related probability. If the solution of a trial satisfies
we claim it as a successful trial. Let r increase from 0 to n with step 1 and m increase from 0 to n 2 with step n, then we can obtain a phase transition curve.
(a) λΦ = 0. This is the classical CS model for low-rank recovery.
(b) λΦ = U V T /2. This is a shift on S.
(c) λΦ = −U V T /2. This is a shift on S.
(d) λΦ = U ′ V ′T /2. This is a shift on S ⊥ .
(e) λΦ = U V T /2 + U ′ diag(1/2, 0, . . . , 0)V ′T . This is an arbitrary shift.
(f) λΦ = −U V T /2 + U ′ V ′T /2. This is an arbitrary shift. From these results, we also come to the conclusion that with proper prior information, our approach can have a better performance than the classical low-rank recovery procedure.
D. Performance Comparisons with Standard Approach for Low-rank Recovery
In this experiment, we compare the performance of the standard low-rank recovery procedure, MC (20) , improved MC with known rank, and improved MC with unknown rank. Here, improved MCs follow the strategies in Section IV-C for low-rank matrix recovery.
The original signal X ⋆ ∈ R n×n is generated similarly as in the previous subsection and the measurement matrices Upper bound II. Define
Since U V T + P S ⊥ (G)/ P S ⊥ (G) ∈ ∂ X ⋆ * , we have Z(G) ∈ cone{∂ X ⋆ * − λΦ}. Then
= r(n 1 + n 2 − r)
Here (38) holds because P S (G) and P S ⊥ (G) are independent. (39) follows because E P S (G) 2 F = r(n 1 +n 2 −r). According to [23, equation (87)], we have
Therefore, w 2 (T f ∩ S n1n2−1 ) ≤ r(n 1 + n 2 − r) + u 3 ( √ n 1 − r + √ n 2 − r) 2 + 2 .
Combining the two bounds completes the proof.
