Abstract. We identify a class of ux functions which give rise to conservation laws which are hyperbolic except along a codimension one subspace of state space. We show that a number of systems modelling porous medium ow can be regarded as perturbations of such systems, and describe the phenomenon of change of type for these perturbations. We also discuss a property of solutions of such systems, the existence of inaccessible regions -subsets of state space which appear to be avoided by solutions.
INTRODUCTION
Equations that change type appear in some models for multiphase ow, where they cause a certain amount of controversy. The context is as follows. In a uid consisting of several phases, components or both, in a ow regime where dissipative, di usive or dispersive e ects should be negligible, one ends up with a system of quasilinear rst-order partial di erential equations, in space and time, which are expected to be of hyperbolic type. Details of the modelling depend on the speci c problem | Darcy's law for porous medium ow, the usual conservation of mass and momentum for compressible two-phase ow, other models for transport of solutes or sediments | but the same disconcerting behavior occurs: not only do the characteristic speeds depend on the state variables (as is usual) but also there is a region of state space where some characteristics are complex conjugates. In the simplest case, where there are two equations only and a single space variable, this means that the equation changes type from hyperbolic to elliptic. Recall that steady transonic ow also contains both supersonic (hyperbolic) and subsonic (elliptic) regimes. However, it turns out that the two sorts of problems | steady and unsteady models | have di erent mathematical structure; see Key tz 8] . In addition, issues that are important for applications | such as well-posedness of the initial-value problem | are di erent in the two cases. In this paper,`change of type' refers to systems of rstorder quasilinear equations, modelling unsteady problems, in which some characteristic speeds change from real to complex in a region of state space. We shall generally assume that the equations are in conservation form.
More background on change of type in porous medium ow can be found in the review article by Key tz 10].
In the next section, we describe some models where the phenomenon appears. Based on these examples, we identify a class of nonlinear ux functions with the property that the associated conservation laws are hyperbolic everywhere, but nonstrictly hyperbolic on a codimension one submanifold of phase space. For systems of two equations, we write down some explicit criteria for membership in this class.
In x3 what happens when an equation in this class is subjected to a general perturbation is discussed: change of type may occur. In the case of two equations, for example, elliptic regions arise near the original curve of nonstrict hyperbolicity. Other phenomena a ecting the structure of solutions of conservation laws, such as curves of linear degeneracy, are also associated with the perturbations.
The next section, x4, contains an informal discussion of one aspect of the ill-posedness associated with change of type: the existence of so-called inaccessible regions in the ow. Di culties associated with this are mentioned in Allen et al. 1] . We show that this behavior is similar to strictly hyperbolic systems which admit linear degeneracies.
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MULTICOMPONENT SATURATION EQUATIONS
The general form of the equations we study is @ t p i + @ x (p i v i (P )) = 0; 1 i n: (2.1) Here P = (p 1 ; : : : ; p n ) is the vector of states, and we de ne F = (f 1 ; : : : ; f n ), the vector of corresponding uxes. The particular form f i = p i v i (P ) is appropriate when each p i is the density or relative saturation of a component or phase. Then (2.1) is the set of continuity equations for n species, and v i , the velocity of the ith species, depends on the state vector.
A system of kinematic equations like (2.1) is part of a more complete model of a uid system. Momentum and energy equations have been omitted and the system has been closed by the assumption that velocities depend on densities or concentrations alone. Rarely is this completely realistic. However, it is an approximation which is often taken seriously. For example, it is used to describe the so-called miscible displacement problem in enhanced oil recovery, in which one component of P represents the saturation of a solvent in a uid whose concentration is given by the other component. In this case it is often assumed that all the v i are identical (see, for example, Johansen and Winther 5] ). Another example arises in three-phase immiscible porous medium ow, where the momentum equation is replaced by Darcy's law and it is further assumed, for a single space dimension, that the pressure equation can be solved explicitly. In this case, the v i are complicated functions of the phase fractions, P , involving the three-phase relative permeabilities, which are usually determined by interpolation (see Allen et al. 1] ). One classic example of a kinematic equation is a continuum model for tra c ow; the adaptation of this model to a system purportedly describing two-directional tra c ow leads to change of type, (Bick and Newell 2]).
Standard models for two-phase compressible, nonreacting ow consist of a pair of equations which represent conservation of each phase, coupled with momentum and energy transfer equations; see Stewart and Wendro 18] . These equations reduce asymptotically to a pair of continuity equations of the form (2.1) when the faster-moving waves are ignored; see Key tz 9] .
Finally, kinematic equations like (2.1) are important in some chemically reacting systems, such as chromatography and other adsorption processes; see Rhee et al. 15] and Temple 20] . Change of type and failure of strict hyperbolicity occur in some but not all of these systems.
We examine systems with the property that a single pair of eigenvalues coincides for some values of P , while remaining real everywhere. For concreteness, consider a pair of equations, However, many examples that arise in modelling have a di erent structure: they are nonstrictly hyperbolic, but the condition D = 0 reduces to a single equation whose solution space is a curve contained in R. An example is the class of separated potentials: a ux F = (f(p); g(q)) corresponding to an uncoupled system has this structure, as does the ux that results in a triangular Jacobian:
In this example, eigenvalue coincidence occurs where
and if this equation is satis ed at a point (p 0 ; q 0 ) then, by the implicit function theorem, it is satis ed on a curve through that point provided rG(p 0 ; q 0 ) 6 = 0:
A two-component ow with a ux of the form (2.4) has the property that the velocity of the qcomponent is independent of the density of the p-component: the system is at least partially uncoupled. This may not be a realistic approximation for multiphase ows; though the two-way tra c equations, (Bick and Newell 2]), have this property when there is no interaction between the two directions of ow.
A more interesting example of a NSH ux is given by the two-component miscible displacement saturation equations. These can be written with a ux vector of the form and the system is nonstrictly hyperbolic if the equation G p p += 0 has a solution (p 0 ; q 0 ); eigenvalue coincidence occurs along a curve under the nondegeneracy condition (2.5). A two-uid model for gas chromatography, (Temple 20] ), has a structure similar to (2.6), except that the second component of F is multiplied by a constant; however, in the standard model (using the Langmuir isotherm), there is no eigenvalue coincidence: D > 0 everywhere in the physical region.
The two NSH models above | a ow in which the velocities of both components are the same, and a ow in which one is independent of the other | seem to represent extremes in kinematic modelling. However, they have similar mathematical properties. Furthermore, general perturbations of either model, which take them out of the class of NSH systems, also have much in common, as we shall explore in the next section.
In the remainder of this section, we give a brief description of models with the property that is a curve. This is motivated by the observation that special multiphase kinematic ows, as in the examples given above, appear to have this structure, rather than the umbilic structure of a NSH ux which derives from a potential. We shall refer to this class of NSH uxes as coincidence-line uxes.
In some multiphase saturation models, such as three-phase porous medium ow, the ux vectors must either be NSH or show change of type (Shearer and Trangenstein 17]), and this has motivated studying perturbations of umbilic points. Given a model with an elliptic region, one can embed it in a family of models in which the elliptic region is shrunk to a point or to a line, and it is to some extent a matter of taste which one chooses to do. For example, in Vinod 21] , the elliptic region occurring in a quadratic model for the two-way tra c equations is shrunk to a line | the limit of zero interaction | while in Holden and Holden 3] an equivalent quadratic model is considered as a perturbation of an umbilic. Nonstrictly hyperbolic systems whose eigenvalues coincide along a line have simpler solutions than hyperbolic systems with an umbilic point. It would be interesting to be able to show that the constraints which force a NSH ux to be of coincidence line type have some physical basis.
We make the following obvious remark. Informally, we might say that D needs to be a perfect square if the ux is to be NSH, and Proposition 2.1 shows that this condition is not likely to be met by an arbitrary pair of functions f and g. Furthermore, in order for a NSH ux vector to be a coincidence-line ux (rather than umbilic), the three equations D = rD = 0 must be equivalent to a single equation in the two variables p and q, to yield a curve .
The proposition does not suggest any useful way of characterizing these uxes. But looking at the geometry of conservation laws in the plane gives some insight. The Jacobian matrix, dF , of a NSH ux vector has one real eigenvector at every point in R. Denote the eigenvector by (U), where U = (p; q), and suppose it can be chosen to depend smoothly on U . The integral curves of the line eld generated by give a foliation of R; if the curves are written in the form (U) = c then is a Riemann invariant. Now, F is a mapping from R to a subset of R 2 , and by translating F by a constant vector (which does not a ect the conservation law system) and possibly scaling by a constant factor, we can assume that F (R) R. (For our purposes, we may assume R has compact closure, and then the additional assumption made here is that F is bounded.) In this case, the equation
has the interpretation that F maps each Riemann invariant curve to a translate of that curve. (This follows from di erentiating along the curve. At corresponding points U and F (U), the tangent vectors, , to the curve are parallel, as a consequence of equation (2.7).) Let us consider the special case that F respects the foliation: that is, the image of a Riemann invariant curve is a Riemann invariant curve.
(This does not seem a particularly natural assumption, but it holds for a number of physical models, including the ones mentioned above.) Now, either F maps every curve to itself, or F maps each curve to a di erent curve. The condition on tangents implies that a Riemann invariant curve that is mapped to itself must be a straight line segment. On the other hand, if curves are mapped into each other by F , then the tangency condition means that all the curves are, e ectively, translates of each other, so that is of the form q ? r(p), at least locally.
Thus we state Proposition 2.2 Let R be a bounded subset of R 2 , and let be a smooth line eld de ned on R satisfying one of the two constraints: the integral curves of are straight lines, or the integral curves are translates of a single curve. Then there is a smooth ux function, F , de ned on R, with eigenvector (U) at each point U .
Proof: Temple 20] has shown how to construct a ux F corresponding to any line eld with straightline integral curves. Writing = (1; h(U )), the condition that have straight-line integral curves is rh = 0; so h is any smooth solution of h p + hh q = 0; given h, Temple shows that the form of F is (up to inessential normalizations)
Here is an arbitrary function of U and H an arbitrary function of h. Temple's construction begins with the xed solution h(U ); however, it is clear that from any foliation of R by straight lines, one can construct (up to the condition that the rst component be nonzero), and F . This generalizes the ux of (2.6), for which is just the eld of radial lines: = (1; q=p) with Temple's choice of normalization. The eigenvalue corresponding to is (U) = p + h q = r = @ . The other eigenvalue is tr(dF ) ? = h q + H q = ( + H 0 (h))h q . When = q ? r(p), then = (1; r 0 (p)); it is easy to verify that
is a ux vector which gives rise to this eigenvector as long as b, a and r are related by b 0 = r 0 (a 0 + r 0 ).
The corresponding eigenvalue is = a 0 ? r 0 , and the other eigenvalue is r 0 . Notice that there is no condition imposed on r other than su cient smoothness. The region R will, of course, depend on r.
So far, we have not required that the uxes be NSH. However, for both the families we have constructed, it is straightforward to impose the condition that eigenvalues coincide on a subset of R; under suitable nondegeneracy conditions, this occurs along a curve for both types of models. Proof: This is a straightforward calculation using the expressions for the eigenvalues given in Proposition 2.2. The existence and nondegeneracy of follow from the implicit function theorem applied to G.
Another interpretation of equation (2.7) is as follows. The ux corresponding to (2.4) produces a nondegenerate curve as a line of coincident eigenvalues as long as (2.5) holds. Again suppose that F maps the domain R into R, and take any smooth coordinate transformation, T , from R to itself; then the compositionF = T F T ?1 (2.10) de nes a new ux function on R. (It is not particularly natural, on the basis of the physical problems, to regard F as a mapping of R to itself; however, it is a reasonable approach if one wants to study the structure of eigenvalues of dF .) De ning V = T (U), one has another system @ t V + @ x (F (V )) = 0: (2.11)
There need not be any relation between the eigenvalues of dF and those of dF . In fact, de ning S = T ?1 as an abbreviation,
where the subscripts on the right indicate where the Jacobians are to be evaluated. By contrast, if one begins with the original conservation law (2.1) and applies the change of coordinates to U , one obtains the quasilinear system
which cannot, in general, be put in conservation form. Comparing the Jacobian in (2.12) with the matrix in (2.13), we see that they are the same only if (dT ) F S(V ) = (dT ) V : (2.14)
In this case, (2.11) is the same as the original system, but written in new coordinates. (The two systems are not equivalent when it comes to weak solutions or shock structure, but they have the same characteristic speeds, and the corresponding eigenvectors transform to each other under T .) However, (2.14) is a very restrictive condition. Nonetheless, one can generate conservation laws (2.11) with a structure that is qualitatively like a given one, as follows. Suppose that, with U = (p; q), F is of the form (2.4), and so dF is upper triangular. In that case, so is C(dF ), where
is an upper triangular matrix. If now we replace (2.14) by
then (2.11) is a conservation law whose eigenvalues are those of C(dF ) | that is f p and cg q . In particular, they are real everywhere in R and coincide along the curve where f p (U) = c(U )g q (U). Thus we have proved Proposition 2.4 Let F be any smooth ux of the form (2.4) which maps a subset R of R 2 to itself.
Let T (U) = V be a nonsingular coordinate change in R and C any smooth upper triangular matrix. Then, provided the compatibility condition (2.15) is satis ed, the system (2.11), with ux de ned by (2.10), is hyperbolic in R, with eigenvalues f p and cg q . Equation (2.11) has a NSH ux vectorF if there is a point, U 0 , where This proposition relates several of the examples above | for example, the transformation from Cartesian to polar coordinates turns the triangular ux function, (2.4), into the ux vector for the miscible displacement problem, (2.6). In 11], we show that a ux generated this way produces a discriminant D which is a perfect square, as in Proposition 2.1. One class of such uxes is given bŷ which yield a nondegenerate coincidence line when Q is nonconstant. Derivation of (2.16) will be found in 11].
PERTURBATIONS OF NONSTRICTLY HYPERBOLIC FLUXES
Suppose F is a NSH ux with eigenvalue coincidence along , a nondegenerate curve given by In general, the new ux will not be NSH; in fact (tildes denote the perturbed quantities), the discriminant ofF isD (p; q) = D(p; q) + P (p; q; ) = Proposition 3.1 LetF be a smooth perturbation of a smooth coincidence-line NSH ux with = f(p; q) j (p; q) = 0g. Suppose that P (p; q; 0) > 0 on . Then, for su ciently small > 0,F is strictly hyperbolic near , while for < 0 there will be a nonhyperbolic strip near whose width is of order p . On the other hand, if P changes sign on , let
where parameterizes andP > 0 there. Then, dF has nonreal eigenvalues inside a region whose boundary is, to a rst approximation, a narrow parabola with its vertex near U 0 = (p(0); q(0)), opening toward > 0 or < 0 as < 0 or > 0, respectively.
Proof: The result when P 6 = 0 on follows immediately from applying the implicit function theorem to the two equations p ? P = 0: if < 0, there are two solution curves for small andD is negative between them. If P changes sign along , then equation (3.1) implies that the change of sign is nondegenerate. One can now solve (p( ; ); q( ; )) q ? P = 0 for each xed , again using the implicit function theorem, since r 6 = 0. The geometry of the nonhyperbolic region follows.
Perturbations of this type also have a connection with genuine nonlinearity. Curves of linear degeneracy (corresponding to isolated local extrema of the characteristic speeds along the eigenvectors of dF ) appear when certain nonstrictly hyperbolic systems are perturbed so that they become strictly hyperbolic 6]. For these systems, the solution of the Riemann problem for the nonstrictly hyperbolic equation is qualitatively like the solution of the perturbed, strictly hyperbolic problem, which approaches it in the limit as ! 0.
Curves of linear degeneracy also bifurcate from distinguished points on the boundary between an elliptic and a hyperbolic region in state space 7] . This bifurcation may occur generically at points like U 0 in Proposition 3.1. As we shall discuss in the next section, there is also some resemblence between the solutions in the two cases corresponding to > 0 and < 0 of Proposition 3.1.
INACCESSIBLE REGIONS
A disturbing feature of change of type in saturation equations like (2.1) is that there appear to be open sets in phase space, corresponding to physically feasible saturation vectors, which are nevertheless inaccessible because the Jacobian is nonhyperbolic there, (Allen et al. 1]). There are two related questions here. The rst is whether some indefensible assumption in the physical model has resulted in a saturation vector which is linearly unstable. Unlike simplistic models for phase transitions which change type and are nonhyperbolic precisely for the physically unstable range of the order parameter (see Pego and Serre 14] for an example), the ows discussed in this paper are not expected to contain unstable states.
The second point is a mathematical one. The nonhyperbolic region has some special properties. . The fact that Riemann data and Cauchy data behave so di erently raises additional questions, which we leave aside.
In this section, we try to shed a bit of light on the second, mathematical, question by calling attention to an analogous phenomenon in strictly hyperbolic systems which contain hypersurfaces (curves, in the case of two equations) of linear degeneracy in state space. We shall concentrate on Riemann problems, since this is where the behavior is seen in ows which change type. There are some implications about the modelling of ows, because the analogy, even if only in Riemann problems, with a strictly hyperbolic system, suggests strongly that the appearance of inaccessible regions is linked more to wrinkles in the nonlinear dependence of the uxes than it is to change of type in the equations. The fact that both examples occur as perturbations of coincidence-line uxes suggests that there may be a relationship between them.
Riemann solutions for conservation laws without convexity (genuine nonlinearity) assumptions were rst given by Liu 12] by constructing a solution separately in each wave family and superimposing waves from di erent families. We formulate a result for a scalar equation, where we can give an explicit description, and then indicate the generalization.
De nition 4.1 Let u t + f (u) x = 0 be a scalar conservation law. We say the Riemann problem with data fa; bg avoids states in a nonempty subset For a system of conservation laws, Liu 12 ] constructs a curve (U L ) in state space which is locally a shock (part of the Hugoniot locus) or a rarefaction. This provides a higher-dimensional analogue to f and f and a solution like the scalar one can be constructed. The construction works whenever F has isolated hypersurfaces of linear degeneracy (which play the same role as the isolated extrema of f 0 ) and the eigenvalues of dF are separated. If U M 2 1 (U L ) for a 1-wave curve, say, then some subintervals of that curve will not be in the range of the Riemann solution. Further, for U R in a neighborhood of such a U M , there will continue to be open sets of the interval that are missed in solving the Riemann problem for fU L ; U R g. It is no longer the case that U M 2 1 (U L ) ) U L 2 1 (U M ). However, for small-amplitude waves, U L will be near (U M ), and a generalization of the idea of avoided states can be given in several ways. One formulation is to x a left state U L and consider right states in an open ball B of radius r centered at a point U 0 . For each U R 2 B, let S(U R ) R n be the range of the Riemann solution with data fU L ; U R g, and de ne S(B) = UR2B S(U R ):
If F is genuinely nonlinear, S(B) has at most n + 1 connected components. Also, if U 0 is su ciently close to U L and F is genuinely nonlinear at U L , then S(B) has at most n + 1 components. For a system with linear degeneracies, as jU 0 ? U L j grows, S(B) will develop more than n + 1 components at some U 0 . The introduction of new components into S(B) corresponds to production of additional discontinuities in g ?1 in the scalar case. Thus it is associated with avoided states. The qualitative change in S(B) also suggests a lack of continuous dependence of the solution on the data.
Avoided states di er from the inaccessible regions in systems that change type, as they are not precisely the complements of invariant regions. Similar behavior is observed in the two cases, since sampling data repeatedly in the exterior of a convex set, E, produces a solution which never enters a convex set C contained in E. The di erence is that for Riemann data in systems which change type, one can apparently take E to be the elliptic region and C to coincide with E. For hyperbolic equations with linear degeneracies, C is strictly smaller than E. Nonetheless, the similarities are striking.
In a recent paper, Temple 19] contrasts Riemann problems (their relation to stability and asymptotics) in genuinely nonlinear strictly hyperbolic problems to their role in a model NSH system with a coincidence-line ux. The results (summarized in the title of the paper) are unexpected. We conjecture that NSH coincidence-line models may provide good prototypes for mathematical properties and qualitative behavior of a larger class of problems, including some models for porous media ow.
