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Abstract 
The general form of a continuous mapping ~b acting on the real vector space of all 
n × n complex Hermitian or real symmetric matrices, and preserving spectrum and 
commutativity, is derived. It turns out that ~b is either linear or its image forms a 
commutative s t. © 1999 Elsevier Science Inc. All rights reserved. 
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1. Introduction and statement of the main result 
We begin with the notation to be used. Let M, be the set of  all n x n complex 
matrices. Throughout  his paper, F is either the field of  all complex numbers C, 
or the field of  all real numbers N. I f  F is chosen to be C then H,, C- M,, denotes 
the real vector space of all complex Hermitian matrices (i.e. the matrices sat- 
isfying A = A*, A* being the conjugate transpose of A), and U, c M, the group 
of  all complex unitary matrices. Similarly, if F = N then H, stands for the set of 
all real symmetric n x n matrices (i.e. the matrices atisfying A - Atr, where Atr 
denotes the transpose of  A), and U, c M, for the set of  all real orthogonal 
matrices. We will in fact present the proofs for the case IF = C; only minor 
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modification is needed if we assume ~- to be N. However, such points in the text 
are clearly indicated. We interpret the value of~ (conjugation) in the set of real 
numbers as the value of x, and consequently, A * = Atr. Besides, claiming that a 
value is real is superfluous when F = [~. As usual, f* = F \ {0}. By ~r(X)we 
denote the set of all eigenvalues of X, and by e.v.(X) the set of all eigenvalues 
of X counting multiplicities. The notation A ~ B if AB = BA will be used 
throughout. By diag(21,22,..., 2 ) we denote a diagonal matrix whose diago- 
nal elements are equal to 21, 22,. . . ,  2,. The symbol Eij stands for the matrix 
having the (i,j)-entry equal to one, and all others equal to zero. The notations 
~*, ~ ,  R- will be used for the sets of all positive, non-negative and negative 
real numbers, respectively. By a projection P c Hn any matrix satisfying p2 = p 
is understood. Matrices A and B are called orthogonal (A ± B)  i fAB  = BA = O. 
Furthermore, let 2n denote the set of all real diagonal n x n matrices, and ~n a T 
the subset of 9 ,  consisting of all matrices with diagonal entries arranged in a 
non-decreasing order. In particular, A ,=d iag(1 ,2 , . . . ,n ) .  A mapping 
q~ : M,, -~ M,, or ~b : H, ~ H,, is called spectrum-preserving f e.v.(0(X)) = 
e.v.(X) for all X E M,,, or X c H,, respectively. If q5 is continuous the spectrum- 
preserving property is equivalent to a(c~(X) )  = ~(X). This is due to the fact 
that the set of matrices having n distinct eigenvalues is dense in M, and in H,,. 
We say that ~b preserves commutativity if ~b(A) ~ ~b(B) whenever A ~ B, and 
that ~b preserves commutativity in both directions when ~b(A) ~ 4~(B) if and 
only if A ~ B. The mapping ~b preserves rank one matrices if rank X = l 
implies that ~b(X) is of rank one, too. 
The problem of determining the structure of linear mappings from the set M, 
into itself, which leave certain properties invariant, has been considered in a 
number of papers. These are the so-called linear preserver problems. Many 
results and the methods used can be found in survey paper [1], including further 
references. In particular, linear (or merely additive) mappings that preserve 
spectrum or commutativity have generated a lot of interest. In paper [2], on the 
other hand, Semrl, and the present author characterized continuous mappings 
on M, that preserve ither spectrum and commutativity in both directions, or 
spectrum, commutativity and rank one matrices. It should be pointed out that 
neither linearity nor multiplicativity (antimultiplicativity) has been assumed. 
Nevertheless, it has been proved that these mappings are linear and either 
multiplicative or antimultiplicative. They are, in fact, Jordan automorphisms of 
the algebra M,. It seems that either replacing the assumption of preserving 
commutativity in both directions by a weaker one, i.e. preserving commutativity 
in one direction only, or omitting the rank one preserving property could give 
the same result. But, to our knowledge, this has not been carried out yet. 
In this paper, it is our aim to characterize continuous mappings acting on 
the real vector space H, that preserve spectrum and commutativity (in one 
direction only). What results do we expect? As it can be easily verified, the 
mappings that are either of the form X ~ SXS ~ or X ~ SXt~S *, for some 
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S E U,, are continuous and preserve spectrum and commutativity in both di- 
rections. But, as we do not assume commutativity in both directions, and since 
the spectrum of all matrices from H, is real, we can quickly find a continuous 
mapping preserving spectrum and commutativity, which is of neither of the 
forms mentioned above. Indeed, the mapping X~ diag(2t,22,...,2,,), 
2~ E a(X), I<~i<~n, 21 ~<22<~... ~<2,, composed by an arbitrary unitary 
similarity transformation, occurs as a third possibility. However, this mapping 
is not linear. 
Let us now state our main result. 
Main theorem. Let (o : H, --~ Hn, n >~ 3, be a continuous mapping which preserves 
spectrum and commutativity. Then there exists a matrix T E U~ such that ~ has 
one ~" the Jollowing forms: 
(i) ~(X) = TXT* for all X E Hn, 
(ii) ~(X) = TXt rT  * Jbr all X E Hn, 
(iii) ~b(X)= Tdiag(2~,22,...,2~)T*, 2 iEa(X) ,  l<~i<~n, and2~<22 <~ ... 
~2~. 
Before starting the proofs, two examples will be given. The first one will 
show that continuity is an indispensable assumption. The mapping we provide 
is not continuous; however, it has several preserving properties. A slightly 
modified version has been introduced in Ref. [2]. The second example is a 
counterexample for n = 2. 
Example 1. We define a mapping ~b : H, -~ H~ in the following way. For X, a 
diagonal matrix with distinct diagonal entries, we define ~b(X) to be a diagonal 
matrix obtained from X by interchanging the first two diagonal elements. 
Otherwise, let ~b(X) be equal to X. Clearly, ~ is a bijective mapping preserving 
spectrum and commutativity. However, it is not continuous. 
Example 2. Let us first define ~b:H2-~//2 on the set of all rank one 
projections. The function 
n: F~H2,  
l+[x l  2 [x[: ' xE  •, 
is a bijection between the set of all rank one projections in Ha and F U {oc}. Let 
us define 
(1) 
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Let X = LP + ~t(I - P), 2 = max a(X), be the spectral decomposition ofX. We 
define 
¢~(x) \ 2/, 2=/~. 
It is easy to see from Eqs. (1) and (2) that ~b(P) _L q~(Q) whenever P _1_ Q. The 
mapping X ~ P is well defined and continuous on the set of all matrices with 
distinct eigenvalues. Hence, ~b is continuous and preserves pectrum and co- 
mmutativity. But, q5 is apparently neither linear nor is its image commutative. 
2. Preliminaries 
Throughout this section, q~ will be such as in the Main theorem. By a cone 
we understand a subset CKCH, characterized by the property that 
~A, A +B E c~ whenever A,B E ~ and ~ E [~+. For a given S E U,, we observe 
that the set S~S*  is a cone and that S~S*  = T~T*  if and only i fS = TD for 
some D E ~n. The following proposition, concerning the invariance of cones, is 
fundamental. 
Proposition 3. For every S E U,,n >~2, there exists T E U, such that 
: r rr,. 
Proof. We can suppose that S = I since otherwise we would consider the mapping 
X ~ 4~(S*XS), instead. As ~b preserves spectrum there is no loss of generality in 
assuming that ~b(3~) = A,. Then, because of the commutativity preserving 
property, ~b maps the set ~n into itself. Fix A E ~.  It is enough to show that 
4)(A) = A. Since q5 is continuous, we may also assume that all diagonal entries of 
A are distinct. Of course, q~ maps the line segment F( t )= (1 -t)An + tA, 
t E [0, 1], into 9 , .  So, there exists a permutation matrix Pt, such that 
q~(F(t)) = PtF(t)P/, t E [0, l]. 
In particular, ~b(F(0)) = ~b(A,,) = A, = PoA,P?>, which implies that P0 = I. 
For every t E [0, 1] the diagonal entries of the matrix F(t) are distinct, and since 
q~ is continuous we get sup{t; Pt = I} - -1 .  Consequently, qS(A)= ~b(F(1)) 
=F(1)  = A. [] 
The proposition just proved has some very useful consequences. 
Corollary 4. The mapping (9 has the following properties: 
I. ~b is ~-homogeneous, i.e.." cb(~)  -= ~fb(X) for every ~ E 0~. 
2. (a(X + pl) = (o(X) + #L for every X E H, and # E ~. 
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Proof. Observe that multiplying by a positive constant and adding a real 
multiple of the identity matrix leave any cone S~S*  invariant. Combining the 
last proposition and the spectrum-preserving property of ~b gives the desired 
conclusion. [] 
Lemma 5. Let Jg C U,, n >~ 2, be arcw&e connected, and contains the identity 
matrix. I f  dp(SAS*), A C @,, is' diagonal for  every S E ~ then ~b(SAS*) = ~b(A) 
for  all S C ~/. 
Proofi For every S E ~g/ there exists a continuous function u: [0, 1]--+ J /  
satisfying u(O) = I and u(1) = S. For every t E [0, 1] we have ck(u(t)Au(t)*) 
=PtAPt* for some permutation matrix Pt. Obviously, dp(u(O)Au(O)*) 
= 49(A) = PAP* for some permutation matrix P. We can assume the diagonal 
entries of A to be distinct. Standard continuity argument now establishes that 
sup{t; Pt = P} = 1, thus qS(SAS*) = PAP* = ~(A).  [] 
Before stating the next lemma, we will briefly discuss some properties 
concerning connectedness of the set of all complex unitary, and all real or- 
thogonal matrices, respectively. Recall that every complex unitary matrix V
can be written as e ~ for some Hermitian matrix A. The mapping t H e irA, 
t E [0, 1], is then clearly a continuous path between the identity matrix and the 
matrix V = e i'4. The structure of the set of all real orthogonal matrices is in a 
way more sophisticated. The mapping X H detX, acting on orthogonal ma- 
trices, is continuous, and its range is {-1,1}. So, the set under discussion 
consists of at least wo connected components, i.e. the set of determinant 1
matrices, and the set of matrices having determinant -1. We will outline the 
proof of the fact that the set of all orthogonal determinant 1 matrices is 
connected. It can of course similarly be confirmed that the set of all orthogonal 
matrices having determinant -1 is arcwise connected, too. As this will not be 
needed for our purpose it will be omitted. Let us first ake n = 2 and choose a 
real orthogonal 2 x 2 matrix V with determinant 1,which can be presented in 
the form 
cos a sin ~ J 
V= k -s ina  cos (3) 
for some ~. c [0, 2n). The function 
[O, lj ~ v2 
t~--~ 
- -s inte Costc~ 
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obviously represents a continuous path connecting the identity matrix and V. 
Let n ~> 3. Due to a real similarity matrix, every orthogonal determinant 1
matrix is similar to a block-diagonal matrix having blocks of dimension at 
most 2. It can be arranged so that all 2 × 2 blocks are of the form Eq. (3), and 
the rest are diagonal entries equal to 1. Further details are left to the reader. 
Lemma 6. I f  fb(H,) C_ ~, ,  n >>- 2, then fb(H,) = P~P*  for some permutation 
matrix P. 
ProoL According to Proposition 3, there exists a permutation matrix P such 
that ~b(D) -- PDP* for all D E ~.  Any matrix X ~ H~ can be represented as 
SDS* for some D E ~ and S E J¢., the notation o~'. being used either for the 
set of all complex unitary matrices, or for the set of all real orthogonal matrices 
having determinant 1, depending on the choice of ~. By the previous 
consideration, the set ~ ' .  is arcwise connected. Since qS(SDS*) E ~ for all 
S E ,~ ,  application of Lemma 5 provides qS(SDS*) = cb(D) = PDP*. [] 
Lemma 7. Let ~k : ~, - -*  ~ ,  n >~ 2, be a continuous spectrum-preserving 
mapping. I f  IP(Eii) -- Eli for all 1 <<. i <<. n, then ~k(D) = D for all D E ~, .  
ProoL It is enough to prove the lemma only for those D with distinct diagonal 
entries. Write D - diag(dl . . . .  , d,) and dm = max {di; 1 <~ i <~ n}. Let a permu- 
T * tation matrix Q determine the cone Q~nQ whose member is D. Choose 
E = diag(el, e2,. . . ,  e,) E Q~Q*.  the matrix with distinct diagonal entries. Of 
course, e~ > ei, i ~ m. Applying similar arguments to those in the proof of 
Proposition 3 guaranties the existence of a permutation matrix P such that 
tp(D) = PDP* and if(E) = PEP ~. 
Using ¢(Emm) = Era,,, sending e,, ~ 1 and ei --+ 0, i ~ m, in the last of the above 
equations yields E~m = ~(E,,m)= PE~,P*. It follows that P commutes with 
Era,,. Therefore, d,, remains in the same place under the action of ~k. The lemma 
is now proved for n = 2. We continue by induction on n. Suppose n > 2 and 
that the lemma has been already proved for all 2 ~< k ~< n - 1. We complete the 
proof using the induction assumption on the mapping ~j:  ~,_ j - - ,  ~,,_~, 
Ol (diag(dl ~ d2,... , d,-1 )) being obtained from the matrix 
O(diag(y,d~,~,. . . ,d,_~)),  y= max {d,; l<~i<<.n- 1}, by cutting off the first 
row and column. Obviously, ~bl is continuous and spectrum-preserving map- 
ping. It remains to verify that ~b I (E~) = Ei~ for all 1 ~< i ~< n - 1. In order to do 
this, let us first compute ~(Ej~ + Ejj), 2 <~j<~ n. Applying that the position of 
the maximal diagonal element remains unchanged under the action of ~,, the 
continuity argument and the spectrum-preserving property of ~ provide the 
existence of indices i ~: 1 and k ¢ j such that for all 0 < ~ < 1 
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qJ (E,, + (I - e)E,j) = (I - ~:)Ei, + E,, 
and 
~/(Ell Av (1 + ~.)E/J) = Ekk + (1 + e)E~j. 
Letting ~:-~ 0 in the above equations, and using that @ is continuous gives 
Ei, - Ekk : E i / -  Ell which implies i = j and k : 1. Thus, 
~b(Ell +E~I ) =EI I+Ei j ,  2<.j<~n, 
and, consequently, ~bj (Ei~) =Eii, for all 1 ~< i ~< n - 1. [] 
We will often draw on the following observation. Any set of diagonal rank 
one matrices with 1 or - 1 as the only non-zero point in the spectrum is discrete 
in H,,. Therefore, if a restriction of ~b to some connected subset of Hn has the 
range in such a discrete set, then it is a constant mapping. 
The Main theorem will be proved by induction on n. 
3. The proof for n : 3 
Throughout the section, ~b : //3 ~ ~ will be as in the Main theorem. With 
no loss of generality, we may assume that 
~(d3) -- d3. (4) 
This assumption will hold until the end of this section. By Proposition 3, we 
have ~b(D)=D for every D E~.  In particular, 4~( -E j1 )=-E l l  and 
~b(E33) = E33. For the moment, more than that ~b(Ell), ~b(-E33), ~b(E22) and 
~b(-E22) are diagonal, cannot be provided. By R(u, v, w), i fu ¢ 0, we denote the 
rank one matrix from H, that has the first row equal to [u v w]. The only non- 
zero eigenvalue of R(u, v w) is then equal to u -l (u 2 + [v[ 2 + Iw[2). Throughout 
the section, the notation P(x,y)= (1 + [x]2+ [yl 2) IR(1,x,y) will be used. 
Every rank one projection having a non-zero entry in the (1,1)-place can be 
evidently represented as P(x,y) for some x,y E F. We will divide the proof into 
a sequence of lemmas. 
Lemma 8. I f  c~(--Ekk) y~ --c~(Ekk) for some 1 <~ k <~ 3 then ~b(H3) = 2~. 
Proof. We will show that ~b(Q)= E33 and ~b( -Q)=-E l1  for all rank one 
projections Q E H3. Once we have done it, ~b(X) is diagonal for all matrices of 
the form X =SDS*, S E U3, D E.@3, because of the relations 
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49(X) ,-+ (o(SEIIS*) = E33 and ~b(X) ~ ck(-SEIIS*) = --Ell. Application of 
Eq. (4) and Lemma 6 leads to the desired conclusion. 
Assume first that ~b(-&l) ¢ -~b(Ell). Since 4) is continuous it suffices to 
prove that qb(P(x,y)) and cb(-P(x,y))  are mapped to E33 and --Ell, respec- 
tively, for all non-zero x, y E IF. Let us introduce the rank one projections 
[<xi] - - -  -x  l , (5 )  
1 + [xl 2 0 0 
1 I 0 
- -  0 , (6)  
B(y) = l + ]yl 2 - 0 
1 + Iz] 2 [zj 2 z . (7)  
By an elementary computation it can be verified that 
for all x E IF*, and y c IF. Obviously, C(z) +-+ 6&,, 6 ~ {-  1, 1 }, for every z E IF. 
Thus, (/)(C(z)) commutes with both ~b(Eji) and ~b(-Ell). The fact 
4~(--Ell) ¢ --~(Ell) yields that ~b (C(z)) is a diagonal rank one projection for all 
z. Therefore, ~(C(z ) )= ~b(C(0))=E33 for all z~ IF, and consequently, 
~b(E22) = limz~<~b(C(z)) = E33. Our next goal is to show that 
~b(-E22) -¢ -~b(E22). Consider the convex linear combination 
t(-E22) + (1 -t)E33, 0 ~< t~< 1, which is mapped to a diagonal matrix with the 
same spectrum. The points of its spectrum are distinct for every 0 < t < 1, so 
by the continuity of ~b, there exists an index i ¢ 3, independent of t, such that 
~b(t( - E22) + (1 - 1)E33) =- tE i i  + ( l  - t)E33, 
and consequently, letting t ---, 1 establishes 
4'( - &2) = -E , ,  # -&3 = -4~(~22). 
The matrix ~b(fiB(y)), fi E {-1,  1}, commutes with both of the matrices dp(E22) 
and ~b(-E22), and is thus diagonal. We have then c~(B(y)) = tp(B(0)) = E33 and 
O~(-B(y)) = limv_~ dp(-B(y)) = c~(-&l)  = -E l l .  This forces rank one ma- 
trices dp(P(x,y)) and (b( -P(x,y))  to be diagonal for all x,y E 0:, and conse- 
quently, 
and 
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49(P(x,y)) = lim 49(P(0,y)) = ~b(E33) = E33 
175 
49( - P(x,y)) = 49( - P(0, 0)) = 49( - El,) = -E l , .  
Suppose now that 
49(E,,) = E,1 and 49( - E.~2) ¢ -49(E22). (9) 
Then 49(B(y)) is a diagonal matrix for all y E ~. As 49(E33) = E33 we obtain 
49(B(y)) = 49(B(0)) = E33 for all y E ~, and therefore, 
49(E,1) = lim49(B(y)) = E33, 
contrary to Eq. (9). 
I f  we assume that 
49(E,1) = E,~ and 49(-E33) ¢ -49(E33) (10) 
the matrix 49(-A(x)) is diagonal for all x E ~. Next, we find out that 
49(-E22) = -E22. Indeed, for every 0 < t < 1 we have: 
49(tE, t+(1 - t ) ( -Ez2) )=tE , , - (1 - t )Ek , ,  k ¢ 1, 
49(/E33 -~- ( |  - t ) ( -E22) )  =/E33  - ( |  - t)Ejj, j ¢ 3. 
Sending t ~ 0 g ives  k = j = 2, and consequently 49(-E22) = -E22. Thus, 
49(-A(x)) = 49( -A(0) )  = -E22 , x E ~, 
49( -- EI~) = lim49( -- A(x)) = -E22, 
x~'Yc  
and hence, a contradiction. [] 
Lemma 9. I f  the range of 49 is not commutative, and 49 satisfies Eq. (4) then: 
(a) 49(D) = D for all diagonal matrices D E 93. 
(b) 49 is R-homogeneous. 
(c) 49 is multiplicative on an)" set of simultaneously diagonable matrices. 
(d) Given A E H~ and 1 <<. i <~ 3, 49(A) is orthogonal to Eii whenever A ±Eii. 
Proof. (a) The fact that 49(H3) is not commutat ive applied in Lemma 8 yields 
49(-Eii) = -49(Eii), i = l, 2, 3. The assumption (4) together with Proposit ion 3 
gives that 49(-Ell) = -E l l  and 49(E33) = E33, and consequently, 49(E11) - -E l l  
and 49(-E33) = -E33. We will show that 49(E22) = E22. There exist k ¢ 1 and 
j ¢ 3 such that for all t E (0, 1) the equations 
49(tE~, + ( l  - t ) ( -E~, ) )  = tE** - ( l  - t )E~l  
and 
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0( lE22 -~ (1 - -  t ) (  - E33) )  = tEl j  - (1 - t )E33 
hold true. Letting t ~ 1 gives k = j  = 2, which yields ~b(E22)=E22, thus, 
~b(Eii) =Ei i  for all 1 ~< i ~< 3. By Lemma 7 applied on the restriction of  ~b to the 
set 23 we get ~b(D) = D for every D E 93. 
(b) Let X E//3, and fix S ¢ U3 such that X --- SDS* for some D E 93. There 
exists T ¢ U3 such that ~)(SA3S*) = TA3T*. Consider the mapping 
~bl : //3 ~/ /3 ,  ~bl (X) --- T'O(SXS * )T. Obviously, ~b I satisfies the condition (4). 
As the range of q~ is not commutat ive the range of  ~b~ is not commutat ive as 
well. Applying (a) of  this lemma gives that ~b 1 (D') = D', for all D' E 93, and 
consequently, qS(~X) = T(~D)T* = :~qS(X) for all e E N. 
(c) Let X =SD~S* and Y =SD2S* for some S E U3, D~,D2 E 93. Con- 
structing q~j as in (b) gives cb1(DjD2) =D1D2, and therefore, 
=  (SD, D2S*) = = 
(d) Since 4) preserves pectrum we have ~b(0) --- 0. The matrix A being or- 
thogonal to E~ is simultaneously diagonable with E~. Using (c) and (a) now 
leads to the desired conclusion. [] 
The following lemma is of  technical nature. 
Lemma 10. Let A, B E 113 be commuting rank one matrices, A not being 
diagonal, satisfying E#A =AEn and EjjB =BEi i  for  some i,j, i C j .  Then 
B = flEii for  some [~ E ~*. 
Proof. With no loss of generality we may assume i = 1 and j = 2. Then 
01 fo 0 A= |0  u22 u23 , u23¢0 and B= v22 0 . 
u2-~ u33 L~ 0 v33 
Using that A ~ B implies v13 = 0 and v22 = u33. Applying that B is a rank one 
matrix gives B = vjlEi1, vll ~ O. [] 
Proposit ion 11. I f  the range of  q3 is not commutative then there exists S E U3 such 
that 
or 
(o(P) = SPS*, for  all rank one projections P
ff)( P) = Sptrs * , .,for all rank one projections P. 
Proof. Since ~b is continuous it suffices to prove the proposit ion only for 
P = P(x, y), x, y ~ 0. Recall the commutat iv i ty relations (8) and the assumption 
T. Petek I Linear Algebra and its Applications 290 (1999) 16~191 177 
(4). Let V C H2 be the set of all rank one projections. It is easy to check that V 
is arcwise connected. If u: R~- ~ V is a continuous path connecting E22 and Ell, 
satisfying u(0) = E22 and l imt~u(t )  = Ell, then there exists to > 0 such that 
u(to) is a matrix with all entries not equal to zero. In particular, as 
4)(A(t)) = diag(v(t), 0), v(t) c Hz, by (d) of Lemma 9, the continuous mapping 
t ~ v(t) is such a path. Indeed, v(0)= E22 and l imt_~v(t )= F.ll. So, there 
exists to > 0 such that the continuous functions a~:D z ---+ ~, i = 1,2 and 
aj2: F --~ IF, defined by 
c)(A(x)) = 




satisfy a~i(to ) ¢ O, for all i,j. This happens to be equivalent to the condition 
a12(t0) ¢ 0, since (o(A(to)) is a rank one projection. Let 
4! = {x; x E F and al2(x) ¢ 0}. Of course, oR is open and 0 # ~. We would like 
to show that 41 = F*. It is enough to verify that ~q/, the boundary of the set 4!, 
is equal  to {0}.  Let us postpone  it for a whi le.  There also exist cont inuous  
functions bj3 : F ~ F and b~j : F ~ R, j = 1,3, such that 
bl,(y) O bl3~Y) ] 
q~(B(y)) = 0 0 . (12) 
b,3(y) 0 b33(y)J 
By the similar arguments as 
around h, such that bjk(Y) =/: 
tinuous function b : ~//" -~ F*, 
the form 
before, there exist tl > 0 and an open disc :t j" 
0, y E ~,  j, k = 1,3. We may now define a con- 
b(y) = -(b13(y)/b33(y)), and rewrite Eq. (12)in 
= l + Ib(y)l 2 0 0 , y 
-b (y )  0 
where we have used that ~ preserves spectrum. Choose some (xl,yl) C Jg × V. 
Then ~(A(xl)) and ~(B(yl)) are not diagonal, and clearly, xl ~ 0. Let us now 
compute ~(C(yl/xl)),  which is a rank one projection, orthogonal to Ell. We 
have to consider three possibilities: ~(C(yl/xl))  = E22, E33, or it is equal to the 
matrix with non-zero entries in all places except in the first row and in the first 
column. If ~b(C(yl/xl)=E22 then ~(P(xl,yl))+--~E22, c~(A(xl)), thus 
4)(P(xl,y~)) = E33 by Lemma 10. The matrix ~(B(yl)) does not commute with 
E33. and hence, a contradiction. Similarly, by interchanging the roles of A(x~) 
and B(yj), we obtain that 4)(C(yl/xx)) ¢ E33. Denote ~= {z; z - .v /x,  x C ~?1, 
y C Y}. Previous arguments imply the existence of a continuous function 
c : "/1~ -~ F* such that 
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l[ 0 01 [c(z)l 2 -c(z) , z E #~. (13) 
4(C(z) )  = 1 + I¢(z)l a - c (z )  1 
Let us now prove that ~ '  = {0}. Assume that there exists a non-zero 
xo E Oog. As ajz(Xo) = 0 and q~(A(xo)) is a rank one projection, orthogonal to 
E33, we have either 4~(A (xo)) = Ell, or ~b (A (Xo)) = E22. Suppose ~b (A (xo)) = Ell. 
Then P(xo,y)± Eli for all y E ¢~. Applying Lemma l0 as c~(B(y)) is not 
diagonal gives c~(P(xo,y)) = E22. Therefore, and because of 
~b(P(xo,y)) ±c]~(C(y/xo)) we also get ck(C(y/xo))=E33 for all y E ~.  
There exist x' E ~// and y' E ~" such that t~/Xo = y'/x', so 
4)(C(y'/x')) =c~(C(tl/xo)) is diagonal, and hence, a contradiction with 
c(y/x') ¢0 .  In the same manner, the contradiction is obtained if 
ck(A(xo)) = E22. Summing up, it can be established that ~b(A(x)) is a non-di- 
agonal projection, orthogonal to E33 for all x ~ 0. Consequently, there exists a 
continuous function a : F ~ ~, such that 
l 
4)(A(x)) - I + ta(x)] 2 
-la(x)l 2 -a(x) O] 
-a(x) 1 0 • 
0 0 0 
The domain of the function b can also be extended to IF, and consequently, the 
domain of the function c, too. Moreover, the point x = 0 is the only zero of a, b 
and c. 
3 
Let ()(P(x,y)) = [Ui j (x,y)] i j=l .  Suppose ujl(xl,yl) = 0 for some 
(xl,yl) E ~ x F. Then, of course' ck(P(xl,yt)) ± Ell. There are not both xl and 
yl equal to zero because of ~b(P(0, 0)) = ~b(Ell) = Ell. Assume xl ¢ 0. Appli- 
cation of Lemma 1 0, where the roles of A and B are taken over by ~b(A (xl)) and 
q~(P(xj,yj)), respectively, gives ~b(P(xl ,Yl)) = E33, which contradicts the rela- 
tion 4)(P(xl,yt)) ± q~(B(yl)). Similarly, y i¢  O. So, ull(x,y) ¢ 0 for all x,y E if:. 
Introduce the continuous functions 
g: F X IF-+ IF 
g(x,y) -- m2(~,y) m~(x,y) ' 
and h: F x ~: ---+ ~, 
h(x,y) -- m3(~,y) 
uH (x0,) ' 
We can now write qS(P(x,y)) = ulj (x,y)R(1,g(x,y), h(x,y))~ and the2 -~spectrum- 
preserving property of q~ then yields ult = (1 +[g[ +[h I ) . Hence, 
~p(P(x,y)) = P(g(x,y), h(x,y)). Using relations (8) forces 
g(x,y)=a(x) ,  h(x,y)=b(y) ,  
and 
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c - a (x ) '  x # O. (14) 
Substituting y = tx in the previous equation and extending it by continuity 
gives us the functional equation 
b(tx) = c(t)a(x) ,  t ,x  E ~:. 
This is a special type of the so-called Pexider equation ([3], pp. 42-43). Since 
the point x = 0 is the only zero of the functions a, b, and c, there exist con- 
stants al, cj and a non-trivial multiplicative continuous function f : ~ ~ g: 
such that 
a(x) = a l f (x ) ,  b(x) = a lc l f (x ) ,  c(x) = e l f (x ) .  
Obviously, a~ = a(l), cl = c(1). Setting T = diag(e -i"rg(ao)), 1,e iarg(c/l))) and 
replacing q~ by mapping X H T~(X)T* ,  if necessary, we may assume that 
a(1) = ra(1)[ and c(1) = Ic(1)[. We observe that 
(~(B(y)) = ~b(P(O,y_--~l)), y#O.  (16) 
Therefore, and by Eq. (15) it follows 
and 
-a (x )  a ( -  l /y) 
1 + la(x)[ 2 -- 1 + la ( - l /Y ) l  2 (17) 
la(x) l2 1 
1 + la(x)p 2 -- 1 + la(-1/Y)I 2' (18) 
Combining Eq. (17) and Eq. (18) gives 
a( -1 /Y )a (x )  = -1 for all x # O. (19) 
Clearly, f ( -1 )  2 = 1 and a(-1) = a l f ( -1) .  Inserting x = 1 into Eq. (19) pro- 
vides a~ = - f ( -1 )  -1, so f ( -1 )  = -1 and al = 1, since al > 0. Similarly, we 
get from Eq. (16) the equation 
(1) 
b -y  b0 ' )=- I  for a l l y#0,  (20) 
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and consequently, q = 1. Hence, a = b = e =f .  Additionally, from Eq. (19) 
one can now easily derive f (x)  = f(Y) for all x E U:. 
If we show that f is also additive, then f becomes a continuous non-trivial 
ring homomorphism of the field f, and following ([3], pp. 52-57), it is either of 
the form f (x )  = x, or of the form f(x) = 2. Let Qj = P(x,y), x + y ¢ 0, and 
02 =P(--(x+y)l ,_(~+~)-l) .  Obviously, Ol and Q2 are orthogonal pro- 
jections( and by (c) of Lemma'9, ~b(Q1) and 4)(Q2) are orthogonal, too. So, 
0 : P ( f (x ) , f (y ) )P (  - f (x  + y) l , - f (x  7-~-1) ,  
and by computing the (1,1)-entry of the matrix on the right-hand side of the 
previous equation we get 
f (x  + y) = f (x)  + f (y) ,  (21) 
for x + y ¢ 0. But of course, after using the continuity argument, the relation 
(21) is valid for all x,y E F. [] 
3.1. The end of the proof or n = 3 
Suppose first that the range of ~b is commutative. Using Eq. (4) gives that 
qS(//~) C 93, and by Lemma 6, ~b is of the form (iii) in the Main theorem. 
Let us now assume that the range of ~b is not a commutative subset of H3. 
We will show that either qS(X) = X for all X E//3, or 4~(X)= X tr for all 
X E H~. Write X = SDS* for some S E U3 and D c 93. By Proposition 11 we 
have either O(SEiiS*) = SEnS*, 1 ~< i ~< 3, or O(SEiiS*) = (S&jS*)tr, 1 ~< i ~ 3. 
Replacing ~b by mapping X ~ qS(X) tr, if necessary, enables us to assume that 
O(SEiiS*)=SEiiS*, 1~<i~<3. The mapping X~S*qb(SXS*)S maps E,, 
1 ~< i ~< 3, to itself. Applying Lemma 7 gives S*4)(SDS*)S = D thus ~b(X) = X. 
4. The proof of the theorem for n > 3 
Let us suppose that the Main theorem has already been proved for all 
mappings 4) : H~ --+ Hk, 3 ~< k < n. We assume that q5 : H, --~ H, is as in the 
Main theorem, and additionally fulfills 
4~(A,,) = A,, (22) 
which evidently causes no restriction of generality. We denote by Pk ~ and Pk- the 
subset of Hk consisting of all matrices with non-negative and non-positive 
spectrum, respectively. They are equipped with the relative topology. 
T. Petek I Linear Algebra and its Applications 290 (1999) 167 191 181 
Lemma 12. Let ~b+: P~- ---+ P+ and c~-- : Pk ---+ Pk, 3 <~ k < n, be continuous 
mappings preserving commutativity and spectrum. Either o f  them then appears in 
one of  the Jorms (i)-(iii) in the Main theorem. 
Proof. Let us define the mapping ~ : Hk -~ H~ and a function 4' - Hk -+ N by 
4'(X) = min 2, 
).c~(X) 
~(X)  = O+(X - 4'(X)I) + ~b(X)I. 
Note that 4' is continuous and X - 4'(X)I  E P~. So, ~ is well defined, con- 
tinuous, and preserves commutat iv i ty and spectrum. By induction hypothesis, 
takes one of the forms (i), (ii) and (iii) in the Main theorem. As 
#¢(X)  = ~(X  + 4'(X)I) - 4'(X)I, it is of  the same form as ~. Using similar 
ideas the lemma can be also proved in the remaining case. [] 
Lemma 13. (a) For ever), A E P+-I there exists B E P+-I with the same spectrum 
as A such that 
(b) For every A E P,- I there exists C E P,~ 1 with the same spectrum as A such 
that 
Proof. With no loss of  generality it can be assumed that a(A) C R +. Because of 
Eq. (22) it is easy to see that qS(--Ell) = -E l l .  The image under ~b of  the convex 
linear combination of the matrices -E11 and diag(0,A) commutes with E11 
Therefore, for all t E [0, 1] it is of  the form 
/[" 0]) [o 0] = ur E [~, B, E H,- l .  (23) 
#~ 0 tA B, ' " 
The functions t H U, and t ~ Bt, defined on [0, 1], are continuous and 
0 tA 
The sets {t - 1} and ta(A) are disjoint for all t E [0, 1]. I f t  > 0 is close enough 
to zero u, = t - 1 E JR- and a(Bt) = ta(A) c [~+. So, the sets {ur) and a(B,) are 
disjoint for all such t, which implies that sup{t, ut = t - 1} = 1. Letting t --+ 1 
in Eq. (23) gives in particular 
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0 ,(I°0 .1 
and a(Bl) = o(A). The part (b) can be proved in the similar way. [] 
According to (a) and (b) of the lemma just proved we can define the map- 
pings q~+: P,+-I ~ P,+-~, cP+(A) =B~ and ~b-: P,--i ~ P,-i, ~b-(A)= C, re- 
spectively. It is easy to see that the mappings ~b + and $- are continuous and 
preserve spectrum and commutativity. By Lemma 12 either of them takes one 
of the forms (i) to (iii) in the Main theorem. Denote the mapping satisfying (i) 
or (ii) in the Main theorem as type l mapping, and the mapping satisfying (iii) 
as type 2. We have to consider several cases: 
1. Both q~+ and qS- are type 1 mappings. 
2. Both ~b + and ~b- are type 2 mappings. 
3. ~b + and ~b- are not of the same type. 
It is not difficult to see that possibility 3 cannot really occur. 
Case 1: There is no loss of generality in assuming that q9 + is of the form (i) in 
the Main theorem. As soon as we show that q~(P) = P for all rank one pro- 
jections P ~ H,, the proof of this case can be brought o the end in much the 
same way as in Section 3.1. From Eq. (22) and Proposition 3 it follows 
~b(diag(0, 1 ,2 , . . . ,n -  1)) = diag(0, 1 ,2 , . . . ,n -  l) 
and 
q~(diag(- n + 1, -n +2, . . . , -1 ,0 ) )  = d iag( -  n + 1, -n  + 2 . . . .  , -1,0) .  
By our assumption on ~b + there exists T E U,_l such that 
0 0 
Hence, T is diagonal, and we may assume that T = I with no loss of generality. 
So, 
~b([ :  O1)=[ :  O] fo ra l lAEP+ . (24) 
Similarly, we get a diagonal matrix Q -- diag(qj, . . . ,  q,_j) E U~ such that 
or, 
/26  
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As n > 3 and ~b(diag(0,A0,0)) +--, ~b(diag(0,-A0,0)) for all A0 E P+-2 we ob- 
serve that Eq. (26) is impossible. 
By the continuity of  ~b, it is enough to prove that ~b(P) = P only for those 
rank one projections P having no zero entries. The notation u e2 = uu*, u E ~:", 
t/ 
will be used. Let {e~}~=~ be the standard basis of  IF". We will often use the 
following: u, v E Q:" are orthogonal if and only if u ~'2 _1_ v °2. We can thus write P 
uniquely as 
P = \ Nx[I J 
for some x ~ [xj x2 ...  x,] tr, satisfying 
[]xi] 2 = ~j"-i ]xJ[ ". Let the non-zero vector v = [v, v2 . . .  v,] tr 
~b(P). Clearly, we may write 
t! -~ ,~¢2 
~b(P) = \ l lv l [ )  " 
xgEUZ*,l<<.i<~n, x l= l  and 
span the image of 
(27) 
We shall now verify that vi ¢ 0, 1 ~< i ~< n. The simple computat ion shows that 
P I (~x.ei - Xiek) '~2, i ~ k. (28) 
By Eq. (24) and the commutativity preserving property we obtain 
(~((xkei -.~iek) <2) = (Ykei -.~iek) ~'2, 2 <~ i < k <~ n, (29) (a(P) ± 
which is equivalent o 
ViXk = XiVk, 2 <~ i < k <. n. 
In the same way, using Eq. (25) we get for 1 ~< i < k ~< n - 1 




Vixkqk = Vkxiqi, 1 <~ i < k ~< n - 1. (32) 
Combining Eq. (30) and Eq. (32) we easily calculate that vi ~: 0, 1 ~< i~< n. 
Thus, we may assume that vl = 1, v, E ~:*, 2 ~< i~< n, and the representation (27) 
becomes unique. We will now show that v = x. Inserting k = n in (30) gives 
Xi 
t :  i = - -  L~n,  2 ~< i < n. (33) 
X n 
Let us rewrite the right-hand side of  Eq. (31) once more taking k = 2 and i = 1. 
So, we get 
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4(  -  ,e2) = - .~1 ~1 e2)  ~'~2 . 
We replace ~b with mapping X ~ diag(qlq2,I)qb(X)diag(q~2,1 ), which does 
not affect Eq. (24), in order to achieve that 
q~(- (A'2el- Yle2) '~'2) =--(~2e,- ~'le2) a2. 
Applying Eq. (31) in this particular situation yields v2 = x2; by substituting this 
in Eq. (33) it follows that v, = x,, hence v = x, and consequently, qb(P) = P. 
Finally, Lemma 7 completes the proof of Case 1. 
Case 2: The proof of this case will be divided into three steps. 
Step 1: We claim that ~ maps all block-diagonal matrices with at least two 
blocks into D,. 
Because of Eq. (22) and Proposition 3 we have 
diag(0, 1 , . . . ,n -  1) = ~b(diag(0, 1 , . . . ,n -  I)) -= ~b+(A,_t ) , 
SO, 
qS+(X) E Y,_, for all X E P,,+ ~. (34) 
Analogously, as 
qS(diag(-(n - 1), -(n - 2),..., -1,0)) 
= d iag( - (n -  1 ) , - (n -  2) , . . . , -1 ,0)  
we conclude that 4~ (X) C ~_ j  for allX ~ P,,-I. To prove the assertion of Step 
1 it is enough to consider only the matrices with exactly two blocks, i.e. the 
matrices of the form diag(Aj,A2), where A~ E Hk~, A2 E Hk2, l <~ kl, k2 < n, 
kl + k2 = n. There exist matrices BI E P~ and B2 E P£ having only distinct 
points in the spectrum such that 
fo' f: 0] , ~(B2) = { . , ,  ~2 , . . , . k2  } c ~+. A2 82 
Since qb(diag(Ai,A2)) commutes with both of the matrices qS(diag(Bj, 0)) and 
qS(diag(0, B2)), it is also true that 
~( [ : ,  02] )~( [ : ,  00])+~([00 0] )  
and 
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0 j j  diag(21,- •-, 2~1, #,, • l'k2), 
21 < ""  < 0 < )% < ~tj < . . .  < Irk2. 
So, 4)(diag(A,,A2)) E ~,.  
Step 2: 4) maps the set of all block-diagonal matrices (with at least two 
blocks) onto ~.  
First, observe that the set of all block-diagonal unitary matrices, the sizes of 
the blocks being given, is arcwise connected and contains the identity matrix. 
The same is true for the set of all real orthogonal block-diagonal matrices with 
all the blocks having determinant 1. Therefore, by virtue of Lemma 5, it is 
enough to prove that qS(~,) = ~I,. 
We will first prove that 
4)(Pk) = diag(0, Ik) (35) 
for all diagonal rank k projections Pk. Let the expression R ~< 1~, R being a 
projection, means that the column space of R (Im R for short) is a subspace of 
Im Pk. If ImEl~ is not a subspace of Im&,  in other words if £:11 ± Pk, then 
Eq. (35) is evident because of Eq. (34). Suppose on the contrary that EI~ ~< Pk. 
It turns out that depending on whether it holds E,~ ~< Pk or not, the two cases 
are to be considered separately. 
(1) Assume first E,,,, ± Pk. Then Pk -E l l  is a projection orthogonal to Ell 
and E,,,. The set . / /=  {~0(x); x C F}, where 
1 (xm @en) '2 ~-Pk - -E l l ,  
o(x)  - 1 + Ixr 2 
is connected, meanwhile 4)(,Jr/) is discrete consisting of diagonal rank k pro- 
jections only. Taking again Eq. (34) and the continuity argument into account 
we obtain 
¢(q)(x)) = 4)(qo(0)) = diag(0,Ik) 
for all x c ~:. Moreover, 
4)(limqo(x)) = lim4)(q)(x)) = diag(0,Ik). 4)(&) 
(2) We can handle the remaining case, E,n ~< Pk, using Corollary 4 in order to 
get 
,,+,  (Eo +,, 
the matrix Z E P,+~ here being a diagonal rank n -  k projection. Then, as 
4)(diag(-Z, 0)) 6 ~r.,, we conclude that 4)(Pk) = diag(-/,_e, 0) + I  = diag(0,la). 
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Next, it is our aim to show that ~b(PDP*) = D for every permutation matrix 
P and D = diag(dl,d2,... ,d,) E ~,r. By Proposition 3 there exists a permuta- 
tion matrix Q such that 
~A(PDP*) = QDQ*, 
and analogously, if D ~ = diag(el, ~2,..., ~,) E @~ then 
~(PD~P * ) = QD~Q *. (36) 
We will now show that Q = I. It suffices to get QEi~Q* = E,i for all 1 ~< i ~ n, 
which will be proved by induction on i. Let it first be i = n. Sending e, --+ 1, and 
ej ~ 0, i f j  # n, in Eq. (36), using also the continuity of ~b, and Eq. (35), one 
obtains 
c~(PE,,P* ) = QE,,Q* = E,,. 
Taking 1 < k ~< n, suppose that QEiiQ* = E~ has already been proved for all i n satisfying k <~ i<~n. The matrix ~i=k-I E~ can also be seen as a limit of D e:, 
where e ,~ 1 if k - 1 ~< i ~< n, and ej ~ 0, for all 1 ~< j < k - 1. We refer to this 
limit in the following computation where beside the continuity argument and 
Eq. (36) also the induction hypothesis i used: 
P E~, P* = c~(lim(PD~P*)) 
\~=k-1 / / 
= limQD~Q * 
= QEk_j,,_jQ* + Q(Ekk +""  + E,,,)Q* 
= QEk-I,k-IQ* +E~k +. . .  +E, , .  
By Eq. (35), on the other hand, it follows 
~b P Eii P* = Ek_ I,k-I + E~ + -.- + E,~, 
\ \i=k 1 / / 
which yields QEk-l.k-lQ* = Ek l.k-i as desired. 
Step 3: dp(H.) C D T. 
We will need the following decomposition of unitary matrices (known as CS 
Decomposition) which can be found in Ref. [4], p. 196. Reading the proof (here 
it had been omitted) of the following theorem carefully one observes that it 
remains valid though we replace unitary matrices with orthogonal ones when 
Theorem 14. Let W be a n × n unitary matrix, partitioned as 
[W,I WII2], 
W= [.W~I W22] l<.m. 
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S C V*, 
0 0 
where C and S are non-negative diagonal matrices, with diagonal entries 
O <<. ct <. . . . <~ cl <<. l and l >>- sl >>- . . . > sl >>. O, 
respectively, and 
C 2 + S 2 = I. 
Lemma 15. Let  1 <~ k <~ n /2  be an integer. Every S C U,,, n >1 3, can be factored in 
a product S = X1X2 . . .  XN o f  N matrices f rom U,, such that fo r  ever), i, 1 <~ i <~ N, 
there exists a permutation matr ix  Ri satisfying 
X"=Ri  0 
Moreover, we can choose RI = I. 
Proof. We will prove the lemma by induction on k. Let k = 1. We now perform 
the CS Decomposit ion of  S Choosing l = 1. Then 
-, o lF  c o lre ,, " 
0 - [-ceiU-/~) -sei~ 0 -[ 0 * 
U',zJ / 0 / 
" L o 1 ,2 J  
°lr  olr, ol 
u22J L0 1J L0 v2)J' U22, Q, v22 c u,  1. 
Note that e i~ and e i/~ are real numbers if IF = I~. I fn  = 3, there is nothing else to 
do. Suppose n > 3 and that we have already factored S as S = XIX2 . . .XN,  
X, = R, diag(Ik, Y,)RT, k + 1 ~< n/2,  Y,. E U, k. Obviously, n - k ~> 3. and the 
matrix Y, can be decomposed in the factors of  the form Eq. (37). This com- 
pletes the proof  of  the lemma. [] 
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I f  we have factored S = XIX2.. .XN as described above, then for every i, 
1 ~ i ~< N, there exists a diagonal rank k projection P,. such that X,,. ~ P,-. 
Proposition 16. Let 1 <. k <. n/2 be an integer. Then 
0(P)  = diag(0,1k) and ~b( -P )  = d iag( - Ik ,0 )  
for all rank k projections P. 
Proof. The projection P can be represented as P = T diag(Ik, 0)T* for some 
T C Un, which belongs to the same connected component  as the identity 
matrix. After having shown that ~b(S diag(Ik, 0)S*) is diagonal independently of 
the choice of S E Un, we can conclude using Lemma 5 and Step 2 that 
and 
4~(P) = q5 (iv diag(Ik, 0) T* ) = diag(O, Ik) 
q~( - P) = ~b( - T diag(I~, O)T*) = diag( - Ik, 0). 
Fix S ~ U,. We will prove that ~b(S diag(lk, O)S*) and qS(-S diag(I~, O)S*) are 
diagonal by induction on k. Assume first k = 1. Taking l = 1 we carry out the 
CS Decomposit ion of  S* and get 
[i s 01E O 01 [o' °1 s*  = c 0 . (38)  U22 0 In 2 V22 
I f  s = 0 then S is block-diagonal, and by Step 1, there is nothing else to do. 
Assume s ¢ 0. According to the notation 
U = diag(utl, U22), Cs = 
s 0] 
c 0 , 
0 /.-2 
V --- diag(vlt, V22), 
we can rewrite Eq. (38) as SUCs = V. It is easy to observe that all diagonal 
matrices that commute with Cs are of the form diag(cdz,D), ~ c R, D c 9,_2. 
Choose 6 E { -1 ,  1 } and compute 
for all e c ~. 
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Furthermore, 
=~v 0 A._. 
([: i:010 ]) 
= 4 ~2 An-2 ~'2 " 
The matrix in the previous row belongs to ~ by Step 2, thus by taking :~ = 0 n 
and :~ = n above we get 
and 
([°0 E°l])E: J 0 E2 0 0 = 0 _ 0 A°2 ~2 a, ,°  
([: ])E l (1~ V22 0 A 2 0 a,-  2 ~2 = ;- nI2 ' 
respectively. This implies that both ~(SEjlS*) and ~p(--SEIIS*) are diagonal 
matrices. 
Suppose now that the Proposition has already been proved for all k, 
satisfying 1 ~< k < n/2 - 1. In particular, this means that 
S diag(Ik, 0)S* H diag(0, Ik) and S diag(-Ik, 0)S* ~ diag(-Ik, 0) for all such k. 




for some X E H, 2k. We have to show that X is a diagonal matrix. To this end, 
decompose S* choosing l = k+ 1 in Theorem 14. So, as n -  2k -  2 >~ 1, one 
obtains 
S* = 
U22 0 In 2h-2 0 V22 ' 
which can be rewritten as S* -- UC~,V* for short. We observe that 
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+ 
commutes with 
0 0] U'S*),  6E{-  1,1}, 
49 SU D 0 U'S* 
0 A,-2k-2 
for all D E ~k+J. For abbreviaton, set Ao = diag(D,D, An_2k_2) and 
Zo = SUAoU*S*. Using that AD +--, C~ we compute 
49( ZD ) = 49( SUC'~AoC'~* U* S* ) = 49( VAo V* ) 
(I fo°l ]) = 49 0 1/22 0 , A,,-2,-2 V2~ 
so, (~(ZD) belongs to ~ by Step 2. Recall that 4~(S diag(6IM,0)S*), the 
matrix under discussion, commutes with 49(ZD). If we choose 
D=diag(x j , . . . ,xm,y l , . . . ,ym,) ,  m+m'=k+l ,  with xl <-"<xm< 1 and 
n -2k -2<y l  < ' ' '<Ym'  then 
49(ZD) = diag(xlI2,... ,x,,12, A,-2k-2,y,~, . . . ,ym'I2). 
If  k is even, we first choose rn = k/2, which yields that X, introduced in (39), 
commutes with diag(A,_2~_2,ylI2). Taking m = k/2 + 1 forces X to commute 
also with diag(xml2, A,_2k_2). If k is odd we pick m = (k + 1)/2. Then X 
commutes with diag(xm, A,-zk_2,y~). These commutativity relations make 
X ¢ H,-2~ be diagonal, which proves the Proposition for all k < n/2. Conse- 
quently, as any matrix from H, commutes with certain rank k projections, for 
all k < n/2, we observe that 49 maps any matrix to an almost diagonal one; it 
might possibly have a non-diagonal 2 × 2 block in the center, however, it can 
only happen if n is even. 
Supposing this is the case, we are left with the task of proving the Propo- 
sition for k+ 1 =n/2 .  Note that in view of Lemma 4, the fact 
49(P) = diag(0,/,/2) for all rank n/2 projections P implies also 
49(-P) = diag(-I , />O). The same procedure as before is not suitable since 
n - 2k - 2 = 0. The fact n - 2k - 2 ~> 1 was essentially needed above to get 
proper commutativity relations. In order that the previously mentioned 2 × 2 
block to be split into a diagonal matrix, it will be enough to establish the re- 
lation 
/ FIll2 f'o °ol. 
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Now, by Lemma 15 there exist matrices X, c U,, 1 ~< i ~< N, and diagonal 
projections Pi of  rank n/2 such that S = X jX2. . .XN,  Pl = diag(In/2, 0), and 
P, = X,P,.~*, 1 <~i<~N. Introduce the notation ~. =X~X2. . .X j ,  I <~j<~N. We 
claim that qS(Yj~.~: ~) = diag(0,/,/2) for all I<<,j<~N. This will be proved by 
induction on j. Take first j=  1. Then, as Yl =X l  ~ PI we get 
cp(Y~P~ Y1*) = ~b(PI) = diag(0,1,/2), as desired. Now, suppose that 
~b(Y/P/Yf) = diag(0,1,/2) for some 1 ~<j< N. As mentioned above, 
~b(Y/+IP/+I ~:+1) is nearly diagonal, i.e. it might have a non-diagonal 2 x 2 block 
in the center. But, since Xj+IPi+ l~_j  = P/+I we get 
6 +,P/+~ : ,  =~ +, , 
and consequently, as ~b(Y/~+tU)~--+~b(Y/Pj~*)=diag(O,I,/2), the matrix 
~b(~+lP/+l Y~LI) is now diagonal, too. 
Finally, S diag(I~/2,0)S*=YuP1Y~v commutes with YNPN~, therefore 
~b(S diag(1,,/:, 0)S*) commutes with ~(YNPNY~) = diag(0,I,/2), as desired. [] 
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