Abstract-An
IV. CONCLUSIONS
The SRNN image classification technique, which is based on human fixation behavior is proposed for fast classification of images. Starting from the lowest possible resolution, SRNN classifier sequentially increases the resolution on the image segment to be classified, as long as the embedded k-nearest neighbors classifier gives the "no decision" answer. In our texture discrimination experiments, SRNN obtained up to two orders of magnitude speedup with respect to full resolution classification without reducing the classification accuracy.
The implementation strategy for the "no decision" class is found to be very important for SRNN classification accuracy and speed. It is possible to make a compromise between accuracy and speed by choosing the confidence threshold of SRNN appropriately. If the "no decision" class appears frequently (high confidence threshold), then the multiresolution performance curves of SRNN iterations spread apart, the classification accuracy increases but the overall speedup decreases. Conversely, using low confidence thresholds, one can obtain very high speedup in comparison to full resolution classification, but a drop in the classification accuracy is also observed.
I. INTRODUCTION
Detecting motion from a sequence of images is an important problem in computer vision. Intuitively, it seems obvious that detection of three-dimensional (3-D) motion will be easier if we are given all the three coordinates of the position vectors of image points (as in range images) rather than two coordinates (as in intensity images). However, because of the unreliability associated with range image detection techniques, the most widely used form of image in motion detection so far has been the intensity image. An inherent problem here is the recovery of the 3-D motion field from the detected two-dimensional (2-D) velocity field (optical flow).
Recent advances in range imaging technology make it realistic and necessary to address the problem of detecting motion from a sequence of range images. Most of the existing techniques for range images are feature-based. Consequently, they depend on the detection of reliable range image features and establishment of interframe correspondence among them. A variety of techniques have been suggested for recovering the 3-D motion parameters, once correspondence of features is established [1] , [4] , [9] . The real difficulty with feature-based motion detection from image sequences lies in establishing correspondence of features. Clearly, a "correspondence-less" technique for detecting motion from range images is highly desirable. Recently Horn and Harris [5] reported a pioneering effort in this direction. Given a range image in Cartesian or spherical coordinate system, they convert it to a Cartesian Elevation Map (CEM), in which the height (depth) Z is expressed as a function of X and Y; displacements in the horizontal plane. A time varying CEM can be expressed as a function of the form Z(X; Y; t); where t denotes time. It should be noted that a set of 3-D points obtained by transforming from spherical to Cartesian coordinates will not, in general, be placed regularly on a rectangular grid. Horn and Harris used an interpolation scheme, using the elastic membrane model to obtain a smooth, dense CEM in which the points are regularly placed on a grid. Though commendable as a pioneering effort, the above technique suffers from a number of serious drawbacks. It assumes the presence of a single rigid motion, which imposes the rather restrictive assumption of passive motion, or the absence of motion boundaries in the scene. Error involved in estimation of the partial derivatives of Z at points of discontinuity can introduce significant errors in the overall motion parameters, as the least-square overdetermined technique is known to be sensitive to large errors in one or more equations. The situation becomes worse when we consider the effect of noise in the Z values. Three-dimensional range data is known to be noise prone.
The partial derivatives enhance the effect of any noise present in that data.
In this paper, a new "correspondence-less" approach has been proposed for estimating 3-D motion (velocity field and motion parameters) from a range image sequence. The proposed technique overcomes all the above-mentioned shortcomings of the Horn-Harris approach. Our approach utilizes an integral feature that is local in nature and is invariant to rigid 3-D motion to compute the 3-D flow field (or velocity vectors). The computed 3-D flow field is used to recover rigid motion parameters. In the following section, the invariant feature used in the proposed technique is described. The methods for the estimation of 3-D flow field and the rigid motion recovery are presented in Section III. The influence of noise and image discontinuities on the proposed invariant feature are analyzed in Sections IV and V. Some experimental results are presented in Section VI and conclusions are offered in Section VII.
II. THE INVARIANT FEATURE
In this section, we define a "feature matrix" which can be computed The above results are equally true for a continuous set of points (the summations become integrals). In particular, if S = fr(x; y) = [x y z(x; y)]g denotes a continuous surface patch, and kSk denotes area of the surface, the corresponding trace of the feature matrix can be expressed in terms of its components as
and is invariant to 3-D rigid motion.
Thus, if S denotes the set of points belonging to a surface patch, the corresponding Tr(C) and det(C) will be rigid motion invariant features of the surface patch. Due to poor noise and discontinuity properties of the determinant, in this paper, only the trace is used as an invariant feature.
Examining (3), we find that Tr(C C C) measures the "spread" of the given set of points around the center of mass: In other words, the trace of the feature matrix C corresponding to the surface patch S is a quantitative measure for the "geometrical shape" of the surface patch. It is intuitively obvious that such a quantity will be invariant to rotation and/or translation of the given set of points
S:
The feature matrix C is also related to the moment of inertia matrix M for a system of particles (the moment of inertia matrix I is invariant to rotation of the system of particles. This corroborates our conclusion that trace of the feature matrix is rigid motion invariant.
III. MOTION ESTIMATION
The trace feature introduced in Section II can be computed locally at every point of a 3-D surface from a neighborhood around this point. This neighborhood should also be invariant to rigid motion. For that 1 The expression for the feature matrix is similar to that for the covariance matrix in multivariate statistics. However, the pointsr j here are not random vectors. They are deterministic points belonging to some surface patch.
reason, we have used a "spherical neighborhood" around each point on the surface is given by (4) where the surface of integration S is the spherical neighborhood S p of point p (see Section II). We denote the trace feature as T : Since Tp can be computed at every point p on the surface, corresponding to any surface S; we can have a "feature surface" F = f[x y T (x; y)] t : (x; y)Dg:
Now, if the surface S undergoes rigid motion with time, the moving surface can be represented as S(t) = fr(x; y; t) = [x(t) y(t) z(x(t); y(t); t)] t : (x; y; t)Vg where V denotes the 3-D spatio-temporal volume. Corresponding to the moving surface S(t); we will have a moving feature surface F (t) = f[x(t) y(t) T (x(t);y(t);t)] t : (x; y; t)Vg:
Since the feature T is invariant to 3-D motion, it remains conserved along the trajectory of any specific moving point (i.e, T for a moving point does not change with time). Hence, (dT =dt) = (@T =@x)(dx=dt) + (@T =@y)(dy=dt) + (@T =@t) = 0: Denoting partial derivatives with subscripts and u = (dx=dt) and v = (dy=dt);
we have Txu + Tyv + Tt = 0:
For every point of the spatio-temporal volume, we have an equation of the above form.
It should be noted that in case of a moving surface, the spherical neighborhood comprises of points in the same time frame only. The spherical nature of the neighborhood makes it invariant to 3-D rigid motion and hence ensures that corresponding sets of points from each frame are used for feature computation.
It can be seen that (5) is the exact 3-D analog of the optical flow constraint equation of Horn and Schunk [6] . While the latter expresses the conservation of optical intensity along the trajectory of a moving point, the former expresses the conservation of the trace of the feature matrix along the same. Accordingly, we will refer to (5) as the 3-D flow constraint equation.
In practice, we will be given a sequence of discrete range images. In that case, our algorithm consists of the following steps.
Step 0: Obtain the 3-D Cartesian coordinates corresponding to every point in every image in the sequence.
Step 1: Compute the value of trace feature at every point, thus generating the feature surface T (x; y) for every image in the spatio-
There is a tradeoff involved in selecting the radius of the spherical neighborhood in feature computation. While a large radius is better from the viewpoint of noise and discontinuity elimination, too large a neighborhood will "oversmooth" the image, i.e., the local surface patches around neighboring points will become indistinguishable, so that the algorithm will estimate zero values of u; v there. In our experiments, the radius of spherical neighborhood in feature computation is 10 (the units of measurement for a and h are same as that for the coordinate system).
Step 2: Compute partial derivatives T x ; T y ; and T t at every point in ST volume. Given a discrete surface, the planar neighborhood of 2 At any point, say p; on the surface, a sphere of specific radius, say a; is drawn, with p as center. The points on the surface that lie within the volume of this bounding sphere constitute the spherical neighborhood of p; denoted Sp : Thus, Sp is a portion of the surface on which any point q satisfies dist(p; q) a:
We assume that the continuous feature surface corresponding to N is bicubic of the form T (x; y) = k1 + k2x + k3y + k4x Step 3: Thus, at any point of the ST volume, we have a pair of equations (3-D flow constraint equation and elevation rate constraint equation) T x u + T y v + 0w + T t = 0 (6) Zxu + Zyv 0 w + Zt = 0: (7) u; v; and w denote respectively the x; y; and z components of 3-D velocity. Now consider a small spherical neighborhood of this point p (the radius of this spherical neighborhood is usually smaller than that used in Step 1). Since is a small neighborhood, we assume a uniform velocity over the neighborhood. This, by the way, enforces a measure of smoothness on the velocity field [7] . Thus every point in the neighborhood yields two equations in three unknowns.
Assuming m points in the neighborhood, we have 2m equations in three unknowns, which forms an overdetermined system.
The pair of equations contributed by a point q (i.e., the position vectorr q ) is weighted by a "window function" W (r q ); which varies inversely as the distance of that point from the center of the neighborhood, p (position vectorrp); i.e., W (rq = (1=c1krp 0rqk):
Thus equations contributed by points further away from the center are weighed less compared to the closer ones. In our experiments, c1 was taken to be two in all cases. Moreover, as pointed out earlier, 3-D flow constraint equations are far more robust with respect to noise and discontinuity compared to elevation rate constraint equations. Hence, the former are further weighted by a factor w 1 (in all our experiments, w 1 = 1000). Thus we have an overdetermined system of weighted linear equations over the neighborhood ; from which u; v; and w are solved by singular value decomposition techniques [8] . 
A. Recovering Rigid Motion Parameters
This set of equations has six unknowns, T 1 ; T 2 ; T 3 ; ! 1 ; ! 2 ; ! 3 : Each point (X; Y; Z) for which a reliable estimate for u; v; and w exists, will yield three equations like (8) . All these equations together form a heavily overdetermined system, from which the six unknowns can be solved. The (un)reliability of the u; v; w estimate obtained at a point r is given by w1(Txu +Tyv +Tt) 2 +(Zxu+Zyv +Zt 0w) 2 ; where w 1 is the weight associated with the 3-D flow constraint equations as described in the last section. Thus, while computing! andT ; we discard any point whose unreliability is larger than a threshold.
IV. NOISE ANALYSIS
In this section we will analyze the noise properties of the trace feature denoted in (3). We assume that the x; y; and z components of the noise vector are uncorrelated. The expression is symmetric with respect to the x; y; and z axes, i.e., the three terms (x i 0 x ) Now,fi itself is another Random Variable. Since the noise is zeromean (i.e., E(n i ) = 0), its expected value E(f i ) is equal to f i and variance var(fi) = i.e., its true value plus a constant equal to the variance of the noise.
Since the trace feature is a sum of three terms of the form of ; the cumulative effect of noise on it is the addition of a constant value. Since in this algorithm, we always use the derivative of the trace feature, rather than the feature itself, this constant term contributed by noise cancels out. In other words, (5) is expected to be quite robust with respect to noise if the number of points in the neighborhood used to compute the trace feature is large.
V. DISCONTINUITY ANALYSIS
In this section, we analyze the behavior of the trace feature in the presence of a step discontinuity in the moving surface. Fig. 1 shows a surface which has such a discontinuity. Without loss of generality, we can assume that the coordinate axes are aligned as shown in Fig. 1 (the constant Z lines are parallel to the Y axis). Since there is no variation along the Y axis, we will drop it from further analysis. This will allow us to carry out our analyzes in 2-D. The corresponding 2-D situation is shown in Fig. 2 .
The equation of the 2-D curve with step discontinuity (Fig. 2) can be written as In order to compute the trace feature, we need to consider a spherical neighborhood which, in the 2-D case reduces to a circular neighborhood. In the following discussion, a denotes the radius of the bounding circle and h denotes the size (jump) of the discontinuity.
Letp(x) = (x; Z(x)) be the point at which we are evaluating our trace feature. The corresponding domain of integration is A(x); which stands for the set of points (s; Z(s)) such that dist(p(x);p(s)) a; 
Two cases may arise, case 1 is a > h and case 2 is a h:
Consider case 1 first. We will evaluate the trace feature f(x) at two points lying on two sides of the discontinuity but arbitrarily close to it, i.e., we will evaluate f(00) and f(0+) and show them to be equal. Since lim x!00 Z(x) = 0(h=2); we have limx!00 A(x) = A(00) = fs: (s) 
0:
The first factor is >0 for s > 0: Hence for the product to be 0; the second factor has to 0: Hence the second domain becomes s q where q = ( 2 h 2 + (a 2 0 h 2 )(1
It should be noted that for a > h the term under the root sign as well as q are nonnegative quantities. Summarizing, we have A(00) = fs: 0p s qg where p and q are shown above. Hence, kA(00)k = p + q: Substituting these values in (9) and (10) In order to provide a feel for the behavior of the trace feature near the point of discontinuity, the expressions for the above quantities as general functions of x (in the special case of = 0) are as follows: A plot of f(x) on two sides of the discontinuity is shown in Fig. 3 for a = 10 and h = 6: It should be noted that as x ! 0; more points are included from the other side of the discontinuity. Since, these points are further away from the center of mass, their contributions to the trace feature are larger. Hence, the overall value of the trace feature is higher near the point of discontinuity.
In case 2 (a < h); the domain of integration includes only one side of the discontinuity. In other words, points from only one side of the discontinuity are involved in computation of the center of mass and the trace feature. Consequently, the discontinuity is not smoothed out.
Thus it has been shown that the proposed technique smooths out the symmetric discontinuities whose size is smaller than the radius of the bounding sphere.
VI. IMPLEMENTATION AND RESULTS
The proposed technique has been implemented on a Sun Sparcstation 2 in C language. In order to study the effect of noise on the conservation of the trace feature, we took a set of 3-D The results are presented graphically in Fig. 5 . As expected, the error increases with the standard deviation of the noise. For a given standard deviation, the MSCE decreases with increasing r; corroborating the analysis in Section IV. For all these experiments, kS 1 k = kS 2 k = 512 2 512:
In order to benchmark the proposed approach against that of Horn and Harris, numerous experiments were conducted with known ground truths, at different levels of synthetic noise. In each case, the angular and translation velocities were estimated using the method outlined in Section III-A. In one of these experiments, a complex motion (0.02 rad about an axis parallel to the Z axis passing through the center with a translation of 0.5 units along Z axis) was imparted to the industrial parts image shown in Fig. 4 . 3 The percentage errors in angular and translational velocities for the proposed as well as Horn and Harris approach has been provided in tabular form in Table I . The accuracy of the proposed approach was greater in each case. In order to provide a visual feeling for the performance of the proposed approach, the vector needle diagram corresponding to X; Y components of the estimated velocity field (0 noise case) is also provided in Fig. 7 .
The second experiment demonstrates the capability of the proposed algorithm to handle multiple motions. The input image was prepared by cutting two square patches from different images, and pasting them at opposite corners of a 256 2 256 black background. The top patch was given a rotation of 0.1 rad about an axis parallel to the Z axis, passing through middle of the right border, along with a translation of 0.6 units along Z axis. The bottom patch was given a rotation of 00.1 rad about an axis parallel to Z axis, passing through the middle of the left border, along with a translation of 00.6 units along Z axis. The needle diagrams corresponding to X; Y components of the estimated velocity field (0 noise case) are shown in Fig. 8 .
VII. CONCLUSIONS
A technique for computing the 3-D velocity field from a sequence of range images is presented. The technique utilizes a new integral 3-D rigid motion invariant feature, whose conservation along the 
I. INTRODUCTION
The navigation of a mobile vehicle can be considered as a task of determining a collision free path that enables the vehicle to travel through an obstacle course from an initial configuration to a goal configuration. The process of finding such path is also known as the path planning problem which could be classified into: global path planning and local path planning. Global path planning methods are usually conducted off-line in a completely known environment. Many attempts at solving this problem have been tried [1] , where an exact environment model has been used for planning the path. Although these approaches have an exact solution, their time complexity grows with the geometry complexity and grows exponentially with the number of degrees of freedom in the vehicle's motion [2] . Thus they are only practical when the environment model is simple and the number of degrees of freedom is reasonably low. However, real environments are never simple enough. This fact has led to the emergence of numerous heuristic approaches, which rely on either calculating the potential fields [3] or performing a search through a state space model [4] . In general, these methods trade reliability for speed, in which they do not guarantee a solution even if there exists one. Worse still, all these approaches fail when the environment is not fully known.
On the other hand, the local path planning techniques, also known as the obstacle avoidance methods, are potentially more efficient in vehicle navigation when the environment is unknown or only partially known. It utilizes the on-line information provided by sensors such as the ultrasonic sensor, laser range finder, radar, and vision sensor, to tackle the uncertainty. An efficient local path planning method is the potential field method, which was first proposed by Khatib [3] and has been widely used in obstacle avoidance cases [5] . In spite of it's simplicity and elegance, this method has three problems: First, local minimum could occur and cause the vehicle to be stuck; second, it Manuscript received March 4, 1997; revised January 15, 1998. This work was supported by the CRCG of The University of Hong Kong under Grant 337/062/0016. This paper was recommended by Associate Editor A. Kandel.
