In this article, using the computer, are enumerated all locally-rigid packings by N congruent circles (spherical caps) on the unit sphere S 2 with N < 12. This is equivalent to the enumeration of irreducible spherical contact graphs.
Introduction
Packings where all spheres are constrained by their neighbors to stay in one location are called rigid or locally-rigid. So every sphere of this packing jammed by neighbors and it can not be shifted to the side in order to increase the minimum distance between the center of the sphere and the other centers of the balls.
Consider the N non-overlapping spheres of the same radius r in R 3 , which are arranged so that they all touch to one (central) sphere of unit radius. We denote by P := {A 1 , . . . , A N } set of points where external spheres touch the central sphere. Join the points A i and A j by edge (minimum arc of a great circle if the relevant external spheres touch. The resulting graph is called contact and denote CG(P ). If this packing on S 2 is a locally rigid , then we say that the graph CG(P ) irreducible. Thus, the problem of studying locally rigid packings reduces to the study of irreducible contact graphs.
There are several connections between this geometric problem with other sphere packings problems. The main application outside mathematics is "jammed" (locally rigid) hardparticles packings in Materials Science (see, for instance, [12, 17] ). Note that for most potentials in Physics minimum energy configurations of particles are also locally rigid.
In Mathematics W. Habicht, K. Schütte, B.L. van der Waerden, and L. Danzer applied irreducible contact graphs for the kissing number and Tammes problems [16, 31, 34, 32, 13] . Let us consider briefly these two classical geometric problem.
The kissing number k 3 is the highest number of equal non-overlapping spheres in R 3 that touch another sphere of the same size. In other words, the kissing number problem asks how many white billiard balls can kiss (touch) a black ball.
If N unit spheres kiss the unit sphere in R 3 , then the set of kissing points is an arrangement on the central sphere such that the (Euclidean) distance between any two points is at least 1. This allows us to state the kissing number problem in another way: How many points can be placed on the surface of S 2 so that the angular separation between any two points be at least 60
• ? This leads to an important generalization: to find a set X of N point in S 2 such that the minimum angular distance of distinct points in X is large as possible. In other words, how are N congruent, non-overlapping circles distributed on the sphere when the common radius of the circles has to be as large as possible?
The problem was first asked by the Dutch botanist Tammes [33] (see [9, Section 1.6: Problem 6]), who was led to this problem by examining the distribution of openings on the pollen grains of different flowers.
The Tammes problem is presently solved only for several values of N: for N = 3, 4, 6, 12 by L. Fejes Tóth [14] ; for N = 5, 7, 8, 9 by Schütte and van der Waerden [31] ; for N = 10, 11 by Danzer [13] (for N = 11 see also Böröczky [4] ) and for N = 24 by Robinson [30] . We recently solved Tammes' problem for the case N = 13 [28] .
Note that the kissing number problem currently solved only for dimensions n = 3, 4, 8 and 24 (see [8, 22, 24, 25] ). Proofs in these papers are based on the Delsarte method and its generalizations (see, for example, [3, 11, 26, 27] {dist(x, y)}, where x = y.
Denote by d N the largest angular separation ψ(X) with |X| = N that can be attained in S 2 , i.e.
Contact graphs. Let X be a finite set in S 2 . The contact graph CG(X) is the graph with vertices in X and edges (x, y), x, y ∈ X such that dist(x, y) = ψ(X).
Shift of a single vertex. We say that a vertex x ∈ X can be shifted, if in any open neighborhood of x there is a point
Irreducible graphs. We say that the graph CG(X) is irreducible if there are no shifts of vertices. This terminology was used by Schütte -van der Waerden [31, 32] , Fejes Tóth [15] , and Danzer [13] . Let us denote by J N the family of all sets X in S 2 such that |X| = N and its contact graph CG(X) is irreducible. 
Properties of irreducible contact graphs
In this subsection we consider X ⊂ S 2 such that the graph CG(X) is irreducible, i.e. X ∈ J N . The following properties of J N were found in [31] , [13] , and [6, 7] (see also [15, Chap. VI] ).
Let a, b, x, y ∈ X with dist(a, b) = dist(x, y) = ψ(X). Then the shortest arcs ab and xy don't intersect. Otherwise, the length of at least one of the arcs ax, ay, bx, by has to be less than ψ(X). This yields the planarity of CG(X).
Proposition 2.1. If X is a finite subset of S 2 , then CG(X) is a planar graph.
Proposition 2.2. If X ∈ J N , then all faces of CG(X) are convex polygons in S 2 .
(Indeed, otherwise, a "concave" vertex of a face P can be shifted to the interior of P .)
Let X be a subset of S 2 with |X| = N. We say that X is maximal if
Proposition 2.4. If X ∈ J N , then degrees of its vertices can take only the values 0 (isolated vertices), 3, 4, or 5.
Proposition 2.5. If X ∈ J N , then faces of CG(X) are polygons with at most ⌊2π/ψ(X)⌋ vertices.
The following simple proposition has been proved by Böröczky and Szabó in [6, Lemma 8 and Lemma 9(iii)]. Actually, they considered the case N = 13. However, the proof works for all N. Proposition 2.6. Let X ∈ J N . If CG(X) contains an isolated vertex, then it lies in the interior of a polygon of CG(X) with six or more vertices. Moreover, if it is a hexagon, then it cannot contain two isolated vertices.
Combining these propositions, we obtain the following combinatorial properties of irreducible contact graphs. 3.1 N = 6 
Geometric embedding of irreducible contact graphs.
Let X ⊂ S 2 be a finite point set such that its contact graph CG(X) is irreducible. In Corollary 2.1 we collected together combinatorial properties of CG(X). There are several geometric properties.
Recall that all faces of CG(X) are convex (Proposition 2.2). Since all edges of CG(X) have the same lengths ψ(X), all its faces are spherical equilateral convex polygon with number of vertices at most ⌊2π/ψ(X)⌋. Consider now a planar graph G with given faces {F k } that satisfy Corollary 2.1. We are going consider embeddings of this graph into S 2 as an irreducible contact graph CG(X) for some X ⊂ S 2 . Any embedding of G in S 2 is uniquely defined by the following list of parameters (variables): (i) The edge length d; (ii) The set of all angles u ki , i = 1, . . . , m k of faces F k . Here is m k denotes the number of vertices of F k .)
In our paper where we give a solution of Tammes' problem for N = 13 [28] was considered main relations between these parameters ([28, Propositions 3.6-3.11]). Let us give here these results. (We added also a general statement for m > 4.) Proposition 4.1.
1. u ki < π for all i and k. 
5. In the case m k = 4, F k is a spherical rhombus and u k1 = u k3 , u k2 = u k4 . Moreover, we have the equality:
6. In the case m k > 3, F k = A 1 A 2 , . . . , A m k is a convex equilateral spherical polygon with angles u k1 , . . . , u m k . The polygon F k is uniquely defined (up to isometry) by its s := m k − 3 angles and d. Then uniquely defined functions g i and ζ ij such that
Now consider the case when inside
Then λ(u k1 , . . . , u ks , d) > d.
Algorithm's description.
Here we briefly consider our algorithm on enumeration of irreducible contact graphs with N vertices. More details can be found in http://dcs.isa.ru/taras/irreducible/∼. The algorithm consists of two steps: (I) First, we create the list L N consisting of all graph with N vertices that satisfy Corollary 2.1; (II) Using linear approximation of Proposition 4.1 relations from L N are removed all graphs that cannot be embedded to the sphere.
(I). For the list L N we applied the program plantri (see [29] )
1 . This program generates non isomorphic planar graphs, including triangulations. (In [10] are given main methods and algorithms of plantri.) (II). Consider a graph G from L N . We start from the level of approximation ℓ = 1. Proposition 4.1 gives possibility to write linear equalities and inequalities for parameters (angles) {u i } of G.
For ℓ = 1 we are using the following relations:
(iii) Proposition 4.1 (5) for a quadrilateral implies equalities u 3 = u 1 , u 4 = u 2 , and inequalities α u i 2α, i = 1, 2; (iv) From the equality u 2 = ρ(u 1 , d), using the fact that ρ is monotonic in both parameters, we obtain maximum and minimum bounds for u 2 :
So from these linear equalities and inequalities we can obtain maximum and minimum values for each variable. It gives us a domain D 1 that contains all solutions of this system if they there exist. If D 1 is empty, then we can remove G from the list L N .
This step "kills" almost all graphs. Next we consider ℓ = 2. In this step is divided D 1 into two domains and for both we can add the same linear constrains as for ℓ = 1. Moreover, for this step we add new linear constrains for polygons with five and higher vertices. Some details of this process are given below as well as in our paper [28, Sec. 4] and in http://dcs.isa.ru/taras/irreducible/∼..
In this level we obtain the parameters domain D 2 . If this domain is empty, then G cannot be embedded to S 2 and it can be removed from L N . Actually, ℓ = 3 we can repeat previous step, divide D 2 into two domains and obtain additional constrains as for ℓ = 2 for both parts independently.
We can repeat this procedure more and more times. In fact, ℓ we increase number of subcases. However, practically for every step some subcases are vanished.
We repeat this process for ℓ = 1, 2, ..., m and obtain a chain of embedded domains:
If this chain is ended by the empty set, then G can be removed from L N .
In the case if a graph G after certain m steps still "survived", i. e. D m = ∅, then it is checked by numerical methods, namely by so called nonlinear "solvers". (We used, in particular, ipopt.) If a solution there exists, then G is declared as a graph that can be embedded, and if not, then G removes from L n .
Below we give some details of this algorithm.
Linear approximations and the spherical law of cosines.
In Proposition 4.1 for polygons with four and higher vertices we defined functions g i (u k1 , . . . , u ks , d) and ζ i,j (u k1 , . . . , u ks , d). These functions can be calculated by the spherical law of cosines. Let M be a polygon with m > 3 sides. Let us triangulate M by diagonals and enumerate the angles of triangles. For instance, in the case of a pentagon (see Fig. 2 ) we have nine angles (variables) that with angles of this pentagon (our variables) are connected by obvious equations. Actually, if d is fixed, then we have m−3 independent variables. To find relations between angles we need just one fact from the spherical trigonometry -the law of cosines:
where for a spherical triangles ABC its sides lengths denoted as dist(A, B) = θ 1 , dist(A, C) = θ 2 , dist(B, C) = φ, and ∠BAC = ϕ.
For every triangle from a triangulation we can apply the law of cosines. Then by interval analysis all nonlinear inequalities can be approximated by linear inequalities. Let us consider some details.
Linear inequalities for functions sin and cos.
Now we are going to find linear estimations of f , where f (x) = cos(x) or f (x) = sin(x). If x lies inside of a given interval [x 0 − δ, x 0 + δ], then
Consider Taylor's series of f at x 0 :
It is easy to see that the sum of even terms is bounded by f ′′ (x 0 )(x − x 0 ) 2 /2, and the sum of odd terms started by third is bounded by f ′′′ (x 0 )/(x − x 0 ) 3 /6. Therefore, we have k = f ′ (x 0 ) and
We can substitute by these inequalities all sin and cos functions in equalities and inequalities. 
Linear inequalities for a product ab.

If we have two variables
Linear inequalities for abc.
Let
Linear inequalities for triangles.
For the law of cosines cos c = cos a cos b + sin a sin b cos γ.
using intervals for cos and sin we already have linear inequalities. For each triangle we write six pairs of linear inequalities for all sides and angles.
On optimization of the algorithm.
It is very important to reduce the time complexity of the algorithm. We are using several ideas for it. 1. For every step ℓ using branch-and-bound algorithm we choose a variable that is divided in two parts. For each graph is defined the minimum set of variables that uniquely defined other variables. Then we divide only these variables and a = α(d), that is equal to the angle of a equilateral triangle with side length d (see Proposition 4.1). It is essentially increase speed, in some cases up to 1000 times.
2. For variables bounds we have used the following heuristic algorithm. If for some variable we decreased its interval successfully, then we consider its"neighbors", i. e. variables that appears together in formulas.
On complexity of computations.
We already noted that there are two steps for enumerating of irreducible contact graphs. In the first step when is created the table L N the numbers of graphs graphs grow very fast. For instance, for N = 6, 7, 8 , |L N | = 7, 34, 257. However, for N = 13:
In the second step most graphs remove from L N for ℓ = 1. However, when N increases the number of "bad" graphs (i. e. graphs that cannot be embedded to the sphere, but survived after many iterations) essentially increases. For these graphs we have to use nonlinear solvers and so computations essentially increase. That is the main reason why we have tables only up to N = 11.
Results
We applied the method that is discussed above and obtained the following theorem. 
