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ABSTRACT
The main topic of this thesis is 3-D measurement of absorbed dose in radiotherapy using 
advanced optical imaging methods. The main ideas behind the implementation presented in 
this thesis come from X ray computed tomography, 3-D microscopy and schlieren techniques.
Every tumour has different shape and radiotherapy aims to conform the absorbed dose 
to tumour shape thus sparing healthy tissue as much as possible. If a complex treatment 
plan is tested on tissue-equivalent 3-D dosimeter prior to treating a patient then the quality 
of treatment can be improved.
3-D dosimeters (often called gel dosimeters) have been developed extensively over the 
last 20 years. They consist of radiosensistive chemicals evenly distributed across the volume 
of the supporting matrix (e.g. gelatin). They are designed with the readout technique in 
mind, which can be Magnetic Resonance Imaging, X ray computed tomography or optical 
computed tomography (optical-CT).
This PhD project focuses on optical-CT readout. Optical-CT can be performed with 
either a laser light source coupled to a photodiode or broadbeam light source coupled to 
camera - most often a charged coupled detector (CCD). Both options have been either im­
proved or designed from scratch. The main results are as follows: 1) detailed analysis of 
improved focusing optics of CCD based optical-CT shows telocentric focusing enables low 
noise measurements with a simple design; 2) characterization of CCD based optical tomog­
raphy instrument (optical-CT) shows signal-to-noise ratio to be greater than 80:1 for 1mm 
voxel; 3) a fast and novel laser scanning architecture is demonstrated and characterized. 
Both of the instruments developed are a significant improvement to the field of optical-CT 
in 3-D dosimetry paving the way, hopefully, for a clinical application.
Copyright ©  Nikola Krstajic
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CHAPTER I 
INTRODUCTION AND OVERVIEW
The main focus of this thesis is on devising better instrumentation for 3-D measurement 
of absorbed radiation dose. The broad context of the problem is cancer treatment, while 
within this context the attention is on improving the quality assurance of radiotherapy 
treatment. The methods used in this thesis are based on optical imaging techniques. The 
work undertaken is essentially an optical engineering project and fundamentals of optical 
imaging are discussed in the next chapter.
First some preliminary concepts are discussed and then the problem is stated in simple 
terms. Next, the context of the project (cancer treatments) is outlined. Then the historical 
context of the project is introduced, i.e. radiotherapy and associated topics of radiation 
sources and dosimetry. 3-D dosimetry arises naturally as a consequence of requirements of 
modern radiotherapy treatments. The influence of related fields of microscopy, biomedical 
optics and schlieren imaging is explained. These fields have already solved related prob­
lems and the experience gained there has proven invaluable. Throughout this chapter the 
attention is on instrumentation aspects. The following chapter is reserved for theoretical 
discussion.
1.1 ^Preliminaries
Before delving more into the subject, it is useful to introduce several fundamental radiation 
dosimetry and metrology concepts such as 3-D dosimetry, optical attenuation measurement, 
signal-to-noise ratio, accuracy and precision.
Dosimetry is concerned with measuring the ionizing radiation absorbed dose. The unit 
of measurement is emphgray which is absorption of one joule of radiation energy per one 
kilogram of matter. With ionization chambers the absorbed dose value is obtained by mea­
suring the voltage generated by ions released after ionizing radiation has passed through a
chamber. Therefore, single value is obtained for dose absorbed over the whole volume of 
the chamber. On the other hand with film dosimetry, the measurement is inherently 2-D. 
Ionizing radiation passes through a sheet of film and once the film has been developed and 
scanned using a microdensitometer, we have a set of numbers in 2-D describing the ab­
sorbed dose which may be heterogeneous across the film. 3-D dosimeters take this further, 
they are often a cylindrically shaped objects (see figureT) but may be anthropomorphically 
shaped. They react to ionizing radiation in such a way that allows an imaging readout to be 
performed later on, as with film dosimetry. Several medical imaging modalities have been 
used to readout 3-D dosimeters. These are magnetic resonance imaging (MRI), X ray com­
puted tomography (X ray CT), ultrasound (US) and finally, optical computed tomography 
(optical-CT). The remainder of this section discusses optical-CT which is the main focus 
of this thesis. Other imaging modalities are discussed in section 1.4. Absorbing dosimeters 
show a distinct change in colour in the regions where radiation dose has been deposited^. 
The effectiveness of the reaidout is the topic of this thesis. 3-D dosimeters are often called gel 
dosimeters and the terms are usually interchangeable. Throughout the thesis, the term 3-D 
dosimeter is used because the main dosimeter studied is not embedded in gelatin matrix, 
but is a solid polyurethane dosimeter (PRESAGE™, Heuris Pharma, NJ, USA).
Scanning a 3-D dosimeter is inherently more complicated than reading a 1-D or 
2-D dosimeter (ionization chamber and film respectively). In our case, the scan involves 
measuring the optical -attenuation^ of the 3-D dosimeter. Light shines from illumination 
optics through the 3-D dosimeter and onto detection optics and finally a detector (see fig­
ure 1). The net result is a 2-D projection image. Optical attenuation is simply the ratio of 
the projection image obtained without the dosimeter present (or with unirradiated dosime­
ter present, see chapter 3 and 4) and the projection image with an irradiated dosimeter 
present. W ith these measurements, the aim is always to minimize the presence of noise and 
artefactual attenuation in the final result. This is equivalent to saying that the aim is to
^As we will see later, the other type of 3-D dosimeter increaingly scatters light with increasing radiation 
giving a milky white texture to regions where the radiation has passed.
^The term optical attenuation is used instead of, for example, optical absorption, because the light can 
be attenuated by scattering as well.
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Figure 1: Outline of the problem. The aim is to obtain a projection that provides signal 
attenuation with least noise.
maximize the signal-to-noise ratio (SNR). If a constant signal is measured, SNR is simply 
the ratio of the mean value and standard deviation of the signal measured over a region. 
High SNB. means that the value is measured with high precision. If the measured value 
after calibration is close to the real value (measured by another ‘gold standard’ technique— 
usually ionization chamber), then the result is accurate. The requirements for 3-D dosimeter 
readout in terms of SNR, accuracy, precision and spatial resolution are discussed in section 
1.4.1.
The quality of 3-D measurement of absorbed dose is closely linked to the way in which 
the volume is subdivided. As shown in figure 1, the volume of the dosimeter (together with 
some surrounding space) is subdivided into voxels. Voxels are volumetric pixels and smaller 
voxel means better spatial resolution (and usually lower SNR). Instead of voxel size, some 
papers quote slice thickness and in-plane pixel size. Slice thickness is just the vertical length 
of the voxel adopted (see figure 1).
The size of dosimeter used in our study is 6cm, but it can go as high as 25cm [21]. For 
the applications described here, we are not interested in microscopic features of dosimeters 
and we focus on measuring the optical attenuation with voxel size of the order 0.5mm x 
0.5mm X 0.5mm. Therefore diffraction effects are mostly ignored throughout this study 
and the analysis is based on geometrical optics (see chapter 5 of [23]).
1.2  S ta tem en t o f  the problem
Referring to figure 1, we see the 3-D dosimeter placed between illumination and detector 
(or focusing) optics. Rotation of the dosimeter produces new projections and multiple pro­
jections are used to feed the reconstruction algorithm in order to obtain 3-D distribution 
of optical attenuation. The problem we are trying to solve can be stated simply as follows 
(see figure 1):
The aim is to design illumination and detector optics that maximize signal-to-noise 
ratio and accuracy in the measurement of optical attenuation by a given 3-D dosimeter.
Therefore, any feature detected that is not related to optical attenuation of the dosimeter is 
either noise or artefact. The above statement assumes that the tomographic reconstruction 
SNR is completely defined by the SNR present in optical attenuation projection image. This 
has been extensively studied in X ray CT [24] [25] and we will show that this is applicable 
to optical-CT in chapter 3.
1.3  Cancer and R adiotherapy
Before discussing optical imaging techniques we need to turn to the context of the thesis 
which is radiotherapy and as such, cancer treatments. Medical Imaging in general is a broad 
area of study undergoing enormous technological developments [26], so it is crucial to see 
how the work presented here fits this framework.
Cancer is the main cause of death in developed countries [27]. The three main therapies 
are surgery, chemotherapy and radiotherapy. Surgery is the simplest method and it removes
(where possible) the tumour altogether. Radiotherapy involves delivering a measured dose 
of ionizing radiation to the tumour, while chemotherapy kills the cancerous tissue by ad­
ministering a strong drug. Often, more than one therapy is applied. All therapies have 
serious side effects. In radiotherapy, it has been impossible to deposit all the dose in the 
tumour, so healthy tissue is damaged by ionizing radiation with both deterministic effects 
and the potential for causing a new tumour via stochastic effects. Even were the beam 
perfectly conformed to the tumour, patient movement (e.g. breathing) would move the 
internal organs leading to unavoidable dose outside the planned treatment volume. The 
role of image guided radiotherapy (IGRT) is to get around this problem [28] [29]. Similarly 
in chemotherapy, the drugs used are toxic and invariably result in side effects such as hair 
loss and nausea.
1.3.1 Discovery of X rays
Radiotherapy has had the same aim since the discovery of biological effects of X rays, to 
conform high radiation dose to tumour volume [30]. The main reason lies in radiobiological 
evidence which shows that tumour growth can be stopped by suitable amount of radiation 
dose [31].
The first radiograph that caused sensation in late 1895 was the one of anatomist Albert 
Von Kolliker taken during the first public demonstration of X Rays (see figure 2). The X ray 
source Willhelm Conrad Rontgen used was a modified cathode ray tube. Of course, at that 
time he did not know it was the X ray source. Instead, the focus was to understand cathode 
rays that were found to emanate from cathode ray tubes. We know now that cathode 
rays are electron beams while electron deceleration after hitting a target produces X rays. 
Cathode rays were studied by a number of eminent scientists well before 1895 discovery. 
These included Heinrich Hertz, Thomas Alva Edison, William Crookes and Nikola Tesla, 
so the discovery of X rays by Rontgen was not as accidental as it is often portrayed to be 
[32],
F igure  2: (a) Rontgen’s laboratory and (b) Von Kolliker’s hand (from [1 ])
1,3.2 R ad io th e rap y  developm ents
The discovery of X rays had an immediate and worldwide impact. Medical treatments using 
X rays were well under way within one year of the actual discovery. X ray radiographs were 
used to locate bullets in human bodies and analyze bone fractures [32]. However, the first 
reported and successful treatment of tumour (hairy nevus) using X rays was done by Leopold 
Freund in November 1896 in Vienna [2] [3]. Figure 3a shows the 1897 publication while 
figure 3b shows Freund’s radiotherapy setup from the beginning of 20th century. This setup 
is very instructive, because it shows the main ctomponents of any radiotherapy apparatus 
that followed. The main components of Ih eund’s setup are radiation source and radiation 
detector. Both have been developed in ])ara]lel as knowledge from i elated disciplines became 
available. The next two sections discuss radiation sources, detectors and dosimeters.
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Figure 3: Leopold Freund’s article [2] in (a) discussing first successful radiation therapy 
while (b) shows the typical radiotherapy apparatus (from [3]).
1.3.3 Radiation sources
Initially, the main X ray source used was the Crookes tube (see figure 4a), a partially 
evacuated glass bulb containing two electrodes and a side tube which introduced chemicals, 
named after its designer. Sir Wilham Crookes. When an electric current passes through such 
a tube, the residual gas is ionized and positive ions, striking the cathode, eject electrons from 
it. These electrons, bombard the glass walls of the tube and produce X rays. The source 
hanging of the equipment in figure 3b is one of them (as was the cathode ray tube used 
by Rontgen). The Crookes tube was not the best X ray source, 1 because it produces only 
X rays of low energy. The next great improvement was made in 1913 by \Wlliam David 
Coolidge. The Coolidge tube (see figure 4b) is highly evacniatiid and contains a heated 
filament and a target. It is essentially a thermionic vacuum tube in which the cathode 
emits electrons because the cathode is heated by an auxiliary current and not because it
is struck by ions as in the earlier types of tubes. The electrons emitted from the heated 
cathode are accelerated by the application of a high voltage across the tube. As the voltage 
is increased, the minimum wavelength of the radiation decreases. Most of the X-ray tubes in 
present-day use are modified Coolidge tubes, but they are not used in radiotherapy. Instead 
their main application is in X ray computed tomography^ (CT).
The next big steps were the introduction cobalt-60 gamma ray source by a group of 
Canadian scientists in 1951 (see figure 4c) and shortly after, the linear accelerator (linac) 
(see figure 4d), developed simultaneously in UK and USA. The advantage of the new sources 
was depth penetration due to higher energy of radiation, which allowed deep-seated tumours 
to be treated.
1.3.4 Radiation detection and dosimetry
Radiation dosimetry is the main context of this thesis so some basic background is needed. 
The outline of early developments in dosimetry can be found in [32].
Rontgen used an ordinary photographic plate available at the time (see figure 5a) to 
detect and image radiation, but this cannot be clasified as a dosimeter because in the 
absence of an accurate means of scanning the film quantitavely it could not be used as a 
measuring device. Neither was the fluoroscope (see figure 5b) invented by Thomas Alva 
Edison which relied on fluorescent screens. It is instructive to note that Leopold Freund 
did not use any dosimeters at all in his initial treatments. The first dosimeter used in 
medical treatments was a chemical dosimeter and it was developed by Guido Holzknecht. 
The device was called chromoradiometer. The dosimeter changed colour upon irradiation 
after which it was placed on a scale (see figure 5c) to quantify the colour change. It is 
interesting to note how similar this is to methods used in this thesis. Among many other 
dosimeters designed at the time we can mention the pénètrametre. It consisted of a thin disc 
of silver surrounded by 1 2  alumiunium steps of increasing thickness (see figure 5d). If the 
pénètrametre was placed between the source and fluorescent screen then the luminosity of
^Latest developments have been in producing X rays with small source size, or focus ( 10/xm). Microfocus 
X ray sources enable imaging with better spatial resolution and allows samples to be studied with phase 
contrast
Figure 4: Radiation sources through history: (a) Crookes tube; (b) Coolidge tube; (c) 
Cobalt-60 teletherapy unit and (d) Linear accelerator from Varian Corporation (all from
[ I ] ) -
the central silver circle could be compared with the steps of the aluminium ladder. Again, 
this is very similar to test targets used extensively today in radiology.
The de\^elopment of ionization chambers started in the end of 19th century. Among 
others, .Joseph .John Thomson (discoverer of electron) noted that air was made conductive 
by X rays. Leo Szilard and Paul Villard worked on detailed requirements for a practical 
instrument. The device did not enter market until the 1930s^.
Fast forwarding to present time (2007), the dosimetry tools available to a medical j)hycisi 
are varied. Ionization chambers arc probably still the most widespread dosimeter. In terms
'‘This just comes to show how long it took develop what is today a gold standard in radiation dosimetry 
and places the 20 year development of today’s gel dosimeters in their proper historical context.
Figure 5: Detectors and dosimetry in the early days: (a) Photographic plate; (b) Fluoro­
scope; (c) Chromoradiometer; (d) Penetrametre (all from [1 ]).
of radiation protection thermoluminescent badges are worn (TLDs) and these are slotted 
into TLD readers to indicate the radiation absorbed since last reading (see figure 6 a). 
TLDs are then erased and reused. Modern radiotherapy techniques such as 3-D conformai 
radiotherapy and Intensity Modulated Radiotherapy need a variety of tools that check linac 
beams in either 2-D or 3-D. For example the scaiming water phantom displayed in figure 6 b 
moves the ionization chamber throughout the volume of the phantom. The procedure is 
slow, but accurate. Another widespread dosimeter is radiochromic film. A film pack and 
film reader are displayed in figure 6 c. As we will see, film dosimetry has a lot in common with 
optical readout of 3-D dosimeters. For example, both film dosimeters and 3-D dosimeters 
change optical density upon irradiation. There are further implications to instrument design 
and these will be discussed in the following chapter. Finally, a recent introduction is the
10
ionization
chamber
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Figure 6: Dosimetry devices in use: (a) TLD and its reader (www.panasonic.com); (b) 
scanning water tank (www.scanditronix-wellhofer.com); (c) Radiochromic film scanner 
(www.gafcliromic.com); (d) M a p c h e c k ^ (www.sunnuclear.com).
kfapcheck^^^ array of semiconductor diode dosimeters. These are suitably scanned across 
a required volume quickly as shown in figure 6 d. This enables quick quality check of beam 
lines. All these methods compete with 3-D dosimetry discussed further below. They are all 
necessary to verify treatments using IMRT which is discussed next.
1.3.5 Intensity modulated radiotherapy
The developments in all aspects of technology have advanced radiotherapy considerably. 
High speed computers and the availability of new materials have enabled recent uptake of
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multileaf collimators (MLC). These in turn have introduced sophisticated modulation of 
radiation fluence exiting the linear accelerators.
By modulating multiple radiation sources one can generate concave shapes of dose dis­
tributions^ which are needed for torus shaped head and neck cancers where the tumour 
surrounds sensitive spinal chord tissue. Although developed some time ago [34], MLCs 
have only recently led to increased use of intensity® modulated radiotherapy (IMRT) to 
hospitals [33]. Widespread use of IMRT is not without its controversies. This is related to 
the need to spend more money on equipment and staff without sufficient data supporting 
the treatment [36].
The project undertaken here is concerned with providing instrumentation for measur­
ing complex dose distributions in radiotherapy treatment planning with the broad aim of 
developing confidence in the ability to deliver correctly the treatments that are prescribed. 
A recent survey of radiotherapy departments in US [37] states: ‘The experience obtained 
through the irradiation of the phantoms by a number of institutions demonstrates that 
institutions vary significantly in their ability to deliver doses and dose distributions that 
agree with their own treatment plans.’ This is backed up by similar reports [38] [39] [40]. 
For example the study [38] revealed that 38% of the institutions failed the head-and-neck 
IMRT phantom credentialing test at the first attempt, despite a generous criteria (7% dose 
diflference and 4 mm distance to agreement). See [41] for more comments about these 
results.
One way of verifying IMRT is to map accurately and precisely the complex radiation 
dose distributions prior to treating a patient. Furthermore, IMRT involves higher dose 
gradients and thus the position of these gradients needs to be known [33]. As the low dose, 
to high dose transition is more sudden with IMRT, there is a higher possibility for high 
dose to affect the healthy tissue and equally, as one conforms more tightly to the tumour, 
a greater potential for missing parts of the tumour. As mentioned in section further above
useful analogy mentioned in [33] is that IMRT is conceptually reverse to computed tomography (CT). 
Whereas in CT the aim is to image 3-D objects which will have concave shapes (any animal skull is concave), 
IMRT can generate concave shapes by rotating the source around the patient whilst modulating it.
^Intensity in IMRT acronym is a misnomer as described in [35]. A proper name would use fluence instead.
1 2
leaf positions (g) ^  
segment weights (w)
energy fluence
/
dose 
D = DM^,K')|
evaluation
objective
f= f(D { n ç .^ i)
grad, w.r.t. leaf pos. 
8 /  d /  d P  dïF 
8^ "d D  dV" 8f 
A
grad, w.r.t. energy fluence 
d /  _  d / l l D  
d*P '  dD  d V
grad, w.r.t dose. ( I f
dD
Figure 7: Complexity of IMRT treatment plan, from [4]. The IMRT process initially 
positions the leafs so the objective dose distribution is achieved (lower left). Then the 
gradient of this objective is fed back (upward arrows) to obtain new proposals for fluence 
pattern generation which in turn change the leaf positions.
in this section, patient movement exacerbates the problem [28] [29]. Therefore, IMRT is 
currently a complex radiotherapy technique (see figure 7) in need of better dosimetry.
1.4 3-D dosim etry
Since, the first observation of 3-D dose distribution in an aqueous solution of ferrous salt 
[42], the field of 3-D dosimetry has grown considerably. A variety of chemical formulations 
and scanning techniques have been investigated, which we discuss below% Excellent reviews 
on all aspects of 3-D dosimetry have been presented at DOSGEL conferences [43] [44] [45]. 
First we look at basic requirements for 3-D dosimeters. This is important as it indicates 
the point at which a clinical application may become a reality. Next we discuss chemical 
formulations of main 3-D dosimeters followed by an outline of readout technic)es.
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1.4.1 Requirements
Despite the excitement surrounding 3-D dosimetry one can try  to step back and assess 
what is required. Throughout the discussion above, we assumed in vitro measurement 
of the absorbed dose integrated across the volume of 3-D dosimeters. Is this the ideal 
solution? It is not, because the ‘holy grail’ solution would be to measure 3-D radiation dose 
absorbed by a patient undergoing treatment in vivo and in real-time. One in vivo dosimetry 
technique looks at projections of the radiation beam on portal imaging devices after passing 
through the patient [46]. Therefore, portal imagers will not detect anything if the radiation 
is completely absorbed by the patient. Other possibilities include using PET/ CT during 
irradiation to observe tumour dynamics [47] [48] [49] and a rather esoteric radiotherapy 
treatment called boron neutron capture therapy (BNCT). This treatment involves emission 
of 478MeV 7  rays during irradiation thus enabling, at least in theory, 3-D measurement of 
dose in real-time and in-vivo [50].
More pragmatic requirements for in vitro 3-D dosimetry in radiotherapy can be sum­
marised in terms of Resolution Time Accuracy Precision criteria (RTAP) [6 ]. The suggested 
RTAP(1, 60, 3, 1) means simply that the resolution of the spatial dose distribution should 
be 1 mm x 1 mm x 1 mm, acquisition and processing time should be less than 60 minutes, 
accuracy within 3% and precision within 1%.
1.4.2 Chemical formulations
The first chemical dosimeter of interest was discovered in 1927 [51] and it is known as the 
Pricke dosimeter. It was read-out using a spectrophotometer such as that introduced in the 
1930s. The absorbed dose measurement involved obtaining the optical density of the Pricke 
solution and relating this value to absorbed dose via a calibration. A vial of Pricke solution 
is a dosimeter; however only one non-spatially resolved number is obtained.
It was not until 1984, when Gore [42] proposed that the radiation induced changes 
in the aqueous ferrous sulphate Pricke dosimeter could be probed with Nuclear Magnetic 
Resonance (NMR) giving a 3-D spread of absorbed dose, i.e. the absorbed dose value is
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Figure 8: Two commercial dosimeters: BANG® gel in (a) and PRESAGE™  in (b).
obtained for each voxel^. This was followed up by Appleby in 1987, who first used gels as a 
support matrix [52] [53]. There, he reported 3-D dose distribution in Fricke gels using MRI.
During the 1990s a number of studies [54] demonstrated the benefits of immobilising 
the ferrous ions using various gelling media, to allow a spatially resolved readout using 
Magnetic Resonance Imaging (MRI). The subsequent development of polymer gels [55] 
[56] allowed MRI to become the dominant imaging modality for probing 3-D radiation 
dosimeters. Polymer gels had the advantage of being more spatially stable than Fricke gels 
and did not suffer from diffusion of the contrast generating species post-irradiation. The first 
commercial (and patented) gel was a polymer gel BANG® (see figure 8 a) which was derived 
from the formulation reported in [57]. However, this type of gel had to be manufactured 
in oxygen-free environment such as glove box and involved use of toxic chemicals. Bench 
top manufacture of polymer gels became possible with the introduction of MAGIC gel [58]. 
This formulation has been widely studied in recent years [59] [60] [61] [62], although toxicity
'This is curious, because even in the 80s MRI was more expensive than an optical ec|uivaient wliicli would 
have been a broadbeani light source coupled to a vidicon camera. Gomputed tomograpliy concepts were well 
established by 1984 and vidicon cameras approaching 8 bit dynamic range were avaliable.
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remains a problem [63].
All the dosimeters mentioned so far were essentially radiosensitive chemical formulations 
suspended in gelatin matrix. In 2003 a new solid dosimeter called PRESAGE™  (see 
figure 8 b) appeared [64] [65]. It was designed specifically for optical readout. Further 
advantages of PRESAGE™  for optical scanning stem from the fact that it is absorbing 
and that it doesn’t need a container, for more details see 1.4.4.
1.4.3 Magnetic Resonance Imaging of 3-D dosimeters
MRI non-invasively images the nuclear magnetization of hydrogen atoms. It is used mainly 
as a diagnostic imaging technique and can locate cancer, diagnose stroke or observe joints, 
lung and spine to mention a few applications [6 6 ].
3-D dosimetry using MRI falls broadly into the field called quantitative MRI, where 
the aim is to transform MRI from a diagnostic to measuring tool. 3-D dosimetry is an 
important case in point. Measuring 3-D dose involves optimising the protocol for maximum 
possible signal-to-noise ratio at given voxel size. MRI comes with its bag of artefacts and 
distortions which need to be minimized. As we will see below, this has largely been done. 
Therefore, MRI represents an important benchmark for other readout techniques.
Excellent overviews of MRI as applied to 3-D dosimetry can be found in [67] [6 8 ]. MRI 
was the tool used in first papers on 3-D dosimetry [42] [53] [55] [69]. However, first at­
tempts did not specify uncertainties in measurements in great detail. Optimising the pulse 
sequences^ [70] [71] [72] resulted in very useful definition of dose resolution [73] [74]. Essen­
tially, lower noise in dose measurements results in lower uncertainty in dose measurement. 
This in turn means that for a given voxel size a radiation dose is better resolved. Larger 
voxels are bound to give better statistics, so the aim is to achieve best possible SNR for 
smallest possible voxel. Following this, excellent dose resolution results have been achieved 
[62] [75]®. Despite this success, it was clear that although MRI may provide a technical 
solution in a research setting it might not be practical in a clinical context because of the
® A pulse sequence is a series of radiofrequency pulses and/or magnetic field gradients applied to a sample 
observed to produce a signal representative of some property of that sample [66].
 ^ It should be noted that at the time of writing no optical-CT study has yet reported dose resolution for 
any of the dosimeters.
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lack of availability of MRI scanner time. This is what encouraged the study of optical-CT 
which is discussed next.
1.4.4 Optical-CT imaging of 3-D dosimeters
The need for a more economic readout led to development of 3-D dosimeters that react opti­
cally once irradiated [53] [55] [64]. These dosimeters provide the basis for this project. The 
aim was to improve the optical instrumentation enabling better readout and analysis of 3-D 
dosimeters. 3-D dosimeters that are analyzed optically fall into two categories: absorbing 
media are tuned to absorb a range of wavelengths in the visible spectrum; scattering media 
attenuate incoming beam by scattering light.
Since the first 3-D dosimetry optical computed tomography (Optical-CT) apparatus was 
introduced [16], many others have been built and evaluated. Two groups of instruments 
can be distinguished. The first group is based around a laser scanning system coupled to 
a photodiode detector [5] [6 ] [7] [16] [17] [21] [76] [77] [78] (see figure 9a and 9b) while the 
second group involves an incoherent light source coupled to a CCD detector (see figure 9c 
and 9d) [76] [17] [8 ]. The advantages of the laser readout method include good dynamic 
range and accuracy when compared to a broadbeam source and CCD detector. However, 
current laser based systems are slow, because the beam is scanned using a mechanical stage. 
Part of this thesis was spent trying to prove that fast macroscopic laser scanning is possible, 
see chapter 6 . CCD based systems have historically been faster, because they acquire two- 
dimensional projections in one go, while laser based systems need to perform many point 
measurements.
Moreover, the technology of semiconductor light sources and detectors has advanced 
enormously during last 10 years. Their application to biomedical instruments has seen an 
enormous rise in biomedical optics both as a research topic and as industry. Optical-CT 
existed before it was introduced into 3-D dosimetry and the optics involved have been 
covered in far more detail in fields such as 3-D microscopy, machine vision and schlicren 
techniques. These are discussed next.
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CCD scanner
Figure 9: Four optical-CT systems: (a) OCTOPUS commercial optical-CT system
from MGS Research Inc. (maker of BANG® gel) (1>) Mark Oldham’s laser scaiming 
system [5] [6 ] [7] (c) V i s t a c o m m e r c i a l  system from Modus Medical Devices Inc. 
(www.modusmed.com); (d) optical-CT system from University of Surrey [8 ] [9].
1 . 5  Optical imaging
Optical imaging of 3-D dosimeters can be classified as imaging of thick and transparent ob­
jects. Anybody who has taken a photo through a camera (whether it is digital or analogue) 
knows that focusing the camera lens sharpens the image of the object. The aim in imaging 
3-D dosimeters is to get a sharp image of optical attenuation while keeping the image with 
least amount of unwanted signal, i.e. noise. The iirolilem in imaging 3-D dosimeters can be 
divided into two areas: 1 ) understanding the information flow from the object to the image 
and 2) how this information flow is affected by tomography reconstruction. We discuss the
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first problem in chapter 2, while the second is derived from related work in X ray CT [24] 
[25] in the chapter 3.
Other fields have tackled similar problems and it is useful to review their role. 3-D 
dosimetry optical-CT is related to techniques such as three-dimensional microscopy [79] 
[10], confocal microscopy [80], Optical Coherence Tomography (OCT) [81] [82] and to a 
lesser extent. Diffusion Optical Tomography (DOT) [83]. The FOV and sample thickness 
is much bigger in 3-D dosimetry than in the fields mentioned. In this respect one can 
find more similarity with so called sclilieren and shadowgraphy techniques [84]. These 
optical methods are used to image small refractive index variations in liquids or gasses. 
The variations in refractive index arise as a result of, for example, temperature gradient (in 
combustion analysis [85]) or turbulence (in wind tunnel studies [8 6 ]).
Initially we present 3-D microscopy, moving next to biomedical optics and lastly schlieren 
and shadowgraphy imaging. More technical discussion is reserved for next chapter when a 
detailed analysis is presented.
1.5.1 3-D microscopy
The area most related to this study is optical projection tomography (OPT) first reported 
in [10]. A cursory look at OPT optics in figure 10 uncovers two important connections 
to our method. Firstly, a thick sample is imaged (a dosimeter in case of optical-CT and 
a biological specimen in the case of OPT). Secondly, the specimen is rotated so that the 
tomographic reconstruction can be applied to the projections obtained. Therefore, any 
related work on characterizing OPT is useful, for example [87].
The OPT reconstructions and their visualizations in figure 11a and 11b give an idea 
about the potential of the technique whilst figure 1 1 c shows how an instrument can be 
neatly packaged.
1.5.2 Biomedical optics
OCT and DOT image tissue in vivo and therefore have a more difficult problem to solve, 
inasmuch as the scattering in tissue is much larger than the scattering in 3-D dosimeters 
(which are largely transparent).
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F igure  10: Optical Projection Tomography (OPT) optics (from [10]).
DOT is capable of reconstructing both scattering and absorption coefficients (see chapter 
2  for definitions) at the same time, with spatial resolutions of the order of 1 0 mm for soft 
tissue. Figure 12 shows a good example taken from [11]. The ring bound fiber bundle 
(figure 1 2 a) contains infrared light sources and detectors and encloses a human forearm. 
The sophisticated algorithm used manages to distinguish absorbers and scatterers within 
the forearm scanned. The MRI image in figure 12b was used to show correspondence of 
scatterers in figure 12c and absorbers in figure 12d. In this case, the main scatterer is the 
bone, while the main absorber is blood and the correspondence with the MRI scan is good.
It is immediately obvious that if one can image optically such an opaque object as human 
forearm, then 3-D dosimeters are comparatively much easier problem to solve. Another 
aspect of DOT is interesting. Namely, there are numerous studies looking at contrast
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Figure 11: (a) and (b) show the potential of OPT in imaging complex biological speci­
mens (mouse embryo); (c) shows the commercial implementation of OPT microscope from 
Bioptonics Ltd (www.bioptonics.com)
mechanisms for optical tissue imaging [8 8 ] [89] and these are applicable to 3-D dosimetry. 
Moreso, they describe the transition from transilluniination measurements (or transmission) 
[90] [91] to measurements where scattering becomes dominant and light transport becomes 
diffuse [92].
OCT is an interferometric technique which looks at the backstatter of infrared light. 
It has a higher spatial resolution for soft tissue, but worse penetration depth than DOT 
(maximum reported was 3nmi). Figure 13a shows a well established commercial implemen­
tation of OCT in ophthamology. The aim there is to observe deformities at the backend 
of the eyeball in the fovea region where most of the light recejitors are concentrated. The
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Figure 12: (a) shows fiber bundle that act as sources and detectors; (b) shows anatom­
ical cross-section of the forearm from MRI scan. Figures (c) and (d) show the result 
of a DOT scan, (c) is an image of scatterers while (d) is an image of absorbers (from 
www.medphys.ucl.ac.uk/rcsearch and [1 1 ]).
tissue cross-section displayed in figure 13b goes about 1 mm deep into retina. The main 
application of OCT here is non-invasive biopsy and there is an increasing effort to apply 
this technique to other areas of medical imaging including endoscopy [81].
Both DOT and OCT are likely to deliver very good results for 3-D dosimeters, because 
gelatin is more transparent than soft tissue. OCT and DOT perform mainly diagnostic 
imaging and in these techniques the importance of detailed 3-D metrology is not. as great as 
in 3-D dosimetry where recovery of the linear coefficient must be both accurate and precise 
to within a few percent in order to be of interest in radiotherapy.
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Figure 13: (a) shows a Stratus OCT™  commercial implementation of OCT for ophthaniol- 
ogy by Carl Zeiss, Germany; (b) shows a cross section of macular region in the eye (both 
from www.zeiss.com). The fovea is a small pit in the macular region of the eye, at the back 
end of the eyeball. Most light reception takes place there and OCT can image deeper into 
it and detect any abnormalities.
1.5.3 Schlieren and shadowgraphy
The size of the field-of-view (FOV) in 3-D dosimetry Optical-CT has much in common 
with that studied in schlieren and shadowgraphy methods [84] as well as machine vision 
applications. Though developed independently, our apparatus closely resembles the focused 
shadowgraphy configuration used in flow visualisation techniques (see chapter 6  of [84]). 
The distinction from schlieren and shadowgraphy methods is that, while these techniques 
specifically aim to image inhomogeneities in refractive index, we would rather avoid them.
For example in figure 14a the difference of density and temperature between the in­
coming flow from the pipe and the liquid already in the container causes light to bend 
so some light does not reach the screen. Similarly, imperfections on the wineglass texture 
in figure 14b cause the shadow to have interesting features arising from its refractive in­
dex inhomogeneities. A whole range of related techniques are of interest including flow 
visualization [8 6 ], particle image velocimetry and visualization of chemical waves [93].
Optical-CT of absorbing and scattering gels derives contrast from difference in absorp­
tion or scattering respectively across the volume of the gel. Spurious scatter and refractive
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Figure 14: (a) shows shadowgraph of a jot flow exiting a pipe (from flowvis.pnrple.net); (b) 
shows a simple shadow of a wineglass. In both cases the contrast comes from sensitivity of 
the image to optical path deflections (from [1 ]).
index inhomogeneities decrease the contrast in 3-D dosimetry. Therefore, the design goal is 
to avoid them.
1.6 Thesis goals
This thesis aims to tackle two design goals. The first is to improve the optics of designs 
based around a CCD and provide detailed analysis and characterization. The second is to 
design a high speed laser scanning apparatus which would have the benefits of laser based 
system while being as fast the current CCD based systems.
Technical problems aside, the main motivation has been to show that 3-D dosimetry 
can be fast, accurate, precise and economical. The author is of strong opinion that both 
designs are actually simple and can find their way into clinics.
1 .7  Thesis plan
Chapter 2 gives a brief outline of the optics concepts used. It should be noted that through­
out the thesis we limit ourselves to geometrical optics analysis because the FOV of 3-D 
dosimetry is distinctly macroscopic. Chaiiter 3 introduces tomographic reconstruction and 
derives its effects on the whole reconstruction process. The following chapiter 4 analyzes
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the focusing optics of the broadbeam optical-CT instrument developed. Chapter 5 provides 
a detailed characterization of the broadbeam version of optical-CT apparatus. Chapter 6 
presents a novel and fast macroscopic laser scanner. Chapter 7 demonstrates the appli­
cations of the apparatus to brachytherapy, external and proton therapy. The concluding 
chapter 8 summarizes the work and sketches a plan for the future.
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CHAPTER II
BACKGROUND THEORY
2.1 Introduction
The information flow from the light source through the 3-D dosimeter to detector follows the 
rules of optical imaging. The chapter starts by introducing several fundamental concepts 
such as numerical aperture, refractive index, and polarization. Parallel beam optical-CT 
implies telecentric optical systems which are described next. 3-D dosimeter attenuates light 
impinging on it following Beer-Lambert’s law. This is explained along with related concepts 
of absorbance and optical density. Lastly, we give an outline of components used, e.g. lasers, 
galvanometer mirrors, light emitting diodes (LEDs) and lasers.
As mentioned in section 1.2, optical-CT consists of taking many projections of the object 
under study while it is rotated. This chapter covers the background for understanding 
how a single projection image is generated. Next chapter delves more into the computed 
tomography side of the process.
2.2  Optics fundam entals
Light propagation, and hence optics, is all about scattering. Eugene Hecht in his standard 
Optics textbook [23] says: ‘The processes of transmission, reflection, and refraction are 
macroscopic manifestations of scattering on a submicroscopic level’. Materials in general 
(including animal body) scatter visible and infrared light more than X rays. This char­
acteristics alone explains why we have cheap optical components whereas expanding and 
focusing X rays is more difficult^.
Figure 15 shows how a lens forms an image by focusing a bundle of rays (or a cone) 
emanating from each point on the object. Two such cones are shown, one from the top of
‘On the other hand, X rays traveling in straight lines (without much refraction or scattering) through 
bodies is what enables X ray radiography and X ray CT.
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Figure 15: Simple lens configuration forming an image of an arrow object to the left. The 
chief ray lies in the centre of the cone enclosed by the marginal rays (in object space and 
image space).
the object (arrow) and tlie other from the bottom. The vertex of the cone is on the object 
and the ray passing through the centre of the cone is called the chief ray (or principal ray), 
while the rays covering the edge of the cone are called marginal rays. The acceptance angle 
a  is defined here as the angle between two opposing marginal rays. The acceptance angle is 
twice the angle between any marginal ray and the chief ray. As shown in figure 15, the lens 
divides space into object space and image space. The numerical aperture, N A , in object 
space of an optical system is defined m terms of the acceptance angle and the refractive 
index n of the medium in object space^:
N A  = 71 sin — ( 1)
The most important fact here is that rays from the object to the image travel through 
cones whose size is defined by the aperture stop, as shown in figure 15. Later, in cha|)ter 
3, it will be shown how this compares with X ray CT pro[)agat,ion.
Assuming the lens is thin (its thickness is small compared to its focal length / ) ,  the
^NA in image space lias an equivalent, definition using acceptance angle and refprrnt.ive index in image 
space.
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Figure 16: (a) Non-telecentric optical system. Note that chief rays form an angle, (b) 
Telecentric optical system consisting of two lenses. Note how chief rays become parallel as 
the second lens is moved further away.
positions of object, So and its image, Si are defined by a following simple equation:
1 +  1 =  1
f
(2)
Often the thin-lens approximation is not applicable and then one needs to apply different 
eqations (see chapter 5 of [23]). Alternatively, optical design software packages are an 
excellent way of analyzing an optical system consisting of multiple lenses and mirrors.
The size and orientation of the solid angle enclosed by the cone depends on the lens 
configuration. For example in figure 15 the acceptance angle is defined by the diameter of 
aperture and the distance of the object, Sq- Figure 16a shows a two lens system with two 
cones emanating from an object. Figure 16b shows a configuration where the second lens 
is placed further away. Comparing chief rays in object space in figures 16a and 16b, we
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notice that while they are at an angle with respect to each other in figures 16a, in 16b they 
become parallel. An optical system which has chief rays parallel in object space is said to be 
telecentric in object space. At the same time, the acceptance angle is smaller in figure 16b 
than in figure 16a. This is because the aperture stop of the system (CCD lens) is further 
away thus subtending a smaller angle from a focal plane. As mentioned before, it is the size 
and position of the aperture stop that defines the acceptance angle and NA.
2.3  Optical aberrations
Optical aberrations are deviations from ideal optical imaging (which is diffraction limited). 
There are several types of optical aberrations, but the most important for macroscopic 
optical imaging are spherical, chromatic aberration, field curvature and distortion (see figure 
17). Spherical aberration is a result of geometry of spherical surface of most lenses (lens 
with spherical surface are cheapest). As shown in figure 17a, spherical aberration occurs 
when light waves passing through the periphery of a lens are not brought into exact focus 
with those passing through the center. This is probably the most serious source of blur in 
macroscopic optical imaging. Aspheric lenses can be used to reduce its effect. Chromatic 
aberration takes place because different wavelengths experience a slightly different refractive 
index (explained below) of glass bringing each colour to different focus, as shown in 17(b). 
This aberration is not that important in optical imaging of 3-D dosimeters if monochromatic 
light source is used. Field curvature is the effect of imaging the flat focal plane into a curved 
surface, instead of fiat image plane. As shown in figure 17c, fiat specimen surface when 
imaged by a simple lens becomes concave image surface. This is particularly important 
for digital camera based systems, because field curvature defocuses the edges or the centre 
depending on the focus setting. Lastly, distortions shown in figure 17d change the shape 
of an image, but not the sharpness and hence, may not be that serious since there are 
established ways of correcting the images with digital processing.
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Figure 17: Illustrations of optical aberrations: (a) spherical, (b) chromatic, (c) field
curvature and (d) distortion. These figures were taken from [12].
2.^ R efraction  and reflection
The underlying assumption in the discussion above is that light is bent by the lens. This 
simple fact ensures that the image of an object exists at all. When light travels from one 
substance or medium into another, the light undergoes a phenomenon known as refraction, 
which is manifested by a bending or change in direction of the light. Refraction occurs 
as light passes from one medium to another only when there is a difference in the index 
of refraction between the two materials. Figure 18a shows how a ray of light is bent by 
entering a medium of higher refractive index. Angles 0] and O2 are related by a simple 
expression (Snell’s law):
77-1 sin Oi = 77,2 sin O2 (3)
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The effects of refraction are responsible for a variety of familiar phenomena, such as the 
apparent displacement of an object that is partially submerged in water.
Apart from refraction, light is always partially reflected. As shown in figure 18b, the 
angle of incidence (#i) is always equal to angle reflection. Important property of reflection 
is that at above certain angle of incidence (which depends on refractive indices of borh 
materials), all light is reflected. This phenomenon is called total internal reflection.
2.5  P olariza tion
Light is a transverse electromagnetic wave and the electric and magnetic fields oscillate in 
planes perpendicular to each other. So if we were able to take an infinitely quick snapshot of 
sunlight, we would notice exactly that—electric field oscillating in one plane with magnetic 
field oscillating in perpendicular plane. If we extend the measurement over longer periods 
of time, the result would show that the plane of electric field vibration (and hence magnetic 
field as well) changes randomly. If we perform the same measurement on, let’s say, some 
lasers then we may notice that the plane of vibration does not change with time. This 
property of light sources is called polarization. Sunlight is unpolarized, while some lasers 
are polarized. Any unpolarized light source can be polarized by placing a polarizer sheet 
in the beam path. As shown in figure 18c, an unpolarized beam of light passes through 
two polarizers. Electric field vectors are depicted in the incident light beam as sinusoidal 
waves vibrating in all directions (360 degrees; although only six waves, spaced at 60-degree 
intervals, are included in the figure). In reality, the incident light electric field vectors are 
vibrating perpendicular to the direction of propagation with an equal distribution in all 
planes before encountering the first polarizer.
2.6  Fresnel equations
Refraction and reflection always take place together. Often one needs to know how much 
power (or flux) is reflected and how much is transmitted. For example in optical system 
design, it is a well known fact that 4% of optical power is reflected back for each air to glass 
(and glass to air) interface. As we will see, polarization has a role to play. Figure 18d shows
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Figure 18: Illustration of (a) refraction, (b) reflection, (c) polarization, and (d) refraction, 
reflection and polarization are interdependent. Figures (a)-(c) were taken from [12] and (d) 
from [13].
a polarized ray hitting the interface between two materials of refractive indices rii and U2 - 
For argument sake, we take r?2 > r? i. The polarization of the incident ray can be described 
by two component vectors, E||,: and E±_i, where is parallel to the plane of incidence 
and E_ii is normal to the plane of incidence. The same goes for transmitted and reflected 
held vectors respectively, E^\i, E±t, E||r, Ej_r- Transmission and reflection coefhcients for 
each component plane (r||, rj^, iy, tj_) fully dehne the amplitude change in Iransmitted or 
reflected ray. As shown in the hgure the following applies:
(4)
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E\\r =  r\\E] \^i (5)
E u  — t _ i E u  (6)
E±_r = tjlE u  (7)
Trasnmission and reflection coefficients are used to derive transmittance and reflectance 
which describe the fraction of reflected and transmitted power. These are known as Fresnel
equations and they are given without derivation (see chapter 4 of [23] for detailed deriva­
tions):
_  ( n \  cos — U2 cos 9t \  
\ n i  cos 6 i  -F r i 2 cos 6 t  J^  9
^ni cos 9i +  U2 cos 9t
T± ^712c o s .2  _  / COS^A /  2nicos9j y  ^ni COS 9 i J  \ n i  cos 9 i J  \ n i  cos 9 {  +  ri2 cos 9t J
J, ^  f  712 COS6>A ^  f  712 COS^A /  2m COS \
\ 711 COS \n ic o s 9 iJ  \ n i  COS 9t + U2 COS 9i J
The importance of understanding polarization is twofold. The optical design needs a careful
analysis of polarization of illumination to reduce glare (or ghosting). Secondly, as we will
see in chapter 8, the metrology in optical-CT instruments may depend on polarization of 
the light source.
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Figure 19: Simplest demonstration of Beer-Lambert’s law comes from spectrocopy. Input 
irradiance Iq is attenuated by liquid inside cuvette. The output irradaince upon detector 
(not shown) is Ii. This figure was taken from [1].
2 .7  Beer-Lam herVs law, absorbance and optical den sity
The starting point to all work in optical-CT is Beer-Lambert’s Law^, which describes how 
light and X-rays are attenuated as they pass through a medium. In a uniform substance 
the light irradiance, as measured by a detector placed at depth I (see figure 19) is given by:
m  =  iqio —ale ( 12)
where Iq  is the intensity measured at depth zero, c is the concentration of absorbing species 
and a  is molar absorptivity. Molar absorptivity or molar extinction coefficient of a chemical 
species at a given wavelength is a measure of how strongly the species absorbs light at that 
wavelength.
The ratio of I  and Iq characterizes the attenuation of the incoming beam. If the material 
is absorbing, then it is called absorbance:
— log|(, -j-
^Note that the applicability of Beer-Lambert’s Law is something that needs to be formally demonstrat ed 
for each medium and is not a given [94]. Computed t.omography reconstruction assumes Beer-Lamberl ’s 
law is applicable. To my knowdedge the limit,s of ap]ilic.abilit,y in 3-D dosimeters have not, yet, been fully 
investigated. See chapter 8 for more details.
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where, as before, I  is the irradiance of light at a specified wavelength A that has passed 
through a sample (transmitted light irradiance) and I q is the irradiance of the light before 
it enters the sample (incident light irradiance). From equations 12 and 13 we get a different 
formula for absorbance:
A \ = ale (14)
Optical density (OD) is defined as the absorbance per unit distance of material traversed. 
Note that OD is an intensive property of a sample, like mass density, i.e., it may take a 
different value at every point in space. For a specific light path through the sample, OD is 
related to absorbance by:
A x =  /  (1 ^
J P a th
where O D \ has units of inverse distance (commonly cm“ ^). The goal of optical CT is to
reconstruct 3-D maps of O D \ which can be related to dose via an appropriate calibration.
)
0 D \  is thus the analogue of the monochromatic linear attenuation coeflacient p ^ i n  X-ray 
CT.
Note that in photography, the term optical density is often used as a synonym for 
absorbance and is then unit-less. All of the test targets used here are specified in this 
way. However, we shall retain the valuable distinction between absorbance and OD in the 
remainder of this thesis.
2 .8  Com ponents
The main components used throughout the thesis are: charge coupled cameras (CCDs), 
light emitting diodes, laser, galvanometer mirrors, large area photodiodes, data acquisition 
and firame grabbing electronics and signal generation electronics.
2.8.1 Light sources
The light source for broadbeam optical-CT (see chapters 4 and 5) is a light emitting diode 
(LED) (see figure 20). Since the beginning of 21*^  century, LED architecture has been 
optimised for multiple wavelengths and power. For example 3W LEDs are now^ available
^April 2007.
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Figure 20: (a) LED (Lumileds Corporation, San Jose, CA, USA) (b) laser (Melles Griot, 
Carlsbad, CA, USA) (c) Low noise, high dynamic range CCD, Orca 1024 BTII, Hamamatsu 
Photonics, Japan, (d) large area silicon photodiode, model 2031, New Focus, CA, USA.
on the market. Higher optical powers may be needed for very attenuating 3-D dosimeters. 
Furthermore, white LEDs will be useful for generic investigation of any 3-D dosimeter. In 
the case of white light sources a fiber-optic source fed by xenon lamp is a standard tool in 
microscopy. Xenon lamps have relatively flat spectrum from 400nm to lOOOnni and provide 
ample power [12]. With additional filters, this may provide a. generic solution for broadlieam 
light source in 3-D dosimetry.
The main choice for laser scanning optical-CT is between HeNe and diode lasers. HeNe 
lasers (see figure 20b) are less divergent than diode lasers, but at the same time, they are less 
compact. Tunable lasers in the visible region are prohibitively expensive for 3-D dosimetry, 
although one should follow the develoi)irients in diode-pumped solid-state lasers with optical 
parametric oscillators (OPOs). They produce a tunable, pulsed output that is continuously
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variable from 205 nanometers to 2000 nanometers. For limited choice in wavelengths, the 
main lasers are multiple wavelength HeNe and multiple wavelength argon-ion [12]. The 
latter are used in confocal microscopes.
2.8.2 Light detectors
The light detector of choice for broadbeam light-intensive imaging is the CCD (see figure 
20c), although CMOS cameras are improving rapidly (see chapter 5). For laser scanning, a 
standard light detector in the visible range is silicon photodiode (see figure 20d). A similar 
part is used in commercial optical-CT apparatus OCTOPUS by MGS Research Inc.
2.8.3 Galvanometer mirrors
Fast laser scanning using galvanometers has been done for many decades (see an illustration 
of two mirrors steered by galvanometers in figure 21a). They have proven to be reliable 
beam steering technique in confocal microscopy [95], optical coherence tomography [81], 
not to mention material processing, semiconductor manufacture and entertainment. This 
makes them an ideal component for fast macroscopic laser-scanning. See chapter 6 for 
their application in 3-D dosimetry and section 8.6 for more information on alternative 
arrangements.
2.8.4 Data acquisition, frame grabbing and signal generation
Data acquisition and signal processing with associated software are a vital part of any 
instrument driven by a personal computer (PC). For faster operation often one needs to 
synchronize signal input or output. This ‘handshaking’ is either done in software (which 
is slow) or via hardware triggering of the external equipment. Responses to triggers and 
other events ideally take place in real-time (i.e. within 10/is). Instrument control, frame 
grabbing (NI-PCI-1409) and data acquisition has been done using plug-in PCI boards from 
National Instruments, Austin, Texas, USA (see figure 21b).
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Figure 21: (a) galvanometer mirrors (Nutfield Technology, Windham, NH, USA) (b) data 
acquisition and signal generation board NI-PCI-6221 (National Instruments, Austin, Texas, 
IJSbl)
2.9  In troductory notes on optical im aging o f dosim eters
In this section the concepts introduced are ap])li(xi to the arrangement adopted for imaging 
3-D dosimeters. 3-D dosimeters tend to be large cylindrical objects (6cm-25cm). Light is 
attenuated mainly by the dosimeter. Iq  is obtained by reading the detector without the 
dosimeter present, while I  is the reading with the dosimeter present. This allows absorbance 
measurement. The roles of lenses L\ and L 2 will become clearer in the following chapters. In 
short Li collimates the beam from the light source, while L 2 focuses it to the detector. The 
scanning tank holds the dosimeter and the refractive index matching liquid. Dosimeters 
imaged by a collimated beam and in-air act as a cylindrical lens. So inserting them in 
a liquid of the same refractive index allows imaging rays to pass without bending too 
much. An optical simulation of this arrangement is shown in figure 22. A simulated planar 
light sheet is drawm illustrating the gap in imaging rays towards the edges. Refractive 
index of the dosimeter was set to be 1.521, while that of the surrounding material was 
1.518. This small difference is enough for some rays not to traverse the volume of the 
scanning tank. The main reason for this is that as the edge of dosimeter is reached the 
increasing angle of incidence means that at some point there will be liglit that undergoes 
total intern,al reflection. Furthermore, from Fiesnel equations there is some reflection hom
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Figure 22: Outline of the apparatus used for scanning 3-D dosimeters. 3-D dosimeter has 
slightly different refractive index to the surrounding material (in practice it is a matching 
liquid). A simulation light sheet is drawn indicating that light propagation is stopped 
towards the edge of the dosimeter.
liquid-to-dosimeter and dosimeter-to-liquid interfaces and these depend on polarization of 
illumination (which is not shown).
2.10  Conclusion
Fundamental concepts of optical imaging have been described. The importance of telecentric 
optics was stressed and this will become clearer in chapters 3 and 5. While optics describes 
how an image is formed on the CCD chip, Beer-Lambert's law defines the attcmuation of 
light irradiance. Both are necessary for understanding the tomography ])iocess which is the 
topic of the next chapter.
39
CHAPTER III
OPTICAL COMPUTED TOMOGRAPHY
3.1 In troduction
The roots of 3-D imaging via optical CT may be traced back further than 1996 when 
Gore and Maryanski published their first results in in the context of 3-D dosimetry [16] 
[55]. The first part of this chapter will compare X ray CT with optical CT and place 
the current work in its historical context. It will also explain how it is related to other 
methods of optical imaging. An elementary theoretical description of the principles of 
optical CT will then be given. Here, we will describe the particular considerations relating 
to ultra-rapid, true-3D scanners based on charge-coupled device (CCD) or complementary 
metal-oxide semiconductor (CMOS) imaging detectors. Central to our ability to image dose 
distributions has been the development of novel materials whose optical properties change 
in response to radiation and a survey of these will be given.
3.2 X  ray C T  and Optical C T  -  s im ila rities  and differences
The introduction of X ray CT in 1973 by EMI [96] proved that big medical instruments 
and big business can go hand in hand. Later introductions of MRI, PET and, currently, 
PET/C T, can be viewed as major events, but they-all owe it to X Ray CT for convincing the 
public, healthcare and most importantly, companies, that major investements in complex 
medical instrumentation can pay off. X ray CT has advanced considerably since 1973 and 
a quick glance at figure 23 illustrates the amount of detail available from CT scans.
X ray radiography established fundamental concepts behind X ray interactions with 
matter, or in medical case, animal body. Bones attenuate X rays considerably, while soft 
matter is largely transparent. Therefore, the contrast is high when imaging bones, but low 
when imaging muscle or brain tissue^.
^MRI is complementary, it images well soft tissue while having low contrast on bones.
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Figure 23: Sample 3-D reconstruction from Siemens Emotion CT scanner illustrating the 
impressive amount of detail available from latest X ray CT scanners. This figure was taken 
from www.medical.siemens.com.
The optical CT method adopted here [8] is the exact equivalent to oldest method—- 
parallel beam X ray CT. Figure 24 shows the main idea behind it. X ray exiting the 
X ray tube is collimated into a single narrow^ beam by two collimators (pre-patient and 
postpatient) which is then attenuated by the patient. As shown in figure 24, the detector 
registers the intensity profile. The intensity profile without the object present provides the 
value of the signal without attenuation. The two values (equivalent to 7 and Iq from section 
2.7) are used to calculate the attenuation profile before it is used for reconstruction. To get 
a 1-D attenuation profile, the X Ray tube and detector are translated in ( andem. Once a 
profile is registered, the source and detector are rotated in tandem, when the whole ])rocess
^Tlie beam si%e is defined by tlie collimator size and it is of tiie order of 1mm or less, while tlie 
distance between X ray tube and detector (filin-focus distance) is of the order 1.2m, see, for example, 
www.medical.siemens.com for specifications of CT scanners.
41
X ray tube translation
rotation
intensity profile
attenuation profile
Figure 24: Schematic representation of the X ray CT process. Compare this with the
optical CT equivalent in figure 25. This figure was taken from [14].
is repeated. Each angle (or view) provides new information about the object under study 
and the attenuation profiles are fed into the reconstruction algorithm. The main downside 
of this design is that it is slow as it involves translation and rotation. Fan beam tomography 
improved the situation by detecting a whole intensity profile in one go [20] [97].
However, as mentioned before, the older design is more relevant to optical-CT approach 
and is a good introduction into CT process as well. Figure 25 shows the parallel beam 
optical-CT apparatus (for more details see chapter 4). In the same way that human bodies 
are partially transparent to X ray CT, optical imaging of transparent media is in many 
ways equivalent. Figure 25 shows the main components in optical-CT imaging, while figure 
26 shows the imaging rays. Some aspects of optical-CT have already been mentioned in 
section 2.9. Essentially, light from LED is collimated by Li and the resulting parallel
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F igu re  25: Main components in parallel, broadbeam optical-CT.
beam is attenuated by the dosimeter. While in X ray CT the preference is on rotating the 
apparatus—in optical-CT it is much easier to rotate the dosimeter (they are small and light 
as opposed to human bodies imaged in X ray CT). The last part in the optical train is the 
focusing of attenuated beam onto CCD camera by L2 .
The most important difference between the imaging shown in figure 24 and the one 
in figure 26 is that in optical-CT light travels through much larger cones. X rays travel 
through cones focused by collimator apertures, but these are at least order of magnitude 
smaller, hence the line approximation in figure 24. This was already hinted in the section 
2.2. More detailed discussion on line integrals and its limitations in optical-CT is given in 
chapter 4. There, it will be shown that there is some control over the angle of the imaging 
cones (numerical aperture of focusing optics). Narrowing the cones enables imaging that is 
identical to X ray imaging. So the main conclusion of this section is that although imaging
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F igu re  26: Imaging rays in parallel, broadbeam optical-CT. 
in X ray CT and optical-CT is different, they can be rendered almost identical.
3,3  Optical C T  - h istorical overview .
Although 3-D radiation- dosimetry using magnetic resonance imaging (MRI) was already 
well established by the time of Gore and Maryanski's seminal 1996 paper [16], the idea of 
detecting radiation changes optically has, in fact, a much longer history than the use of 
MRI. Chemical dosimeters date back at least as far as 1927 [51] and have, historically, used 
UV spectroscopy as the readout method. Two factors contributed to the relatively late 
appearance of optical CT on the scene. Firstly, whilst MRI (like X-ray CT) was developed 
primarily for medical applications and then applied as a mature imaging modality to 3-D 
radiation dosimetry, there was no parallel medical development of optical CT, because the 
human body is opaque at visible wavelengths. Secondly, it has been only since the late
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1990’s that the technology needed for such measurements has advanced to the extent of 
having the required performance at an appropriate cost. As soon as the equipment became 
available, the technique was “discovered”.
This is borne out by the fact that optical CT emerged independently in at least three 
completely different fields. Contemporaneously with Gore and Maryanski's discovery, Win- 
free presented [93] what appears to he the first CCD-based optical-CT scanner, in an elegant 
experiment to investigate self-organising chemical structures. In 2002, Sharpe [10] published 
the first optical micro-CT images, and patented his approach, which he termed optical pro­
jection tomography (OPT), apparently unaware of the prior developments. More recently, 
optical CT has been introduced with the name optical transillumination tomography in 
studies of tissue-engineered blood vessels [98] [99] [100] [101] [102] [103].
3.4 P rin cip les o f  com puted tom ography
Suppose we now consider a set of N  blocks of different material, each of width Ay, as shown 
in figure 27a. The X-ray intensity (units photons per unit time) measured at the exit of the 
set of blocks is:
/(iVAî/) =  (16)
For the hmit A y  0, N  0 0 , this becomes:
J  — I qC /a c r o ss  sam p le (%%)
As shown in figure 27b, the laser-scanned CT apparatus (often described as a first- 
generation system) consists of a source and detector, placed on either side of the object 
to be imaged. These slide along in tandem. Consider the intensity of the attenuated laser 
beam received by the detector when the source-detector assembly is at position x:
=  (18)
where /i{x, y) is now the 2-D distribution of optical attenuation coefficient, y  is related to 
the optical density (OD) by the relation y  = ODlnlQ.
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Figure 27: (a) Graphical representation of Beers law; (b) Schematic diagram of a laser
optical-Cl' scanner: a laser is projected through the sample and the attenuated beam is 
detected by a photodiode; the source and detector move in tandem along a gantry; (c) The 
sample rotates, allowing projection data to be acquired at different angles. This figure was 
taken from [15].
As the sample rotates by a positive angle 4> in hgure 27c, the function describing the 
attenuation coefhcient changes to y(f,{x,y) by the following transformation of co-ordinate 
system:
(19)
where is the standard 2-D matrix for a rotation through angle 0, such that:
X(j) — X cos (j) + y sin <^) (20)
y^ — - X  sin (f) + y cos 0 (21)
To take a concrete example, suppose the sample has rotatxxl through +30°, as in hgure 27c.
A point now at a; =  1, y =  0 and thus contributing to the I-m)o prohle at x — I used to be
at ( \ /3 /2 , —0.5) at the start of the experiment.
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Figure 28: Relationship between real space and Radon space. The presentation of data
in Radon space in 2-D image form is often called a sinogram. Note how the square feature 
in the object leads to a sinogram track with substructure and this may be interpreted by 
saying that the square is made up of many points, each producing a sinogram tracks of their 
own, which are overlaid. This figure was taken from [15].
The “profile” or “projection signal” when the sarnple has rotated through angle 4> is:
We define the Radon transform as:
(^f) — f  — In-y- (23)
«/sample 0^
and create a new “space” , called Radon space, in much the same way as one defines the 
reciprocal Fourier domain in MRI^. As shown in figure 28, Radon space has two dimensions.
^Strictly speaking, Radon space is not exactly like Fourier space in the sense that a Fourier transform 
may be exactly inverted to return to the original data - the data and its transform are simply two different 
representations of the same information. The back-projection reconstruction technique does not allow us to 
get back exactly to the original attenuation coefficient distribution.
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X and (f), and, at the general point (æ , 4>, we “store” the result of the projection A^(æ). 
Taking lots of projections at a complete range of x  and cf) “fills” Radon space with data 
in much the same way that one fills Fourier space with 2-D MRI data, and these may be 
presented as a smo^^ram.
Consider what the sinogram looks like for a sample consisting of a single point in real 
(image) space. For a given sample rotation angle 0, all positions x  on the profile lead 
to X(p{x) = 0, except the one coinciding with the point to which {xo,yo) has been rotated. 
Thus, all points in the Radon space corresponding to the single-point object are zero, except 
along the track;
re =  a:o'cos(/> —î/osin(/) =  Rcos((^ +  (^ o) (24)
where R  = {xq + and (f>o = tan"^ ^ ) .  If we have a composite object, then the
filled Radon space is simply the sum of all the individual points making up the object (i.e., 
multiple sinusoids, with different values of R  and 0o- See figure 29 for an illustration of 
this.
The aim of optical CT is to obtain the optical attenuation of the sample (which is related
to the absorbed dose) as a function of spatial position by acquiring a set of projections.
In other words, given the complete set of projection data A^(rc), i.e., a full Radon space, 
we wish to reconstruct the function p{x,y). This is performed by a process known as 
back-projection (see figure 30), which works as follows:
1. Consider one row of the sinogram, corresponding to angle (/>. Note how in figure 29, 
the value of the Radon transform A^(æ^) is represented by the grey level of the pixel. When 
we look at a single row (i.e., a 1-D set of data), we can draw this as a graph.
2. Place the sinogram row an angle 0 in real space. Then “smear it out” evenly all the 
way along the perpendicular direction. This is called back-projecting the data.
3. Repeat steps 1 and 2 for all the lines in the sinogram - see figure 30. Where the 
back-projections overlap, the signal adds constructively to give high-intensity image regions.
This is not quite the whole story. It turns out that the image that is produced by this 
method is blurred. To get the right representation of the object, we need an additional 
mathematical “trick” called filtering. This is explained further in [97]. Filtered back-
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Figure 29: Illustration of the relationship between acquired profiles and sinogram tracks 
in Radon space. This figure was taken from [15].
projection is not the only method of image reconstruction. A family of methods based on 
the algebraic reconstruction technique (ART) are also available. These are potentially more 
flexible, allowing one to cater for various deficiencies in the raw projection data, but they 
are more time-consuming to run. See Ch. 7 of [97] for a general description and [99] for an 
application in optical CT.
3,5  Optical C T  in  3-D  radia tion  d o sim etry
The first-generation scanner geometry illustrated in figure 27b was the one employed by Gore 
et al [16]. Figure 31a gives a more detailed schematic of their apparatus, which developed 
into what is now marketed by MGS Inc. as OCTOPUS, for a number of years the only 
commercial optical-CT scanner. At approximately the same time. Tarte et al were scanning
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Figure 30: Back-projection of sinogram rows to form an image. The high-intensity areas 
of the image correspond to the crossing points of all three back-projections of the profiles. 
This figure was taken from [15].
gel sections using a single laser beam [76] and, in the years that have followed, a number of 
other groups have published work of increasing sophistication using first-generation scanners 
[5] [6] [7] [21] [77] [78],
Reviews by Jordan [104] [105], presented at previous DOSGEL conferences, have dis­
cussed in outline a number of the optical problems to be addressed when designing such 
systems. These include minimisation of interference effects and stray light, scatter from 
optical components and the radiochromic gels themselves, reflection, dynamic range, wave­
length selection, wall corrections, the plasma discharge from lasers, temperature changes 
and the characterisation of detectors. Further detailed work on characterising a custom- 
built optical-CT laser system was performed by Oldham et al. [5] [7].
A major disadvantage of first-generation systems is their relatively slow scanning speed.
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Figure 31: Optical-CT scanning geometries in current use: (a) first-generation laser con­
figuration (diagram reproduced from [16]); (b) cone-beam CCD configuration (diagram 
modified from [17]); (c) parallel-beam CCD scanner (diagram reproduced from [9] ).
In order to obtain a profile, the laser beam and photodiode must be stepped in parallel 
across the sample. A faster alternative is the use of scanners based on CCD or CMOS area 
detectors. These are now extremely widespread, because of their use in digital cameras. 
Whereas laser systems acquire data in a point-by-point fashion^ imaging detectors allow 
us to obtain a complete 2-D projection in one go. Each 2-D projection gives the required 
data for creating a row in the sinogram for every slice in a 3-D reconstruction. A modern 
scientific CCD camera will have a matrix size of typically 1000 x 1000 pixels and so it is 
easy to see that speed gains of more than two orders of magnitude might result if 3-D data 
are needed. (This is of course a big “if” , since large numbers of slices and an ultra-high 
spatial resolution are not always required.) In practice, the speed when using a CCD-based 
system is often limited by the data-throughput rate, in particular the rate at which the
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data may be transferred out of the camera to the host computer.
Two classes of CCD scanner have so far been presented in the gel dosimetry litera­
ture. Our group has developed scanners based on the parallel-beam geometry [8] [9] [106], 
illustrated in figure 31c, whilst the cone-beam geometry (figure 31b), first introduced by 
Wolodzko et al. [17], was pursued further by Jordan and a commercial scanner is now 
marketed by Modus Medical Devices Inc. under the trade name Vista™ .
3.6  D o sim e ter  m ateria ls
As described earlier, chemical dosimetry was initially based around so-called Pricke solu­
tion, which absorbs in the UV (304 nm). Pioneering work investigating how to shift this 
absorption into the visible range was performed by Gupta, who authored some 20 papers 
on the ferrous xylenol-orange system (e.g., [107]). More recently, since the advent of optical 
CT in 3-D radiation dosimetry, a large number of other authors have investigated different 
properties of ferrous xylenol-orange gels (FXG) [106] [108]. FXG is easy to manufacture 
and its performance is not hindered by the presence of atmospheric oxygen (in fact, this 
positively helps). However, its major disadvantage is the mobihty post-irradiation of the 
ferric ion complex. Diffusion causes an unacceptable blurring of the dose pattern within a 
few hours of irradiation.
Polymer gels were developed to overcome the diffusion problem. Initially developed for 
MRI-based dosimetry, their potential in optical CT studies was obvious from early on [55]. 
Whilst contrast in FXG is developed by means of absorption—the orange gel turns purple 
on exposure; see [8] for a typical spectrum—polymer gels attenuate light by scattering and 
hence change from clear to opaque white. Several polymer gel formulations have been 
studied or developed specifically for optical CT [55] [64]. A disadvantage of some polymer 
gels is their sensitivity to atmospheric oxygen.
One exciting development during recent years has been the introduction [64] of 
PRESAGE™ , a novel transparent plastic dosimeter. The material is rigid and easily 
machineable. It is insensitive to oxygen; moreover, as it is not a gel, PRESAGE™  does 
not dry out. Hence, one can remove the container and, with it, two optical interfaces. This
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makes modelling of the optical path through the dosimeter [8] much simpler. PRESAGE™  
is stable during a prolonged irradiation period, and has good post-irradiation storage prop­
erties. It has a linear response at low energies and over an exceptionally wide range of doses. 
Recent studies are increasingly encouraging [41] [109].
3 .7  Conclusion
Computed tomography process has been described along with its implications on optical- 
CT. This is vital for good understanding of artefacts in optical-CT reconstructions. Broad- 
beam imaging using CCD and laser scanning imaging work with the same background 
concepts. The difference between the two is that laser scanning samples the volume of 
dosimeter sequentially, while broadbeam does it in one go. The aspects of both types of 
optical imaging are discussed in the following three chapters which provide the bulk of the 
results obtained during the work on this thesis.
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CHAPTER IV 
FOCUSING OPTICS OF A PARALLEL BEAM CCD 
OPTICAL TOMOGRAPHY APPARATUS FOR 3-D 
RADIATION GEL DOSIMETRY
j^ .,1 In troduction
The aim of this chapter is to introduce the improved focusing optics of the optical-CT appa­
ratus at the University of Surrey. This provides a firm basis for the following chapter which 
characterizes this apparatus in terms of projections and reconstruction signal-to-noise ratio 
(SNR). Uncertainty in dose measured is directly related to the SNR of optical measurements 
[110], so any improvement in optics that increases SNR is of crucial importance.
Previously (see [8] and figure 32), the optical-CT apparatus read the projection from a 
diffuser screen. Stray light and diffuser features affected the image projection quality, so 
a better arrangement was sought. Furthermore, in order to have the diffuser illuminated 
sufficiently, a powerful light source was needed. As we will show below, by simply replacing 
the diffuser with a large lens one effectively places a magnifying lamp in front of the CCD 
lens enabling closer look at the dosimeter (with reduced stray light effects). By removing 
the diffuser screen, its effects on reconstruction are eliminated. As we will see, this simple 
modification produced striking improvement in the quality of reconstructed optical density.
The bulk of this chapter comes from the results reported in [9]. Optics fundamentals 
have already been given in 2.2 and further details can be found in chapter 5 of [23]. Similarly, 
telecentric optical systems were described in 2.2. In section 4.2 of this chapter the modified 
apparatus is described and the effects of the small numerical aperture (NA) of the focusing 
optics on filtered back-projection tomography are analyzed. The main results are reported in 
section 4.3. These include broad description how focusing affects image quality, acceptance 
angle (and thus NA) derivation from refractive index mismatch and initial calculation of
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Figure 32: Schematic diagram of the optical tomography scanner from [8]. Note that the 
CCD camera lens is focused on the diffuser screen while at the same time, all rays reaching 
the diffuser screen will produce a signal that may contribute significantly to the image saved 
by the CCD.
depth-of-field. Section 4.4 discusses how a larger aperture (or larger acceptance angle) 
decreases the depth-of-field (DOF) blurring the regions outside it. Finally, to demonstrate 
the improvement two reconstructions are presented, one using the old [8] apparatus and the 
other using the apparatus descibed in this chapter [9].
4» 2 M ateria ls  and m ethods
4.2.1 Apparatus
A schematic top view of the apparatus is given in figure 33. Figure 34 shows the isometric 
projection of the apparatus with some dimensional information. The LED light source 
(part number LXHL-MDID, Luxeon Star, IW, red, Lumileds, California, USA) sits behind
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a circular pinhole of diameter Imm^. It is important to ensure the LED is as close as 
possible to the pinhole so no light power is lost. Furthermore, increasing the distance 
between the LED and the pinhole, reduces the effective size of the pinhole, because smaller 
area of the LED emits light into the pinhole. The pinhole is placed on the focal point 
of collimating lens Li (Ol-LPX-336, plano-convex, 440mm focal length, 145mm diameter, 
Melles Griot, California, USA) creating a parallel beam, which passes through the sample 
and is attenuated by the gel dosimeter. The parallel beam from Li is focused by lens L 2 
(Optical Surfaces, Kenley, UK, plano-convex, custom design, 500mm focal length) onto a 
CCD lens (35mm to 70mm variable focal length, Tamron standard photographic zoom lens 
with C-mount adapter) which focuses it finally on to the 2/3 inch, 10 bit, CCD chip^ inside 
a JAI-Pulnix camera (model TM62-EX, Jai Pulnix, California, USA). The convex side of 
the lens faces the parallel beam in order to reduce spherical aberration. Note that lenses 
Li and L 2  are different only due to availability of components. The dosimeter is placed 
on the rotation stage (model TR48, Time and Precision, Basingstoke, UK) driven by the 
stepper motor controller (model 6k4 Parker Motion, California, USA) and stepper motor 
(model PH265-05, VEXTA, Oriental Motion, Japan). Stepper motor controller moves are 
controlled from the PC via an RS232 link and a Trio motion controller (model MC202, 
Trio Motion, Tewkesbury, UK). The dosimeter material is cast as a cylinder (of maximum 
diameter 90mm in this version of apparatus) and is placed inside the scanning tank. It is 
surrounded by refractiveindexunatching liquid (here a sucrose-water solution). The stepper 
motor rotates the dosimeter while the CCD takes images via a PC framegrabber card 
(model 1409, National Instruments, Austin, Texas, USA) in a discontinuous stop and shoot 
protocol. Acquisition and rotation control are synchronised Visual Basic™ (Microsoft) 
program written in-house. The axis of rotation goes through the centre of the dosimeter. 
The images are normally taken over 180°. The maximum usable FOV is 100mm x 100mm 
X 100mm, although for smaller samples we zoom in. The whole apparatus sits on top
^Our more recent work has suggested that this value is too small. NA of illumination needs to match 
NA of focusing optics to minimize refractive index inhomogeneities effects, see chapter 8 for details.
^The next chapter shows improved results obtained with a higher dynamic range Hamamatsu camera. 
For more information regarding CCD choice see section 5.3.3 and appendix B
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Figure 33: Schematic diagram of the new optical tomography scanner. The dosimeter sits 
on the rotation stage driven by the stepper motor and the tomography process is automated 
using the personal computer. Wire positions for depth-of-field experiment (section 4.2.5) 
are also indicated.
of a passive vibration isolation table (Performance series, Thorlabs, Ely, UK), although 
vibration isolation is not needed for spatial resolutions of the order 1mm. The apparatus 
has been simulated using Optalix 6.15 (Optenso Gmbh, Igling, Germany) and all lens plots 
were created using this package.
The main difference between the apparatus given in figure 33 and the one described 
before [8] (see figure 32) are the light source—previously a halogen or mercury lamp— 
and the introduction of L 2 instead of a diflFuser screen. This enables better light coupling 
between the light source and detector and allows focusing within the scanning tank rather 
than just focusing onto the diffuser screen. Stray light rejection is better because only rays 
falling within the numerical aperture (NA) of the focusing optics are imaged onto CCD 
chip. The following section discusses these characteristics in more detail.
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Figure 34: 3-D isometric projection of the apparatus with dimensions. Only the section of 
the scanning tank along the optical path is displayed.
4.2.2 Telecentric optics
In order to understand the significance of telecentricity for optical-CT, consider which rays 
coming from the object contribute to our image. We start at the CCD and from each point 
(pixel) trace back an appropriate solid cone of rays. Only those rays that find their way 
back to the object without being blocked by aperture stops and that pass through all the 
right lenses will be used to create the image—see figure 35.
The focusing optics of the apparatus depicted in figure 33 consist of L 2 and the CCD 
lens. Figure 35a shows how the focusing cones converge in the region between the focal 
plane and L 2  when the CCD lens is close to L 2 . As the CCD lens is moved further from To 
away the chief rays of focal cones become parallel (figure 35b), and then start to diverge (as
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Figure 35: Increasing the distance between L 2 and the CCD lens changes the orientation 
of chief rays in object space. When the lens is close to L 2  (a) chief rays converge. Placing 
the CCD at the focal point of the L 2 (b) causes chief rays to become parallel. Moving the 
CCD lens even further away makes the chief rays to start diverging (c). (d) shows a Double 
Gauss photographic lens.
measured from left to right) when L 2  is moved even further away (figure 35c). The CCD 
lens is a standard Double Gauss photographic lens [111]. The exact configuration of our 
lens is not available from the manufacturer, so an approximation is made using the optics 
simulation package^.
If we perform this tracing backwards for the telecentric arrangement we see that the 
rays that give us our projection in the optical-CT scanner all pass very nearly parallel 
to each other through the sample, which sits just prior to L 2 in the beam path. Hence, 
good telecentricity is an appropriate condition for reconstructing images using filtered back- 
projection.
^Optics design and simulation packages usually have a library of ready-made designs. Optalix happens 
to have Double Gauss standard lens design with 50mm focal length (see figure 35d) and this was used 
throughout the chapter.
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In the case of the two positive lens system of figure 16(b), the way to ensure that chief 
rays are parallel as they pass through the object is to place an aperture stop at the focal 
point of L 2 . This stop can be either the second lens itself or an additional stop (in our case 
it is the CCD lens diaphragm). "
This arrangement makes possible the examination of gels that attenuate light by scat­
tering, because rays that have been deviated from the parallel beam by a scattering event 
are rejected by the optics. This overcomes a major limitation of our previous design [8] 
for which scattered rays would illuminate the diffuser screen in an incorrect location. The 
degree to which the scattered light is rejected in the new apparatus is directly related to the 
acceptance angle, which can be varied straightforwardly by altering the diaphragm of the 
CCD lens (see figure 36). Note that decreasing the size of the diaphragm (i.e. increasing 
the f-number) will reduce the FOV, so a compromise is sought between big enough FOV 
and low enough NA. A further advantage of using the focusing optics is that the exacting 
requirements of producing a large area parallel beam are reduced. Rays not passing through 
the sample parallel to the optical axis are simply not imaged and, providing the system is 
appropriately calibrated with a hght-field image (i.e. one with no dosimeter or unirradiated 
dosimeter present) no problems are encountered.
Telecentric systems have become popular in machine vision applications because they 
substantially reduce the perspective error. A variety of inherently telecentric lenses as 
opposed“to our two lens combination are available on the market. They can be used 
provided the FOV is big enough while having adjustable NA.
4.2.3 Focusing optics
Focusing capability is an important aspect of the apparatus illustrated in figures 33 and 34 
and is identical to focusing in conventional photography. The focusing ring on the CCD 
lens is turned to change the position of the focal plane. An illuminated object lying on the 
focal plane will form the sharpest image on the CCD chip. The differences to bear in mind 
are that photography is mostly used in a medium (air) whose refractive index does not 
change along the optical path (underwater photography being one exception) and that in
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Figure 36: Increasing the aperture size from (a) to (c) increases the acceptance angle, (d) 
shows a Double Gauss photographic lens and the location of the aperture stop. One of our 
aims is to reduce the acceptance angle as much as possible.
optical-CT, it is not an illuminated object whose image is formed, but a projection through 
the focal plane. In the case of the apparatus described here, the optical path passes through 
a scanning tank filled with refractive index matching liquid, a container and a dosimeter. 
Therefore, the optical path accumulates the effects of refraction at the various interfaces 
[8 ] and of refractive index inhomogeneities within both the dosimeter and matching liquid 
(e.g. those caused by convection currents) [84].
We now consider the position of the focal plane. Whilst it is intuitive that this should 
be located in the middle of the dosimeter and perpendicular to the optical axis, it is not 
initially obvious that the position of the focal plane should be critical. Indeed, if the rays 
comprising the broad beam of light are truly parallel then why is focusing onto a plane 
in the sample necessary at all? In practice, even for a well collimated source (collimation 
angle .1°), the blur of rays falling onto diffuser screen [8 ] 15cm away from the centre of the
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Figure 37: An expected line profile through a projection of two circular attenuating fingers.
dosimeter is significant (~2mm). This partially explains the improvement in image quality, 
see section 4.5 below.
Equation (25) (see chapter 5 in [23]) gives the relation between the focus setting S on 
the CCD lens and the focal plane position with respect to L2 , dohj- The distance between 
L 2 and the CCD is dL2jCCDi while / i ,2 is the focal length of the lens L 2 (see figures 16b 
and 35a). The CCD lens and L 2 are approximated to a thin lens combination,
{d L 2 jC C D  — S ) f L 2
dobj — (25)
d L 2 .C C D  — / l 2  — S
This approximation serves oùr purpose for explaining the architecture and first order 
calculations. For more accurate results, detailed ray tracing can be done using an optical 
design package.
Turning the focusing ring on the CCD lens shifts the focal plane between L 2  and infinity 
in the direction towards the LED (see figures 16, 33 and 34). Evaluation of dobj for various 
CCD lens focusing distances is shown in the table 1,
The experiment consisted in saving CCD projections with S  set to the values in table 1 
and observing whether line profiles taken through those projections correspond well to an 
expected profile of two attenuating fingers (see figure 37 and section 4.2.6). The attenuation 
of two cylindrical fingers can easily be derived analytically, see chapter 3 of [97].
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Table 1: CCD lens focus setting and apparatus focusing distance
5(m) dohj{vci)
1 0.25
0.7 0.143
0.5 0
4.2.4 A ccep tance  angle
3-D dosimetry needs detailed knowledge of ray paths in order to ensure accurate metrology 
across the volume of the dosimeter. Having previously worked backwards from the CCD 
to discover the directions of the chief rays, we now consider which rays emanating from a 
particular position in the sample will arrive at the CCD. While the importance of correct 
positioning of the focal plane has already been mentioned, we need to discuss further the size 
of the acceptance angles (see figure 38a). If the acceptance angle is too big then there may 
be an overlap of focusing cones (see figure 38b). This would complicate the reconstruction 
and therefore needs to be taken into account (see section 4.4 below).
The first order calculation of the acceptance angle can be done by following figure 39. 
The diameter D  of the CCD lens aperture can be readily obtained from the f-number (see 
pl74 in [23]) setting on the CCD lens ( / / # ) ' and its focal length f c c D -  Unless otherwise 
stated, focal length of the zoom lens was set to 40mm and d,L2.ccD  is 500mm.
f c c DD = / / #
The acceptance angle a  is derived from simple geometry in figure 39:
a = 2  arctan
(26)
(27)
d L 2 J 0 C D  +  dohj
and the settings used in the experiment are given in table 2 .
In order to verify the size of the acceptance angle the following experiment was per­
formed. Clear gelatin was poured into a Teflon PEP container and surrounded by water 
inside the scanning tank. We therefore deliberately introduced a refractive index mismatch 
between gelatin and water whose refractive indices were known in advance. Projections were 
then taken for various stop sizes (i.e. f-numbers) of the CCD lens which was focusing onto
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Figure 38: The focusing optics determine the size of the acceptance angle, (a) For absorbing 
gels most of the light will follow the beam collimation because scattering is minimal, (b) 
Several cones are shown emerging from the focal plane. The dark grey cones correspond to 
the collimation angle (for absorbing gels), whilst the light grey cones relate to the acceptance 
angle. Focusing cones intersect sooner if the acceptance angle is big. So one needs to ensure 
that the light detected on each pixel follows cones that are separate within the dosimeter in 
order for optical attenuation registered by the pixel to be separate from that of the adjacent. 
Assuming imaging of the focal plane onto CCD chip is stigmatic, then we can divide the 
focal plane into pixel areas whereby each area is imaged onto one CCD pixel, (c) shows 
two pixel conjugates (pixel size exaggerated) on the focal plane. The cones emerging from 
the edges of two neighbouring pixel conjugates are shown to be separate before exiting the 
dosimeter, (d) shows many more narrow light cones focused onto the CCD.
the centre of the cylindrical Teflon FEP container. Figures 36a to 36(c) show the effect of 
stopping down the CCD lens. A smaller stof) diameter reduces the acceptance angle thereby 
reducing NA in object space. Although the smaller acceptance angle has better stray light, 
rejection, it increases the sensitivity to refractive index differentx^s in lateral directions (z 
and y in figure 34) [84]. As will be shown, this increased sensitivity sliows up as a wider
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Figure 39: This figure gives information regarding notation used in text. Refraction effects 
of L2 in(d) are not shown as a  is usually small. The rays enclosing a  are very close to the 
optical axis thus minimizing refraction.
Table 2: f-numbers and corresponding stop sizes with calculated acceptance angles used 
for the experiment and acceptance angle experiment results
/ / # D(m) Calculated accep­
tance angle a  (de­
grees)
Dark region 
FWHM(mm)
Measured exit an­
gle (°) at edge of 
dark region
3.5 11.4 0.65 15.27 0.62
4 1 0 0.57 17.18 0.52
5.6 7.14 0.41 20.36 0.42 -
8 5 0.29 ' 23.5 0.32
dark region in projections (see figure 44). Furthermore, as in microscopy, reducing NA will 
intensify diffraction effects (see p471 in [23]).
Figure 40 shows the path of a sample ray parallel to the optical axis with all angles 
greatly exaggerated. It hits the surface of the dosimeter at angle p to the normal and is 
refracted at angle j3 as prescribed by Snell’s law. Tracing the ray through the scanning tank 
the exit angle 6 can be derived from the apparatus geometry and the refractive indices of 
gel and water surrounding it. If the exit angle is less or equal than the acceptance angle 
then the ray is imaged onto the CCD chip. If the exit angle is greater than the acceptance
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Figure 40: A ray at x  distance from the edge of the dosimeter is traced from the left to 
the right. It first hits the container at angle p and re&acts at angle P to the normal. The 
ray then hits the container again at the angle P and refracts back at p to the new normal. 
Note that the line perpendicular to the circle at this point is different and so the exit angle 
with respect to optical axis is 5. Finally, the scanning tank window refracts the ray further. 
5exit is the exit angle sought as it is the last angle before the ray hits L2 . (The ray shown 
has exaggerated refraction so all angles can be clearly seen. In reality, the ray would not 
cross the optical axis as it does in the figure above.)
angle then the ray falls outside the NA of the focusing optics and is not imaged. Regions 
of the image for which this occurs appear dark (see figure 44).
Let the ray meeting the dosimeter at angle p be the one corresponding to the start of 
the dark edge close to the optical axis. Prom figure 40, 5exit is:
^exit — (28)
where riyj is the refractive index of water and it is assumed 5exit and 5 are small enough for 
5 = sin 5 to hold. 7  is related to 5, p and P:
7  =  /9 - ^  =  7r — p — ( t t -  2p) (29)
6 6
and hence:
<^ =  2p-2/3  (30)
From figure 40 the angle p can be related to the distance from the edge of the cylinder
by:
p =  arcsin - — -  (31)
a: ,
where x  is the width of the dark region and r  is the radius of the cylinder. Angle /? is 
obtained from a  by using Snells Law:
=  arcsin (32)
riwr
where Ug is the refractive index of gelatin (see figure 40 and 44a). Combining equations 
(28), (30), (31) and (32) the final equation for the exit angle 5exit is obtained:
^exit — nvj ( 2  arcsin ~— — ~  2 arcsin ^ (33)
\  X J
Therefore, by measuring x  from the CCD projections (see figure 44a) we can calculate
^exit‘ This is effectively the acceptance angle because it represents a ray that is imaged
while having maximum deflection. Note that the presence of dark region (see figure 44) 
implies that there are rays having greater deflection (removing the clear gelatin provides a 
clear lightfield without dark regions). Acceptance angles measured experimentally with the 
aid of equation (33) can be compared with the corresponding values obtained theoretically 
from equation (27). Other variables are known in advance (the radius r of the container is 
35mm, is 1.331 and Ug is 1.338 with red LED light source at central wavelength 633nm)
4.2.5 Depth of field
If a region of interest is further away from the focal plane then it will not be imaged as 
sharply. Therefore, the DGF needs to be greater than or equal to the dosimeter diameter. 
DOF for telecentric systems in object space can be calculated using the following equation 
[112]:
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where C  is the diameter of the circle of confusion and M  is transverse magnification of the 
focusing optics. Magnification M  can be obtained as follows:
(35)
CCD, sm%-2
where FOVy is the size of FOV in the y  direction (see figure 35a) and CCDy is the size of 
chip in the y direction (see figure 35d), a  is the acceptance angle and a' is the image space 
acceptance angle (see figure 39). The direction of FOVy and CCDy was chosen because 
the CCD chip is shorter in that direction, a  is taken from the third column of table 2. 
Transverse magnification is negative because the image is inverted.
The planar FOV is 1 0 0 mm x 100mm and this is imaged on 8 .8 mm x 6 .6 mm CCD chip. 
However, zooming can change the FOV down to 60mm x 60mm. Therefore the absolute 
value of magnification varies between 0.11 and 0.066. For simplicity, we choose 0.1 which 
is close to the worst case scenario.
The circle of confusion C  represents a tolerable blur affecting the image sharpness. In 
digital imaging it is often defined as the minimum distance that can be resolved on the CCD 
detector. The minimum C  can be deduced from the minimum FOV and CCD resolution. 
Here the minimum FOV is 60mm x 60mm while the CCD chip used has digital resolution 
768 X 576. Therefore, taking the limiting factor in the y direction, C  is 60mm/576 or 
approximately 0.1mm. To verify C  (and DOF), a wire was placed inside the scanning 
tank on two furthermost points from the focal plane and the two projections are saved 
(see figure 33). The full width at half maximum (FWHM) was measured from the line 
profile across the projections. The difference in FWHM tells us about the observed change 
in thickness across DOF. Observing the slope of the wire-to-air line profile indicates the 
change in sharpness. The wire was 0.70mm thick. The CCD lens was focused onto the 
position of the centre of the dosimeter (which was not present inside the scanning tank).
4.2.6 Finger phantom
Finger phantoms were prepared using similar methods to those described in [5]. A clear 
cylindrical gelatin gel was cast with two empty test tubes embedded in it. These were 
then filled with hot water for 2 0 s to melt and lubricate the gel immediately in contact
6 8
prior to their careful removal. This left two finger-like depressions that were filled with 
the remainder of the gelatin batch which had been modified by the addition of either food 
colouring (absorbing) or milk (scattering). This additional gel was cooled to be just warm 
enough to maintain a liquid phase and create a seamless join, but not hot enough to re-melt 
the gel surrounding the depression. The container was made of Teflon FEP which has a 
refractive index 1.341. The matching liquid was 5% sucrose water solution.
Prior to scanning, projections were taken of similar containers filled with gelatin, but 
without any fingers. These projections were smoothed via a moving average filter of width 
15 pixels to provide an unattenuated dataset with which to compare the data scan (similar 
to the correction scan in [8 ]). 1 0 0 0  projections were taken over 180° in scans lasting 1 hour 
10 minutes. Projections were processed by standard filtered back projection algorithm using 
Shepp-Logan filter [113] and linear interpolation.
4-3 R esu lts
4.3.1 Focusing
Figure 41 shows three projection images taken with the focus settings from table 1 . The 
profile that corresponds most to figure 37 is the one with CCD lens focusing distance set to 
0.7m which corresponds to a focal plane 0.143m from L 2 , i.e. inside the scanning tank (see 
table 2  and figure 41b). This broadly equates to the centre of the dosimeter. The other 
two images exhibit projection artefacts at the boundaries between the fingers and the main 
gelatin cylinder, as well as at the edge of the cylinder. This is because, when the focal plane 
is moved away from the centre of the dosimeter, the system becomes sensitive to variations 
of refractive index perpendicular to the optical axis. Moreover, operating a scanner such as 
ours in out of focus mode forms the basis of focused shadowgraphy whose aim is precisely 
to image refractive index inhomogeneities, see chapter 6  in [84].
By placing focal plane further away from the centre of the dosimeter and closer to Li, 
the focusing cones expand before reaching the dosimeter (see figure 42a). Furthermore, 
there is a significant overlap of cones as they pass the dosimeter. This overlap disappears 
when the focal plane is placed within the dosimeter (see figure 42b and the enlarged view
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Figure 41: A series of projections of a phantom containing two fingers with different ab­
sorption coefficients. Clianging the position of the focal plane changes the quality of the 
projection. Projection (b) and its line profile (e) correspond best to expected profile (see 
figure 37). The focal plane position is illustrated next to the line profiles.
in figure 42d). Similarly, focusing away towards L2 , the cones carrying optical attenuation 
will have expanded and overlapped in the region of the dosimeter, although on the opposite 
side of the focal plane (see figure 42c).
Another important observation is the reversal of illumination along the container edge 
and the border between finger and clear gelatin in figures 41b and 41d. While in figure 41b 
the bright border is outside the finger and container, in figure 41d it is inside the finger and 
container. This can be explained by observing the position of ray 1 and ray 2 in figures 43a 
and 43b. Moving the focal plane from one side of the dosimeter (close to L\) to the other 
side (where it close to L2 ), ray 1 and ray 2 swap positions. This swap) explains the swap in 
brightness as the focal plane is moved. Curiously, this reminds of the swa[) in l)rightness as 
the refractive index difference betw(xm the container and the gelatin changes from bright 
inside to bright outside [8 ]. In fact, one can tune tlie position the focal plane so it is within
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Figure 42: A focal plane outside the dosimeter ((a) and (c)) causes significant overlap of 
cones in the region of the dosimeter. Least amount of overlap can be seen when the focal 
plane is inside the dosimeter as depicted in (b) (and in enlarged view in (d)).
the dosimeter while at the same time canceling some of the refractive index mismatch.
Note that in figure 41, the change in focusing distance results in slight change in mag­
nification as well. This is due to the focal length of the zoom lens changing slightly with 
focusing and thus leading to non-ideal telecentricity during the experiment i)erformed. The 
next chapter will characterize telecentricity of the apparatus in more detail.
4.3.2 A ccep tance  angle ca lcu la tion  - ex p erim en t
Figure 44 shows four projections of the gelatin phantom surrounded by water. The projec­
tions were taken with different f-number settings. Table 2 shows a comparison of calculated
71
dosim eter
4
dosim eter
focal
plane
ray 1
ray 2
ay
fay  2
focal ray 2
(a) (b )
Figure 43: As the focal plane switches from one side of the dosimeter (a) to the other (b) 
the rays passing through the edge of the dosimeter swap sides as well. This causes reversal 
in illumination in figure 41.
(see equation (27)) acceptance angles and those experimentally derived based on the based 
on the measured width of the dark region in figures 44a-d. Profiles 44e-h correspond to 
solid horizontal lines in 44a-d. In each case, the left hand (inner) edge of the dark region 
was taken at the midpoint of the down slope whilst the right-hand (outer) edge was the 
midpoint of the much steeper upslope that forms part of the associated bright band outside 
the sample (not shown in figure 44a-d to aid diagram clarity).
The measured acceptance angle is within 10% of the value obtained from simple cal­
culations and ranges from 0.32° to 0.62° at the settings used here. Note that measuring 
the width has a high error margin of about 15% because of distortion at high f-numbers. 
Therefore this technique would need improvements to be used as an accurate refractive 
index measurement technique. Furthermore, slightly different widths between left edge and 
right edge were observed due to alignment of the optics. Lastly, the refractive index of 
the container is approximated to be the same as the gel inside (1.338), whereas this is not 
exactly the case. Nevertheless, for the purpose of making an approximate measurement of 
the acceptance angle, this technique is satisfactory.
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Figure 44: The exit angle {ô^xit defined in the main text) can be derived by measuring 
the dark region width x. A projection is shown along with corresponding line profile to the 
right, (a) and (e) correspond to f-number setting 3.5, (b) and (f) correspond to f-number 
setting 4, (c) and (g) correspond to f-number setting 5.6 and (d) and (h) correspond to 
f-number setting 8 .
4.3.3 D e p th  of field resu lts
We obtained line profiles (see figure 45) of a thin wire in two positions: (i) close to and 
50mm away from the focal plane; (ii) 50mm from the focal plane in the opposite direction 
(i.e. close to Li), see the indicated wire positions in figure 33. In case (i) the full width half 
maximum (FWHM) of the trough in the profile was 7 pixels, whilst in case (ii), the FWHM 
was 6  pixels. This difference, at the limits of detection, corresponds to 0.1mm. Therefore, 
the circle of confusion C  is less than or equal to 0.1mm within the DOF  of lOOnmi. For 
C = 0 .1 mm the calculated DOF  from equation (34) is 200mm; this DOF is big enough to 
enclose the dosimeter.
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Figure 45: (a) shows FWHM of wire close to L2 , while (b) shows FWHM of wire close to 
L i.
4.3.4 Finger phantom results
Figure 46 shows a sample projection of a finger phantom with food colouring added. The 
projection has a matrix size of 760 x 240 pixels. The line profile across it was binned 
to 1 mm. Similarly, figure 41b shows a scattering finger phantom. The projection of the 
scattering phantom has matrix size of 600 x 275 pixels, with the line profile (figure 41e) 
binned to 1 mm. The projections displayed in figure 41 were extracted from original CCD 
image with matrix size 768 x 576. Different resolutions between figures 41 and 46 are due 
to different magnification of the zoom lens used (focal length was 50mm for figure 41 and 
60mm for figure 46).
Sample reconstructed images of the absorbing finger phantom are shown in figure 47 
and of the scattering finger phantom in figure 48. In each case, both a high and low 
resolution version of the image are displayed. The low resolution was obtained by binning 
data differently during the reconstruction process. Figure 47a has a FOV 65mm x 65mm
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Figure 46: Food colouring phantom (a) projection and (b) line profile (data binned to 
1 mm).
with in-plane resolution 0.083mm x O.OSSnmi and slice thickness 0.083mm. Figure 48a has 
FOV 90mm x 90 mm, in-plane resolution 0.26mm x 0.26mm and slice thickness 0.13mm.
Both hgures 47a and 48(a) have an outer light ring. Only data within this circle can be 
reconstructed by filtered back projection and CT images are often shown in circular format, 
as corner regions contain no valid data. The ring in figure 47a represents the edge of the FOV 
while the inner ring in figure 48a represents a Teflon FEP wall of dosimeter and the outer 
ring the edge of the FOV. Further defects are a slight central ring artefact in figure 47a and 
a non-troublesome vertical streak artefact outside the phantom in figure 48a. The edges 
of fingers in figures 47a and 47c are blurred possibly due to mixing at the Ijoundary of 
coloured gelatin and clear gelatin during preparation. This is a known disadvantage of this 
type of phantom, but is outweighed by simplicity of the concei)t, making experiments easily 
reproducible by other workers in the field.
SNR, of reconstructions is illustrated in the profiles 47(b),(d) and 48(b),(d). Binning the
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Figure 47: Food coloured phantom reconstruction with 2x2 binning (a) and with 8 x 8  
binning (c) and the corresponding line profiles (b) and (d).
data down to a lower though still respectable resolution of 1 x 1 x Imm^ in figure 47c 
and 0.8 x 0.8 x 0.8mm^ in figure 48c improves SNR from 10:1 in 47b to 40:1 in figure 47d 
and from 10:1 in 47b to 30:1 in 47d. Improvements in figures 47 and 48 are not in line with 
what is expected with simple signal averaging of 4x4 pixels to 1x1 over 12 slices for figure 
48c and 3x3 pixels to 1 x 1 over 3 slices for figure 48c. The main reason for this are optical 
inhomogeneities genuinely present within the samples. Note that reconstructions are not 
calibrated to optical density and that the SNR. was calculated as the ratio of the mean of 
the more attenuating finger and the standard deviation within that, finger.
The line profile across a projection of an empty scanning tank has standard deviation 
of less than 1%. However, a limiting factor in obtaining clearer images is tlie optical 
inhomogeneity of the matching liquid and gelatin phantom. Unwanted changes in refractive
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Figure 48: Milk phantom reconstructions with no binning (a) and with 6 x 6  binning (c) 
and the corresponding line profiles (b) and (d).
index give rise to characteristic light and dark regions (schliere). Scans were taken 1 day 
after placing the finger phantom inside the scanning tank to allow ample time for matching 
liquid to settle, although this is not essential. Further work is needed to minimise optical 
inhomogeneities of both the dosimeters and the matching liquid. Ideally, the noise on images 
which include dosimeter should approach the optimal noise values limited Duly by CCD chip 
construction and its associated electronics.
4-4 D iscussion
The sizes of acceptance angles have been measured and it has been estai dished via simulation 
that, for our imaging configuration, chief rays are parallel thus forming a. tcdecentric system. 
The effects of these results on the line integral of optical density are discussed further 
below. First, a qualitative description of the problem is given. Then we discuss the issues
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of approximating the line integral with a focusing cone. Lastly, use of the apparatus for 
studying optical clarity (i.e. refractive index homogeneity) of dosimeters is suggested.
4.4.1 Line integral conditions
As will be appreciated from the foregoing description, the ray paths contributing to the 
image (the focusing cone) are only an approximation to the ideal path for parallel-beam 
tomography: the smaller the acceptance angle, the better the approximation. Thus the 
validity of using Beer’s law in the straightforward form given in equation (36) below as the 
basis for our reconstruction needs to be questioned. Work is ongoing to study the overlap of 
the focusing cones in more detail and to derive of analytical expressions for image blurring 
caused by finite acceptance angle (particularly in the scattering gel case).
Ideally, each pixel in an image has an intensity given by:
(36)
where I is the distance along P x y , the light path from the source to the CCD pixel. I q 
and /  are light intensities prior to entering the dosimeter and after leaving the dosimeter 
respectively, fig is the scattering coefficient while fia is the absorption coefficient both of 
which vary with position. The images saved are processed by filtered back projection (FBP) 
generating a set of two-dimensional slices. Stacking the two dimensional slices creates a 
three-dimensional reconstruction. FBP is a standard tomography reconstruction algorithm 
[114]. For FBP to work each pixel (or group of pixels if binning is used) on the CCD image 
projection needs to be an integral of optical attenuation along a known straight line, P x y  
and this line needs to be separate from other lines. In other words, information contained 
within one line should not intersect with other lines or contribute to other pixels in a 
projection. Furthermore, as we have adopted parallel beam geometry, the lines should be 
parallel to each other as discussed in section 4.2.2.
The size of the light cones is crucial in understanding why tomography works for the 
apparatus described here. The size of the light cone that passes through the system depends 
on beam collimation, acceptance angle of the focusing cone and whether the gel is absorbing 
or scattering. The finite size of the light source means the collimation is not perfect. For
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absorbing gels, each point between L \  and L2 can be thought of as a point source emitting 
light into an angle defined by the light collimation. The focusing optics (L2  and CCD lens) 
on the other hand define the acceptance cone, i.e. the acceptance angle (see figure 38a). All 
light within this cone is focused into a corresponding area on the CCD chip. For example, 
stopping down the CCD lens reduces the acceptance angle of the focal cone (see figure 36). 
To summarise, the focusing optics define an angle that collects light and collimation defines 
an angle into which the light will pass (for absorbing gels).
Figure 38b shows several cones emerging from the focal plane. Larger cones defined by 
focusing optics intersect sooner. If we focus onto the centre of the dosimeter then the focal 
plane and the CCD chip are conjugate objects. Therefore, we can divide the focal plane 
into corresponding images of CCD pixels. Two such pixels are shown greatly enlarged in 
figure 38c with two cones emerging from the edges. For each pixel to have independent 
information about the dosimeter optical attenuation, these two cones should not intersect 
within the dosimeter. This requirement is tested further below. If they intersect outside 
the dosimeter volume then this it is not a problem providing the optical attenuation of 
the matching medium is constant (and ideally minimal so this attenuation does not reduce 
the dynamic range). Figure 38d illustrates many cones emerging from the focal plane and 
focused by L 2  onto the CCD chip. Note that we have ignored the effect of out of focus 
cones that are within the DOF. A detailed study that derives DOF from defocus MTF is 
needed [115] [116] [117], see chapter 8  for suggestions for future work:
4.4.2 Effect of overlapping focusing cones
The collimation accuracy depends on the size of the light source pinhole. This angle is 
defined by the pinhole aperture diameter Dpinhole-, and the distance of the pinhole from Li, 
/ l i :
e =  2 a r c t a n : ^ ÿ ^  (37)
This is a small angle considering that Jli is 440mm and Dpinhole is 1 mm. For the apparatus 
described here the cone of light caused by imperfect collimation is 0.13°.
The line integral for absorbing gels is therefore limited by collimation imperfection first
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and by the acceptance angle only if this is lower than the collimation angle. Absorbing gels 
will image better because most of the illumination will pass in forward direction as given 
by the cos^ law (see pl93 in [118]). For scattering gels, the acceptance angle needs to be 
taken into account instead of collimation accuracy. The apparatus was used with f-number 
set to 3.5 so the acceptance angle is 0.62° (see table 2).
In order to investigate whether line integrals contain independent information about 
optical attenuation we can calculate the distance where the collimation cones will intersect 
after emerging from the edges of conjugate CCD pixels on the focal plane (see figure 38c). 
For CCDs with gaps between pixels adjacent pixels {dpix), the following simple argument 
applies. If M is the magnification, then the distance between images of pixels on the focal 
plane is Equations (38) and (39) give the distances Hov.abs (for absorbing gels) and 
Hovjscat (for scattering gels) from the focal plane where the cones start overlapping:
For our Pulnix CCD, dpix was 1 /rm and M was approximately 0.1 in the configuration 
used. This results in Hovjabs =  17.6mm, which is within the dosimeter. For scattering 
gels Hov^cat = 3.66mm which is even smaller. Therefore there is more overlap between 
neighbouring cones with scattering gels. Binning data will reduce the effect of overlap, 
but it will not resolve the problem. Some CCD chips will have no inter-pixel gap thus 
exacerbating the problem, especially for scattering gels.
Several possible solutions exist. The first one is to place a pinhole smaller than the 
aperture of the CCD lens at the focal point of L 2  while keeping the CCD lens further 
behind (as suggested previously in similar context in [105]). This will reduce the NA thus 
increasing the DOF. However, there is a limit in how far we can go, because reducing 
NA increases the diffraction blur. For example, for NA=0.011 (which is what we have for 
a = 0.65°) the calculated Airy ring diameter is 77fim (Hecht 2002, p469). The second 
solution is to take images from several positions of focal planes across the dosimeter and
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convolve them into a line integral image (see for example [119]). Another solution may be 
omit periodically a CCD row and column thus minimizing the overlap.
The effects of overlapping cones are not observed on reconstructions of the scattering 
finger phantom in figure 41. The main reason for this may lie in the fact that the optical 
path needs to be clearer in order to detect these effects. Furthermore, cones outside the 
focal plane but within the DOF are likely to reduce the overlap effect. These issues should 
be further investigated in future studies, see chapter 8 .
We have spent much time discussing the need for small collimation angle to reduce line 
integral overlap . However, smaller collimation means higher sensitivity to refractive index 
inhomogeneities. This is obvious in figure 44, where higher f-number (and thus smaller 
collimations angle) increases the width of the dark region. The dark region represents 
the refractive index mismatch between the dosimeter and the surrounding matching liquid. 
Therefore a compromise needs to be sought between small acceptance angle of cones and 
low sensitivity to refractive index inhomogeneities.
4.4.3 Optical clarity
The apparatus can be used as quality control during 3-D dosimeter manufacture. By plac­
ing the focal plane further away from the centre of the dosimeter, refractive index inhomo­
geneities in lateral directions may be imaged and their potential impact on the optical-CT 
measurement assessed. Rotating the dosimeter enables the study of refractive index inho­
mogeneities within the dosimeter.
4 .5  Conclusions
We have described above a novel system of focusing optics for a parallel beam optical- 
CT scanner for gel dosimetry. The current scanner is capable of producing high quality 
true 3-D data with excellent spatial resolution (0.3 x 0.3 x 0.3 mm^) with an acquisition 
time of 70 minutes. The focusing optics have been simulated and their mode of operation 
explained. The performance of the system is demonstrated with images of both absorbing 
and scattering gels.
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Figure 49: Comparison of the quality of optical CT image available using (a) the current 
Surrey CCD-based optical CT scanner, using the focusing optics described in this chapter 
and in [9], with (b) the previous generation system [8 ]. Image (b) is reprinted from [18]. 
Note that the image in (a) is averaged over a slice thickness of approximately 2.4 mm, 
whereas the slice thickness in (b) was wider than this, and also that the dose in (a) was 
approximately 10 Gy, whilst in (b) it was more than 30 Gy. These images were presented 
in [19] as well.
The new design increases dramatically the light reaching the CCD chip and allows us 
to image scattering gels successfully, something which was not possible with our previous 
apjDaratus [8 ]. The improvement of quality in reconstruction is demonstrated in figure 49' .^
Figure 49a used a high performance CCD detector. The importance of choosing the riglit CCD is 
discussed in det ail in the following chapt.er.
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O P T I C A L - C T  A P P A R A T U S  F O R  3 D  R A D I A T I O N
D O S I M E T R Y
5 .1 In troduction
This chapter deals with 3-D measurements of optical density (OD). Although the main 
focus is on radiation therapy dosimetry, the results are applicable to related fields of such 
as optical projection tomography (OPT) [10] [120].
Our aim is to establish a clear metrological basis for camera-based optical CT. This 
work resembles characterization done for film digitizers [1 2 1 ] [1 2 2 ]. The main difference is 
that film digitizers are concerned with measuring optical density (OD) in one projection 
only, over a small depth-of-field (DOF) defined by the film thickness, while we measure 
the absorbance of thick samples over many projection angles. Our work also draws on 
methods employed in laser-based optical CT [5] [7] [21] and MRI [67]. Definitions of optical 
absorbance and optical density can be found in chapter 2 .
We first discuss in detail the measurement of optical absorbance. In the following sec­
tions we characterize the modulation transfer function (MTF) of projection images, the 
signal-to-noise ratio (SNR) of projections and reconstructions of uniform phantoms and the 
DOF, telecentricity and distortion of the imaging system. Finally, a sample scan and recon­
struction of PRESAGE™  dosimeter is presented. Throughout the chapter, it is the quality 
of absorbance and OD measurements, father than the dose itself that we are concerned 
with. This chapter is based on results presented in [123] [124].
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5.2  A  b sortan ce m easurem ent
Absorbance and OD have been defined in chapter 2 without reference to the two dimensional 
nature of measurement of pixelated detectors, such as CCDs. Therefore, further definitions 
that describe the measurement in practice are needed. The following matrices are defined 
P {x,y), L{x,y), D {x,y) and A{x,y)\ P {x ,y)  is the projection image, a 2-D matrix of pixel 
values (grey levels) produced when the projection image is focused onto the CCD chip, see 
chapter 4 and [123] [124]. For optical CT, tliis plays the role of the quantity I  in equation 
(13). L{x,y), the light field, is the focused projection of the empty scanning tank filled 
with refractive index matching liquid. Alternatively, one might choose to define L{x, y) as 
a projection of the scanning tank with the unirradiated dosimeter. Throughout the text we 
use the former method to generate the light field. This corresponds to Iq in equation (13).
It is assumed that the light field does not change during the scan [7]. This was verified 
by taking a light field image before and after the scan. The standard deviation (SD) of the 
difference image is less than 0 .2 % of the maximum value of the pixel which is an improvement 
on our previous results [8 ]. Furthermore, the focus settings should stay the same for the 
light field and projection image measurements.
Each CCD image may be broken into three components:
CCDSm age = signal +  thermal jnoise +  darkJmage  (40)
where signal is what we want to measure and the thermal noise and darkJm age  terms are 
unwanted. Thermal noise, due to electrons on CCD chip being freed by thermal vibration, 
has an effect on all measurements, but it cannot be compensated for, because of the rapid 
and random nature of the fluctuation. However, by cooling the CCD chip (or averaging 
multiple images) this noise can be reduced. The dark image D{x, y) is often referred to as 
the bias image or bias frame and may be thought of as constant offset to all measurements. 
CCD chip manufacture requires that each pixel is biased, which means that current is 
injected to each pixel even when there is no light falling onto the chip. We obtained a 
low-noise dark image by averaging 10 frames taken with the CCD lens cap on and the same 
exposure time as the projection image. The dark image is time-invariant and can thus be
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compensated for.
Finally, A {x,y) is the 2-D distribution of optical absorbances in the sample, correspond­
ing to integrals of the form shown in (2 ) along the set of ray paths which end on the pixels 
of the CCD. In parallel-beam optical CT [9], these paths form a grid perpendicular to 
(æ,î/), whereas in cone-beam CT [8 ], the ray paths form a cone passing through the system 
aperture.
For optical projections, the analogue of (13) is:
5 .3  M ateria ls and m ethods
5.3.1 Apparatus and components
A schematic of the apparatus is shown in figure 50a. The only difference from the description 
in chapter 4 and [9] is the low-noise, 16-bit, air-cooled charge-coupled device (CCD) cam­
era (Orca 1024 BTII, Hamamatsu Photonics, Japan, part C4742-98-26KÀG), henceforth 
referred to as ‘the CCD’, and the new zoom lens (Tamron 28mm-200mm, F3.8-8, Tamron, 
Saitama city, Japan) which has a larger zoom range, allowing better use of the CCD chip 
area. The old CCD lens (Tamron, 35mm to 70mm, F3.8-8, standard photographic zoom 
lens) was used for the DOF measurement. It is referred to as CCD lens 1, while the new 
CCD lens is referred to as CCD lens 2. As we will show, the low noise camera is essential 
for the results we have achieved.
In order to characterize the apparatus, the following test targets were used. The high 
quality test target (HQTT) (Edmund Optics, Barrington, NJ, US, part NT54-803) has a 
dual role: it was used to derive MTF from the sinusoidal test pattern and measure the 
quantitative accuracy of absorbance projections using the absorbance steps, see figure 50b. 
DOF and telecentricity were both tested with the target shown in figure 50c (DOF test 
target 5-15, Edmund Optics, Barrington, NJ, US, part NT54-440). Finally, distortion tests 
were performed using the distortion test target (Edmund Optics, Barrington, NJ, US, part 
K57-983) shown in figure 50d.
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Figure 50: (a) schematic of the optical tomography apparatus used; (b) projection of the 
high quality test target, with annotation indicating analysis method; (c) photograph of 
DOF and telecentricity target; (d) image of the distortion target. These test targets were 
used to characterize the optics performance of the apparatus.
5.3.2 O ptical sim ulation
Simulation of the projection MTF and projection point spread function (PSF) was per­
formed in Optalix 6.33 (Optenso Gmbh, Igling, Germany) for three positions: (i) in focus 
and on the optical axis, (ii) in focus and 30mm from the optical axis, and (iii) in focus and 
60mm from the optical axis. Simulation was performed by entering all optical surfaces of 
the focusing optics {L2 and CCD lens) into Optalix and running the MTF utility. This 
function is standard in most optical design software packa,ges and gives the ])otential ])re- 
sampled MTF and PSF of the optical system. Therefore, simulation provides information 
on the ultimate spatial resolution. This can be contrasted with MTF derived experimentally 
from the HQTT.
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5.3.3 Camera calibration and requirements for accurate and precise absorbance 
measurements
5.3.3.1 Experimental measurements of optical density
The first experiment consisted in testing the linearity of the CGD. Images were aquired 
of the HQTT with exposure time linearly increasing from 20ms to 420ms, with a step of 
20ms. The second experiment consisted in measuring the absorbance of the absorbance 
steps on the HQTT. The absorbance range on the HQTT goes from 0.125 to 1.425. To 
obtain higher absorbance values, a neutral density filter (NDF) of absorbance 1.0 and a 
2.0 NDF were placed separately in front of the LED. These values of absorbance were 
thus added to the ones on the HQTT to give combined values of up to 3.425. These higher 
absorbances were measured using the method described in section 5.3.3.2 which extends the 
absorbance dynamic range by using several different light fields. The results were plotted 
against the absolute absorbance supplied by the manufacturer of HQTT and measured using 
a microdensitometer. The manufacturer quotes the absorbance values for the square steps 
in the target to four significant figures.
5.3.3.2 Extending the maximum detected optical absorbance
One of the main properties of laser-based and CCD-based optical CT scanners is the max­
imum detectable absorbance in reconstructions. It has been shown in many instances that 
where the absorbance in projections is too high, reconstruction artefacts are generated [2 1 ]. 
To avoid this, one may need a method to extend the measureable absorbance dynamic 
range. The following procedure may be adopted: A neutral density filter of value 1.0 or 2.0 
is inserted into the beam path during collection of the light field data, while at the same time 
the CCD exposure time is increased (or light intensity coming from the LED is increased). 
The data scan is then performed without the NDF present, but with the higher illumination. 
This allows for a light field that does not saturate the CCD while enabling measurement 
with more illumination. More incident light means that optically denser objects transmit 
more light and thus produce a detectable signal. Less optically dense regions saturate the 
detector during the data scan, but are automatically eliminated from calculations, because
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they are registered as regions of ’’negative absorbance” (provided saturation does not cause 
spilling of charge into neighbouring regions). The same equation (41) in chapter 2 is used 
to calculate the absorbance, the only difference being that the extra absorbance of the filter 
needs to be added.
To test this procedure, we measured the absorbance of the HQTT shown in figure 
50b with a constant light field and with light fields acquired in the presence of NDF’s of 
absorbance with 1.0 and 2.0. The dynamic range of absorbance measured was from 0.125 
to 3.425.
In practice, this means three projections are required for each rotational step during the 
tomography scan. Prior to the scan, three light fields need to be taken as well. The main 
disadvantage of the scheme is thus that it increases the scan time and complexity as three 
reconstructions need to be merged to provide a high dynamic range reconstruction. This 
technique may be applied to lower quality CCDs to improve their absorbance dynamic range 
and other techniques designed to achieve similar ends are already employed in commercial 
CCD’s in an attem pt to replicate the high intrinsic dynamic range of the Hamamatsu Orca 
chip that we use.
5.3.3.3 Theoretical treatment of absorbance dynamic range and absorbance resolution
To establish the absorbance dynamic range we need to start from the dynamic range of 
the CCD. This is defined as the ratio of the pixel full well capacity (FWC), F W C , and 
the readout noise, Nread- Both quantities are measured in units of electrons. F W C  is the 
amount of charge a pixel can hold before saturating.
D R  essentially establishes how many levels can be read by the CCD and may also be 
expressed in terms of the ratio of Anaz, the maximum pixel value, and Imin, the minimum 
usable pixel value (set by the readout noise). CCDs are manufactured so that the dynamic 
range of the analogue-to-digital converter (ADC) is greater than DR. Thus, the limitation 
is always the fundamental physics of the detector, rather than the readout electronics. Note 
that we take into account only the readout noise, Nread- As we will see in section 5.3.3.5,
this is not the only noise component: shot noise is also important, but is a property of light 
detection and not of the CCD. Readout noise is the main effect determining how many hght 
intensity levels can be distinguished.
The absorbance dynarnic range D R a is derived directly from DR. The minimum ab­
sorbance relevant to the measurement of a dosimeter is zero and the maximum absorbance 
measureable by the system is:
Amax = logio 7 ^  (43)
J-min
Hence
D R a =  logio D R  (44)
Let us assume that we are performing an experiment that involves measurements of 
both low and high optical densities, as is often the case in optical CT. We normally set 
the camera exposure time such that regions of the projection image corresponding to an 
absorption of zero will give pixel values close to the CCD maximum, i.e., I q «  Imax- Higher 
values of absorption correspond to the lower pixel values.
As the pixel values in P{x, y) decrease ever closer to the dark image D(æ, %/), the jumps 
in A  become higher. There is a non-uniform resolution in A  across the absorbance dynamic 
range, i.e., A A =  AA(A), and this means that towards higher values of absorbance the 
resolution may become unacceptably low. See section 5.4.2. 2  for examples of AA{A) of 
variety of CCD dynamic ranges. Although this may seem a fine point, it is an important 
one. If we require that each decrease of a single digital level in pixelwalue leads to a change
in A  less than some pre-determined value AA^esiredi then this limits our effective D R a ^
Consider the difference in signal for two different absorption values (one of which is at 
Amax) separated by AAdesired-
A I —I{Axjiax ^-^desired) I{-^niax)
_  I fn a x ________ I m a x
'\^ Q-Amax~^ -^ desired
_  D R D R
— J^ min
(45)
"^ QAmax ^^desired \QNnax
If A I  < Imin then the difference is not resolvable above the readout noise, i.e. it is not 
possible to achieve the desired resolution in optical absorption. Equation (45) may be used
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to determine the CCD dynamic range and ADC digitisation requirements for resolving a 
given step in absorbance and hence (via the dosimeter calibration curve) a given step in 
dose delivered to the dosimeter. The equation was used to analyse the effect of absorbance 
resolution on CCDs of different dynamic ranges and digitizations ( 8  bit, 1 0  bit, 1 2  bit, 
1 0 0 0 0 : 1  and 16 bit). 1 0 0 0 0 : 1  dynamic range was chosen as it represents the behaviour of 
Hamamatsu CCD even though it is a 16-bit CCD. As an initial guideline, a good absorbance 
resolution was taken to be 0 .0 1 , because even for low dynamic range of 0  to 1  absorbance, 
it gives resolution of 1 % of dynamic range.
The noise in absorbance measurements is affected by both the noise in the light field mea­
surement and noise in each projection. Detectors of electromagnetic radiation photons are 
in general limited by the shot noise (or photon noise). This effectively says that the pro­
jection SNR cannot go above the square root of the number of photons falling onto the 
detector. For CCDs this can be translated as in the absence of averaging projection frames. 
With ideal quantum efficiency, Qe = 1, one photon falling onto a pixel on the CCD pixel 
will generate one electron. The signal in electrons is equivalent to photon flux falling on the 
pixel, $ , multiplied by the quantum efficiency, Qe, and the exposure (or integration) time, 
t. The noise generated in each pixel is:
a
where a shot = and the thermal and read noise values are characterised by RMS
values O'thermal ~  ^  ^ th erm al^  and Oj-ead — \J  ^ readP  N therm al and N^ead  measured
units of electrons per square root exposure time.
The projection SNR is thus:
SN R j,„ j =  (47)
V  4>Qet +  N^hermai^ +  Kead^
Note that by taking several images, Nav, or binning a single projection, Nun-, (or both) 
the SNRproj can be improved. In our case averaging is not practical, because the Hama­
matsu CCD has a relatively slow readout. Other CCDs may be much quicker, allowing
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significant signal averaging to occur. We usually apply 4 x 4  binning during acquisition, 
while further 4 x 4  binning was required to obtain 1 mm pixel size on HQTT projection (16 
X  16 in total which reduces the CCD maximum resolution from 1024 x 1024 to 64 x 64).
We may rewrite this formula in terms of the pixel value I , rather than the flux and 
exposure time. This leads to the following relation for the pixel standard deviation:
/j-N V I T  I th c r m a l  T  I r e a d  / a q \
where I th e r m a i  and I r e a d  are the contributions to the pixel value due to thermal and the 
readout noise respectively. The ultimate performance for a cooled CCD is the shot-limited 
case where a{I) =
In order to determine the final precision of our reconstructed data, we first need to 
convert SNRproj given in equation (47) to SNR in terms of absorbance This can be done 
by standard error propagation theory. The error in the ratio r  =  ^  is:
and, taking logs, we obtain the error in the calculated absorbance.
o-A = (logio e) y  =  2.3y (50)
The maximum theoretical SNR for each step is calculated from equations (50) and (51) 
below, assuming that SNRproj is only limited by shot noise. The SNR of our absorbance 
measurements, S N R a -, can thus be calculated from equations (50) and (41) (in chapter 2 ). 
The measurement using the HQTT, the light field and the dark (bias) field provide the 
input to equation (41). Once the absorbances of all the pixels in each square absorbance- 
step region (254 x 254 pixels, each pixel is 1 mm x 1 mm) of the HQTT have been calculated, 
the mean absorbance of a step, Amean, and its standard deviation a a , can be obtained. The 
maximum theoretical SNR for each step is calculated from equations (50) and (51) below, 
assuming that SNRproj is only limited by shot noise.
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Strictly speaking, the probability distribution of the error in A is no longer normal, 
but for the values of s typically encountered, this effect is not significant. Furthermore, 
in translating this result to the imaging situation, we assume that the bias image may be 
measured arbitrarily precisely by signal averaging.
Although equations (48)-(50) can be applied to photodiode detector used in laser based 
optical-CT, it is clear that the large area photodiodes used [5] [7] [21] [77] acquire many
more photons per ‘pixel’ than the CCD chip (and do not need coofing). Therefore the
potential SNR for laser based optical-CT is certainly higher. However, as we will show 
further below, both architectures face the same limiting factor in achieving best possible 
optical clarity (i.e. scatter and noise generated by unwanted objects on the optical path).
5.3.3.5 Experimental M TF
The HQTT was used for absorbance and MTF measurement, and a transmission image 
of the target is shown in figure 50b. All measurements were made in air (as opposed 
to the matching liquid). The line profile across the sinusoidal pattern of a transmission 
image provides the output modulation, Moutj while the manufacturer provided the input 
modulation, Min, measured independently using a microdensitometer. MTF is evaluated 
using the following equation:
_ /  r \ Tmax {sp-f.) ~Tmin (sp.f.)
I'i/TT'TPt ort f  \   Mputy^P'T')   Tmaxisp-f-)+Tmin(sp-F /pg'i
( “  M U s p . f . )  ~  M i„ { s p . f . )  ( '
Where Tmax and Tmin are maximum and minimum transmitted pixel values (transmit­
tance) of a sine wave at a given spatial frequency (sp. f.).
The derived MTF defines the spatial resolution of the projection. Ideally, one would 
derive the reconstruction MTF by modulating the dose to the dosimeter itself [125], but this 
is not practical because complex lead collimators need to be manufactured. An alternative 
is to study the point spread function by scanning a thin wire and correcting for the finite 
size of the wire by deconvolution. This has been done previously [5] [18].
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5.3.4 SNR of reconstructed images: Uniformity test
Optically clear materials of uniform optical density provide a good benchmark for how the 
system behaves in ideal conditions. Experimental tomography scans of such objects shed 
light on how noise in projections propagates to reconstruction. These tests have become a 
standard in 3-D dosimetry [21] [67]. -
A glass cell 65 mm deep along the optical axis and of cross section 8 8 mm x 130mm 
(part number 70G.062-OG, Hellma Optik, Jena, Germany) was first filled with water. 1000 
projections were saved and then two drops of blue food dye were added. This was repeated 
11 times in order to obtain scans of uniform liquid with increasing absorbance. The scan 
settings were as follows: 1000 views, 128 x 128 image resolution across 64mm field-of- 
view (FOV). A standard filtered back- projection (FBP) algorithm with Hamming filter 
was used in reconstruction. In the uniformity study the slice is rectangular and applying 
reconstruction on constant projection without pre-processing would generate ’’dishing” on 
the edges. Therefore, the edges of the FOV are scaled down so that the circular slice is 
reconstructed (see section 3.1 of [97]).
In order to assess the miiformity scan, a simulation was performed for a circular phantom 
(see figure 51a). Normally distributed random noise was simulated and added to phantom 
projections as percentage of the maximum value of each projection and then the reconstruc­
tion slice noise was evaluated. The simulation used the same settings as uniformity test 
given above (1000 views, 128 x 128, FBP with Hamming filter). The projection SNRA of 
the circular phantom was taken to be the mean of an area in the sinogram (25 x 25 pixels, 
to enable comparison with absorbance measurement of HQTT each pixel is 1mm x 1mm) 
divided by the SD of the same area. Reconstruction SNR for circular phantom is the mean 
of the area shown by the circle (radius is 50 pixels) in figure 51a divided by the SD of the 
same area.
5.3.5 DOF, telecentricity and distortion
DOF and telecentricity were both tested with the target shown in figure 50c. DOF target 
contains a ruler with 0.5mm depth along the optical axis. Visibility of this ruler is used to
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Figure 51: (a) Circular phantom with an outline of the region where reconstruction SNR 
measurement is performed for the simulation of sections 5.3.4 and 5.4.3; (b) schematic of 
the apparatus along with positions of the DOF target between L\ and L 2 for the experiment 
in sections 5.3.5 and 5.4.4.
indicate the DOF. The DOF target was placed between lenses L\ and L 2 (see figure 50a 
and 51b) at several positions and projections were saved for each position. DOF was judged 
from the clarity of the test target image. The criterion for DOF was as follows—the line 
profile across the ruler on the DOF target should have modulation above 0.07 for each 
segment of 0.5mm divison. The telecentricity was judged from the straightness of the ruler. 
The target was saved as a 100 x 100 projection and the minimum telecentricity measurable 
for this projection is 0 . 6  degrees (arcsin( 1 / 1 0 0 ) for a line veering off by a single pixel). 
For distortion assessment, the distortion target was placed in focus and 100mm out of 
focus along both directions in the optical axis. The three distortion target projections were 
assessed by calculating the ratio of the difference between actual and predicted distance and 
at;tual distance. The minimum distortion measurable for a 400 x 400 pixel projection is 
0.18% where actual and predicted distance differ by a single pixel along the diagonal. The 
diagonal was chosen because it shows most distortion (due to closeness of the lens edge).
5.3.6 PR E SA G E 't^  experim en t
To demonstrate the potential of optical-CT in 3-D dosimetry, a PRESAGE sample was 
irradiated by 2cm x 2cm, lOMV external photon beam, with source surface distance (SSD)
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100cm at the Medical Physics Department, Maidstone Hospital, Kent Oncology Centre, 
Maidstone, UK, It was scanned using our in-house optical-CT apparatus with following 
scan parameters; 1000 projections, 256 x 256 image. The scan time was 1 hour 40 minutes. 
The sample was scanned 2 hours after insertion into the scanning tank in order to allow the 
matching liquid to settle and to allow the temperatures of the dosimeter and matching liquid 
to equilibrate - our samples are stored in a refrigerator between scans. Prior experiments 
have shown that better images are obtained with the 2 hour wait time. We chose not to use 
the unirradiated sample projections as the light field L{x, y) for two reasons: (i) Alignment 
of the pre- and post- scan images is challenging, (ii) Whilst it is quick to obtain a single light 
field image with a large number of signal averages to reduce thermal noise, to perform this 
for every rotatiom angle is time-consuming. If the light-held image is not averaged, then 
equation (4) contains the quotient of two terms both contaminated by noise and produces 
lower quality results.
5 ,4  R esu lts
5 .4.1  Simulated MTF and PSF
Figure 52a and 52b show simulated M TF and PSF respectively of the apparatus in figure 
50a. In figure 52a, 60 Ip/mm is achievable with modulation 0.1. The potential presampled 
MTF (i.e., the MTF of the optical chain alone, before samphng by the CCD pixel array) is 
therefore much better than the usual spatial resolution requirement for 3D dosimetry which 
is 2 Ip/mm or worse. This indicates that sampling is the main limiting factor of the system 
assuming an ideally clear optical system. Even decentering by 60nun (see figure 52a) does 
not generate a bad MTF. For example, for spatial frequency lOlp/mm, the modulation is 
above 0.85 for all three MTFs simulated. This is confirmed by the PSF shown in figure 52b, 
where the diffraction blur is of the order 10/rm. Therefore, with good quality optics, one 
can achieve microscopic spatial resolution. As indicated in previous chapter 4 and [9] the 
main limitation for spatial resolution is the numerical aperture of the focusing optics.
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F igu re  52: Optical simulation demonstrating ’’presanipled” MTF in (a) and PSF in (b).
5.4.2 C am era  ca lib ra tio n  and  req u irem en ts  for accu ra te  and  precise  ab so rbance  
m easu rem en ts
5.4-2. 1  Experimental m.easurements of optical density
Figure 53a shows excellent linearity of output pixel value with respect to exposure time. The 
correlation coefficient is 0.999989 to 6  d.p.. The offset at zero exposure time is the average 
bias level of the region inspected. If a region of several pixels is saturated then blooming may 
appear, i.e. the ‘overflow’ of saturated pixels into neighbouring pixels. Therefore limiting 
saturation areas is essential for good quality measurements and sets the ultimate limit for 
the absorbance range measurable via our extended technique of section 5.3.3.2.
Figure 53b shows a comparison of two methods of absorbance measurements using the 
1) constant fight field and 2) variable light field. For absorbance up to 1.425 the linearity 
is excellent and both methods are identical, because the same light field is used. Altove 
absorbance 1.425, the methods give broadly similar results, but tliey start diverging at 
2.425. While the variable light field method stays linear (note that tliere are three light 
fields and therefore three separate linear calilnation fits on figure 53b), the constant light 
field method becomes non-linear. For cheaper CCDs, this non-linearity would appear much 
sooner (see, for example, figure 2 of [76]).
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Figure 53: (a) linearity of output pixel value with exposure time, (b) projection absorbance 
measured using the constant and variable light-held methods described in the text; (c) non- 
linearity in absorbance measurement: increasing projection absorbance leaves fewer digital 
levels for achieving required absorbance resolution; (d) shows the dependence on absorbance 
resolution of the maximum absorbance detectable: better absorbance resolution reduces the 
maximum absorbance detectable.
The variable light held method requires linear hts for ranges 0.125 to 1.425, 1.425 to 
2.425 and 2.425 to 3.425. The gradients and offsets for the three lines are as follows: (1.05, 
0.04), (1.04, 0.001), (1.06, -0.1). Their respective uncertainty estimates are: (0.007, 0.006), 
(0.015, 0.032), (0.01,0.04). The main conclusion from this exercise are that we are able to 
measure absorbance with high accuracy in the range 0.125 < A < 3.425.
5.4 -2 . 2  Absorbance dynamic range and absorbance resolution
Figures 53c and 53d describe the effect of absorbance resolution AAdesired on the absorbance 
dynamic range D R a  ^ Figure 53c is a plot of 45 for D R  =  10000 and linearly increasing
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absorbance, with AAdesired set to 0.01. The maximum absorbance that can be measured 
given these conditions is 2.35. This value is only half the dynamic range initially calcu­
lated using equation (44). Even more striking results are shown in figure 53d. Here, maxi­
mum absorbance detectable for given AAdesired is plotted against logarithmically increasing 
AAdesired for CCDs with different digitizations. Note that by assuming the digitization to 
be representative of the dynamic range for these CCDs, we are overestimating their per­
formance. Figure 53d shows, for example, that an 8  bit display with AAdesired = 0 . 0 1  has 
maximum detectable absorbance of just 0.8. Similarly, for the highest simulated absorbance 
of 2.4 has Av4 =  1, which is not sufficient for dosimetric imaging.
Clearly, the dynamic range is crucial property of the CCD. A high CCD dynamic range 
ensures both large absorbance dynamic range and good absorbance resolution.
Figure 54 displays a comparison of simulated theoretical and experimental results for the 
relation of projection S N R a  against absorbance. Note that the y axis in figure 54 is 
logarithmic. The experimental results are for three measurements, with following ranges of 
absorbance: (1) from 0.125 to 1.425, (2) from 1.425 to 2.425, (3) from 2.425 to 3.425, whilst 
the simulation’s theoretical maximum uses equations (50) and (51), with ideal projection 
quality limited only by shot noise. W ith averaging, the theoretical S N R a  would be even 
higher but the experimental values would not. In all ranges, the optimal shot limited 
performance is far from being achieved. The reason is a lack of optical clarity: the non­
uniformities in measured absorption are real, be they dust on lenses, scratches on the test 
target, or other imperfections. Therefore, future efforts need to be focused in improving the 
engineering of the apparatus and the dosimeter so that we approach the ideal curves more. 
Despite this, S N R a  is better than 80:1 across the absorbance range from 0.25 to 1.425 and 
better than 50:1 across the range 1.425 to 3.425. Note that, as A  tends to zero, the value 
of S N R a  should also do so, by definition.
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Figure 54: Comparison of simulation and experimental results for absorbance SNRA mea­
surements using both the constant and variable ligbt-field methods: note that in neither 
case do the experimental results approach the optimal shot-limited values, a result of the 
optical clarity of the system.
5.4-2 . 4  Experimental M TF
Figure 55 shows the experimental MTF in focus and 100mm defocus in both directions 
along the optical axis. The focused MTF is very close to the theoretical curve defined by 
pixelation. The out of focus MTFs are still respectable (0.2 modulation for 1.5 Ip/mm). 
This suggests that even for large dosimeters, good spatial resolution will be possible. All 
experimental MTFs in figure 55 are worse than simulated MTFs in figure 52a. This is due 
to the fact that simulation did not take into account the CCD pixelation (i.e. simulation in 
figure 52a is presampled MTF).
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F ig u re  55: Results of the MTF experiments.
5.4.3 S N R  o f rec o n s tru c te d  im ages: U n ifo rm ity  te s t
The results of simulations of the relation between projection S N R a  and reconstruction 
SNR are shown in figure 56. Along with simulation, the results for the 1mm voxel unifor­
mity study are presented. The main result from the simulated circular phantom is that 
the SNR in reconstructed images varies linearly with projection The Hamming low
pass filter performs the best, because its 3dB frequency is the lowest of all the filters used 
in the simulation - see chapter 3 in [97]. The experimental results are always below Ham­
ming simulated results, but above Shepp-Logan simulated results. Note that experimental 
results were reconstructed with the Hamming filter as well, so the overall conclusion is that 
uniformity study closely resembles the simulated results for the same filter.
Figures 57 and 58 show the results of the uniformity test. Figure 57 shows the de­
pendence of reconstruction SNR on projection absorbance. S N R a  was calculated from 
sinograms of a single slice over an area 25 x 25 pixels. Figure 58 shows that S N R a  to
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Figure 56: Reconstruction statistics for the circular phantom simulation, using a variety 
of filters in the FBP algorithm together with uniformity study results for 1 mm voxel. Note 
that the reconstruction SNR is the mean of the outlined region in figure 51a divided by the 
standard deviation of the same region. Lines are drawn to aid the eye only.
be better than 80:1 in the range 0.3 to 1 . 6  for 1 mm voxel. In the final application, this 
would translate to maximum 1.25% uncertainty in dose arising from the optical CT process 
assuming one standard deviation is used. Note how, as also shown in figure 54, the curve 
tends to zero as absorbance tends to zero,-because of the definition of S N R a  and also as 
absorbance rises to large values, because the measured projection signal becomes very low 
(comparable with the read and thermal noise).
It is interesting to note that in figures 54 and 57, the uniformity phantom projections 
have better SNR than HQTT. This is probably due to the fact that figure 54 uses a smaller 
number of pixels (4 x 4) than figure 57 (circle with radius 50 pixels) so statistics are bound 
to differ. In both cases the size of pixel is the same, i.e. 1 mm x 1 mm.
Figures 59a and 59b show the reconstruction and line profile of a uniform phantom. 
Note the noisy ‘kink’ in the central region of the phantom in figure 59b. Somewhat lower
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Figure 57: Results from the uniformity study. The experimental results show the depen­
dence of reconstruction S N R a  on projection absorbance. The results are better than the 
one obtained from HQTT in figure 54 (see section 5.4.3). Note that S N R a  was calculated 
from the sinogram 25 x 25 pixels with 1mm slice thickness.
reconstruction SNR in the central regions of a uniform circularly symmetric object corre­
sponds to equivalent results in X ray CT [24] where it was shown that noise variance falls 
off from the centre towards the edge.
5.4.4 Distortion, DOF and telecentricity
Figure 60 shows distortion to be less than the minimum measurable (0.18%), both when 
the target is placed on the optical axis and when it placed on the edge of FOV. Out of focus 
measurements of the distortion target do not show distortion either.
Figure 61a shows DOF for two CCD lenses at f-number 3.5 and 3.8 respectively. Both 
lenses have DOF of around 8 cm indicating no significant difference between two lenses used. 
For a smaller aperture (f-number =  22), figure 61b shows higher DOF of around 15cm. The 
line profiles indicated in figures 60a and 60b were used to assess DOF. Although DOF 
obtained is less than previous calculations [9], the DOF is enough to enclose dosimeters of
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Figure 58: Results from the uniformity study. Reconstruction SNR rises with increasing the 
slice thickness. This figure highlights the metrological capability of the apparatus presented 
and is one of the most important figures in the thesis. Reconstruction SNR for 1 mm 
voxel is above 80:1 for absorbances between 0.3 and 1.6, reaching 200:1 at absorbance 1.0. 
Although more improvements can be introduced, see chapter 8 , the current reconstruction 
SNR translates favourably to dose resolution.
up to 8 cm in diameter for 0.5 mm spatial resolution for f-number=3.5. Relaxing the spatial 
resolution criteria (or increasing f-number) automatically relaxes DOF as well.
Similarly, telecentricity is below the minimum measurable by the.current setup, which 
is 0.6 degrees. No deviation is noticeable on the line across the figure 61a and 61b.
5.4.5 PRESAGE^^ experiment
Figure 62a shows a sample projection of the irradiated PRESAGE™  along with labels 
indicating the major artefact contributions. These are 1) schliere (refractive index inho­
mogeneities within PRESAGE™ ), 2) dust particles in the matching liquid or smudges on 
the optics. These are the major causes of worse optical clarity and departure from ideal 
performance shown in the upper curve in figure 55.
Figure 63 shows a reconstructed slice of PRESAGE™ . Figure 63a shows the isosurface
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Figure 59: Results from the uniformity study, (a) and (b) show the uniform phantom 
reconstruction slice and its line profile respectively.
of the square beam indicating the slice shown in figure 63b. Two orthogonal line profiles 
are displayed in figures 63b and 63c. Finally, figure 63d shows an expanded surface plot of 
the slice shown in figure 63b.
A full dosimetric study of such an irradiation is in [19], the conclusion of which is that 
we are able to measure depth dose of a large ROT to an accuracy approaching 0.5% (RMS) 
as compared with independent diode measurements and profiles with a spatial resolution of 
0.36 mm to between 2 and 7% (RMS).
5 . 5  D iscussion
5.5.1 C C D  specifications
Fi'om the foregoing discussions one may ask which cameras are most suitable for optical 
CT. A variety of important concepts have already been mentioned including dynamic range, 
SNR, full well capacity, quantum efficiency, bias, readout noise and thermal noise. Low 
readout noise is achieved by good quality ADCs and slower readout, see appendix 13. One 
should aim for full well capacity and readout noise enabling at least 12 bit digitization. Low 
thermal noise is only possible with cooling and multiyile frame averaging. As the apparatus 
is operated in high light level conditions the quantum efficiency is not tliat important. CCD
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Figure 60: Distortion does not pose a problem in case of focused parallel beam projections 
as shown. Neither the central region nor the edge of FOV have measurable distortion.
chips come in various sizes and we suggest 2/3” as the smallest chip size to consider. Optical 
aberrations are minimized if (de)magnification is not extreme. The requirement for higher 
dynamic range pushes the pixel size upwards as well, because larger pixels have a higher full 
well capacity. Note that, lower spec CCDs can be used provided the absorbance dynamic 
range is specified (and possibly extended using the method described in section 5.3.3.2).
While the CCD technology is continually maturing [126], there have recently been major 
developments in complementary metal oxide semiconductor (CMOS) imaging chips, which 
are generally cheaper, with higher dynamic range (via so called ’’active [)ixels”) and faster 
scan times [127]. CMOS can be tailored to have a non-linear relationship to exposure time 
therefore linearizing the absorption measurement itself. So, ])roviding they are operatcxl in 
so called ’’logarithmic mode’’, a high absorbance dynamic range is possible. CMOS cameras 
have some disadvantages: they have higher readout noise and need additional correction 
for fixed pattern noise. However, the coming years are bound to bring lower noise CMOS
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Figure 61: DOF was measured across the region between LI and L2 shown in figure 51b: 
(a) DGF for the lowest f-number available on each of the CCD lenses used; (b) DOF for 
highest f-number (lowest aperture). The criterion chosen for DOF was that modulation of 
the line profile was greater than 0.07 on 0.5mm level.
chips with the benefits of logarithmic mode. This implies that the scanner design that we 
have developed should become amenable to commercialisation at a cost rivalling the current 
laser scanners and with less optomechanical complexity.
5.5.2 Steps to improve SNR
There are two ways to improve SNR: the first and most important one is to improve the 
optical clarity of projections and the second one is to employ post-processing.
As shown on figures 62a and 62b the main problems in optical clarity are either due 
to optical CT apparatus or the dosimeter itself. Optical CT projections may be noisy 
for a variety of reasons. For example, if the dosimeter is not focused properly then the 
projections may overemphasize the refractive index inhomogeneities within the dosimeter 
[9]. The refractive index inhomogeneities (or schliere) within the dosimeter cannot be
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Figure 62: (a) sample projection of a PRESAGE"^^ dosimeter. The main contributions to 
the ’’optical noise” are indicated, (b) shows a line profile along the middle of (a). The line 
profile is clean, but ’’noise” /  ”artefact” is present especially to the right side of the curve. 
The slice thickness of the line profile in (b) is 0.26mm.
removed except at the manufacturing stage, although some form of autofocusing would 
help choose the best (i.e. least noisy) projection during the scan. It is possible that the 
apparatus in its current form is overly sensitive to schliere. Initial experiments show that 
this is mainly due to small LED aperture (limn). Increasing the light source aperture by 
sliining the LED into a small diffuser (8 mm diameter) reduces schliere effects at the expense 
of introducing more ring artefacts (data not shown). We believe that the solution lies in 
magnifying the light source optically rather than via difltuser and future work should focus 
on this. The size of the light source should be equal to size of diaphragm aperture CCD 
lens and not larger. In this way, numerical aperture of collimating optics matches numerical 
ajierture of focusing optics [9]. This is common practice in compound microscopes where the 
numerical aperture of microscope condenser is matched to numerical aperture of objective 
[128]. This is likely to improve SNR in both the projection and reconstruction domains. 
Other sources of projection ‘noise’ include: dust and particles in the matching liipiid, dirl. 
on optical surfaces and, finally, reflections internally and from ambient light. Therefore 
improving optical clarity involves attacking the problem from two angles, improving the 
optical CT apparatus while at the same time enhancing dosimeter manufacture to remove
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Figure 63: Results of scanning PRESAGE^ sample: (a) isosurface of the irradiated region, 
indicating the position of the slice shown in (1>); (c), (d) line profiles taken across the lines 
indicated in (b); (e) surface plot of (b). Note that in (e) all values outside a circle of 
diameter 40mm are zeroed to aid clarity by removing the optical artifact generated by the 
dosimeter edge that is always present in optical CT.
schliere as much as possible.
Throughout this study we have used raw reconstructions, without performing any post­
processing on the projections or reconstructions. The only filtering performed was either 
part of the EBP (e.g. Hamming filters instead of Shepp-Logan) or part of binning the 
images to smaller resolution. Previous work in X ray CT [129] [130] has shown significant 
improvement in SNR as a result of image processing. Ring artefacts are still an important 
component to noise in reconstruction domain and special algorithms for their removal are 
available (see for example [131]). Note that in our case filtering can be done in both 
projection and reconstruction space. This improves slightly the situation, because the 
frequency content of projection is shifted towards lower frerpiencies in most projections, so 
any noise that does not conform to a priori known properties of the beam can be removed, 
at least in principle. The results of OD reconstruction SNR are indicative of tlie dose 
resolution potential. This can lie certainly improved by post-processing.
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5,6  Conclusions
In this chapter, we have analysed the process of measuring optical density in 3-D samples 
using a home-built optical tomography apparatus. Our 3-D performance can be summarized 
as follows: the FOV is 100mm x 100mm (limited only by the size of L\ and L2 ); for 1 mm 
isotropic voxels and a uniform phantom the reconstruction SNR is better than 80:1 for 
absorbances between 0.3 and 1.66; the telecentricity is less than 0.6 degrees; distortion is less 
than 0.18% and DOF is 8 cm for a 0.5mm voxel. Spatial resolution can be reduced to as little 
as 0.3mm providing lower SNR is acceptable. As previously mentioned in chapter 4 optical 
clarity remains a problem. The way forward is in optimising the light source architecture 
and by minimising the number of optical surfaces, as well as in continued development of the 
dosimeter. Good spatial resolution is crucial for brachytherapy, stereotactic radiosurgery 
and proton therapy and the apparatus described here is very well suited for this.
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C H A P T E R  V I  
F A S T  L A S E R  S C A N N I N G  A P P A R A T U S  F O R  3 D  
D O S I M E T R Y
6 .1 In troduction
The broadbeam optical-CT apparatus described in previous two chapters provides a good 
basis for 3-D dosimetry. Reconstruction SNR of 80:1 and above is possible for 1mm voxels 
and a wide absorbance range. However, laser scanning has always been attractive since 
HeNe and diode lasers are relatively cheap while photodiode detection provides a poten­
tially higher dynamic range than CCDs. Moreover, the results from previous studies have 
been encouraging as well [5] [6 ] [7] [2 1 ] [78] . The problem with established instruments 
like OCTOPUS™ from MGS Research Inc^ is not that they produce poor results, but 
that they are too slow for clinical implementation. The aim of fast laser scanning is to 
remove this limitation and show that fast 3-D dosimetry is possible with a relatively simple 
implementation while improving on SNR.
The main aim is to achieve fast laser scanning and sensitive photodetection and this 
has already been achieved by many related fields, such as confocal microscopy [95] and 
optical coherence tomography (OCT) [81]. Both confocal microscopy and OCT use gal­
vanometers for laser scanning while for photodetection, they use photomultiplier tubes and 
avalanche photodiodes^ respectively. In fact, the requirements for 3-D dosimetry are mod­
est: a 128 X  128 projection frame in Is means only 16kHz photodiode detection and 128Hz 
ramp waveform on galvanometers. As a comparison, video rate confocal microscopy has 
been done [132] [133] (i.e. 30 frames per second running one galvanometer at 8 kHz) while
^See www.mgsresearch.com for more details.
^Avalanche photodiodes are semiconductor equivalent to photomultiplier tubes. Both OCT and confocal 
microscopy need very sensitive detection and PMTs and avalanche photodiodes provide significant gain at 
the detector stage. 3-D dosimetry on the other hand uses light power of othe order of mW, so silicon 
photodiodes are appropriate.
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photodetection goes into GHz range for teleconununication applications [134].
This chapter presents a fast laser scanning optical-CT apparatus capable of: 1 ) acquir­
ing a 128 X  128 projection frame in Is (complete tomography scan for 400 projections 
takes 8  minutes); 2) generating projections with signal-to-noise ratio (SNR) of better than 
130:1 across the absorbance range 0.2 to 1.5 in projection domain and reconstruction SNR 
better than 90:1 for the same absorbance range (pixel and voxel sizes are 1mm); 3) spatial 
resolution of 1 mm for 128 x 128 frames. Although fast laser scanning solutions in the con­
text of 3-D radiation dosimetry have already been reported [135] [136], the results reported 
here show not only an improvement in speed, but also a significant improvement in image 
quality. Part of this chapter was published in [137].
6.2 M ateria ls  and m ethods
6.2.1 Apparatus
Fast laser scanning of macroscopic objects in the context of optical-CT needs to solve two 
problems, namely: 1 ) moving a laser beam fast with good repeatability and a well-specified 
beam path that may be modified according to the particular application, preferably via 
software; 2 ) ensuring that the laser beam path through the specimen (in our case dosimeter) 
measures attenuation in a direction that lends itself to tomography reconstruction. The 
apparatus presented here solves the first problem by using galvanometer mirrors [138] while 
the second one is solved by adopting parallel beam [16] [8 ], or telocentric, geometry.
A schematic diagram of the apparatus is given in figure 64a. A helium-neon laser (25- 
LHP-121-230, 2mW, 0.59mm beam width, red, 633nm, Melles Griot, CA, USA) is used as 
a light source. The laser beam is split by a beamsplitter with split ratio 50/50 (CM l-BSl, 
Thorlabs, NJ, USA). One beam is read out by a large area photoreceiver (8 mm diameter, 
model 2031, New Focus, CA, USA) and provides a light field value which is necessary for 
attenuation measurements. The second beam goes into the relay optics which consist of 
two galvanometer and two off-axis paraboloidal mirrors, see figure 64b. This relay optics 
is present in almost exactly the same form in all confocal microscopy scanning mechanisms 
[139] [140]. The laser beam leaving the beamsplitter reaches the first galvanometer mirror
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Figure 64: (a) Top view diagram of the fast laser scaimiiig apparatus, (b) relay optics 
ensures a stationary pivot point of the laser beam going into L\.
(QuantumScan5, Nutfield Technology Inc, NH, USA). This galvanometer is placed at the 
focal point of the first off-axis paraboloidal mirror (02 POA 017, Melles Griot, CA, USA). 
The beam reflected into the first off-axis paraboloidal mirror reaches the second off-axis 
paraboloidal mirror (02 POA 017, Melles Griot, CA, USA), which in turn, reflects it into 
the second galvanometer mirror (QuantumScan5, Nutfield Technology Inc, NH, USA) placed 
at the focal point of the second off-axis paraboloidal mirror.
The main idea in rela}' optics is that the first galvanometer mirror provides movement 
in y axis (see figure 64b). The beam reflected from galvo mirror 1 is incident on galvo 
mirror 2 at different angles, depending on the jiosition of galvo mirror 1 . Galvo mirror 2 in 
turn rotates about an axis perpendicular to the first galvanometer mirror. Therefoie, this 
second mirror sweeps the laser beam in x  axis. The purjjose of the two off-axis jiaraboloidal 
mirrors that complete the relay optics is to keep the point of incidence of the laser beam on 
the second galvanometer mirror static. This point on the second galvo mirror is at the focal
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point of large lens Li (Ol-LPX-336, plano-convex, 440mm focal length, 145mm diameter, 
Melles Griot, California, USA). Thus the beam exiting L\ is parallel to the optical axis. 
Varying the angle at which the beam leaves the focal point on galvo mirror 2 is equivalent 
to scanning the beam exiting lens L \ in a rectangular raster fashion across the sample, such 
that the beam is always perpendicular to the face of the scanning tank. The beam passes 
through the sample and is attenuated by the dosimeter, in the same way as in Gore’s original 
publication [16]. The parallel beam from L\ is focused by lens L 2 (Optical Surfaces, Kenley, 
UK, plano-convex, custom design, 500mm focal length) onto second large area photoreceiver 
(8 mm diameter, model 2031, New Focus, CA, USA) which measures the attenuated laser 
beam irradiance. The apparatus is 2m long, 0.3m high and 0.3m wide. The length is mainly 
due to focal lengths of L\ and L2 .
The tomography scan is done in step-and-shoot manner, where each shot registers a 
complete 2-D frame. Software was written to control the whole process by sending appro­
priate waveforms to galvanometer drive (QuantumDrive5000, Nutfield Technology Inc, NH, 
USA) via data-acquisition card (NI-PCI-6221, National Instruments, Dallas, TX, USA). 
Similarly, the rotation stage (PRS-110, Micos Gmbh, Germany) is stepper motor driven.
In this implementation, the rotation stage is placed above a large optical glass cell (700- 
062OG, Hellma Optik, Jena, Germany). The dosimeter (PRESAGE™ , Heuris Pharma, 
Skillman, NJ, USA) is attached to the rod linked to rotation stage and immersed in refractive 
index matching liquid (mixture of diallyl-phthalate and dibutyl-phthalate) in the glass cell.
Data are acquired synchronously from two photoreceivers indicated in figures 64a and 
64b at selectable frequency (32kHz or 16kHz). Therefore, only the laser fluctuation within 
the short period (30)us or GOfis respectively) affects the measurement. As shown in equation 
(13) in chapter 2, the absorbance. A, is a logarithm of the ratio of light field irradiance, Iq, 
and transmitted irradiance, I. Voltage measurements from photodiodes are proportional to 
irradiance of the incoming beam, so the ratio is equivalent to absorbance.
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Figure 65: (a) sample projection of a test target obtained using the apparatus in figure 
(512 X 512) 64a; (b) linearity of absorbance measurements vs real measurements of the test 
target in (a) and associated linear fit.
6.2.2 Distortion correction
As indicated in figure 64b galvanometer 2  does not draw a straight line across the projection 
screen (Ai). This is purely due to geometry. If the rotation axis of the galvanometer 
mirror is not parallel to the surface of the project,ion screen, then the line drawn is a curve. 
Therefore, although the scan is parallel to the optical axis, it is not a perfect raster scan. The 
main consequence is that in this implementation a distortion correction image processing 
is necessary. This was done by using TRLWARP function in IDL version 6.3 (ITT Visual 
Information Solutions, Boulder, CO, USA). A set of tie points in the distorted image are 
defined and these warped into a distortion free rectangle. Detailed characterization of the 
effects of distortion are left for a future study. Future work should also focus on resolving 
distortion by coupling two galvanometer axes. Movement in one axis can c-.ompensate for 
the distortion in the other. See the discussion section 6.4 below for more details.
6.2.3 Initial characterization
First, the results from a single projection of a high quality test target (HC^TT) (Edmund Op­
tics, Barrington, NJ, US, part NT54-803) are shown. The test target is used to demonstrate 
spatial resolution, linearity in absorbance measurements and projection signal-to-noise ratio
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(SNR). For calibration purposes, the test target was placed in front of the glass cell filled 
with diallyl and dibutyl phthalate mixture. Next we present the MTF and unformity study 
applying the same methodology from chapter 5, sections 5.3.3.5 and 5.3.4 respectively. A 
line profile is taken from a transmission image of the HQTT in air and the MTF is calculated 
using equation (52). The only difference from the uniformity study described in section 5.3.4 
is that in this chapter the scans done were performed over 400 views (rather than 1000 views 
in previous chapter). Note that MTF was measured from distortion corrected projections, 
while the uniformity study used raw images.
6.2.4 Scan of PRESAGE*^^ and comparison with CCD based apparatus
Projections and reconstructions from a sample scan of PRESAGE™  dosimeter are shown 
and compared to previous scans using a CCD based optical-CT based system [9]. The 
same PRESAGE™  dosimeter was used as in section 5.3.6, (sample was irradiated by 2cm 
X  2cm, lOMV external photon beam, with source surface distance (SSD) 100cm at the 
Medical Physics Department, Maidstone Hospital, Kent Oncology Centre, Maidstone, UK). 
Laser optical CT reconstructions were performed using standard filtered backprojection with 
Shepp-Logan filter.
6.3 R esu lts
6.3.1 Initial characterization
Figure 65a shows a projection of the test target obtained using the apparatus in figure 64a 
after distortion correction. The projection matrix size is 512 x 512 pixels. The linearity of 
absorbance measurements is shown in figure 65b, Note that the measured absorbance range 
is 0.8 to 2.2 while the real absorbance range is 0.1 to 1.5. The offset in measured absorbance 
is due to additional attenuation of the beam in all optical surfaces (4 mirrors and 2 lenses) 
and the matching liquid in the glass cell. The correlation coefficient is 0.99996 indicating 
that accuracy of absorbance measurements in this range is likely to be very good.
The absorbance SNR for the HQTT is shown in figure 6 6 . SNR is better than 130:1 
across the absorbance range of 0.2 to 1.6. This is a very encouraging result as it is better 
than the one shown in figure 54 for the CCD based apparatus.
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Figure 66: Absorbance SNR { S N R a } taken from a single projection of HQTT for pixel 
size of 1 mm.
A modulation transfer function is shown in figure 67. The MTF for the laser based 
apparatus is better than the corresponding broadbeam apparatus only up to 2  Ip/mm. 
After that, the MTF drops sharply to zero. This is a clear indication that the laser focal 
spot is too large and blurs out any spatial frequencies above a certain threshold. Although 
this needs further investigation, a possible reason is that the HQTT was not placed in 
the focal plane, i.e. where the focal spot of the laser is smallest. The numerical aperture 
(NA) and pixelation of both systems are similar^ and therefore should have similar spatial 
resolution. This may not be obvious at first, but by scanning the laser beam telecentrically, 
we are sampling the spatial frequencies like the CCD (see figure 6 8 ).
The uniformity study results are shown in figure 69. Reconstruction SNR for 1mm voxel 
is better than 90:1 from absorbance range 0.2 to 1 .6 . Note that for most of the absorbance 
range (0.5 to 1.6) it is better than 200:1. Therefore the instrument provides a unique 
potential for high quality readout and good dose resolution [73] [110] [141].
^NA is defined by focusing optics aperture (10mm) in the case of broadbeam optical-CT while in laser- 
scanning case, it is defined by the aperture of the photoreceiver (8mm).
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Figure 67: MTF of projection (512 x 512) across 20cm of DOF (see figure 51 in chapter 
5). MTF from the CCD based apparatus is shown as well for comparison.
6.3.2 Scan of PRESAGE"*’^  and comparison with CCD based apparatus
Figure 70 shows a comparison of a projection taken with the current laser scanning ap­
paratus, see figure 70a and 70b, and a projection taken previously using the CCD based 
apparatus [9], see figure 70c and 70d. A slice with strong schliere (refractive index inhomo­
geneity) artefacts in the CCD projection in figure 70c has deliberately been chosen. The line 
profile is significantly smoother with the fast laser scanning apparatus without compromis­
ing the spatial resolution. The exact reasons for this need further investigation. However, 
we believe that the contrast is due to refractive index inhomogeneities in the sample and 
surrounding matching liquid is higher when the whole volume of the dosimeter is illumi­
nated, which is the case with all CCD based optical-CT instruments. W ith laser based 
optical-CT only a thin line through the dosimeter is illuminated and only inhomogeneities 
along this line affect the end result. This is illustrated in figure 6 8  as well.
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Figure 68: (a) shows imaging cones for a 3 x 3 pixel CCD (small number of pixels for 
ilustration purposes), while (b) shows just, one ray when scanning a laser. Note that the 
cones have same acceptance angles (or NA) and the focal plane is in the centre of the 
dosimeter.
As expected from smooth projections in figure 70a and 70b, the reconstruction, the slice 
shown in figure 71a and its line profile in figure 71b look much better than the ones from the 
CCD based apparatus in figure 71c and 71d respectively. OD values are higher in figure 71b 
due to 6  month difference in scan time. PRESAGE™  darkens over time so higher OD is 
to be expected.
6.4 D iscussion
Several aspects of the laser scanning apparatus demand further discussion. Eliese are con­
cerned with 1 ) distortion and its correction; 2 ) the effect of laser beamwidth (ui smoothing 
the result. There are other issues as well. For examj)le, it has been noticed that the dark 
regions of refractive index mismatch are wider with the laser based instrument. This indi­
cates that the NA of illumination or focusing optics is smaller than in the corresponding
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Figure 69: Reconstruction SNR of the uniformity study for 1mm voxel for both broad­
beam and laser based instrument. The data for CCD based instrument was taken from 
figure 58. The figure above shows significant improvement when compared to CCD based 
measurements.
CCD based apparatus (see chapter 4 and [9]).
The main unknown in the current laser scanning apparatus is the effect of distortion 
(see section 6.2^). Figure 72a shows the projection before distortion correction (i.e. raw 
data as acquired). The sample is ’’squashed” in y direction and stretched unevenly in 
X  direction. Better optical alignment and distortion correction in drive waveforms can 
eliminate both issues. However, for the time being the main question is to understand the 
effect of software correction implemented to the quality of data observed in figure 70. Docs 
distortion correction smooth data? Initial experiments show that MTFs after distortion 
correction are better than before (data not shown). Furthermore, absorbance SNR after 
correction differs by ±5% from the original image SNR. This indicates that the effect is 
considerable and demands further attention. Despite these observations, the line profile
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Figure 70: (a) shows sample projection of a PRESAGE™  dosimeter obtained using the fast 
laser scanning apparatus (128 x 128, pixel size 0.5mm x 0.5mm); (b) line profile across the 
projection in (a); (c) sample projection (128 x 128, pixel size 0.5mm x 0.5mm) of a previous 
scan in a CCD based apparatus indicating refracting index inhomogencities (schliere) and 
(d) line profile across (c). Note that the images and line profiles are projections prior to 
calculating the absorbance.
across the dosimeter shown on figure 72b reveals genuine improvement over corresponding 
CCD data even before distortion correction.
The effect of beamwidth on projection and consequently on reconstruction was discussed 
in detail in the context of X ray CT [142] [143]. The problem is equivalent to line integral 
condition already been mentioned in section 4.4.2. Essentially, as the size of the equipment 
grows, so will the beam size. Larger dosimc'tcM’s require larger lenses L\ and L2 , which in 
turn have larger focal lengths. Therefore, future studies need to verify that the smooth 
results are due to genuine rejection of schliere and not large laser beamwidth. The MTF
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Figure 71: (a) shows reconstruction of a PRESAGE^'^ dosimeter obtained using the fast 
laser scanning apparatus (128 x 128, voxel size 0.5mm); (b) line profile across the projection 
in (a); (c) reconstruction of a previous scan in a CCD based apparatus (128 x 128, voxel 
size 0.5mm) and (d) line prohle across (c).
shown in hgure 67 indicates 0.8 modulation for 2 Ip/mm for 512 x 512 which is a clear 
indication of acceptable spatial resolution. However, the question remains as to why the 
spatial resolution does not match the broadbeam optical-CT system presented in previous 
two chapters.
6.5 Conclusion
We have presented a laser scanning optical-CT apparatus capable of providing 3-D dosime­
try within 8  minutes. With further development of the system both the resolution and 
speed of the system will certainly increase further. The solution is relatively simple and 
lends itself to an economic implementation. Laser based optical- CT has been characterized
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Figure 72: (a) shows distorted projection (120 x 60) as saved by the laser scanning soft­
ware; (b) shows a line profile across (a) demonstrating that the underlying data acquired is 
smooth. The blue lines in (a) indicate the tie points used for distortion correction.
previously [5] [7] [21] [78] and the results reported there are largely applicable here. The 
main result is that high quality projections and reconstructions are possible by fast laser 
scanning over macroscopic objects such as dosimeters. Details regarding suggestions for 
future work can be found in chapter 8 .
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C H A P T E R  V I I
A P P L I C A T I O N  T O  E X T E R N A L ,  B R A C H Y T H E R A P Y  
A N D  P R O T O N  B E A M S
7.1 In troduction
The present chapter presents scans of PRESAGE™  irradiated by proton beam, exter­
nal radiotherapy beam and brachytherapy seed. The results from both laser based and 
broadbeam optical-CT instruments are shown. Common optical-CT artefacts are listed in 
parallel. These are related to how the scan procedure is organised, see appendix A. Most of 
the experiments performed were done on single beams following the advice in [144]. There 
is no justification to jump straight into IMRT scenario if artefacts related to simpler dose 
distribution geometries are not understood.
Note that some figures were taken from [19]. Unless otherwise stated, all scans were 
done by the author. It is not the intention to perform any dosimetric analysis of these 
images, as this is the subject of other PhD projects and more in-depth studies.
7.2 M ateria ls and m ethods
Six irradiations of PRESAGE™  are presented. The experiments are named: PROTONl, 
PR 0T0N 2, LINAC, BRACHYl, BRACHY2 and BRAGHYS. Apart ffom BRACHY2 and 
BRACHY3, each experiment used a different hatch of PRESAGE™ . This is significant, 
because the optical clarity of projections depends largely on refractive index uniformity 
within PRESAGE™. Finally, samples were scanned by either the broadbeam optical-CT 
or laser optical-CT or both.
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7.2.1 Proton therapy
Two samples were irradiated^ using the 62MeV proton beam facility of the Douglas Cy­
clotron, at the Clatterbridge Centre for Oncology (Wirral, Merseyside, UK). The first sam­
ple (PROTONl) was irradiated four times with the proton beam modulated and collimated 
to a 12mm x 12mm square field. The four different irradiations used beam blocks in a num­
ber of different ways: (i) a 3mm A1 half-field block at the exit of the collimator; (ii) the same 
block fixed to the surface of the dosimeter; (iii) a 41° A1 wedge and (iv) a 16° A1 wedge, both 
fixed to the dosimeter. The second sample (PR0T0N 2) was irradiated four times, using an 
unmodulated beam, collimated to a 12mm diameter circular cross-section (see figure 73). 
The beam was applied for different durations (of the order of tens of seconds), such that 
estimated doses of 1, 2, 16 and 20 Gy were applied at the Bragg peak. This allowed us to 
verify in a single sample both the linearity of the dose-response of the dosimeter and its 
response characteristics as a function of linear energy transfer (LET), related to the high 
ionisation density along the proton tracks.
For PROTONl, 1000 raw projection images with matrix size 448 x 256 and field-of-view 
approximately 80mm x 46mm were acquired with 4 signal averages, over a period of 3 hrs 
and 50 minutes. These were reconstructed onto square matrices of 224 x 224 pixels, giving a 
nominal in-plane pixel resolution of 0.36mm x 0.36mm and slice thickness of 0.18mm. The 
corresponding parameters for PROTON2 were: raw projection matrix size 384 x 160 pixels, 
1000 projections with 4 averages, reconstruction onto 96 x 96 pixels, in-plane resolution 
0.84mm x 0.84mm and slice thickness 0.84mm.
7.2.2 External beam radiotherapy
Chapters 5 and 6  have already demonstrated quality of projections and reconstructions for 
single beam external radiotherapy. Figures 70 and 71 clearly show the advantage of laser 
based instrument, although this needs to be confirmed by comparing laser based optical-CT
^Irradiation was performed by Andrzej Kacperek and John Brunt from Clatterbridge Centre for Oncology, 
Wirral, Merseyside, UK. The experiment was planned by Dr Simon Doran and Shamsa Al-Nowais from 
University of Surrey. Dr Simon Doran is now (March 2007) based at the Institute of Cancer Research, 
Sutton, Surrey.
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with independent measurement using a different dosimeter or Monte Carlo simulation.
Here, a 7 beam experiment (LINAC) is presented^. The beam size was 1 cm x 1cm at 
1 0 0 cm SSD. The doses specified for the 7 beam experiment are nominally 1, 3, 6 , 9, 12, 15 
and 18 Gy, although obtaining independent dosimetry of such small fields is problematic. 
The scan parameters were as follows: 400 projections, scan time 8  minutes, FOV 70mm x 
70mm, projections were 128 x 128 pixels, voxel size 0.56mm x 0.56mm x 0.56mm.
7.2.3 Brachytherapy
Scans of three brachytherapy experiments are presented. In the first^ (BRACHYl) 
PRESAGE™ dosimeter was drilled with one vertical hole 1.5mm in diameter. One 125 
Ir seed was inserted into the whole and left for three weeks. For the second experiments 
(BRACHY2), a PRESAGE™  dosimeter was drilled with two vertical holes 1.5 mm in di­
ameter and approximately 10 mm apart. The last experiment (BRACHY3) differs from 
BRACHY2 only in the position of the holes. In BRACHY3, they are drilled sideways. 
The two holes in BRACHY2 and BRACHY3 provided a passage for the implantation of 
two 125 Ir seeds (6711 Oncoseed, GE Healthcare, Amersham). A single seed, with initial 
activity 0.414 mCi and air kerma strength 0.526 cGy cm^ hr^, was inserted into each hole 
and allowed to reside at the bottom of the channel for 3 weeks, with the sample stored 
in a lead safe. The mean dose-rate of the seed at a radial distance of 1cm from the axis 
was approximately IGy per week. The broadbeam optical CT scan was performed 3 days 
after the removal of the seed. A laser based optical-CT scan was performed 10 days after 
the removal of the seed. The scan parameters were as follows: 400 projections, scan time 
25 minutes, FOV 70mm x 70mm, projections were 128 x 128 pixels, voxel size 0.56mm x 
0.56mm x 0.56mm.
^Irradiation was performed by Shamsa Al-Nowais and Dr Andrew Nisbet at the Royal Surrey Hospital, 
Guildford, UK.
^Irradiation was performed by Philip Wai and Abdul Ismail at the Royal Surrey Hospital, Guildford, 
UK. Philip Wai and Dr Simon Doran planned the experiments.
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7.2.4 X ray source
The last experiment^ consisted in irradiating a PRESAGE™  sample by an X ray source 
while a lead collimator is placed around the dosimeter. This experiment is just used to 
demonstrate the ghosting artefact, so the exact arrangement is not important.
7.3 Im age gallery
Each figure below shows a transmission projection, absorbance projection and a recon­
struction slice. Each image is accompanied by a line profile. The absorbance projection 
is included, because it is the main input to the reconstruction algorithm and thus a good 
measure of scan quafity. This section demonstrates the potential of optical-CT while, at the 
same time, pointing to the artefacts. References to the scan procedure given in appendix 
A are mentioned when necessary.
Figure 74 shows a broadbeam optical-CT scan of PROTONl and figure 75 shows a 
laser scan of the PR 0T 0N 2 irradiation. While the laser scan is much smoother, the actual 
voxel size is bigger (1mm versus 0.36mm). Despite this, both scans come from a batch 
of optically clear PRESAGE™  and the scans are promising for future research in 3-D 
dosimetry of proton beams.
The LINAC experiment is shown in figure 76. The PRESAGE™  sample comes from 
a less optically clear batch and even the laser scan is not as clear as in previous figures. 
However, figure 76f shows the expected linear increase in dose.
The potential resolution of CCD based optical CT is demonstrated in BRACHY1 exper­
iment shown in figure 77 where the voxel size is very small (0.18mm x 0.18mm x 0.18mm) 
and the projections and reconstructions show minimal artefacts. The scan was done using 
broadbeam optical-CT.
Scans of BRACHY2 are shown in figures 78 and 80 while scan of BRACHY3 in 79. 
Another difference between the two figures is in tlie CCD lens used. Figure 78 uses a zoom 
CCD lens (Tamron 28mm-200mm, F3.8-8, Tamron, Saitama city, Japan), while in figure 
79, a different zoom lens was used (Tamron, 35mm to 70mm, F3.8-8, standard photographic
Irradiation was performed by Erwan Prot as part of his MSc thesis.
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zoom lens). The the quality of scan presented in figure 79 is better, because it involved 
zooming out while taking 512 x 512 projection. So instead of binning a zoomed-in projection 
as was done in figure 78, in figure 79 binning was done by zooming out (‘optical binning’). 
As in LIN AC experiment, the PRESAGE™  sample comes from a less optically clear batch.
The last three figures, 81, 82, 83, should be read in conjunction with appendix A where 
the scan procedures are described. Most of the artefacts that are not related 3-D dosimeter 
optical clarity can be avoided. One exception is the artefact caused by saturating the 
absorbance dynamic range shown in figure 81. If the dosimeter is irradiated too much, its 
attenuation may exceed the dynamic range of detectors, so there may be regions in the 
image where no signal is detected. These opaque regions cause reconstruction artefacts 
along the edge of irradiated regions as shown in figure 81. No sensible dosimetry can be 
performed here despite the fact that reconstruction looks smooth.
The ring artefact shown in figure 82c is due to presence of the small smudge indicated 
by the arrow in 82(b). The position of the smudge is obvious in the line profile across the 
transmission image shown in figure 82a. This directly corresponds to the ring artefact in 
figure 82c. The simple advice is to work on cleaning all optical surfaces and ensuring no 
particles are floating in the matcliing liquid used.
The last artefact is more subtle and can be easily missed. Ghosting is an optical phe­
nomenon where stray light generates bright areas in the image. The stray light may come 
from light sources external to the equipment or it may be generated by reflections from 
surfaces along the optical path (even though the equipment is well aligned). In figure 83a 
there is a bright region in the centre of the dosimeter that only becomes obvious when a 
line profile is taken as in 83b. Placing a baffle (see figure 83c) removes the bulge as shown 
in figure 83d.
7.^ Conclusion
Over 1000 tomography scans have been performed by the author on a variety of phantoms 
and PRESAGE™  dosimeters. Most of the scans (95%) were done using the broadbeam 
optical-CT apparatus described in chapter 4. However, laser based optical-CT is probably
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more promising in the long run. The overall impression is unquestionably positive for both 
architectures. Optical scarming can give accurate and precise reconstructions of optical 
density. It is possible to obtain repeatably signal-to-noise ratio (SNR) of better than 80:1 
(single standard deviation) without any postprocessing applied. The remit of the thesis was 
somewhat limited. The aim was to minimize optical readout errors, so problems related to 
dosimeters themselves have not been discussed (e.g. dose sensitivity, chemical and spatial 
integrity of 3-D dosimeters [110]).
A different issue is related to ‘ease of use’ of the apparatus. The use of apparatus involves 
significant training and this is certainly one downside. W ith some clever engineering both 
instruments can be made simpler to use and it should be noted that the level of complexity 
of the apparatus is certainly less than an X ray CT machine, not to mention MRI!
1 2 8
Figure 73: (a) PRESAGE™ sample positioned for irradiation by the 62 MV proton beam; 
(b) single frame from the 3-D isosurface reconstruction move.
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Figure 74: Broadbeam optical-CT scan of a proton beam irradiated PRESAGE 
PROTONl experiment, (a) Raw projection of second PRESAGE sample irrndiated 
with the proton beam; (b) profile through projection; (c) absorbance i)rojection with a line 
profile in (d), (e) single slice through 3-D reconstructed dataset; (f) prohle through recon­
structed image, showing good resolution and sharp penumbra, as well as highlighting the 
remaining ring artefact at the centre. Voxel size is O.dGmm x O.'lGrnm x 0.18mrn. Note tlie 
small slice thickness size (0.18mm).
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Figure 75: Laser optical-CT scan of a proton beam irradiated PRESAGE * ’^-PROTON2 
experiment, (a) Raw projection and its line profile in (b) (c) Absorbance projection with 
a line profile in (d). (e) Reconstruction slice (thickness 1mm) and its corresponding line 
profile in (e). Note that (d) clearly shows a bragg ])eak from a single jn'ojection. Voxel size 
is 1mm X 1mm x linin.
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Figure 76: Laser optical-CT scan of PRESAGE irradiated by 7 external beains-LlNAC 
expcriiiicnt.(a) Raw projection and its line profile in (b) (c) Absorbance i)rojec-,tioii with 
a line profile in (d). (e) Reconstruction slice (thickness Imin) and its corresponding line 
profile in (e). Note that (f) shows a stepwise increase in dose which is expected from the 
irradiation (see section 7.2.2). Voxel size is 0.56mm x 0.56mm x 0.56mm.
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Figure 77: Broadbeam optical-CT scan of a brachytherapy seed irradiated PHESAGE^^- 
BRACHYl experiment, (a) Raw projection and its line profile in (b). (c) Al)sor])ance 
projection with a line profile in (d). (e) Reconstruction slice (thickness 1mm) and its
corresponding line profile in (f). This figure demonstrates the potential of optical-CT with 
an optically clear PRESAGE sample. As opposed to hgure 78 the [)rojection and the 
reconstruction are clear. Voxel size is 0.18mm x 0.18mm x 0.18mm.
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Figure 78: Broadbeam optical-CT scan of a brachytherapy seed irradiated PRESAGE * 
BRACHY2 experiment, (a) Raw projection and its line prohle in (b) (c) Absorbance pro­
jection with a line prohle in (d). (e) Reconstruction slice (thickness 1mm) and its corre- 
spoindgin line prohle in (e). This hgure demonstrates the effect of a noisy irrojection. It 
was noticed that this batch of PRESAGE™ did not have the best o])tical clarity. Desj)ite 
the hatness of the line prohle (b) the absorbance i)rohle in (d) shows that the [)rojection is 
not completely attenuating the incoming beam. However, tlie noise in (e) is high and the 
prohle in (f) is not promising. Voxel size is 0.9mm x 0.9mm x 0.9mm.
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Figure 79: Broadbeam optical-CT scan of a brachytherapy seed irradiated PRESAGE 
BRACHY3 experiment, (a) Raw projection and its line profile in (b) (c) Absorbance projec­
tion with a line profile in (d). (e) Reconstruction slice (thickness limn) and its correspoind- 
gin line profile in (e). This figure is significantly lietter than the scan shown in figure 78. 
The only difference is in the zoom lens used and the fact that the sarnjde was zoomed out. 
It is not clear if the improvement is genuine, since the binning is o])tical, i.e. by zooming 
out. Voxel size is 0.9mm x 0.9nmi x 0.9mm.
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Figure 80: Laser optical-CT scan of a brachytherapy seed irrarliated PRESAGE
BRACHY2 experiment, (a) Raw projection and its line profile in (b) (c) Absorbance 
projection with a line profile in (d). (e) Reconstruction slice (thickness fmni) and its 
corresponding line profile in (e). This figure is smoother than hgure 78. Providing the 
comparisons with treatment plan and Monte Carlo show good agreement this would be a 
good demonstration of the advantages of the fast laser a])paratiis.
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Figure 81: The upper figure shows a laser-scanned slice from the absorbance saturated 
region in figure 80(c). The artefactual edge indicated is equivalent to metal artefacts in X 
rays CT, see page 230 of [20] and has been discussed before in the context of optical-CT in 
[21]. The lower figure shows the same artefact from a different brachytherapy experiment 
where the scan was done using broad beam optical-CT
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Figure 82: The line profile in (a) comes from the indicated region in (b). The arrow points to 
the small, barely visible, smudge. This affects the line profile and the reconstruction. In (c) 
the reconstruction shows a clearly visible ring artefact. Essentially, this figure demonstrates 
the importance of having optical path clear of dust and particles on optics and inside the 
matching liquid.
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Figure 83: The centre of the projection in (a) is slightly brighter than the corresponding 
region in (b). This becomes more obvious if a line profile is taken across it. The line profile 
across (a) is shown in (c). There is a significant bulge in the middle when compared to line 
profile across the same region in (b), shown in (d). The only difference l>etween the two 
projections is in the baffle placed on top of L 2 in figure (b). This removes the bulge and 
corres])onding artefact in the reconstruction.
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C H A P T E R  V I I I
C O N C L U S I O N S  A N D  R E C O M M E N D A T I O N S  F O R
F U T U R E  W O R K
8.1 In troduction
The work performed during this thesis clearly demonstrates high SNR for optical-CT of 
3-D or gel dosimeters. This translates directly to low uncertainty in 3-D dose read-out. 
However, this needs to be shown explicitly. Various IMRT scenarios need to be tested by 
comparing optical-CT results with either treatment plan system or film dosimetry or both 
[21] [41]. Another interesting experiment would compare various optical-CT instruments 
between themselves. In terms of optical design, there is a lot of potential for perfect­
ing the broadbeam optical-CT and improving the laser optical-CT. I ahi of firm opinion 
that broadbeam optical-CT SNR can be pushed above 100:1 for 1 mm voxel (assuming one 
standard deviation is used in SNR calculation). Similarly, laser based optical-CT should 
be pushed above 200:1. This chapter essentially lists many unfinished threads from the 
research undertaken over last 4 years.
8 .2  D o sim e try
Dose resolution studies
Several tasks are outstanding for full dosimetry of PRESAGE™  and BANG™ gel. 
The obvious one is to derive dose resolution of both PRESAGE™  and BANG™ gel using 
optical-CT. This has been done several times on MAGIC gel and its deriveatiyes using MRI 
[75] [62] and X Ray CT [145]. However, none of the optical-CT instruments were used for 
dose resolution assessment, even though the dose resolution is likely to be better than MRI 
for smaller voxels.
MAGIC gel
A separate line of enquiry could improve MAGIC gel optical clarity so it can be used with
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F igu re  84: Projection image of MAGIC gel sample.
optical-CT. To my knowledge, only one optical-CT study has been published (conference 
proceeding) [146] using MAGIC gel. A quick experiment was done to check for MAGIC 
gel clarity. It was manufactured following the standard recipe^ [58] and imaged using 
broadbeam optical-CT. Prior to taking images, MAGIC was poured into a 1cm thick flask 
that has flat sides. This removes any refractive index variations observed with cylindrical 
samples. A sample projection is shown in figure 84. Obviously, the amount of schliere 
is excessive and no optical-CT dosimetry could be done. Additional work on improving 
the refractive index uniformity of MAGIC gel is certainly possible. For example the photo 
presented in [146] looks promising.
T uning  dosim eter sensitiv ity  to  ab so rbance  range  of high SN R
PRESAGE™ is highly tunable in terms of wavelength and dose sensitivity. The end 
formulation sliould be tuned so that the doses of interest generate absorbances from 0 . 2  to 
1.6 where SNR is highest. This will guarantee best possible dose resolution.
’ m a g ic  gel was made by Philip Wai and Shainsa al Nowais.
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8.3  G eneral suggestions fo r  in stru m en ta tion  developm en t
Digital triggering for super-fast scanning
The optical-CT scan is done in step and shoot manner. So, for 400 views, there are 400 
starts and stops. The scan time is currently about 20 minutes for 400 views using MICOS 
rotation stage and 35 minutes using Time&Precision, rotation stage. 5 minute scans were 
done by saving images in equal time intervals during the rotation. However, the best means 
of having a fast and reliable scan is to digitally trigger frame grabbing card on each angle 
move without stopping the rotation stage. It is perfectly feasible to perform a 1 minute scan 
in this manner providing frame grabbing is fast and schliere generated by liquid movement 
are not serious.
Radius of good measure
If the refractive index of the dosimeter and the surrounding matching liquid is known, 
then it is relatively easy to derive the position at which the ray exiting the dosimeter does 
not enter the numerical aperture of focusing optics (see section 4.2.4 in chapter 4). The 
distance between this point and the centre of the dosimeter is the radius over which realiable 
metrology should be possible. A set of experiments can be planned to verify this hypothesis. 
The main idea is to discard any data outside the radius of good measure. Therefore, any 
gamma analysis [147] [148] needs to be done within the radius of good measure. This 
technique is applicable to laser scanning optical-CT.
Instrument enclosure
This is a relatively simple upgrade to the apparatus. W hat is needed is simply a light 
tight enclosure. This will simplify instrument use, because several instruments can run in 
parallel in the same laboratory.
Polarization effects
LED and laser light sources could be partially polarized and this would affect the amount 
of reflection from incident optical surfaces and from the dosimeter. The effect of light source 
polarization in film dosimetry has been studied in detail [149] [150] and the same tests need 
to be repeated in optical-CT. Uncertainty related to orientation of the light source needs 
to be specified. It should be noted that polarization effects are likely not to be as big when
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%Figure 85: Glare without (a) a polarizer. Adding a. polarizer reduces glare (b). This figure 
is from [2 2 ].
compared to film dosimetry, because the orientation of a dosimeter is fixed while this is 
often not the case in film dosimetry.
Polarization effects in machine vision are well known, see figure 85. In 3-D dosimetry, 
laser based setups have been configured so that the laser polarization angle is parallel to 
plane of incidence of the ffask holding the dosimeter [77] (confusingly in [7] the polarization 
angle was set to be perpendicular where there are more reflections). The fast laser scan­
ner presented in chapter 6  has not been chracterized in terms of polarization angle. The 
advantage of PRESAGE^ ^  is that there are only two surfaces that affect the metrology 
(dosimeter to liquid and liquid to dosimeter). With gel dosimeters, there are four surfaces.
Note that diffusing light sources used in cone beam optical-CT are unpolarized, while 
LED sources are likely to be partially polarized. The end effect is probably different mea­
surement of absorbance. This issue can be removed by following a set procedure, as is done 
in film dosimetry.
Algebraic and maximum likelihood reconstruction techniques
Algebraic reconstruction technique (ART) [f)G] and Maximum Likelihood Expectation 
Maximization (MLEM) [151] [152] (provide a viable alternative to filtered back-projection
143
(FBP) used so far (see chapter 3 of [97] and [113]). The main advantage is that they may 
allow a reduced number of views. For example, for 128 x 128 projection, one needs ap­
proximately 400 projections using FBP. If the same quality reconstructions can be obtained 
with 1 0 0  projections or less then the scan time becomes much quicker [98] [99]. See [153] 
for an excellent overview of algorithm implementation.
Another advantage of using other reconstruction techniques is avoiding artefacts related 
to refractive index mismatches [154] [155] [156].
A lte rn a tiv es  to  p h th a la te s  as refrac tive  index  m atch ing  Iquids
The matching liquid of choice for scanning PRESAGE™  is a mixture of diallyl and 
dibutyl phthalate, both of which are toxic. Several interesting studies investigate refractive 
index matching as a general problem in a variety of fields, see for example [157].
B e tte r  S N R  is possib le
Additional effort needs to be taken to perform more uniformity studies with clear aim 
of driving upwards the SNR. Scan procedures presented in appendix A needs to be followed 
as well as general procedure outlined in chapters 5 and 6 . New precautions may need to 
be introduced. The author is of strong opinion that SNR in broadbeam optical-CT can be 
increased above 100:1 for absorbance range 0.2 to 1.6 and 1mm voxel. Laser optical-CT 
should be increased above 2 0 0 : 1  for the same absorbance range and voxel size. 
R eco n stru c tio n  M T F  in  op tica l-C T
Projection MTFsq>resentedin chapters 5 and 6  are not enough to characterize the spatial 
resolution in reconstruction domain. An estimate of MTF can be done by irradiating a 
PRESAGE™  sample with a high dose beam in such a way as to cover half of the cylindrical 
dosimeter volume. The sharp edge in dose along the centre can be used to estimate MTF 
at various slices [158] [159] [160].
Another important aspect will be to put the metrology of optical-CT in the context 
of medical imaging [161]. MTF, noise power spectrum (NPS) and detective quantum effi­
ciency (DQE) are accepted parameters for generic description of radiography, and computed 
tomography equipment.
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P aralle l beam op tica l-C T
There are numerous possibilities to improve the broadbeam optical-CT apparatus. Some 
are engineering tasks, while others are related to better understanding of noise propagation. 
S hadow graphy an d  sen sitiv ity  to  R I inhom ogeneities
The influence of schliere has been discussed in detail in chapters 4, 5 and 6 . What is 
lacking is a quantitative study of what maximum refractive index variation is tolerable. This 
involves both theoretical derivation and confirmation by experiment. W ith given focusing 
and illumination optics, theoretical derivations are possible using equations presented in 
chapter 6  of [84] and chapter 5 of [85]. Sample projections should be used to quantify the 
intensity variation of schliere and relate them to refractive index variations.
D iffraction  effects
Reducing the aperture in either focusing optics or illumination optics increases the 
diffraction blur. Using filters to narrow the wavelength range of illumination has a similar 
effect. Although very interesting, these have not been studied, because the dosimetry 
requirements on spatial resolution are of the order 1mm to 0.5mm 
S tra y  light ch arac te riza tio n
Figure 83 shows a ghost artefact that occasionally affects the quality of projections. 
These artefacts are easy to miss and may involve repeating the scan. Detailed characteri­
zation of this artefact has not been performed. The main culprit is believed to be reflection 
from the liquid air interface above the dosimeter, because placing a baffle in front of liquid- 
air interface usually resolves this issue.
One solution may be to place a polarizer on the CCD lens. This will attenuate any 
ghosting.
L arger light source in  b ro ad b e a m  op tica l-C T
The LED pinhole size is approximately 1mm. This is far too small, because the aperture 
of focusing optics is about 10mm. Therefore, the light source could be magnified optically to 
1 0 mm, so that the numerical aperture of focusing optics is matched by numerical aperture 
of illumination. The current situation will show more schliere than necessary. In other 
words, the apparatus with too small a pinliole will be too sensitive to schliere.
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Work needs to be done to redesign the light source with this in mind and assess the 
improvement. Any use of diffuser should be avoided, because of its effects on ring artefacts
[8 ]. However, higher specification diffusers may be worth more consideration.
Tw o T am ron  lenses give d ifferen t resu lts
As shown in chapter 7, figures 78 and 79 differ significantly even though they image 
the dosimeter from the same batch using the same optics alignment. The reason for this 
difference is not well understood and needs further investigation. It is possible that figure 
79 by zooming out smooths the projections more than binning the zoomed in figure 78. 
A pp licab ility  o f B eer L a m b e rt’s law on sc a tte r in g  gels
Scattering of light has been investigated with respect to tissue imaging [162] [163] [164]
[165] [166] [167] [168] [169] [92] [170] [171] [172] [173]. These studies looked into limitations of 
Beer-Lambert law when used in scattering media. Suggestions for better contrast in highly 
scattering cases include time resolved imaging [174] [175] [176] [177]. General reference on 
other techniques can be found in [8 8 ] and [178]. They essentially push the applicability of 
Beer-Lambert’s law for more scattering media.
C om parison  w ith  cone beam
A detailed comparison with cone beam architecture has not been done. The main 
aim would be to compare sensitivity to schliere (and hence sensitivity to refractive index 
mismatch between the matching liquid and the dosimeter), sensitivity to stray light, ability 
to image scattering dosimeters and polarization, effects. .
The telecentricity of parallel beam optical-CT introduces symmetry and is conceptually 
simpler. However, cone beam is simpler in terms of number of optical surfaces and is likely 
to be less sensitive to schliere, because of the size of the light source. The downside of using 
a diffuser is that even small constant features in projection introduce rings in reconstruction. 
There may be a way out by pre-processing diffuser features, but this may affect the accuracy 
of the measurement as well.
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8 .5  O ptical pro jection  tom ography
Optical-CT has all the elements necessary for OPT: rotation stage, software and microscopy 
lens. The main requirements for the setup at the University of Surrey are 1) additional 
software to drive the linear stage; 2) specimen preparation expertise. The best starting 
point would be to study plant morphology [179]. OPT has been expanding in last 5 years. 
The studies ranged from looking at single isolated cell nuclei [119] via the studies of zebrafish 
[180] to human brain development [181] [182], all in-vitro.
8 .6  Fast la ser scan apparatus im provem en ts
Fast laser optical-CT is in the initial stages of design, but is showing excellent prospect for 
fast and reliable optical-CT of dosimeters. Below, a list of suggestions is given encouraging 
some improvement.
Use confocal microscope head
The main part of laser scanning is relay optics (see chapter 6 ). This relay optics is 
embedded in most confocal microscopy scan heads, which may be useful as an off-the-shelf 
solution. This is unlikely to prove useful, because confocal microscopy scan heads are design 
with high numerical aperture in mind. In any case, any galvanometer manufacturer can 
implement the relay optics with two galvos as a custom solution. Together with associated 
software this will push forward wider use of the fast laser scanning solution.
Investigate different laser-scanning mechanisms
The relay optics described in chapter 6  [139] may not be the only way to achieve fast 
macroscopic laser scanning. Some recent research achieved two axes on a single mirror [183]
[184], while a simple z?/ galvanometer configuration can achieve quasi-telecentric perfor­
mance [185]. A different approach would be to use spatial light modulators (SLM). Their 
detailed description is outside the immedate scope of this thesis, but recent work demon­
strates that SLMs can be used for beam steering in confocal microscopy [18G] [187] [188] 
[189]. One thing is for sure, a fast, reliable, distortion free, and macroscopic laser scanning 
is well within the current technology!
Use spherical mirrors
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Relay optics currently uses paraboloidal mirrors, while spherical mirrors are used in the 
original relay optics patent [139].
S pa tia l reso lu tion  in  laser scann ing  op tica l-C T  should  n o t be  w orse th a n  th e  
b ro ad b eam  based  op tica l-C T
The figure 67 needs to be studied in more detail. Although laser imaging is different to 
broadbeam imaging done using CCD, the theoretical spatial resolution should be similar. 
T h e  effect o f d is to rtio n
Distortion in laser scanning can be removed, but it is currently corrected by post pro­
cessing. The effects of post processing needs more in-depth look.
D is to rtio n  co rrec tion  in  app lied  w aveform s to  x  an d  y scan
Distortion can be corrected completely by applying more elaborate waveforms to gal­
vanometer drive. Currently, simple ramps are applied to both axes. The source of distortion 
is the curved path drawn by a refiected laser beam from a rotating galvanometer mirror. 
An offset waveform oh one axis can be applied so that it cancels the distortion on the other. 
T he  effect o f beam  size
As mentioned in the discussion section 6.4 in chapter 6 , the effect of beam size on 
tomography process is essential in understanding any excessive bluring.
P ro g ram m ab le  gain  o f pho to d io d e  p ream plifier
Incorporating a programmable gain photoreciever (for example Femto Cmbh DLPCA- 
200) would increase the dynamicirange of absorbance measured. For example, for a given 
projection the saturating parts can be detected in software and in these positions the gain 
of the amplifiers can be increased during the scan. Clitches may be expected in electronics, 
but this can be avoided by introducing some time delays.
L aser based  O P T
Laser based OPT has not been published, and is likely to be better than CCD based 
OPT. There is a lot of commercial interest in this area and it is an exciting opportunity 
to jump into microscopy. The crucial idea is that the numerical aperture of laser based 
scanner need not be smaller than on the broadbeam based scanner. Therefore, the spatial 
resolution should be as good, while giving good contrast.
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8 . 7  Conclusion
The work done during this thesis demonstrates the feasability of both broadbeam and laser- 
scanning optics for investigations of 3-D dosimeters. Interesting developments have been 
outlined and crucial element missing in this study is a detailed dosimetric analysis.
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A P P E N D I X  A
S C A N  P R O C E D U R E
This appendix lists precautions that need to be taken while performing broadbeam optical- 
CT scan. Most of it is applicable to laser scanning as well. Some precautions that are 
specific to our configuration and this is specifically stated below. Most are related to 
avoiding artefacts. The scan procedure sheet that has been used at the University of Surrey 
is shown in figure 89. >
Are the lenses clean? Are the scanning tank windows clean? Is the CCD 
window clean?
The cleanliness of all optical surfaces ensures low noise in optical projections. Just a 
speck of dust can cause ring artefacts (see figure 82). One annoying feature can be dust on 
CCD window. In our case, the mechanical shutter hides the CCD window, so an exposure 
time of 1 0 s needs to be activated during which the window can be cleaned with appropriate 
antistatic brush. Special care needs to be taken with CCDs, because the chips are sensitive 
to static electricity.
Is the LED light source correcty aligned?
The LED light source should be placed at the focal point of Li^ If the light exiting the 
pinhole on the LED box does not go towards L \, the lightfield may not as uniform.
Is the CCD correctly positioned axially and laterally?
Similar to the previous point, to ensure optical alignment the CCD needs to be centred 
correctly and placed close to the focal point of L2 .
Is the lightfield flat and close to maximum level?
Play with CCD exposure time and LED intensity to adjust for this. The light field 
should not saturate anywhere in the FOV of interest, because that annuls any measurement 
in that area.
Are the two big positive lenses correctly oriented?
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L i and L 2 need to be centred and aligned correctly. Failing to do this will create images 
of distorted shape or no projection at all.
Is the scanning tank correctly positioned?
The scanning tank or Hellma™ glass cell need to be centred, so that the dosimeter 
inserted is within the FOV of interest.
Is dosimeter correctly centred on the bottom  plate prior to inserting to the 
scanning tank?
For scanning tanks, a baseplate is used to hold the dosimeter. If the dosimeter is 
not centred on the baseplate, then each projection needs to be shifted to ensure correct 
tomographic reconstruction.
Is the dosimeter vertical?
This is done to avoid having slices at different heights travelling at different distances 
from the rotation axis.
Are the Delrin blocks immersed inside the scanning tank?
When a scanning tank is used, Delrin blocks are inserted to increase the level of matching 
liquid. This step is not necessary if Hellma^^ glass cell is used or if enough matching liquid 
is available.
Is the whole dosimeter within the FOV?
This ensures depth dose curves are as complete as the dosimeter allows. CCD zoom lens 
enables zooming in and out andisometimes it is too easy to zoom in too much.
Has the matching liquid settled, i.e. is the optical path clear?
Wait time for the matching liquid to settle is 2 hours for the scanning tank and 5 minutes 
for Hellma^^ glass cell. Note that more time is necessary if the dosimeter is inserted directly 
from the fridge, because the refractive index is temperature dependant, see figure 8 6 .
Has the sample been focused? Check the focus produces best possible projec­
tion.
This is an important step, because the apparatus is very sensitive to focusing. Just a 
slight move on the focusing ring can result in a much improved projection. See figure 41 in 
chapter 4.
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Figure 86: (a) PRESAGE'^'^ was inserted from the fridge into matching liquid at room 
temperature, (b) and (c) are projections taken 15 minutes and 30 minutes after insertion, 
(d) shows the final clear projection 3 hours after insertion.
Has the lab monitor been switched off? This avoids some ghosting.
In our configuration, there is an LCD monitor shining perpendicular to the optical axis. 
This creates some stray light ghosting the projection, which is removed by switching the 
monitor off.
Has the correction light field been saved?
Each scan needs a light field for absorbance calculations. If several scans are performed 
together under the same conditions (illumination level and optical alignment) then the same 
light field can be used for all.
Light field saved during hroadbeam optical-CT scan is sliown in figure 37(a), wink' light 
field saved during laser optical-CT scan is shown in figure 87(c).
Has the dark field image been saved?
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Figure 87: (a) Light field saved using Orca 1024 BTII Hamamatsu CCD, (b) shows line 
profile across (a); (c) lightfield saved using photodiode for the laser scan (d) line profile 
across (c). Note that photodiode light field varies on average by less than 0.03% across the 
whole lightfield.
Dark field image is taken placing a lens cap on the CCD and switching the light off 
in the lab. It is important to have the dark image taken with lens cap on in dark room 
conditions, because CCDs can be very light sensitive. Often the dark image does not change 
with time and has similar shape and pixel value, so any variation needs to be inspected. 
H as th e  ca lib ra tio n  ta rg e t  been  saved and  checked?
Projection, light field and dark field are used to calculate absorbance. Calibrating these 
values to test target (see section 5.3.1 in chapter 5) ensures the accuracy of absorbance 
measurement is higher. The experience shows that Hamamatsu CCD used may îiot need 
calibration if full dosimetry is not required. With calibration, the linear coefficients are 
about 1.0 ±  4% for the multiplying coefficient and ±  0.04 for the offset coefficient. With
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Figure 88: (a) Dark field saved using Orca 1024 BTII Hamamatsu CCD, (b) shows line 
profile across (a); (c) dark field saved using Pulnix CCD; (d) line profile across (c).
laser scanning optical-CT, calibration is needed and this step should not be overlooked. This 
is mainly due to absorbance offset created by attenuation of intermediate optical surfaces 
(see figure 65). In broadbeam optical-CT the light field is registered across the same optical 
])ath as the dosimeter, while laser optical-CT the light field is measured straight on exiting 
the laser (see figure 64).
E nsure  num ber of view s is app rox im ate ly  3 x nu m b er of pixels in x  d irec tion .
This is a general rule of tlininb that avoids reconstrnction aliasing. The exact, value is 
7T X where Ux is the number of pixels in x  direction (see chapter 5 in [67].).
H ave all th e  s teps been  tak en  to  o b ta in  a p ro p erly  ca lib ra ted  3-D rec o n s tru c tio n  
of OD?
Finally, double check the above steps again!
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Q p t i c a i  Ç T ^  c h e c k  s h e e t
Author: Nikola Krstajic 
DateibgWAK
Scan time:
Person scaimiug:
Al e the lenses clean?
Are the scamims tank win doi^  ^clean?
Is the CCT> chip uinclow clean? Be extra careful while cleaning tins, 
because tflie CCD chip is sensitive to static elecMdty.
; 0
i n
uIs die LED light source correcdy aligned?
Is the CCD correctly positioned axially and laterally?
Is the lightfield flat and close to maximum level? Play with CCD 
exposine time and LED intensity to adjust for tins
□
n
o
Are die two big positive lenses con ecdy odented? 
Is the scaiuiing tank correcdy positioned?
Is dosimeter conecdy centred on the bottom plate prior to inseiting to 
die scaiming tank?
T ]
r o
' □
O'
Is die dosimeter veitical?
Are die Dehin blocks immersed inside die scaiming tank?
Is the whole dosimeter iritlun FOV?
Has die matcliiiig Mquid settled, i.e. is die optical path clear?
Has die sample been focused? Check die focus pro duces best possible 
projection.
Has the lab monitor been switched off? This avoids some gliosting. TJ
Has die correction lightfield been sa^ %d? o
1 3Has the dark field image been saved?
Has the calibration target been saved and checked? □
\Mthi:he dosimeter ill the FOV, are there any brighter regions? Check 
dus-placing a baffle on top and bottom are of L2. Save an image with 
and without a baffle and compare dieir pixel values. If diey me 
different keep the baffles.
Ensure number of \iew^ is approximately 3 x number of pixels in x ; O
direction. This avoids reconstruction aliasing \
Have an the steps been taken to obtam a pi^ ^^ ^^  | [ ]
reconstruction of CD?
Figure 89: Scan procedure check sheet. Ensuring all precautions are taken care of guaran­
tees a good scan result (providing the dosimeter is clear and transparent).
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C C D  C O M P A R I S O N  T A B L E
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