The general method of machine learning has encountered disadvantages in terms of the significant amount of time and effort required for feature extraction and engineering in natural language processing. However, in recent years, these disadvantages have been solved using deep learning. In this paper, we propose a mention pair (MP) model using deep learning, and a system that combines both rule-based and deep learning-based systems using a guided MP as a coreference resolution, which is an information extraction technique. Our experiment results confirm that the proposed deeplearning based coreference resolution system achieves a better level of performance than rule-and statistics-based systems applied separately.
I. Introduction
A coreference resolution refers to various words expressed differently with regard to a single entity. In other words, a coreference resolution is used to indicate an entity with links of various words that have the same meaning. For example, in the case of the following sentences, a coreference resolution defines words of the same semantic nature as one entity in a document.
"Barack Obama was born in Honolulu." "He lives in the White House." "The American president will visit Korea next month."
In the first sentence, [Barack Obama] indicates the same entity as [He] in the second sentence and [The American president] in the third sentence. Therefore, these words may be referring to each other, and thus we define this as a coreference; a coreference resolution is therefore a method for automatically finding such words, which is possible when the words are coreferent.
A coreference resolution is one of the important tasks that can be adapted for question answering, information extraction, and document abstraction, and has been regularly researched as a method for rule-based [1] - [3] and statistics-based [4] , [5] systems through the DARPA Message Understanding Conferences (MUC), the SIGNLL Conference on Computational Natural Language Learning (CoNLL) [6] , and other conferences. However, a coreference resolution is managed as a difficult problem because it has the tendency to depend on more semantic problems (that is, in the case of "Korea" and "our country") instead of problems such as the form or grammar of the natural language.
A coreference resolution is classified into two types: rulebased and statistics-based systems. A rule-based system is a
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Cheoneum Park, Kyoung-Ho Choi, Changki Lee, and Soojong Lim  method for conducting natural language processing (NLP) using certain defined rules. In this paper, our rule-based system suitably applies the Multi-pass Sieve of Stanford to the Korean language. A statistics-based system is a method for conducting an NLP using statistics or machine learning (ML) methods. In this paper, we apply a coreference resolution based on a mention pair (MP), and for the ML method, we utilize deep learning.
In this way, they both have their own following advantages and disadvantages. The disadvantages of rule-based systems include their dependence on the people who define the rules, a large consumption time for defining complete rules, and maintenance difficulties. Statistics-based systems commonly demonstrate a better level of performance than rule-based systems using ML and other methods, but they require welldesigned features. General ML requires human beings to extract features for an optimal combination of features, and a significant amount of time and effort are needed. However, such problems from the use of ML can be overcome thanks to the recent development of deep learning [7] , [8] .
Deep learning is a model extended from artificial neural networks that was developed by emulating the human brain. Deep learning is constructed with the foundation of multiple levels of hidden layers, where each layer uses a non-linear activation function, which transforms each representation at one level into a representation at a higher and slightly more abstract level. Deep learning makes feature design automation possible, and much higher abstract levels can be continued as the layers become deeper. However, if the neural network layers become deeper, learning requires a longer amount of time because more computational complexity is expected; training also becomes difficult. Recently, the training speed has been able to be reduced through an advanced GPU, and other problems can be solved using pre-training, a dropout, a rectifier linear hidden unit (ReLU), and other methods that have been implemented in deep learning [9] - [11] .
In this paper, a coreference resolution is conducted first in a rule-based manner. The combined coreference resolution system of rule-based and statistics-based systems used to conduct a deep-learning based coreference resolution is as follows.
II. Related Works
Traditional research on a coreference resolution can be classified into two types: rule-based [1] - [3] and statistics-based [4] , [5] systems. First, Stanford [1] conducted a given task using a multi-pass sieve based on an entity-centric coreference. Such coreference resolution system manages mention-resolved coreferents for any entity, such as entity clusters (that is, an entity). Moreover, among the mentions included in each entity, there is strength in having characters that share each other's attributes. Hence, in [2] it was shown that a coreference resolution is suitable for the Korean language by applying the method of [1] , and the rule-based system of this paper follows that of [2] .
The coreference resolution system of [4] applied ML to models such as MP and mention ranking. Here, MP is a method that defines the reference relationship of two mentions, and MP is applied to the statistics-based methods of the present paper. Deep learning is used for ML in statistics-based methods, and comparative experiments with SVM were conducted to show that deep learning is more suitable for MPs.
In the case of rule-based systems, they can maintain various mention relationships by sharing the attributes among mentions in an entity because a rule-based system is based on an entitycentric coreference. In contrast, in the case of statistics-based systems, most references comply with the head because the references depend on the feature expression. For this reason, the recall is relatively higher in rule-based systems, but statistics-based systems show a distinctly high rate of precision, as shown in earlier experiments. Therefore, in this paper, we propose a method that uses MP with one sieve and applies a multi-pass sieve based on the entity-centric coreference of rulebased systems. Furthermore, we propose guided learning that uses the results of rule-based systems, and combines rule-based and statistics-based systems with their respective high rates of recall and precision.
III. Coreference Resolution
A coreference resolution is used to solve the relationship of various words expressed for any entity. A coreference resolution must be transitive, recursive, and symmetric. In the case of a document that explains a particular entity, the first proper noun of such entity appears, and the entity is expressed based on the nickname, acronym, and pronoun; the words are included in a coreferent relationship to each other. Accordingly, a coreference resolution is used for clustering by recovering the relationship of these words within a document.
The candidate words to be resolved in a coreference resolution are defined as "mentions." The coreference resolution system proposed in this paper first applies the rulebased system, and subsequently the ML-based MP model. The ML-based MP model uses deep learning, the results of rulebased systems for the ML feature, and entities of the rule-based systems like a continuous pipeline. Figure 1 shows the coreference resolution system proposed in this paper. This system works by inputting the extracted information from a language analyzer, which means that it Alias dictionary extracts the morpheme, named entity (NE), part-of-speech tag (POS-tag), and dependency information from input documents using this analyzer. First, this system extracts all usable mentions that depend on a dependency tree. In addition, the system resolves a coreference resolution using a rule-based, entity-centric, multi-pass sieve. Subsequently, a deep learningbased guided MP model, which uses the results of the rulebased system and features, is applied to the coreference link information based on the results. The deep learning in MP classifies a coreferent or not for two mentions (that is, a pair of mentions). Finally, the end result of the coreference resolution is extracted through post-processing.
IV. Rule-Based Coreference Resolution: Multi-pass Sieves
In this paper, we suitably apply the multi-pass sieve from Stanford, similar to that in [2] , to the Korean language; the multi-pass sieve applied in this paper was applied based on mentions extracted through mention detection. The mentions were extracted by targeting every possible noun or noun phrase (NP) based on a dependency tree for a high recall. Subsequently, a coreference resolution was applied to all mentions through the sieves. The sieves are classified into four types: an impossible link rule (sieve 0), morphometric expression (sieve 1) for high precision, semantic expressions (sieves 2 through 7) to increase the recall, and pronoun resolution (sieve 8). Table 1 lists the rule-based multi-pass sieve used in this paper.
Mention Detection
Mentions include the NE information, modifiers, and head words present in the mention; we then refer to the information Table 1 . Multi-pass sieve of coreference resolution.
Sequence
Model Name
Step Step 2
Sieve 8
Pronominal coreference resolution
Step 3 Post processing in the running phase of the multi-pass sieve. Accordingly, the performance of the coreference resolution is dependent upon the mention detection. If there are any missed mentions, errors are accumulated in the multi-pass sieve, which causes the overall score to decrease. Therefore, the mention detection must derive the greatest recall. The mention detection used in this paper has the following conditions:
• Overall mention based on NPs -The mention detection in this paper defines all NPs that appear in the dependency tree as a mention.
• Processing mention by word unit -We process the mentions based on the word units because the syntax information is based on a dependency tree. We define the last word in the NPs as the head word.
• Containing modifier in mention -The dependency tree usually contains modifier information for each head word. We can turn modified NPs into mentions using this information.
• Atomic of Name Entity -In this paper, we define an NE as the least unit of the semantic word in the mentions. Accordingly, for any mention included in a mention whose head word is an NE, our system removes any mentions according to the atomic NE (for example, in the case of
because it is a non-NE).
• Processing head duplication -When our system extracts mentions, if two or more mentions with the same head word are extracted, we only save the longest boundary of a mention.
• Stop words -We do not extract mentions if the head word of any mention is a stop word (for example, ~걸(~geol), ~수 (~su), ~중 (~jung), ~간 (~gan), ~인 채(~in chea), and 중간에 (jung-gan-e)).
• Pronominal classification -In this paper, pronouns and determiner phrases must be processed in the Pronominal Coreference Resolution Sieve. Thus, we classify general NPs as nominal mentions and pronouns, and determiner phrases as pronominal mentions. A nominal mention makes an entity through sieves 0 through 7, and in sieve 8, a pronominal mention conducts a pronominal coreference resolution based on the entity. Table 2 lists the processes for the mention detection that follow each constraint. The table demonstrates the sentence from a document, processing the mention based on the word unit, extending the modifier of the mention, the atomic NE, and processing the duplication of the head word in each sequence step. Finally, the results of mention detection are also demonstrated. Each mention is marked using a square bracket in Table 2 , and the final step of the mention detection results indicate the mention index (that is, the subscript) and entity http://dx.doi.org/10.4218/etrij.16.0115.0896 index (that is, the superscript).
Sieve 0: Impossible Coreference
Sieve 0 (that is, Impossible Coreference) is the part that defines the relationship between mentions that were not solved by the coreference resolution during the multi-pass sieve processes. In other words, the mentions defined by the impossible coreference, according to these constraints, do not occur in the coreference resolution with mentions that are relevant to the constraints. The following constraints are shown:
• Different last name -This is defined as an impossible coreference if the last name of two mentions is different for both (for example, 김씨 (Kim-ssi) and 이씨 (Lee-ssi)).
• Different location -This is defined as an impossible coreference if the location and place information of two mentions are both different.
• Different number -This is defined as an impossible coreference if the information number of two mentions is different for both.
• Not i-within-i -Two mentions are not in an "i-within-i" construct; that is, one cannot be a child NP in the other's NP constituent [12] . However, some words are excluded if the head words are a [name, word, title, designation, appellation, pen name, pseudonym, nom de plume, nickname, or meaning].
• Conjunction phrase operation -Mentions contained in a conjunction phrase conduct a coreference resolution according to the conjunction phrase operation. A conjunction phrase operation is defined as a bitwise operation (that is, an AND operation (AND-op) or OR operation (OR-op)), and all conjunction operations, with the exception of "또는" (ttoneun) and "혹은" (hok-eun) (that is, or), manage an AND-op. An AND-op is not a coreferent between mentions included in the same conjunction phrase, but an OR-op is. 4 . In the sentence, the conjunction is "그리고 (and)." Therefore, the mentions (1 through 4) included in the same conjunction phrase are not coreferent because they are defined as an AND-op. ; in this mention, the two mentions are coreferent).
• Precision Construct: Acronym -Korean acronyms mix or abbreviate syllables and other elements in the NPs, unlike English acronyms (for example, "Natural Language Processing" is the full name, and "NLP" is its English acronym; in contrast, in Korean, "삼성 자동차" is the full name, and "삼성차" is its acronym). We apply the acronym extraction algorithm of [13] to obtain acronyms from the Korean language, and this sieve turns two mentions into the same entity if the two mentions are mapped to each other using the extracted acronym. In this paper, our acronym algorithm uses the noun drop rule, syllable alignment rule, mixed rule, person acronym, and English acronyms [2] . 1 eats prey using the sense of touch." Here, it is impossible to refer to the two mentions.
• Not i-within-i -This is similar to sieve 0.
Sieve 6: Proper Head Noun Match
This sieve links two mentions if their head word is a proper noun, the mentions have the same head word, and the following constraints are satisfied:
• No location mismatches -For this rule, the location information of the two mentions must be equal.
-The following shows when the current mention matches the location information of the antecedent mention: 
Sieve 7: Relaxed Head Match
This sieve relaxes the entity head match through heuristics, unlike other head matches, and the conditions are as follows:
• The current mention refers to the antecedent entity if the mention's head matches any word in the entity. • Korean pronouns take the form of various different pronouns according to the title of honor, and the combination of a determiner and nominal nouns, as the determiner phrase (that is, "그 동물 /the animal," "이 사람/this person," "저 문/that door," and so on) implements the role of the pronoun. Our system gives attributes to mentions, which is the role of pronouns, and the system defines the meaning of a mention. The previous sieves described in this paper prepare the stage for the pronominal coreference by constructing precise entities with shared mention attributes (that is, NE label, head word, and so on). Moreover, we define the animacy, gender, number, and so on, to the attribute of the pronouns using the pronoun dictionary from the Sejong corpus.
The pronominal coreference resolution method of this paper uses the attribute information of defined pronouns (that is, number, person, animacy, NE label, pronoun distance, and so on), a center transition characteristic from the centering theory [14] , and the weighting application method from the RAP algorithm [15] . The method for weighting is as follows:
• This condition provides the weight according to the nominative and objective cases of the mention.
• It provides the weight by comparing the attribute of the pronoun mention with the NE label of the antecedent.
• It provides the weight based on the sentence distance between the pronoun mention and antecedent.
• It provides the weight based on the distance of the mention's index between the pronoun mention and antecedent.
• It provides the weight in order to consider the position of the antecedent candidates in a sentence. The determiner phrase from the pronoun mentions is composed of the grammatical structure used with the determiner and nouns, and the determiner is used with a hypernym higher than the head of the antecedent or the same word. In other words, the determiner phrase mention can use various other features, in addition to pronouns, if the antecedent is expressed by a determiner phrase. We implement a coreference resolution for the mention of the determiner phrase that has an NE label directly, and apply semantic information from the thesaurus in the Sejong corpus to the semantic information of the mention. Such coreference resolution method has the following conditions:
• Pronoun String Match -This condition provides the weight if the pronouns contain the same text, including determiners.
• Pronoun Head String Match -This condition provides the weight if the determiner mention and antecedent are the same head word.
• Pronoun Head Semantic Match -This condition provides the weight if the meanings of the determiner mention and antecedent are similar.
• Reflexive and Interrogative -The reflexive and interrogative are coreferents to the subject in this sentence.
Post Processing
This step discards singleton clusters that do not refer to each other as the same entity, which becomes the case of one mention in one entity.
V. Statistics-Based Coreference Resolution In deep learning, word embedding is generally used for the purpose of a dimension reduction and pre-training in an NLP that has a very high dimension of features. Thus, this paper uses word embedding based on the neural network language model [7] . For example, if the size of the input units is 1 × V and that of the lookup table (LT) is V × n, as shown in Fig. 2 , the product of their multiplication has a vector size of 1 × n. Here, V is the size of a word dictionary and n is the number of arbitrary dimensionalities (usually 50 dimensions). Figure 3 shows the feed-forward neural network (FFNN) structure applied in this paper. The input words of two mentions are the head of each noun phrase. In addition, the head is found in the Word Lookup Table, which we use for word embedding. Furthermore, we apply feature embedding, which is analogized with word embedding with regard to the feature set and these two vectors. In sequence, neural networks concatenate each other into a single vector. Subsequently, this vector constitutes a hidden layer by applying the activation function (ReLU) after the vector is multiplied with the weight matrix. This hidden layer informs the output layer as multiplied units of the hidden layer through a weight matrix, and the probability of the output labels is calculated in the output layer using the Softmax function.
In the learning stage, the error rates between the target and output labels extracted by the neural networks are calculated, 
and the weight matrices are updated based on the backpropagated error rates. At this moment, over-fitting is effectively prevented by applying a drop-out. The drop-out sets the state of random units to zero based on the specific probability (normally, 0.5) in the hidden layer.
Guided Mention Pair
In this paper, we propose a combination of rule-and statistics-based systems using a guided feature. Guided learning is a method in which the results of other systems are used as the features. In this paper, the results of the rule-based system, that is, the information regarding an entity, is used for the ML features. We extract a significant amount of information from the coreference resolution used from the entities defined during the rule-based multi-pass sieve. Accordingly, we define 36 Korean coreference resolution features that are similar to those in [4] , and add the guided feature when the method proposed in this paper is used. Twenty-six feature refer to [5] and remaining 10 features are described in Table 3 . // extract features for mention pair 13.
end-if 17. end-for 18. E = postProcessing(E) 19. output: E 3. Complexity Figure 4 shows the algorithm used in our coreference resolution system, which is a combination of the rule-and statistics-based systems. This shows each performed step; first, the mention detection (line 2) has a time complexity of O(N) [2] (where N is the number of existing candidate mentions). 
VI. Experiment
We start this section with the ETRI corpus, which has been widely used for the evaluation of coreference resolution systems. We continue with the results of experiments analyzing the parameter optimization, compare the results (that is, rulebased systems, SVM, and deep learning-based MP models applied for comparison), and discuss the contribution of each aspect of our approach.
Corpus
The ETRI coreference resolution dataset was used to test the Korean coreference resolution, and consists of 153 news domain documents and 767 quiz domain pairs 1) . From these, the training dataset uses 73 news domain documents and 767 quiz domain pairs; 30 news domain documents are used for the validation data, and 50 news domain documents are used for the test data. The ETRI corpus statistics are listed in Table 4 . We will release the ETRI corpus at HCLT 2016 2) .
Evaluation Metrics
We employ the metrics used for the CoNLL-2011 shared task. The CoNLL value (F1 mean value of MUC, B-cube, and Ceaf-e) from [1] is used to measure the performance:
• MUC (Vilain and others, 1995) : MUC is a link-based metric that measures how many gold and predicted clusters need to be merged to cover the predicted and gold clusters, respectively [16] .
• B 3 (Bagga and Baldwin, 1998) : B 3 is a mention-based metric that measures the proportion of overlap between predicted 1) The quiz documents (that is, quiz domain dataset) feature question-answer pairs consisting of 200 pairs in the Jang-hak quiz, and 567 pairs in WiseQA.
2 and gold clusters for a given mention [17] .
• CEAF-e (Luo, 2005) : This entity-based metric enforces a one-to-one alignment between gold and predicted clusters, and measures the best one among the alignments [18] .
Experimental Results
In this paper, we apply a neural network based MP (NN-MP) and guided mention pair (NN-GMP) using guided features for the coreference resolution, and apply hyper-parameter optimization for each model using the validation set. Figure 5 shows the CoNLL F1 score for each model in the validation set with respect to the number of hidden units. The experiment was conducted ten times for each parameter because of its tendency to fall into the local minima, and the average and maximum values were then calculated.
In Fig. 5 , NN-GMP shows a standard deviation (STDEV) of Tables 5 and 6 (that is, for NN-MP and NN-GMP) show the performance levels of the max, mean, and standard derivations for each number of hidden layer units. Table 7 lists the hyper-parameters that show the optimum performance under the parameter value applied to the validation set. Table 8 lists the end results of the coreference resolution based on the hyper-parameters in Table 7 for the test set. In this table, SVM-MP is an MP model based on an SVM that uses the features of Table 3 (with the exception of the guided-link feature). NN-MP is an MP model based on deep learning, and NN-GMP is a model applied using the guided features proposed in this paper.
NN-MP shows a higher level of performance by approximately 4.61% compared with SVM-MP. In addition, the NN-GMP proposed in this paper shows approximately a 10.67% higher level of performance compared with SVM-MP, and a 1.81% higher performance level compared with the rulebased model. Table 9 shows the precision, recall, and F1 value of each model. We can confirm that the recall of rule-based systems is higher than that of NN-MP. On the other hand, NN-MP shows a relatively higher level of precision. Consequently, NN-GMP, which combines the properties of these two methods, improves the performance of the coreference resolution more than the existing methods. Table 10 compares the results of our system with the following coreference resolution approaches: Fernandes and others (2012) [19] , Chen and others (2012) [20] , Lee and others (2013) [21] , and Model stacking (Clack and others, 2015) [22] . We use a combined coreference resolution system, which is an entity-centric multi-pass sieve algorithm suitable for the Korean language and MP that uses deep learning. Our model shows a CoNLL F1 of approximately 62.1%; it shows a lower performance of approximately 0.9% compared with model stacking, which is a state-of-the-art approach. However, our model shows a higher performance than the first and second grade systems (that is, Fernandes and others, and Chen and others) and the rule-based coreference resolution system of the entity-centric multi-pass sieve (Lee and others). The largest improvement is in the CEAF-e metric. Therefore, we know that our coreference resolution model is suitable for the Korean language because the Korean coreference resolution system proposed in this paper shows a higher level of performance than some English coreference resolution systems and a similar level of performance to the English coreference resolution system.
The time complexity of our system is shown to be O(N 
VII. Conclusion
In this paper, we proposed an MP model that uses deep learning and a coreference resolution system, which is a combination of rule-and ML-based systems. The experiment results showed a better level of performance in the model proposed in this paper compared with the existing rule-based and MP models, and a similar level of performance to the English coreference resolution system. For future work, we will apply recurrent neural networks to the coreference resolution system, and the mention detection of a coreference resolution.
