ABSTRACT Introduction: Medical image processing aimed at reducing human error rates attracted many researchers. The Segmentation of magnetic resonance image for tumor detection is one of the recognized challenges in the treatment of the disease. Considering the importance of this issue in the present study, the diagnosis of brain tumor is considered. Material and Methods: One of the most popular and most widely used methods in the field of segmentation of images of resonance imaging of the brain is the kmeans clustering algorithm, which, despite the diagnosis of a tumor, fall in to local optimum problem, followed by a reduction in the accuracy of the diagnosis tumors are malignant. In this study, we aimed to solve this problem and subsequently increase the accuracy of diagnosis of malignant tumors, a GAclustering combination of clustering based on k-means and genetic algorithms. Results: How to combine in the way that the genetic algorithm is applied to each repetition of the K-means algorithm and, by scanning more in the space of the answer, is trying to find higher quality cluster centers. The effectiveness of the proposed method has been investigated on a number of images of BRATS standard collections. It is also compared with the K-means algorithm. Conclusion: The results show that the proposed algorithm provides better results than the K-means algorithm.
INTRODUCTION
The brain is an important part of the human body that controls the nervous system. This member controls many actions, such as heart, breathing, speaking, walking, and thinking ability, alertness and unconscious balance. Therefore, it plays an important and vital role in the human nervous system. Brain tumor is the growth of abnormal cells in the brain and around it, which is one of the most common causes of increased mortality in children and adults. Brain tumors are divided into two types of benign, non-cancerous benign tumors, and malignant tumors, which are they divided into two primary tumors and secondary tumors. Brain anatomy can be checked by magnetic resonance imaging or computer tomography (CT). Magnetic resonance image for detection is easier than CT. Evidence suggests that the patient's chance of survival increases in early stages of tumor detection. In most cases, the doctor uses stroke instead of a brain tumor. Therefore, diagnosis of tumor is necessary for its treatment. Subsequently, the longevity of the individual affected by the brain tumor will increase if diagnosed early in the disease [1] [2] [3] . The primary goal of medical imaging is to extract important items and accurate information from the images with the lowest possible error. Medical image processing involves two main steps. The first step is to preprocess the image. This step involves executing actions such as noise reduction and filtering, which will create the perfect image for the next step. The second step is the implementation of Segmentation and morphological operators. They measure the size and location of the tumor [4] . The process of separating an image into several parts is known as segmentation. They create different sets of pixels of the same image. Segmentation of an image is the simplest way to further analyze and extract meaningful information from it. It is also defined as a tagging process for each pixel in the image, which shares the same features. The process results in a shared pixel have a common property. Segmentation plays an important role in medical image processing. Image split algorithms are divided into two categories with supervised and unsupervised. Unsupervised algorithms are fully automated and divide the Segmentation of the feature space using their density [5] . Segmentation and diagnosis play an important role in medical image processing. Different types of Segmentation techniques are available for the diagnosis of brain tumors. These methods include the optimization of clustering algorithms with metaheuristic algorithms [3, [6] [7] [8] , K-means clustering with watershed algorithm [9] , the combination of K-means clustering algorithms and Fuzzy C-mean [3] , neural network [10] , support vector machine [11] , morphology [12] , region growing algorithms [13] , and others. The purpose of this paper is to provide a new method based on the K-means algorithm and the genetic algorithm for the Segmentation of MRI images in order to detect the brain tumor Segmentation. This paper is presented as follows: First, the Kmeans clustering algorithm and the genetic algorithm are introduced. The proposed algorithm is examined and the results of the proposed method are compared with the K-means clustering method.
MATERIAL AND METHODS

K-means clustering algorithm
Clustering is an unsupervised classification technique [14] , which groups a set of patterns that are usually vectors in a Multidimensional space into several clusters. Similar patterns fall into the same clusters and the other clusters are different. An important issue here is to determine the similarity scale that assigns each pattern to a cluster center. One of these similarity scales is the Euclidean distance D between two patterns x and z defined by D = ‖x-z‖. The closer the distance between x and z is, the more similar they are [14, 15] . In the N-dimensional Euclidean space of R N , the process of dividing a totality of data from n points into the number of K clusters is based on the similarity and dissimilarity scale. The collection of n points {x1, x2... xn} is represented by the set S, and k is the cluster represented by C1, C2... Ck. These relationships are established.
Ci ≠ Ø for i= 1… k, Ci ∩ Cj= Ø for i= 1… k, j= 1… k and i≠ j And ⋃ (C i ) = S
(1)
The K-means algorithm is one of the most widely used clustering algorithms that tries to solve a clustering problem by optimizing a scaling problem. The method of K-means algorithm is described in the following steps:
Step 1: Choosing the K initial cluster centers z1, z2... zk randomly from n points {x1, x2... xn}.
Step 2: Assigning point xi where i = 1, 2... n is the cluster Cj where j∈ {1.2 ... ... K} using this condition:
Step 3: Calculate the new cluster centers z1 *, z2 *, ..., zk *, which is calculated as follows:
Here ni is the number of elements belonging to the Ci cluster.
Step 4: If zi * = zi, i = 1, 2... K, the algorithm ends. Otherwise, it goes to step two. Note that if the process does not end in step 4, consider the constant value for maximum repetition. The scale of the clustering algorithm is computed using 4:
The Euclidean distance is the points of the cluster centers, which is mathematically M, the clustering scale for the cluster K with the centers C1, C2... Ck [12, 15] .
Genetic Algorithm
Genetic algorithms are guided techniques of optimization and random search by the principles of evolution and natural genetics. This search algorithm performs in a polygonal, large, and multi-dimensional space, and offers near-optimal solutions for the objective function of an optimization problem. In genetic algorithms, search space is encoded as strings (called the chromosome). A collection of such strings called a population. At first, a random population is created that displays various represents different points in the search space [15] . Consider a set of N points in a randomly in the search space initially selected; this set represents the initial population; each x of this population has a certain fitness value whose degree of matching Determines the person with the objective function. In the case that the objective function z is minimized, if z(x) is smaller, fitness will be higher. An evolutionary algorithm evolves gradually over successive generations. Over the generations, the goal is to improve the fitness of individuals. This improvement is achieved by simulating the two main mechanisms that exist in the evolution of living beings based on Darwin's theory. Selection: Ensure that people with higher fitness, higher reproductive capacity and more survival. Reproduction: Allows the parent to combine, multiply, and diversify the characteristics of children with new abilities. Moving from generation to generation is done in four phases: selection phase, reproductive phase (change), fitness assessment phase and replacement phase. The selection phase identifies those who participate in reproduction. Individuals with high levels of fitness can be selected several times. The phase of change involves the use of change operators on the selected individuals to create new people; the role of change operators is to produce new people from old people. The change operators in the genetic algorithm are classified according to the number of inputs into two types of mutations and recombination. Recombination operator known crossover to produce one or two children from two parents. The mutation operator creates a new person from one person only. Then in the evaluation phase, the fitness of the new people is measured from the goals set. Finally, the replacement phase involves choosing new generation members. For example, people with low desirability can be replaced by some of the best people produced. The algorithm ends after a certain number of generations according to the preconditioned termination condition [15] [16] [17] .
GA clustering algorithm
The K-means clustering algorithm is based on the optimization of the similarity scale between each cluster with the lowest value and the highest value for the values within the clusters. In other words, the K-means attempts to reduce the similarity intercluster and increase the similarity within the cluster. Hence our goal is to propose a clustering technique based on the genetic algorithm, which involves optimizing the final clusters. It is a simple criterion that intuitively develops clusters. As in the K-means algorithm, we need to minimize the distance for a good clustering. However, unlike the K-means algorithm, it may be trapped in values that are not optimal. With that in mind, the simplicity of the K-means algorithm and the ability of the genetic algorithm to avoid trapping in the optimal locale are combined to provide a GA-based clustering approach known as the GAclustering algorithm. The flow diagram is shown in Fig 1. Preprocessing: To study the structure of anatomy and image processing, noise removal techniques, medical imaging of magnetic resonance imaging is an important step in the applications of medical images. In the process of image processing in order to obtain the correct results, we need to provide accurate images to the program. The goal of the noise removal techniques, which is the first step in image processing, is to eliminate noise from the image. Noise removal method should be used in a prudent manner, otherwise it can create adverse effects, including image blur. The techniques used include median filters [18] and Gaussian filters, max and min filters, and arithmetic mean filter [19] . All the above filters are applied on MRI brain and spinal cord images. Image de-noising is an important task in any type of image processing. The main aim of any de-noise model is that it should preserve the edges while remove noise as far as possible [20] . We apply the median filter, which is a nonlinear filter, to the image. This filter is identified as a square window with odd size and is positioned on all pixels of the image from the top left corner and takes a neighborhood around the pixels, and the middle of the numbers in that neighborhood is placed as a pixel transform. To give as the size of the created window increases, it becomes even more blur. The size used here is 3 * 3.
Fig 1: Flow chart of the proposed algorithm
Show String: Each string is a sequence of real numbers that specifies the K centers of the cluster set in the problem, and the length of each chromosome is as large as the number of clusters. Primary population initialization: The K cluster centers are randomly selected from the data set and each chromosome is initialized. This process is repeated for each P chromosome. Here P is the population size that is created randomly in the scope of the image. Fitness Function Calculation: The fitness function for each chromosome is calculated. The fitness function in this algorithm is Euclidean distance, which compares the value of each data with the cluster center, and assigns data to the cluster that has the smallest distance. This function is computed using 5.
Here x is the input data, c is the center of the clusters; at the end, the data center is obtained from each cluster, and finally the data that has the smallest distance with the corresponding cluster center is assigned to that cluster. Selection: The roulette wheel selection method is one of the best option for random selection, the idea of which is the probability of choice. The probability of choosing the corresponding Iranian Journal Of Medical Informatics 2018, 7 (1) chromosomes is calculated on the basis of its fitness. If the fi is the chromosomal fitness i, the probability of corresponding chromosome survival is equal to 6.
This means that the probability of selection depends on the amount of absolute fitness of the whole population. Cross over: Then, according to the selection function, two parents are selected for cross over operations. The cross over operation of the cross over method is uniform [21] , which acts to create a random vector in the range [0,1], which is represented by R1 and R2 is equal 1-R1, x1 and x2 are selected chromosomes and Y1 and Y2 are new children obtained using the 7: Y1 = (R1.*x1) + (R2.*x2) Y2 = (R2.*x1) + (R1.*x2)
Given the cross over rate (here is 0.8), the population associated with this operator is obtained. Mutation: The next phase of the mutation operation is the random selection of the chromosomes, and the mutation operation is applied uniformly with a probability distribution applied on a number of parental strings, as a random vector between 0 and 1 to We create the length of a parent whose values are less than a threshold, in that a random value is added to those layers. Given the rate of mutation (here, 0.2 is considered), the population generated by this operator is also generated. Region detection: By combining the offspring of the combined actors and the parents and the elitism, the new population is built up and cycled, and one unit is added to the number of generations. This cycle is repeated as long as the condition is terminated, and ultimately the best chromosomes, which are in fact the best cluster centers, are calculated. The result is the segmentation of the MR image of the brain. In order to select the region of interest where the tumor is the same Segmentation, after the clustering process, the cluster containing the optimal Segmentation (tumor) is selected as the main segmentation [22] . With using the morphology operators, additional Segmentations and transfer the resultant mask onto the image can remove. The Segmentation of the tumor is now bordered on the image.
RESULTS
In this step, the proposed algorithm is compared with the traditional K-means algorithm. A total of 10 images from the BRATS 2013 Dataset [23] have been selected, including 9 images from a high collection and 1 image from a low collection. The images obtained from the application of the two algorithms are shown in Tables 1 and 2 . The comparison is calculated using an approximate estimation of the tumor Segmentation. In this method, the image contains two values of black or white. Black values are set to zero and white with one. Using 8 total numbers of pixels in the image is as follows: The total number of pixels is Pixels = With (W) * Hight (H). The number of white pixels equals the number of values 1 and the number of pixels in black is equal to the number of zeros. This is visible in 9:
No .of white pixel P= ∑ ∑ [ ( )] ( ) = = Iranian Journal Of Medical Informatics 2018, 7 (1) Here P provides the number of white pixels (Length * Width). A pixel is 0.264 mm which is calculated using 10 tumor Segmentations [13, 24] .
S = [√ * . ]
The result of the relationships is shown in Table 3 . This review is a result of repeating 50 generations. 
CONCLUSION
Two K-means and GA-clustering algorithms were computed for 50 replications, run and its results (Table 4) . To calculate the accuracy of these two algorithms, Equation (11) In the future, the present problem can be combined with combining other meta-algorithms in order to prevent local trapping in place of the genetic algorithm; there is also the possibility of using 3D images instead of two-dimensional images. It has the ability to apply the proposed algorithm to other medical images as well.
