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We present a comprehensive theoretical description for an irradiation of an ultrashort light pulse
normally on thin materials based on first-principles time-dependent density functional theory. As
the most elaborate scheme, we develop a microscopic description solving Maxwell equations for light
electromagnetic fields and the time-dependent Kohn-Sham equation for electron dynamics simulta-
neously in the time domain using a common spatial grid. We call it the microscopic Maxwell-TDDFT
scheme. We test this scheme for silicon thin films of various thickness, from a few atomic layers to
a few tens of nm. We show that the microscopic Maxwell-TDDFT scheme provides a satisfactory
description incorporating electronic structure of thin films in the first-principles level, multiple re-
flections of the electromagnetic fields at the surfaces, and nonlinear light-matter interaction when
the incident light pulse is strong. However, the calculation becomes expensive as the thickness
increases. We then consider two limiting cases of extremely thin and sufficiently thick films and de-
velop approximate schemes. For the extremely thin case including two-dimensional atomic-layered
materials, a two-dimensional macroscopic electromagnetism is developed: a two-dimensional suscep-
tibility is introduced for a weak field, while time evolution equation is derived for an intense field.
For sufficiently thick films, the microscopic Maxwell-TDDFT scheme is expected to coincide with a
description utilizing ordinary macroscopic electromagnetism. We numerically confirm it comparing
the calculated results: For a weak field, a comparison is made with a description using the bulk
dielectric susceptibility. For a strong field, a comparison is made with a multiscale Maxwell-TDDFT
scheme which the authors’ group developed previously.
I. INTRODUCTION
Electronic and optical properties of thin materials have
been extensively explored. Thin materials of thickness
comparable to or less than the wavelength of light are
important for optical coating and devices1. Quantum
wells have been attracting interests for their unique op-
tical properties due to the electron confinement in two-
dimensional (2D) region2. In the last decade, there have
been an explosion of researches on 2D sheet materials
such as graphene and transition metal dichalcogenide3–7.
In recent optical sciences, optical responses of thin mate-
rials using intense and ultrashort laser pulses are carried
out quite often to explore electron dynamics in the time
domain8–11.
Under these experimental progresses, theories for the
interaction of light with thin materials have been actively
studied. Because electronic structures of thin materials
are quite different from those of bulk materials, quan-
tum mechanical description for the electronic structure
is indispensable. For the light propagation in thin ma-
terials, theories utilizing response functions, or equiv-
alently, transfer matrix have been developed for weak
pulses12–17. However, for the interaction of intense and
ultrashort light pulse, problems of electronic structure
and light propagation are no more separated. Thus, it
becomes important to develop a comprehensive theory
that treats both electronic structures of thin materials
and light propagation dynamics in thin materials simul-
taneously.
This paper aims to report our progresses to develop
a theoretical and computational scheme that describes
the interaction of ultrashort light pulse and thin mate-
rials, from one atomic layer to a few tens of nm thick-
ness. In our theoretical description, we rely upon the
time-dependent density functional theory (TDDFT) for
electron dynamics18. TDDFT is an extension of the ordi-
nary density functional theory that successfully describes
ground states of electronic systems so that it describes
electronic excitations and dynamics induced by an exter-
nal field. The basic equation that we solve is the time-
dependent Kohn-Sham (TDKS) equation.
Combined with a linear response theory, TDDFT has
been quite successful to describe electronic excitations
and optical responses of molecules and solids19–24. Solv-
ing the TDKS equation in real time, it can describe non-
linear and ultrafast electron dynamics induced by intense
and ultrashort laser pulses25–32. We have furthermore de-
veloped a theoretical framework combining electron dy-
namics calculations with the macroscopic Maxwell equa-
tions that describe a propagation dynamics of light elec-
tromagnetic fields33. It has been quite successful to
describe extremely nonlinear optics such as attosecond
transient absorption in solids34,35.
For optical responses of thin materials whose thickness
is much less than the wavelength of the light pulse, there
is no doubt that description using ordinary macroscopic
electromagnetism is no more useful. We will develop
a microscopic description, combining classical Maxwell
equations that describe the dynamics of light electromag-
netic fields and TDKS equation that describes the elec-
tron dynamics. We use a common spatial grid to solve
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FIG. 1. Setup of the problem. The direction of the light
propagation is along the z-axis. The thin material exists in
the interval z ∈ [0, d]. zL and zR are the positions sufficiently
far apart from the surface of the thin material such that the
near field at these positions is negligible.
the equations. As is anticipated, it is computationally
expensive as the thickness of the thin materials increase.
We then explore approximate schemes. For responses
to weak field, we will develop macroscopic description,
2D description for extremely thin materials and ordinary
macroscopic description for sufficiently thick materials.
For an intense field in which nonlinear light-matter inter-
action becomes significant, we also develop macroscopic
schemes for extremely thin and sufficiently thick cases.
To test the usefulness of our approach and to examine the
validity of the approximates, we will apply our scheme to
silicon (Si) thin films of thickness from a few atomic lay-
ers to a few tens of nm.
The construction of the paper is as follows. In Sec. II,
we present our formalism of microscopic and macroscopic
descriptions for the coupled dynamics of electrons and
electromagnetic fields. In Sec. III, setup for calculations
of Si thin films are explained. In Sec. IV and Sec. V, cal-
culated results are presented for low-intensity and high-
intensity light pulses, respectively. Finally, a conclusion
is presented in Sec. VI.
II. THEORETICAL FRAMEWORK
A. Set up of the problem
We consider an irradiation of a linearly polarized, ul-
trashort light pulse normally on a free-standing thin film
of thickness d in a vacuum. We assume that the thin film
is infinitely periodic in 2D and the thickness d is much
less than the wavelength of the incident light. We take
a coordinate system as shown in Fig. 1: The direction of
the light propagation is taken along the z-axis, the sur-
faces of the thin film are set at z = 0 and z = d planes,
and the material exists in the interval z ∈ [0, d]. The
direction of the polarization of the incident light is taken
along the x-axis. We assume that the material of the thin
film is isotropic in the 2D plane in macroscopic scale so
that the direction of the macroscopic electric current in-
duced by the light pulse is always parallel to the direction
of the polarization of the light.
We describe the electromagnetic fields using a scalar
and a vector potentials, φ(r, t) and A(r, t), respectively.
We assume that the near field of the thin film appears
only in the spatial region zL < z < zR in Fig. 1. In this
region, the scalar and the vector potential show com-
plex spatial dependence, but have the same periodicity
in x and y directions as that of the thin film. We adopt
the Gaussian unit system and utilize the Coulomb gauge
throughout this paper.
We assume that the ionization process from the sur-
faces of the thin film does not take place so that the film
is always neutral in charge. We also assume that there
will be no dipole moment in the thin film in z direction.
This is justified since the polarization direction of the in-
cident pulse is chosen parallel to the surfaces of the film.
Then, the scalar potential exists in a spatial region of
finite thickness from the thin film, zL < z < zR.
At the beginning of the calculation, the vector poten-
tial includes only the incident wave. It locates in z < zL
region and is described as the one-dimensional wave prop-
agating in z direction,
A(r, t) = xˆA(i)
(
t− z
c
)
, (1)
whereA(i)(t) specifies the time profile of the incident light
pulse.
At a time long after the interaction, the vector poten-
tial consists of the reflected and the transmitted waves,
which exist in the spatial region z < zL and z > zR,
respectively. They are expressed as the one-dimensional
waves propagating along the z-axis as
A(r, t) = xˆA(r)
(
t+
z
c
)
+ xˆA(t)
(
t− z
c
)
. (2)
In later sections, we will utilize the following quantity
that shows the electromagnetic energy passed through
the xy-plane (specified by z) per unit area in the time
interval from the infinite past to the time t,
eEM(z, t) =
∫ t
−∞
dt′
∫
cell
dxdy
Ω
Sz(x, y, z, t
′), (3)
where Sz is the z component of the Poynting vector and
Ω is the area of the 2D unit cell. Using this, we define
the following quantities:
e
(r)
EM(t) = e
(i)
EM(zL, t)− eEM(zL, t), (4)
e
(t)
EM(t) = eEM(zR, t), (5)
where zL and zR are the positions shown in Fig. 1, and
e
(i)
EM(z, t) is identical to Eq. (3) but for the incident field
A(i). e
(r)
EM(t) is the energy of the reflected wave which
passed through at position zL before the time t. Simi-
larly, e
(t)
EM(t) is the energy of the transmitted wave that
passed through at position zR before the time t. The
3energy per area of the incident wave at the infinite fu-
ture, e
(i)
EM(z, t → +∞), coincides with the fluence of the
incident wave,
F
(i)
EM = e
(i)
EM(z, t→∞) =
1
4pic
∫ ∞
−∞
dt
(
dA(i)
dt
)2
. (6)
We define reflection, transmission, and absorption
rates for the light pulse by R = e
(r)
EM(t)/F
(i)
EM, T =
e
(t)
EM(t)/F
(i)
EM, and A = 1 − R − T , respectively. Here
we choose t as the time just after the end of the pulse ir-
radiation. In Sec. IV D, we will describe the t dependence
of the rates.
In the following subsections, we will develop theoreti-
cal methods that provide A(r)(t) and A(t)(t) for a given
A(i)(t). We will utilize the first-principles TDDFT to
describe electron dynamics in thin films. As the most
comprehensive approach, we will first develop a scheme
in which the microscopic Maxwell equations for the elec-
tromagnetic fields and the TDKS equation for electron
dynamics are simultaneously solved using a common spa-
tial grid. As we will show, this approach is applicable to
problems without imposing restrictions on the intensity
of the fields and on the thickness of the films. However,
it becomes computationally expensive as the thickness
increases.
We will then develop approximate macroscopic de-
scriptions introducing a coarse-graining. We classify the
problem into four types according to the strength of the
electromagnetic fields, linear and nonlinear regimes, and
according to the thickness of the materials, extremely
thin and sufficiently thick cases.
B. Microscopic Maxwell-TDDFT formalism
As a comprehensive and elaborate method, we develop
the microscopic Maxwell-TDDFT scheme in this subsec-
tion. In this scheme, we solve the microscopic Maxwell
equations for the electromagnetic fields and the TDKS
equation for the electron dynamics simultaneously, using
a common spatial grid.
We describe the propagation of the electromagnetic
fields using the microscopic Maxwell equations. The vec-
tor potential A(r, t) and the scalar potential φ(r, t) sat-
isfy the following equation,(
1
c2
∂2
∂t2
−∇2
)
A(r, t) +
1
c
∂
∂t
∇φ(r, t) = 4pi
c
j(r, t), (7)
where j(r, t) is the electric current density. The scalar
potential also satisfies the Poisson equation,
∇2φ(r, t) = −4piρ(r, t), (8)
where ρ(r, t) is the charge density. The charge density
is composed of ionic and electronic contributions. We
will freeze the position of ions and there appears no elec-
tric current density coming from ionic motion. In our
problem described in the previous subsection, the charge
density and the electric current density have the same
2D periodicity as that of the thin film. The scalar and
the vector potentials have the same periodicity as well.
Since the whole system has the 2D periodicity at each
time, electron dynamics in the thin film can be described
using Bloch orbitals {unk(r, t)}, which are periodic in the
xy-plane. k = (kx, ky, 0) represents the 2D crystalline
momentum vector. Before the incident field arrives, the
electronic state is given by the ground state solution of
the static DFT calculation.
The evolution of the Bloch function unk(r, t) is gov-
erned by the following TDKS equation:
i~
∂unk(r, t)
∂t
=
{
1
2
(
−i~∇+ ~k + e
c
A(r, t)
)2
− eφ(r, t)
+δVion(r) + Vxc(r, t)
}
unk(r, t), (9)
where Vxc(r, t) is the exchange-correlation potential. We
use a norm-conserving pseudopotential for the electron-
ion potential36. δVion(r) is the nonlocal part of the pseu-
dopotential. The method of Ref. 37 is used to incorpo-
rate the gauge dependence for the nonlocal term of the
pseudopotential37–39. The local part of the electron-ion
potential is included in the scalar potential φ(r, t).
The electron matter current density je(r, t) and the
electron density distribution ne(r, t) are obtained from
the Bloch orbitals as follows:
ne(r, t) =
occ∑
nk
|unk(r, t)|2, (10)
je(r, t) = Re
occ∑
nk
u∗nk(r, t)
(
−i~∇
+~k +
e
c
A(r, t)
)
unk(r, t), (11)
where the indices run over the occupied bands in the
ground state. Since the nonlocal pseudopotential does
not commute with the coordinate operator, it contributes
to the electric current23. In Eq. (11), we ignore the
contribution from the nonlocal part of δVion. The elec-
tric current density and the charge density are given by
j(r, t) = −eje(r, t) and ρ(r, t) = ρion(r) − ene(r, t), re-
spectively. Here ρion(r) is the charge density of the ion
cores.
Solving Eqs. (7)–(11) simultaneously, we obtain the so-
lution: time evolution of the light electromagnetic fields
and the electronic excitations inside the thin film. This
microscopic Maxwell-TDDFT scheme is quite compre-
hensive and satisfactory, having a number of favorable
features: The electronic structure of the thin film is in-
cluded in the first-principles level. The multiple reflec-
tions of light electromagnetic fields at the surfaces of the
thin film are treated adequately. We may use any time
profile for the incident light pulse. Since the TDKS equa-
tion is solved without any perturbative approximation,
the scheme can treat nonlinear interaction that should
4be significant for a strong incident light. The scheme
can be applicable to thin films of various thickness, from
single atomic-layer materials to thick films, although the
computational cost increases as the thickness increases.
C. 2D macroscopic description: thin limit
In this subsection, we develop an approximation to the
microscopic Maxwell-TDDFT scheme introducing a 2D
coarse graining. This is appropriate for an extremely thin
material, and we call it the 2D macroscopic description.
We introduce the 2D coarse graining as follows: We
assume a zero-thickness limit for the thin material and
make a coarse graining of the Maxwell equation for the
vector potential, Eq. (7), while the Maxwell equation for
the scalar potential, Eq. (8), is left as microscopic. The
electric current density in Eq. (7) is approximated as
j(r, t) ' xˆδ(z)J˜(t). (12)
The 2D macroscopic current density J˜(t) is related to the
microscopic one by
J˜(t) =
∫
cell
dxdy
Ω
∫
dzj(r, t). (13)
The scalar potential term in Eq. (7) vanishes after averag-
ing over the unit cell area because of the periodicity. Un-
der the above assumption and approximation, Eq. (7) re-
duces to the one-dimensional macroscopic Maxwell equa-
tion,
1
c2
∂2
∂t2
A(z, t)− ∂
2
∂z2
A(z, t) =
4pi
c
δ(z)J˜(t). (14)
In the TDKS equation (9), we replace the vector po-
tential, A(r, t) with xˆA(z = 0, t),
i~
∂unk(r, t)
∂t
=
{
1
2
(
−i~∇+ ~k + e
c
xˆA(0, t)
)2
− eφ(r, t)
+δVion(r) + Vxc(r, t)
}
unk(r, t), (15)
Equations (13)-(15) constitute our 2D macroscopic de-
scription. Equation (14) includes delta function in the
right hand side. We treat it as a boundary value prob-
lem among A(i)(t), A(r)(t), and A(t)(t), as below. At
z = 0, A(z, t) is continuous and its derivative satisfies
− ∂A
∂z
∣∣∣∣
z=0+
+
∂A
∂z
∣∣∣∣
z=0−
=
4pi
c
J˜(t). (16)
The continuity condition gives us
A(i)(t) +A(r)(t) = A(t)(t). (17)
Eqs. (16)-(17) bring us the equation for A(t)(t),
dA(t)
dt
=
dA(i)
dt
+ 2piJ˜ [A(t)](t), (18)
where we denote J˜(t) as J˜ [A(t)](t) to stress that J˜(t) is
determined by the vector potential at z = 0 that is equal
to A(t)(t). A(r)(t) is obtained by A(r)(t) = A(t)(t) −
A(i)(t).
Up to this stage, we do not make any assumptions
on the strength of the electromagnetic fields. When the
incident light pulse is strong, we need to solve Eq. (18)
as an initial value problem. For a given incident pulse
A(i)(t), we obtain A(t)(t) by solving Eq. (18) with the
initial condition, A(t)(t = −∞) = 0.
When the incident light is sufficiently weak, we may
make use of a linear response treatment. In the linear
regime, TDKS equation (15) provides the following con-
stitutive relation,
J˜(t) =
∫ t
dt′σ˜(t−t′)E(t′) = −1
c
∫ t
dt′σ˜(t−t′)dA(0, t
′)
dt′
,
(19)
where E(t) is the electric field at the thin material and
σ˜ is the 2D conductivity of the material. Taking Fourier
transformation of Eqs. (18) and (19), we obtain
A(t)(ω)
A(i)(ω)
=
(
1 +
2pi
c
σ˜(ω)
)−1
, (20)
where σ˜(ω) is defined as the Fourier transformation of
σ˜(t). Thus, for a weak field, it is sufficient to calculate
the 2D conductivity σ˜(ω) to get the relation between
A(r)(t), A(t)(t), and A(i)(t). We note that the defini-
tion of the 2D conductivity is consistent with that in
literature4,15,40–42, and the reflection coefficient for the
normal incidence derived from Eq. (20) agrees with that
in previous studies16,42,43.
The 2D conductivity, σ˜(ω) can be efficiently calculated
by solving the TDKS equation (13) in real time, extend-
ing the method developed in Ref. 23 and 33. As the
vector potential which distorts the electronic system in-
stantaneously, we use the following form,
A(t) = xˆA0θ(t), (21)
where θ(t) is the step function. This amounts to shift
the k vector by a small amount at t = 0. This instanta-
neous distortion causes a macroscopic 2D electric current
density, xˆJ˜(t). The conductivity is obtained by the time-
frequency Fourier transformation of J˜(t),
σ˜(ω) = − c
A0
∫
dteiωtJ˜(t). (22)
Also, the 2D electric susceptibility χ˜(t) is defined by
P˜ (t) =
∫ t
dt′χ˜(t− t′)E(t′), (23)
where P˜ (t) =
∫ t
dt′J˜(t′) is the 2D dielectric polarization
density. The Fourier transformation of χ˜(t) is related to
the 2D conductivity by
χ˜(ω) =
i
ω
σ˜(ω). (24)
5We note that the definition of χ˜(ω) is consistent with
the polarizability per unit area of graphene in previous
studies44,45.
D. 3D macroscopic description: thick limit
When the thin material is sufficiently thick, it will
be reasonable to use an ordinary macroscopic electro-
magnetism. For a thin film that consists of a mate-
rial characterized by the complex index of refraction,
N(ω) =
√
1 + 4piχ(ω), the reflection, transmission, and
absorption rates are given by46
R =
∣∣∣∣ (1−N2)(1− e−2iωNd/c)(1−N)2 − (1 +N)2e−2iωNd/c
∣∣∣∣2 , (25)
T =
∣∣∣∣ −4Ne−iωNd/c(1−N)2 − (1 +N)2e−2iωNd/c
∣∣∣∣2 , (26)
A = 1−R− T, (27)
respectively. Calculating the index of refraction (electric
susceptibility) using TDDFT, we may regard this calcu-
lation as an approximation to our microscopic Maxwell-
TDDFT scheme when the incident pulse is weak.
However, we should note that Eqs. (25)-(27) will
never coincide exactly with the results of the microscopic
Maxwell-TDDFT scheme. In the ordinary macroscopic
electromagnetism, we assume a local constitutive rela-
tion, P (r, t) =
∫
dt′χ(t− t′)E(r, t′). On the other hand,
our microscopic Maxwell-TDDFT scheme in the linear
regime amounts to assuming a constitutive relation that
is nonlocal in space47,48, P (r, t) =
∫
dt′
∫
dr′χ(r, r′, t −
t′)E(r′, t′), since Bloch orbitals are assumed to be ex-
tended over the whole thin film. In other words, our mi-
croscopic Maxwell-TDDFT scheme incorporates nonlocal
optical response that is usually ignored in the macro-
scopic electromagnetism.
When the incident electric field is strong, we can
no more describe the propagation of the light electro-
magnetic fields using the electric susceptibility. We
can instead use the multiscale Maxwell-TDDFT scheme
that we developed previously33. Since we will later
show a comparison between microscopic and multiscale
Maxwell-TDDFT schemes, we briefly explain the formal-
ism.
We describe a propagation of a light pulse using the
macroscopic Maxwell equation. For the one-dimensional
propagation along Z coordinate, we use
1
c2
∂2
∂t2
AZ(t)− ∂
2
∂Z2
AZ(t) =
4pi
c
JZ(t). (28)
We assume that the electric current density at the posi-
tion Z, JZ(t), is determined by the Bloch orbitals at the
position Z, unk,Z(r, t), which is taken to be periodic in
three dimension. It satisfies the TDKS equation,
i~
∂unk,Z(r, t)
∂t
=
{
1
2
(
−i~∇+ ~k + e
c
xˆAZ(t)
)2
−eφZ(r, t) + δVion(r) + Vxc(r, t)
}
unk,Z(r, t). (29)
The electron dynamics calculation is carried out simul-
taneously for each Z point in this multiscale scheme.
E. Numerical implementation
We implement the method in the open-source software
SALMON (Scalable Ab-initio Light-Matter simulator for
Optics and Nanoscience)49 which has been developed in
our group and is available from the website,50.
We describe both the Bloch orbitals and the electro-
magnetic potentials utilizing a real-space finite-difference
scheme on a common uniform Cartesian grid in three di-
mensions. To describe the electronic structure, we utilize
the three-dimensional Bloch orbitals containing the thin
material in the slab approximation in which sufficiently
thick vacuum layers are prepared in both sides of the
thin material. For the vector potentials A(r, t), periodic
boundary conditions are imposed on the xy-plane and
the Mur absorbing boundary condition51 is adopted in z
direction.
Before we start the time evolution calculation, we carry
out the ground state calculation of the thin material in
the static density functional theory that will be used as
the initial Bloch orbitals. In the time evolution calcula-
tion of the Bloch orbitals, we use a fourth-order expan-
sion of the TDKS evolution operator22,24:
unk(r, t+ ∆te) =
4∑
N=0
(−iH(t)∆te)N
N !
unk(r, t), (30)
where H(t) is the Kohn-Sham Hamiltonian of Eq. (9) at
the time t and ∆te is the time step. The spatial differenti-
ation operator is approximated by the fourth-order finite
difference. For the time evolution of the vector potential,
we use the second-order finite difference formula,
A(r, t+ ∆tEM) = 2A(r, t)−A(r, t−∆tEM)
+ c2(∆tEM)
2
(
[∇2A](r, t)
− 1
c
[
∂∇φ
∂t
]
(r, t) +
4pi
c
j(r, t)
)
,(31)
where ∆tEM is the time step for the Maxwell equa-
tion. The spatial differentiation is approximated by the
second-order finite difference for the electromagnetic po-
tentials. Besides, the Poisson equation [Eq. (8)] is solved
at each time step by using the ordinary discrete Fourier
transform method.
6In the time evolution calculation, we should be aware
that the typical speed of the propagation is very differ-
ent between the electromagnetic fields and the electrons.
This can be understood by the value of the speed of
light, c ≈ 137 in atomic units. In the explicit schemes
we adopted for the time evolution calculations, we need
to use quite different values for the time steps, ∆te and
∆tEM, to make the calculations stable. In later calcula-
tion, we will adopt ∆te = 100∆tEM. In solving Eq. (31),
we update A using the time step of ∆tEM, while j(r, t)
and [∂∇φ/∂t](r, t) are updated in the time step of ∆te.
We use the same values of j(r, t) and [∂∇φ/∂t](r, t) in
updating A until the electronic system is updated. The
scalar potential φ(r, t) is also updated by solving Eq. (8)
when the electronic system is updated.
In the 2D macroscopic description, calculation of the
Bloch orbitals is achieved in the same way as that de-
scribed above. The time evolution calculation of the vec-
tor potential, Eq. (18), is achieved using a simple formula,
A(t)(t+ ∆tEM) = A
(t)(t−∆tEM)
+ 2∆tEM
(
dA(i)(t)
dt
+ 2piJ˜ [A(t)](t)
)
. (32)
III. SILICON NANO FILM
To test our formalism, we apply our method for a thin
film of silicon (Si) with (001) surfaces. In this section, we
explain the set up of the calculation and show a typical
calculation.
We make calculations for films of thickness d = na
with n = 1, 3, 10, and 50, where a = 5.43 A˚ is the
lattice constant of Si in the cubic unit cell containing
eight atoms. Thus the thickness of the films are from d =
a ∼ 0.54 nm to d = 50a ∼ 27 nm. The atomic positions
are not relaxed but are set to those of the bulk silicon.
The dangling bonds that appear surfaces are terminated
with hydrogen atoms.
We set the lengths of the sides of the computational
box area as the lattice constant, Lx,y = a in x- and y-
directions and Lz = d + 4a for z-direction. Namely, we
attach the vacuum layers of thickness 2a to both sides of
the Si film, zL = −2a and zR = d+ 2a in Fig. 1. At the
two boundaries, z = zL and zR, we impose the periodic
boundary conditions for the Bloch orbitals unk and the
scalar potential φ, and the absorbing boundary condition
for the vector potential A. Here the right-going incident
wave A(i) is incorporated in the absorbing boundary con-
dition at z = zL as the external field, and the left-going
reflected wave is captured by this boundary. The grid
spacing for the spatial finite-difference calculation is cho-
sen to a/16 and the number of k points in the 2D recip-
rocal space is chosen as 4× 4.
As for the time profile of the incident pulse, we use the
following form:
A(i)(z, t) = − 1
ω
E0 sin
[
ω
(
t− z
c
− T
2
)]
×sin2
[ pi
T
(
t− z
c
)]
, (0 < t− z/c < T ), (33)
where E0 is the maximum amplitude of the electric field,
ω is the average frequency, and T is the pulse duration.
We start the calculation at a time when the entire inci-
dent pulse locates outside the box area. We will use the
pulse duration of T = 18 fs and the frequency in the range
of ~ω = 1– 9 eV. The time step is set to ∆te = 1.25×10−3
fs and ∆tEM = ∆te/100.
We assume an adiabatic approximation for the
exchange-correlation potential and use the local density
approximation52. We ignore the exchange-correlation ef-
fects for the vector potential in the present calculation,
for simplicity.
In Fig. 2, we show a typical result of the microscopic
Maxwell-TDDFT calculation. The thickness of the Si
film is set to d = 10a ∼ 5.4nm and the frequency is
~ω = 3.5 eV. This frequency is above the optical gap en-
ergy of bulk silicon and a strong absorption of the light
pulse is expected. We show the results of two different
maximum amplitudes, a sufficiently weak case in which
a linear response theory is applicable, and a strong case
in which nonlinear light-matter interaction is significant.
Panel (a) shows the electron density in the ground state.
High-density region is seen in the bond region. The elec-
tric field of the incident pulse is shown in (c) for the case
of the strong pulse. The Si film is placed at z = 0 posi-
tion. Since the thickness of the Si film is much smaller
than the wavelength of the incident pulse, the Si film is
drawn as a dashed line without thickness in the figure.
In panel (d), the electric field after the interaction is
shown for two cases. The incident pulse split into trans-
mitted and reflected waves. Blue dotted curves indicate
the results of weak pulse case, while red-solid curves show
the results of the strong pulse case. The electric field
of the weak pulse case is rescaled so that it can be di-
rectly compared with that of the strong pulse case. The
transmitted wave of the strong pulse case is slightly more
intense than that of the weak pulse case. On the other
hand, the reflected wave of the strong pulse case is much
smaller than that of the weak pulse case. This fact indi-
cates that the nonlinear light-matter interaction for the
strong incident pulse manifests in the strong enhance-
ment of the absorption and the strong reduction of the
reflection by the Si film.
In Panel (b), the change of electron density from the
ground state is shown for the case of strong pulse inci-
dence at the time when the electric field is shown in the
panel (d). The density change is shown after averaging
over the y direction. We can see that the electron density
of σ bonds spreads out and fill the spatial region outside
the bonds. The absorbed energy is spent to move the
binding electrons and to weaken the bonds.
7(b)
(a)
0.003
-0.003
0
Δρ
 (a
.u
.)
(c)
(d)
Incident →
Reflected ← Transmitted →
-0.02
-0.01
 0
 0.01
 0.02
-6 -4 -2  0  2  4  6
El
ec
tri
c f
iel
d (
a.u
.)
z (µm)
-0.02
-0.01
 0
 0.01
 0.02
-6 -4 -2  0  2  4  6
El
ec
tri
c f
iel
d (
a.u
.)
z (µm)
100×E (I=109W/cm2)
E (I=5×1012W/cm2)
x
z
y
FIG. 2. Typical result of the microscopic Maxwell-TDDFT
calculation with the d = 10a thin film. The average light
frequency is ~ω = 3.5 eV. The intensity of the light pulse
is I = 5 × 1012 W/cm2. (a) Electron density in the ground
state, visualized by VESTA53. The enlarged view of the indi-
cated area is also shown. (b) Change of the electron density
from the ground state due to the pulse irradiation. (c) Inci-
dent light pulse and the target film (z = 0). (d) Reflected
and Transmitted wave (red solid line) after the pulse passed
through the film (t = 18.75 fs). For comparison, the results of
weak pulse case (I = 109 W/cm2) is also plotted as the blue
dashed line. The latter is scaled up by a factor of 100.
IV. LOW INTENSITY CASE: LINEAR REGIME
In this section, we investigate the interaction of a weak
light pulse of the maximum intensity I = 109 W/cm2
with the Si thin films of various thickness. At this in-
tensity, the linear response theory can be applied. As
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FIG. 3. 2D electric susceptibility as a function of the fre-
quency ~ω. The panels (a)–(d) correspond to the films of
thickness d = a, 3a, 10a, and 50a, respectively. The red
(blue) solid lines show the real (imaginary) part of χ˜(ω), and
the dashed lines show χ˜bulk(ω) = χbulk(ω)d .
explained in Secs. II C and II D, there are two regimes in
which we can introduce macroscopic description utiliz-
ing constitutive relations: 2D macroscopic description for
the thin limit and ordinary, 3D macroscopic description
for the thick limit. We expect the microscopic Maxwell-
TDDFT scheme includes both limits and is applied to
films of intermediate thickness in which it is difficult to
find a macroscopic description utilizing a constitutive re-
lation.
We consider there are two aspects that are important
for the linear optical response of thin films. One is the
change of the electronic structure in the thin films from
that in the bulk. The other is a multiple reflection in-
side the film. As is easily understood, the microscopic
Maxwell-TDDFT scheme takes into account these two
features in the formalism, while two macroscopic descrip-
tions, 2D developed in Sec. II C and 3D developed in
Sec. II D are not. In the 2D macroscopic description of
Sec. II C, electronic structure of the thin films can be
taken into account through the 2D electric susceptibility
of Eq. (24). However, the effect of the multiple reflec-
tions is not since we take the zero-thickness limit. In the
3D macroscopic description of Sec. II D, the effect of the
multiple reflections is taken into account, while the ef-
fect of the structure changes is not since the bulk electric
susceptibility is used.
A. 2D electric susceptibility
We first investigate the influences of the changes of
the electric structure of thin films from the bulk mate-
8rial on the 2D electric susceptibility defined by Eq. (24).
In Fig. 3, we show the 2D electric susceptibilities χ˜(ω)
for the Si films of various thickness. Panels (a)–(d) cor-
respond to films of thickness d = a, 3a, 10a, and 50a,
respectively. For comparison, the electric susceptibil-
ity of the bulk silicon multiplied by the film thickness,
χ˜bulk(ω) = χbulk(ω)d, is also shown. We note that
this formula is justified in the thick limit as follows16:
If the polarization density P (r, ω) is spatially homoge-
neous inside the film, the 2D polarization density P˜ (ω) =∫
dzP (ω) is given by P (ω)d [see Eq. (13)]. Then the 2D
electric susceptibility is given by χ˜bulk(ω) = χbulk(ω)d.
A comparison between the 2D and the 3D electric
susceptibilities indicates the importance of the structure
change as the thickness decreases. As seen from the fig-
ure, the difference is very small for sufficiently thick ma-
terial, d ≥ 10a. As the thickness decreases, the difference
becomes more and more significant. At the thinnest case
of d = a in which the thickness is equal to the length
of the single cubic cell, the difference is quite significant.
We can see that the quantum confinement effect sharpens
the peaks in ~ω = 2–6 eV region. We also find that the
nearly zero plateau in the imaginary part appears around
~ω = 4 eV.
B. Reflection, transmission, and absorption rates
In Fig. 4, we show the reflection, transmission, and ab-
sorption rates as a function of the frequency for the weak
light pulse irradiating on the Si films of various thick-
ness. We compare microscopic Maxwell-TDDFT calcu-
lations shown by red-circles with the rates using 2D and
3D macroscopic descriptions explained in Sec. II C and
Sec. II D, respectively.
In the microscopic Maxwell-TDDFT calculations, the
rates are calculated using e
(r)
EM(t) and e
(t)
EM(t) defined by
Eqs. (4) and (5), respectively, at the time t = 18.75 fs,
immediately after the pulse passed through the film. We
will later discuss the time dependence of the rates e
(r,t)
EM (t)
that indicate the delayed emission (Sec. IV D).
Here both effects of the changes of the electronic struc-
ture and the multiple reflections appear in the com-
parison. In the 2D macroscopic description, the elec-
tronic structure changes are incorporated through the 2D
electric susceptibility as shown in the previous subsec-
tion, while the multiple reflections are not. In the 3D
macroscopic description, while the multiple reflections
are correctly taken into account, the electronic struc-
ture changes are not. We note that the rates of the
microscopic Maxwell-TDDFT calculations are for light
pulses which include finite frequency width, while those
of the 2D and the 3D macroscopic descriptions are for
monochromatic waves.
As seen from the figure, calculations using the 2D
electric susceptibility coincide accurately with the mi-
croscopic Maxwell-TDDFT calculations for the films of
thickness except for the thickest case, d = 50a. This
indicates that the description using the 2D electric sus-
ceptibility, Eq. (24), is successful for films of thickness of
5 nm and less. In the d = 50a case, the absorption using
the 2D electric susceptibility is very small compared with
the other two calculations. The failure of the 2D descrip-
tion for this case indicates the importance of multiple
reflection for that thickness.
The description using the 3D electric susceptibility ac-
curately coincides with the microscopic Maxwell-TDDFT
calculations for thicker films, as may be expected. The
difference between the three calculations is very small
at d = 10a ∼ 5 nm. As the thickness decreases, the
difference becomes large, and the calculation using the
bulk electric susceptibility is poor for the thinnest case
of d = a ∼ 0.5 nm. This is reasonable because the elec-
tronic structure of such thin film is very different from
the bulk one, as seen in the comparison of the electric
susceptibilities.
C. Spatial dependence of energy deposition
To get a better understanding of the mechanism, we in-
vestigate the energy deposition, that is, the energy trans-
fer from the light pulse to the electrons in the film. A
comparison is made for two calculations, ordinary macro-
scopic description using the 3D electric susceptibility and
the microscopic Maxwell-TDDFT calculations. For the
2D macroscopic description, it is not possible to get such
information, since we take the zero-thickness limit.
In the microscopic Maxwell-TDDFT calculation, the
energy deposition is given as the derivative of the trans-
mitted energy per area eEM(z, t) defined by Eq. (3) with
respect to z:
Eex(z, t) = − ∂
∂z
eEM(z, t). (34)
Figure 5 and Figure 6 show the z dependence of
eEM(z, t) and Eex(z, t) at the time t = 18.75 fs at which
the incident pulse ends, respectively. Results of the mi-
croscopic Maxwell-TDDFT calculation show a rapid os-
cillation as a function of z coordinate, which reflects the
atomic layers in the thin film, while the 3D macroscopic
calculation is smooth. Except for the thinnest case of
d = a, the average behavior of the energy deposition of
the microscopic Maxwell-TDDFT calculation coincides
with the energy deposition of the 3D macroscopic de-
scription. This is consistent with the results of the rates
shown in Fig. 4. For the thin films of d = a and d = 3a,
the energy deposition is almost constant in space in the
film. This indicates that the electromagnetic fields inside
the medium are almost uniform in such very thin film.
As the thickness increases, the energy deposition starts
to show a decrease as z increases. This indicates that
the light pulse is attenuated as it propagates through the
thin film. At the thickest case of d = 50a, the energy
deposition shows almost exponential decrease.
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50a, respectively, as a function of the frequency ~ω. The red circles, black solid line, and blue dashed line correspond to the
microscopic Maxwell-TDDFT, 3D macroscopic, and 2D macroscopic calculations, respectively.
This finding explains the reason for the failure of the
2D macroscopic description for thick films. The propaga-
tion effect becomes significant as the thickness increases,
and the spatial dependence of the electric field in the z di-
rection becomes sizable for the thickest case of d = 50a.
For such case, the 2D macroscopic description that ig-
nores the spatial dependence cannot be validated.
D. Delayed emission
In the results shown up to here, we used the energy
transmission function, eEM(z, t) of Eq. (3) at the time
t = 18.75 fs. This means that we calculate the reflec-
tion, and the transmission rates shown in Fig. 4 from the
electromagnetic fields emitted outside the thin film im-
mediately after the end of the irradiation of the incident
pulse.
In the microscopic Maxwell-TDDFT calculation, the
energy once stored in the electrons in the medium is re-
emitted as light electromagnetic fields, which we call the
delayed emission and will be discussed in this subsection.
In panels (a) and (b) of Fig. 7 and Fig. 8, we show a vector
potential of the reflected and transmitted waves, A(r)(t)
and A(t)(t), respectively, as a function of time for a long
time span. The red solid line and the blue dotted line in-
dicate the microscopic Maxwell-TDDFT calculation and
the 2D macroscopic description [Eqs. (18) and (19)], re-
spectively. The thickness of the thin film is d = a, and the
average frequency is ~ω = 3.5 eV and ~ω = 4 eV in Fig. 7
and Fig. 8, respectively. We see that the light emission
continues a long time after the incident light pulse passes
through the thin film. The delayed emission appears both
transmitted and reflected waves, and the pulse shapes are
very similar to each other. This is understood from the
2D macroscopic description of Sec. II C. The continuity
equation of Eq. (17), A(i)(t)+A(r)(t) = A(t)(t), indicates
that the transmitted and the reflected waves should be
the same after the incident pulsed field ends. The 2D
macroscopic result has roughly the same behavior with
the microscopic Maxwell-TDDFT result.
In panel (c) of Fig. 7 and Fig. 8, we show a decom-
position of the energy of the system. The red-solid lines
indicate the electronic excitation energy in the thin film.
The blue-dashed line is the energy of the electromag-
netic fields outside the computational box area, and the
black dotted line is the sum of the two. The summed
energy is not completely constant value, because there is
an energy of the light electromagnetic fields in the thin
film. As seen from the figure, the electronic excitation en-
ergy changes into the electromagnetic field in the delayed
emission process. We find that the electronic excitation
energy, or equivalently, the absorption rate derived by
eEM(z, t) eventually goes to zero in the infinite future.
The electronic excitation as well as the delayed emission
is much larger in the case of ~ω = 3.5 eV, shown in
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conditions are the same as those of Fig. 5.
Fig. 7, than those in the case of ~ω = 4.0 eV shown in
Fig. 8. This can be understood from the 2D electric sus-
ceptibility shown in Fig. 3(a). The imaginary part of the
susceptibility shows a sharp peak at 3.5 eV, while it is
very small at 4.0 eV for the film of d = a thickness.
The emission seen in Fig. 7 is related to the very sharp
structure at around 3.5 eV in Fig. 3(a). This indicates
the following mechanism for the delayed emission: Af-
ter irradiating the thin film with a pulse of the average
frequency of 3.5 eV, the thin film is highly excited due
to the resonant excitation mechanism. Then, through a
coupling with the emission channel of the electromagnetic
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FIG. 7. Vector potential of the reflected [panel (a)] and
transmitted [panel (b)] waves as a function of time for the
d = a thin film. The average frequency is ~ω = 3.5 eV. In the
panel (a) and (b), the red solid (blue dotted) line corresponds
to the microscopic Maxwell-TDDFT (2D macroscopic) result.
Panel (c): the electronic excitation energy of the thin film (red
solid line), the energy of the electromagnetic field outside the
calculation box area (blue dashed line), and the sum of the
two (black dotted line) are shown.
fields, the delayed emission takes place. In fact, taking
the Fourier transform of the emitted pulse, it produces
a peak at the same energy and the same width as that
seen in the 2D electric susceptibility. Therefore, the time
scale of the emission is related to the width of absorption
peak through the uncertainty principle.
We should, however, note that whether such de-
layed emission can be observed experimentally depends
on the mechanisms of dephasing and decays that take
place through the electron-phonon coupling and electron-
electron scattering are not taken into account sufficiently
in the present scheme.
V. HIGH INTENSITY LIGHT PULSE:
NONLINEAR REGIME
In this section, we consider nonlinear interaction in
thin materials when an intense and ultrashort light pulse
irradiates normally on the material. We first show a
systematic view for the nonlinear interaction for the
very thin film of d = a thickness using the microscopic
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Maxwell-TDDFT scheme. In Fig. 9, reflection, transmis-
sion, and absorption rates are shown for pulses of various
maximum intensities and for several average frequencies.
The interaction is in linear regime below the intensity of
1.0× 1010 W/cm2, where the rates do not depend on the
intensity. Above 1.0 × 1010 W/cm2, the rates changes
substantially: the reflection and the absorption rates de-
crease and the transmission rate increases. This indicates
that the intense light pulse tends to transmit through the
thin film for light pulse of intensities more than 1.0×1010
W/cm2. Looking in more detail, there is a difference in
the intensity at which the nonlinearity starts to appear:
For a light pulse of the average frequency 3.5 eV where a
strong absorption is seen in the 2D electric susceptibility,
the rates start to deviate at the lowest intensity around
1.0×1010 W/cm2. This suggests the saturable absorption
as the origin of the nonlinearity: a sizable transition in
a specific orbitals/k-points causes the saturation of the
transition due to the lack of electrons in the occupied
orbitals and/or the blocking of the unoccupied orbitals.
We next investigate how the macroscopic descrip-
tions work (Fig. 10). We compare three calculations,
the microscopic Maxwell-TDDFT, the 2D macroscopic
calculation solving Eqs. (15) and (18) simultaneously,
and the multiscale Maxwell-TDDFT calculations solving
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FIG. 9. Reflection, transmission, and absorption rates of the
film of thickness d = a as a function of the light intensity, for
several average frequencies.
Eqs. (28) and (29) simultaneously, for the films of various
thickness.
We first discuss the reflected wave [Fig. 10(a)–(d)]. At
the thinnest case of d = a, the amplitude of the reflected
wave is very small. The microscopic Maxwell-TDDFT
calculation coincides accurately with the 2D macroscopic
calculation. This indicates that the 2D macroscopic cal-
culation is reliable for this thickness. On the other hand,
multiscale Maxwell-TDDFT calculation fails to repro-
duce the microscopic Maxwell-TDDFT calculation. This
indicates the importance to treat the electronic structure
of a very thin material, as discussed in the linear response
calculation.
As the thickness increases, three calculations more or
less coincide with each other. At the thick limit of
d = 50a, calculations of multiscale Maxwell-TDDFT
and microscopic Maxwell-TDDFT show good coincidence
with each other. However, the 2D macroscopic calcula-
tion fails. Therefore, the 2D macroscopic approach fails
for films of a thickness more than 5 nm. These results
are very similar to the case of the weak field: The mi-
croscopic Maxwell-TDDFT scheme successfully describes
the nonlinear interaction irrespective of the thickness of
the film. The 2D macroscopic description is successful for
films of thickness 5 nm or less. The multiscale Maxwell-
TDDFT scheme, on the other hand, successful for films
of 5 nm or more.
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FIG. 10. Reflected wave [(a)–(d)] and transmitted wave [(e)–(h)] as a function of the time. The panels (a)–(d) [(e)–(h)]
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line corresponds to the microscopic Maxwell-TDDFT, 3D macroscopic (multiscale Maxwell-TDDFT), and 2D macroscopic
calculations, respectively. The average frequency is ~ω = 3.5 eV and the light intensity is I = 5× 1012 W/cm2.
For the transmitted wave [Fig. 10(e)–(h)], three cal-
culations coincide with each other up to d = 10a case.
In the thickest case shown in Fig. 10(h), the transmitted
wave is rather weak and three calculations look different.
The microscopic and multiscale calculations look simi-
lar at the beginning. However, the difference gradually
increases.
VI. CONCLUSION
We have developed a comprehensive and computation-
ally feasible approach for the interaction of an ultrashort
light pulse and thin materials of various thickness. Our
description is based on first-principles time-dependent
density functional theory. In the most comprehensive
description which we call microscopic Maxwell-TDDFT
scheme, we couple the time-dependent Kohn-Sham equa-
tion, the basic equation of the time-dependent den-
sity functional theory, and the classical Maxwell equa-
tions for light electromagnetic fields using a common
spatial grid. We also develop macroscopic descrip-
tions for two limiting cases: two-dimensional macro-
scopic electromagnetism for extremely thin materials and
three-dimensional macroscopic electromagnetism for suf-
ficiently thick materials. Our schemes can be applied
even when the incident field is very strong so that the
light-matter interaction is highly nonlinear.
We find that the microscopic Maxwell-TDDFT scheme
can describe the interaction of light pulses of various in-
tensities with thin films of various thickness. It incorpo-
rates effects of electronic structure changes of the thin
film from the bulk material in the first principles level,
multiple reflection effects at both surfaces of the thin film,
and the nonlinear light-matter interaction for strong in-
cident pulses.
We find the two-dimensional macroscopic description
works well for films of thickness 5 nm or less, while the
three-dimensional macroscopic description works well for
films of thickness 5 nm or more.
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