We present the baseline regularization model for computational drug repurposing using electronic health records (EHRs). In EHRs, drug prescriptions of various drugs are recorded throughout time for various patients. In the same time, numeric physical measurements (e.g. fasting blood sugar level) are also recorded. Baseline regularization uses statistical relationships between the occurrences of prescriptions of some particular drugs and the increase or the decrease in the values of some particular numeric physical measurements to identify potential repurposing opportunities.
Introduction
With the increasing availability of electronic health record (EHR) data, there is an emerging interest in using EHRs from various patients for computational drug repurposing (CDR). Specifically, in EHRs, drug prescriptions of various drugs are recorded throughout time for various patients. In the same time, numeric physical measurements, such as fasting blood sugar (FBG) level, blood pressure, and low density lipoprotein are also recorded. By designing machine learning algorithms that can establish relationships between the occurrences of prescriptions of some particular drugs and the increase or the decrease in the values of some particular numeric physical measurements, we might be able to identify drugs that can be potentially repurposed to control certain numeric physical measurements. This chapter describes such a machine learning algorithm called baseline regularization [12] for CDR. 
Materials
Figure 1 visualizes a set of electronic health records from two patients. Drug prescriptions of different types enter the EHRs of the two patients at different times. Fasting blood sugar (FBG) level measurements are also recorded at various times. In this chapter, we will consider how to identify drugs that can be potentially repurposed to control FBG level as an example to illustrate the use of baseline regularization. The idea is to formulate this problem as a machine learning problem by considering an FBG record as a response variable and using the drug prescriptions that occur before the FBG record as features to predict the value of the FBG record. If through the predictive model we notice that the prescription of a particular drug is associated with the decrease of FBG, then we can consider this drug as a potential candidate to be repurposed for glucose control. It should be noticed that while we are using FBG level control as an example for the ease of presentation, the proposed algorithm can also be used to identify drugs that can be potentially repurposed to control other numeric physical measurements.
Notation
Without loss of generality, we assume that only drug prescription records and FBG records are available for each patient. And we consider only patients with at least one FBG record throughout their observations. Let there be N patients and p drugs under consideration in total. Suppose that for the i th patient, there are n i drug prescription records and m i FBG records in total, where i ∈ {1, 2, . . . , N }. We can use a 2-tuple (x ij , t ij ) to represent the j th drug prescription record of the i th patient, where j ∈ {1, 2, . . . , n i }, x ij ∈ {1, 2, . . . , p} represents which drug among the p drugs is prescribed, and t ij represents the timestamp of the drug prescription. Similarly, we can also use a 2-tuple (y ik , τ ik ) to represent the k th FBG measurement record from the i th patient, where k ∈ {1, 2, . . . , m i }, y ik denotes the value of the FBG measurement, and τ ik represents the measurement timestamp. Note that given i,
In this way, we can represent the EHR of each patient as a set of the aforementioned 2-tuples.
Methods
We first present how the potential influence of various drugs over time on the value of FBG measurements can be ascertained via the use of dyadic influence functions, directly from raw EHR data. We then present our baseline regularization model that combines the effects of time-varying patient-specific baselines and the effects from various drugs throughout time to predict FBG levels for CDR.
Dyadic Influence
We assume that drug prescriptions in the EHR of a patient have certain influences on the values of the FBG measurements that occur after the prescriptions. Since drug prescriptions occur throughout time for various patients, given an FBG measurement record, an intuition is that a drug prescription record that occurs long before has less effect, if any, on the value of the FBG measurement in question, compared with a more recent drug prescription occurrence. Based on this intuition, for t ij ≤ τ ik , we represent the effect of a drug prescription (x ij , t ij ) on an FBG measurement (y ik , τ ik ) through a weighted sum of a pre-defined set of dyadic influence functions {φ l (·)} L−1 l=0 [3] . Specifically, let S > 0 and L ∈ N + be given. For l ∈ {0, 1, 2, . . . , L − 1}, we define
and the half-closed-half-open intervals,
Then we define φ l (δ) α l I(δ ∈ I l ), where δ = τ ik − t ij is the time difference between the drug prescription and the FBG measurement, and I(·) is the indicator function. Note that these φ l (·)'s all integrate to one and are orthogonal to one another. Figure 2 .1 visualizes the set of dyadic influence functions when S = 512 and L = 6. As can be seen, when the time difference between two events δ increases, the influence decays in exponential order. For δ ≥ S, the previous drug prescription is assumed not to have any influence on the value of the FBG measurement in question. Dyadic influence functions provide a flexible approach to ascertain influences of various drug prescriptions in the past on the value of FBG measurement records. This is in contrast to the drug era construction that is prevalent in the pharmacovigilance literature [15, 21, 20, 14] , where ad-hoc heuristics are used to generate a consecutive time period during which the value of an FBG measurement is assumed to be under unattenuated influence.
Baseline Regularization
Baseline regularization assumes that an observed FBG value is due to the influences of various drug prescriptions that occur in the past as well as a hidden, intrinsic baseline FBG value that represents the FBG level that would have been observed if the patient were not under any other influences. Specifically, baseline regularization considers solving the optimization problem in (1):
where M = N i=1 m i is the total number of FBG measurements under consideration, λ 1 > 0 and λ 2 > 0 are regularization parameters, and
are the parameters that we need to estimate. The baseline regularization problem is a regularized least square problem with a fused lasso penalty (controlled by λ 1 ) and a lasso penalty (controlled by λ 2 ). The parameter b is a baseline parameter vector whose components represent the potentially different baseline FBG levels throughout time for different patients. Such time-varying and patient specific baselines are of great importance to provide flexibility to describe the intricate data generation process in reality. For example, diabetic patients tend to have higher FBG levels compared to a healthy person. Therefore, the fact that the baselines used are patient-specific helps to model such heterogeneity among different individuals in the data. Even for a particular patient, the FBG levels can also change dramatically over the years as the patient ages. Therefore, the time-varying nature of the baseline parameters also helps to capture the heterogeneity of the FBG levels over time. The baseline parameter b is regularized by a fused lasso penalty, without which b is flexible enough to explain any given FBG level observations. The intuition of using a fused lasso penalty is to minimize the difference between two adjacent baseline parameters. Since baseline parameters represent the FBG values that would have been observed if the patient were not under other influences, it is reasonable to assume that these baseline values are usually relatively stable over a certain period of time, and hence we encourage such stability via the use of fused lasso penalties.
The parameter β represents the effects of every drug on the value of the FBG level depending on the time difference between the drug prescription and the FBG measurement. A lasso penalty is used to encourage sparsity over the effect parameter β as we assume that only a small portion of drugs can have some effect on the value of an FBG measurement during a certain period of time.
The least square objective is hence to minimize the differences between the observed FBG values and the values given by the model that take into consideration both the time-varying patientspecific baseline parameters that change stably and the sparse effect parameters that describe effects of various drugs during various periods of time.
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7:
if Stopping criteria met then
10:
returnb andβ.
11:
else 12:
u ← u + 1.
13:
end if 14: end while
Optimization for Baseline Regularization
The baseline regularization problem in (1) is a convex optimization problem. Furthermore, b and β are separable in the optimization problem. Therefore, we can perform a blockwise minimization procedure that alternates between the minimization of b and β to achieve optimality [25] . When b is fixed, the optimization problem with respect to β is a lasso linear regression problem [22] . When β is fixed, the optimization problem with respect to b is a blockwise fused lasso signal approximator problem [24] . Both problems can be solved efficiently. The blockwise minimization algorithm is summarized in Algorithm 1. To see the two subproblems, let
Then (1) can be rewritten as:
where
and D is the blockwise first difference matrix:
with an (m − 1) × m first difference matrix defined as D 1 = 0 and:
Therefore, from (2), when β is fixed, lety y − Zβ; then the blockwise fused lasso signal approximator problem with respect to b is:
On the other hand, from (2), when b is fixed, letỹ y −b, then the lasso linear regression problem with respect to β is:
In Algorithm 1 the two most computationally-intensive steps are
Step 5 and Step 7. The former involves solving a fused lasso signal approximator problem, whose solution can be computed exactly by the dynamic programming algorithm proposed in [11] . The latter involves solving a lasso linear regression problem, which is achieved by the cyclic coordinate descent algorithm with variable screening proposed in [9] and [23] . 
Results
To demonstrate the utility of baseline regularization, we run our algorithm on the Marshfield Clinic EHR to identify drugs that can be potentially used to control FBG level. We consider patients with at least one FBG measurement throughout their observations. This leads to a total number of 333,907 FBG measurements from 75,146 patients. To ascertain influences from drug prescriptions, we choose S to be half a year and L = 5 for the dyadic influence function. We only consider drugs that have at least one drug prescription that is at most S amount of time prior to the occurrence of at least one FBG measurement, yielding a total number of 5147 different drugs for consideration. λ 1 and λ 2 are chosen such that roughly 200 drugs will be selected eventually by the model. This is because we do not know in advance whether the drugs returned by the algorithm could potentially control FBG level or not, and we need to examine the findings of the algorithm manually. Therefore, the regularization parameters need to be carefully chosen so that the number of drugs selected by the model can be feasibly examined. Table 1 reports the top thirty drugs ranked by their overall effects among the 180 drugs generated by the baseline regularization using λ 1 = 86 and λ 2 = 2.841977 × 10 −4 . For more information about choosing the regularization parameters, please see Section 5.
As shown in Table 1 , the drugs in green are drugs that are prescribed to control blood sugar level. The drugs in white are not normally used to control blood sugar level. However, there might be some potentially interesting findings based on a literature review. For example, thiamine HCL is reported to reduce the adverse effect of hyperglycemia by inhibiting certain biological pathways [27] , and deficiency of thiamine is observed in diabetic patients [17] . Ciprofloxacin HCL could lead to hypoglycemia, according to the medication guide from the Food and Drug Administration (FDA) [5] . Lisinopril is also associated with hypoglycemia, according to the drug label from the FDA [7] . Verapamil HCL is reported to decrease blood sugar level as well as to have some hope in preventing pancreatic β cell loss. Such a loss is considered a pathological characteristic for diabetes [18] . Cases of hypoglycemia associated with the use of pregabalin have been reported [1, 19] . Premarin, fosinopril sodium, and hydrocortisone are potential false positives for our method, since they have been linked to hyperglycemia [4] . Drugs with mixed evidence are also found. For example, according to [4] , both Lipitor and captopril are linked to hyperglycemia. Studies that suggest otherwise are also seen in the literature [6, 10, 16] .
The baseline regularization algorithm is implemented with R. The blockwise fused lasso signal approximator problem is solved using a subroutine in the R package glmgen [2] . The lasso linear regression problem is solved using the R package glmnet [8] .
Notes

Splitting Patient Records
In (1), we try to control the differences between two adjacent baseline parameters via the use of the fused lasso penalty. Consider the pair b ik and b i(k+1) that indicates the baseline FBG levels corresponding to two adjacent physical measurements. Although the two measurements are adjacent to each other in time, the actual time difference between the two measurements could be large, i.e. τ ik τ i(k+1) . In this case, it might not be reasonable any more to regularize the difference between the two baselines as the FBG level could go through substantial changes during such a long period of time. Therefore, we consider splitting the records from the same patient into various subsets within which the records are close to each other in time, and just regularize the differences between adjacent baselines within the same subset. It remains to determine how far apart two adjacent records should be for us to consider them belonging to distinct subsets. We take a data-driven approach to determine this threshold. In detail, we compute the time differences of all adjacent pairs of FBG measurements for all patients. We then use Tukey's method of outlier identification [26] to determine the smallest outlier. The distribution of the differences is heavytailed, and most of the differences are small. Therefore, the smallest outlier is a relatively large time difference value, and we set this value as our threshold. After splitting the FBG records of a patient into various subsets, each subset of FBG records can be considered as data from an independent patient. Therefore, the previously established formulation of the baseline regularization model can be naturally extended to handle this situation by simply modifying D in (2) accordingly. The threshold value identified in our dataset is 4.1 years.
Model Selection
Since in CDR, we do not know a priori what drugs returned by the algorithm can actually decrease or increase FBG levels, we manually review the drug list to identify potential repurposing opportunities. Therefore, model selection for baseline regularization not only needs to identify a model that explains the data well but also needs to generate a drug list of moderate size so that subsequent reviewing efforts are feasible.
To determine an appropriate λ 1 , we start from identifying the minimum λ * 1 such that all the baseline parameters are fused to its average in the following fused lasso signal approximator problem, where we only use the baseline parameter b to model the FBG measurements y:
Define T m as an m × m upper triangular matrix whose upper part and the diagonal are all ones, and whose entries are otherwise zeros. Then according to [28] ,
where 1 m is an m × 1 vector of all ones, andȳ i is the mean of all the FBG measurements from the i th patient. Upon the determination of λ * 1 in (4), we can choose λ 1 = γλ * 1 , where γ ∈ (0, 1) can vary to generate different models. The results reported in Table 1 are given by λ 1 = 0.05λ *
.
To determine an appropriate λ 2 , we first solve for the pathwise solution to a continuous selfcontrolled case series (CSCCS) problem [13] , which is a lasso linear regression problem assuming a fixed baseline parameter for each patient:
In our experiments, we are aiming at selecting about 200 drugs in the end. Therefore, from the solution path, we choose an λ 2 whose solution selects about 250 drugs and we use this λ 2 for the baseline regularization problem. The solution to the CSCCS problem can also be used to initialize β (0) in baseline regularization in Algorithm 1. Given the same λ 2 , we notice that the baseline regularization problem usually will select fewer drugs compared to the corresponding CSCCS problem. Intuitively, this is because the introduction of time-varying and patient-specific baseline parameters in the baseline regularization problem help to explain the changes in the FBG measurements better. Therefore, fewer drugs are needed in order to explain the changes of FBG levels in the dataset, yielding a sparser drug effect parameterization.
When multiple configurations of λ 1 's and λ 2 's are provided, we can use Akaike information criterion (AIC) or Bayesian information criterion (BIC) for model selection. The degree of freedom of the baseline regularization model needed in the calculation is the summation of the degree of freedom of the baseline parameter b and the degree of freedom of the drug effect parameter β. The former is the total number of piecewise constant segments of b and the latter is the number of nonzero entries of β.
Since the dimension of the parameterization in baseline regularization is larger than the sample size of the data, caution needs to be paid when we choose regularization parameters. Essentially, we would like to choose large λ 1 and λ 2 to impose strong regularization to avoid overfitting. The degree of freedom of the learned model also needs to be monitored and controlled so that it is smaller than the sample size of the data.
Conclusion
We have presented an algorithm to predict the effects of drugs on numeric physical measurements in the EHR such as fasting blood glucose. Drugs with a strong effect to decrease the measurement are potential repurposing targets. Our method inherits from self-controlled case series [13] the ability to take into account inter-patient variation. By addition of a time-varying baseline it can also address intra-patient variation over time. And by use of dyadic influence functions it can avoid the need to decide drug eras and can model different effect times for different drugs.
