Absfract-This paper considers a class of infinite horizon Markov decision processes O P s ) with multiple decision makers, called agents, and a general joint reward structure, hut a speeial decomposable statdaction structure such that each individual agent's actio-affect the system's state transitions independently from the actions of all other agents. We introduce the concept of "localization:' where each agent need only consider a "loeal" MDP defined on its own state and action spaces. Based on this localization concept, we propose an iterative distributed algorithm that emulates gradient ascent and which converges to a locally optimal solution for the average reward case. Tbe solution is an "autonomous" joint policy such that each agent's action is based on only its local state.
I. INTRODUCTION
This paper considers a class of decision-making problems under uncertainty where there are multiple decision makers, called agents, which act independently of each other, but have a common goal of maximizing a system-wide reward function. We model these systems as multi-agent, discretetime Markov decision processes (MDPs) with a general joint reward shuchue, but a special product-fonn state transition probability function that "factors" into the product of functions. each of which depends only on localized statelaction information of an individual agent.
As a result, aside from the reward structure, the original MDP is decomposable into smaller "local" MDPs based only on actions and states of a particular agent. However, actually "solving" such a local MDP (i.e., finding an optimal local policy) requires the specification of a reward function that depends only on local statelaction information. but the overall (global) reward function itself is not assumed separable. Thus, it is not obvious a priori how to exploit the decomposition appropriately, because each agent needs to take an action in its local state in a "cooperative" manner to maximize the global reward.
On the other hand, even when the local state and action spaces of the agents are relatively small, the global MDP may still suffer from the curse of the dimensionality, making solution of the global MDP using standard approaches, such as policy or value iteration, computationally intractable. A natural approach is to by to find a solution scheme where ' certain tasks are distributed to the individual agents, and then the results for the tasks are "merged or "coordinated" via some predetermined protocol of information communication among the agents, and this general process repeated until a given terminating condition is satisfied. However, such a distributed approach should meet the following conditions to be sound and "efficient". First, the overhead of the communication among the agents must not be large. Second, the tasks assigned to each agent need to be small in terms of time and space complexities. Finally, the merged results from the tasks of each agent must provide a "useful" and "meaningful" global solution. To the best of the authors' knowledge, there is no existing work that satisfies these conditions for the setting we consider, where there is a joint reward structure. This paper is a step toward developing an efficient distributed control scheme that meets the above conditions when the local state and action spaces of each agent are relatively small.
Our "localization" of the original MDP into local MDPs for each individual agent converts the joint reward function into a local reward function dependent only on an individual agent's states and actions by projecting with respect to the stationary distributions of the Markov chains induced by the policies of the other agents. We show that solving the local MDP for a given agent provides an optimal "reactive" local policy. given any fixed set of local policies of the other agents. Based on this, we present an iterative dismbuted algorithm that converges to a locally optimal solution of the global MDP, where the solution is an overall policy such that each agent's decision is based on only its own local state, i.e., each agent need not ohserve the states of the other agents, eliminating any communication overhead among the agents in implementing the policy.
The algorithm starts from an arbitrary local policy for each agent. Given the currently selected policies of the other agents and the corresponding induced stationary distributions, each agent computes its best local reactive policy by solving its current local MDP. During the computation of the best autonomous local reactive policy, there is no communication among the agents. With a certain monotonicity property, the algorithm converges to a local optimal solution for the global MDP.
Some previous work on decentralized control of finite- we introduce the concept of the localization, and in Section IV, we provide an iterative distributed algorithm for average reward problems based on the localization concept. Section V concludes with some remarks.
MULTI-AGENT MARKOV DECISION PROCESSES

A. Model
We formally describe the class of MDPs with N multiple decision makers, called agents, that we consider. Each agent z = 1, ..., N < w has its own finite state space X i and finite action space A,. For simplicity, it is assumed that every action in Ai is admissible at each state in X i for agent i. We define a local policy : XI x . . . x XN -t Ai for agent i and denote the set of all possible such local policies for agent i as ni. We also define an autonomous local policy 4i : X , -+ Ai for agent i , and denote the set of all possible such local policies for agent i as Qi. Thus, an autonomous local policy prescribes an action from the agent's local action set depending on only 'the agent's local state.
Each agent i is associated with a local state transition
, where ' D signifies a probability dishibution over X i . Denote the probability of transitioning from state xi E X i to yi E X i by taking action a, E Ai at xi by P;(yi(xi,ai). Given a local reward function R, : X i x Ai -t R, denote the local MDP for the agent i as Aft = ( X i , A i , & , P , ) . There are several (ergodicity) conditions from which we can check whether or not an MDP is unichain (e.g.. [9, p.561) . Perhaps the simplest condition, called the "minorant" condition, is that there exists a state reachable (with positive probability) from every other state. For example, the system can reach a "reset" state with a positive probability (from any state with any action). Suppose that a given MDP is not unichain. We can add then an artificial state 5 = ( E , , ..., ZN) to X by adding Zi to X i , i = 1, ..., N such that Z; is reachable from any local state xi with probability (w.P.) e x 0 by taking any admissible action a at x. But to make each agent not willing to reach the added local state in their optimal decisions, we make the immediate reward of taking any action at zi extremely small. In this way, we can transform the given MDP into a unichain MDP, and an optimal solution for the unichain MDP can approximate an optimal solution for the original MDP very closely. Therefore, if either 1x1 or IAl is large, solving the MDP M via the well-known exact methods is impractical, motivating the need for good decentralized policies that can he found efficiently. In general, there may not exist a fully decentralized policy that is optimal, but in the setting considered in this paper, we provide an algorithm that will find a full decentralized policy that achieves a form of local optimality.
Each agent i considers its own local MDP knowing the currently selected local policies of all other agents and the corresponding induced stationary distributions.
B. Some example
In this section, we provide an example that has the special structure on the state transition function that we assume in the setting of this paper. See [6] for more examples.
Queueing networks are commonly used to model communication networks [2] and manufacturing systems. An important class of problems involves admission control into the system. We describe a simple example in this class that fall into our framework.
There are several, say K > 1, independent sources of jobs (e.g., different traffic streams on the Intemet) that feed one or several first-come, first-served (FCFS) queues. The actions involve admission control at each of these sources.
The number of jobs that the server can process in a time period may also be stochastic, e.g., due to breakdowns or other unplanned events or randomness in the system. The global objective must tradeoff between throughput and queue length (or equivalently, delay), and clearly depends jointly on each source. In our framework, the MDP model would specify an agent for each of the different arrival sources and possibly one agent for the server. There are myriad variations that have this basic structure (see, e.g., [SI). We will describe one in more detail now.
There is a separate upstream queue for each of the K independent sources, and the decision to be made is whether to admit or to reject a newly arriving job into the queue. The job arrival process for each queue is described by a Markov Modulated Bernoulli Process (MMBP) [ 
LOCALIZATION
Suppose that all of the agents except one, say agent i, have fixed autonomous local policies, { @ j E Q, : j # i}.
leaving just the choice of local policy for agent i to he determined. Define the following average reward value-like function, which is a constant independent of the initial state:
where xt = (xi, ..., x,") and 4 E Xj denotes the local state a t t i m e t f o r a g e n t j = l , ..., N a n d x o ~X i s a g i v e n i n i t i a l state. Note that g; is defined over all local policies for agent i , and not just autonomous local policies. Due to the space constrain& we merely state the concept of localization that gf can be achieved using an autonomous local policy by The localization theorem result is intuitively reasonable but also somewhat surprising. If an agent needs to maximize the global average reward constrained for a given set of fixed autonomous local policies of the other agents, and if the joint state transition structure is product form, maximizing the local average reward, defined with the projected reward function w.r.t. the stationary distributions of the fixed autonomous local policies of the other agents, is equivalent to manimizing the (constrained) original global average reward. Furthermore, there exists an autonomous local policy for agent i that achieves this maximal reward yf. In other words, one might expect that in order to achieve gf. a local policy would depend on the states of the other agents. However, by the above theorem, the agent need only consider its own local state.
Iterative solution methods to obtain K and $i follow directly from the well-known average reward value iteration and policy iteration procedures. We briefly review policy iteration. Agent i starts with an arbitrary policy $7 E ai and iterates the following steps: at iteration n 2 0. agent i obtains $4; and 5" that satisfy the following: for zi E Xi, is obtained, where this step is called policy improvement Eventually, 4; converge to an optimal (in the sense of Theorem 1) 4% within a finite number of iterations.
Iv. A DISTRIBUTED ALGORITHM FOR A LOCAL OPTIMAL SOLUTION
The localization naturally induces a simple distributed iterative algorithm that converges to a local optimal solution for the global MDP A l . We describe the algorithm in a constructive way, rather than giving a pseudocode for it, and for the two-agents case ( N = 2) for simplicity. Extending the algorithm for N > 2 is straightforward.
Assume that the global joint reward function R is known to both agents. Each agent 1 and 2 starts with its own initial policy a" E Q1 and Bo E Q2. At iteration k 2 1, agent l(2) informs agent 2(1) of ak--l(,B-' ) and the corresponding stationary distribution pt-l(p:-l). Then agent 1 solves the local MDP At; = (Xl,Al,P~,R:), where An optimal policy for At? is ak. Similarly, agent 2 solves thelocalMDPAtl = (Xz,Az,P2,Rzk),whereR,k(52,aZ) = cause at each iteration, each agent finds the best autonomous local policy with respect to the policy of the other agent, as the gradient is the direction of the greatest local increase in a given objective function, the underlying idea is similar to that of the gradient-ascent algorithm.
By the above construction, we first have the following fact:
for k 2 2 and k = 2m with m = 1,2, ..., 
That is, the perfonnances of the pairs of the policies of the agent 1 and 2 monotonically improve in a zigzag manner across the agents' views. We state this property as a proposition. Recall that ar achieves g; = max,,Enl g("'.8'-') and j '
?k achieves y; = ma.xlrlEnz g ( " k -' , " 2 ) fork 2 1. Therefore, we have that for k 2 1,
> (T#-I) for any E n,
and for k >_ 2,
for any xp E n2,
It follows that we can state the following result: Even if both of the conditions are true. this does not imply that the performance of the converged policy sets of agents 1 and 2 are equal, nor does it ensure that either one of them has found an optimal joint policy for the global MDP. It only indicates that the algorithm has converged to locally optimal policies, and we select the policy set with the greater performance.
Suppose that IA,( = C and IXil = D for all i = 1, ..., N .
As discussed earlier, the time complexity of applying just one "policy improvement" step of policy iteration to solve the global MDP is O (CN D Z N ) . The Even though our algorithm converges to only a locally optimal solution in theory, the algorithm may serve as a good heuristic. Each agent can start with a good heuristic policy available for its local MDP or the given global MDP and apply some number of iterations of the proposed algorithm to generate an improved joint policy. Note that in contrast to one-step policy improvement, in the best case, each agent will eliminate an exponential number of suboptimal policies.
V. CONCLUDING REMARKS For the infinite horizon discounted reward criterion, an optimal action choice for an agent to optimize the global reward function depends on the given initial local states of the other agents. Due to this, the similar localization to the average reward case cannot be drawn for the infinite horizon discounted reward criterion case. See for a discussion in [61 regarding this.
The local optimality result of the proposed algorithm can be enhanced by introducing a random restart, which is com-monly used in several global optimum seeking algorithms. We can generate several initial local policies at random and apply the algorithm, or we can generate random local policies once the algorithm converges to a local optimal solution.
At each iteration of the algorithm, each agent bas a set of autonomous local policies of all agents. If desired.
once we apply the proposed algorithm for a certain number of iterations, we can stop the algorithm and can generate a global policy, combining each set of local policies of the agents via methods called "parallel rollout" or "policy switching" [7] , which improves the performances of all joint policies from each set. If the computation of the stationary distribution for each agent is impractical, we can approximate the stationary distribution by several methods [16] , leading to an approximate version of our algorithm.
