n image acquisition system composed of an array of sensors, where each sensor has a subarray of sensing elements of suitable size, has recently been popular for increasing the spatial resolution with high signal-to-noise ratio beyond the performance bound of technologies that constrain the manufacture of imaging devices. The attainment of super resolution (SR) from a sequence of degraded undersampled images could be viewed as reconstruction of the high-resolution (HR) image from a finite set of its projections on a sampling lattice. This can then be formulated as an optimization problem whose solution is obtained by minimizing a cost function. The approaches adopted and their analysis to solve the formulated optimization problem are crucial, and the subsequent documentation will trace the issues leading to cutting-edge research in the subject.
The image acquisition scheme is important in the modeling of the degradation process. The need for model accuracy is undeniable in the attainment of SR along with the design of the algorithm whose robust implementation will produce the desired quality in the presence of model parameter uncertainty. To keep the presentation focused and of reasonable size, data acquisition with multisensors instead of, say, a video camera is considered. Multiple undersampled images of a scene are often obtained by using multiple identical image sensors which are shifted relative to each other by subpixel displacements [8] , [21] , [22] . The resulting HR image reconstruction problem using a set of low-resolution (LR) images captured by the image sensors is interesting because it is closely related to the design of high-definition television (HDTV) and very high-definition (VHD) image sensors. Charge-coupled device (CCD) image sensor arrays, where each sensor consists of a rectangular subarray of sensing elements, produce discrete images whose sampling rate and resolution are determined by the physical size of the sensing elements. If multiple CCD image sensor arrays are shifted relative to each other by exact subpixel values, the reconstruction of HR images is sometimes modeled [8] by g f g g = = + H and η,
where f is the desired HR image, H is the blur matrix, and g is the observed HR image by interlacing the LR images from sensors. η is the additive, possibly Gaussian, noise. Figure 1 shows the method of forming a 4 4 × image g with a 2 2 × sensor array where each g ij has a 2 2 × sensing elements, i.e., four 2 2 × LR images. Here the blur matrix is constructed from the averaging of the pixel values. As an example, Figure 2 (a) illustrates that the point spread func-©DIGITAL VISION, LTD.
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tion of the sensor applies to the image by averaging of the four pixel values. Since the system described in (1) is ill-conditioned, a solution for f is constructed by applying a regularization technique that involves a functional R( ) f , which captures the regularity in f , and a tuning (regularization) parameter α that controls the degree of regularity of the solution to the minimization problem:
The maximum a posteriori (MAP) regularization technique [8] , [39] , the L 2 -norm regularization functional R( ) f f = 2 2 , and the
, where L is the discretization matrix of the first order differential operator, have been considered and used in HR image reconstruction.
The main task is to recover the HR image f given the blurring matrix H and a blurred and noisy image g using regularization models. There are several problems that must be handled and solved to efficiently obtain a high quality HR image. s Owing to the blurring (convolution) process, the boundary values of g are not completely determined by the original HR image f inside the scene. They are also affected by the values of f outside the scene. How can we handle boundary conditions? s Iterative methods can be applied to solve the minimization problem (2). However, due to the ill-conditioning of the blurring matrix, the convergence of iterative methods can be very slow. How can we speed up the convergence of iterative methods? s Usually, we assume that subpixel displacements are known. However, this assumption may not hold in practice. How can we estimate subpixel displacements? s In some situations, we do not have enough LR images to resolve the HR image. How can we modify the regularization model to deal with this situation? s The H 1 -norm regularization tends to attenuate the high frequency information of the HR image. If we consider edge-preserving regularization models, can we design an efficient iterative method for solving the corresponding minimization problem?
In the following sections, we will study the above-mentioned problems and provide effective and efficient methodologies to solve these problems.
Image Boundary
The boundary values of the observed image g, because of the blurring process, are affected by the values of original image f outside the scene. Figure 2(b) illustrates that the application of the point spread function of the sensor to the image involves the pixel values outside the scene. When solving for f from (2), some assumptions on the values of f outside the scene are needed. These assumptions are linked to boundary conditions [1] , [16] .
The traditional choice was the imposition of zero boundary condition outside the scene [8] , i.e., a dark background was assumed outside the scene. The blur matrix, in this case, is a block-Toeplitz with Toeplitz-block (BTTB) matrix [35] , which occurs naturally in many applications. When the blur is of the linear shift-invariant type, the image restoration problem is often modeled as a system of linear equations, where the characterizing matrix has a structure that can be very ill-conditioned. An effective way to combat this problem is to approximate the BTTB matrix by means of a block-circulant with circulant-block (BCCB) matrix. The sequences of BTTB and BCCB matrices of increasing size are asymptotically equivalent in a certain sense and the BCCB matrix is a very natural and well-used preconditioner [6] . For practical applications, one often resorts to periodic boundary conditions [1] , [16] . The blur matrix, in this case, is a BCCB matrix which can be diagonalized and inverted by the efficiently implementable two-dimensional (2-D) discrete Fourier transform (DFT) matrix. When the assumptions of either zero or periodic boundary conditions are not satisfied by the captured images, however, ringing effects may occur at the boundary of the reconstructed image. Figure 3 shows the boundary artifacts of the reconstructed images by using the zero and periodic boundary conditions. The problem tends to be more severe if the image is reconstructed from data acquired by a large sensor array since the number of pixel values of the image affected by the sensor array increases.
The Neumann boundary condition on the image (the scene immediately outside is a reflection of the original scene at the boundary) is then assumed [3] , [24] , [28] . In this case, the blur matrix is a block-Toeplitz-plus-Hankel with Toeplitz-plus-Hankel-block (BTHTHB) matrix [35] . A symmetric BTHTHB matrix can be diagonalized by the DCT matrix, and because of this a BTTB matrix encountered in image reconstruction problems is often approximated by a symmetric BTHTHB matrix for computational efficiency in implementation. Very recently, the error caused by the approximation is analyzed and a simple modification of the observed image that can reduce the approximation error is proposed in [23] . Experimental results in [10] and [35] have shown that the Neumann image model gives better reconstructed HR images than those using the zero or periodic boundary conditions. In Figure 3 , we see that the boundary artifacts of the reconstructed image using the Neumann boundary condition is very small. In [39] , it has been shown that the use of the Neumann boundary condition leads to smaller expected errors in the reconstructed image when the original image is statistically stationary near the boundary.
Here we visualize the structures of blurring matrices based on these three different boundary conditions.
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Fast Iterative Methods
In the case of Tikhonov regularization in (2), the linear system of equations to be solved is
where R is the matrix associated with the regularization functional R( ) f in (2) . When the MAP regularization technique is used, R I S I S T = − − ( ) ( ), where S comes from a symmetric noncausal statistical model of the image [8] , [39] , [5] . With the Neumann boundary condition, this matrix S, resulting from a symmetric blurring function, is a symmetric BTHTHB matrix and, therefore, can be diagonalized by 2-D DCT [35] , [39] .
2 , the matrix R is either equal to the identity matrix or the discrete Laplacian matrix. Note that in all cases the matrix R can be diagonalized by the 2-D DCT matrix. Hence, inversion in (3) can be done using three two-dimensional (2-D) fast cosine transforms (one for finding the eigenvalues of the coefficient matrix and the remaining two for transforming the right-hand side and the solution vector). Thus the total cost of reconstruction of an n-by-n HR image requires O n n ( log ) 2 operations akin to what is required for the periodic boundary condition (characterized by BCCB matrix diagonalizable by 2-D DFT).
Perfect subpixel displacements e are practically impossible to realize. Therefore, blur operators in multisensor HR image reconstruction are space variant. The blur matrix for the whole L-by-L sensor array is made up of blur matrices from each sensor:
were D l l 1 2 is a diagonal matrix with diagonal element equal to 1 if the corresponding component of g comes from the ( , ) l l 1 2 th sensor and zero otherwise. With the Tikhonov regularization, the linear system is ( )
The blurring matrix H( ) e has the same banded structure as that of H, but with some entries perturbed. It is a near BTHTHB matrix but it can no longer be diagonalized by the DCT. Therefore, the corresponding linear system may be solved by the preconditioned conjugate gradient method [32] , [39] .
Convergence Rate
The conjugate gradient (CG) method was invented in the 1950s [18] as a direct method for solving symmetric positive definite systems. It has come into wide use over the last 20 years as an iterative method. Let us consider (5) where the coefficient matrix Ais a symmetric positive definite matrix and the right-hand side vector b. Given an initial guess f 0 and the corresponding initial residual r b f 
where P k is the set of polynomials of degree k. Since symmetric positive definite matrices asserts that A U U = Λ * , where U is a unitary matrix whose columns are the eigenvectors of A and Λ is the diagonal matrix with the positive eigenvalues of Aon the diagonal. Since UU U U I
Together with (6) , this implies that
where σ( ) A is the set of eigenvalues of A. The convergence rate of the conjugate gradient method has been well studied (see, for example, Golub and Van Loan [15] ). It depends on the condition number κ( ) A of the matrix A and on how clustered the spectrum of A is. If the spectrum is not clustered, as is usually the case for blur matrices, a good estimate of the convergence rate is given in terms of the condition number This indicates that the rate of convergence can be very slow if κ( ) A is large. Thus, the method will converge in a large number of iterations and hence the complexity of solving the system (5) is very large. Figure 4 shows the slow convergence of the conjugate gradient method when applied to solving the system (5) for different values of L and α. One way to speed up the convergence rate of the method is to precondition the system. Thus, instead of solving (5), one solves the preconditioned system ( )
The symmetric positive definite matrix P, called the preconditioner, should be chosen according to the following criteria: s P should be constructed very efficiently.
s Px y = should be solved for x very efficiently. s The spectrum of P H e H T −1 ( ( ) ( ) ) e R + α should be clustered or its condition number should be reduced.
The first two criteria occur from the operation count per iteration as that is the count for the non-preconditioned system. The third criterion comes from the fact that the more clustered the eigenvalues are (or the less the condition number is), the faster the convergence of the method will be (see, for instance, [27] (e e are clustered around the fixed point at 1 for sufficiently small subpixel displacement errors [32] . The conjugate gradient method, when applied to solving the preconditioned system (8), converges superlinearly [36] . Figure 4 shows the fast convergence of the conjugate gradient method when applied to solving the preconditioned system for different values of L andα. In Figure 5 , we also show the reconstructed image can be obtained within a few PCG iterations. More precisely, for any given ε > 0, there exists a constant c( ) ε >0 such that the error vector f f k − * of the preconditioned conjugate gradient method at the kth iteration satisfies
In [32] , it was further shown that the convergence rate of the conjugate gradient method for (8) depends linearly on the displacement errors arising from imperfect subpixel locations. Thus the cost per each iteration is O n n ( log ) 2 operations and hence the total cost for finding the HR image vector from (8) using the MAP, L 2 -norm or H 1 -norm regularization is still O n n ( log ) 2 operations. We remark that the use of cosine transform-based m atrices as preconditioners for HR image reconstruction problems allows the use of fast cosine transform throughout the computations. Notice that fast cosine transform is highly parallelizable and has been implemented on multiprocessors efficiently. Since the PCG method is easily parallelizable, too, the cosine transform-based preconditioned conjugate gradient method is well adapted for parallel computing [30] .
Regularized Constrained Total Least Squares
The spatial resolution of an image is often determined by imaging sensors. In a CCD camera, the image resolution is determined by the size of its photo-detector. An ensemble of several shifted images could be collected by a prefabricated planar array of CCD sensors and one may reconstruct with higher resolution. This is equivalent to an effective increase of the sampling rate by interpolation. Fabrication limitations are known to cause subpixel displacement errors, which, coupled with observation noise, limit the deployment of least squares techniques in this scenario. However, the displacement errors may not be known exactly. Total least squares (TLS) [43] is an effective technique for solving a set of such error-contaminated equations and, therefore, is an appropriate method for consideration in our HR image reconstruction applications. The TLS HR image reconstruction problem can be formulated as follows:
The solution of the minimization problem (10) can be determined by solving an eigenvalue problem [43] . A possible drawback of using such a conventional TLS approach is that the matrix V is arbitrary in the minimization process and the formulation in (10) from multisensors. We note that the spatial invariance of the blurring matrix for each sensor translates into the spatial invariance of the displacement error in the blur matrix. In [32] , an image processing technique that leads to the deployment of constrained total least squares (CTLS) theory is described. The regularized constrained total least squares (RCTLS) solution to the problem given requires the minimization of a nonconvex and nonlinear cost functional: αR( ) f .
(11) The solution of the minimization problem (11) cannot be determined by solving an eigenvalue problem. In [31] , an iterative algorithm that takes advantage, computationally, of the fast solvers for image reconstruction problems with known displacement errors is developed. Before solving for f in the RCTLS formulation, it is first noted that for a given f, the function J TLS ( ,) f ⋅ is convex with respect to e (up to negligible terms), and for a given e, the function J TLS ( , ) ⋅ e is also convex with respect to f. Therefore, with an initial guess e 0 , one can minimize (11) We note that the first subproblem can be solved by using the preconditioned conjugate gradient method, and the second subproblem requires solving a small least squares problem. Therefore, both subproblems can be solved very efficiently. An alternating minimization algorithm is developed in which the function value J n n TLS ( , ) f e always decreases as n increases. In most cases, the algorithm The image acquisition scheme is important in the modeling of the degradation process.
converges to a local minimizer. It is interesting to note that the convergence analysis of this algorithm is still under investigation. The reconstructed image by regularized least squares (RLS) and the reconstructed image by RCTLS are shown in Figure 6 (c) and (d), respectively. The reconstructed HR image using RCTLS shows improvement both in image quality and PSNR. In the proposed RCTLS algorithm, we find that the choice of "proper" regularization parameter α is very important. In Figure 7 , we plot the norm of the error between the real subpixel displacements and the estimated subpixel displacements by the algorithm for different values of α. The speed of convergence decreases as α increases. In the case when α = − 10 4 [ Figure 7 (a)] and α = 1 [ Figure 7(b) ], the norm of error after convergence is greater than that in the first iteration. The "inappropriate" value of α makes the RCTLS solution fall into a local minimum. The L-curve method [17] may be used to get the optimum value of the regularization parameter. The L-curve method to estimate the "proper" α for RCTLS is used here. The L-curve plot is shown in Figure 7 
Color Images
Multispectral restoration of a single image is a three-dimensional (3-D) reconstruction problem where the third axis incorporates different wavelengths. We are interested in color images because there are many applications. Color image can be regarded as a set of three images in their primary color channels (red, green, and blue).
Monochrome processing algorithms applied to each channel independently are not optimal because they fail to incorporate the spectral correlation between the channels. Under the assumption that the spatial intrachannel and spectral interchannel correlation functions are product separable, Hunt and Kubler [20] showed that a multispectral (e.g., color) image can be decorrelated by the KarhunenLoeve transform (KLT). After decorrelating multispectral images, the Wiener filter can be applied independently to each channel, and the inverse KLT gives the restored color image. It has recently been shown [33] that single color image restoration with multisensors can be formulated as a regularized least squares problem that can be solved efficiently using the fact that the DCT can diagonalize the linear system of equations (resulting from the use of Neumann boundary conditions), characterized by a BTHTHB matrix.
There is considerable scope for incorporating regularization methods like the L-curve [7] in this approach for further improvement in quality of restoration both in the case of a single image as well as multispectral video sequences. In [34] , Ng et al. also extended the HR image reconstruction method to multiple undersampled color images. The key issue is to employ the cross-channel regularization matrix to capture the changes of reflectivity across the channels.
Insufficient LR Images
Previously, it was assumed that enough LR images are available to resolve the HR image. Here, the situation where some LR images are missing is considered. For example, in a 2 2 × sensor array, we should have the reference, the horizontally displaced, the vertically displaced, and the diagonally displaced LR image to resolve the HR image. In Figure 8 , we consider the situation that we only have the reference and the diagonally displaced LR image. The other two displaced LR images are missing.
We note that the optimization problem in (2) can be used to reconstruct HR images. However, since the blur matrix is no longer BTHTHB, therefore DCT-based preconditioners do not work well [38] . Figure 9 shows the slow convergence of the preconditioned conjugate gradient method. We find that the preconditioner is not effective. In [37] The tradeoff between the size of the scene and its resolution has to be addressed.
where u corresponds to the missing observed image pixels because of the missing or faulty sensors in the sensor array and u v + and H are the full observed HR image and degradation matrix, respectively, by combining all the sensors in the sensor array. Here R is the regularization functional that was discussed earlier, andR is the regularization functional for u, α 1 and α 2 are positive parameters which measure the tradeoff between a good fit and the regularity of the solutions f and u. Due to the local averaging of the pixel values in the image formation, the observed image pixel values are close to the neighbor image pixel values. Our idea is to estimate u est , the missing observed image pixel u by using its neighbor image pixel values v by, for instance, splines interpolation method [19] . The regularization functional~( ) R u is defined to bẽ
Similarly, an alternating minimization algorithm is developed for solving the joint minimization model (12) . For
Step i), the linear system can again be solved by the preconditioned conjugate gradient method with the cosine transform preconditioner. Therefore the linear system can be solved very efficiently. For
Step ii), the vector u k can be computed by using the matrix-vector multiplication. Therefore the proposed algorithm for the joint minimization model is more efficient than the direct application of the cosine transform preconditioner for model (2) . Moreover, we see in Figures 10 and 11 that the quality of reconstructed images using the joint minimization model in (12) is better than those using the model in (2) .
The convergence of the above alternating minimization algorithm can be analyzed by using the framework of fixed point theory. We just combine the two steps of the alternating minimizing algorithm and derive In [37] , it has been shown that the spectral radius of the matrix [ ] 
e e e missing sensors
is less than one, and therefore the alternating minimization algorithm converges globally to a minimizer for any given initial guess.
Edge-Preserving Regularization
The H 1 -norm regularization tends to attenuate the high frequency information of the HR image. Therefore, If we consider edge-preserving regularization models, can we design an efficient iterative method for solving the corresponding minimization problem?
edge-preserving regularization is considered. In Figures  11 and 12 , we see that the quality of reconstructed images using the edge-preserving regularization is better than those using the H 1 -norm regularization.
In this section, we focus on the regularization term Φ of the form
where φ:R R → is a potential function and
K , are linear operators. Typically, the elements of the sequence { } d f i T are either first-or second-order differences between neighboring pixels and r is the number of these differences computed from the image. Assume that φ is smooth, convex, and edge preserving, i.e., φ( ) t t < 2 as | | t → ∞. Examples of such functions are [2] , [4] , [9] , [11] : To cope with numerical slowness, half-quadratic (HQ) reformulation has been used [12] , [13] . The idea is to construct an augmented cost function that involves an auxiliary variable. In the HR image reconstruction, the augmented cost-function is given by
This formulation is considered under the condition that the function
is convex, continuous, and finite for every t ∈R and the following expressions are equivalent: The augmented cost function is minimized using an alternating minimization scheme. Let the solution obtained at iteration The key problem of simultaneously estimating an unknown blur from the observed sequence and attaining SR of a region of interest remains to be fully tackled.
Future Research
It is usually not possible at the outset to achieve the desired resolution because of technology and cost constraints. For example, the technology of a CCD is limited by factors like physical dimension, shot noise, and parasitic effects. In applications like astronomical imaging, the reduced size and weight of cameras in a spaceship or satellite affect its quality. The need for tradeoff between size, weight, and quality of the CCD array necessitates the design of SR algorithms to obtain the desired HR image of a common region of interest in the frames of a video sequence without modifying the physical characteristics of the CCD array. Imperfect optics, finite detector arrays, and finite individual detector sizes all contribute to a variety of degradation processes to which an image acquisition system is susceptible. Dramatic progress has been documented during the last decade in the area of HR image processing that encompasses the stages of image registration or camera motion parameter estimation, deblurring, noise reduction (filtering), and interpolation. Considerable research activity is being witnessed in areas pertaining to the construction of a panoramic mosaic followed by the attainment of spatial resolution increase of regions of interest in the mosaic. In video, the user gets the sequence of images containing both spatial and temporal information. The number of pixels in each frame is fixed to a known resolution. To generate one big snapshot of the scene that covers all desired areas (panoramic mosaic), one needs to adjust the camera in various ways to capture the effects of zooming, panning, tilting, etc., that may be required for capturing the entire scene. Usually, the resulting picture will suffer from undersampling or LR effect because the whole scene has to be represented by the limited number of pixels. Therefore, the bigger the scene, the lower will be the resolution. On the other hand, higher resolution of regions of interest in the scene can be obtained if the camera is zoomed to those specific regions. Therefore the tradeoff between the size of the scene and its resolution has to be addressed. In the future, more research is needed on how to take advantage of the intraframe spatial information along with interframe temporal information to create the HR panoramic image and then attain SR of regions of interest in the mosaic.
The key problem of simultaneously estimating an unknown blur from the observed sequence and attaining SR of a region of interest remains to be fully tackled. Blind deconvolution refers to the problem of restoring the original image from a degraded observation and incomplete blur information. Existing blind deconvolution techniques can be categorized into two main classes. One approach treats blur identification and image super resolution separately. The other approach implements the two subtasks simultaneously. Both approaches are adaptable from the single image case to the multiframe situation of interest here. Initial results in this area of blind robust super resolution have been reported recently [26] . Recently, Nguyen et al. [40] considered the blind deconvolution problem in the multiframe case. Their algorithm can handle only the PSF, which is modeled by one parameter. This restriction is very limited in many applications.
