Abstract: For a general class of large non-Hermitian random block matrices X we prove that there are no eigenvalues away from a deterministic set with very high probability. This set is obtained from the Dyson equation of the Hermitization of X as the self-consistent approximation of the pseudospectrum. We demonstrate that the analysis of the matrix Dyson equation from [3] offers a unified treatment of many structured matrix ensembles.
Introduction
Large random matrices tend to exhibit deterministic patterns due to the cumulative effects of many independent random degrees of freedom. The Wigner semicircle law [33] describes the deterministic limit of the empirical density of eigenvalues of Wigner matrices, i.e., Hermitian random matrices with i.i.d. entries (modulo the Hermitian symmetry). For non-Hermitian matrices with i.i.d. entries, the limiting density is Girko's circular law, i.e., the uniform distribution in a disc centered around zero in the complex plane, see [16] for a review.
For more complicated ensembles, no simple formula exists for the limiting behavior, but second order perturbation theory predicts that it may be obtained from the solution to a nonlinear equation, called the Dyson equation. While simplified forms of the Dyson equation are present in practically every work on random matrices, its full scope has only recently been analyzed systematically, see [3] . In fact, the proper Dyson equation describes not only the density of states but the entire resolvent of the random matrix. Treating it as a genuine matrix equation unifies many previous works that were specific to certain structures imposed on the random matrix. These additional structures often masked a fundamental property of the Dyson equation, its stability against small perturbations, that plays a key role in proving the expected limit theorems, also called global laws. Girko's monograph [24] is the most systematic collection of many possible ensembles, yet it analyzes them on a case by case basis.
In this paper, using the setup of the matrix Dyson equation (MDE) from [3] , we demonstrate a unified treatment for a large class of random matrix ensembles that contain or generalize many of Girko's models. For brevity, we focus only on two basic problems: (i) obtaining the global law and (ii) locating the spectrum. The global law, typically formulated as a weak convergence of linear statistics of the eigenvalues, describes only the overwhelming majority of the eigenvalues. Even local versions of this limit theorem, commonly called local laws (see e.g. [21, 17, 6] and references therein) are typically not sensitive to individual eigenvalues and they do not exclude that a few eigenvalues are located far away from the support of the density of states.
Extreme eigenvalues have nevertheless been controlled in some simple cases. In particular, for the i.i.d. cases, it is known that with a very high probability all eigenvalues lie in an ε-neighborhood of the support of the density of states. These results can be proven with the moment method, see [9, Theorem 2.1.22] for the Hermitian (Wigner) case, and [23] for the non-Hermitian i.i.d. case; see also [11, 12] for the optimal moment condition. More generally, norms of polynomials in large independent random matrices can be computed via free probability; for GUE or GOE Gaussian matrices it was achieved in [25] and generalized to polynomials of general Wigner and Wishart type matrices in [8, 18] . These results have been extended recently to polynomials that include deterministic matrices with the goal of studying outliers, see [13] and references therein.
All these works concern Hermitian matrices either directly or indirectly by considering quantities, such as norms of non-Hermitian polynomials, that can be deduced from related Hermitian problems. For general Hermitian random matrices, the density of states may be supported on several intervals. In this situation, excluding eigenvalues outside of the convex hull of this support is typically easier than excluding possible eigenvalues lying inside the gaps of the support. This latter problem, however, is especially important for studying the spectrum of non-Hermitian random matrices X, since the eigenvalues of X around a complex parameter ζ can be understood by studying the spectrum of the Hermitized matrix
around 0. Note that for ζ ∈ C away from the spectrum of X, zero will typically fall inside a gap of the spectrum of H ζ by its symmetry.
In this paper, we consider a very general class of structured block matrices X that we call Kronecker random matrices since their structure is reminiscent to the Kronecker product of matrices. They have L × L large blocks and each block consists of a linear combination of random N × N matrices with centered, independent, not necessarily identically distributed entries; see (2.1) later for the precise definition. We will keep L fixed and let N tend to infinity. The matrix X has a correlation structure that stems from allowing the same N × N matrix to appear in different blocks. This introduces an arbitrary linear dependence among the blocks, while keeping independence inside the blocks. The dependence is thus described by L × L deterministic structure matrices.
Kronecker random ensembles occur in many real-world applications of random matrix theory, especially in evolution of ecosystems [26] and neural networks [30] . These evolutions are described by a large system of ODE's with random coefficients and the spectral radius of the coefficient matrix determines the long time stability, see [29] for the original idea. More recent results are found in [1, 4, 5] and references therein. The ensemble we study here is even more general as it allows for linear dependence among the blocks described by arbitrary structure matrices. This level of generality is essential for another application; to study spectral properties of polynomials of random matrices. These are often studied via the "linearization trick" and the linearized matrix is exactly a Kronecker random matrix. This application is presented in [19] , where the results of the current paper are directly used.
We present general results that exclude eigenvalues of Kronecker random matrices away from a deterministic set D with a very high probability. The set D is determined by solving the self-consistent Dyson equation. In the Hermitian case, D is the self-consistent spectrum defined as the support of the self-consistent density of states ρ which is defined as the imaginary part of the solution to the Dyson equation when restricted to the real line. We also address the general non-Hermitian setup, where the eigenvalues are not confined to the real line. In this case, the set D = D ε contains an additional cutoff parameter ε and it is the self-consistent ε-pseudospectrum, given via the Dyson equation for the Hermitized problem H ζ , see (2.7) later. The ε → 0 limit of the sets D ε is expected not only to contain but to coincide with the support of the density of states in the non-Hermitian case as well, but this has been proven only in some special cases. We provide numerical examples to support this conjecture.
We point out that the global law and the location of the spectrum for A + X, where X is an i.i.d. centered random matrix and A is a general deterministic matrix (so-called deformed ensembles), have been extensively studied, see [10, 14, 15, 31, 32] . For more references, we refer to the review [16] . In contrast to these papers, the main focus of our work is to allow for general (not necessarily identical) distributions of the matrix elements.
In this paper, we first study arbitrary Hermitian Kronecker matrices H; the Hermitization H ζ of a general Kronecker matrix is itself a Kronecker matrix and therefore just a special case. Our first result is the global law, i.e., we show that the empirical density of states of H is asymptotically given by the self-consistent density of states ρ determined by the Dyson equation. We then also prove an optimal local law for spectral parameters away from the instabilities of the Dyson equation. The Dyson equation for Kronecker matrices is a system of 2N nonlinear equations for L × L matrices, see (2.6) later. In case of identical distribution of the entries within each N × N matrix, the system reduces to a single equation for a 2L × 2L matrix -a computationally feasible problem. This analysis provides not only the limiting density of states but also a full understanding of the resolvent for spectral parameters z very close to the real line, down to scales Im z 1/N . Although the optimal local law down to scales Im z 1/N cannot capture individual eigenvalues inside the support of ρ, the key point is that outside of this support a stronger estimate in the local law may be proven that actually detects individual eigenvalues, or rather lack thereof. This observation has been used for simpler models before, in particular [21, Theorem 2.3] already contained this stronger form of the local semicircle law for generalized Wigner matrices, see also [2] for Wigner-type matrices, [7] for Gram matrices and [20] for correlated matrices with a uniform lower bound on the variances. In particular, by running the stability analysis twice, this allows for an extension of the local law for any Im z > 0 outside of the support of ρ.
Finally, applying the local law to the Hermitization H ζ of a non-Hermitian Kronecker matrix X, we translate local spectral information on H ζ around 0 into information about the location of the spectrum of X. This is possible since ζ ∈ Spec(X) if and only if 0 ∈ Spec(H ζ ). In practice, we give a good approximation to the ε-pseudospectrum of X by considering the set of those ζ values in C for which 0 is at least ε distance away from the support of the self-consistent density of states for H ζ . In the main part of the paper, we give a short, self-contained proof that directly aims at locating the Hermitian spectrum under the weakest conditions for the most general setup. We split the proof into two well-separated parts; a random and a deterministic one. In Section 4 and 5 as well as Appendix B we give a model-independent probabilistic proof of the main technical result, the local law (Theorem 4.7 and Lemma B.1), assuming only two explicit conditions, boundedness and stability, on the solution of the Dyson equation that can be checked separately for concrete models. In Section 3.2 we prove that these two conditions are satisfied for Kronecker matrices away from the self-consistent spectrum. The key inputs behind the stability are (i) a matrix version of the Perron-Frobenius theorem and (ii) a sophisticated symmetrization procedure that is much more transparent in the matrix formulation. In particular, the global law is an immediate consequence of this approach. Moreover, the analysis reveals that outside of the spectrum the stability holds without any lower bound on the variances, in contrast to local laws inside the bulk spectrum that typically require some non-degeneracy condition on the matrix of variances.
We stress that only the first part involves randomness and we follow the Schur complement method and concentration estimates for linear and quadratic functionals of independent random variables. Alternatively, we could have used the cumulant expansion method that is typically better suited for ensembles with correlation [20] . We opted for the former path to demonstrate that correlations stemming from the block structure can still be handled with the more direct Schur complement method as long as the non-commutativity of the L × L structure matrices is properly taken into account. Utilizing a powerful tensor matrix structure generated by the correlations between blocks resolves this issue automatically.
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Notation
Owing to the tensor product structure of Kronecker random matrices (see Definition 2.1 below), we need to introduce different spaces of matrices. In order to make the notation more transparent to the reader, we collect the conventions used on these spaces in this subsection.
For K, N ∈ N, we will consider the spaces C K×K , (C K×K ) N and C K×K ⊗ C N ×N , i.e., we consider K × K matrices, N -vectors of K × K matrices and N × N matrices with K × K matrices as entries. For brevity, we denote M . . = C K×K ⊗ C N ×N . Elements of C K×K are usually denoted by small roman letters, elements of (C K×K ) N by small boldface roman letters and elements of M by capitalized boldface roman letters. For α ∈ C K×K , we denote by |α| the matrix norm of α induced by the Euclidean distance on C K . Moreover, we define two different norms on the N -vectors of K × K matrices. For any r = (r 1 , . . . , r N ) ∈ (C K×K ) N we define r . . = max N i=1 |r i |, and r 2 hs
These are the analogues of the maximum norm and the Euclidean norm for vectors in C N which corresponds to K = 1. Note that r hs ≤ r .
For any function f :
We will in particular apply this definition for f being the matrix inversion map and the imaginary part.
Note that for K = 1, in general, xy = yx.
If a ∈ C K×K or A ∈ M are positive semidefinite matrices, then we write a ≥ 0 or A ≥ 0, respectively. Similarly, for a ∈ (C K×K ) N , we write a ≥ 0 to indicate that all components of a are positive semidefinite matrices in C K×K . The identity matrix in C K×K and M is denoted by 1. We also use two norms on M. These are the operator norm · 2 induced by the Euclidean distance on C KN ∼ = C K ⊗ C N and the norm · hs induced by the scalar product · , · on M defined through
for R, T ∈ M. In particular, all orthogonality statements on M are understood with respect to this scalar product. Furthermore, we introduce R . . = 1 , R , the normalized trace for R ∈ M.
We also consider linear maps on (C K×K ) N and M, respectively. We follow the convention that the symbols S , L and T label linear maps (C K×K ) N → (C K×K ) N and S, L or T denote linear maps M → M. The symbol Id refers to the identity map on M. For any linear map T : (C K×K ) N → (C K×K ) N , let T denote the operator norm of T induced by · and let T sp denote the operator norm induced by · hs . Similarly, for a linear map T : M → M, we write T for the operator norm induced by · 2 on M and T sp for its operator norm induced by · hs on M.
We use the notation [n] . . = {1, . . . , n} for n ∈ N. For i, j ∈ [N ], we introduce the matrix E ij ∈ C N ×N which has a one at its (i, j) entry and only zeros otherwise, i.e.,
Main results
Our main object of study are Kronecker random matrices which we define first. To that end, we recall the definition of E ij from (1.6).
Definition 2.1 (Kronecker random matrix). A random matrix
where X µ = X * µ ∈ C N ×N are Hermitian random matrices with centered independent entries (up to the Hermitian symmetry) and Y ν ∈ C N ×N are random matrices with centered independent entries; furthermore
L×L are deterministic and they are called structure matrices. Finally, a 1 , . . . , a N ∈ C L×L are also deterministic.
We remark that the number of X µ and Y ν matrices effectively present in X may differ by choosing some structure matrices zero. Furthermore, note that EX = N i=1 a i ⊗ E ii , i.e., the deterministic matrices a i encode the expectation of X.
Our main result asserts that all eigenvalues of a Kronecker random matrix X are contained in the selfconsistent ε-pseudospectrum for any ε > 0, with a very high probability if N is sufficiently large. The selfconsistent ε-pseudospectrum, D ε , is a deterministic subset of the complex plane that can be defined and computed via the self-consistent solution to the Hermitized Dyson equation. Hermitization entails doubling the dimension and studying the matrix H ζ defined in (1.1) for any spectral parameter ζ ∈ C associated with X. We introduce an additional spectral parameter z ∈ H . . = {w ∈ C : Im w > 0} that will be associated with the Hermitian matrix H ζ . The Hermitized Dyson equation is used to study the resolvent (H ζ − z) −1 . We first introduce some notation necessary to write up the Hermitized Dyson equation. For µ, ν ∈ [ ], we define
We set s µ ij 
where the i-th component is given by
The Hermitized Dyson equation is the following system of equations
Here, 1 denotes the identity matrix in C 2×2 ⊗ C L×L and ζ ∈ C as well as z ∈ H are spectral parameters associated to X and H ζ , respectively. 
The eigenvalues of X will concentrate on the set D ε for any fixed ε > 0 if N is large. The motivation for this definiton (2.7) is that ζ is in the ε-pseudospectrum of X if and only if 0 is in the ε-vicinity of the spectrum of H ζ , i.e., dist(0, Spec(H ζ )) ≤ ε. We recall that the ε-pseudospectrum Spec ε (X) of X is defined through
In accordance with Subsection 1.1, · 2 denotes the operator norm on C L×L ⊗ C N ×N induced by the Euclidean norm on C L ⊗ C N . The precise statement is given in Theorem 2.4 below whose conditions we collect next.
Assumptions 2.3. (i) (Upper bound on variances) There is κ
(ii) (Bounded moments) For each p ∈ N, p ≥ 3, there is ϕ p > 0 such that
(iii) (Upper bound on structure matrices) There is κ 2 > 0 such that 
The constants L, , κ 1 , κ 2 , κ 3 and (ϕ p ) p∈N are called model parameters. Our estimates will be uniform in all models possessing the same model parameters, in particular the bounds will be uniform in N , the large parameter in our problem. Now we can formulate our main result: 
Hence, (2 
(To our knowledge, the formula on the r.h.s. first appeared in [28] ). Figure 1 shows the set (2.15) and the actual eigenvalues of X for N = 8000 and different matrices a. The empirical density of states of a Hermitian matrix 
for all f ∈ C 0 (R) in probability. Here, C 0 (R) denotes the continuous functions on R vanishing at infinity. 
Solution and stability of the Dyson equation
The general matrix Dyson equation (MDE) has been extensively studied in [3] , but under conditions that exclude general Kronecker random matrices. Here, we relax these conditions and show how to extend some key results of [3] to our current setup. Our analysis of the MDE on the space of n × n matrices, M = C n×n , will then be applied to (2.6) with n = 2LN = KN . On M = C n×n , we use the norms as defined in Subsection 1.1 and require the pair (A, S) to have the following properties:
• The linear operator S : C n×n → C n×n is self-adjoint with respect to the scalar product
and preserves the cone of positive semidefinite matrices, i.e. it is positivity preserving.
For any data pair (A, S), the MDE then takes the form
for a solution matrix M (z) ∈ C n×n . It was shown in this generality that the MDE, (3.1), has a unique solution under the constraint that the imaginary part Im M (z) . . = (M (z) − M (z) * )/(2i) is positive definite [27] . We remark that Im A being negative semidefinite is the most general condition for which our analysis is applicable. Furthermore, in [3] , properties of the solution of (3.1) and the stability of (3.1) against small perturbations were studied in the general setup with Hermitian A and under the so-called flatness assumption,
for all positive definite R ∈ C n×n with some constants C > c > 0. Within Section 3 we will generalize certain results from [3] by dropping the flatness assumption (3.2) and the Hermiticity of A. The results in this section, apart from (3.4b) below, follow by combining and modifying several arguments from [3] . We will only explain the main steps and refer to [3] for details. At the end of the section we translate these general results back to the setup of Kronecker matrices with the associated Dyson equation (2.6).
Solution of the Dyson equation
According to Proposition 2.1 in [3] the solution M to (3.1) has a Stieltjes transform representation
where V is a compactly supported measure on R with values in positive semidefinite n × n-matrices such that V (R) = 1, provided A is Hermitian. The following lemma strengthens the conclusion about the support properties for this measure compared to Proposition 2.1 in [3] . (ii) If A is Hermitian, then
Proof of Lemma 3.2. The representation (3.3) follows exactly as in the proof of Proposition 2.1 in [3] even for A with negative semidefinite imaginary part. We now prove (3.4a) motivated by the same proof in [3] . For a matrix R ∈ C n×n , its smallest singular value is denoted by σ min (R). Note that σ min (z − A) = dist(z, Spec A) since A is Hermitian. In the following, we fix z ∈ H such that dist(z, Spec A)
Under the condition M (z) 2 ≤ σ min (z − A)/(2 S ), we obtain from (3.1)
Therefore, using σ min (z − A) > 2 S 1/2 , we find a gap in the values M (z) 2 can achieve
For large values of η = Im z, M (z) 2 is smaller than the lower bound of this interval. Thus, since M (z) 2 is a continuous function of z and the set {w ∈ H : dist(w, Spec A) > 2 S 1/2 } is path-connected, we conclude that (3.5) holds true for all z ∈ H satisfying dist(z, Spec A)
We take the imaginary part of (3.1) and use
Solving this relation for Im M and estimating its norm yields
Here, we employed M 2 2 S < 1 by (3.5) and dist(z, Spec A) > 2 S 1/2 . Hence, Im M converges to zero locally uniformly on the set {z ∈ H : dist(z, Spec A)
This concludes the proof of (3.4a).
We now prove (3.4b). From (3.1), we obtain
for z ∈ H. Since V (R) = 1, we have
Therefore, taking the inverse in (3.6) and applying (3.7) yield
In accordance with Definition 2.3 in [3] we define the self-consistent density of states as the unique measure whose Stieltjes transform is n −1 Tr M . 
is called the self-consistent density of states. Clearly, supp ρ = supp V . For the following lemma, we also define the harmonic extension of the self-consistent density of states ρ :
In the following we will use the short hand notation (i) For z ∈ H, we have the bounds
(ii) For z ∈ H, we have the bound
Proof. Using (3.3) immediately yields (3.11a) and the upper bound in (3.11b) since V (R) = 1. With η = Im z and taking the imaginary part of (3.1), we obtain
as Im A ≤ 0, Im M ≥ 0 and S is positivity preserving. Since R * R ≥ R −1 −2 2 1 for any R ∈ C n×n the lower bound in (3.11b) follows. From (3.1), we obtain (3.11c). Since ρ(z) = π −1 Im M (z) the upper bound in (3.11b) implies (3.12).
Stability of the Dyson equation
The goal of studying the stability of the Dyson equation in matrix form, (3.1), is to show that if some G satisfies
for some small D, then G is close to M . It turns out that to a large extent this is a question about the invertibility of the stability operator L . . = Id − M S[ · ]M acting on C n×n . From (3.1) and (3.13), we obtain the following equation
relating the difference G − M with D. We will call (3.14) the stability equation. Under the assumption that G is not too far from M , the question whether G − M is comparable with D is determined by the invertibility of L in (3.14) and the boundedness of the inverse.
In this subsection, we show that L −1 is bounded, provided dist(z, supp V ) is bounded away from zero. In order to prove this bound on L −1 , we follow the symmetrization procedure for L introduced in [3] . We introduce the operators C R :
for Q ∈ C n×n . Furthermore, the matrix T ∈ C n×n , the unitary matrix U ∈ C n×n and the positive definite matrix W ∈ C n×n are defined through
With these notations, a direct calculation yields
as in (4.39) of [3] . We remark that C R for R ∈ C n×n is invertible if and only if R is invertible and C −1
Our goal is to verify F sp ≤ 1 − c for some positive constant c which yields (C U − F )
Then the boundedness of the other factors in (3.15) implies the bound on the inverse of the stability operator L. 
Convention 3.5 (Comparison relation
(ii) There is a positive semidefinite F ∈ C n×n such that F hs = 1 and
The proof of this lemma is motivated by the proofs of Lemma 4.6 and Lemma 4.7 (i) in [3] .
Proof. We set η . . = Im z. We rewrite the definition of W and use the upper bound in (3.11b) to obtain
Here, we also applied For the proof of (ii), we remark that F preserves the cone of positive semidefinite matrices. Thus, by a version of the Perron-Frobenius theorem of cone preserving operators there is a positive semidefinite F such that F hs = 1 and F F = F sp F . Following the proof of (4.24) in [3] and noting that this proof uses neither the uniqueness of F nor its positive definiteness, we obtain (3.17).
The bound in (3.18) is obtained by plugging the lower bound in (3.16) and the lower bound in (3.11b) into (3.17). We start by estimating the numerator in (3.17) . Using F ≥ 0, the cyclicity of the trace, (3.11b) and the lower bound in (3.16), we get
Similarly, we have
Combining (3.19) and (3.20) in (3.17) yields (3.18) and concludes the proof of the lemma. (i) The stability operator L is invertible for all z ∈ H. For fixed E ∈ R and uniformly for η ≥ max{1, |E|, A 2 }, we have
(ii) Uniformly for z ∈ H, we have
Proof. We start with the proof of (3.22) . From the upper and lower bounds in (3.16) and (3.11b), respectively, we obtain
Since C T sp ≤ C T for Hermitian T ∈ C n×n we conclude from (3.24), (3.18) and (3.11a)
For the proof of (3.23), we remark that S hs→ · 1 implies S · →hs 1. Therefore, exactly as in the proof of (4.53) in [3] , we obtain the first bound in (3.23). We similarly conclude the second bound from
sp . We conclude the proof of Lemma 3.7 by remarking that (3.21) is a consequence of (3.22), (3.11a), (3.23) and (3.11c). 
Proof. We differentiate (3.1) with respect to z and obtain L[
We invert L, use (3.22), (3.11a) and (3.11c) and follow the proof of (3.23). This yields (3.25) and hence concludes the proof of Corollary 3.8.
Translation to results for Kronecker matrices
Here we translate the results of Subsections 3.1 and 3.2 into results about (2.6). In fact, we study (2.6) in a slightly more general setup. Motivated by the identification C 2×2 ⊗ C L×L ∼ = C 2L×2L , we consider (2.6) on C K×K for some K ∈ N instead. The results of Subsections 3.1 and 3.2 are applied with n = KN . Moreover, the special a ζ j defined in (2.5) are replaced by general a j ∈ C K×K . Therefore, the parameter ζ will not be present throughout this subsection. We thus look at the Dyson equation in vector form (ii) For µ, ν ∈ [ ], we have α µ , β ν ∈ C K×K and α µ is Hermitian. There is α * > 0 such that 
We recall E ll , S l and P ll from (1.6), (2.4) and (1.7), respectively, and define A ∈ M and S : M → M through
With these definitions, the Dyson equation in vector form, (3.26), can be rewritten in the matrix form (3.1) for a solution matrix M ∈ M. In the following, we will refer to (3.1) with these choices of M, A and S as the Dyson equation in matrix form.
In the remainder of the paper, we will consider the Dyson equation in matrix form, (3.1), exclusively with the choices of A and S from (3.29). We have the following connection between (3.26) and (3.1). If M is a solution of (3.1) then, since the range of S is contained in D and A ∈ D, we have M ∈ D, i.e, it can be written as For part (ii), we recall r = max
We also used that S = S , which is easy to see since S = S on the block diagonal matrices (C K×K ) N ∼ = D and S = 0 on the orthogonal complement D ⊥ . The orthogonal complement is defined with respect to the scalar product on M introduced in (1.5). Furthermore, we remark that the identity (3.30) implies M 2 = m . 
Proof of Lemma 2.2. Using the identification C 2×2 ⊗ C L×L ∼ = C K×K for K = 2L and the definitions in (2.2) and (2.5), the lemma is an immediate consequence of Proposition 3.10 with a j = a ζ j for j ∈ [N ] since the proof of the proposition only uses the qualitative conditions in Assumptions 3.9.
Proposition 3.10 asserts that there is a measure V M on R with values in the positive semidefinite elements of D ⊂ M such that for z ∈ H, we have
Clearly, we have V M = V for the unique measure V with values in positive semidefinite matrices that satisfies (3.3). And we have supp V M = supp ρ with the self-consistent density of states defined in (3.9) . Note that in this setup
Tr v j (dτ ) , (3.34) with the C K×K -matrix valued measures v j defined through (3.31). In the remainder of the paper, m = (m 1 , . . . , m N ) and M always denote the unique solutions of (3.26) and (3.1), respectively, connected via (3.30). We now modify the concept of comparison relation introduced in Convection 3.5 so that inequalities are understood up to constants depending only on the model parameters from Assumption 3.9.
Convention 3.11 (Comparison relation)
. From here on we use the comparison relation introduced in Convection 3.5 so that the constants implicitly hidden in this notation may depend only on K, , κ 1 from (2.9) and α * from (3.27).
Lemma 3.12 (Bounds on S ). Assumptions 3.9 imply
Proof. Direct estimates of S [a] for a ∈ (C K×K ) N starting from the definition of S i , (2.4), and using the assumptions (2.9) and (3.27) yield the bounds in (3.35).
Similarly to L, we now introduce the stability operator of the Dyson equation in vector form, (3.26) . In fact, it is defined through
We remark that S and thus L leave the set of block diagonal matrices D defined in (3.28) invariant. The operators S and L are the restrictions of S and L to D. In particular, we have
since L acts as the identity map on the orthogonal complement D ⊥ of the block diagonal matrices. Here, the orthogonal complement is defined with respect to the scalar product on M introduced in (1.5). Moreover, L is invertible if and only if L is invertible. Using (3.37) the bounds on L from Lemma 3.7 can be translated into bounds on L
Hermitian Kronecker matrices
The analysis of a non-Hermitian random matrix usually starts with Girko's Hermitization procedure. It provides a technique to extract spectral information about a non-Hermitian matrix X from a family of Hermitian matrices (H ζ ) ζ∈C defined through
Applying Girko's Hermitization procedure to a Kronecker random matrix X as in (2.1) generates a Hermitian Kronecker matrix
However, similarly to our analysis in Section 3, we study more general Kronecker matrices H ∈ C K×K ⊗ C N ×N as in (4.2) below for K, N ∈ N. This is motivated by the identification
Furthermore, we make the following assumptions. Let ∈ N. For µ ∈ [ ], let α µ ∈ C K×K be a deterministic Hermitian matrix and X µ = X * µ ∈ C N ×N a Hermitian random matrix with centered and independent entries (up to the Hermitian symmetry constraint). For ν ∈ [ ], let β ν ∈ C K×K be a deterministic matrix and Y ν a random matrix with centered and independent entries. We also assume that X 1 , . . . , X , Y 1 , . . . , Y are independent. Let a 1 , . . . , a N ∈ C K×K be some deterministic matrices with negative semidefinite imaginary part. We recall that E ii was defined in (1.6) and introduce the expectation
If A is a Hermitian matrix then H as in (4.2) with the above properties is a Hermitian Kronecker random matrix in the sense of Definition 2.1. As in the setup from (2.1), the matrices α 1 , . . . α , β 1 , . . . , β are called structure matrices.
Since the imaginary parts of a 1 , . . . , a N are negative semidefinite, the same holds true for the imaginary part of A and H. Hence, the matrix H − z1 is invertible for all z ∈ H. For z ∈ H, we therefore introduce the resolvent G(z) of H and its "matrix elements"
We recall that P ij has been defined in (1.7). Our goal is to show that G ij is small for i = j and G ii is well approximated by the deterministic matrix m i (z) ∈ C K×K in the regime where K ∈ N is fixed and N ∈ N is large.
Apart from the above listed qualitative assumptions, we will need the following quantitative assumptions. To formulate them we use the same notation as before, i.e., the entries of X µ and Y ν are denoted by X µ = (x In this section, the model parameters are defined to be K, , κ 1 from (2.9), the sequence (ϕ p ) p∈N from (2.10) and α * from (3.27), so the relation indicates an inequality up to a multiplicative constant depending on these model parameters. Moreover, for the real and imaginary part of the spectral parameter z we will write E = Re z and η = Im z, respectively.
Error term in the perturbed Dyson equation
We introduce the notion of stochastic domination, a high probability bound up to N ε factors. 
for all N ∈ N and the function (ε, D) → C(ε, D) depends only on the model parameters. If Φ or Ψ depend on some additional parameter δ and the function (ε, D) → C(ε, D) additionally depends on δ then we write
We set h ij (3.27 ) and (2.10) we trivially obtain 
In the following, we will use the convention 6) and using the definition of S i in (2.4), we obtain the perturbed Dyson equation
Here, we introduced 
i , where
In the remainder of this section, we consider E = Re z to be fixed and view quantities like m and G only as a function of η = Im z. In the following lemma, we will use the following random control parameters to bound the error terms introduced in (4.9):
(4.10)
We remark that due to our conventions, we have
Lemma 4.3. (i) Uniformly for η ≥ 1 and i = j, we have
(ii) Uniformly for η > 0, we have (|d
where χ is the characteristic function
Moreover, uniformly for η > 0 and i = j, we have
In the proof of Lemma 4.3, we use the following relation between the entries of G T and G
This is an identity of K × K matrices and 1/G T kk is understood as the inverse matrix of G T kk . The proof of (4.14) follows from the Schur complement formula.
Proof. We will prove the bounds in (4.12) in parallel with the estimate
that we will use to show (4.11a).
The trivial estimate (4.4) implies that |d
In the remaining part of the proof, we will often apply the large deviation bounds with scalar valued random variables from Theorem C.1 in [21] . In our case, they will be applied to sums or quadratic forms of independent random variables, whose coefficients are K × K matrices; this generalization clearly follows from the scalar case [21] if applied to each entry separately.
We first show the following estimate
From the linear large deviation bound (C.2) in [21] , we conclude that the first term in (4.9b) is bounded by
The second and third term in (4.9b) are estimated similarly with the help of (C.2) in [21] which yields (4.16) for |d (2) i |. We apply the linear large deviation bound (C.2) in [21] and bound the first term in (4.9c) as follows:
The bound on the second term in (4.9c) is obtained in the same way. Consequently, we have proved (4.16).
Using the quadratic large deviation bounds (C.4) and (C.3) in [21] , we obtain
Moreover, (4.16) and (4.17) also imply that |d (2) i | + . . . + |d (6) i | are bounded by the second term on the right-hand side of (4.15).
Using (4.14), (2.9) and (3.27), we conclude
The assumptions (2.9) and (3.27) imply |d
This concludes the proof of (4.15). Applying (4.5) to (4.15), we obtain (4.11a). For all k, l / ∈ {i}, we now show that
This immediately yields (4.12a) using (4.16) and (4.17) . For the proof of (4.20), we conclude from (4.14) by dividing and multiplying the second term by m i that
From the definition of χ in Lemma 4.3, we see that
which proves (4.20) and hence (4.12a). Since (4.12b) is established for |d (8) i | (cf. (4.19) ), it suffices to use the second bound in (4.22) to finish the proof of (4.12b) by estimating |d (7) i | via the first term in (4.18). We now show (4.13) and (4.11b). The identity
and the linear large deviation bound (C.2) in [21] imply 
Since L is invertible for z ∈ H by Lemma 3.7 (i) and (3.37), applying the inverse of L on both sides of (4.24) and estimating the norm yields
We recall the definition of ρ from (3.10).
Lemma 4.4. (i)
Uniformly for η ≥ max{1, |E|, A 2 }, we have
(ii) Uniformly for η > 0, we have
where
Then for all δ > 0 and uniformly for all η > 0 such that ψ(η) ≤ N −δ we have
Note that the proof of (iii) of Lemma 4.4 requires H to be Hermitian because of the use of the Ward identity,
Proof. We start with the proof of (4.26). We remark that g + m ≤ 2/η by (4.5) and (3.11a). Therefore, for η ≥ max{1, |E|, A 2 }, we conclude from (4.25) that
Here, we also used (3.21), (3.37) and (3.35). Since d ≺ 1 by (4.11a), we get g − m ≺ η −2 in this η-regime. Hence, combined with the bound (4.11b) for the offdiagonal terms, we obtain (4.26).
For the proof of (ii), we also start from (4.25). Since 2 L Applying (4.12) to the right hand side and using |G ii | ≤ √ N Λ hs , we obtain (4.27). For the proof of (iii), let now H be Hermitian. Therefore, (4.30) is applicable and yields
Here, we used Im G ≤ Im M + g − m , Im M = πρ and Young's inequality as well as introduced an arbitrary ε > 0 in the first estimate. We plug these estimates into the right-hand side of (4.27) and choose
2 ) for arbitrary γ > 0. Thus, we can absorb g − m in the estimate on Λ hs into the left-hand side of (4.27). Similarly, using ψ(η) ≤ N −δ we absorb g − m in the estimate on Λ w into the left-hand side of (4.27). This yields (4.29) for the contribution of the diagonal entries to Λ.
For the offdiagonal entries, we use the second relation in (4.30) and get as before
Using this estimate in (4.13) and choosing ε . . = N −γ / m to absorb Λ into the left-hand side, we obtain (4.29) for diagonal and offdiagonal entries of G. This concludes the proof of Lemma 4.4. 
In (4.33), the adjoint of L −1 is understood with respect to the scalar product Tr(x · y), where we defined the dot-product
It is easy to see that
Proof. We set c . . = (c 1 , . . . , c N ) and recall g = (
We rewrite the term dg next. Indeed, a straightforward computation starting from the Schur complement formula (4.6) shows that
where we defined Q i Z . . = Z − E i Z and the conditional expectation
for any random variable Z. The advantage of the representation (4.36) is that we can apply the following proposition to the first term on the right-hand side. It shows that when Q i (1/G ii ) is averaged in i, there are certain cancellations taking place such that the average has a smaller order than Q i (1/G ii ) = O(Λ). The first statement of this type was proved for generalized Wigner matrices in [22] . The complete proof in our setup will be presented in Section 5.
Proposition 4.6 (Fluctuation Averaging). Let Φ be a deterministic control parameter such that
Note that the assumption (4.32) directly implies (4.37). Moreover, (4.37) yields
Thus, we obtain from (4.35) and (4.36) the relation
where c = (
and c ≤ 1. From this estimate, we now conclude (4.33). Since (4.37) is satisfied by (4.32) the bound (4.38) implies that the first term on the righthand side of (4.39) is controlled by the right-hand side of (4.33). For the third term, we use (4.12b) and
Hence, (3.35) concludes the proof of (4.33) and Lemma 4.5.
No eigenvalues away from self-consistent spectrum
We now state and prove our result for Hermitian Kronecker matrices H, Theorem 4.7 below. The theorem has two parts. For simplicity, we state the first part under the condition that A = i a i ⊗ E ii is bounded. We relax this condition in the second part for the purpose of our main result, Theorem 2.4. In this application, 
(ii) Assume now only the weaker bound
out be defined through
The constants C D in (4.40) and (4.43) only depend on K, κ 1 , (ϕ p ) p≥3 , α * , κ 4 , κ 7 and κ 9 in addition to D.
We will prove Theorem 4.7 as a consequence of the following Lemma 4.8. This lemma is a type of local law. Its general comprehensive version, Lemma B.1 below, is a standard application of Lemma 4.4, Lemma 4.5 and Proposition 4.6. For the convenience of the reader, we will give an outline of the proof in Appendix B.
We also consider κ 7 , κ 8 , κ 9 from (4.41) and (4.44) below, respectively, as model parameters. .2) such that (2.9), (2.10) and (3.27) are satisfied. We define
Then there are p ∈ N and P ∈ N independent of N and the model parameters such that
We remark that since A is Hermitian, if A 2 is bounded, then the second condition in (4.44b) is automatically satisfied (perhaps with a larger κ 9 ), given the first one. So for A 2 ≤ κ 8 , alternatively, we could have defined the sets H
(1) out 
Definition 4.9. (Overwhelming probability) We say that an event A
(N ) happens asymptotically with overwhelming probability, a.w.o.p., if for each D > 0 there is C D > 0 such that for all N ∈ N, we have
Proof of Theorem 4.7. From (4.4), we conclude the crude bound 
for some τ ∈ R and η 0 > 0. We now finish the proof of Theorem 4.7. In fact, by (4.41) we have a N κ7+1/2 , thus we work in the regime |E| ≤ N κ7+1 . We choose
For small enough δ and γ, we can assume that
Consider first the case when A 2 ≤ κ 4 , then H
out and H (2) out are complements of each other, see the remark at (4.46), and then (4.48) is satisfied by (4.45) for any τ with |τ | ≤ N κ7+1 . Moreover, owing to (3.12), we have Proof of Lemma 4.10 . For the proof of part (i), we compute
Estimating the maximum from above by the sum, we obtain from the previous identity and the assumption that 1 N max
We conclude that min i |λ i − τ | ≥ η 0 a.w.o.p. and hence (i) follows. The part (ii) is an immediate consequence of (i) and a union bound argument using the Lipschitz-continuity in τ on E of the left-hand side of (4.49) with Lipschitz-constant bounded by N 3(C+c) and the boundedness of
Fluctuation Averaging: Proof of Proposition 4.6
In this section, we prove the Fluctuation Averaging which was stated as Proposition 4.6 in the previous section.
Proof of Proposition 4.6. We fix an even p ∈ N and use the abbreviation
We will estimate the p-th moment of
. . , N } p we call a label i l a lone label if it appears only once in i. We denote by J L all tuples i ∈ {1, . . . , N } p with exactly L lone labels. Then we have
Before verifying (5.2) we show this bound is sufficient to finish the proof. Indeed, using
and (5.2) in (5.1) yields
This implies (4.38). The rest of the proof is dedicated to showing (5.2). Since the complex conjugates do not play any role in the following arguments, we omit them in our notation. Furthermore, by symmetry we may assume that {i 1 , . . . , i L } are the lone labels in i.
summands of the form
where for all l = 1, . . . , p the pair ( t l , T l ) is an l-factor at level +1. Note that we did not expand the +1-factor Z t +1 ,T +1 . In particular, the only nontrivial conditions for ( t l , T l ) to be an l-factor at level + 1 (cf. (5.3) ), namely t k = t k+1 , t 1 = i +1 and t K−1 = i +1 , are satisfied because i +1 does not appear as a lower index on the right hand side of (5.4) when on the left hand side (t, T ) = (t l , T l ). Moreover all but one of the summands (5.9) satisfy
because the choice of the second summand in both (5.8a) and (5.8b) increases the number of off-diagonal resolvent elements in the l-factor that is expanded. The only exception is the summand (5.9) for which in the expansion in all factors always the first summand of (5.8a) and (5.8b) is chosen. However, in this case all Z t l , T l with l = + 1 are independent of i +1 because this lone index has been completely removed from all factors. We conclude that this particular summand vanishes identically. Thus (5.6) holds with replaced by + 1 and the induction step is proven. It remains to verify (5.7). For d(t, T ) = 0 we use that
The first bound in (5.10) simply uses the assumption (4.37) while the second bound uses the expansion formulas (5.8) and (4.37). For K = d(t, T ) > 0 we realize that K encodes the number of off-diagonal resolvent entries G T ij in (5.4). In the factors of (5.4) we insert the entries of M so that (4.37) becomes usable, i.e. we use
.
Then similarly to (5.10) we use
where again the first bound follows from (4.37) and the second bound from (5.8) and (4.37).
Non-Hermitian Kronecker matrices and proof of Theorem 2.4
Since Spec(X) ⊂ Spec ε (X) (cf. (2.8)) for all ε > 0, Theorem 2.4 clearly follows from the following lemma. 
Proof. Let H ζ be defined as in (4.1). Note that ζ ∈ Spec ε (X) if and only if dist(0, Spec(H ζ )) ≤ ε. We set
We first establish that Spec ε (X) is contained in D(0, N ) . . = {w ∈ C : |w| ≤ N } a.w.o.p. Similarly, as in (4.47), using an analogue of (4.4) for X instead of H, we get
Tr ((P ij X)
Fix an η ∈ (0, 1) for which the inequality
holds true. Since ζ ∈ C \ D ε such an η can be chosen arbitrarily small. Then we have
The first inequality follows from (A.1) and (A.2), the second inequality from (3.11c) and the third from (A.2) and the bounded support of v i . In particular, by the formula (3.17) for the norm of F we have
To see (A.4) we simply follow the calculation in the proof of Lemma 3.6 but instead of using the bounds (3.11a), (3.11c) and (3.11b) on m and m −1 and Im m i we use (A.3). Similarly we find
By (3.15) we conclude we infer
where C ∼ 1 is a constant depending only on model parameters. Note that in (A.5) we symmetrized the quadratic term in ∆ which can always be done since every other term of the equation is invariant under taking the Hermitian conjugate. In fact, we see that m can be extended analytically to an ε 27 -neighborhood of iη. Since η can be chosen arbitrarily small we find an analytic extension of m to all z ∈ C with |z| ≤ c ε 27 for some constant c ∼ 1. 
B. Proofs of Theorem 2.7 and Lemma 4.8
For the reader's convenience, we now state and prove the local law for H, Lemma B.1 below. Its first part is designed for all spectral parameters z, where the Dyson equation, (3.26) , is stable and its solution m is bounded; here the local law holds down to the scale η = Im z ≥ N −1+γ that is optimal near the self-consistent spectrum. The second part is valid away from the self-consistent spectrum; in this regime the Dyson equation is always stable and the local law holds down to the real line, however the dependence of our estimate on the distance from the spectrum is not optimized. For the proof of Lemma 4.8, the second part is sufficient, but we also give the first part for completeness. For simplicity we state the first part under the condition that A = i a i ⊗ E ii is bounded; in the second part we relax this condition to include the assumptions of Lemma 4.8. From now on, we will also consider κ 4 , . . . , κ 9 from (4.41), (4.44a), (4.44b) and (B.1) below, respectively, as model parameters. 
(ii) (Away from the spectrum) Let κ 7 , κ 8 , κ 9 > 0 be fixed. Assume that (4.41) holds true and H
out and H 
out . Moreover, if c 1 , . . . , c N ∈ C K×K are deterministic and satisfy max
out .
The local laws (B.4) and (B.5) hold as stated with the alternative definitions of the sets H
out and H
out given after Lemma 4.8.
Proof of Theorem 2.7. Let m be the unique solution of (3.26) with positive imaginary part, where
Defining ρ N as in (3.34), it is now a standard exercise to obtain (2.17)
Proof of Lemma B.1. We start with the proof of part (i). For later use, we will present the proof for all spectral parameters z in a slightly larger set than H stab , namely in the set
Under the condition A 2 ≤ κ 4 , it is easy to see H stab ⊂ H stab perhaps with somewhat larger κ-parameters. Furthermore, we relax the condition A 2 ≤ κ 4 to A 2 ≤ N κ7 with some positive constant κ 7 . We also restrict our attention to the regime |E| ≤ N κ7+1 since the complementary regime will be covered by the regime (4.44b) in part (ii). Let ϕ and ψ be defined as in part (iii) of Lemma 4.4 and recall the definition of ϑ from (4.28). 
where the adjoint is introduced above (4.34).
We will now use part (iii) of Lemma 4.4 to prove (B.7). To check the condition ψ(η) ≤ N −δ in that lemma, we use (B.8), (B.11) and (B.9) to obtain ψ(η) 1/(N η). Hence, ψ(η) ≤ N −γ/2 for η ≥ N −1+γ and we choose δ = γ/2 in (4.29).
We now estimate ϕ and ϑ in our setting. From (B.9), (B.8) and (B.11), we conclude that ϕ m Ψ, where we introduced the control parameter
We note that the factor m is kept in the bound ϕ m Ψ and the definition of Ψ to control m −1 factors via (B.9) later and to track the correct dependence of the right-hand sides of (B.2) and (B.3) on η. For the second purpose, we will use the following estimate. Combined with (3.11a), the bound (B.8) yields The second step is a stochastic continuity argument to reduce η for the domain of validity of (B.7). The estimate (4.29) asserts that Λ cannot take on any value between ϕ and ϑ with very high probability. Since η → Λ(η) is continuous, Λ remains bounded by ϕ for all values of η as long as ϕ is smaller than ϑ. The precise formulation of this procedure is found e.g. in Lemma A.2 of [2] and we leave the straightforward check of its conditions to the reader. The bound (B.7) yields (B.2) in the regime |E| ≤ N κ7+1 .
Proof of (B.3): We apply Lemma 4.5 with Φ . . = m −1 ϕ. The condition (4.32) is satisfied by the definition of Φ and (B.7). Since Φ Ψ it is easily checked that all terms on the right-hand side of (4.33) are bounded by m max{N −1/2 , Ψ}Ψ. Therefore, using (B.11) and (B.12), the averaged local law, (4.33), yields 2 (B.14)
for any c 1 , . . . , c N ∈ C K×K such that max i |c i | ≤ 1. Owing to Im m 1 by (B.8), the bound (B.3) follows. We now turn to the proof of (ii) which is divided into two steps. In the first step, we show Lemma 4.8. Therefore, we will follow the proof of (B.14) with the bounds (B.12) and (B.11) replaced by their weaker analogues (B.15) and (B.16) below that deteriorate as d ρ (z) becomes small. After having completed Lemma 4.8, we immediately get Theorem 4.7 via the proof given in Section 4.2. Finally, in the second step, proceeding similarly as in the proof of (i), the bounds (B.4) and (B.5) will be obtained from Theorem 4.7.
Step 1: Proof of Lemma 4.8. We first give the replacements for the bounds (B.12) and (B.11) that served as inputs for the previous proof of part (i). The replacement for (B.12) is a direct consequence of (3.11a):
The replacement of (B.11) is the bound 16) which is obtained by distinguishing the regimes M 
out ∪ H
out and s ≥ 0. This is straightforward for z ∈ H 
out . In this regime z is far away from the spectrum of A, so by (3.32a) we know that dist(z + is, Spec A) ∼ dist(z + is, supp ρ) ≥ 1. This means that Step 2: Continuing the proof of part (ii) of Lemma B.1, we draw two consequences from Theorem 4.7 and the fact that G is the Stieltjes transform of a positive semidefinite matrix-valued measure V G supported on Spec H with V G (Spec H) = 1. Let δ > 0 be chosen as in Theorem 4.7. Since the spectrum of H is contained in {ω ∈ R : dist(ω, supp ρ) ≤ N −δ } a.w.o.p. by Theorem 4.7, we have 
