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Abstract
Motivated by the scalar case we study Bohr radii of the N -dimensional polydisc DN for holomorphic
functions defined on DN with values in Banach spaces.
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1. Introduction
Bohr’s famous power series theorem [13, Section 3] states that for each bounded holomorphic
function f : D→ C
∞
n=1
 f (n)(0)n!
 13n ≤ sup {| f (z)| | z ∈ D} ,
and the value 13 is optimal; as usual, we write ∥ f ∥∞ = sup {| f (z)| | z ∈ D}. Thus, given
1/3 ≤ r < 1, it is natural to ask for the existence of a constant C(r) ≥ 1 such that for all
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holomorphic functions f on the open unit disk D we have
∞
n=0
 f (n)(0)n!
 rn ≤ C(r)∥ f ∥∞.
But, by the Cauchy–Schwarz inequality,
∞
n=0
 f (n)(0)n!
 rn ≤
 ∞
n=0
r2n
1/2 ∞
n=0
 f (n)(0)n!

21/2
= (1− r2)−1/2∥ f ∥2 ≤ (1− r2)−1/2∥ f ∥∞,
where ∥ f ∥2 stands for the norm of the Hardy space H2(D). Hence
C(r) ≤ (1− r2)−1/2
for every 1/3 ≤ r < 1. So the next question is to look for the best such constant C(r). By a
result of Bombieri in [15] the exact value of this best constant in the range 1/3 ≤ r ≤ 1/√2 is
given by the formula
C(r) = 1
r

3−

8(1− r2),
and later Bombieri and Bourgain proved in [16, Theorems 1.1, 1.2] that
C(r) < (1− r2)−1/2 for r > 1/√2,
and C(r) behaves asymptotically like (1 − r2)−1/2 when r → 1−. Similar estimates were
obtained in [7].
In 1997 Boas and Khavinson in [12] introduced for each N the Bohr radius KN for
holomorphic functions on the N -dimensional polydisc DN (also called N -dimensional Bohr
radii). After that the field became very active, in particular it is worth mentioning the work done
by Aizenberg and his coauthors in [1–5]. See also [11,20], and the recent work by Fournier [26]
and Guadarrama [27] finding the asymptotics of Bohr’s constant for the space of polynomials of
degree n, the book by Kresin and Maz’ya [30], and in particular the recent book by Popescu [34]
and the references therein.
The main purpose of this article is to study an extension of this concept replacing scalar valued
holomorphic functions by Banach space valued ones.
Definition 1.1. Let v : X → Y be a bounded (linear) operator between complex Banach spaces,
N ∈ N, and λ ≥ ∥v∥. The λ-Bohr radius of v, denoted by KN (v, λ), is the supremum of all
r ≥ 0 such that for all holomorphic functions f (z) =α∈NN0 cαzα on DN we have
sup
z∈rDN

α∈NN0
v(cα)zαY ≤ λ sup
z∈DN


α∈NN0
cαz
α

X
.
We write KN (v) whenever λ = 1. If v is the identity on X we use the notation KN (X, λ) and
KN (X), and KN (λ) and KN for X = C.
The above inequality holds trivially whenever f is an unbounded holomorphic function on
DN . Hence, throughout the paper, we will assume the holomorphic functions f to be bounded
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on DN . Obviously, with this notation Bohr’s power series theorem reads
K1 = 13 .
Note that the strictly increasing function K1(C, ·) : [1,∞[→ [1/3, 1[ has as its inverse the
function C(·) : [1/3, 1[→ [1,∞[. Hence the above mentioned results of Bombieri and Bourgain
imply that
K1(λ) = 1
3λ− 22(λ2 − 1) for all 1 ≤ λ ≤ √2,
and K1(λ) behaves asymptotically like
√
λ2−1
λ
as λ → ∞. On the other hand Blasco showed
in [9, Theorem 1.2] that for X = ℓ2p (i.e. C2 with the p-norm) we have
K1(ℓ
2
p, 1) = 0 for every 1 ≤ p ≤ ∞.
This explains why we implement the constant λ in our definition of the vector-valued Bohr
radii KN (X, λ), and more generally for Bohr radii KN (v, λ) of an operator. Actually, we are
going to prove that for every bounded operator v : X → Y and every λ > ∥v∥ the inequality
KN (v, λ) > 0 holds.
Another reason why it seems natural to consider arbitrary constants λ > 1 in the definition
of KN (v, λ) can be found in [22, Lemma 4.1 and Theorem 5.1] (see also [21])—even when v is
the identity on the field C of complex numbers. There, in the context of monomial expansions
of holomorphic functions, the notion of arithmetic Bohr radii turns out to be crucial. Arithmetic
Bohr radii also have to be defined with respect to a parameter λ, and are close relatives of our
KN (C, λ) (see also (4.2)).
Boas and Khavinson in [12, Theorem 2] showed that
1
3
1√
N
≤ KN ≤ 2

log N
N
(see [25, Theorem 3.2] of Dineen and Timoney for an earlier weaker version initiating the
previous one). In [11, p. 239] Boas then conjectured that “...presumably this logarithmic factor,
an artifact of the proof, should not really be present”. But this conjecture was disproved in
[18, Theorem 1.1]. The final result has been recently given by Defant et al. in [19, Theorem 2]:
KN ≍

log N
N
; (1.1)
here for two sequences of positive numbers (aN ) and (bN ), we write aN ≺ bN if there exists
a constant C > 0 such that aN ≤ CbN for every N , and aN ≍ bN whenever aN ≺ bN and
bN ≺ aN .
The aim of this article is to give upper and lower estimates for Bohr radii KN (v, λ) of specific
operators v between Banach spaces. In general, for every λ > ∥v∥, we have the estimates
1
N
≺ KN (v, λ) ≺

log N
N
. (1.2)
Here, the lower bound is shown in Proposition 3.3 whereas the upper one is an almost immediate
consequence of the upper bound for the scalar case given in (1.1). But in certain interesting
situations the asymptotic bounds from (1.2) can be improved considerably.
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Let us state part of the content of this article. After the preliminaries, Section 3 isolates some
general properties of Bohr radii of operators. Then in Section 4 we focus on the case v = idX ,
where X is some Banach space. There we show as our main result that for finite dimensional X
the asymptotic of KN (X, λ) is exactly like in (1.1). But for infinite dimensional X the log term
disappears, and the asymptotic decay of the KN (X, λ) is ruled by the geometry of the space X
(more precisely by its so called optimal cotype Cot(X) := the infimum over all 2 ≤ q < ∞ for
which X has cotype q).
Theorem 1.2. Let X be a complex Banach space and λ > 1. With constants depending only on
λ and X we have the following.
(1) For finite dimensional X
KN (X, λ) ≍

log N
N
.
(2) For infinite dimensional X
1
N 1−
1
Cot(X)+ε
≺ KN (X, λ) ≺ 1
N 1−
1
Cot(X)
.
Moreover, if Cot(X) is attained, then the inequality even holds for ε = 0.
(3) In particular, if X has no finite cotype, then
KN (X, λ) ≍ 1N .
As an immediate consequence we obtain the asymptotically correct order of the N th Bohr
radius of ℓp-spaces.
Corollary 1.3. With constants only depending on λ and p we have
KN (ℓp, λ) ≍ 1
N 1−
1
max{2,p}
.
Finally, in Section 5 we discuss Bohr radii of operators between Banach spaces, and here we
mainly focus on the embeddings v : ℓp ↩→ ℓq , 1 ≤ p ≤ q < ∞, and arbitrary operators
v : ℓ1 → ℓq . The main results are the following.
Theorem 1.4. Let 1 ≤ p < q <∞. Then with constants depending only on λ and p, q
KN (ℓp ↩→ ℓq , λ) ≍


log N
N
if p < 2
1
N
1− 1p
if p ≥ 2.
Note that for p < 2 again a logarithmic term appears which is in contrast to the case p = q
and the case p ≥ 2 where no such term appears.
Theorem 1.5. Let 1 ≤ q < ∞ and v : ℓ1 → ℓq be any bounded operator. Then with constants
only depending on λ and v we have
log N
N
1− 1max{q,2} ≺ KN (v, λ) ≺  log NN .
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In particular, for 1 < q ≤ 2 we have
KN (v, λ) ≍

log N
N
.
Consider again the embedding ℓ1 ↩→ ℓq ; then Theorem 1.4 shows that the upper estimate in
1.5 cannot be improved.
In both of preceding theorems the lower estimates are consequences of the following more
abstract result which at least technically seems to be the most involved result of this article (for
the notions of cotype and concavity see the preliminaries).
Theorem 1.6. Let v : X → Y be a bounded operator between Banach spaces and λ > ∥v∥.
With constants only depending on v and λ we have the following.
(1) If X or Y is of cotype q, then
KN (v, λ) ≻

1
N
1− 1q
.
(2) If Y is a q-concave Banach lattice with 2 ≤ q <∞ and there is a 1 ≤ r < q such that v is
(r, 1)-summing, then
KN (v, λ) ≻

log N
N
1− 1q
.
2. Preliminaries
We use standard notation and notions from Banach space theory, as presented e.g. in [31,32].
All Banach spaces X are assumed to be complex, their topological duals are denoted by X∗
and their open unit balls by BX . As usual ℓp (or ℓNp ), 1 ≤ p ≤ ∞ stands for the Banach
space of all scalar sequences (N -tuples) for which ∥z∥p := (k |zk |p)1/p < ∞ and ∥z∥∞ :=
supk |zk | < ∞, respectively. The conjugate exponent p∗ for 1 ≤ p ≤ ∞ is as usual defined
by 1 = 1p + 1p∗ . By a Banach lattice we mean a Banach space X which is a vector lattice and
satisfies that |x | ≤ |y| implies ∥x∥ ≤ ∥y∥ for all x, y ∈ X (where the absolute value of x ∈ X
is defined by |x | = x ∨ (−x)). A Banach lattice X is called q-concave, 1 ≤ q <∞, if there is a
constant C > 0 such that for every choice of finitely many x1, . . . , xN ∈ X we have that
N
n=1
∥xn∥q
 1
q
≤ C


N
n=1
|xn|q
 1
q
 ;
here the best such C is as usual denoted by Mp(X). A Banach space X is said to have cotype
q, 2 ≤ q ≤ ∞, if there exists a constant C > 0 such that for arbitrarily chosen vectors
x1, . . . , xN ∈ X we have
N
n=1
∥xn∥q
1/q
≤ C
 1
0
 N
n=1
rn(t)xn

2
dt
1/2 ,
where rn stands for the nth Rademacher function on [0, 1]; the best such C is denoted by C p(X)
and we write
Cot(X) := inf {2 ≤ p ≤ ∞ | X has cotype p} .
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Note that every Banach space Y has cotype ∞, and whenever Cot(X) = ∞ we denote
1
Cot(X) = 0. For Banach lattices the concept of concavity is closely related to the notion of
cotype: a q-concave Banach lattice with q ≥ 2 is of cotype q. Conversely, each Banach lattice of
cotype 2 is 2-concave, and a Banach lattice of cotype q > 2 is r -concave for all r > q.
The Banach space of bounded linear operators between two Banach spaces X and Y is denoted
by L(X, Y ), and the Banach space of all bounded M-linear mappings from X × · · · × X to Y by
L(M X, Y ). A function P : X → Y between two Banach spaces is said to be an M-homogeneous
polynomial if there is an M-linear mapping A : Mm=1 X → Y such that P(x) = A(x, . . . , x)
for all x ∈ X . We denote by P(M X, Y ) the vector space of all M-homogeneous continuous
polynomials P : X → Y which together with the norm ∥P∥ = supx∈BX ∥P(x)∥Y forms
a Banach space. Given an X -valued holomorphic function f : DN −→ X , we denote by
cα( f ) = (∂α f (0))/α! the αth coefficient in the monomial series expansion α∈NN0 cα( f )zα
of f and we put ∥ f ∥DN = ∥ f ∥∞ = supz∈DN ∥ f (z)∥.
An operator v ∈ L(X, Y ) is called (p, q)-summing, 1 ≤ p, q < ∞, whenever there is a
constant C > 0 such that for each choice of finitely many x1, . . . , xN ∈ X we have that
N
n=1
∥vxn∥p
1/p
≤ C sup
x∗∈BX∗

N
n=1
x∗(xn)q
1
q
;
the best such C is as usual denoted by πp,q(v). In the case p = q we call v p-summing and write
πp(v).
For N ∈ N and a finite subset C ⊂ N we define the following index set
M(C, N ) = {1, . . . , N }C ,
and for C = {1, . . . , M}, M ∈ N we abbreviate
M(M, N ) =M({1, . . . , M}, N ).
For two disjoint subsets C1,C2 ⊂ C with C = C1 ∪ C2 and indices i1 ∈ M(C1, N ), i2 ∈
M(C2, N ) we define the index i = (i1, i2) ∈M(C, N ) by
ik =

i1k if k ∈ C1
i2k if k ∈ C2.
Furthermore we define the index sets
J (M, N ) = {i ∈M(M, N ) | i1 ≤ · · · ≤ iM }
Λ(M, N ) =

α ∈ NN0 | |α| = M

,
where |α| = α1 + · · · + αN . There is a one-to-one correspondence between Λ(M, N ) and
J (M, N ), namely for each α ∈ Λ(M, N ) the associated index jα ∈ J (M, N ) is given by
jα = (1, α1. . ., 1, 2, α2. . ., 2, . . . , N , αN. . ., N ), and on the other hand for j ∈ J (M, N ) the associated
multi-index jα ∈ Λ(M, N ) is given by jαr = |{ k | jk = r}|. We define the following equivalence
relation in M(M, N ): i ∼ j whenever there is a permutation σ ∈ SM such that iσ(k) = jk for
all 1 ≤ k ≤ M . Clearly, M(M, N ) = ˙j∈J (M,N )[j]. Note that card[jα] = M !α! for every
α ∈ Λ(M, N ), where α! = α1 · · ·αN .
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3. Basic properties of Bohr radii
From the scalar case we know that in order to obtain nontrivial estimates for Bohr radii a
fruitful strategy usually is to study M-homogeneous polynomials first. The following definition
is the M-homogeneous counterpart of Definition 1.1.
Definition 3.1. Let v : X → Y be a bounded operator in Banach spaces, N , M ∈ N, and
λ ≥ ∥v∥. Then K MN (v, λ) is defined to be the supremum of all r ≥ 0 such that for every M-
homogeneous polynomials P ∈ P(MCN , X), P(z) =|α|=M cαzα we have
sup
z∈rDN

α∈Λ(M,N )
v(cα)zαY ≤ λ sup
z∈DN


α∈Λ(M,N )
cαz
α

X
.
If v is a null operator, then this supremum obviously is ∞; to avoid this trivial situation we
will assume throughout the paper that v ≠ 0. It is straightforward that
K MN (v, λ) = sup

r ≥ 0 | sup
z∈DN

α∈Λ(M,N )
∥v(cα)zα∥Y ≤ λr M ∥P∥DN
for all P ∈ P(MCN , X)

, (3.1)
and also that
K MN (v, λ) = M
√
λK MN (v, 1) (3.2)
and
KN (v, λ) ≥ max

KN (X, λ/ ∥v∥) , KN (Y, λ/ ∥v∥)
; (3.3)
observe that the above suprema are actually maxima. The following lemma links the definitions
from 1.1 and 3.1.
Lemma 3.2. If v : X → Y is a bounded operator between complex Banach spaces and λ > ∥v∥,
then
(1) λ−∥v∥2λ−∥v∥ infM∈N

K MN (v, λ)
 ≤ KN (v, λ) ≤ infM∈N K MN (v, λ)
(2) λ−∥v∥
λ−∥v∥+1 infM∈N

K MN (v)
 ≤ KN (v, λ) ≤ λ infM∈N K MN (v).
Proof. The right inequality of (1) is clear. We concentrate on the proof of the left one of (1).
Given f = α∈NN0 cαzα a bounded holomorphic function on DN and z0 ∈ CN such that
∥z0∥ ≤ infM∈N

K MN (v, λ)

. Clearly 0 < λ−∥v∥2λ−∥v∥ < 1. Since z0 ∈ K MN (v, λ)D
N
for all M
and by the Cauchy–Riemann inequalities we have that
α∈NN0
v(cα) λ− ∥v∥2λ− ∥v∥ z0
α
Y
= ∥v(c0)∥ +
∞
M=1

λ− ∥v∥
2λ− ∥v∥
M 
α∈Λ(M,N )
∥v(cα)∥Y |zα0 |
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≤ ∥v∥ ∥c0∥ +
∞
M=1

λ− ∥v∥
2λ− ∥v∥
M
λ


α∈Λ(M,N )
cαz
α

DN
≤

∥v∥ +
∞
M=1
λ

λ− ∥v∥
2λ− ∥v∥
M
∥ f ∥DN = λ∥ f ∥DN .
Thus
λ− ∥v∥
2λ− ∥v∥ infM∈N

K MN (v, λ)

≤ KN (v, λ).
The proof for (2) is similar. Since K MN (v, λ) = M
√
λK MN (v) we actually get
KN (v, λ) ≤ inf
M∈N

M
√
λK MN (v)

.
For the other inequality, proceeding as above but now taking ∥z0∥ less than or equal to
infM∈N

K MN (v)

and using that z ∈ K MN (v)DN for all M , we get
α∈NN0
v(cα) λ− ∥v∥λ− ∥v∥ + 1 z0
α ≤ λ∥ f ∥DN . 
Now we show that for every bounded operator v and every λ > ∥v∥ the λ-Bohr radius of v is
positive.
Proposition 3.3. Let v : X → Y be a non-null bounded operator between complex Banach
spaces and λ > ∥v∥, then there exists C > 0 such that for all N ∈ N
KN (v, λ) ≥ C 1N ,
where
C =

max

λ− ∥v∥
2λ− ∥v∥ ,
λ− ∥v∥
(λ− ∥v∥ + 1)∥v∥

if ∥v∥ ≥ 1.
max

λ− ∥v∥
2λ− ∥v∥ ,
λ− ∥v∥
λ− ∥v∥ + 1

if 0 < ∥v∥ < 1.
Proof. Given P(z) = |α|=M cαzα , an M-homogeneous polynomial P ∈ P(MCN , X), we
have that
sup
z∈ 1N DN

α∈Λ(M,N )
∥v(cα)zα∥ ≤ max
α∈Λ(M,N )
∥v(cα)∥ sup
z∈ 1N DN

α∈Λ(M,N )
|zα|
≤ ∥v∥ max
α∈Λ(M,N )
∥cα∥ sup
z∈ 1N DN
(|z1| + · · · + |zN |)M
≤ λ max
α∈Λ(M,N )
∥cα∥.
But
∥cα∥ =
|z1|=1 · · ·

|zN |=1
P(z)
zα+(1,...,1)
dz1 · · · dzN
 ≤ ∥P∥DN ,
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which implies that for all M
K MN (v, λ) ≥
1
N
.
Hence, by Lemma 3.2(1) we have
KN (v, λ) ≥ λ− ∥v∥
(2λ− ∥v∥)
1
N
.
On the other hand arguing as above, we get for every M-homogeneous polynomial P =
|α|=M cαzα that
sup
z∈ 1M√∥v∥N D
N

α∈Λ(M,N )
∥v(cα)zα∥ = 1∥v∥ supz∈ 1N DN

α∈Λ(M,N )
∥v(cα)zα∥ ≤ ∥P∥DN .
Thus for every M we have
K MN (v) ≥
λ− ∥v∥
(λ− ∥v∥ + 1) M√∥v∥
1
N
.
Now by using Lemma 3.2(2) we obtain
KN (v, λ) ≥ λ− ∥v∥
(λ− ∥v∥ + 1)∥v∥
1
N
, if ∥v∥ ≥ 1
and
KN (v, λ) ≥ λ− ∥v∥
λ− ∥v∥ + 1
1
N
, if 0 < ∥v∥ < 1,
which completes the proof. 
Let us observe that
max

λ− ∥v∥
2λ− ∥v∥ ,
λ− ∥v∥
(λ− ∥v∥ + 1)∥v∥

=

λ− ∥v∥
(λ− ∥v∥ + 1)∥v∥ if 1 ≤ ∥v∥ ≤ 2
λ− ∥v∥
2λ− ∥v∥ if 2 < ∥v∥
and
max

λ− ∥v∥
2λ− ∥v∥ ,
λ− ∥v∥
(λ− ∥v∥ + 1)

=

λ− ∥v∥
2λ− ∥v∥ if 0 < ∥v∥ < λ ≤ 1
λ− ∥v∥
λ− ∥v∥ + 1 if 0 < ∥v∥ < 1 < λ.
In particular, we obtain the following lower estimate for the Bohr radius of Banach spaces.
Corollary 3.4. Let X be a complex Banach space and λ > 1, then for all N ∈ N
KN (X, λ) ≥ λ− 1
λ
1
N
.
It seems surprising that for λ = 1 we in general only have the trivial lower bound KN (X, 1) ≥
0. Actually, Blasco proved in [9, Theorem 1.2] that K2(ℓ2p) = 0 for every 1 ≤ p ≤ ∞. Also it
is worth mentioning that Be´ne´teau et al. in [7] introduce the concept of Bohr phenomenon for
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a Banach space X of analytic functions in the disk whenever a positive Bohr radius exists for
all functions in that space X . They noted the failure of Bohr’s phenomenon for classical Hardy
type spaces. In [7, Theorem 3.1] they obtained necessary and sufficient conditions for a Banach
space of analytic functions to have Bohr’s property. See also [33], where the case of harmonic
functions is treated.
4. Bohr radii of Banach spaces
Now we formulate and prove a refined version of Theorem 1.2(1).
Theorem 4.1. Let X be a finite dimensional Banach space and λ > 1. Then there are constants
C, B > 0 such that for each N
C
λ− 1
2λ− 1

log N
N
≤ KN (X, λ) ≤ Bλ2

log N
N
;
here B is a universal constant and C depends only on X.
Proof. We check that the lower inequality is true. By Lemma 3.2(1) it is enough to show the
existence of a constant C(X) > 0 such that for every N
inf
M

K MN (X, λ)

≥ C(X)

log N
N
.
The following so-called hypercontractive Bohnenblust–Hille inequality from [19, Theorem 1]
will be used: there is a constant A > 0 such that for each M-homogeneous polynomial
P : CN −→ C, P =|α|=M cαzα we have 
α∈Λ(M,N )
|cα| 2MM+1
 M+1
2M
≤ AM sup
z∈DN


α∈Λ(M,N )
cαz
α
 .
Recall that since X is finite dimensional, there is a constant c > 0 such that for every s ≥ 1 and
for every choice of finitely many x1, . . . , xh ∈ X
h
j=1
∥x j∥s
 1
s
≤ c sup
x∗∈BX∗

h
j=1
|x∗(x j )|s
 1
s
;
indeed, the identity idX on finite dimensional Banach spaces is absolutely summing = 1-summing
and hence s-summing for every s ≥ 1 with πs(idX ) ≤ π1(idX ) (see [24, Theorem 10.4]). Hence,
if P =|α|=M cαzα ∈ P(MCN , X), then we have 
α∈Λ(M,N )
∥cα∥ 2MM+1
 M+1
2M
≤ π1(idX ) sup
x∗∈BX∗
 
α∈Λ(M,N )
|x∗(cα)| 2MM+1
 M+1
2M
≤ π1(idX )AM sup
x∗∈BX∗
sup
z∈DN
x∗
 
α∈Λ(M,N )
cαz
α

= π1(idX )AM∥P∥DN .
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If we use Ho¨lder’s inequality and the fact that card

α ∈ NN0 | |α| = M
 =  N+M−1N−1 , then we
get
sup
z∈DN

α∈Λ(M,N )
∥cαzα∥ =

α∈Λ(M,N )
∥cα∥
≤
 
α∈Λ(M,N )
1
 M−1
2M
π1(idX )AM∥P∥DN
=

N + M − 1
N − 1
 M−1
2M
π1(idX )AM∥P∥DN .
Furthermore, it is well known that for all M and N we have

N+M−1
N−1

≤ DM 1+ NM M , where
D > 0 is some constant independent of M, N . This and (3.1) give that
1
K MN (X, λ)
M ≤ 1λD M−12

1+ N
M
 M−1
2
π1(idX )AM .
In short, we obtain that there exists a constant E(X) > 0, only depending on X , such that for
all M
K MN (X, λ) ≥ E(X) M
√
λ

1+ N
M
− M−12M
.
Minimizing the right side of this inequality in M gives the conclusion: obviously, for all M
1+ N
M
− M−12M ≥ 2− M−12M min1, N
M
− M−12M 
≥ 1√
2
min
1,

M N 1/M
N
 1
2
 .
The function f : (0,∞) → R, f (x) = x N 1x attains a strict minimum e log N at x = log N
which implies that there is a constant C(X) such that for all M and all N ≥ 3
K MN (X, λ) ≥ C(X) M
√
λ

log N
N
.
Hence, giving some slack to C(X) to take into account the case N = 2 we obtain as desired
inf
M

K MN (X, λ)

≥ C(X)

log N
N
.
For the upper bound we clearly have that
KN (X, λ) ≤ KN (C, λ).
On the other hand, we know from the proof of [21, Lemma 4.3] that for all λ ≥ 1 and all N we
have
KN (C, λ) ≤ A(DN , λ);
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here the so called arithmetic Bohr radius A(DN , λ) is defined as follows (see also [22])
A(DN , λ) = sup

1
N
N
i=1
ri | r ∈ RN≥0,
∀ f ∈ H∞(DN ) :

α∈NN0
|cα( f )|rα ≤ λ∥ f ∥DN

. (4.1)
But from [21] we know that there exists a constant B > 0 such that for all N we have
KN (X, λ) ≤ A(DN , λ) ≤ Bλ
2
log N

log N
N
. (4.2)
This finally completes the proof. 
It remains to prove the following refined version of Theorem 1.2(2) and (3).
Theorem 4.2. If X is an infinite dimensional complex Banach space of cotype q, then
λ− 1
λ
1
eCq(X)
1
N 1−
1
q
≤ KN (X, λ) ≤ λ
N 1−
1
Cot(X)
.
Moreover, if X has no finite cotype, then
λ− 1
λ
1
N
≤ KN (X, λ) ≤ λN .
Proof. We check the right inequalities of both claims. For that we are going to use the following
deep result by Maurey and Pisier (see e.g. [24, 14.5 Theorem]):
Cot(X) = max  2 ≤ q ≤ ∞ | X finitely factors ℓq ↩→ ℓ∞  ;
recall that X finitely factors ℓq ↩→ ℓ∞ if for each ε > 0 and N there exist x1, . . . , xN ∈ X such
that for all z = (z1, . . . , zn) ∈ CN we have
1
1+ ε ∥z∥∞ ≤
 N
n=1
zn xn
 ≤ ∥z∥q;
note that in particular
1
1+ ε =
1
1+ ε ∥(0, . . . , 1, . . .)∥∞ ≤ ∥xk∥.
Hence, given ε, there exist x1, . . . , xN ∈ X such that
N
1+ ε ≤
N
n=1
∥xn∥ ≤ 1
K 1N (X)
sup
z∈DN
 N
n=1
xnzn
 ≤ 1K 1N (X) supz∈DN ∥z∥Cot(X) = N
1
Cot(X)
K 1N (X)
(meaning N
1
∞ = 1). This proves
K 1N (X) ≤
1+ ε
N 1−
1
Cot(X)
,
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and the conclusion is immediate:
KN (X, λ) ≤ K 1N (X, λ) = λK 1N (X) ≤
λ
N 1−
1
Cot(X)
.
For Banach spaces X without finite cotype the lower bound for KN (X, λ) was already stated
in Corollary 3.4. Assume finally that X has cotype q. Given an M-homogeneous polynomial
P : CN −→ X, P = α∈Λ(M,N ) cαzα , we denote by A : CN × · · · × CN −→ X
the unique symmetric M-linear mapping associated to P . By [14, Theorem 3.2] we have
that  
i∈M(M,N )
∥A(ei1 , . . . , eiM )∥q
 1
q
≤ Cq(X)M∥A∥DN .
Consider p > 1 such that 1p + 1q = 1. Then, by applying Ho¨lder’s inequality, for all z ∈ CN
α∈Λ(M,N )
∥cαzα∥ =

j∈J (M,N )
card[j]∥A(e j1 , . . . , e jM )∥ |z j1 · · · z jM |
=

i∈M(M,N )
∥A(ei1 , . . . , eiM )∥ |zi1 · · · ziM |
≤
 
i∈M(M,N )
∥A(ei1 , . . . , eiM )∥q
 1
q
 
i∈M(M,N )
|zi1 · · · ziM |p
 1
p
≤ Cq(X)M∥A∥DN
 
i∈M(M,N )
|zi1 · · · ziM |p
 1
p
= Cq(X)M∥A∥DN
|z1|p + · · · + |zN |p Mp .
Hence, as a consequence of the polarization formula, we obtain for all z ∈ 1Cq (X) BℓNp
α∈Λ(M,N )
∥cαzα∥ ≤ ∥A∥DN ≤
M M
M ! ∥P∥DN ≤ e
M∥P∥DN .
But 1
Cq (X)N 1/p
DN is contained in 1Cq (X) BℓNp . Thus for every M-homogeneous polynomial P we
get
sup
 
α∈Λ(M,N )
∥cαzα∥ | z ∈ 1
eCq(X)N 1/p
DN

≤ ∥P∥DN ,
which implies that K MN (X) ≥ 1/eCq(X)N 1/p for every M . Now, by applying Lemma 3.2(2) we
finally obtain for every N > 1 and every λ > 1
λ− 1
λ
1
eCq(X)N
1− 1q
≤ KN (X, λ),
the conclusion. 
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Note in particular, if Cot(X) is attained, then
KN (X, λ) ≍ 1
N 1−
1
Cot(X)
,
with constants only depending on λ and Cot(X).
5. Bohr radii of operators
In the previous section we saw that the crucial point in the proof of the asymptotic behavior
of Bohr radii KN (X, λ) is the hypercontractivity of the Bohnenblust–Hille inequality. In
[23, Corollary 5.2 and Lemma 7.2] the authors showed the following Bohnenblust–Hille type
inequality for (r, 1)-summing operators: let Y be a Banach space with cotype q , and v : X → Y
an (r, 1)-summing operator with 1 ≤ r < q. Then there is a constant CM such that for every
P ∈ P(MCN , X)
α∈Λ(M,N )
∥vcα(P)∥
qr M
q+(M−1)r ≤ CM∥P∥.
Following the methods of [19] we will show that this inequality – at least for Banach lattices Y –
is again hypercontractive. Our proof needs two lemmas. The first one is based on an idea of Blei
from [10, Theorems 5 and 36] (used to improve the constant in Littlewood’s 43 -inequality).
Lemma 5.1. Let (ai)i∈M(M,N ) be a scalar matrix with non-negative entries and 0 < r < q. For
ρ := qr M
q + (M − 1)r
we have 
i∈M(M,N )
aρi
 1
ρ
≤

M
m=1
 
i∈M({m},N )
 
j∈M({{m},N )
aq
(i,j)
 r
q
 1
r
 1
M
. (5.1)
Proof. We write
i∈M(M,N )
a
qr M
q+(M−1)r
i =

i∈M({{M},N )

j∈M({M},N )
a
qr
q+(M−1)r
(i,j) a
(M−1)qr
q+(M−1)r
(i,j) .
Now we apply Ho¨lder’s inequality, first to the inner sum with p = q+(M−1)rq and p∗ = q+(M−1)r(M−1)r

i∈M(M,N )
a
qr M
q+(M−1)r
i ≤

i∈M({{M},N )
 
j∈M({M},N )
ar(i,j)
 q
q+(M−1)r
×
 
j∈M({M},N )
aq
(i,j)
 (M−1)r
q+(M−1)r
,
and then second to the outer sum with p = q+(M−1)rr and p∗ = q+(M−1)rq+(M−2)r

i∈M(M,N )
a
qr M
q+(M−1)r
i ≤
 
i∈M({{M},N )
 
j∈M({M},N )
ar(i,j)
 q
r
 r
q+(M−1)r
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×
 
i∈M({{M},N )
 
j∈M({M},N )
aq
(i,j)
 (M−1)r
q+(M−2)r  q+(M−2)rq+(M−1)r
.
Applying the Minkowski inequality to the first factor we get 
i∈M(M,N )
a
qr M
q+(M−1)r
i
 q+(M−1)r
qr M
≤
 
j∈M({M},N )
 
i∈M({{M},N )
aq
(i,j)
 r
q
 1
r M
×
 
i∈M({{M},N )
 
j∈M({M},N )
aq
(i,j)
 1
q · qr(M−1)q+(M−2)r  q+(M−2)rqr M
and this in the case M = 2 is our conclusion. For general M we proceed by induction over M .
Let us assume that (5.1) holds for any M − 1, M ≥ 3. The right factor of the previous product is
then
≤
M−1
m=1
 
i∈M({m},N )
 
j∈M({{m},N )
aq
(i,j)
 r
q
 1
r M
,
which proves our assertion. 
In the scalar case the second lemma we need, is a result due to Bayart [6, Theorem 9] (see
also [19, Lemma 2]); denote byµN the normalized Lebesgue measure onTN . Applying Krivine’s
calculus (as presented e.g. in [32, pp. 40–42]) to Bayart’s result we can extend it to Banach
lattices.
Lemma 5.2. For every M-homogeneous polynomial P(z) = α∈Λ(M,N ) cαzα on CN with
values in a Banach lattice Y 
α∈Λ(M,N )
|cα|2
 1
2
≤ √2M

TN


α∈Λ(M,N )
cαz
α
 dµN (z).
Further it will be important for us to relate the norm of a polynomial P ∈ P(MℓN∞;C) and
its associated symmetric M-linear mapping A. It is plain that ∥P∥ ≤ ∥A∥; on the other hand, it
was shown by Harris in [28, Theorem 1] that for m1, . . . ,mk ∈ N with m1 + · · · +mk = M and
z1, . . . , zk ∈ ℓN∞A( m1z1, . . . , z1, . . . , mkzk, . . . , zk) ≤ m1! · · ·mk !
mm11 · · ·mmkk
M M
M ! ∥P∥DN . (5.2)
The following theorem is the main technical tool for the proofs of our upcoming estimates
on multidimensional Bohr radii for operators, and it is a strong extension of Defant et al.
[19, Theorem 1].
Theorem 5.3. Let Y be a q-concave Banach lattice, with 2 ≤ q < ∞, and v : X → Y an
(r, 1)-summing operator with 1 ≤ r ≤ q. Define
ρ := qr M
q + (M − 1)r .
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Then there is a constant Chyp > 0 such that for every M-homogeneous polynomial P : ℓN∞ →
X, P(z) =α∈Λ(M,N ) cαzα , the following holds 
α∈Λ(M,N )
∥vcα∥ρY
 1
ρ
≤ C Mhyp ∥P∥DN .
Proof. At first we show the case r = q, which means that ρ = q . Since Y is q-concave with
q ≥ 2 we have that 
α∈Λ(M,N )
∥vcα∥qY
 1
q
≤ Mq(Y )

 
α∈Λ(M,N )
|vcα|2
 1
2

Y
.
Then Bayart’s Lemma 5.2 implies that 
α∈Λ(M,N )
∥vcα∥qY
 1
q
≤ Mq(Y )
√
2
M

TN


α∈Λ(M,N )
vcαz
α

Y
dz
≤ Mq(Y )
√
2
M∥v∥ ∥P∥DN .
Assume now that r < q, and let A : ℓN∞ × · · · × ℓN∞ → X be the unique symmetric M-linear
mapping satisfying P(z) = A(z, . . . , z) for each z. It is well known that the coefficients cα of P
and the coefficients ai1···iM = A(ei1 , . . . , eiM ) defining A are related in the following way
cα = card [iα] aiα .
Since card[i]
ρ
card[i] ≤

card[i] q−1q
ρ
we have
 
α∈Λ(M,N )
∥vcα∥ρY
 1
ρ
=
 
j∈J (M,N )
card[j]vajρY
 1
ρ
=
 
i∈M(M,N )
1
card[i] ∥card[i]vai∥
ρ
Y
 1
ρ
≤
 
i∈M(M,N )
card[i] q−1q vaiρ
Y
 1
ρ
,
and hence with Lemma 5.1 
α∈Λ(M,N )
∥vcα∥ρY
 1
ρ
≤

M
m=1
 
i∈M({m},N )
 
j∈M({{m},N )
card[(i, j)] q−1q va(i,j)q
Y
 r
q
 1
r
 1
M
.
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Note that for i ∈M({m}, N ) and j ∈M({{m}, N ) we have card[(i, j)] ≤ Mcard[j] since
card[(i, j)]
card[j] =
M !
(M − 1)! ·
|{k | jk = 1}|!
|{k | (i, j)k = 1}|! · · ·
|{ k | jk = N }|!
|{k | (i, j)k = N }|! ≤ M.
Hence 
α∈Λ(M,N )
∥vcα∥ρY
 1
ρ
≤ M q−1q

M
m=1
 
i∈M({m},N )
 
j∈M({{m},N )
card[j] q−1q va(i,j)q
Y
 r
q
 1
r
 1
M
.
We fix m ∈ {1, . . . , M}. Since Y is q-concave with q ≥ 2 there is a constant Mq(Y ) such that 
i∈M({m},N )
 
j∈M({{m},N )
card[j] q−1q va(i,j)q
Y
 r
q
 1r
≤ Mq(Y )
 
i∈M({m},N )

 
j∈M({{m},N )
card[j] q−1q va(i,j)q
 1
q

r
Y

1
r
≤ Mq(Y )
 
i∈M({m},N )

 
j∈J ({{m},N )
card[j]va(i,j)q
1
q

r
Y

1
r
≤ Mq(Y )
 
i∈M({m},N )

 
j∈J ({{m},N )
card[j]va(i,j)2
1
2

r
Y

1
r
.
Since 
j∈J ({{m},N )
card[j]va(i,j)zj
is an (M − 1)-homogeneous polynomial we get with Lemma 5.2 that the preceding term is
≤ Mq(Y )
√
2
M−1
 
i∈M({m},N )


TN


j∈J ({{m},N )
card[j]va(i,j)zj
 dµN (z)

r
Y

1
r
≤ Mq(Y )
√
2
M−1
 
i∈M({m},N )

TN


j∈J ({{m},N )
card[j]va(i,j)zj

Y
dµN (z)
r
1
r
,
and then by the continuous Minkowski inequality
≤ Mq(Y )
√
2
M−1 
TN
 
i∈M({m},N )


j∈J ({{m},N )
card[j]va(i,j)zj

r
Y

1
r
dµN (z)
2854 A. Defant et al. / Advances in Mathematics 231 (2012) 2837–2857
= Mq(Y )
√
2
M−1 
TN
 
i∈M({m},N )
v
 
j∈M({{m},N )
a(i,j)zj

r
Y

1
r
dµN (z).
The operator v is assumed to be (r, 1)-summing. Hence for each z ∈ TN 
i∈M({m},N )
v
 
j∈M({{m},N )
a(i,j)zj

r
Y

1
r
≤ πr,1(v) sup
x∗∈BX∗

i∈M({m},N )
x∗
 
j∈M({{m},N )
a(i,j)zj

= πr,1(v) sup
x∗∈BX∗
sup
y∈B
ℓN∞
x∗(A(z, . . . , z, y)) ,
which by Harris’ polarization estimate from (5.2) can be estimated by
≤ πr,1(v)

M
M − 1
M−1
sup
x∗∈BX∗
x∗ ◦ P = πr,1(v) MM − 1
M−1
∥P∥DN .
Hence we finally obtain 
α∈Λ(M,N )
∥vcα∥ρY
 1
ρ
≤ πr,1(v)Mq(Y )
√
2
M−1
M
q−1
q

M
M − 1
M−1
∥P∥DN ,
the conclusion. 
Now we are able to give a proof of the following refined version of Theorem 1.6.
Theorem 5.4. Let v : X → Y be a bounded operator between Banach spaces.
(1) Assume that X or Y is of cotype q with 2 ≤ q ≤ ∞. Then there is a constant C > 0 such
that for every λ > ∥v∥ and every N
KN (v, λ) ≥ C λ− ∥v∥
λ

1
N
1− 1q
.
(2) Assume that Y is a q-concave Banach lattice with 2 ≤ q <∞ and there is a 1 ≤ r < q such
that v is (r, 1)-summing. Then there is a constant C > 0 such that for every λ > ∥v∥ and
every N
KN (v, λ) ≥ C λ− ∥v∥2λ− ∥v∥

log N
N
1− 1q
.
Proof. Note that (1) is already proved: in (3.3) and Theorem 4.2 we showed that
KN (v, λ) ≥ max{KN (X, λ/∥v∥), KN (Y, λ/∥v∥)}
≥ λ− ∥v∥
λ
1
e min{Cq(X),Cq(Y )}

1
N
1− 1q
.
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For the proof of (2) we follow the proof of Theorem 4.1, now using the preceding vector-valued
and hypercontractive Bohnenblust–Hille type theorem. By Theorem 5.3 and Ho¨lder’s inequality
there is a constant Chpy > 0 such that for every polynomial P(z) =|α|=M cαzα ∈ P(MCN , X)
we have
sup
z∈DN

α∈Λ(M,N )
vcαzαY ≤
 
α∈Λ(N ,M)
1
 (q−1)M− qr +1
q M
×
 
α∈Λ(N ,M)
∥vcα∥
qr M
q+(M−1)r
Y
 q+(M−1)r
qr M
≤
 
α∈Λ(N ,M)
1
 (q−1)M− qr +1
q M
C Mhyp ∥P∥DN .
By (3.1) and (3.2) there exists a constant E > 0 such that every M, N and λ > ∥v∥
K NM (v, λ) ≥ E M
√
λ

1+ N
M
− (q−1)M− qr +1q M
.
Minimizing the right side of this inequality, as it is done in the proof of Theorem 4.1, we see that
there is a constant C such that for every N and λ > ∥v∥
inf
M

K NM (v, λ)

≥ C

log N
N
1− 1q
.
Finally Lemma 3.2(1) gives the conclusion. 
We finish with the proofs of Theorems 1.4 and 1.5. The main idea is to combine Theorem 5.4
with well known Grothendieck type theorems. Grothendieck’s theorem in its original form states
that every operator from ℓ1 into ℓ2 is summing, and a forerunner of this result is Littlewood’s 4/3
theorem saying that the canonical inclusion ℓ1 ↩→ ℓ4/3 is ( 43 , 1)-summing. The literature shows
many extensions of these results in ℓp-spaces, and the most important ones are due to Kwapien´
and Bennett–Carl. Kwapien´’s theorem (proved in [29]) unifies the theorems of Grothendieck
(put p = 2) and Littlewood (let v be the inclusion ℓ1 ↩→ ℓ4/3)—it states that every operator
v : ℓ1 → ℓp is (r, 1)-summing, where 1r = 1 − | 1p − 12 |. The Bennett–Carl theorem (proved
independently in [8,17]) states that for 1 ≤ p ≤ q ≤ ∞ and 1r = 12 + 1p − max{ 1q , 12 } the
inclusion ℓp ↩→ ℓq is (r, 1)-summing. In both results r is known to be optimal; see also [24].
Proof of Theorem 1.4. We start with the upper bounds: recall from (1.2) that for any operator
v : X → Y and any λ > ∥v∥ we have
KN (v, λ) ≺

log N
N
(this may also be deduced from (4.2) since KN (v, λ) ≤ KN (C, λ∥v∥ )). Clearly, the desired upper
bound is immediate whenever 1 ≤ p ≤ 2. For the case 2 ≤ p <∞ note first that
KN (ℓp ↩→ ℓq , λ) ≤ K 1N (ℓp ↩→ ℓq , λ).
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Since (similar to the argument used in the proof of Theorem 4.2) we for each N have
N =
N
n=1
∥en∥q ≤ 1
K 1N (ℓp ↩→ ℓq)
sup
z∈DN
 N
n=1
enzn

p
= 1
K 1N (ℓp ↩→ ℓq)
sup
z∈DN
∥z∥p = N
1
p
K 1N (ℓp ↩→ ℓq)
,
the remaining upper estimate follows from another application of (3.2).
For the proof of the lower bounds we consider three different cases.
The case 1 ≤ p < q ≤ 2. By the Bennett–Carl theorem (mentioned above) the inclusion
ℓp ↩→ ℓq is (r, 1)-summing where 1r = 12 + 1p −max{ 1q , 12 }. Since ℓq is known to be 2-concave,
the lower estimate is a consequence of Theorem 5.4(2).
The case 1 ≤ p < 2 ≤ q . Clearly, KN (ℓp ↩→ ℓq , λ) ≥ KN (ℓp ↩→ ℓ2, λ), hence this case
follows from the preceding one.
The case 2 ≤ p. Note that KN (ℓp ↩→ ℓq , λ) ≥ KN (ℓp ↩→ ℓp, λ). Then we conclude the desired
estimate from Corollary 1.3. 
Proof of Theorem 1.5. The upper estimate follows as in the preceding proof. For the lower
estimate we only have to combine Kwapien´’s theorem, Theorem 5.4, and the well known fact
that ℓq is max{2, q}-concave. 
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