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Abstract
A relation between the support weight distribution of a Z4-linear code C of type 4k and that
of its dual code C⊥ is established. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let Zn4 be the set of n-tuples over Z4. Any Z4-submodule of Zn4 is called a quaternary
linear code, or simple, Z4-linear code. Let C be a linear code over Z4. If C is of type
4k12k2 as an elementary abelian group, we say that it is a linear code of type 4k12k2 .
Let B ⊆ C be a subcode. The support of B is de4ned as
(B)= {i | ci =0 for some (c1; c2; : : : ; cn)∈B}
and the support weight of B is de4ned as
ws(B)= |(B)|:
For any integer r, where 06 r6 2k1 + k2, the rth generalized Hamming weight of C
is de4ned as
dr(C)=min{|(B)|: B is a subcode of C with |B| =2r}:
For any nonnegative integers r1; r2, such that r16 k1; r1 + r26 k1 + k2, let A
(r1 ; r2)
i be
the number of subcodes of type 4r12r2 with support weight i. The (r1; r2)th support
weight distribution is the sequence
A(r1 ; r2)0 ; A
(r1 ; r2)
1 ; : : : ; A
(r1 ; r2)
n :
E-mail address: cuij@ustc.edu.cn (C. Jie).
0012-365X/02/$ - see front matter c© 2002 Elsevier Science B.V. All rights reserved.
PII: S0012 -365X(01)00168 -6
136 C. Jie /Discrete Mathematics 247 (2002) 135–145
The (r1; r2)th support weight distribution function is the polynomial
A(r1 ; r2)(z)=A(r1 ; r2)0 + A
(r1 ; r2)
1 z + · · ·+ A(r1 ; r2)n zn:
Wei [4] introduced the notion of generalized Hamming weights, i.e.,the support
weights, and the weight hierarchies for linear codes over Fq and showed that the
weight hierarchy of a linear code characterizes its performance on the wire-tap channel
of type II. It is possible to extend these concepts to linear codes over Z4. Ashikhmin
[1] showed that the weight hierarchy of a linear code over Z4 also characterizes its per-
formance on the wire-tap channel of type II. KlHve [2] gives the relation between the
support weight distributions of a linear code over Fq and that of its dual code. Simo-
nis [3] suggested a diHerent approach for deriving the relation obtained in [2]. In this
paper, we use a generalization of approach suggested in [8] for the case of Z4-linear
codes of type 4k . First, we establish a relation between the support weight distribution
of a Z4-linear code of type 4k and the Hamming weight distribution of the same code
considered as a code over Galois ring GR(4m). Next, using MacWilliams-type iden-
tities between codes over GR(4m), we derive a relation between the support weight
distribution of the Z4-linear code and its dual.
2. Some lemmas
In the following, we assume that C is a Z4-linear code of type 4k and length n. Let
{a1; a2; : : : ; ak} be a free basis of C over Z4. Let
G=


a1
a2
...
ak

 ;
then G is a generator matrix of C. For any subcode C1 ⊆ C of type 4r12r2 , where
r1 + r26 k, let
DC1 = {(x1; x2; : : : ; xk)∈Zk4 | (x1; x2; : : : ; xk)G ∈C1}:
Clearly, DC1 is a submodule of Zk4. Let
C(r1; r2)= {C1 |C1 is a subcode of type 4r12r2 of C}
and
F(r1; r2)= {U |U is a submodule of type 4r12r2 of Zk4}:
Lemma 1. For any nonnegative integers r1; r2 such that r1+r26 k, if C1 is a subcode
of type 4r12r2 , then DC1 ⊆ Zk4 is a submodule of type 4r12r2 . Moreover, C1 → DC1 is
a bijection between the set C(r1; r2) and the set F(r1; r2).
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Proof. De4ne the map
 : Zk4 → C;
(x1; x2; : : : ; xk) 	→ (x1; x2; : : : ; xk)G:
It is easily veri4ed that  is a Z4-module isomorphism.
Lemma 2. Let C be a Z4-linear code of type 4r12r2 in Zk4, where r1 + r26 k, then
C⊥ is a Z4-linear code of type 4k−r1−r22r2 .
Proof. See [5, Chapter 1, Proposition 1:2].
De4ne
D⊥C1 = {(y1; : : : ; yk)∈Zk4 | (y1; : : : ; yk) · (x1; : : : ; xk)= 0 for any (x1; : : : ; xk)∈DC1}:
From Lemmas 1 and 2, we get
Lemma 3. For any nonnegative integer r1; r2 such that r1 + r26 k, C1 → D⊥C1 is a
bijection between the set C(r1; r2) and the set F(k − r1 − r2; r2).
Recall that G is a generator matrix of C. For any x∈Zk4, let (x), the multiplicity
of x, be the number of occurrences of x as a column in G. Then ws(C)= n − (0).
For any U ⊆ Zk4, let (U )=
∑
x∈U (x). We will give an alternative expression for
ws(C1). We need the following de4nition.
Let A be an abelian group of type 4r12r2 , then there exist elements p1; p2; : : : ; pr1 of
order 4 and elements q1; q2; : : : ; qr2 of order 2 in A such that every element g∈A can
be expressed uniquely in the form
g=
r1∑
i=1
aipi +
r2∑
j=1
bjqj;
where ai∈Z4 (i=1; 2; : : : ; r1) and bj∈Z2 (j=1; 2; : : : ; r2). {p1; p2; : : : ; pr1 ; q1; q2; : : : ; qr2}
is called a basis of A.
Lemma 4. Let C1 be a Z4-linear subcode of C, then ws(C1)= n− (D⊥C1 ).
Proof. We assume that C1 is of type 4r12r2 , where r1 + r26 k. Then DC1 ⊆ Zk4 is a
module of type 4r12r2 . Let {p1; p2; : : : ; pr1 ; q1; q2; : : : ; qr2} be a basis of DC1 , where the
pi’s are of order 4 and the qj’s are of order 2. Let M be the k × (r1 + r2) matrix
whose rows are p1; p2; : : : ; pr1 ; q1; q2; : : : ; qr2 in succession. Since the map  given in
Lemma 1 is a Z4-module isomorphism from Zk4 to C, {p1G; : : : ; pr1G; q1G; : : : ; qr2G}
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is a basis of C1. Therefore, MG is a generator matrix of C1. So
ws(C1) = n−
∑
Mx=0
(x)
= n−
∑
x∈D⊥C1
(x)
= n− (D⊥C1 ):
Let
K (m)r1 ;r2 =
r1−1∏
i=0
(4m − 2m+i)
r2−1∏
j=0
(2m − 2r1+j):
We make the convention that
∏r1−1
i=0 (4
m− 2m+i)= 1 when r1 = 0 and that
∏r2−1
j=0 (2
m−
2r1+j)= 1 when r2 = 0.
Denote by GR(4m) the Galois ring of characteristic 4 and cardinality 4m (For the
rudiments of Galois rings, see [5, Chapter 6]). Let  be an element of order 2m− 1 in
GR(4m) and T= {0; 1; ; 2; : : : ; 2m−2}.
Lemma 5. Let U ⊆ Zk4 be a module of type 4r12r2 and Uˆ = {y∈GR(4m)k |y · x=0
for x∈Zk4 if and only if x∈U}. Then |Uˆ |=K (m)k−r1−r2 ;r2 .
Proof. Let {e1; e2; : : : ; er1 ; d1; d2; : : : ; dr2} be a basis of U , where the ei’s are of order
4 and the dj’s are of order 2. From [5, Chapter 1] we can assume that

e1
...
er1
d1
...
dr2


=
(
Ir1 A B
0 2Ir2 2C
)
;
where A; C are matrices over Z2 and B is a matrix over Z4. Let
A=


a1; r1+1 a1; r1+2 · · · a1; r1+r2
...
...
. . .
...
ar1 ;r1+1 ar1 ;r1+2 · · · ar1 ;r1+r2

 ;
B=


b1; r1+r2+1 b1; r1+r2+2 · · · b1; k
...
...
. . .
...
br1 ;r1+r2+1 br1 ;r1+r2+2 · · · br1 ;k


and
C =


cr1+1;r1+r2+1 cr1+1;r1+r2+2 · · · cr1+1;k
...
...
. . .
...
cr1+r2 ;r1+r2+1 cr1+r2 ;r1+r2+2 · · · cr1+r2 ;k

 :
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For any z=(z1; z2; : : : ; zk)∈Zk4 , there exists x∈U such that
z′= z − x=(0; : : : ; 0︸ ︷︷ ︸
r1
; ur1+1 ; : : : ; ur1+r2 ; vr1+r2+1; : : : ; vk); (1)
where ui ∈Z2 for i= r1+1; : : : ; r1+r2 and vj ∈Z4 for j= r1+r2+1; : : : ; k. Then z ∈ U if
and only if not all ur1+1; : : : ; ur1+r2 ; vr1+r2+1; : : : ; vk are 0’s. For any y=(y1; y2; : : : ; yk)∈
GR(4m)k , y∈ Uˆ if and only if
y · ei =0; i=1; : : : ; r1; (2)
y · dj =0; j=1; : : : ; r2 (3)
and
y · z′ =0 for any z′ =0 given by (1): (4)
Let
yr1+1 =yr1+1;1 + 2yr1+1;2;
...
yr1+r2 =yr1+r2 ;1 + 2yr1+r2 ;2;
(5)
where yi; j ∈T for i= r1 + 1; : : : ; r1 + r2; j=1; 2. Then from (2) and (3), we deduce
yi =−
r1+r2∑
s=r1+1
ai; s(ys;1 + 2ys;2)−
k∑
t=r1+r2+1
bi; tyt ; i=1; 2; : : : ; r1 (6)
and
2yj;1 = 2
k∑
t=r1+r2+1
cj; tyt ; j= r1 + 1; : : : ; r1 + r2: (7)
From (7), we deduce
yj;1 −
k∑
t=r1+r2+1
cj; tyt ∈ (2);
where (2) is the principle ideal generated by 2 in GR(4m). Let
2mj =yj;1 −
k∑
t=r1+r2+1
cj; tyt ; j= r1 + 1; : : : ; r1 + r2; (8)
where mj ∈T. (4) implies
r1+r2∑
j=r1+1
(yj;1 + 2yj;2)uj +
k∑
t=r1+r2+1
ytvt =0: (9)
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Substituting (8) into (9), we get
r1+r2∑
j=r1+1
2ujyj;2 +
r1+r2∑
j=r1+1
uj
(
k∑
t=r1+r2+1
cj; tyt + 2mj
)
+
k∑
t=r1+r2+1
vtyt
=
r1+r2∑
j=r1+1
uj(2yj;2 + 2mj) +
k∑
t=r1+r2+1

vt + r1+r2∑
j=r1+1
ujcj

yt
=0: (10)
Let
2y′j;2 = 2yj;2 + 2mj; j= r1 + 1; : : : ; r1 + r2: (11)
Since (10) holds for any ur1+1; ur1+2; : : : ; ur1+r2 ∈Z2 and vr1+r2+1; vr1+r2+2; : : : ; vk ∈Z4
such that not all of them are 0’s, we get that 2y′r1+1;2; : : : ; 2y
′
r1+r2 ;2; yr1+r2+1; : : : ; yk gen-
erate a Z4-module of type 4k−r1−r22r2 with basis {yr1+r2+1; : : : ; yk ; 2y′r1+1;2; : : : ; 2y′r1+r2 ;2}.
Conversely, suppose that 2y′r1+1;2; : : : ; 2y
′
r1+r2 ;2; yr1+r2+1; : : : ; yk ∈GR(4m) are given such
that they generate a Z4-module of type 4k−r1−r22r2 with basis {yr1+r2+1; : : : ; yk ; 2y′r1+1;2;
: : : ; 2y′r1+r2 ;2} and that yr1+r2+1; : : : ; yk are of order 4 and 2y′r1+1;2; : : : ; 2y′r1+r2 ;2 are of
order 2. There are uniquely determined yj;1 ∈T (j= r1 + 1; : : : ; r1 + r2) such that
(7) holds. Then mj ∈T (j= r1 + 1; : : : ; r1 + r2) are uniquely determined by (8), and
yj;2 ∈T (j= r1 + 1; : : : ; r1 + r2) are uniquely determined by (11), and 4nally,
yj ∈GR(4m) (j= r1 + 1; : : : ; r1 + r2) are uniquely determined by (5), and yi ∈GR(4m)
(i=1; 2; : : : ; r1) are uniquely determined by (6). Therefore, y1; : : : ; yr1 ; yr1+1; : : : ; yr1+r2
are uniquely determined by 2y′r1+1;2; : : : ; 2y
′
r1+r2 ;2; yr1+r2+1; : : : ; yk and y1; y2; : : : ; yk sat-
isfy Eqs. (2)–(4). That is, y=(y1; y2; : : : ; yk)∈ Uˆ . So |Uˆ | is equal to the number
of choices of 2y′r1+1;2; : : : ; 2y
′
r1+r2 ;2; yr1+r2+1; : : : ; yk ∈GR(4m) such that they generate a
Z4-module of type 4k−r1−r22r2 with basis {yr1+r2+1; : : : ; yk ; 2y′r1+1;2; : : : ; 2y′r1+r2 ;2} and
that yr1+r2+1; : : : ; yk are of order 4 and 2y
′
r1+1;2; : : : ; 2y
′
r1+r2 ;2 are of order 2.
We 4rst choose yr1+r2+1; : : : ; yk . Clearly, (2)= {c∈GR(4m) | 2c=0}; |(2)|=2m, and
yr1+r2+1 cannot be chosen in (2). So, yr1+r2+1 can be chosen in 4
m− 2m distinct ways.
Assume that yr1+r2+1; : : : ; yr1+r2+i (16 i6 k−r1−r2−1) have been chosen in GR(4m)
such that they are Z4-free. Let
Si+1 = {a1yr1+r2+1 + · · ·+ aiyr1+r2+i + c | a1; : : : ; ai ∈Z4; c∈ (2)}:
Clearly, yr1+r2+i+1 cannot be chosen in Si+1. We assert that for any element
yr1+r2+i+1 ∈GR(4m)\Si+1; yr1+r2+1; : : : ; yr1+r2+i ; yr1+r2+i+1 are Z4-free. Suppose that there
are b1; : : : ; bi+1 ∈Z4 such that
b1yr1+r2+1 + · · ·+ biyr1+r2+i + bi+1yr1+r2+i+1 =0:
Since yr1+r2+1; : : : ; yr1+r2+i are Z4-free, bi+1 =0. Since yr1+r2+i+1 ∈ Si+1; bi+1 = ± 1.
Therefore, bi+1 =2. Thus
2b1yr1+r2+1 + · · ·+ 2biyr1+r2+i =0;
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which implies 2b1 = · · ·=2bi =0. We write bi =2b′i , where b′i ∈Z4. Let
c= b′1yr1+r2+1 + · · ·+ b′iyr1+r2+i + yr1+r2+i+1;
then 2c=0, i.e., c∈ (2). Thus yr1+r2+i+1 ∈ Si+1, a contradiction. Our assertion is proved.
Therefore, yr1+r2+i+1 can be chosen in 4
m − 2m+i diHerent ways. By induction, the
number of ways of choosing yr1+r2+1; : : : ; yk equals
k−r1−r2−1∏
i=0
(4m − 2m+i)= (4m − 2m)(4m − 2m+1) · · · (4m − 2m+k−r1−r2−1):
Assume that yr1+r2+1; : : : ; yk have been chosen such that they generate a Z4-free
module of type 4k−r1−r2 , we choose 2y′r1+1;2; : : : ; 2y
′
r1+r2 ;2. Let H1 be the Z4-submodule
generated by 2yr1+r2+1; : : : ; 2yk , then |H1|=2k−r1−r2 . Clearly, 2y′r1+1;2 can be cho-
sen as any element in (2) \ H1. Thus, there are 2m − 2k−r1−r2 diHerent choices for
2y′r1+1;2. Assume that 2y
′
r1+1;2; : : : ; 2y
′
r1+j;2 (16 j6 r2− 1) have been chosen such that
2y′r1+1;2; : : : ; 2y
′
r1+j;2; yr1+r2+1; : : : ; yk generate a Z4-module of type 4
k−r1−r22j with the
basis {yr1+r2+1; : : : ; yk ; 2y′r1+1;2; : : : ; 2y′r1+j;2}. Let Hj be the Z4-module generated by
2yr1+r2+1; : : : ; 2yk ; 2y
′
r1+1;2; : : : ; 2y
′
r1+j;2, then |Hj|=2k−r1−r2+j. Clearly, 2y′r1+j+1;2 can be
chosen as any element in (2) \Hj. Thus, there are 2m− 2k−r1−r2+j diHerent choices for
2y′r1+j+1;2. By induction, the number of ways for choosing 2y
′
r1+1;2; : : : ; 2y
′
r1+r2 ;2 equals
r2−1∏
j=0
(2m − 2k−r1−r2+j)= (2m − 2k−r1−r2 )(2m − 2k−r1−r2+1) · · · (2m − 2k−r1−1):
Therefore, we have
|Uˆ |=K (m)k−r1−r2 ;r2 :
Lemma 6. {Uˆ |U is a submodule of Zk4} is a partition of GR(4m)k .
Proof. From the de4nition of Uˆ , we know that if U1 =U2, then Uˆ 1 ∩ Uˆ 2 = ∅. On the
other hand, for any (y1; y2; : : : ; yk)∈GR(4m)k , let
U = {(x1; x2; : : : ; xk)∈Zk4 | (x1; x2; : : : ; xk)(y1; y2; : : : ; yk)= 0}:
Clearly, U is a submodule of Zk4 and (y1; y2; : : : ; yk)∈ Uˆ . Therefore, {Uˆ |U is a sub-
module of Zk4} is a partition of GR(4m)k .
Lemma 7. If a1; a2; : : : ; ak ∈Zn4 are Z4-free, then a1; a2; : : : ; ak are free over GR(4m).
Proof. If a1; : : : ; ak are not free over GR(4m), then there exist y1; : : : ; yk ∈GR(4m), not
all of which are 0’s, such that
y1a1 + y2a2 + · · ·+ ykak =0: (12)
For i=1; 2; : : : ; k, we can write yi as follows:
yi =yi;1 + yi;2+ · · ·+ yi;mm−1; i=1; 2; : : : ; k; (13)
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where yi; j ∈Z4 for j=1; 2; : : : ; m and  is an element of order 2m−1 in GR(4m). Let
ai =(ai;1; ai;2; : : : ; ai;n); i=1; 2; : : : ; k; (14)
where ai;1; ai;2; : : : ; ai;n ∈Z4. Substituting (13) and (14) into (12), we get(
k∑
i=1
ai;1
m∑
l=1
yi; ll−1;
k∑
i=1
ai;2
m∑
l=1
yi; ll−1; : : : ;
k∑
i=1
ai;n
m∑
l=1
yi; ll−1
)
=(0; 0; : : : ; 0):
So
k∑
i=1
m∑
l=1
ai; jyi; ll−1 =
m∑
l=1
l−1
k∑
i=1
ai; jyi; l=0; j=1; 2; : : : ; n: (15)
Since any element of GR(4m) can be uniquely expressed as b1 + b2+ · · ·+ bmm−1,
where b1; b2; : : : ; bm ∈Z4, from (15) we get
k∑
i=1
ai; jyi; l=0; l=1; 2; : : : ; m; j=1; 2; : : : ; n: (16)
Since not all y1; y2; : : : ; yk are 0’s, there is at least an l (16 l6m) such that
(y1; l; y2; l; : : : ; yk; l) =0. Then from (16) we get
k∑
i=1
ai; jyi; l=0; j=1; 2; : : : ; n;
i.e.,
(y1; l; y2; l; : : : ; yk; l)


a1;1 a1;2 · · · a1; n
a2;1 a2;2 · · · a2; n
...
...
. . .
...
ak;1 ak;2 · · · ak;n

=(0; 0; : : : ; 0):
Thus,
y1; la1 + y2; la2 + · · ·+ yk;lak =0;
which contradicts that a1; a2; : : : ; ak are Z4-free. Therefore, a1; a2; : : : ; ak are free over
GR(4m).
3. Relations between the support weight distributions of a code and its dual
Recall that C is a Z4-linear code of type 4k and length n, {a1; : : : ; ak} is the free
basis of C and G is the generator matrix of C. Denote by C(m) the linear code over
GR(4m) with generator matrix G.
Proposition 8. The Hamming weight enumerator of C(m) is
Wm(z)=
k∑
r1=0
k−r1∑
r2=0
∑
U∈F(k−r1−r2 ;r2)
K (m)r1 ;r2z
n−(U ):
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Proof. By Lemma 7, we know that for any y1; y2 ∈GR(4m)k such that y1 =y2;
y1G =y2G. So Wm(z)=
∑
y∈GR(4m)k z
w(yG). From Lemma 6, we get
Wm(z)=
k∑
r2=0
k−r2∑
r1=0
∑
U∈F(r1 ;r2)
∑
y∈Uˆ
zw(yG):
Recall that (x) is the number of occurrence of x as a column in G and that (U )=∑
x∈U (x). For y∈ Uˆ , we have
w(yG)=
∑
x∈Zk4
(x)w(y x)= n−
∑
x∈U
(x)= n− (U ):
Therefore,
Wm(z) =
k∑
r2=0
k−r2∑
r1=0
∑
U∈F(r1 ;r2)
∑
y∈Uˆ
zn−(U )
=
k∑
r2=0
k−r2∑
r1=0
∑
U∈F(r1 ;r2)
K (m)k−r1−r2 ;r2z
n−(U )
=
k∑
r2=0
k−r2∑
r1=0
∑
U∈F(k−r1−r2 ;r2)
K (m)r1 ;r2z
n−(U )
=
k∑
r1=0
k−r1∑
r2=0
∑
U∈F(k−r1−r2 ;r2)
K (m)r1 ;r2 z
n−(U ):
Proposition 9. Wm(z)=
∑m
r1=0
∑m−r1
r2=0 K
(m)
r1 ;r2A
(r1 ; r2)(z).
Proof. By Proposition 8,
Wm(z)=
k∑
r1=0
k−r1∑
r2=0
∑
U∈F(k−r1−r2 ;r2)
K (m)r1 ;r2z
n−(U ):
From Lemmas 3 and 4, we have∑
U∈F(k−r1−r2 ;r2)
zn−(U )
=
∑
C1∈C(r1 ;r2)
zn−(D
⊥
C1
)
=
∑
C1∈C(r1 ;r2)
zws(C1)
=A(r1 ; r2)(z):
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Thus,
Wm(z)=
k∑
r1=0
k−r1∑
r2=0
K (m)r1 ;r2A
(r1 ; r2)(z):
There are two cases:
1. m6 k. When r1¿m, we have K
(m)
r1 ;r2 = 0. When r16m and r2¿m − r1, we have
K (m)r1 ;r2 = 0. So
Wm(z)=
k∑
r1=0
k−r1∑
r2=0
K (m)r1 ;r2A
(r1 ; r2)(z)=
m∑
r1=0
m−r1∑
r2=0
K (m)r1 ;r2A
(r1 ; r2)(z):
2. m¿k. When r1¿k, we have A(r1 ; r2)(z)= 0. When r16 k and r2¿k−r1, we have
A(r1 ; r2)(z)= 0. So
Wm(z)=
k∑
r1=0
k−r1∑
r2=0
K (m)r1 ;r2A
(r1 ; r2)(z)=
m∑
r1=0
m−r1∑
r2=0
K (m)r1 ;r2A
(r1 ; r2)(z):
Let C⊥ ⊆ Zn4 be the dual code of C and (C(m))⊥ ⊆ GR(4m)n be the dual code of
C(m). We know that C⊥ is generated by the parity check matrix of C. It can be easily
proved that (C(m))⊥ is also generated by the parity check matrix of C. Let W ′m(z) be
the Hamming weight enumerator of (C(m))⊥ and B(r1 ; r2)(z) be the (r1; r2)th support
weight distribution function of C⊥. From the discussion above, we have
W ′m(z)=
m∑
r1=0
m−r1∑
r2=0
K (m)r1 ;r2B
(r1 ; r2)(z):
From the MacWilliams-type identity
Ham(C(m))⊥(x; z)= |C(m)|−1 HamC(m) (x + (4m − 1)z; x − z)
established in [6] we obtain
W ′m(z)=
1
|C(m)| [1 + (4
m − 1)z]nWm
(
1− z
1 + (4m − 1)z
)
(17)
and from Proposition 9 we get
Theorem 10. For all m¿ 0, we have
m∑
r1=0
m−r1∑
r2=0
K (m)r1 ;r2B
(r1 ; r2)(z)
= 4−mk [1 + (4m − 1)z]n
m∑
r1=0
m−r1∑
r2=0
K (m)r1 ;r2A
(r1 ; r2)
(
1− z
1 + (4m − 1)z
)
:
Remark. Theorem 10 can be generalized directly to linear codes of type (pe)k over
Zpe , where p is a prime number and e is a positive integer. For a Z4-linear code of
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type 4k12k2 , its subcodes are so complicated that Lemma 5 does not hold, and hence,
we cannot get the similar relation.
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