Abstract: In [5], a pair of dynamic programming inequalities were derived for the 'separated' ergodic control problem for partially observed Markov processes, using the 'vanishing discount' argument. In this note, we strengthen these results to derive a single dynamic programming equation for the same.
Introduction
In [5] , one of us extended the 'vanishing discount' argument for dynamic programming of ergodic control of Markov chains on a discrete state space to the problem of ergodic control of partially observed Markov processes in a finite dimensional Euclidean space. Specifically, a pair of dynamic programming inequalities is derived. These in turn yield necessary / sufficient conditions for optimality. The aim of the present note is to show that one can in fact replace these by a single dynamic programming equation which is the exact counterpart of the corresponding equation for completely observed Markov chains on a discrete state space.
The next section recalls the problem framework and the underlying assumptions. Section 3 recalls the vanishing discount argument of [5] . Section 4 describes the key step in the vanishing discount limit that facilitates the above, viz., an equicontinuity result for the renormalized discounted value function. This leads to the dynamic programming equation we seek. Section 5 states the implications to ergodic control of partially observed diffusions along the lines of [5] .
The control problem
Let Polish spaces S, W, U denote resp. the state, observation and control spaces with the additional restrictions that S be a finite dimensional Euclidean space and U compact. We shall denote by P(· · ·) the Polish space of probability measures on the Polish space '· · ·' with the Prohorov topology ( [3] , Chapter 2). Let {X n } be an S−valued controlled Markov chain with associated U −valued control process {Z n } and W −valued observation process {Y n }. The controlled transition kernel is given by the map
assumed to be continuous. Let λ denote the Lebesgue measure on S. We assume the existence of an η ∈ P(W ) and
for Borel A ⊂ S, A ⊂ W . Call {Z n } strict sense admissible if it is adapted to σ(Y m , m ≤ n), n ≥ 0. The ergodic control problem under partial observations in its original form is to minimize over all such {Z n } the 'ergodic cost'
for a prescribed k ∈ C b (S × U ). As in [5] , we shall consider a relaxation of this problem that allows for a larger class of controls, the so called wide sense admissible controls. To define these, we consider {X n } as being generated by a recursion
where {ξ n } are i.i.d., uniformly distributed on [0, 1] . This is always possible on a possibly augmented probability space by the results of [2] . We may then view all the above processes as being realized on the 'canonical' path space (Ω, F, P ). (See [5] for a detailed construction.) Define a new probability measure P 0 on (Ω, F) by: If P n , P 0n denote restrictions of P, P 0 resp. to
whereφ(x, u, z)
g., we may suppose that F = ∨ n F n , whence the above defines a probability measure on (Ω, F) as desired. Under P 0 , {Y n } are i.i.d. with law η, ({Y m }, {ξ m }, X 0 ) is an independent family, and for each n, Y n is independent of X m+1 , Y m , Z m , m < n. {Z n } is said to be wide sense admissible if for each n,
Clearly this includes the strict sense admissible controls. Also, a wide sense admissible control is specified by specifying the joint law of {Y n }, {Z n }.
Letting π n denote the regular conditional law of X n given Y m+1 , Z m , m < n, for n ≥ 0, {π n } is given recursively by the nonlinear filter
Also, (2) can be written as
This allows us to consider the equivalent, so called 'separated' control problem of controlling the P(S)−valued controlled Markov process {π n } described by (5) over wide sense admissible {Z n } with the objective of minimizing (6) .
As in [5] , we make the following assumption:
where
As observed in [5] , π 0 ∈ P 0 (S) implies π n ∈ P 0 (S) a.s. for all n, enabling us to view {π n } as a process in P 0 (S).
The vanishing discount limit
As in [5] , we view the ergodic control problem as the vanishing discount limit of the discounted cost control problem that seeks to minimize
where α ∈ (0, 1) is the discount factor. Define the discounted value function V α (π) as the infimum of (7) over all wide sense admissible controls when π 0 = π. This satisfies the dynamic programming equation
is the controlled transition kernel of the P 0 (S)−valued controlled Markov process {π n }. The continuity of this in π, u can be easily verified. The renormalized value function
Then by a simple algebraic manipulation from (8), we obtain
In [5] , it is shown thatV α (π) remains bounded ∀π as α → 1. This allows one to pass though the limsup, resp. liminf, as α → 1 along a subsequence {α(n)} in (9) to obtain a pair of 'dynamic programming inequalities' for the ergodic control problem, satisfied resp. by V * (·)
. See [5] for details. A key step in this procedure is the following: Given a {X n ,Ŷ n , Z n ,ξ n ,π n } (withπ 0 = π) as above with a wide sense admissible {Z n }, we construct on a common probability space another quintuplet {X n ,Ỹ n , Z n ,ξ n ,π n } with a common control process {Z n } that is wide sense admissible for both, and withπ 0 = π (say). Furthermore, on a possibly larger probability space, there exists a stopping time τ such that E[τ ] satisfies a bound
for some K > 0, uniformly w.r.t. the choice of {Z n } and the regular conditional laws ofX τ +m ,X τ +m , m ≥ 1, coincide. The construction is rather complicated and we refer the reader to [5] for details to avoid unnecessary repetition. As in [5] , we then have
where the supremum throughout is over all wide sense admissible {Z m } and the last equality follows from the earlier observation regarding regular conditional laws of {X τ +m }, {X τ +m } given F τ . Using the boundedness of k and (10), we conclude the boundedness of the l.h.s. uniformly in α as α → 1.
In the next section we stretch this argument a little further and show thatV α , α ∈ (0, 1), is in fact an equicontinuous family. Since it is pointwise bounded, the Arzela-Ascoli theorem implies that it is relatively compact in C(P 0 (S)).
Main results
From the above calculation, we have for M ≥ 1,
for a suitable constant K 1 > 0. As before, each supremum is over all wide sense admissible controls. Fix δ > 0 and take M large enough such that the second term on the right is less than δ/2. (This is possible ny (10).) We claim that the first term on the right can then be made smaller than δ/2 if π,π are close enough w.r.
t. the Prohorov metric ρ(·, ·) on P(S) ([3], Chapter 2).
For this purpose, consider {Y n }, {Z n }, {ξ n } on (Ω, F, P 0 ) and {X n } generated by (3) with X 0 = x. Fix n, 0 ≤ n ≤ M , and define 
. From the continuity of ϕ, it follows that the laws of (X 
In particular, this implies that we can make the first term on the r.h.s. of (11) less than δ/2 by making ρ(π, π ) small enough. Thus we have: Corollary 3.1V α , α ∈ (0, 1), is an equicontinuous, pointwise bounded family in C(P 0 (S)).
Thus by the Arzela-Ascoli theorem, it is relatively compact in C(P 0 (S)). Note that the term (1 − α)V α (π * ) is bounded uniformly in α ∈ (0, 1). Thus we may take a subsequence α(n) → 1 in (9) such that
Passing to the imit in (9), one has the dynamic programming equation for ergodic control of the separated control problem:
By a standard measurable selection theorem [6] , there exists a measurable v : P 0 (S) → U such that v(π) attains the minimum on the r.h.s. for each π. Then we have:
The dynamic programming equation (13) has a solution (V * (·), β) ∈ C(P 0 (S))×R where β is the optimal cost regardless of the initial law.
(ii) Z n = v(π n ), n ≥ 0, for v(·) as above is optimal. Conversely, if (π n , Z n , n ≥ 0) is an optimal stationary pair, then
a.s. w.r.t. the law of π n . This is proved exactly as in [4] , pp. 680-1.
Controlled diffusions
In this section we state without proof the implications to ergodic control of partially observed diffusions. The details exactly mimick those of [5] and are therefore omitted.
T controlled by a P(U )− valued 'relaxed' control process Z(·), and the associated R r −valued observation process Y (·) are described by the stochastic differential equations
where:
where C, B are as before, the expectation E[·] is under any arbitrary wide sense admissible control, and
for f ∈ C 2 (R d ). As before, one considers the equivalent separated control problem of controlling the P(R d )−valued process {π t } of regular conditional laws of X(t)
This evolves according to the Fujisaki-Kallianpur-Kunita equation
where,
• f ∈ C As in [5] , we observe that π 0 ∈ P 0 (R d ) implies π t ∈ P 0 (R d ) a.s. for t ≥ 0 and thus we may view {π t } as a P 0 (R d )−valued process. Our main result is:
Theorem 4.1 There exist V * ∈ C(P 0 (R d )), γ ∈ R d , such that γ is the optimal cost regardless of the initial law and for all t > 0,
where the infimum is over all wide sense admissible controls. In particular, (V * (π t ) − t 0 (π s (k(·, Z(s))) − γ)ds, G t ) is a submartingale and if it is a martingale, (π t , Z(t), t ≥ 0) is an optimal pair. Conversely, it is a martingale if (π t , Z(t), t ≥ 0) is an optimal stationary pair.
This follows exactly as in Theorem 5.1 of [5] via an embedded discrete problem, the latter being handled as in the preceding section.
