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Abstract
The FKG inequality and associated inequalities have been extensively studied in the literature. The FKG inequality has been
extended to a 2m-function inequality which relates to some interesting permanental inequalities. In this paper, we prove some
related inequalities and also give a simple alternative proof of the 2m-function inequality. Our proofs use tools of majorization
theory and are thus based on a completely different approach than the usual one.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The FKG inequality [2] has been extensively studied in the literature. As described in Rinott and Saks [7], this in-
equality has been applied inmany ﬁelds, including combinatorics, statistical mechanics, reliability theory and stochastic
inequality. For further motivation and discussion on these inequalities and some examples and applications, we refer
to Karlin and Rinott [5], Rinott and Saks [8] and Graham [3].
The FKG inequality was generalized by Holley [4] for two densities and then by Ahlswede and Daykin [1] as a
4-function theorem. This was in turn further generalized by Rinott and Saks [7] into a 2m-function inequality.
We give below the one-dimensional version of this inequality from Rinott and Saks [7]. The general k-dimensional
version of this inequality can be deduced from this by standard induction arguments.
Theorem 1.1. Let f1, f2, . . . , fl and g1, g2, . . . , gl be non-negative real-valued functions deﬁned on R that satisfy
the following condition: for every sequence x1, x2, . . . , xl of elements from R,
f1(x1)f2(x2) . . . fl(xl)g1(x∗1 )g2(x∗2 ) . . . gl(x∗l ), (1.1)
where (x∗1 , x∗2 , . . . , x∗l ) denotes the decreasing rearrangement of (x1, x2, . . . , xl). Then, assuming integrability,∫
R
f1(x) d(x)
∫
R
f2(x) d(x) . . .
∫
R
fl(x) d(x)
∫
R
g1(x) d(x)
∫
R
g2(x) d(x) . . .
∫
R
gl(x) d(x), (1.2)
for every -ﬁnite measure  on R.
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Rinott and Saks [7] prove this inequality by deriving some results related to permanents and use arguments involving
sublattices of {0, 1}n.
In Section 2, we give some inequalities for functions which satisfy (1.1). Using these inequalities, we obtain a simple
proof of Theorem 1.1. Our method of proof of these inequalities is based on concepts of majorization and so, it is
different from the one usually used in similar contexts.
2. Main results
For the sake of completeness, we give the deﬁnition of weak submajorization.
Deﬁnition 2.1. For x = (x1, . . . , xl) ∈ Rl , let the coordinates of x be ordered from largest to smallest as x[1], . . . , x[l].
For a, b ∈ Rl , a is said to be weakly submajorized by b or, a≺b if
t∑
1
a[i]
t∑
1
b[i], t = 1, . . . , l.
The following lemma will be used later.
Lemma 2.1. For z ∈ Rl , deﬁne
t (z) =
∑
1 i1<···<it  l
exp(zi1 + · · · + zit ). (2.1)
Then, for each t = 1, . . . , l,
a≺b ⇒ t (a)t (b).
Proof. The proof follows from Theorem 1.8 of Marshall and Olkin [6] after noting that t (z) is Schur-convex and
increasing. 
We now state the main results.
Theorem 2.1. Let f1, . . . , fl and g1, . . . , gl be non-negative functions satisfying (1.1). Then, for x1, . . . , xn ∈ R,
l∏
i=1
⎛
⎝ n∑
j=1
fi(xj )
⎞
⎠ 
l∏
i=1
⎛
⎝ n∑
j=1
gi(xj )
⎞
⎠
. (2.2)
Theorem 2.2. If there exists x ∈ R such that xxn · · · x1 and fi(x) = gi(x) = 1 for i = 1, . . . , l, then,
(a1, . . . , al)≺(b1, . . . , bl),
where at = log
(∑n
j=1 ft (xj )
)
, bt = log
(∑n
j=1 gt (xj )
)
, for 0 t l.
Theorem 2.3. Under the conditions of Theorem 2.2, the following holds:
⎛
⎝1 +
n∑
j=1
f1(xj )
⎞
⎠ . . .
⎛
⎝1 +
n∑
j=1
fl(xj )
⎞
⎠

⎛
⎝1 +
n∑
j=1
g1(xj )
⎞
⎠ . . .
⎛
⎝1 +
n∑
j=1
gl(xj )
⎞
⎠
. (2.3)
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Theorem 2.4. For fi , gi as in Theorem 2.2, if there exists x ∈ R, such that fi(x) = gi(x) = 1, for i = 1, . . . , l,
then,
(a1, . . . , al)≺(b1, . . . , bl),
where at = log(
∫ q
p
ft (z) d(z)), bt = log(
∫ q
p
gt (z) d(z)), where xp<q and 0 t l, for every -ﬁnite measure 
on R.
In order to prove the theorems, we ﬁrst deﬁne the following operations.
Deﬁnition 2.2. For a matrix A, let RA(k1, k2, . . . , kl) denote the operation of multiplying the ith row of A by ki, i =
1, 2, . . . , l, where
∏l
i=1 ki = 1 and ki > 0 for i = 1, 2, . . . , l. For two matrices A and B, let RA,B(t; ) denote the
operation of multiplying the tth row of both the matrices A and B by , > 0.
Then the following lemma follows from Deﬁnition 2.2.
Lemma 2.2. For f and g as in (1.1), let
F = [fi(xj )], G = [gi(xj )], i = 1, . . . , l, j = 1, . . . , n,
where x1 · · · xn. The inequalities in (1.1) and (2.2) remain unchanged if we replace F and G by the corresponding
matrices derived from the following operations:
1. The operation RF (k1, k2, . . . , kl) on F or RG(k1, k2, . . . , kl) on G.
2. The operation RF,G(t; ) on F and G.
Proof of Theorems 1.1 and 2.4. These follow fromTheorems 2.1 and 2.2, respectively, using the deﬁnition of deﬁnite
integral. 
Remark 2.1. If non-negative fi, gi, i =1, . . . , l attains the values 0 somewhere, then we can ﬁrst consider the domain
of these functions to be a bounded interval. If we consider fi(x) +  and gi(x) +  in place of fi(x) and gi(x),
respectively, where 0< >, then, all the results will hold for fi(x) +  and gi(x) + . Then taking  → 0, all results
below hold for fi, gi in any bounded interval and hence on R.
Proof of Theorems 2.1–2.3. We ﬁrst prove the following three steps:
Step 1: Theorem 2.2 is true for n = m ⇒ Theorem 2.3 is true for n = m.
Step 2: Theorem 2.3 is true for n = m ⇒ Theorem 2.1 is true for n = m + 1.
Step 3: Theorem 2.1 is true for n = m + 1 ⇒ Theorem 2.2 is true for n = m + 1.
Then, noting that Theorems 2.1 and 2.2 are trivially true for n=1, the proofs of Theorems 2.1–2.3 follow by induction
using steps 1–3.
Proof of Step 1. The L.H.S. of (2.3) simpliﬁes to
1 + 1(a) + · · · + l (a), (2.4)
where a = (a1, . . . , al). Similarly, the R.H.S simpliﬁes to
1 + 1(b) + · · · + l (b), (2.5)
where b = (b1, . . . , bl).
Since Theorem 2.2 is true for n = m, using Lemma 2.1, Theorem 2.3 for n = m follows from (2.4) and (2.5).

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Proof of Step 2. By suitable operations as deﬁned in Lemma 2.2, we may obtain the following matrices F (1) and G(1)
from the matrices F and G, respectively, with n = m + 1
F (1) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
f
(1)
11 f
(1)
12 . . . f
(1)
1(m) 1
f
(1)
21 f
(1)
22 . . . f
(1)
2(m) 1
...
...
...
... 1
...
...
...
... 1
f
(1)
l1 f
(1)
l2 . . . f
(1)
l(m) 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (2.6a)
G(1) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
g
(1)
11 g
(1)
12 . . . g
(1)
1(m) c
g
(1)
21 g
(1)
22 . . . g
(1)
2(m) 1
...
...
...
... 1
...
...
...
... 1
g
(1)
l1 g
(1)
l2 . . . g
(1)
l(m) 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (2.6b)
where
c = g1(xm+1) . . . gl(xm+1)
f1(xm+1) . . . fl(xm+1)
1.
By Lemma 2.2, the inequalities in (1.1) and (2.2) remain unchanged if we use F (1) and G(1) instead of the matrices F
and G, respectively.
Note that if c=1, F (1) and G(1) still satisfy (1.1). Since Theorem 2.3 is true for n=m, (2.3) holds with fi(xj )=f (1)ij
and gi(xj ) = g(1)ij , i = 1. . . . , l, j = 1, . . . , m.
Hence, for c1,⎛
⎝1 +
m∑
j=1
f1j
⎞
⎠ . . .
⎛
⎝1 +
m∑
j=1
flj
⎞
⎠ 
⎛
⎝c +
m∑
j=1
g1j
⎞
⎠ . . .
⎛
⎝1 +
m∑
j=1
glj
⎞
⎠
.
Thus, (2.2) holds for elements of matrices F (1) and G(1) and hence (2.2) holds for elements of F and G too. This
proves Theorem 2.1 for n = m + 1. 
Proof of Step 3. Consider the sequence x, x, . . . , x, xi1 , . . . , xit of length l, with xxi1 , . . . , xit , with t l. Then,
with fi, gi as in Theorem 2.2 and applying (1.1) to this sequence, we have
f1(xi1), f2(xi2), . . . , ft (xit )g1(x∗i1), g2(x
∗
i2), . . . , gt (x
∗
it
), (2.7)
where (x∗i1 , . . . , x
∗
it
) denotes the decreasing rearrangement of xi1 , . . . , xit .
Thus, (1.1) holds for functions f1, f2, . . . , ft and g1, g2, . . . , gt on a sequence of size t from x1, x2, . . . , xm+1.
Since Theorem 2.1 is true for n = m + 1, it follows that
a1 + a2 + · · · + atb1 + b2 + · · · + bt , (2.8)
where ai, bi, i = 1, . . . , t are as deﬁned in Theorem 2.2 with n = m + 1.
Note that (2.8) is derived starting from any permutation of f1, . . . , fl and with all t = 1, 2, . . . , l. Hence it follows
that (a1, . . . , al)≺(b1, . . . , bl) and thus Theorem 2.2 follows for n = m + 1. Thus, Step 3 is proved. 
3. Some additional results
In this section we state some results on functions satisfying (1.1). Their proofs follow along the line of proof used
in Section 2 and hence these are omitted.
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Theorem 3.1. Let F and G be l × n as deﬁned earlier. Let xxn · · · x1 be such that fi(x) = gi(x) = 1 for each
i = 1, 2, . . . , l. Then,
(log f1(xi), . . . , log fl(xi))≺(log g1(xi), . . . , log gl(xi)) (3.1)
for each i = 1, . . . , n.
Theorem 3.2. Under the assumptions of Theorem 3.1, the following inequalities hold.
1.
∏n
j=1
(∑l
i=1 fi(xj )
)

∏n
j=1
(∑l
i=1 gi(xj )
)
.
2.
∑l
i=1
(∏n
j=1 fi(xj )
)

∑l
i=1
(∏n
j=1 gi(xj )
)
.
3.
∑
t
(∏
i+j t fi(xj )
)

∑
t
(∏
i+j t gi(xj )
)
.
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