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Abstract
The rapid heating and cooling dynamics of thin solid foils driven by an ultraintense (∼ 1018Wcm−2) picosecond laser
pulse has been experimentally studied through time-integrated and time-resolved x-ray emission spectroscopy as well
as 2D x-ray imaging. Targets consisted of plastic foils with buried Al or Al42Ti58 layers, with Al as a tracer to infer the
plasma conditions. Our measurements indicate that the Al K-shell emission occurs over a shorter duration and from
a narrower region in AlTi mixtures compared to pure Al samples. The experimental data are consistent with a simple
model describing the fast heating and expansion of the foil target, and pinpoint the importance of radiative cooling in
high-Z samples.
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1. Introduction
Radiative cooling plays a major role in inertial con-
finement fusion [1], magnetic confinement fusion [2],
and laser-produced plasmas [3]. The plasma cooling
function is also an important property in many astro-
physics settings, including highly collimated jets [4],
star formation [5], or the interstellar medium [6]. Radia-
tive effects are strongly dependent on the atomic num-
ber (Z) of the medium considered. Laser-based plasma
experiments on radiative collapse relevant to astrophys-
ical jets have thus shown that high-Z (Fe or Au) jets
are narrow and collimated, whereas lower-Z (CH or Al)
plasma jets were much broader [7]. However, no di-
rect evidence of the enhanced cooling of low-Z, mul-
ticharged ions within a low-Z/high-Z mixture has been
provided yet. Such measurements would help advance
our understanding of nonlocal thermodynamic equilib-
rium (NLTE) radiative processes, which may critically
affect the thermodynamic and energy transport proper-
ties of high-energy-density plasmas (HEDPs) [8]. As
of now, the lack of experimental data under such con-
ditions hampers the validation of NLTE atomic models
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in HEDPs [9], and so there is a pressing need for highly
resolved, laser-based experiments under well-controlled
conditions.
In past two decades, ultraintense (> 1018 Wcm−2),
short-pulse (∼ 0.1 − 1 ps) lasers have proven to be effi-
cient tools to generate hot (& 0.1 keV) plasmas at near-
solid density [10, 11, 12, 13, 14, 15, 16, 17, 18, 19].
In related experiments, the plasma heating results from
the rapid slowdown of the MeV-range nonthermal elec-
trons generated at the irradiated target side. The current
density of those fast electrons is usually high enough
that, besides direct collisions with target particles, the
dominant heating process is the ohmic dissipation of
the inductive return current formed by collisional back-
ground (thermal) electrons [20, 21, 22]. While many
works aimed at characterizing and modeling the fast
heating dynamics of thin (∼ µm) targets irradiated by
ultraintense laser pulses, the associated radiative cool-
ing mechanisms remain little addressed [23, 24].
This paper reports on experimental measurements of
the heating (and cooling) of a metallic layer buried in
a plastic foil driven by an ultraintense picosecond laser
pulse. In order to isolate the effect of radiative losses
under otherwise similar conditions, we varied the com-
position of the buried layer (or “sample”), employing ei-
ther Al or Al42Ti58, where Al served as a spectroscopic
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tracer. The experimental Al K-shell emission was found
to be shorter in time, and to originate from a smaller
region, when Ti was mixed with Al. The variation in
the x-ray emission duration is consistent with a detailed
analysis of the Al K-shell spectra, based on a reduced
model for the target heating and relaxation dynamics.
This agreement suggests that the observed narrower x-
ray emissive region in AlTi mixtures mainly originates
from enhanced radiative losses.
2. Experimental setup
The experiment was performed using the LULI2000
laser system, which delivered a frequency-doubled
pulse of 0.527 µm wavelength, 1.3 ps FWHM duration
and 15 J energy. It was focused to a 14 µm FHWM spot
size (deduced from the 156 ± 15 µm2 area of the fo-
cal spot measured at low fluence), yielding an on-target
intensity of a few 1018Wcm−2 (assuming 20% of the
laser energy was contained within the first lobe). De-
spite frequency doubling, a residual prepulse of inten-
sity 6×10−6 times that of the main pulse was measured.
The targets, irradiated at a 25◦ angle from
the surface normal, were 500 µm wide, square-
shaped, three-layer foils. They were composed
of 2 µmC8H8/0.2 µmX/2 µmC8H8, where the buried
layer X (or “sample”) was either made of Al or Al42Ti58.
The areal mass of the targets was measured through
Rutherford backscattering at CEA, from which the
solid density of the Al42Ti58 layer was deduced (ρ =
4.2 g/cm3).
The first diagnostic was a space- and time-integrated
von Hamos x-ray spectrometer (henceforth referred to
as VH) placed at ∼ 48◦ from the rear surface normal. It
consisted of a pentaerythritol (PET) cylindrically bent
crystal designed to record the Al K-shell spectra from
the 1s2 − 1s2p (Heα ) to the 1s− 3p (Lyβ ) lines onto an
image plate (IP) detector with a 2.2 eV spectral resolu-
tion.
In addition, a time-resolved x-ray spectrometer (re-
ferred to as PolyX) placed along the front surface nor-
mal measured the temporal evolution of some of the Al
K-shell lines (Lyα and Heβ ). It comprised a curved
cesium hydrophthalate (CsAP) crystal coupled to a pi-
cosecond streak camera, so as to produce time-resolved
spectra with a 2 ps resolution [25]. The on-axis x-ray
emission was first collected and collimated by a matrix
of hollow glass capillaries, which ensured a high collec-
tion angle and transmission over a broad spectral range
(∼ 1− 10 keV) [26]. X rays were transported a few tens
of cm and focused onto the 15 mm long, 100 µm wide
entrance slit of the streak camera. This allowed the hard
x-ray emission level to be reduced at the entrance slit of
the streak camera, and thus the signal-to-noise ratio to
be optimized.
Finally, a two-channel, high-resolution x-ray imager
(FUHRI [27]) was designed to record the Heβ line in
the spectral range 1850 ± 50 eV and the Lyβ line in
the spectral range 2050 ± 50 eV, with a resolution of
2.7 ± 0.3 µm. It was made of two Fresnel phase zone
plates fabricated from the same substrate, and located
26 cm away from the plasma, each associated with one
multilayer mirror for spectral selection [28]. Both im-
ages were recorded by one CCD camera. The spatial
resolution was measured at the PTB synchrotron radi-
ation facility and at the CEA EQUINOX laser facil-
ity [29].
3. Experimental results
The measured Al K-shell spectra in Fig. 1 show lines
from He-like and H-like Al ions that mainly depend on
the achieved density and temperature. In the tempera-
ture range explored in the experiment, the ratio of the
area under the Heβ line profile to that under the Lyβ
line (called line ratio thereafter) is very sensitive to the
electron temperature. The plasma is optically thin for
these two lines. Note that the number of Al atoms de-
creases from pure Al to Al42Ti58 samples, reducing the
signal-to-noise ratio on the IP. Nevertheless, line ratios
are similar in both plasmas, suggesting that they have
been heated up to similar maximum electron tempera-
tures (Te,max).
Figure 2 displays typical FUHRI images of the x-ray
emissive regions in the pure Al plasma, in the Heβ (left)
Figure 1: Time-integrated Al K-shell spectra recorded with the VH
spectrometer (averaged over 7 Al shots and 3 Al42Ti58 shots), com-
pared with spectra from two different models (see text). Spectra from
the pure Al layer were artificially shifted by a factor of 10 for clarity.
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Figure 2: Images of the Heβ (left) and Lyβ (right) line emission
sources from a pure Al sample, as recorded by the FUHRI diagnostic.
Red curves plot the half-maximum intensity contours.
Al Al42Ti58
Heβ 1210 ± 180 880 ± 130
Lyβ 660 ± 100 610 ± 90
Table 1: Areas (in µm2) of the Al Heβ and Lyβ emissive zones, aver-
aged over 8 Al and 3 Al42Ti58 shots.
and Lyβ (right) spectral ranges. The emission spot size
of the Lyβ line appears to be smaller than that of the Heβ
line, an expected result since the former corresponds to
a higher ionization state of the Al plasma. Table 1 gath-
ers the measured values of the emissive areas (delimited
by the half-maximum intensity contours and averaged
over a few shots). Note that those values largely ex-
ceed the 156 ± 15 µm2 laser spot area as measured at
low fluence. The Al Heβ line emission spot shrinks sig-
nificantly in the AlTi mixture. This trend is less pro-
nounced for the Lyβ line emission. This indicates that
the hotter central region, which mainly accounts for the
Lyβ radiation, has a similar size in both cases, but also
that the moderately heated region associated with the
Heβ radiation is wider in Al than in Al42Ti58.
Figure 3 presents the time evolution of the Al Lyβ line
emission from the Al and Al42Ti58 samples, as measured
by the PolyX diagnostic. Both the Al Lyα and Heβ lines
from the Al plasma were measured with this diagnos-
tic, but it was not possible to record the Heβ line with
a sufficient signal-to-noise ratio in the Al42Ti58 case.
The measured FWHM durations of the Lyα and Heβ
line emissions are summarized in Table 2. The Lyα line
emission appears to be shorter in Al42Ti58, indicative of
a faster recombination caused by a larger electron den-
sity and enhanced radiative cooling.
Figure 3: Temporal evolution of the Al Lyα emission measured with
PolyX. The black and red lines plot the results of the model coupled
to spect3D (see text).
Al Al42Ti58
Heβ 8.1 ± 0.1 -
Lyα 9.7 ± 1.8 6.9 ± 0.5
Table 2: FWHM duration (in ps) of the Al Heβ and Lyα emission
measured with PolyX (averaged over 8 Al shots and 3 Al42Ti58 shots).
4. Modeling of the plasma emission dynamics
The most accurate description of the ultrafast dy-
namics of solid-density plasmas subject to intense laser
pulses is nowadays provided by particle-in-cell (PIC)
kinetic simulation codes, enriched with collisional and
atomic physics models [17, 30, 31, 32]. Yet, due to their
computational cost, such simulations remain difficult to
perform in multidimensional geometries over the multi-
picosecond time scales relevant to our measurements.
As a much simpler alternative, we have turned to a
semi-analytical 0D model [33] in order to reproduce the
measured time-integrated x-ray spectra and their tem-
poral dynamics. This model describes the heating and
expansion of a uniformly heated, thin plasma slab in-
duced by a dilute hot-electron population. The 0D as-
sumption is justified by the laser spot size and the hot-
electron deceleration length being much larger than the
target thickness. This model was proposed and detailed
in Ref. [33], where it was shown to provide a satisfac-
tory match to optical interferometric measurements of
the dynamics of laser-driven foil targets. In the follow-
ing, we will only recall its main features.
The relaxation of the hot electrons (subscript h)
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through the target is solved using a multi-group ap-
proach, assuming an initial energy distribution of the
form fh(E) ∝ exp(−E/kBTh0) between Emin = 10 keV
and Emax = 10Th0. This distribution is decomposed into
N = 100 groups, each having a numerical weight given
by pi = exp(−Ehi/Th0)/
∑N
i=1 exp(−Ehi/kBTh0). The en-
ergy equations obeyed by the ith hot-electron group and
the bulk electrons (subscript e) and ions (subscript i) are:
dEhi
dt
=
Le(t)
Lh(t)
Π(Ehi, ne,Z
∗)vhi −
Le(t)
Lh(t)
η(Te) j
2
h
nh
+
dEhi
dt
∣∣∣∣
ad
, (1)
Ce(Te)
dTe
dt
= nh
N∑
i=1
piΠ(Ehi, ne,Z
∗)vhi − Qr
+ η(Te) j
2
h/Ce − Gei(Te − Ti) +Ce
dTe
dt
∣∣∣∣
ad
, (2)
Ci(Ti)
dTi
dt
= Gei(Te − Ti) +Ci
dTi
dt
∣∣∣∣
ad
. (3)
We have introduced vhi the velocity of the ith hot-
electron group, Π(Ehi, ne,Z
∗) the stopping power due
to bound and free (bulk) electrons as well as to plas-
mons [34], nh and jh the number and current densi-
ties of the fast electrons, ne the bulk electron density,
Z∗ the ionization degree [35], and η the electrical re-
sistivity [36]. Lh(t) and Le(t) denote the longitudinal ex-
tents of the hot and bulk populations, which are assumed
to expand self-similarly [37]. In the two-temperature
model of the bulk target, Ce and Ci are the electron [38]
and ion [39] heat capacities, and Gei is the electron-ion
coupling parameter [33]. The radiated power density
is expressed as Qr ≡ frQBQBB/(QB + QBB), where QB
and QBB represent, respectively, the Bremsstrahlung and
the black-body radiation [40], and fr is an adjustment
factor. The terms dEhi/dt|ad, dTe/dt|ad, and dTi/dt|ad
describe the adiabatic cooling of the hot electrons and
bulk populations during their expansion. In Eq. (1) the
factor Le/Lh in the stopping power and resistive terms
measures the reduction in the energy transfer due to the
hot electrons’ expanding on a distance (Lh) larger than
the bulk target size (Le). The right-hand term in Eq. (1)
accounts for the slowing down induced by the resistive
field E ∼ η jh. Once the hot electrons start recirculat-
ing through the target, we expect their net current and
the associated resistive heating to drop significantly. In
practice, jh is thus assumed to vanish for times larger
than the average transit time of the hot electrons through
the target.
The system dynamics, which is solved numerically,
is therefore uniquely governed by the input (initial)
Figure 4: Evolution of the plasma temperatures in Al as predicted by
the model with 〈Eh〉 = 150 keV, nh0 = 4.1 × 10
21 cm−3, and fr = 2.5.
parameters Th0, nh0, Te0, and Ti0. Thermal equilib-
rium at room temperature is initially assumed for the
bulk target (Te0 = Ti0 = 300K). The initial hot-
electron temperature, is estimated from Beg’s law [41],
Th0[keV] ≃ 215 (I0λ
2
0
/1018Wcm−2 µm2)1/2. In those
calculations, the maximum foil temperature, Te,max, can
be considered as a variable parameter, controlled by the
initial fast-electron density, nh0, to obtain the best agree-
ment with the time-integrated VH spectra. Moreover,
we have adjusted the radiative loss factor, fr, so as to
best reproduce the time-resolved PolyX data.
As a typical example, Fig. 4 presents the temporal
evolution of the average hot-electron energy, 〈Eh〉, and
of the plasma temperatures, as predicted by the model
for Th0 = 150 keV, nh0 = 4.1 × 10
21 cm−3, and fr = 2.5.
The relaxation of the average hot-electron energy takes
about ∼ 10 ps, whereas the bulk-electron temperature
reaches a maximum of ≃ 550 eV in ∼ 3 ps.
The temporal evolution of the K-shell emission has
been computed by post-processing the model’s output
with two different atomic physics codes. The first
one, spect3D, generates NLTE spectra using a time-
dependent collisional-radiative model [42]. The sec-
ond one, SAPHyR, developped at CEA, uses a station-
ary collisional-radiative model. Figure 1 shows a com-
parison between the VH data and the time-integrated x-
ray spectra calculated using the same parameters as in
Fig. 4. The model appears to reproduce accurately the
line ratio in both Al and Al42Ti58, but does not capture
well the absolute Heα and Lyα intensities. This is espe-
cially true for the pure Al plasma. Transverse tempera-
ture gradients, quantified in Tab. 1, could explain such a
discrepancy. The agreement is better in Al42Ti58, where
the similar sizes of the Lyβ and Heβ emissive zones
4
Figure 5: Temporal evolution of the Al Lyα (spectral integration be-
tween 1720 and 1740 eV) and Heβ (spectral integration between 1855
and 1885 eV), as measured with PolyX. The results of the model cou-
pled to spect3D are given for different values of the radiative loss
factor fr (see text).
suggest reduced 2D effects. The line ratio observed in
Al42Ti58 suggests that the same Te,max is reached than in
Al, despite variations in the target properties. As already
pointed out in Ref. [33], Te,max is much more sensitive
to nh0 than to Th0, and so only a slight increase in nh0
to 5.4 × 1021 cm−3 is needed to yield Te,max ≃ 550 eV in
Al42Ti58.
The temporal profiles of the Al Heβ and Lyα lines
measured by PolyX are compared to the model cou-
pled with spect3D in Fig. 5, for different values of fr.
The best agreement is obtained for fr ≃ 2.5 ± 0.5.
The two lines have different temporal durations, the Heβ
line lasting the longest. This feature is well reproduced
by the model, the Heβ line being less affected by ra-
diative losses than the Lyα line due to the “freezing”
of collisional recombination in expanding and cooling
He-like plasmas [43]. Repeating this analysis for the
Al42Ti58 plasma gives the same best-fitting value for fr.
Figure 3 compares the measured and synthetic time evo-
Figure 6: Radiative power loss (RPL) of Al and Al42Ti58 plasmas
along the thermodynamic path displayed in Fig. 4 and calculated by
the SAPHyR model.
lutions of the Lyα line, for Al and Al42Ti58 ( fr = 2.5 in
both cases). The overall good agreement between the
data and the model is further proof that the increased
radiative losses in Al42Ti58 (at Te = 500 eV, Qr is ∼1.5
times larger than in Al) are the main cause for the short-
ened Lyα line emission.
It is well known [7] that the importance of radiative
losses is determined by the ratio of the radiative cooling
time, τrad = 1.5nekB(Te + Ti/Z
∗)/Qr, to the hydrody-
namic time, τhyd ≃ D/cs, where D is the size of the
emissive region and cs is the sound speed. Regardless
of the target composition, and taking for D the results
from Tab. 2, we find that τhyd ≃ 100 ps for a solid-
density plasma at Te = 500 eV. For a more accurate es-
timate of τrad, the SAPHyR code was used to compute
the cooling rate of the Al and Al42Ti58 plasmas along
the thermodynamic paths predicted by the model (see
Fig. 6). This yielded a value of ∼ 3 ps for τrad. There-
fore, whatever the plasma composition, it appears that
(i) the plasma is radiatively cooled, and that (ii) radia-
tive cooling mainly occurs at early times, around the
maximum of Te. This is the reason for the reduction in
the x-ray emission area in Al42Ti58 plasmas. In a follow-
up study, two-dimensional radiative-hydrodynamic sim-
ulations will be performed to provide a better insight
into the radiation-modified dynamics of the heated foil
targets.
5. Conclusions
In summary, by isolating the effects of radiation un-
der otherwise similar experimental conditions (chang-
ing the atomic number of the target), and measuring the
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x-ray emission with high spatial (∼ 3 µm) and temporal
(∼ 2 ps) resolution, we have characterized the impact of
the radiative flux on the Al K-shell emission frommulti-
layer targets heated by an ultraintense laser pulse. The
enhanced radiative cooling in Al42Ti58 plasmas com-
pared to pure Al entail a x-ray emission both shorter
in time and narrower in space. The experimental data
are correctly captured by a simple model, showing a
decreasing x-ray duration with increasing atomic num-
ber. This study opens a method to measure the radiative
cooling rates in HEDPs and to benchmark simulations
of NLTE radiative processes in hot dense plasmas.
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