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The ATLAS liquid argon (LAr) calorimeter system consists of an electromagnetic barrel calorimeter and 
two end-caps with electromagnetic, hadronic and forward calorimeters. Since the installation of the LAr 
calorimeter in the ATLAS cavern, the electronic calibration of the readout system has been continuously 
exercised in the commissioning phase. The large amount of collected calibration data allows careful studies 
of the stability of constants, like pedestals and pulse shapes. The analysis of the large cosmic muon data 
samples and of the beam splash events that occurred on September 2008 has allowed to measure the in-situ 
calorimeter performance that was found to be close to the expectations. 
 




ATLAS [1, 2] is a general purpose detector 
built for operation at the Large Hadron Collider 
(LHC). The collider will produce proton-proton 
collisions at a center-of-mass energy of 14TeV at a 
design luminosity of 1034 cm-2s-1.  
The Liquid Argon calorimeter (LAr) is a key 
detector component in the ATLAS experiment at 
the LHC. It provides precision measurements of 
electrons, photons, jets and missing transverse 
energy produced in the LHC proton-proton 
collisions. The LAr calorimeter has been installed 
in the ATLAS cavern and filled with liquid argon 
since 2006. 
Since then, the calibration and readout 
systems have been extensively used by taking very 
frequent calibration runs. Physics data coming 
from cosmic muons (since summer 2006 up to 
now) and from the first LHC beam events 
(September 10 to 12th, 2008) were analyzed and 
used to measure the calorimeter in-situ 
performance. 
 
2. The Liquid Argon Calorimeter. 
The ATLAS LAr calorimeters consist of four 
sub-detectors located in three cryostats filled with 
liquid argon which acts as active medium [3]. The 
central cryostat houses the electromagnetic barrel 
calorimeter (EMB), while each end-cap cryostat 
contains an end-cap electromagnetic calorimeter 
(EMEC), a hadronic end-cap wheel (HEC) and 
forward calorimeter (FCAL). 
The EMB and EMEC provide a precise 
measurement of electron and photon positions and 
energies up to a pseudo rapidity of 3.2. Their 
absorbers are made of lead, achieving a minimal 
radiation length of 22 X0. Their specific accordion 
geometry ensures a full hermeticity, a uniform and 
fast response. They are segmented in three 
longitudinal compartments (called the strip, 
middle and back samplings) to extract the shower 
shape, with an additional presampler layer in order 
to estimate the loss due to the dead material in 
front of the calorimeter. The resolution is expected 
to be                                     after noise subtraction. 
The HEC is a classical sandwich calorimeter 
with copper as passive material. Its pseudo 
rapidity coverage ranges from 1.5 to 3.2 with a 
minimal interaction length of 10 λ. It is segmented 
in depth in four longitudinal compartments. The 
resolution for hadrons is expected to be  
 
The FCAL detects the particles in the forward 
region with pseudo rapidity coverage between 3.2 
and 4.8. Due to the high particles occupancy in 
this region, a specific geometry with very thin 
liquid argon gaps (between 250µm and 500µm) 
has been adopted to limit the space charge, which 
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could induce detection inefficiencies. The 
absorbers are made of copper (in the first 
compartment) or tungsten (in the second and third 
compartments), with a depth equivalent to 11 λ. 
The resolution for hadrons is expected to be 
 
 
2.1. Detector readout and calibration. 
The choice has been made to develop 
common readout electronics for all LAr sub-
detectors (the HEC nonetheless uses cold 
preamplifiers). The LAr readout electronics is 
divided into a Front-End system [4] of boards 
mounted in custom Front-End crates (FEC) placed 
directly on the cryostat feedthroughs inside the 
ATLAS detector, and a Back-End system [5] of 
VME-based boards housed in the main services 
cavern (USA15), located 70 m away from the 
detector. 
The signal induced on the electrodes has a 
triangular form. It is first routed to the front-end 
boards (FEB) [6] hosted in FEC. The raw signal 
after the preamplification is split into three linear 
gain scales with the ratio ~1/10/100. To optimize 
the signal-to-noise ratio, the signal is shaped by a 
bipolar CR−(RC)2 filter.  The resulted pulse is then 
sampled with the LHC bunch crossing frequency 
of 40 MHz and stored in analog pipelines during 
the L1 latency (2.5 µs).  When the L1 trigger 
decision arrives, the optimal gain scale is selected. 
The pipelined samples are then digitized at a 5 
MHz rate in 12-bit ADC which, together with the 
gain selection procedure, ensures the required 17-
bit dynamic range over the whole energy interval. 
The FEB data are finally sent via the 1.6 Gbit/s 
optical link to the Read Out Driver (ROD) of 
back-end electronics. Typically five samples per 
channel are transmitted during LHC standard 
running and up to 32 samples can be readout for 
commissioning studies. The ROD processor unit 
applies an optimal filtering algorithm to the 
samples in order to compute the energy and time 
of the pulse for every calorimeter cell and also χ2-
like quantity characterizing the quality of the 
waveform.  
An electronics calibration system is used to 
monitor the electronics response and to compute 
the electronic gain. The dynamic range of the 
calibration board [7] is 16 bits and the observed 
non-linearity is less than 0.1%. However the pulse 
shape differs in calibration and physics modes 
because the injected calibration signal has an 
exponential shape and the ionization one is 
triangular, and because they are injected at 
different points - mother boards instead of 
electrodes (Fig.1). 
 
2.2. Energy computation. 
Based on the sample values si (in ADC 
counts), after pedestal p subtraction, the maximum 
amplitude of the pulse Amax as well as the time 
shift of signal maximum ∆t is obtained by 




The ai and bi are the Optimal Filtering 
Coefficients (OFC) determined while minimizing 
the dispersion in Amax and ∆t arising from 
electronics and pile-up noise, taking into account 
the time autocorrelation of noise. Using 5 samples, 
the electronic noise is reduced by a factor of 1.7 
with respect to the readout with only one sample.  
The following formula presents the steps 






where FµA→MeV  and FDAC→µA are two 
conversion factors. The first one depends on the 
sampling fraction and is estimated with 
simulations and results from testbeams. The 
second one takes into account calibration board 
specificities. The R factor transforms ADC into 
DAC values. As R is determined on calibration 
pulse and not directly on ionization pulse, the 
difference between those two pulses has to be 
taken into account. The energy is corrected for the 
ratio of the two pulse maxima 1/(Mphys/Mcali), the 
ionization pulse being predicted by factorisation of 
the readout response [9]. All the constants in the 
formula for Ecell, except the first two factors, are 




















Figure 1. Typical pulse shapes from calibration and 
ionization signals in the barrel EM calorimeter. 
 
2.3. Calibration runs. 
There are three different types of calibration 
runs: pedestal, ramp and delay. 
The pedestal run consists of reading the 
detector with no input signal. It provides pedestal 
information from the average, noise from the RMS 
and noise autocorrelation from the timing 
correlation of the samples. 
During the ramp run, current signals of 
different amplitude are injected by means of 
calibration board. The gain slope R is extracted 
from a fit of the DAC versus ADC curve with a 
first order polynomial. 
For a delay run the signals of constant 
amplitude are used. The calibration pulse is shifted 
by steps of 1.04 ns along 25 ns in order to 
reconstruct the pulse shape. 
 
2.4. The constant stability. 
Frequent sets of calibration data are taken in 
order to test the stability of the different constants. 
An automatic processing has been put in place to 
reconstruct the data and prepare new sets of 
constants to be ready for loading into the ATLAS 
databases. The validation of those data is done 
with respect to a reference run. Databases are 
updated only if it is needed. 
From recent measurements, it has been 
observed that in stable conditions (stable 
temperature, cooling, etc.) the parameter variations 
are small. As shown in Fig. 2, the pedestal 
variation is of the order of a few MeV, which is 
below noise level. The relative maximum 
amplitude difference of the calibration pulses is at 
the per mil level (Fig. 3). In such a case, the 
databases do not need to be updated.  
 
 
Figure 2. Pedestal variation in MeV for different time 




Figure 3. Relative maximum amplitude variation of the 
calibration pulses in the barrel EM calorimeter. 
 
3. Cosmic data taking. 
Cosmic muon data are taken in ATLAS 
regularly for commissioning purposes since 2006. 
Events with large energy deposition in calorimeter 
cells were selected to compare with predictions 
[11]. 32 samples were recorded, allowing to see 
the complete pulse shape. The measured signal (in 
ADC counts) is plotted in red as a function of the 
time (Fig.4). The black dots represent the 
ionization pulse prediction. A nice agreement 
between the two can be observed (<2%) as shown 
by the green dots which represent the difference 
between data and calculation, normalized to the 
maximum amplitude of signal; the corresponding 
axis is given on the right part of the figure.  
 




Figure 5. Drift time as a function of η in the middle of 
LAr EM Barrel, in bins of 0.1. The black dots correspond to 
the mean values and the brown line illustrates the prediction 
from calorimeter geometry. 
 
The length of the under-shoot of the pulse is 
related to the drift time and the rising at the end of 
the pulse is sensitive to a shift of the electrode 
with respect to its nominal central positioning. 
Stable cosmic data runs taking at the end of the 
summer and during autumn of 2008 allowed to 
measure accurately the drift time of ionization 
electrons (Fig.5). Data agree well with the 
expected values derived from the structure of the 
absorbers. The contribution of the gap variation to 
the barrel calorimeter response non-uniformity is 
no larger than 0.3%. 
Muons, as minimum ionizing particles (MIP), 
deposit few hundreds of MeV on average in the 
electromagnetic calorimeter. Depending on the 
trigger conditions (the trigger was derived from 
the tile calorimeter signal or from the muon 
detectors signal), the recorded  event rate was 
observed to be around 0.1 Hz - 1 Hz, with a signal 
well above the noise level. A selection on the 
minimal distance to ATLAS interaction point was 
applied in order to extract a sample of 
approximately 10000 pseudo projective muons and 
study detector uniformity. Fig. 6 displays the 
reconstructed energy of clusters located in the 
pseudo-rapidity range [0.3, 0.4]. The distributions 
are shown for two different clustering algorithms 
[12]. LArMuID is a variable size cluster algorithm 
better suited for normal LHC running, while the 
3x3 cluster is less sensitive to out-of-cluster 
energy loss for non-projective muons. 
 
 
Figure 6. Measured LArMuID and 3x3 cluster energy 
distributions in the range 0.3 < |η| < 0.4. 
 
The Fig. 7 represents the variation of the fitted 
most probable value (MPV) of the Landau 
distribution as a function of the pseudo rapidity for 
both the data and Monte Carlo simulation. The 
variation of the energy deposition along η is due to 
the different cell depths: since the muon energy 
deposition is proportional to the path length in the 
calorimeter, the Landau MPV naturally follows the 
cell depth variations. The energy response non-
uniformity was shown to be less than 2% in 0.1 η 
bins in the region -0.8 < η <0.8. 
 
 
Figure 7. Normalized η dependence of the energy 
response of the EM barrel calorimeter to cosmic muons. Two 
cluster algorithms, Monte-Carlo results and cell depth 
evolution of the main EM layer are presented. 
 
4. LHC beam data. 
During the first week of LHC operation in 
September 2008, with first single beams 
circulating in the LHC, events resulting from 
dump of the beam on collimator, located 140 m 
away from the ATLAS interaction point, called 
later 'splash events', were recorded. As a 
consequence, a huge particle flow, mainly muons 
and pions, went through the detector and several 
hundreds of TeV were deposited over the whole 
coverage of each of LAr calorimeter samplings. 
Fig. 8 presents the accumulated energy per cell in 
the middle sampling of the EM calorimeter as a 
function of the pseudorapidity and azimuthal 
coordinate. In order to select signal, only cells 
with energy greater than 5 sigma of noise were 
summed. 
The observed φ modulation, with eight energy 
dips, is due to the presence of the toroid endcap 
magnet located between the collimators and the 
LAr detectors. The lower energy deposit in the φ 
region [-2;-1] (corresponding to the lower part of 
the detector) can be explained by the LHC tunnel 
geometry, with an enhanced screening of particle 
flow in this region. 
 
Figure 8.  (η, φ) map of energy deposited in the middle 
layer of the EM calorimeters (accumulated over 86 “beam 
splash” events).   
 
The coherent arrival of particle flow through 
the whole detector, induced by beam splash 
events, allows one to study the timing of the whole 
LAr calorimeter. Fig. 9 shows the comparison 
between the predicted and measured cell timings 
averaged over all front-end crates as a function of 
the FEB slot in the crate. The measured timings 
are obtained using the optimal filtering 
coefficients and are corrected by a time-of-flight 
correction applied as if the particles were coming 
from the collision point. The predicted timings are 
derived from the calibration timings taking into 
account the different cable lengths involved in the 
readout path. The agreement between the two 
timings is better than 2 ns for most of the slots. 
The residual discrepancies can be corrected using 
a programmable delay on each FEB. 
 
 
Figure 9. Comparison between the predicted (black 
squares) and measured (red dots) cell timings for each FEB 
slot in the front-end crate, averaged over all front-end crates. 
 
5. Conclusions. 
The LAr calorimeter has been installed in the 
ATLAS cavern and filled with liquid argon since 
2006. The electronic calibration of the readout 
system has been continuously exercised in the 
commissioning phase, resulting in a fully 
commissioned calorimeter with its readout and a 
small number of problematic channels. A total of 
only 0.02% of the read-out channels are dead 
beyond repair and 0.2% need special treatment for 
calibration. Regular calibration runs show the 
good stability of constants. The energy response 
non-uniformity measured in cosmic muons is less 
than 2% in the region -0.8 < η <0.8. The particle 
flow occurred during the beam-collimator splash 
allowed to verify the timing alignment at the level 
of 2 ns.  
The commissioning of the ATLAS LAr 
calorimeter has shown that the detector, calibration 
system and signal reconstruction infrastructure are 
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