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ELECTRONIC, OPTICAL, MECHANICAL AND  
THERMOELECTRIC PROPERTIES OF GRAPHENE 
 
by 
Sarang Vilas Muley 
Graphene, a two-dimensional allotrope of graphite with sp
2
 bonded carbon atoms, is 
arranged in honeycomb structure. Its quasi one-dimensional form is graphene nanoribbon 
(GNR). Graphene related materials have been found to display excellent electronic, 
chemical, mechanical properties along with uniquely high thermal conductivity, electrical 
conductivity and high optical transparency. With excellent electrical characteristics such 
as high carrier transport properties, quantum Hall effect at room temperature and unusual 
magnetic properties, graphene has applications in optoelectronic devices.  
Electronically, graphene is a zero bandgap semiconductor making it essential to 
tailor its structure for obtaining specific band structure. Narrow GNRs are known to open 
up bandgap and found to exhibit variations for different chiralities i.e., armchair and 
zigzag. Doping graphene, with p- or n- type elements, is shown to exhibit bandgap in 
contrast to pristine graphene.  
In this study, optical properties including dielectric functions, absorption 
coefficient, transmittance, and reflectance, as a function of wavelength and incident 
energy, are studied. Refractive index and extinction coefficient of pristine graphene are 
presented. A key optical property in the infrared region, emissivity, is studied as a 
function of wavelength for various multilayered configurations having graphene as one of 
the constituent layers. Application of such a structure is in the fabrication of a Hot 
Electron Bolometer (a sensor that operates on the basis of temperature-dependent 
electrical resistance).  
Graphene is found to have very high elastic modulus and intrinsic strength. 
Nanoindentation of graphene sheet is simulated to study the force versus displacement 
curves. Effects of variation of diameter of indenter, speed of indentation and number of 
layers of graphene on the mechanical properties are presented. 
Shrinking size of electronic devices has led to an acute need for thermal 
management. This prompted the study of thermoelectric (TE) effects in graphene based 
systems. TE devices are finding applications in power generation and solid state 
refrigeration. This study involves analyzing the electronic, thermal and electrical 
transport properties of these systems. Electronic thermal conductivity, of graphene based 
systems (κe), is found to be negligible as compared to its phonon-induced lattice thermal 
conduction (κp). Variations in κp of graphene and GNRs are evaluated as a function of 
their width and length of their edges, chiralities, temperature, and number of layers. The 
interdependence of transport parameters, i.e., electrical conductivity (σ), thermoelectric 
power (TEP) or Seebeck coefficient (S), and κ of graphene are discussed. The 
thermoelectric performance of these materials is determined mainly by a parameter called 
Figure-of-Merit. Effective methods to optimize the value of Figure-of-Merit are explored. 
Reducing the thermal conductivity and increasing the power factor of these systems are 
found to improve the Figure-of-Merit significantly. This involves correlation of structure 
and transport properties. Effects of doping on σ, κ and Hall coefficient are discussed.  
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is suspended over a hole with diameters ranging from 0.5 to 5 μm and depth of 
~1 μm. (b) Optical micrograph of exfoliated graphene sheets suspended over 
holes. White-dashed line indicates the boundary of each layer. (c) Non-contact 
mode AFM image of suspended graphene sheet obtained from the red square 

























5.23 (a) AFM image of a graphene sheet fully covering a hole. High-resolution AFM 
images of suspended graphene sheet (b) before and (c) after oxygen plasma 
exposure of 55µs. The plasma treatment leaves the surface pock-marked with a 
multitude of nanopores that are several nm in size (the dark spots in the image 
represent the nanopores). (d) Typical force versus displacement curves of AFM 
nanoindentation test for defective graphene exposed to oxygen plasma for 30 s. 
Tests are repeated at increasing indentation depths until the sample breaks. The 
curves overlap with each other (no hysteresis), which indicates no significant 










5.24 AC-HRTEM characterization of defect structures. Images of a typical graphene 
sheet in (a) sp
3
-type and (b) vacancy-type defect regime. Polymer residue 
associated with the transfer process onto the TEM grid is indicated by arrows. 
The defective graphene of the vacancy-type defect regime contains an 
abundance of nano-cavities (that is, etch pits), while the defective graphene of 
the sp
3
-type defect regime shows a contrasting absence of such cavities. The 
black dots circled with dashed lines in (a) and (b) are oxygen adatoms. The 
insets of a show the experimentally obtained TEM image (upper) and the 
corresponding simulated image (lower) of oxygen atoms bonded to carbon 
forming sp
3











5.25 Simulated thermal conductivity κ of suspended (empty circle) and single-layer 
graphene versus the length L at room temperature, as per literature. Here zigzag 




5.26 Simulated thermal conductivity of pristine graphene, armchair GNR, and zigzag 
GNR, as per our calculations ………………………….………………………… 
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5.27 a) Layer-dependent simulated thermal conductivity for various widths of zigzag 
GNRs at 325 K, as per literature, b) Effect of increasing width on thermal 




5.28 a) Simulated thermal conductivity of N -AGNR and N -ZGNR with variation of 
N, where the length of GNRs is fixed to be 11 nm. The ZGNR’s thermal 
conductivity increases first and then decreases with N increasing, while, the 
AGNR’s thermal conductivity monotonously increases with N, as per literature, 
b) Simulated thermal conductivity of AGNR and ZGNR as a function of width, 

















5.29 (a) Simulated effect of nitrogen atom concentrations on the normalized thermal 
conductivity of single-layer graphene along the armchair and zigzag chirality 
directions, as per literature, (b) Simulated thermal conductivity of pristine single 





5.30 (a)  Simulated effect of boron atoms substitutions on the thermal conductivity of 
single-layer graphene along the armchair and zigzag chirality directions, as per 
literature, (b) Comparison of simulated thermal conductivity of pristine 





5.31 (a) Experimental thermal conductivity of graphene as a function of temperature. 
Experimental data points are indicated by empty rectangular boxes. The filled 
red and brown boxes are theoretical data points. These two set of points are for 
different graphene flake sizes — 3 μm and 5 μm, respectively. Setting L = 3 μm 
would give K ≈ 2,500 W/mK. The experimental results from different research 
groups obtained for graphene by the Raman optothermal technique are in 
agreement within the experimental uncertainty of the method, (b) Simulated 
thermal conductivity as a function of temperature for pristine graphene and 










5.32 (a) Simulated thermal conductivity of graphene as a function of vacancy defect 
concentration (at 300 K) using molecular dynamics simulations with the Green-
Kubo method. The solid blue (dark gray) line and the dashed red (gray) line 
correspond to PB sizes of 6 × 10 and 8 × 14, respectively, (b) Simulated thermal 
conductivity of pristine graphene, armchair/zigzag GNR as a function of % 
vacancies at 300 K using molecular dynamics simulations with NEMD based 








5.33 (a) Simulated layer-dependent thermal conductivity of few-layer graphene. The 
1-layer nanoribbons refer to graphene and the 5-8 layers nanoribbons are similar 
to ultra-thin graphite, as per literature, b) Simulated layer-dependent thermal 
conductivity of pristine graphene and armchair/zigzag GNRs 1-3 layers, as per 






5.34 (a) Experimentally measured plot of gate voltage (Vg) dependence of 
longitudinal Seebeck coefficient Sxx at different temperatures (11–255 K) and 
zero magnetic field, as per literature, (b) Simulated Seebeck coefficient as a 

















5.35 (a) Experimentally obtained curves of TEP, S=−Sxx vs Vg in sample J10 (left 
inset) in zero magnetic field at selected T. The curves are anti-symmetric about 
the Dirac point which occurs at the offset voltage V0=15.5 V. The peak value Sm 
(right inset) is nominally linear in T from 25 to 300 K, as per literature, (b) 






5.36 Simulated Seebeck coefficient as a function of chemical potential for pristine 





5.37 Simulated Hall resistivity (m
3
/C) as a function of chemical potential of armchair 
GNR as well as 4%, 8%, and 12% boron doped AGNR, as per our calculations. 
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5.38 (a) Experimental gate voltage dependence of electrical conductivity, σ, of a 







, as per literature, (b) Simulated electrical conductivity as a function of 
chemical potential for armchair GNR and 4%, 8% and 12% boron doped 






5.39 (a) Simulated electronic thermal conductance as a function of chemical potential 
for a series of armchair GNRs, as per literature, (b) Simulated electronic thermal 
conductivity as a function of chemical potential for armchair GNRs with 0% 





5.40 (a) Electrical conductance, (b) Seebeck coefficient, and (c) thermoelectric 
power factor of pristine ZGNR(20), ELD-ZGNR(10,10), and 2ELD-
ZGNR(8,4,8) channels with perfect edges . The dots indicate the Fermi energy 
values at which the peak of the power factor occurs for the ELD and 2ELD 






5.41 (a) Simulated electrical conductivity as a function of chemical potential for 
zigzag GNR with 4% vacancy, (b) Simulated Seebeck coefficient as a function 
of chemical potential for zigzag GNR with 4% vacancy, (c) Simulated Seebeck 
coefficient as a function of temperature for zigzag GNR with 4%, 8.3% and 
12.5% vacancies, d) Figure-of-Merit (ZT) as a function of % vacancy for zigzag 
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CHAPTER 1  
INTRODUCTION   
 
1.1 Objective 
The objective of this dissertation is to study and analyze the electronic, optical and 
thermoelectric properties of graphene and graphene nanoribbons, as a function of number 
of layers, doping, chirality, temperature, and lattice defects. 
 
1.2  Background Information 
Coal, a form of carbon, has been the driving force for the industrial revolution. In recent 
times, nanostructured form of carbon has become a significant part of another 
technological and scientific revolution in the field of nanotechnology. The field of 
nanoscale science has been significantly molded by research on carbon nanostructures. 
Different structures of sp
2
 hybridized carbon have been worked upon and most important 
ones are the soccer ball structure called fullerene (C60), the single atom thick planar form 
of carbon called graphene, the “rolled up” tubular sheets of graphene termed as carbon 
nanotubes (as shown in Figure 1.1) [1].  
Graphene can be considered as the building block for the other carbon allotropes 
such as fullerenes and carbon nanotubes. The research on the different nanostructures of 
carbon has been shown to be ‘self-enhancing’ as this field is highly interconnected and 
many research groups are working together with a view to bridge the gap between 
laboratory and industry as well as to use the significant properties of the novel materials 






the incidental discovery of carbon nanotubes in 1990s [4] and experimental feasibility of 
graphene in 2004 [5].  
 
 
Figure 1.1  Graphene is a 2D building material for carbon materials of all other 
dimensionalities. It can be wrapped up into 0D buckyballs, rolled into 1D nanotubes or 
stacked into 3D graphite [6]. 
 
Fibrous carbon materials with uniquely high strength to weight ratio such as 
carbon fiber reinforced composites and graphene have been applied in various equipment 
for sports (such as tennis rackets) as well as orthopedics [7, 8]. These nanostructures are 
reported to exhibit exceptional mechanical properties, such as, Young’s modulus higher 
than 1 TPa in case of CNTs [9] as well as in graphene [10] and fullerene. Advances in the 
knowledge of the various properties of these nanostructures provide motivation for 
further research and exploring possibilities for practical applications and production of 






Theoretically, the electronic and optical absorption properties of graphene have 
been published in 1947 by Wallace [11]. However, in October 2004, monocrystalline and 
highly stable graphitic films were successfully fabricated using the mechanical 
exfoliation of graphite with a scotch tape, under ambient conditions [5, 12]. Films were 
found to be semi-metallic with a small overlap of the valence and conduction bands and 
shown to have strong ambipolar electric field effect. Scientists, who isolated the 
graphene, Andre Geim and Konstantin Novoselov, were awarded the Nobel Prize in 
Physics in 2010 [13]. Earlier, graphene was considered to be inseparable and 
thermodynamically unstable to exist as a single layer [14]. Stability of graphene is 
attributed to its strong covalent planar bonds [6]. As shown in Figure 1.2, graphene is 
about 0.34 nm thick and it is composed of carbon atoms arranged hexagonally in a 
honeycomb structure, with sp
2
 bonds, which are about 0.14 nm long [15, 16]. Carbon 
atoms have a total of 6 electrons; 2 electrons in the inner shell and 4 electrons in the outer 
shell. The four outer shell electrons, in an individual carbon atom, take part in chemical 
bonding; but it is known that each carbon atom in planar structure of graphene is bonded 
to three carbon atoms on the two dimensional plane, so that one electron is free for 
electronic conduction in third dimension. These free electrons are called pi (π) electrons. 
They are located above and below the graphene sheet and are highly mobile. In graphene, 
these pi orbitals are known to overlap and help in enhancing the carbon- carbon bonds. 
Multilayer graphene with less than 10 layers is sometimes referred as Few Layer 
Graphene (FLG). The properties of graphene with more than 10 layers are the same as 
bulk graphite [6, 17]. Carbon atoms in a layer of graphene are covalently bonded and Van 








Figure 1.2  Graphene’s honeycomb lattice [16]. 
 
 
Graphene is known to be optically transparent, between 70% – 90%, the 
transparency being dependent on the thickness. It has high electronic and thermal 
conductivities as well as  transport properties [18]. With these extraordinary properties, it 
has been reported to be used for applications such as sensors [19, 20], solar cells [21], 
supercapacitors [22], nanocomposites, wear resistant films, organic photovoltaics (OPV) 
as well as transparent displays and flexible electronics [23-26].  
The main obstacle has been to commercially produce graphene. Key challenge is 
synthesizing and processing of bulk quantities of graphene sheets. Graphene is known to 
form irreversible agglomerates or even re-stacking to form graphite through interlayer 
Van der Waals interaction, unless they are well separated from each other. It is not 
commercially viable in making OPVs with tiny flakes of graphene using scotch tape; 
therefore, alternative techniques such as epitaxial growth and copper foil technique have 
been developed [27, 28]. With advances in these techniques, it is important to completely 






Graphene has been studied with condensed physics phenomena [29, 30], and it is 
a material suggested to replace silicon due to its excellent electron mobility (about 100 
times greater than silicon), large mean-free-path [5], as well as the ability to modify its 
electrical properties by doping and chirality [31]. There has been plethora of theoretical 
and experimental research in investigating the electronic, optical, mechanical, chemical 
and thermoelectric properties of graphene. Scientifically important phenomena such as 
half integer quantum Hall effect and Berry’s phase [32], the breakdown of the Born–
Oppenheimer approximation [33], and confirmation of the existence of massless Dirac 
Fermions [32], have been observed in graphene.  
In making attempts for fabricating single layer graphene, various top-down 
approaches have been utilized such as mechanical exfoliation [5, 6] [6, 34], liquid phase 
exfoliation of graphene [35] as well as bottom-up approaches such as epitaxial growth of 
graphene on SiC substrate [36] or metal substrates [37-39], chemical vapor deposition 
[40], and substrate free gas synthesis [41]. All these approaches have paved way for 
further research on graphene.  
As a thin film, graphene has been grown on metallic substrates and the growth 
phenomenon is studied since the 1970s. Single layer graphite growth was also reported 
on various transition-metal substrates [42-44]. Even before these experiments, the 
separation of the graphene layers in graphite, in the form of graphite intercalation 
compounds, exfoliated graphite and so called graphene oxide (GO), has been studied 
[45]. Recently, Nina et al. [46] have reported that intercalated graphite can be readily 
exfoliated in dimethylformamide to obtain suspensions of crystalline  single- and few-






oxidizing bronsted acids can narrow the path for the commercialization of graphene. This 
research has revisited decades old belief that graphite intercalation must involve host-
guest charge transfer, resulting in partial oxidation, reduction or covalent modification of 
graphene sheets. 
The term “graphene” was proposed by Boehm et al. in 1986, to describe a single 
atomic sheet of graphite [47]. Mechanical exfoliation route enables one to obtain very 
high crystallinity and purity samples, which have been used to explore the transport 
properties of graphene. Following this route of making graphene, various papers have 
reported unique properties of graphene, in contrast to bulk graphite. Novoselov et al. [6, 
12, 34, 48], Nair et al. [18, 49, 50] and Berger et al. [51] are some of the scientists who 
have reported the same. 
In this view of the feasibility of making graphene commercially and the 
possibility to tailor its electronic properties, it is a promising material for the electronic 
industry.  It is known that the optical and thermoelectric properties are a function of 
electronic and structural properties of a material. This led to the research on improving 
these properties by various techniques, especially chemical doping, isotopic substitution, 
isoelectronic impurities and hydrogen adsorption [52]. Effects of layers and edges of 
graphene on its properties have been explored to understand their significance in 
applications as a layer in the multilayered configuration of the devices. The need for 
thermal management of devices in the view of their nano-sizes is the driving force for 






CHAPTER 2  
LITERATURE REVIEW  
 
In this chapter, a brief theoretical background of the electronic, optical, mechanical and 
thermoelectric properties of graphene, along with the relevant research in scientific 
literature, is presented. Table 2.1 presents the properties of graphene and its comparison 
with other materials. 
 
Table 2.1  Properties of Graphene and Comparison with other Materials 
 
Property Value 
Comparison with other 
materials 
Ref. 
Breaking strength 42 N/m 
More than 200 times 
greater than steel 
       
      [53] 
Elastic limit ~ 20%  <1% for steel 
 
      [24] 









More than 100 times 
higher than Si 
 
      [54] 
Thermal conductivity ~ 5000 W/mK 
More than 10 times higher 
than copper 
 





 A/cm ~ 100 times larger than Cu 
 




~ 50 times higher than 
GaAs 
 
      [18] 
 
2.1 Electronic Properties 
One of the most important applications of graphene is in electronics. As discussed in 
Chapter 1, the studies of electronic structure of graphene date back to year 1947.  Most of 






interests in analyzing the properties of graphene for its application in electronic circuits. 
This is because of the fact that silicon is approaching its fundamental size limits in device 
miniaturization.  
A linked and important property that differentiates graphene is the high mobility 
of charge carriers in excess of 2,00,000 cm
2
/Vs. This shows that nearly ballistic transport 
is observed in the sub-micron regime. The challenging fact is that this value of mobility is 
true only for large scale graphene, which is a gapless material. Due to zero bandgap, it is 
not possible to turn off the device completely without high leakage current. This hampers 
the prospects of using graphene in making Field Effect Transistors (FETs) for 
applications in logic circuits. Various techniques used by researchers in order to open up 
the band gap in graphene include quantum confinement in one direction giving rise to 
graphene nanoribbons (GNRs) (as shown in Figure 2.1) [57-59], application of strain [60, 
61] and use of bilayer graphene (BLG) [62, 63]. Graphene nanoribbons have been found 
to possess two achiral structures: armchair and zigzag nanoribbons. Both armchair and 
zigzag GNRs are known to demonstrate bandgaps above  200 meV for widths less than 
10 nm [64]. Zigzag GNRs belong to middle-gap semiconductors, and antiferromagnetic 
configuration which is possible to make experimentally. Armchair GNRs possess non-
magnetic configurations which have width-dependent energy gaps [65]. Recent 
experiments have shown the fabrication of flat and curved GNRs by various techniques 
such as unzipping carbon nanotubes, e.g., wet chemical technique using acid reactions, a 
catalytic approach using metal nano-clusters as scalpels, as well as a physico-chemical 









Figure 2.1  Zigzag and armchair edges in monolayer graphene nanoribbons. The edge 
structure and the number of atomic rows of carbon atoms normal to the ribbon axis 
determine the electronic structure and ribbon properties [59]. 
 
Band gaps, to the extent of few hundreds of milli-electron volts, have been 
achieved with BLG by application of a perpendicular electric field to the bilayer [67]. 
The gap in the stacked bilayer graphene arises due to formation of pseudospins between 
the layers, and hence making it possible to electrically induce a band gap [68]. 
However, the predicted high mobility could not be achieved for large area 
graphene. This is explained by the fact that as the band gap opens up, it becomes more 
parabolic, and so the effective mass increases and mobility decreases. Thus, the bandgap 
leads to reduced mobility of GNRs. Apart from this; GNRs have rough edges which wipe 
out the band gap opening, thus raising further challenges in fabricating them. Since the 
band gap is inversely proportional to the width of GNRs, a band gap of 0.5 eV is required 
for room temperature operation of transistors and this will require the width of the GNR 
to be less than 5 nm which is difficult to fabricate with much accuracy. 
As discussed earlier, carbon atoms in graphene are arranged in a honeycomb 
lattice with two atoms per unit cell, as shown in Figure 1.2. The electronic band structure 






similar Linear-Combination of Atomic Orbitals (LCAO), which is used more commonly 
in chemistry. The two atoms in graphene which make up two non-equivalent sub-lattices 
are bonded by trigonal σ bonds. These σ bonding sp2 orbitals are formed by the 
superposition of the s, px and py orbitals of atomic carbon, whereas the pz orbital remains 
non-hybridized. The hybridized orbital is geometrically trigonal and planar. This is the 
reason why each carbon atom within graphite has three nearest neighbors in the graphite 
sheet. There is an overlap of pz-orbitals of neighboring carbon atoms and distributed π-
bonds are formed above and below each graphite sheet. This leads to the presence of 
delocalized electron π bands, similar to the case of benzene, naphthalene, anthracene and 
other aromatic molecules. In this regard, graphene can be considered to have an extreme 




Figure 2.2  Geometry of sp2 hybridized carbon atom. Each of the two equivalent carbon 
atoms within one unit cell (red and green) contributes one cosine-shaped band to the 
electronic structure. These bands cross exactly at the Fermi level, where they form a Dirac 
cone with a linear electronic dispersion. Valence and conduction band are shown in red and 
blue, respectively [69]. 
 
The geometry of sp
2
 hybridized carbon is shown in Figure 2.2 [69]. The 






mechanical strength of graphene and other sp2 carbon allotropes. The σ electronic bands 
are completely filled and they have an energy separation larger than the π bands and 
hence the effects of σ bands on graphene’s electronic behavior can be neglected in a first 
approximation. The out-of-plane π-bond is primarily responsible for its peculiar 
electronic and optical properties. It should be understood that, in a real sample of 
graphene, the layer is not strictly a 2D crystal; it is found to be rippled when suspended 
[70] or it adheres to the corrugation of its supporting substrate [71]. In these cases, a 
mixing of the σ and π orbitals occurs, which needs to be taken into consideration when 
calculating the electronic properties of graphene [72]. One of the simplest known 
evaluations of the band structure and, therefore, its electronic properties is obtained by 
examination of the π bands in a tight binding approximation. The first reference to the 
band structure calculation was published by Wallace in 1947 [11]. The 2D nature of 
graphene allows plotting the relationship in the entire first Brillouin zone (as shown in 
Figure 2.3).  
In the case of graphene, the bottom of the conduction band and the top of the 
valence band is not at the Γ point as in the case of most of the metals and semiconductors, 
but it is present at another high symmetry point at the boundary of the first Brillouin 
zone, at the so called K points, as shown in Figure 2.3. The valence and conduction bands 
meet but they do not overlap. Density of states is null at the K points themselves. This is 
the reason for graphene being known as a zero band gap semiconductor or semimetal. 
The first Brillouin zone contains two non-equivalent K points called K and K’.  
The most interesting aspect of graphene physics is that the band structure and 






mechanically straining, etc., yielding new physics to be studied and further explored. The 
Dirac points, K and K’ are most important points in the structure of graphene. They are 
located at the corners of the Irreducible Brillouin Zone (IBZ) and one can define their 




Figure 2.3  (a) Energy bands near the Fermi level in graphene. The conduction and valence 
bands cross at points K and K′. (b) Conical energy bands in the vicinity of the K and K′ 
points. (c) Density of states near the Fermi level with Fermi energy EF [74]. 
 
 
Figure 2.4  Band structure of pure graphene sheet [75]. 
 
Figure 2.4 shows the bandstructure of pure graphene sheet [75]. It can be found 
that the bandgap location of graphene is different from a typical semiconductor. In 






point.  The energy-momentum plot shows the quasi-particles in the material behaving 
like massless Dirac Fermions [76]. 
The unique bandstructure of graphene allows higher mobility of electrons than in 
other materials. Electronic transport in a medium with negligible electrical resistivity is 
called ballistic transport, which is possible in very pure and defect free graphene. 
Multichannel ballistic transport has also been reported in the case of multi-walled carbon 
nanotubes [77]. Electrons are capable of ballistic movement over long distances in graphene 
[76]. The velocity of electrons in graphene is a maximum at the Fermi velocity, which is 
about 1/300 of the speed of light. This allows graphene to be an excellent conductor. 
Doping enables changing the position of the Fermi levels in the band structure of graphene at 
room temperature [78]. 
 
2.1.1 Electronic Density of States (DOS) of Graphene 
 
Figure 2.5 shows the theoretical DOS of graphene [73] indicating its semi-metallic 
nature. Zero bandgap in graphene is completely different than in case of diamond, which 










2.1.2 Effects of Doping on Electronic Structure in Graphene 
 
Recently, there have been numerous attempts to fabricate graphene based devices by 
engineering its band gap by doping. Investigations on doped graphene nano-ribbons [79, 
80] indicate that doping with nitrogen or boron can make it possible to obtain n-type or p-
type semiconducting graphene. It is shown experimentally that nitrogen doping of 
graphene [79] tends to move the Dirac point in the band structure of graphene below the 
EF and an energy gap is found to appear at high-symmetric K-point. 
Ci et al. [81] synthesized a novel two-dimensional nano material where a few 
carbon atoms on a graphene sheet are replaced by equal number of boron and nitrogen 
atoms. The concentration of the dopant atoms was controlled by keeping same B/N ratio. 
This novel nanomaterial was found to be semiconducting with a very small band gap. 
Synthesis of similar BNC materials have been reported by Panchakarla et al. [82]. The 
electronic properties of nitrogen and boron doped armchair edged graphene nanoribbons 
(AGNR) is also reported [83]. Nitrogen is found to introduce an impurity level above the 
donor level, while boron introduces an impurity level below that of the acceptor level. 
This is different from single wall carbon nanotubes (CNTs), in which, the impurity level 
is neither donor nor acceptor in their systems. In CNTs, the donor and acceptor levels are 
derived mainly from the lowest unoccupied orbital and the highest occupied orbital. 
       Theoretically, introduction of gap in graphene is shown by oxidation of mono-
vacancies in graphene [84], hetero-bilayers of graphene/boron nitride [85, 86], F-
intercalated graphene on SiC substrate [87], and bilayer graphene-BN heterostructures 
[88]. Experimentally, the substitutional doping in carbon of boron nitride nanosheets, 








 hybridized BNC nano-structure, with equal number of boron and nitrogen atoms, can 




Figure 2.6  (a) Schematic figure of bilayer graphene containing four sites of unit cell,  
(b) Electronic band structure of bilayer graphene [90]. 
 
Fujii et al. [91] studied the role of edge geometry and chemistry in the electronic 
properties of graphene nanostructures. This paper has presented scanning probe 
microscopic as well as first principles characterization of graphene nanostructures. It is 
clear that the challenges in making chemically doped graphene and different edge 
geometries, experimentally, have been overcome to a large extent. One of the challenges 
of experimentally grown graphene is the grain boundaries which are known to affect the 
electronic and optoelectronic properties of graphene [92]. In fact, grain boundaries 
present localized states, which have been proven to be crucial in regard to the electronic, 
magnetic and mechanical properties that depend on the atomic line junctions. These 
localized states allow for decoration of line defects with adsorbates, hence opening a 






Chang et al. [65] have investigated the geometric and electronic properties of 
edge decorated graphene nanoribbons using DFT. Three stable geometric structures have 
been demonstrated as shown in Figure 2.7. These structures have been found to have high 




Figure 2.7  (a) A single wall carbon nanotube is used as starting material.  
(b) The unzipped nanotube is put in an environment of decorating atoms.  
(c)–(e) Three possible geometric structures are formed by three types of decorating atoms 
with different edge-edge interactions [65]. 
 
 Sanjuan et al. [94] have presented the correlation of geometry of graphene with its 






electronic properties of graphene supported on (0001) SiO2 surface, using DFT. 
Electronic properties have been shown to be dependent on the underlying substrate 
surface properties as well as percentage of hydrogen passivation. By application of 
methyl for passivation of oxygen-terminated SiO2, it is possible to improve the charge 
carrier mobility of graphene by further reducing the interaction of graphene sheet with 
oxygen-terminated SiO2. External electric field can also aid in modulating the charge 
transfer between the graphene and the SiO2 surface. Hexagonal BN (hBN) is a widely 
used substrate for graphene devices. Kretinin et al. [96] have reported the electronic 
properties of graphene encapsulated with different two-dimensional atomic crystals such 
as, molybdenum, tungsten disulphides, hBN, mica, bismuth strontium calcium copper 
oxide, and vanadium pentoxide. They have noted that devices made by encapsulating 
graphene with molybdenum or tungsten disulphides are found to have high carrier 






. Encapsulation with other substrates (such as mica, 
bismuth strontium calcium copper oxide, and vanadium pentoxide) results in 







The differences have been attributed to the self-cleansing occurring at the interfaces of 
graphene, hBN, and transition metal dichalcogenides. This cleansing process is not found 
to take place on atomically flat oxide surfaces.  
Motivated by the current experimental and theoretical reports, we have 
investigated the effect of doping of boron and nitrogen on the electronic properties of the 
graphene systems using first-principles electronic structure calculations based on density 







2.2 Optical Properties of Graphene 
Research on graphene has shown the unique optical properties [97], including its strong 
coupling with light [18], high-speed operation [98], and gate-variable optical conductivity 
[99], are extremely useful for addressing the future needs of the electro-optic (EO) 
modulators. It is found that, in the optical range, graphene has a constant index of 
refraction of 2.6 in an ultra-wide band of wavelengths ranging from ultraviolet up to 
near-infrared and it shows constant absorption of 2.3%. 
The rise in interest of graphene in photonics and optoelectronics is clear from its 
applications ranging from solar cells and light-emitting devices as well as in touch 
screens, photo-detectors and ultrafast lasers. These applications in nano-photonics are 
explored due to the unique combination of its optical and electronic properties [100]. 
Due to its visual transparency, graphene has immense potential as transparent 
coatings. Optical absorption of graphene is anisotropic for light polarization being 
parallel/perpendicular to the axis normal to the sheet. Experimentally, it is reported that 
as compared to graphite, the optical and energy loss spectra of graphene show a redshift 
of absorption bands and π+σ electron plasmon and disappearance of bulk plasmons [101, 
102]. Optical properties are the prominent characteristics that differentiate graphene from 
graphite. Ebernil et al. [103] have reported that π and π+σ surface plasmon modes in free-
standing single sheets of graphene are present at 4.7 and 14.6 eV, respectively, which are 
found to be present at 7 eV and 25 eV in case of bulk graphite. This red shift is reported 
to decrease as the number of layers of graphite reduces. 
Among the many areas in which graphene has prominent applications, an 






adsorbates [19]. Low energy loss electron spectroscopy provides a way of detecting 
changes in the electronic structure that are highly spatially resolved.  
 
2.2.1 Linear Response: The Kubo Formula 
 
An entirely interacting electronic system is considered. It is described by the Hamiltonian 
H, as per Equation (2.1), under the action of an external time-dependent field [104]: 
 
                         
                       
                          (2.1) 
 
The density operator is defined as per Equation (2.2): 
 
                                                                    (2.2) 
 
The induced density is defined as per Equation (2.3): 
 
                                                              (2.3) 
 
In the linear response regime, the external field is assumed to be weak, so that one 
can expand the exact time-dependent ground state in the field, at the first order, as per 
Equation (2.4) with external Hamiltonian in the picture. 
 
                                               
   
           
 
  







As per the Kubo formula: 
 





                          (2.5) 
 
Where, the response function is defined as: 
 
  
                         
                                             (2.6) 
 
2.2.2 Dielectric Function and Energy Loss Spectra  
In determining the optical properties, a calculation of the dielectric function, ε(q,ω) is 
generally reported, as a function of the frequency, ω, and the momentum transfer, q. If 
one assumes that the light polarization is parallel to the electric field momentum q, the 
cross section for optical absorption, σ(ω), i.e., the optical absorption spectrum, is then 
proportional to the imaginary part of the macroscopic dielectric function, as shown in 
Equation (2.7). 
 




               
  
    
                                               (2.8) 
 
The limit q→0 is taken because the momentum carried by a photon is vanishingly small 






One of the important quantities, which can be measured experimentally, is the 
energy loss function. The loss function, Γ(q,ω), is related to the imaginary part of 
the inverse dielectric function: 
 
          
 
     
                                                        (2.9) 
 
Contrary to the absorption cross section, the loss function is defined for finite 
momentum transfer q. One can measure the momentum transfer in the Electron Energy 
Loss Spectroscopy (EELS) through the deflection of the electron beam. Equation (2.9) is 
only valid for angular resolved EELS on bulk materials and not for spatially resolved 
EELS on isolated nano objects. 
 
2.2.3 Literature Review of Graphene and Doped Graphene 
 
It is known that graphene is optically transparent in the visible spectrum. Hence, in order 
to use it in optoelectronic applications, it needs to be tailored in order to absorb specific 
wavelength region of the spectra.  
Optical properties of graphite and graphene have been studied by Sedelnikova et 
al. [105] and Marinopoulos et al. [106, 107]. Marinopoulos et al. reported the absorption 
spectrum for different values of c/a ratio of graphite and compared it with BN sheet. 
Eberlein at al. [103] performed the plasmon spectroscopy of graphene in conjunction 
with ab-initio calculations of the low loss function. Numerous reports have been 
published regarding the surface plasmons in graphite and carbon nanotubes. The studies 






standing single graphene sheets. The E field of a fast moving particle is elongated along 
its direction of travel; therefore, when it passes perpendicular through a foil of graphene, 
mainly, the out-of plane mode with momentum ħq parallel to E should be excited. These 
modes are reported to be forbidden in a single layer graphene, while they have a weak 
intensity in graphite. Although, momentum transfer is close to zero, q is known to have 
considerable in-plane component. Sedelnikova et al. [105] have reported the effects of 
ripples on the optical properties of graphene.  
It can be observed that the peaks at 4 eV in single boron doped and nitrogen 
doped graphene is lesser in intensity and there are well-defined peak changes in the 
broader plateau. Since individual boron or nitrogen doping does not induce band gap in 
graphene, it is found that the peak at 4 eV is not changed. However, it is found that by 
increasing doping of boron or nitrogen in graphene, the high intensity peak at 4 eV 
decreases in intensity, indicating the reduction in absorption. The peak intensity and 
position are not found to change for out-of-plane polarization. Hence, one can note that 
the 4 eV peak is of principal importance while considering tailoring of optical properties 
of graphene. However, this is not the case for in-plane modes in bilayer graphene with 
AB stacking and graphite. Thus, any loss below 10 eV due to these plasmons can be 
attributed to the presence of adsorbates on graphene. This characteristic of graphene 
makes it highly sensitive to adsorbates.  
Figure 2.8 shows the imaginary part of dielectric function of graphene, both 









Figure 2.8  Comparison of imaginary part of dielectric function of pure graphene with 
that of single boron and nitrogen atom doped graphene sheet for E⊥c (a) and E||c (b), 
based on simulations. Peaks observed at 4.9 eV and 14.9 eV originate from π →π* and σ 
→σ* interband transitions, respectively [100]. 
 
The absorption spectrum for E⊥c in graphene shows a significant peak at energies 
up to 5 eV and another peak structure of broader energy range which starts at about 
10 eV and has a weak intensity peak at 14 eV. These peaks originate 
from π →π* and σ →σ 
*
 interband transitions, respectively, in accordance with previous 
interpretations by Marinopoulos et al. [100]. The experimental value of the high intensity 
peak is at 4.6 eV, as reported by Eberlein et al. [103]. The imaginary part of the dielectric 
function shows a singularity at zero frequency for E⊥c. This makes graphene to exhibit 
optically metallic property for E⊥c, while for E||c, graphene shows semiconductor 
properties. Electron energy loss function, reflectivity, refractive index and extinction 
coefficient are presented in Figure 2.9. For parallel polarization of light with respect to 








In the energy range of 10 to 15 eV, for light polarization perpendicular to graphene sheet, 




Figure 2.9  Simulation of the electron energy loss function (a), reflectivity (b), refractive 
index (c) and extinction coefficient (d) of pure graphene for E⊥c and E||c [100]. Peaks 
observed at 4.9 eV and 14.9 eV originate from π →π* and σ →σ* interband transitions, 
respectively [100]. 
 
The imaginary part of the dielectric constant of single layer graphene, for out of 
plane polarization (E||c) consists of two prominent peaks, at about 11 and 14 eV, as 
presented by Marniopoulos et al. [100]. This polarization spectrum varies with respect to 
graphite. Graphite has a weak intensity peak in the energy range of 0–4 eV. This peak is 






graphene is plotted in Figure 2.10. The value of static dielectric constant (value of 
dielectric function at zero energy), in case of E⊥c, is reported to be 7.6, while it is 1.25 in 




Figure 2.10  Simulated real part of the dielectric function of pure graphene 
for E⊥c (a) and E||c (b). Peaks observed at 4.9 eV and 14.9 eV originate from π →π* and 
σ →σ* interband transitions, respectively [100]. 
 
Corato et al. [108] presented the optical properties of bilayer graphene nanoflakes 
theoretically, in order to explore the role of π – π interactions. They considered two 
different types of π-stacking with varying electronic gap or ionization potential. Their 
results indicate a red shift and broadening of lowest excitations. Thus, one can expect 
overall broadening of the optical absorption in ensemble of flakes. In heterogeneous 
ensemble of flakes, there is a possibility of presence of low-energy excitations with 
considerable charge transfer character, which can be demonstrated by proper exploitation 
of chemical edge functional.  






Chernov et al. [109] have discussed the optical properties of graphene 
nanoribbons encapsulated in single-walled carbon nanotubes and reported the 
photoluminescence in both visible and infrared spectral range.  These photoluminescent 
peaks are found to be resonant and their position is dependent on the geometrical 
structure of the ribbon.  
Hong et al. [110] have reported thermal and optical properties of free standing flat 
and stacked single-layer graphene in aqueous media. They demonstrated that stacked 
graphene structures thermalize rapidly than flat graphene and display non-equilibrated 
electron and phonon temperatures upon excitation. Hot electron luminescence 
characteristic of graphene is found to depend on Fermi energy and the morphology of 
graphene. Thus, it has been interpreted that the morphology of graphene structure could 
affect its optical and thermal properties. 
Graphene is also known to be an extraordinary material for THz devices as its 
THz properties have an origin in the band structure [111]. In the low THz regime, 
graphene is found to exhibit linear response, where its optical conductivity follows 
Drude-like behavior and is mainly governed by its Fermi level. Based on this 
phenomenon, many THz devices have been proposed. In the high THz regime, graphene 
is found to exhibit third-order non-linear response which can be orders of magnitude 
larger than what can be achieved in other frequency ranges such as IR or visible. 
The experimental measurements of the optical properties of graphene, in the long 










2.2.4 Emissivity (An Infrared Optical Property): Significance and Basics 
Rapid thermal processing (RTP) is a widely used processing technique for the 
manufacture of silicon and other semiconductor devices. The short process times, high 
temperature ramp rates and very high temperatures are essential in RTP [112]. During 
RTP, factors such as the temperature uniformity across the surface of the wafer, process 
reproducibility and accuracy are core requirements to its successful operation. 
Temperature uniformity across the wafer is affected by design parameters such as wafer 
patterning, temperature accuracy, and uniformity of irradiation. Temperature accuracy 
depends on the technique used for the measurement. The use of thermocouples in 
temperature measurement is highly intrusive and the delicate thermocouple wires make 
handling of wafers especially difficult and pose problems in sealing vacuum chambers 
[113].  
In this regard, pyrometers are the most suitable choice of temperature 
measurement techniques [114]. Pyrometers are used to measure the amount of radiation 
emitted within narrow window of wavelength. However, for obtaining accurate 
temperature measurements using these devices, the knowledge of some key optical 
properties of the material being analyzed, is essential. Spectral emissivity is defined as 
the ratio of the radiation emitted by a given substrate to that of a blackbody under the 
same conditions of temperature, wavelength, angle of incidence, and direction of 
polarization [115]. Emissivity is a number between 0 and 1. The wavelength, 
transmittance, absorptivity, absorption coefficient, reflectivity, etc. of the materials are 
taken into consideration [116] in designing pyrometers. Ratio pyrometry is a technique of 






Multi-wavelength imaging pyrometers (MWIP) are designed to obtain profiles of 
temperature, remotely, of targets of unknown wavelength-dependent emissivity [115]. 
MWIP incorporates least-squares fit of the signal taken from the radiometric model of an 
infrared (IR) camera and is based on the simultaneous measurement of emissivity and 
temperature. The selection of the emissivity model is a decisive factor for the accuracy of 
the least-squares based MWIP technique for measurement of temperature [117, 118]. 
The significant interest of radiative properties of materials is in applications such 
as process monitoring and control of materials, non-contact temperature sensors, 
pyrometry, infrared detectors including bolometers, night vision etc. [116]. However, 
these properties are not readily available in the literature and the results presented in this 
study can be helpful in various applications including thermal management of high power 
electronic devices. The need for thermal management in electronics has led to the 
development of alternate materials, techniques of manufacturing, and designs, in order to 
have a higher lifecycle of the electronic devices; cost factor is also an important 
consideration.  
Radiative properties of graphene are of significant interest in applications such as 
process monitoring and control, non-contact temperature sensors, pyrometry and infrared 
detectors. These require knowledge of spectral emissivity. Knowledge of emissivity as 
well as the relation of resistance as a function of temperature for multilayered 
configuration, with graphene as one of the layers, can be used to make non-contact 
sensing devices such as Hot Electron Bolometer (HEB). We have studied various 






achieving better ratio of change in resistance with respect to temperature i.e., for 
improving sensitivity. 
  
2.2.5 Significance of Multilayered Structures and Their Optical Properties 
 
In industrial scenario, one needs to control or reduce friction, wear and corrosion of 
components, in order to extend the life of the device. This also leads to conservation of 
scarce material resources, saving of energy as well as improvising safety in engineering 
applications. Nano-coatings such as thin films and engineered surfaces have been 
developed and applied in industry for decades. Nano-coatings can be used to enhance 
surface-related characteristics such as optical, magnetic, electronic and catalytic 
properties. 
In phenomenon of reflection of light in a thin film, both the top and bottom 
boundaries have to be taken into consideration. In a thin layer, the incident light will be 
reflected back at the secondary boundary, followed by the transmission through the first 
boundary. This leads to a path difference between the two waves (incident light wave and 
reflected wave from the inner surface). This phase difference results in interference of the 
waves. Therefore, the reflectance is a function of the thickness of the films and the 
wavelength of light.  
 
2.2.6 Device Studies 
 
A bolometer is a device which responds to increase in temperature (on interaction with 
the incident thermal radiation) by changing its resistance [115, 119]. When an electron 
system is coupled to power, electrons as well as phonons are driven out of thermal 






Electron Bolometer (HEB) [120]. It is essentially a sensitive thermometer. It can be used 
in conjunction with a spectroscope to measure the ability of some chemical compounds to 
absorb wavelengths of infrared radiation. One can obtain important information about the 
structure of the compounds with this technique.  
Graphene has the ability to absorb light from mid-infrared to ultraviolet with 
nearly equal strengths. Hence, it has found applications in optical detectors. Graphene is 
particularly well suited for HEBs due to its small electron heat capacity and weak 
coupling of electrons and phonons, which causes large induction of light with small 
changes in electron temperature. Small value of electronic specific heat makes it possible 
for faster response times, higher sensitivity and low noise equivalent power [115]. At low 
temperatures, usually in the cryogenic range, electron-phonon coupling in metals is very 
weak. Usual operating range of operation of HEBs is cryogenic. Graphene based HEBs 
can be used at higher operating temperatures due to lower electron-phonon scattering 
even at room temperature along with the highest known mobilities of charge carriers at 
room temperature [48, 119, 121].  
 
2.3 Mechanical Properties 
The past few decades have witnessed an exponential increase in research on 
nanomaterials; examples include two-dimensional structures and carbon nanotubes. 
Nanomaterials are materials with a characteristic length less than 100 nm. At the 
nanoscale, increased ratio of surface area to volume can drastically change the 
mechanical behavior and properties of a material. This phenomenon in novel 






materials science. Mechanical characterization of nanomaterials is performed by 
indentation testing on nanoscale thin films. In a traditional indentation test, such as the 
Vickers hardness test, the hardness is evaluated by division of the force applied by a 
pyramidal tip by the projected indentation area after unloading. This approach is easier at 
the macroscale. However, at the nanoscale, it requires significantly more accurate 
equipment. The measured area is known to have errors from effects such as elastic 
recovery and pile-up [122].  
In 1986, Doerner and Nix proposed a methodology to determine the hardness and 
elastic modulus from load-displacement curves as obtained by nanoindentation technique 
[123]. This method was further refined in 1992 by Oliver and Pharr in order to determine 
the elastic modulus of thin films from the linear portion of the force-displacement 
unloading curve [122, 124]. The reduced elastic modulus, Er, contact stiffness, S, and 
area are shown to be related by the Equation (2.10). 
 
                                                          
    
  
                                (2.10) 
 
S can be calculated from the linear portion of the load-displacement unloading 








Figure 2.11  Typical load-displacement curve. Notice the linear portion of the unloading 
curve, where S is found [122]. 
 
Reduced modulus can be easily calculated by knowing the area. Hardness is 
related to force and indented area as per the following equation: 
 
                                                           
 
  
                                                (2.11) 
 
Where, H is hardness, F is maximum force applied, and Ac is the contact area at the 
maximum load. Nanohardness machines record the force applied, but the contact area is 
difficult to determine at the nanoscale [122]. The elastic modulus and hardness require 
determination of the accurate contact area. The Oliver-Pharr technique includes creation 
of an “area function” for the indenter. This area function is characteristic of each 
indenter, and it relates the contact area to the depth of penetration of the tip. The accurate 






Figure 2.12. This aspect is a variation from the classical approach of hardness testing, 




Figure 2.12  Schematic of indentation with sink-in deformation. The schematic shows 
multiple indentation depths at maximum loading and after unloading. The correct contact 
area is related to the depth hc [122]. 
 
2.3.1 Literature Review  
 
Graphene is reported to have an elastic modulus of the order of 1 TPa and intrinsic 
strength (130 GPa) [125]. However, the mechanical properties of graphene need to be 
fully understood in view of its proposed applications in nano devices (sensors, resonators, 
etc). For graphene, being a two dimensional material, its in-plane tensile behavior is the 
most important mechanical behavior. The elastic modulus E, the Poisson’s ratio ν, and 
the intrinsic strength are the most fundamental mechanical properties. The values of 
elastic modulus and intrinsic strength have been employed using free standing 
indentation based on Atomic Force Microscope (AFM). Lee et al. [53] used instrumented 
indentation and reported the value of elastic modulus as 1.0 TPa for single layer 
graphene, while Frank et al. [126] have measured the value of E as ~ 0.5 TPa for stack of 
graphene nanosheets (n<5). Zhang and Pan [127] reported the elastic modulus of 






in the values with increasing number of layers of graphene. Lee et al. [128], using Raman 
spectroscopy, reported the values of elastic modulus of monolayer and bilayer graphene 
as 2.4 and 2.0 TPa, respectively. 
Force friction microscopy (FFM) showed that there is monotonical decrease in the 
monolayer graphene’s frictional force with increasing thickness. It is reported that the 
graphene’s frictional force is roughly twice that of bulk graphite, and the tip-graphene 
adhesion is found to be constant [129-131]. Interlayer shear strength of graphene has 
been determined by performing AFM on a corrugated substrate and it is determined to be 
greater than or equal to 5.6 MPa, which is orders of magnitude less than its tensile yield 
stress [132]. This research prompted the application of graphene as a thin film and led to 
the determination of mechanical properties of graphene as suspended sheet and in 
polymer composites [23]. However, its out-of-plane mechanical properties, such as 
hardness, are relatively less explored. In the applications using graphene as an electrode, 
it is important to understand and quantify the load and impact that graphene can 
withstand. A protocol was developed recently in the Sansoz lab to evaluate the 
mechanical properties, especially the hardness, of thin films by using atomic force 
microscopy (AFM) nanoindentations [133].  
Cao [125] has discussed the recent advances in the atomistic studies of 
mechanical properties of graphene, with a focus on the in-plane tensile stress response, 
geometric characteristics, and free-standing indentation response of graphene. Numerical 
analysis can offer link between scientific research and engineering applications such as 
nano sensors, nanotransistors, and others. Three basic tensile loading modes, such as 






control. Graphene has a six fold symmetric lattice. The in-plane orientation of graphene 
has been typically stated using chirality angle θ. θ varies from 0 to 30˚, where θ = 0˚ and 
30˚ correspond to zigzag and armchair directions, respectively. It is reported that, 
irrespective of the magnitude of tensile deformation, graphene is isotropic with regards to 
elastic modulus and the Poisson’s ratio [125]. 
The intrinsic stress on graphene cannot be measured directly using AFM; it can be 
evaluated by performing inverse analysis of experimental data using Finite Element 
Modeling (FEM). Breaking indentation force from FEM needs to be compared to the 
experimental counterpart. Based on this approach, Lee et al. [53] reported the Piola-
Kirchoff (2
nd
 PK) Stress as 42 ± 4 N/m and the Lagrange strain as 0.25. However, in this 
approach, it is assumed that the bending stiffness of graphene is to be neglected and the 
difference between mechanical behavior (calculated by considering the second and third 
order non-linear terms of elastic modulus) and the true behavior in free standing 
indentation is neglected.  
DFT studies can also help to determine the values of the 2
nd
 PK stress and 
Lagrange strain. Liu et al. [134] have determined the phonon spectrum of monolayer 
graphene under uniaxial tensile stress with DFT simulation, and it was proposed that the 
maximum stress will correspond to the first occurrence of phonon instability. Based on 
this, they reported the values of 2
nd
 PK stress and Lagrange strain to be 31.03 N/m and 
0.3 for zigzag direction, while for armchair direction; the values are 30.3 N/m and 0.21, 
respectively. Wei et al. [135] used DFT simulations and predicted ductile nature of 






larger than Lagrange strain, graphene is still found to support a stress which is lower than 
the tensile stress, especially in the zigzag direction.  
 
 
Figure 2.13  Simulation based relationship between the second P-K stress and Lagrange 
strain of graphene determined under uniaxial/biaxial stress tension [125]. 
 
Figure 2.13 shows that the failure strain of graphene is much higher than the 
Lagrange strain along zigzag and armchair directions [125]. Thus, graphene is found to 
be anisotropic with regards to the fracture resistance. Graphene exhibits much stronger 
failure strain along zigzag direction than the armchair direction.  
The literature reports variations in the failure strains in graphene using DFT 
simulations and MD (Molecular Dynamics) methods. This is attributed to different C-C 
bond behaviour. The C-C bond behavior, in DFT simulations, is dependent on the 
behavior of electrons explicitly calculated in the simulations. This type of behavior is a 
superposition of both the electrostatic attraction between the nucleus and electrons, as 
well as, repulsion between the electrons. Thus, the bonds show non-linear behavior 






It is reported that the elastic modulus is highly over-estimated in the free standing 
indentation test mainly due to vdW (Van der Waals) interaction between indenter tip and 
graphene, known as the vdW effect. The vdW force between graphene and side wall is 
not large enough to maintain a clamped boundary condition of graphene in free standing 
indentation tests.  
 
 
Figure 2.14  Schematic of the creating mechanism of the true boundary condition of 
graphene in free standing indentation: (a) In-plane compression; (b) Buckling; (c) 
Adhesion by the vdW interaction between substrate wall and graphene; and (d) Peeled off 
by the indentation load [125].  
 
 Figure 2.14 shows the reported mechanism for large size suspended graphene in 
free standing indentation [125]. One can find that, for a 2D material, the mechanical 
properties are a function of a thickness, vdW interaction with indenter tip, substrate and / 
or within graphene layers, geometric defects (vacancies). These factors affect the 
mechanical deformation of graphene under different loading conditions / modes. Using 
the conventional continuum theory, the measured mechanical properties of graphene will 






numerical simulations, at atomistic scale, play a significant role in the understanding of 
mechanical properties of 2D materials.   
 
2.4 Thermoelectric Properties 
Transforming energy from one form to another has always been an integral step in 
technological advances. Driving force of water or wind can be used to run mills; nuclear 
energy can be used to produce electricity. In the context of environmental concerns, that 
becoming increasingly prevalent in today's society, it is essential to find novel, clean and 
efficient ways to produce energy as well as using it more efficiently. Identifying new 
ways to reuse waste heat energy in a processing industry is a challenge. 
Till date, most energy resources are consumed as thermal energy. The average 
yield in these processes is around 30%. The remaining 70% of thermal energy is wasted 
and the major part of this residual energy is rejected in the environment in the form of 
thermal energy. It is extremely difficult to recycle the waste heat energy using traditional 
conversion methods, since it is typically associated with temperature ranges below 700 K. 
There are strong variations of power density in the residual heat and it is stored within 
various environments. Over the past decade, there has been a growing interest in 
thermoelectric materials, which have the peculiar property, by which they can convert 
heat into electricity, and vice-versa. This conversion is interesting due to the fact that 
electricity can be stored and used for various applications. Moreover, thermoelectric 
conversion presents numerous advantages, such as the absence of maintenance, 
independence from the type of heat source, the ease of setup and the longevity of this 






different modules containing many couples of p-type and n-type semiconducting 
materials (as can be seen in Figure 2.15) [136]. The heat diffusion changes with the 
diffusion of charge carriers in the same direction, producing a voltage.  
 
 
Figure 2.15  A Seebeck power module which generates electrical power [136]. 
 
Thermoelectrics are also used for cooling applications. These coolers are most 
widely used and known as Peltier coolers. They are used to cool electronic components, 
and are also used for many consumer products, such as camping/car coolers. They can be 
used as precise temperature regulators (error around 0.01 K) with essential electronic 
feedback. 
The thermoelectric (TE) effect is a phenomenon in which either a temperature 
difference creates an electric potential or an electric potential creates a temperature 
difference. An interesting transport property, thermoelectric power (TEP) has been a 
source of information to physicists for over a century [137]. TE devices are used as 






potential of a material for TE applications — solid state refrigeration and power 
generation is determined by a measure of the material’s TE figure of merit, ZT=S
2
σT/κ, 
where, S is the thermoelectric power (also called Seebeck coefficient), σ the electrical 
conductivity, and κ is the thermal conductivity of the material. Efficient TE energy 
conversion, therefore, requires materials that have an enhanced power factor S
2
σ and 
reduced κ [137, 138]. The state of the art TE materials possess a value ZT ~ 1, at room 
temperature. There is no well-defined theoretical value of ZT. Values of ZT ~ 2-3 make 
TE refrigeration competitive with vapor compression refrigeration systems. Even a 
modest increase in value of ZT would, therefore, provide important opportunities for 
applications. 
Thermoelectrics could play an important role in the future. Presently, 
thermoelectric applications use compounds of Si, Te, Pb, Bi or Se, such as bismuth 
chalcogenides, lead tellurides, silicides, tin selenide, and others. However, they are not 
adapted for large scale applications due to many reasons such as high production costs, 
toxicity of some compounds, high temperature stability, etc. Future research is focused 
on developing alternate materials to circumvent the aforementioned challenges. This is 
expected to raise yield by having massive production of cheap, non-toxic and less 
restrictive thermoelectric device for a larger spectrum of applications. The aim of our 
study is to model from first-principles calculations the thermoelectric properties of one of 
the most promising thermoelectric material: Graphene.  
 
2.4.1   Graphene - A Thermoelectric Material 
 
The last decade has witnessed a considerable interest in the electronic properties of 






honeycomb crystal, exhibits unique properties such as high thermal conductivity, high 
electron mobility and optical transparency, and has potential applications in nano-
electronic and optoelectronic devices. With the integration of these devices, by shrinking 
their dimensions, thermal management has become a high priority. This has prompted the 
study of thermoelectric effects in graphene based systems. Recent studies have indicated 
that ZT could be increased nearly fourfold, by optimizing the potential of graphene 
systems [140]. 
The interest in the TEP of a material system is understood not only from its value 
of ZT but also its sensitivity to the composition, structure of the system as well as its 
behavior in external fields. The TE effect has made it essential to focus attention of 
researchers on the interaction of electrons and phonons, impurities and other defects. It is 
known that the transport parameters S, σ and κ are not independent of each other. The 
Seebeck coefficient is related partially to the electrical conductivity. This has created a 
challenge for theorists and experimentalists to search ways to increase the value of ZT. 
An optimization of one of the parameters, such as Seebeck coefficient, for any material 
will involve understanding and appropriate modification of the electronic properties. 
Conventional thermocouples, made of metal or metallic alloys, can generate Seebeck 
voltages typically tens of microvolts per Kelvin [141, 142]. The thermocouples made 
from semiconductors, with tailored material properties and geometry [143], can generate 
voltages of a few hundreds of microvolts per Kelvin. One of the objectives in studies of 
thermoelectrics has been to search for materials with optimized electronic band structures 
and thermal properties [144]. The recent interest in thermoelectrics has been stimulated 






combination of electrical and thermal properties and their possible modification. 
    Graphene exhibits interesting TE properties compared to elemental 
semiconductors. It has higher TEP and can be made to change sign by varying the gate 
bias [145-147]. The unique properties of graphene include high mechanical stiffness and 
strength, coupled with high electrical and thermal conductivity. These properties make 
graphene an exciting host for future applications in nanoelectronics, thermal management 
and energy storage devices. Technical advances have now been made possible by the 
realization of tailor-made 2D graphene systems, such as single-layer graphene (SLG), 
bilayer graphene (BLG), graphene nanoribbon (GNR), graphene dots, graphene 
superlattices as well as defected graphene. Most of the experimental and theoretical work 
has been concerning modification of the electrical and thermal conductivity of such 
systems. A review on the progress in research in graphene has been presented by  
Novoselov et al.[148] as well as Sankeshwar et al. [149].  
The present work addresses an important component of thermoelectric transport 
in graphene, namely, TEP, also referred as thermopower. TEP has been a powerful tool 
for probing carrier transport in metals and semiconductors [143]. 
  
2.4.2 Literature Review 
Fundamentally related to the electrical conductivity of a material, the thermoelectric 
transport coefficients are determined by the band structure and operating scattering 
mechanisms. These coefficients can offer unique information complementary to the 
electrical transport coefficients. The minimal conductivity at the Dirac point is 
characteristic of graphene [73, 139]. Away from the Dirac point, the dependence of 






temperatures, the conductivity of graphene is limited by scattering of the impurities and 
disorder, which in turn, depend on the sample preparation. In the absence of extrinsic 
scattering sources, phonons are the major intrinsic source of scattering [139].  
The thermoelectric effect of Dirac electrons has been initially experimentally 
investigated in mechanically exfoliated samples of graphene on ~300 nm SiO2/Si 
substrates [145-147]. The number of layers in graphene samples can be identified by 
optical contrast of the samples with scanning probe studies and Raman spectroscopy. A 
controlled temperature difference, ∆T, is applied to the sample by a heater and the 
resulting voltage which is thermally induced, ∆V, is measured by the voltage probes to 
obtain the TEP, S = - ∆V/∆T. 
The TEP of graphene can be modulated by varying the gate voltage, Vg. The 
nonexistence of a gap in the carrier dispersion in graphene, as in SLG, results in a direct 
transition between electron-like transport to hole-like transport as the gate voltage is 
tuned through the charge neutrality point (Dirac point). 
 
 
Figure 2.16  Experimentally reported (a) Conductivity and (b) TEP of a graphene sample 
as function of Vg for T=300 K (square), 150 K (circle), 80 K (up triangle), 40 K (down 
triangle), and 10 K (diamond). Upper inset: SEM image of a typical device, the scale bar 
is 2 μm. Lower inset: TEP values taken at Vg = - 30 V (square) and -5 V (circle). Dashed 






Zuev et al.  [145] measured, simultaneously, the conductance and TEP of 
different SLG samples. Figure 2.16 shows conductivity and TEP trends for graphene 
sample as a function of applied gate voltage over a temperature range of 10-300 K. The 
conductivity becomes minimum at the charge neutrality point (CNP), corresponding to 
Vg=VD, where the Dirac point VD= 0 V for the device. They observed a change in sign of 
the TEP across the CNP (VD=0 V) as the majority carrier density changed from electrons 
to holes. The linear temperature dependence of TEP is shown in the inset for two values 
of Vg, far away from the CNP. This nature of temperature dependence suggests that the 
mechanism for thermoelectric generation is diffusive, with the absence of phonon-drag 
component. 
  Wei et al. [146] reported, experimentally, that the thermoelectric transport is 
uniquely sensitive to the electronic band structure. Checkelsky and Ong [147] have 
reported measurements of TEP, S, and Nernst, Syx, signals in graphene in non-zero and 
zero magnetic fields. In the absence of a magnetic field, they observed nominally linear-
in-T dependence of the peak value Sm from ~20 K to 300 K (as shown in Figure 2.17) 
[147]. This observation was in addition to the change in sign of S with Vg. Seol et al. 
[150], in their study of the thermal properties of graphene, have reported measurements 
of electrical conductivity, TEP and thermal conductivity of SLG flakes. They reported the 









Figure 2.17  Curves of TEP based on experiments, S=−Sxx vs Vg in sample J10 (left 
inset) in zero magnetic field at selected T. The curves are anti‐symmetric about the Dirac 
point which occurs at the offset voltage V0=15.5 V. The peak value Sm (right inset) is 
nominally linear in T from 25 to 300 K [147].  
 
In recent experiments, Shi et al. [151] have investigated the carrier mobility-
dependence of thermoelectric transport properties of SLG in zero and non-zero magnetic 
fields, as shown in Figure 2.18. It is reported that, in the absence of magnetic field, with 
increase in mobility, the maximum value of Sxx increases, and exhibits an increasingly 
diverging trend accompanied by a sharper peak- to-dip transition around the Dirac point 
[151]. It is also noted that the peak-to-dip width is related to the width of the minimum 
conductivity plateau, which is broader for the low mobility state. This behavior is 
associated with disorder in graphene. Also, it is found that Sxx converges to the same 
values at high gate voltages on either side of CNP, even for high values of gate voltage 
for all values of mobility. This phenomenon refers to the fact that the effective charge 
density is much greater than the fluctuations in the charge density induced by charge 







Figure 2.18  Experimental gate voltage dependence of (a) Electrical conductivity, σ, and 
(b) Seebeck coefficient, Sxx, of device A at 150 K with three hole mobility values 12900, 






. Inset of (b) shows SEM image of the device [151]. 
 
Samples of graphene have been grown by different techniques. The main 
graphene production techniques include wet and dry exfoliation, photo-exfoliation, 
Chemical Vapor Deposition (CVD), Molecular Beam Epitaxy (MBE) and chemical 
synthesis (using Sol-Gel Technique). Also, there have been experiments with deposition 
of graphene on various substrates, mainly SiC [149].   
Wu et al. [152] reported the thermoelectric response of relatively high-mobility  








) single layer graphene epitaxially grown on SiC substrate. For 
carrier (hole) density away from the Dirac point, it is found to show deviation from the 
Mott relation. The data shows quadratic dependence instead of linear dependence, 
reflecting the importance of the screening effect. Hwang et al. [153]  have shown that a 
quadratic correction to TEP appears when the effect of screening and its temperature 
dependence are taken into account. 
Kim et al. [154] have reported measurements of TEP on graphene samples 






the disorder. It is shown that, at high temperatures, the measured TEP is found to exhibit 
enhancement with respect to the TEP predicted from Mott relation. This is attributed to 
the fact that, at higher temperatures, the inelastic scattering rate is many orders higher 
than the elastic scattering rate.  
Graphene structures have been shown to be grown on metal substrates upto 
micron thickness with a very few defects. Also, SiC substrates have been shown to be 
used to grow good quality graphene with a number of layers. C-terminated surface can 
produce some layers with lower mobility, whereas, Si-terminated surface can form layers 
with higher mobility [149, 155]. 
TEP of CVD-grown graphene has also been demonstrated [149, 156]. This 
concept has been used to apply graphene as a sensitive probe to surface charge doping 
from the environment to detect gas/chemical. Initially, degassed n-type graphene sample 
was found to become p-type doped by exposure to gases [157]. These variations are 
dependent on the nature of the ambient gases in contact and can be interpreted by 
monotonic change in sign of TEP. In graphene sample, the substrate on which graphene 
layer is exfoliated and its purity affect the morphology of graphene. In suspended 
graphene, the substrate is etched away. This makes it possible to suspend graphene over a 
100 nm deep trench. In this case, the impurities are stuck to the graphene layer.  
Nam et al. [158] have reported measurements of TEP, Sxx, for BLG in the 
temperature range of 30-250 K and for varying charge carrier densities. Similar to the 
observation in case of single layer graphene, one can observe ambipolar nature of charge 
carriers by the change of sign at the CNP, in case of BLG, as shown in the Figure 2.19 






formula. For high charge carrier densities, TEP follows the linear temperature 
dependence. This implies a weak electron-phonon interaction and negligible phonon-drag 




Figure 2.19  Experimental TEP as a function of the backgate voltage VBG in zero 
magnetic fields and at various temperatures: T= 30, 50, 70, 140, 170, and 250 K. Inset: 
optical image of a typical device. Size of the scale is 30 μm [158]. 
 
To date, there have not been reports on the measurement of TEP of graphene 
nanoribbons. However, there have been reports using non-equilibrium Green’s function, 
showing enhanced thermoelectric properties of graphene nanoribbons by resonant 
tunneling of electrons by Mazzamuto et al. [159]. Chen et al. [160] studied the 
thermoelectric properties of graphene nanoribbons,  junctions and superlattices. The role 
of interfaces in the thermoelectric response of GNR across single junctions as well as 
periodic superlattices has been discussed. It is observed that increasing the number of 
interfaces in single GNR system increases the peak ZT values. Thus, the ZT values are 






is controlled by width of narrower component of the junction. It is noted that synthesized 






CHAPTER 3  
COMPUTATIONAL METHODS 
 
In this section, various computational techniques used to model the electronic, optical, 
mechanical and thermoelectric properties are discussed. 
 
3.1 Density Functional Theory (DFT) 
The main principle of the ab-initio techniques is to solve Schrodinger’s equation. This 
single equation is sufficient to describe arbitrary systems accurately. When applied to 
many-body problems, the analytical solution is highly impractical. Hence, there is an 
intense need to look for approximations. 
In a short span of time, after Schrodinger’s equation was published, the first 
rudimentary predecessor of DFT was developed by Thomas and Fermi [161]. In this 
approach, a multi-electronic system based on Fermi-Dirac statistics, assuming the 
behavior of the system as a homogeneous electron gas, is modeled. The model considers 
interacting electrons moving in an external potential and provides a highly over-
simplified relation between the potential and its electronic density. This theory is quite 
useful for describing some qualitative trends, such as total energy of atoms. However, 
there is a major drawback of not being able to predict chemical bonding of atoms in the 
system. 
Another most successful attempt for dealing with many-electron systems is the 
Hartree-Fock (HF) hypothesis, developed in 1930 by Hartree, Fock and Slater [162]. In 






symmetric combination (known as the Slater determinant) of wavefunctions i of N 
electrons (known as spin-orbitals) composing it, including the Pauli Exclusion Principle.  
The HF theory is only an approximation by definition, since it is assumed that all-
electron wavefunction have a particular shape. Hence, in cases where accuracy is a 
concern or when there are strong electron-electron interactions, it is inferior as compared 
to other methods. However, at present, it is widely used in case of periodic systems. 
Over the past few decades, DFT has been the most successful and widely used 
method in the field of Computational Condensed Matter Physics [163]. The DFT 
describes a many-body interacting system via its particle density and not via its many-
body wavefunction. This reduces the 3N degrees of freedom of the N-body system to 
only three spatial coordinates through its particle density. Hohenberg and Kohn tried to 
formulate the DFT as an exact theory for many body systems [164]. DFT is based on the 
Hohenberg-Kohn theorems. These theorems basically state that the properties of the 
ground-state of a many-electron system are determined uniquely by the electron density 
(first theorem) and that this quantity can be calculated by using a variational principle 
(second theorem). The ground-state energy is, hence, a functional of the density. Along 
with the energy, all the physical properties of the system are also a functional of the 
density. This enormously simplifies the problem of a many-electron system.  
The Hohenberg-Kohn formulation applies to a system of interacting particles in 
an external potential Vext(r), including any problem of electrons and fixed nuclei, where 
the Hamiltonian is given by Equation (3.1) [165], 
 
                     
  
   





        






The Hohenberg-Kohn theorems are as given below: 
a) Theorem I: For any system of interacting particles, in an external potential 
Vext(r), the potential Vext(r) is uniquely determined, except for a constant, by the 
ground state particle density n0(r). 
b) Theorem II: A universal functional for the energy E[n] in terms of the density 
n(r) can be defined. This is valid for any external potential Vext(r). For any given 
external potential Vext(r), exact ground state energy of the system is the global 
minimum value of this functional, and the density n(r) that minimizes the 
functional is the exact ground state density n0(r). 
Hohenberg-Kohn theorem has made it possible to use the ground state density to 
calculate the electronic properties of the system. But it does not provide a way of finding 
the ground state energy. Kohn-Sham (KS) equations provide a method to determine the 
ground state energy. To derive the KS equations, one needs to consider the ground state 
energy as the functional of charge density. Kohn-Sham derived a set of single particle 
Schrodinger equations given by [166], 
 
                                       
   
  
                                                                 (3.2) 
 
Where, εi are Kohn-Sham eigenvalues, ψi(r) are Kohn-Sham single particle 
orbitals. 
The effective potential is given by [167], 
 






Where, Veff(r) represents the electron-ion interaction [165]. VHartree(r) represents 
the Hartree potential, i.e., the classical electrostatic interaction. Vxc(r) is the exchange-
correlation potential. 
VHartree(r) and Vxc(r) are given as per Equation (3.4) and (3.5), respectively. 
 
                                                                
     
      
                                                 (3.4) 
 
                                                                  
    
     
                                                      (3.5)              
 
Where, Exc is the exchange-correlation energy. Vxc(r) represents the many body 
effect. Approximation for the Exc [165] is stated as per Equation (3.6) in Section 3.1.1. 
 
3.1.1 LDA (Local Density Approximation) 
LDA are a class of approximations to exchange-correlation energy functionals (Exc) in 
DFT. For spin-unpolarized systems, LDA for Exc is given as per Equation (3.6): 
 
                                               
                                                                  (3.6) 
 
Where, ρ is the electronic density and  xc is the exchange-correlation energy per 
particle of a homogeneous electron gas of charge density ρ. In LDA, the functional 
depends only on the electronic density at the coordinates, where the functional is 






Hamiltonian. It is commonly used along with plane wave basis set. LDA considers a 
functional whose functional derivative is taken with respect to density at that point only. 
It is an approximation to the exchange-correlation, which depends on the value of the 
electronic density at each point. Local approximations to the exchange correlation energy 
are derived from the homogeneous electron gas model (such as the Jellium model). The 
exchange functional can also be expressed as the energy of interaction between the 
electron density and the Fermi coulomb-hole charge distribution. LDA is synonymous 
with functionals based on the HEG approximations, which are applied to realistic systems 
such as large molecules and solids. The expression for energy and potential is given 
below [165]: 
 
                                                         
                                          (3.7) 
 
Where, Exc=exchange-correlation energy per electron. The exchange-correlation 
energy is composed of two terms: exchange term and the correlation term, linearly as in 
Equation (3.8). 
  
                                                                 (3.8) 
 
Where, Ex is the exchange term and Ec is the correlation term. The exchange term 
takes a simple analytical form for the HEG, while only limiting terms are precisely 






The exchange-correlation potential, corresponding to the exchange-correlation 
energy, is stated in Equation (3.9). 
 
        
       
  
                                                        (3.9  
 
 In finite systems, the LDA potential is known to decay asymptotically with 
exponential form. This is slightly erroneous. The true exchange-correlation potential 
decays much slower in a Coulombic way. The LDA potential cannot support the Rydberg 
series and such states are too high in energy. LDA does not provide accurate description 
of electron-rich anions. Therefore, LDA is unable to bind an additional electron and 
predicts the anionic species to be stable erroneously [168]. 
 
3.1.2 LDA+U 
This approximation is an improved form of LDA. In case of transition metal or rare earth 
metal ions which have strongly correlated system, the LDA approximation is not 
sufficient to describe the electronic properties of the system. If one applies LDA to a 
transition metal compound, it will provide the metallic electronic structure with partial d-
band, which is erroneous. Several approaches have been worked out for improving LDA 
to include the differences in the strongly correlated electron-electron interaction. The 
Hamiltonian of LDA for the case, described in Section 3.1.1, can be improved by use of 
the calculated self-energy in a consistent procedure. 
The orbital dependent potential, taking LDA+U approximation, exhibits both the 






approximation shows that the information obtained is not sensitive to a particular form of 
localized orbitals. LDA+U theory can be described as the Hartee Fock theory for 
localized states (orbital of rare earth metal). By using the Hubbard U term, a correction 
term to Hamiltonian of LDA, there is a large increase in the number of calculations for 
the electronic structure. The Hubbard parameter term U relates the single particle 
potential to the magnetic order parameter. For impurity systems, high Tc 
superconductors, Mott insulators, transition metals, the LDA +U approach is highly 
accurate. Delocalized s, p electrons can be described by using an independent one-
electron potential. For localized d and f electrons, LDA, including Hubbard like term, can 
be used instead of averaged coulomb energy [165]. 
 
3.1.3 Quantum Espresso 
It is an integrated suite of computer codes, including the plane-wave pseudo potential 
DFT code PWSCF. This suite is used for electronic-structure calculations and materials 
modeling at the nanoscale [165]. The software is released under the GNU General Public 
License. The full Quantum ESPRESSO distribution contains the following core packages 
for the calculation of electronic-structure properties within Density-Functional Theory 
(DFT), using a Plane-Wave basis set and pseudopotentials: 
 PWSCF (PW) : Plane-Wave Self-Consistent Field, 
 CP (CPV): Car-Parrinello Molecular Dynamics. 
It is based on Density Functional Theory (electron-ion interaction), plane waves, and 
pseudo potentials (both norm-conserving and ultrasoft for electron-electron interactions). 






evaluate the thermal, optical and magnetic properties of solids, equations of state, 
electron density distributions and cohesive energies of the system. 
DFT has become a very widely-used method in computational physics and 
computational chemistry research for determining the electronic structures of many-body 
systems, such as atoms and molecules. It has been particularly applied in the condensed 
state. PWSCF is a method used to calculate bandstructures by expanding wavefunctions 
into plane waves. Various auxiliary packages are also included along with the codes. 
PWgui is Graphical User Interface, which produces input data files for PWSCF. Several 




It is a modified effective potential term instead of coulombic potential term in 
Schrӧdingers’ equation for core electrons. The information about the type of exchange 
correlational functional and the type of pseudopotential can be found from the literature 
[167]. Pseudopotential is an effective potential constructed in order to replace the atomic 
all-electron potential such that the core states are eliminated and valence electrons are 
described by pseudo-wavefunctions with significantly lesser nodes. In pseudopotential, 
the Kohn Sham’s radial equation is considered. It contains the contribution from valence 
electrons.  
Pseudopotentials with larger cut-off radius are considered to be softer. However, 
they are found to be less accurate in different environments. Thus, the motivation in using 
pseudopotentials is to reduce the size of basis sets, reduce the number of electrons, and 






ultrasoft pseudopotential and norm-conserving pseudopotential used in modern plane-
wave electronic structure codes. These methods make it possible to consider basis sets 
with significantly lower cut-off (the frequency of the highest Fourier mode). These basis 
sets can be used to describe the electron wavefunctions. Thus, proper numerical 
convergence can be achieved with less computing resources [169].    
 
3.1.5 Xcrysden 
It is a molecular and crystalline-structure visualization program for input and output files 
generated by PWSCF. Its principle function is to serve as a property analyzer program. It 
can run on most UNIX platforms, without any specific hardware or software 
requirements. Special efforts have been made to allow appropriate display of 3D iso-
surfaces and 2D contours. XCrysDen is also a graphical user interface for some other 
software codes such as CRYSTAL. It can perform real-time operations such as rotation 
and translation. It can be used for measuring distances, angles, dihedrals for a given 
crystal lattice. 
 
3.2 Emissivity Calculations 
 
Multi-Rad software is the modeling tool which has been used in our simulations of the 
radiative properties of thin-film stacks. In Multi-Rad, the thin film optics is implemented 
in the form of the matrix method of multilayers. The model assumes the following:  
(a) the layers are optically smooth and parallel, as well as the materials are isotropic; and 
(b) constancy of the properties in azimuthal direction. For a given multilayer stack, it is 
possible to calculate the radiative properties as a function of wavelength and angle of 






its refractive indices, n, and extinction coefficients, k. Most of the parameters in this 
study have been based on data from references [171-173]. 
The matrix method of multilayers can predict the reflectance and transmittance of 
a multilayer stack for a specific wavelength and angle of incidence. For a specific 
wavelength, the coherent radiation is considered. This enables consideration of the 
interference effects. Most important assumptions of this theory is that the surface area on 
which the radiation is incident is much larger than the wavelength of the incident 
radiation i.e., there are no edge effects [174]. The detailed description of the matrix 
method of multilayers can be obtained in reference [170]. 
The spectral absorptance is a directional property and it can be calculated by 
subtracting the reflectance and transmittance from unity, and the spectral emittance can 
be calculated by assuming Kirchhoff's law on a spectral basis: 
 
 ,   , 1R, T,                                           (3.10) 
 
Where, the subscripts are introduced to indicate spectral and directional properties, 
respectively. Spectral directional reflectance and transmittance are denoted respectively 
as R,  and T, . They are calculated from the average of s and p wave properties. If it 
is assumed that a given emitter is in local thermodynamic equilibrium, Kirchhoff's law 
can be considered as valid on a spectral basis. It is characterized by a single temperature. 
In cases where there are high gradients of temperature across the emitting wafer, or 
where the electrons and phonons are not in local thermal equilibrium, Kirchhoff's law is 






3.3 Theory of Atomistic Simulation 
 
Atomistic simulation refers to a suite of computational techniques which are used to 
model the interaction and configuration of a system of atoms. In this work, the term 
‘atomistic simulation’ will pertain to molecular dynamics. Detailed and comprehensive 
reviews of ‘atomistic simulation’ can be found in books by Allen and Tildesley [175]  
and Haile [176].  
Atomistic simulations are commonly classified into two categories: equilibrium 
and non-equilibrium [176]. In equilibrium atomistic simulations, the system is completely 
isolated from its surroundings with a fixed number of atoms, volume and constant total 
energy. These boundary conditions are considered to be corresponding to the 
microcanonical (NVE) ensemble in statistical mechanics [177]. In non-equilibrium 
atomistic simulations, the system is allowed to interact with the surrounding environment 
through either thermal or physical constraints (such as a thermostat or an applied force). 
Depending on the equations of motion which describe the system of atoms, these 
calculations may correspond to the canonical, either NVT (Ensemble with a constant 
number of particles (N) of the system, Volume (V) and Temperature (T)) or NPT 
(Ensemble with a constant number of particles (N) of the system, Pressure (P) and 
Temperature (T)), in statistical mechanics. Many different methods exist to specify the 
interaction between the atomic system and the environment. All of them are considered 
as non-equilibrium MD methods.  
In the atomistic framework, each atom is represented as a point mass in space 
while the interatomic potential provides a model for the potential energy of a system of 






of the positions of the atomic nuclei. This simplification avoids having to specifically 
account for the motion and interaction of the individual electrons. Since interatomic 
forces are conserved, the force on a given atom, F
i
 , is related to the interatomic potential, 
U , through the gradient operator, i.e., 
 
                                                  
      
   
                                                     (3.11) 
 
Where, ‘r’ is the atomic position vector. In this work, superscripts denote variables 
assigned to individual atoms, while subscripts denote variables associated with sets of 
atoms, directions or at specific time steps. Thus,    represents the position vectors for the 
system of N atoms while ‘r
i
’ is the atomic position vector for the i
th
 atom. One of the 
inherent limitations of the atomistic method is extremely high expense of computational 
resources. This makes it essential to limit the systems to relatively small numbers of 
atoms. The studies of nanoscale surface effects that are related to length scale are 
extremely important. The goal of this work is to examine atomic scale behavior which 
can represent a bulk sample with micro or nanoscale grain structure. Thus, periodic 
boundary conditions are used in many of these calculations for eliminating the influence 
of free surface effects. As shown in Figure 3.1, we consider a two-dimensional example 
of using periodic boundary conditions in the atomistic framework. The primary cell is 
outlined with solid lines and it represents a small portion of the material. The atoms 
which lie within this cell are explicitly modeled using atomistic methods. The bordering 






repetition of the primary cell in two dimensions. With this method, it is possible to model 
an infinite amount of material in each direction. 
 
 
Figure 3.1: Two-dimensional illustration of periodic boundary conditions in the 
atomistic framework. 
 
Suppose blue atom in the primary cell moves to a point outside of this region 
during the simulation, as shown with a solid blue arrow in Figure 3.1. The image of this 
atom will be reflected back into the primary cell on the opposite side with the same 
momentum, as shown with the dashed blue arrow. Note that the atoms that lie near the 
borders of the primary computational cell can interact with neighbor atoms across the 
periodic boundary. While periodic boundary conditions remove the effects of free 
surfaces, they are imparting image constraints on the system which must be taken into 
consideration when simulating defect behavior with long-range interactions.  
The atomistic code, used in this thesis, is classical molecular dynamics code 
LAMMPS, which stands for Large-scale Atomic/Molecular Massively Parallel Simulator. 
LAMMPS was written by Steve Plimpton at Sandia National Laboratories / Albuquerque, 
NM. LAMMPS has potentials for soft materials (biomolecules, polymers) and solid-state 






model atoms or, more generically, as a parallel particle simulator at the mesoscale or 
even upto the continuum levels [178]. 
LAMMPS runs on single processor or in parallel using message-passing 
techniques. It performs a spatial-decomposition of the simulation domain. The code is 
designed to be easy to modify or extend for better functionalities. LAMMPS is 
distributed as an open source code under the terms of the GPL. LAMMPS is distributed 
by Sandia National Laboratories, a US Department of Energy laboratory. The code is 
written in C++. This MD code is capable of performing molecular dynamics simulations 
in the microcanonical (NVE), constant volume canonical (NVT) ensembles and also the 
isothermal-isobaric ensemble NPT. The latest stable version of LAMMPS is 28 June 
2014 and has been used in simulations performed in this thesis.  
 
3.3.1 Molecular Dynamics 
 
In the molecular dynamics method, the evolution of atomic positions is described using 
Newton’s second law of motion,  
 
                                                                                                          (3.12) 
 
                                                               





                                                    (3.13) 
  
Where, m denotes the mass, p
i
 is the momentum and v
i
 is the velocity of the i
th
 
atom. The most widely used method to solve the above equations in molecular dynamics 
is the “Velocity-Verlet finite-difference” algorithm [179]. This algorithm has been 






be propagated forward in time without iteration and symplectic, i.e., the volume in phase 
space is conserved. Thus, one can ensure stability and convergence of simulation for a 
bigger atomic system. 
While the study of material behavior in isolated systems has merit, the vast 
majority of problems in mechanics and materials science require consideration of 
interaction of the system with the surrounding environment (non-equilibrium molecular 
dynamics). One way to accomplish this, in molecular dynamics, is to introduce the 
concept of an extended system [180]. Essentially, Newton’s equations of motion are 
augmented and coupled to additional differential equations which can describe the 
relationship between the system and the environment. Commonly, molecular dynamics 
calculations are performed at a constant temperature or pressure (or both). 
Of course, accurate evaluation of the thermodynamic quantities makes it essential 
to consider the size of the atomistic system. The use of periodic boundary conditions in 
the atomistic framework serves as an effective way to approximate the thermodynamic 
limit.  
 
3.3.2 Input File Parameters in MD Simulation Using LAMMPS 
 
a) Initialization 
One has to define the initial configuration of the system as per literature. The 
dimensionality, boundary condition (periodic or fixed), atomic positions, timesteps, unit 









b) Force Field Implementation 
Interactive potential needs to be defined in a system. A suitable empirical potential has 
been chosen as a function of time. Tersoff potential has been chosen to model graphene. 
This potential has been shown to be successful in describing atomic interactions for 
Carbon. 
c) Prescribing Ensemble and Running Simulation 
Before running an actual simulation, a thermalization process needs to be performed so 
that the system is in thermal equilibrium – the system is in thermal equilibrium at 
minimum energy. The ensemble is essential to perform this operation. In order to 
equilibrate the system, microcanonical ensemble (NVT) is designed using Nose-Hoover 
thermostat. It performs time integration on Nose-Hoover style and is based on non-
Hamiltonian equations of motion which are designed to generate positions and velocities. 
This is achieved by adding some dynamic variables which are coupled to the particle 
velocities (thermostatting). When used correctly, the time-averaged temperature of the 
particles will match the target values specified. 
 
3.3.3 Thermal Transport in Graphene 
 
In recent years, electronic devices are becoming smaller. The interface of materials is 
becoming increasingly important in the determination of their thermal properties. This is 
especially true in case of nanoscale materials where the interface thermal resistance 
significantly affects their overall thermal conductivity. As the thermal management in 
electronic devices is a prime concern, the role of materials which are widely used in 
electronic devices such as carbon nanostructures, silicon based materials and the interface 






molecular dynamics simulations is used for calculations of thermal conductivity of 
graphene and its derivatives. 
The thermal conductivity of graphene is very hard to be determined 
experimentally [6]. Hence, its thermal conductivity has been mostly predicted from 
theoretical methods. Experiments performed by Alexander et al. [144] show the thermal 
conductivity of graphene to be in the range of ~4,840 W/mK to ~5,300 W/mK. It is even 
higher than CNT. Several models have been successfully tested to investigate the thermal 
conductivity of graphene and graphite. Nika et al. [181] determined the thermal 
conductivity through phonon dispersion and they found the values to be in the range of 
2,000 W/mK to 5,000 W/mK with varying flake size of graphite. Lan et al. [182] 
determined the thermal conductivity through Green-Kubo function and found the values 
of ~ 3,410 W/mK. Baladin et al. [183] performed experiments to calculate the thermal 
conductivity of single layer graphene as ~4,200 W/mK, while graphite has thermal 
conductivity of ~2000 W/mK. NEMD technique is applied in this simulation of thermal 
conductivity.  
NEMD simulation has been implemented in this thesis to obtain the temperature 
gradient resulting from the swapping of kinetic energy. The thermal conductivity, , is 
then calculated from the Fourier law:  
 
                                         
  
        
                                                         (3.14) 
 
Where, ∆T is the gradient of the temperature, J is the heat flux from the heat bath 
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The subscript ‘h’ refers to the hot particles and subscript ‘c’ refers to the cold particles of 
identical mass ‘m’. The velocities of these particles are interchanged. Lx and Ly are cross 
sectional area of simulation box. The factor of two in denominator is used to denote heat 
flow in two directions of the slabs, effectively doubling the area of heat flux. The term 
T/z is the temperature gradient obtained from the average of the ensemble. 
Equation (3.15) is used to find the thermal conductivity of graphene and its 
derivatives. This Müller-Plathe technique is used to apply heat to the system. This is 
different from the Green-Kubo method [184]. This technique is sometimes called as 
reverse non-equilibrium molecular dynamics (R-NEMD).  This is because the usual 
NEMD approach is to impose a temperature gradient on the system and measure the 
response as the resulting heat flux. In the Müller-Plathe method, the heat flux is imposed, 
and the temperature gradient is the system's response. The schematic diagram of the 
Müller-Plathe method is shown in Figure 3.2. 
 








The basic principle of the Müller-Plathe method is that the whole system is to be 
divided into slabs along the axial direction, and the temperature of each slab is calculated 
by the following statistics: 
 
                                             
 
     
     
   
   
                                            (3.16) 
 
In this technique, the first layer is assumed as the cold slab, while layer N/2 
(middle layer) is simulated as a hot slab. The hottest atom having maximum kinetic 
energy exchanges its energy with the adjacent atoms till the heat energy reaches to the 
end of cold slab (one with minimum kinetic energy). The temperature gradient between 
the atoms and the distribution of kinetic energy of atom is very broad. Hence, the hottest 
atom at cold slab always has higher kinetic energy than coldest atom at hot slab. The 
linear momentum and energy of the system is conserved, if the mass of the swapping 
atoms remain the same. However, the angular momenta of the atoms are not conserved. 
This is not a problem since the introduction of periodic boundary to the system allows the 
angular momentum to be neglected. 
The Müller-Plathe algorithm is relatively easy to implement, as well as to keep 
the system linear momentum; the total kinetic energy and total energy conserved, and 
does not require an external heat bath. However, the Müller-Plathe method assumes that 










The simulation of electronic transport quantities such as Seebeck coefficient, electrical 
conductivity and electronic thermal conductivity has been performed using a modeling 
code known as BoltzTraP. BoltzTraP uses a Fourier sum to evaluate energy bands, where 
spacegroup symmetry is maintained by using star functions. This provides a simpler basis 
for the integrations in order to obtain the transport coefficients. The idea of the Fourier 
expansion is to use more star functions than band energies, but to constrain the fit so that 
the extrapolated energies are exactly equal to the calculated band-energies and use the 
additional freedom to minimize a roughness function. Thus, it is possible to suppress 
oscillations between the data-points. Since energy bands are given as Fourier sums, their 
derivatives yield the velocities and their second derivatives yield the curvature or inverse 
effective masses. All these quantities appear in the Fermi integrals for calculating 
transport coefficients.  
Under the assumption that the relaxation time τ is direction independent, both the 
Seebeck and Hall coefficients are independent of τ. As the interpolated bands pass 
through the calculated band-energies, the precision of this method is mainly limited by 
possible band crossings. At these band crossing locations, the band derivatives will be 
calculated wrongly. The method has been successfully tested for calculating transport 
coefficients of intermetallic compounds, high Tc superconductors and thermoelectrics. 
The idea of this procedure was developed in 1986 by Koelling and Wood [185]. 
However, it was implemented into code for solving the Boltzmann equation by the work 
of Madsen and Singh in 2006 [186]. BoltzTraP only calculates electronic transport 






temperature. Only an energy independent and direction independent relaxation time is 
assumed so far. Transport coefficients of phonons are not calculated. BoltzTraP operates 
in three spaces: real space, k space and energy space. Particularly important is the transfer 






CHAPTER 4  
MODELING & SIMULATION 
 
This section has been divided into four sub-sections based on the properties of graphene 
and its functional derivatives analyzed.  
 
4.1 Electronic Properties 
Graphene is known to have relaxed 2-D honeycomb structure (Figure 1.2) and the doped 
graphene will be assumed to have similar structure, unless violated by energy 
minimization considerations. The optimizations of the lattice constants and the atomic 
coordinates are made by the minimization of the total energy. A sample of graphene 
nano-structure analyzed has been shown in Figure 4.1. 
 
The following steps and methodology have been used for simulating the various 
graphene based nanostructures: 
1. Setting up structure by inputting coordinates. VMD (Visual Molecular Dynamics) 
software [187] has been used for generating input structure of graphene 
nanoribbons. An open source code “latgen” has been used for obtaining 
coordinates of graphene nanosheets and its derivatives.  
 
2. Performing Self consistent (SCF) simulation of graphene nanostructure to obtain 
minimum total energy configuration.  
 
3.  Performing non-SCF calculation by varying energy cutoff, Monkhorst-Pack grid 
parameters and lattice constant.  
 
4. Repeating the simulation till obtaining the lowest energy configuration in terms of 
energy, k-points as well as lattice constant.  
 
5. Kinetic energy cutoff for wavefunctions has been chosen as 70 Ry, while the 
kinetic energy cutoff for charge density and potential has been set as 840 Ry (as a 
rule, it should be 8-12 times the kinetic energy cutoff for wavefunctions). It is 






6. Smearing with degauss 0.03 has been used in considering the semi-metallic nature 
of graphene. 
 
7. Energy convergence parameter has been set as 1.0E-8 Ry i.e., system converges 
once it reaches this energy level. 
 
8. Path for plotting bandstructure has been chosen as G, M, K, G. 
 
Figure 4.1 shows the simulated graphene nanostructures. These structures have 




(a)                                  (b) 
 
Figure 4.1 Simulated structure of (a) Graphene nanosheet, (b) Graphene nanoribbon.  
 
Once the verification of the model is established by comparison with the literature 
(experimental or simulated), the model is then extended to simulate the properties of 




A. Undoped Graphene 
As seen in Figure 4.2, the Dirac point is located on K and the Fermi level is present at 









Figure 4.2  Bandstructure of undoped graphene. 
 
B. Boron Doped Graphene 
 
   
 
(a)      (b)   
 
Figure 4.3  Bandstructure of (a) 2% boron doped graphene and, (b) 4% boron doped 
graphene. 
 
Upon boron doping, it is observed that the Fermi level is shifted below the Dirac 
point in graphene. The boron atoms adjust themselves to the surrounding host carbon 
atoms. When graphene sheet is doped with boron atoms, the boron atoms also undergo 
sp
2
 hybridization. Due to similar size of carbon and boron atoms, there is no significant 
distortion in the structure of graphene, except for change in adjoining bond length. 
Doping induces bandgap in graphene. The variations of bandstructure are shown in 
Figure 4.3. Due to electron deficient nature of boron, it is noted that the Fermi level 
moves about 1-2 eV below the Dirac point. This is evident from the bandstructures and 






C. Nitrogen Doped Graphene 
 
        
  
(a)                                (b) 
 





Figure 4.5  Bandgap versus % nitrogen doping in graphene. 
 
Figure 4.4 shows the bandstructure trends by nitrogen doping of graphene. Figure 
4.5 shows the trends of bandgap as a function of % nitrogen doping in graphene. It is 
evident from the study that nitrogen is an n-type dopant in graphene, as the Fermi level 
moves significantly above the Dirac point with increasing nitrogen doping. This also 
shows the electron-rich character of nitrogen as a dopant for graphene. It is known that 
the bandgap results due to breaking of symmetry in graphene sub-lattices. Hence, 
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the cases. However, it is found that the nature of bandgap versus % nitrogen doping is not 
uniform and it has a peak at about 8% nitrogen doping in graphene. 
 
4.1.2 Trends in Density of States (DOS) 
 
A. Pure Single Layer Graphene 
Figure 4.6 shows changes in the DOS of graphene computed using energy dispersion  
[73]. It is seen that the DOS is nil in the proximity of charge neutrality point (CNP) for 




Figure 4.6  DOS per unit cell as a function of energy (in units of t) computed from 
energy dispersion, with two different values of t’ and the zoomed-in view of density of 
states close to the neutrality point of one electron per site [73].  
 
Figure 4.7 shows the density of states calculated for pristine graphene. It is found 








   
Figure 4.7  DOS for pristine single layer graphene, based on simulations. 
B. Boron Doped Graphene 
               
 
(a)                                                       (b)  
 
Figure 4.8  DOS of (a) 2% boron doped graphene and, (b) 11% boron doped graphene. 
 
Figure 4.8 shows the variations in the DOS for varying % boron doping. The shift 
in the Dirac point from Fermi level can be observed. The point with nil DOS is found to 
shift from about 0.7 eV for 2% boron to about 1.8 eV for 11% boron doping in graphene. 









4.2 Optical Spectrum 
 
4.2.1 Pure Graphene  
Figure 4.9 shows the trends in dielectric constant as per simulations. This is comparable 
with the literature, as in Figure 2.10. Figure 4.9 (a) shows the real part, with peaks at 
about 4.9 eV and 14.6 eV, which is also predicted experimentally. Figure 4.9 (b) shows 
the imaginary part of the dielectric constant for pristine graphene. It also exhibits peaks at 




(a)                                                   (b) 
 
Figure 4.9  Optical spectrum of pristine graphene showing (a) real and, (b) imaginary 
component of dielectric constant, as per our simulations. Peaks are observed at about 4.9 








   
(a)                                                        (b) 
 
Figure 4.10  Simulated (a) Refractive Index and, (b) Extinction Coefficient of pristine 
graphene. Peaks are observed at about 4.9 eV and 14.6 eV corresponding to π  π* and 
σ →σ* interband transitions, respectively. 
 
Figure 4.10 shows the refractive index and extinction coefficient for pristine 
graphene. Peaks are observed at the same positions, as in the previous cases. It can be 




(a)                                                    (b) 
 
Figure 4.11  Comparison of (a) Simulated imaginary parts of dielectric constant and  
(b) Simulated extinction coefficients for single, bilayer and trilayer graphene. Peaks are 
observed at about 4.9 eV and 14.6 eV corresponding to π  π* and σ →σ* interband 








 Figure 4.11 shows the comparison of imaginary part of dielectric constant for 
layered graphene configuration. It is observed that the curves have the peaks of higher 
intensity with increasing number of layers. This can be understood from the increase in 




Figure 4.12  Refractive index and optical absorption spectra of graphene monolayer as a 
function of wavelength from 300-1000 nm, based on simulations. 
 
Figure 4.12 shows the variation of refractive index (top) and optical absorption 
(bottom) spectra of graphene monolayer as a function of wavelength. It can be observed 
that it is independent of wavelength in the range of 300-1000 nm. 
4.2.2 Boron Doped Graphene 
The static dielectric constant of graphene increases significantly with increase in boron 









Figure 4.13  Static dielectric constant versus % boron doping in graphene, based on 
simulations. 
 
4.2.3 Nitrogen Doped Graphene 
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4.3 Mechanical Properties 
Graphene has been reported to exhibit extremely high elastic modulus and hardness. In 
this study, the mechanical properties of graphene have been evaluated as a function of 
layers. 
 The simulation model consists of circular graphene sheet of diameter 16 nm. The 
simulation cell is relaxed until a little energy drift is observed. After achieving 
equilibrium configurations, nanoindentation is performed. Here, the circular sheet of 
atoms, surrounding the graphene sheet, has been fixed. Indenter is considered to be 
spherical and has diamond-like properties. The diameter of the indenter is considered as 
25 Å. The force constant of the indenter is 1 keV/ Å.  
 A detailed analysis of Oliver-Pharr method to determine the elastic modulus from 
the load versus displacement curves is presented by Kan et al.  [188]. The Oliver-Pharr 
method begins by fitting the unloading portion of load-displacement curve to power-law 
relation as shown below: 
 
                                                                                                                     (4.1)        
 
Where, ‘α’ and ‘m’ are the fitting parameters. Originally, hf is meant as the final depth 
after completion of unloading. However, practically when Oliver-Pharr method is used, hf 
becomes only a fitting parameter.  
 The slope of unloading curve at maximum indentation depth is known as “Contact 
Stiffness” (S). The contact depth of spherical indentation, hc, can be determined using the 






                                                              
  
 
                                                     (4.2) 
 
Where, hm is the maximum indentation depth and Pm is the load at maximum indentation 
depth. The contact area, Ac, can be computed directly from the contact depth hc and the 
radius of the indenter tip R: 
 
                                                                   
                                                  (4.3) 
 
The contact stiffness, S, and the contact area, Ac, can be used to calculate the 
reduced modulus, as per the following equation: 
 




   
                                                (4.4)    
 
Where, β is a dimensionless correction factor. It accounts for the deviation in stiffness 
from the lack of axisymmetry of the indenter tip with β=1.0 for axisymmetric indenters, 
β=1.012 for a square-based Vickers indenter, and β=1.034 for a triangular Berkovich 
punch [189]. For spherical indentations, β is taken as unity in this work. 
Wang et al. [190] have used molecular dynamics simulations to emulate the 
nanoindentation experiments for some single-layer rectangular graphene films with four 
clamped edges. The obtained typical load versus displacement curves are shown in 






The Young’s modulus of single layer graphene films has been found to be 1 TPa and its 




Figure 4.15  Load versus indentation depth with maximum indentation depth smaller 
than critical indentation depth [190]. 
 
Graphene film is ruptured at a critical indentation depth. Figure 4.16 shows the 
loading-unloading-reloading process with depth less than the maximum indentation 
depth.  The indenter considered is diamond, so that there is no atomic configuration of 
the indenter. Researchers have used energy function as described by adaptive 
intermolecular reactive empirical bond-order potentials to describe the interatomic 
interactions in carbon atoms of graphene layer. In performing MD simulations, canonical 
(NVT) ensemble is used and temperatures are controlled to within 0.01 K. In order to 
control the interatomic thermal fluctuations, Nose-Hoover method is used with a timestep 
of 1 fs. Energy minimization is performed initially and the system is allowed to relax to 









Figure 4.16  Loading-unloading-reloading process with the maximum indentation depth 
smaller than the critical indentation depth. (a) Load–displacement curve, (b) Local atom 
configuration when the loading process is finished, (c) Local atom configuration when 
the unloading process is finished, as per literature [190]. 
 
 The formation of dislocations in graphene has been described in detail in 
references [191, 192]. They have mainly focused on the tensile deformation and shear 
deformation [193]. Most of the references in the literature are using Density Functional 
Theory (DFT), Tight-Binding Molecular Dynamics (TBMD), and ab initio total energy 
calculations. Studies show the creation of dislocations and defects, followed by the study 
of their effects on the properties of graphene. Very few experimental investigations, to 
study dislocation activities, have been published about graphene, till date [190]. Warner 
et al. have reported observation of dislocations in graphene using HRTEM for the 
experiments. Edge dislocations are shown to result in substantial deformation of atomic 
structure of graphene with bond compression or elongation of ±27%, along with shear 
strain and rotations of lattice.   
 
4.4 Thermal Conductivity Calculations 
Thermal conductivity calculations have been performed with LAMMPS software, as 






1. Periodic boundary conditions have been considered in the direction of width and 
length. 
 
2. Tersoff potential has been used to describe interatomic interactions for C, B and 
N atoms. 
 
3. Neighbouring atom cutoff distance for force calculations is considered as 2Å.  
 
4. Conjugate gradient algorithm, used for energy minimization, is performed to 
minimize the energy of system upto the levels of 1.0E-6 eV. 
 
5. Initially, Gaussian distribution is created by setting temperature of system to 
300K and the system is described as NPT ensemble for equilibration, which is 
done upto 5,000 timesteps with each time step of 0.001 fs. 
 
6. NVE ensemble is simulated by thermostating the system using Berendsen 
thermostat.  
 
7. Müller-Plathe technique is used to calculate the thermal conductivity of a given 
material. Each simulation is executed for about 2,000,000 timesteps. Sample 
graph of temperature profile and kinetic energy, swapped as a function of time, 
are shown in Figures 4.17 and 4.18.  
 
 








Figure 4.18  Kinetic energy versus time, based on simulations.  
 
Once the verification of the model is established by comparison with the literature 
(experimental or simulated), the model is then extended to simulate the properties of 
graphene as function of orientation, number of layers, doping, vacancies etc. The 
comparison with the literature along with the description of the models will be explained 
in detail in Chapter 5. 
 
4.4.1  Thermal Conductivity Calculations for Graphene Nanosheets and 
Nanoribbons 
 
Figure 4.19 shows the thermal conductivity of single layer pristine graphene, armchair 
and zigzag graphene nanoribbons as a function of their length. It is observed that zigzag 
graphene nanoribbons have the highest thermal conductivity with respect to the armchair 
graphene nanoribbons as well as pristine graphene nanosheets. These results are 






role of phonon scattering by graphene edges on the temperature dependence of thermal 
conductivity has also been discussed [195]. 
 
 
Figure 4.19  Simulated thermal conductivity of pristine graphene, armchair graphene 
nanoribbons, and zigzag graphene nanoribbons as a function of length. 
 
 The edge in the GNRs can decrease the thermal conductivity, which can be 
attributed to two reasons [196]. First, compared with that of graphene, there appears two 
edge-localized phonon modes in the low-energy region for the GNRs, i.e., the transverse 
acoustic mode, and the lowest-lying optical mode [197]. The edge-localized phonons can 
interact with other low-energy phonons and thus reduce their PMFP edge effect. This 
would remarkably reduce the low-energy phonon contribution to the thermal 
conductivity, which is very substantial and significant for thermal transport. Second, the 









(a)           (b)          
 
Figure 4.20  Thermal conductivity of pristine graphene, armchair graphene nanoribbons 
and zigzag graphene nanoribbons as a function of their widths in the range of  
(a) 0.5 to 3 nm, (b) 10 to 70 nm with a constant length of 50 nm, based on simulations.  
 
 Figure 4.20 (a) shows the variations of thermal conductivity for graphene and 
GNRs as a function of the width for a constant 50 nm length in each case. Figure 4.20 (b) 
shows the variations of thermal conductivity for AGNR and ZGNR as a function of width 
for larger values of width. It is found that there is a sudden drop in the thermal 
conductivities initially from 0.5 nm to 1.5 nm widths while the thermal conductivity 
remains constant beyond 2 nm. The constancy of thermal conductivity at higher widths is 
also evident in the Figure 4.20 (b). The thermal conductivity is also found to be constant 
for increasing widths in case of AGNR. In the case of ZGNR, it is observed that the 
thermal conductivity first increases upto about 30 nm but decreases with further increase 
in width of ZGNR. As the width of GNR increases, the transport becomes more ballistic 
and is found to approach its limit. The heat flux is known to have preferential flow along 
the direction of width reduction in asymmetric graphene nanoribbons [198]. This is 
explained from the phenomena that, with increasing widths of GNRs, the total number of 






change. Hence, the effect of edges is found to reduce with further increase in width of 
GNRs. The energy gap between various phonons is also known to reduce with increase in 
the width of GNRs. This leads to higher possibility of phonon related Umklapp process 
and reduction in the thermal conductivity. These phenomena govern the variations in the 
values of thermal conductivity of asymmetric GNRs with varying widths.  
 
Figure 4.21  Effect of boron doping on the thermal conductivity of pristine graphene, 
armchair graphene nanoribbons and zigzag graphene nanoribbons, based on simulations. 
 
 Boron and nitrogen are known to be effective in modifying the electronic and 
optical properties of graphene making it suitable for optoelectronic devices. This makes it 
essential to understand the behavior of the thermal conductivity of doped graphene 
structures.  
The effect of doping pristine graphene, AGNR and ZGNR with boron is shown in 
Figure 4.21. It is observed that there is a drastic reduction (~50%) in the thermal 
conductivity of graphene structures on doping with boron upto about 1%. Such a 






nitrogen by Mortazavi et al. [199]. It is also noted that there is a reduced chirality 
dependence upon increase in dopant concentration. 
Nitrogen is known to have atomic size comparability with carbon and forming 
strong bonds with carbon atoms. Doping with nitrogen has also been shown to improve 
biocompatibility and sensitivity of carbon nanotubes [200]. Figure 4.22 shows the 
thermal conductivity trends for pristine graphene, AGNR and ZGNR as a function of % 
nitrogen doping. It is found to exhibit drastic reduction in thermal conductivity, as in the 
case of boron doping in graphene structures.   
 
Figure 4.22  Effect of nitrogen doping on the thermal conductivity of pristine graphene, 
armchair graphene nanoribbons and zigzag graphene nanoribbons, based on simulations. 
 
 The temperature dependence of thermal conductivity of graphene is shown in 
Figure 4.23. It is found that there is a reduction in the thermal conductivity at higher 
temperatures in graphene structures. The results presented here would be significantly 
useful in applications involving large temperature variations and gradients.  It is noted 
that the increase in temperature leads to reduction in chirality dependence. At about 








Figure 4.23  Simulated temperature dependence of thermal conductivity of pristine 
graphene, armchair GNR, and zigzag GNR in the range of 100 – 800 K. 
 
 Depending on the procedure used during synthesis of graphene or experiments to 
modify its properties by doping by chemical reduction, graphene samples are inevitably 
expected to have single vacancies, Stone-Wales defects, grain boundaries, etc. [201]. We 
have simulated the thermal conductivity of pristine graphene, AGNR and ZGNR 
structures with varying concentration of vacancies upto about 10%, using NVE 
ensembles and periodic boundary conditions using MD.  It is noticed that there is a 
drastic reduction in the thermal conductivity values. Principally, the bonds surrounding 
the vacancy defects should have higher stiffness (stiffness of bonds comparable to double 
or triple bonds) due to less coordination than the original graphene structures. Also, it is 
shown by Klemens et al. [202] that the relaxation time due to point defect scattering is 
inversely proportional to  vacancy concentration and DOS. This leads to higher mean free 
path with increase in concentration of vacancies in the structure. Thus, a drastic reduction 
in thermal conductivity is observed with increasing vacancy concentration. A detailed 






presented by Zhang et al. [201] using NEMD simulations. Effect of vacancies on thermal 
conductivities of graphene nanostructures is presented in Figure 4.24. 
 
Figure 4.24  Effect of vacancies on thermal conductivity of pristine graphene, armchair 
GNR, and zigzag GNR, based on simulations. 
 
 In principle, reduction in thermal conductivity of graphene structure is expected 
with increasing number of layers in graphene structures. These trends have been shown in 
Figure 4.25. The interlayer interactions are found to be responsible for the substantial 
reduction of thermal conductivity in graphene. Pristine graphene is found to have the 
lowest thermal conductivity and ZGNR has highest thermal conductivity with increasing 
number of layers, indicating the dominance of chirality dependence in graphene 
nanostructures. Applications in thermal management for semiconductor devices and 







Figure 4.25  Effect of number of layers (upto 3) of pristine graphene, armchair GNR and 
zigzag GNR on thermal conductivity, based on simulations. 
 
Ghosh et al. [194] have experimentally found that graphene has thermal 
conductivities in the range of 3000–5000 W/m K depending on the specific sizes, which 
vary from 1 to 5 microns.  
 
4.5 Transport Parameter Calculations 
The transport parameter calculations, in this thesis, have been performed using Boltztrap 
Software, as explained in Chapter 3. Boltztrap uses the electronic band structure 
calculations performed using Quantum Espresso for post-processing and evaluating 
transport parameters. All the transport parameters are found to be interdependent as a 
function of chemical potential and temperature. This leads to the need for evaluation and 
comparison of each of these parameters.  
Chemical doping is known to change the electronic band structure. Thus, there are 






improve the thermoelectric properties, graphene needs to have bandgap. This objective is 
achieved by using GNRs by appropriate patterning. GNRs have bandgap dependent on 
the ribbon width.  AGNRs are semiconductors and have the bandgap inversely 
proportional to their widths. Bandgap is found to be dependent on the chirality of 
graphene (armchair / zigzag). Also, attempts to reduce phonon induced lattice thermal 
conductivity of graphene have made researchers work on disordered graphene structures. 
It is found that such structures have improved Seebeck coefficient. However, increase in 
bandgap in such disordered GNRs is found to lead to reduction in electrical conductivity. 
Thus, overall thermoelectric performance of such structures is affected and needs to be 
optimized [204].  
Zigzag GNRs are found to be metallic with very low Seebeck coefficient. The 
transport in ZGNRs is independent of line edge roughness in the first conduction plateau 
around the Fermi level [205]. The thermoelectric performance of ZGNRs has been 
reported to be improved in the presence of extended line defects by Hossein et al. [206] 
using quantum mechanical non-equilibrium Green’s function simulations.  
Figure 4.26 shows the plot of the density of states (DOS) of pristine graphene as a 
function of chemical potential. This is found to be matching with DOS plots in the 
literature, as shown in Figure 2.5. It is known that graphene has a peculiar electronic 
density of states with nil DOS at the point of connection between conduction band and 












Figure 4.27  Simulated DOS of AGNR and 4%, 8% and 12% boron doped AGNR. 
 
Figure 4.27 shows the comparison of DOS of 0%, 4%, 8% and 12% boron doped 
armchair GNR. It is observed that there is a finite displacement of Dirac point to the 
positive side of the energy, indicating p-doping. Also, there is a finite bandgap near the 







Figure 4.28  Simulated electrical conductivity comparison of AGNR with 0%, 4%, 8% 
and 12% boron doping. 
 
Figure 4.28 shows the comparison of electrical conductivity of armchair GNR 
with different % boron doping as a function of chemical potential. It is found that the 
peak electrical conductivity reduces as a function of boron doping. This is attributed to 
the changes in band structure of GNRs with doping. The electrical conductivity is also 
found to be a function of temperature. It is shown that boron or nitrogen doping causes 
increase in electrical conductivity in the low temperature region, while it causes reduction 
of electrical conductivity in the high temperature region [207].   
Figure 4.29 shows the variations of Seebeck coefficient as a function of chemical 
potential for AGNR and ZGNR with boron doping. It is noticed that Seebeck coefficient 
peaks at +/- kBT and is found to nearly vanish around the band gap. Seebeck coefficient 
curves are symmetric for AGNRs, which can be attributed to the symmetrical distribution 
of first conduction channels. There is a change in sign of Seebeck coefficient across the 
charge neutrality point (CNP) as majority carrier density changes from electrons to holes. 
This is also reported in the literature [52, 149]. 8% boron doped ZGNRs are not found to 






AGNR is ~200 μV/K. Thermopower ~600 μV/K is observed in case of 12% boron 
doping of AGNR. It is also noted the peak thermopower for boron doped ZGNR is lesser 
than the corresponding boron doped AGNR to the extent of ~300 μV/K. 
  
(a)                                                                   (b) 
 
Figure 4.29  Thermopower (Seebeck coefficient) μV/K versus chemical potential (Ry) 
for (a) AGNR with 0%, 4%, 8% and 12% B doping and (b) ZGNR with 4% and 8% B 
doping at 300 K, based on simulations. 
 
Figure 4.30  Peak Seebeck coefficient as a function of temperature for AGNR with 0%, 
4%, 8% and 12% boron doping, based on simulations. 
 
The variation in peak Seebeck coefficient (TEP) with temperature for AGNR with 
boron doping is shown in Figure 4.30. It is found that the peak value reduces with 







Figure 4.31  Simulated Seebeck coefficient as a function of temperature for 4% boron 
doped ZGNR at the Fermi level. 
 
Seebeck coefficient as a function of temperature for ZGNR doped with boron at 
Fermi level is shown in Figure 4.31. It is found that the peak value reduces with increase 
in temperature from 50-800 K almost linearly at higher temperatures. This is indicative of 
the thermoelectric generation mechanism being diffusive TEP, with absence of phonon 
drag component, as reported in the literature [149]. 
The effect of doping on Hall resistivity of AGNR is shown in Figure 4.32. It 
exhibits similar variations as observed in the Seebeck coefficient. The maximum Hall 
resistivity is noted at 12% boron doping.  
 
Figure 4.32  Comparison of simulated Hall resistivity (m
3
/C) versus chemical potential 






The electronic thermal conductivity is found to exhibit a behavior similar to 
electrical conductivity for AGNR. The peak value is found to be ~10 W/mK as shown in 
Figure 4.33, which is extremely small as compared to phonon-induced lattice thermal 
conductivity. It is noticed that the peak value reduces with increase in % boron doping in 
AGNR. The reduction is attributed to the disturbed lattice coordination in the regions 
around the doped atoms.  
 
Figure 4.33  Comparison of simulated electronic thermal conductivities of AGNR with 
0%, 4%, 8% and 12% boron doping as a function of chemical potential (Ry). 
 
Nitrogen doping in AGNR also leads to variation in the transport parameters. The 




Figure 4.34  Simulated thermopower of AGNR (mV/K) with 0%, 4%, 8% and 12% 






It is observed that the peak thermopower is observed at ~ 8% nitrogen doping in 
AGNR. There is a substantial increase in the thermopower as compared to undoped 
AGNR. Variation of Hall resistivity for AGNR with nitrogen doping is shown in  




Figure 4.35  Comparison of simulated Hall resistivity for AGNR with 0%, 4%, 8% and 
12% nitrogen doping as a function of chemical potential (Ry). 
  
The variation in electronic thermal conductivity for undoped AGNR and  
4% nitrogen doped AGNR is shown in Figure 4.36 in the range of -0.07 to +0.07 Ry.  
 
Figure 4.36  Simulated electronic thermal conductivity of AGNR with 0% and 4% 








It is noted that the peak values reduce with increase in nitrogen doping. This is 
comparable with boron doping in AGNR and the reason for reduction is attributed to 
changes in the lattice coordination leading to corresponding changes in phonon DOS. 
 
  
(a)                                    (b) 
 
Figure 4.37  Fermi energy trends for boron doped (a) AGNR and, (b) ZGNR, based on 
simulations.  
 
The corresponding Fermi energy variations for boron doping in AGNR and 
ZGNR are shown in Figure 4.37. It can be observed that the p- doping leads to increase in 










Figure 4.38 shows ZT calculated for single layer graphene as a function of length 
with a constant width of 2 nm. It is found to decrease with increase in the length, as 
thermal conductivity increases as a function of length in this regime.  
 
(a)                                              (b) 
Figure 4.39  ZT as a function of (a) % boron doping and, (b) % nitrogen doping in 
armchair GNR and zigzag GNR. 
  
Figure 4.39 (a) and (b) show the comparison of ZT values for similar lengths of 
armchair and zigzag GNR and the effects of boron and nitrogen doping at room 
temperature. It is found that the values of thermal conductivity are much lower for 
AGNR w.r.t. ZGNR, hence leading to higher values of ZT. The peak ZT value observed 
is about 1.6, which is much higher than conventional thermoelectric materials such as 
Bi2Te3. Even higher values of ZT have been reported for GNRs with optimized 
geometries.    
In attempts to reduce phonon-induced lattice thermal conductivity, ZGNRs with 
vacancy defects have been simulated. The vacancies have been randomly distributed in 
the structure. Firstly, the relaxation is performed till the energy of the system reaches 1E-






is found that the peak thermopower is found to increase with increasing concentration of 
vacancies.  
 
Figure 4.40  Simulated Seebeck coefficient as a function of temperature for ZGNR with 
4%, 8.3% and 12.5% vacancies. 
 
Figure 4.40 shows the behavior of Seebeck coefficient as a function of 
temperature for ZGNRs with about 4%, 8.3% and 12.5% vacancies. It is found that the 
ZGNRs with 12.5% vacancies are found to have enhanced Seebeck coefficient. Seebeck 
coefficient is noted to increase slightly with temperature for ZGNR with 4% and 8.5% 
vacancies. ZGNR with 12.5% vacancies is found to exhibit reduction in Seebeck 
coefficient with increase in temperature from 300 to 800K. 
Bahamon et al. have investigated the electrical properties of ZGNRs that included 
extended line defects (ELD-ZGNRs) along the length of the nanoribbon [208]. It was 
noted that the extended line defects break the electron-hole energy symmetry in the 
GNRs. It introduces an additional electron band around the Fermi level. In this way, the 
asymmetry in the density of states and transmission function is achieved which improves 
the Seebeck coefficient. This structure has been experimentally realized recently by 






Figure 4.41 shows the improvement in ZT for ZGNR with increase in % vacancy. 
This is as a result of increased thermopower and reduced value of thermal conductivity 
for the defected structure of ZGNR. Thus, inducing vacancies in ZGNR is an important 
technique for improvement of thermoelectric performance of graphene nanostructures.  
 
Figure 4.41  ZT as a function of % vacancy in zigzag GNR, based on simulations. 
 
4.6 Emissivity Calculations 
This section has been published in Journal of Materials (JOM) [115]. Three case studies 
have been presented in this work depending on the application of graphene in specific 
areas. These are: 
I. Bulk materials 
II. Multi-layers 
III. Device applications 
 
4.6.1 Bulk Materials Analysis 
In this section, the optical properties, mainly emissivity, transmittance and reflectance 
spectra of carbon like materials: Diamond, Graphite and Graphene are presented. These 






As discussed in the literature, carbon like materials are finding significant 
applications in electronics due to their excellent physical, mechanical, electronic and 
electrical properties. As observed in Figure 4.42 (a), emissivities of bare substrates of 
carbon allotropes, natural diamond and graphite for different thicknesses, in the 
wavelength range of 0.4-20 μm, have been compared. It is noticed that the emissivity 
increases with increasing thickness of diamond in the range of 500-5000 μm from 0 to ~ 
0.6. For the same range of thickness, i.e., 500-5000 μm, absorptance in graphite is found 
to follow a single trend rising from 0.3 at 0.43 μm to 0.48 at 1.7 μm and then the 
emissivity values decrease linearly to ~ 0.11 at 20 μm. The emissivity of diamond for a 
thickness of 5000 μm is found to be a maximum, showing the trend of increasing linearly 





Figure 4.42  (a) Simulated emissivity versus wavelength for diamond and graphite,  
(b) Simulated emissivity versus wavelength for graphene up to 10 layers (temperature in 
ºC) [115]. 
 
Figure 4.42 (b) shows emissivity versus wavelength for graphene as well as few 
layers of graphene (FLG) at room temperature, which is found to be almost constant with 






Single layer graphene is found to absorb ~ 2.3% of the incoming IR radiation, 
theoretically as well as experimentally, which is attributed to the interband absorption in 
a wide range of wavelengths spanning from the visible to infrared [210]. The values 
obtained from our calculations are found to be ~2.5% (as can be seen in the emissivity 
plot in Figure 4.42 (b)) for single layer graphene and is found to increase to ~ 20% with 
increasing number of layers to 10. Graphene has a very low reflectivity, and most of the 
incident electromagnetic waves are found to be transmitted (about 97%). 
 
4.6.2 Multilayered Structures 
 
It is essential to obtain accurate values of the temperature in specific spectral range for 
multilayered structures. This leads to application of non-contact temperature sensing 
devices such as pyrometers. Accurate values of wavelength and temperature dependent 
emissivity of a given material or structure are essential in order to obtain temperatures 
using pyrometers. Here, the trends in optical properties in the IR wavelength range in 
case of silicon on graphene, silicon on graphite, and graphene on silicon have been 
presented. A multi-layered structure, as shown in Figure 4.43, has been considered in 
simulations of the optical properties of silicon on graphene and silicon on graphite. The 
variation in optical properties with changing substrate thickness from 100-500 μm has 











4.6.2.1 SiO2 / Si / Graphene.  This multilayered structure is simulated as shown in 
Figure 4.43, with substrate material taken as graphene (1-4 layers) at room temperature 
and compared with silicon (50μm) and SiO2(2.5nm)/Si(50μm). The simulated emissivity 
as a function of wavelength for this structure is shown in Figure 4.44 (a). It is observed 
that the effect of graphene is to increase the values of emissivity at a given wavelength 
and its value stays linear over the entire wavelength range.  
 
(a)                                                     (b) 
 
                (c)                       (d) 
 
Figure 4.44  (a) Emissivity, (b) Reflectance and (c) Transmittance as a function of 
wavelength in the wavelength range of 1-2 μm for SiO2/Si/graphene structure,  
(d) Emissivity as a function of wavelength in the wavelength range of 1-2μm for SiO2 







The transmittance is found to decrease slightly with increasing number of layers 
of graphene as shown in Figure 4.44 (c). As shown in Figure 4.44 (b), a sharp decrease in 
average reflectance from 0.45 to 0.32, at 1.6 μm wavelength, is observed. Comparison of 
emissivity of substrate as graphite (Figure 4.44 (d)) versus graphene (Figure 4.44 (a)) 
indicates that the values of emissivity are much higher in the case of graphite substrate 
than in the case of graphene at room temperature. The emissivity changes slightly for 
0.01μm thick graphite. In Figure 4.44 (d), there are specific features like flat plateaus 
corresponding to emissivity of 0.65 for the case of graphite substrate (0.4μm thickness). 
Also, a valley at about 1.5μm wavelength and a peak at about 1.6μm wavelength are 
observed for the graphite substrate. 
 
(a)                             (b) 
 
Figure 4.45  Emissivity of SiO2 (25Å)/ Silicon (50μm) / Graphite (1μm) (Temperature in 
ºC) [115]. 
 
4.6.2.2 SiO2 / Si / Graphite.  The multilayered structure as in Figure 4.43 has 
been simulated. Graphite is the substrate layer with varying thicknesses of 0.01μm, 






values of emissivity are constant and independent of thickness. The values of emissivity 
are found to increase with increase in thickness of graphite from 0.01 μm to 0.1 μm. The 
emissivity of graphite decreases above wavelength of ~ 5μm up to 20μm, for thicknesses 





Figure 4.46  Emissivity and transmittance of SiO2 (25 Å)/silicon (50 μm)/graphite  







4.6.2.3 Graphene / SiO2 / Si.  The structure with top layer of graphene  
(1-10layers thick)/SiO2(300nm)/Si(50μm) has been simulated. Results of emissivity and 
transmittance as a function of wavelength are as shown in Figure 4.46. 
It is evident from Figure 4.46 that the emissivity increases with increasing layers 
of graphene from 1 to 10 layers almost linearly from ~0.02 to 0.2 respectively. It is 
observed that the emissivity is almost constant for a particular structure within the 
wavelength range of 1.2-2 μm. The corresponding transmittance versus wavelength plots 
show a constant decrease in transmittance for a given wavelength as the number of layers 
of graphene are increased, with a peak at about 1.6 μm wavelength and almost constant 
transmittance from 1.7-2 μm. 
 
4.6.3 Device Studies 
 
A multilayered bolometer device configuration, as shown in Figure 4.47, has been 
simulated. A bolometer is a device that responds by changing its resistance due to 
increase in temperature on interaction with the incident thermal radiation [119]. When 
power is coupled to electron system, electrons are driven out of thermal equilibrium 
along with phonons, creating hot electrons and hence such a bolometer is called the Hot 
Electron Bolometer (HEB) [120]. It is essentially a sensitive thermometer. It can be used 
with a spectroscope to measure the ability of some chemical compounds to absorb 
wavelengths of infrared radiation, by which one can obtain important information about 
the structure of the compounds.  
Due to its ability to absorb light from mid-infrared to ultraviolet with nearly equal 
strengths, graphene has found applications in optical detectors. Graphene is typically well 






and phonons, which causes large light induced changes in electron temperature. Small 
electronic specific heat makes it possible for faster response times, higher sensitivity and 
low noise equivalent power. At low temperatures, usually in the cryogenic range, 
electron-phonon coupling in metals is very weak. The usual range of operation of HEBs 
are cryogenic, while graphene based HEBs can be used at higher temperatures due to low 
electron-phonon scattering even at room temperature and its highest known mobilities of 
charge carriers at room temperature [48, 119, 121].  
However, resistance of pristine graphene is weakly sensitive to electron 
temperature. Various approaches have been attempted to address this issue in the 
literature. The first one is a dual gated bilayer graphene (DGBLG) bolometer [211], 
which has temperature dependent resistance as well as weak electron-phonon coupling. 
Light absorption by DGBLG causes electrons to heat up due to their small electron 
specific heat, while the weak coupling of electrons and phonons helps in creating 
bottleneck in heat path, decoupling the electrons from phonon path. Good light sensitivity 
causes change of resistance in the sample, which can then be converted to detectable 
electrical signal. The second approach, proposed in the literature, is to use disordered 
graphene instead of pristine graphene. Disordered graphene has been shown to exhibit 
highly temperature dependent resistance. Also, graphene film is separated from the 
electrical contacts by a layer of boron nitride, which acts as a tunneling barrier to increase 
the contact resistance and hence thermal resistance, resulting in better thermal isolation 
[119, 211].  
It is to be noted that, in order to obtain higher responsivity of a device, one needs 






characteristic are: using multilayered graphene, surface plasmonics enhancement or 
microcavity, with the latter two introducing selectivity of wavelengths [119]. Two types 
of graphene based hot electron bolometer devices have been simulated based on these 
concepts. 
  
4.6.3.1 Case I. In this case, we have simulated the bolometer structure, as shown 
in Figure 4.47, by changing the number of layers of graphene and studying their 




Figure 4.47  Bolometer device configuration [211]. 
 
Figure 4.48 shows the behavior of resistance with temperature for a bilayer 













Figure 4.49  Emissivity (or absorptance) and transmittance as a function of wavelength 
for the various layers in the proposed bolometer configuration (Temperature in ºC). 
 
As shown in the emissivity plot in Figure 4.49, it is observed that, for  
silicon (50μm) and SiO2 (0.3μm)/Si(50μm), the curves follow similar trends, with the 
latter having emissivity (or absorptance) (higher by 0.1) than the former. The emissivity 
(or absorptance) is found to increase for each added layer in the case of the bolometer 
configuration. The increase in emissivity (or absorptance) is found to be highest with 
copper layer of 2 nm on the top, in the range of wavelength from 0.8-2μm for the 
bolometer structure. This shows improvement in the responsivity of the device.  
It is clear that the influence of copper layer on the top is to increase the 






corresponding reduced transmittance for the structure. Also, copper has high value of 




C) [212] and hence can be 
considered as a material that enhances the responsivity of the device by detecting 
smallest change in temperature. Also, due to the layer of bilayer graphene (BLG), the 
device is expected to have higher speed of response, as BLG has very less electron-
phonon interaction and very high mobility of electrons even at room temperature.  
 
4.6.3.2 Case II. Graphene has been shown to be an excellent material for electronic 
applications based on its electron transport properties. However, there are some 
limitations of graphene based devices such as induction of surface optical phonons on 
graphene that are in contact with substrate materials (commonly SiO2/Si), reduction in 
carrier mobilities than its free lying form, surface roughness and inhomogeneity of charge 
carriers [213].  
Hence, a novel approach of suppressing surface dangling bonds and surface 
charge traps has been proposed by using hexagonal boron nitride (h-BN) as a substrate 
for graphene, as h-BN has strong ionic bonding in hexagonal lattice structure. It is known 
that there is about 1.7% lattice mismatch between h-BN and graphene and hence there is 
little electronic coupling with graphene. This approach has been shown to endow the 
device with higher electron mobilities as well as electron-hole charge inhomogeneity.  
In this case, the bolometer structure, as shown in Figure 4.50, has been simulated, 
based on the research by Han et al. [119] and the multilayered structure considered by 
Wang et al. [213].  The optical properties of: (a) pristine graphene (instead of disordered 






BN) on SiO2/Si substrate, have been simulated. The evolution in their emissivity and 




Figure 4.50  Bolometer device structure with multilayered configuration graphene/BN 
/SiO2/Si [119]. 
 
 Figure 4.51 shows the resistance versus temperature plot for this bolometer [119]. 
It is clear from this figure that pristine graphene layer has a very small change in 
resistance with temperature. Therefore, increasing the thickness of graphene layer can be 
considered as an alternate approach to increase the absorption of the device and hence 
improving its responsivity. Also, varying the thickness of BN will lead to change in 




Figure 4.51  Temperature dependence of resistance of graphene nanoribbon based 






Figure 4.52 (a) shows that the emissivity has an increasing trend with increasing 
thickness of BN layer from 20 nm to 2000 nm. The corresponding optical transmittance 




    (a)                                     (b) 
 
Figure 4.52  Effect of variation of BN thickness on the (a) emissivity and (b) 






CHAPTER 5  
RESULTS AND DISCUSSION   
In this chapter, analyses of the results presented in Chapter 4 are presented with a view to 
compare them with the available literature. The modelling techniques, used in our 
calculations, are presented along with those in the literature.    
5.1  Summary of Methods Used for Simulations 
 














































































Properties Thermal & 
Mechanical 
Electronic Optical Thermoelectric 
 
Table 5.1 shows the simulation methods used for simulating the thermal, 






derivatives.  The software tools namely LAMMPS (Large Scale Atomic/Molecular 
Massively Parallel Simulator), Quantum Espresso, YAMBO, and Boltztrap are available 
under GNU public license. These softwares have been installed in a Linux operating 
system. 
5.2  Electronic Properties 
Figure 5.1 a) shows the simulated electronic properties of pure graphene nanosheets, as 
per DFT calculations by Rani et al. [75] using VASP (Vienna Ab-initio Simulation 
Package) code. Figure 5.1 b) shows the simulated electronic properties of pure graphene 
nanosheets, as per our DFT calculations using Quantum Espresso. 
 
            
(a)                                   (b)          
Figure 5.1  (a) Simulated bandstructure of pure graphene nanosheet, as per literature 
[75], (b) Electronic bandstructure of pristine graphene, simulated in this thesis. 
 
5.2.1   Analysis of Models for Electronic Properties 
Graphene has been shown to have two-dimensional honeycomb structure. The results of 
electronic band structure calculations in literature reference [75] are shown in Figure 5.1. 






bandstructure calculations by using the VASP (Vienna Ab-initio Simulation Package) 
code [214] based on density functional theory (DFT). This approach is based on an 
iterative solution of the Kohn-Sham equation [166] of the density functional theory in a 
plane-wave set with the projector-augmented wave pseudopotentials. In the calculations, 
the Perdew-Burke-Ernzerhof (PBE) [215] exchange-correlation (XC) functional of the 
generalized gradient approximation (GGA) has been used. The cutoff energy for plane-
waves was set to 400 eV. The lattice constant optimizations are made by the 
minimization of the total energy of the structure.  
The 5 × 5 supercell (consisting of 50 atoms) has been used to simulate the isolated 
sheet and the sheets have been separated by larger than 12 Å along the perpendicular 
direction to avoid interlayer interactions. The Monkhorst-Pack scheme has been adopted 
for sampling the Brillouin zone. The structures have been fully relaxed with a Gamma–
centred 7 × 7 × 1 k-mesh. During these processes, except for the band determination, 
partial occupancies have been treated using the tetrahedron methodology with Blöchl 
corrections. For bandstructure calculations, the partial occupancies for each wavefunction 
were determined by applying the Gaussian smearing method with a smearing of 0.01 eV. 
For geometry optimizations, the internal coordinates were relaxed until the Hellmann-
Feynman forces were less than 0.005 Å. 
  Figure 5.2 shows the bandstructure of pristine graphene and the corresponding 
density of states, as per our simulations. The geometry of the structure and their 







            
        (a)                                         (b) 
Figure 5.2  (a) Simulated bandstructure of pure graphene, as per this thesis,  
(b) Corresponding density of states (DOS) for pure graphene. 
 
The structural parameters i.e., lattice constant and coordinates are optimized by 
relaxation of the structure by using Quantum Espresso code based on DFT. Self-
consistent (SCF) equations, proposed by the Kohn-Sham approach, have been iteratively 
solved for density functional theory in plane-wave set. The Perdew-Burke-Ernzerhof 
(PBE) exchange-correlation (XC) functional of the generalized gradient approximation 
(GGA) is applied. The non-SCF calculations have been performed by varying energy 
cutoff, Monkhorst-Pack grid parameters, and lattice constant. The optimized parameters 
obtained from non-SCF calculations are used to perform further simulations. Kinetic 
energy cutoff for wavefunctions has been chosen as 70 Ry, while the kinetic energy 
cutoff for charge density and potential has been set as 840 Ry (as a rule should be 8-12 
times kinetic energy cutoff for wavefunctions). It is noted that the total energy of the 






the semi-metallic nature of graphene. Energy convergence parameter has been set as 
1.0E-8 Ry i.e., system converges once it reaches this energy level. 
 It can be observed that the Dirac point is at nil energy (0 eV) at K-point. This is 
exactly reported in the literature as per Figure 5.1. Also, DOS plot for pristine graphene is 




(a)                                                                    (b) 
 
Figure 5.3  (a) Simulated bandstructure of 4% boron doped graphene,  
(b) Simulated DOS for 4% boron doped graphene, as per calculations. 
 
 Further, doping of graphene nanosheet is carried out and its bandstructure as well 
as corresponding DOS is plotted as a function of concentration of dopants. Boron is a p-
type dopant in graphene and it has diameter very close to carbon atoms. Hence, upon 
doping of graphene with boron, the boron atom undergoes sp
2
 hybridization and there is 
no significant distortion in the structure of graphene sheet. The corresponding band 
structure for boron doped graphene is shown in Figure 5.3. However, there is change of 
adjoining bond lengths of boron atoms. It is observed that, with about 2% boron doping, 
the lattice parameter is 2.5794 Å as compared with about 2.455 Å for relaxed undoped 






and the linear dispersion near the Dirac point is still intact. This shift is attributed to the 
electron deficient nature of boron in carbon lattice. Another important observation is the 
presence of bandgap in boron doped structure, to the extent of about 0.14 eV on 2% 




     
 
(a)                  (b) 
 
Figure 5.4  (a) Simulated bandstructure of 4% nitrogen doped graphene, (b) Simulated 
DOS for 4% nitrogen doped graphene, as per calculations. 
 
 When graphene is doped with nitrogen atoms, there is a similar behavior as 
observed in B-doping. However, in this case, the bond length of C-N bonds is decreased. 
This results in the lattice parameter of about 4% nitrogen doped graphene sheet as  
2.4338 Å. Thus, there is a reduction in the lattice parameter of graphene nanosheets with 
N-doping. Due to electron-rich nature of nitrogen atoms in graphene lattice, one observes 
that the Fermi level shifts by 0.7eV above the Dirac point. Due to broken symmetry of 
graphene sub-lattice on doping, there is a bandgap of about 0.14 eV with about 2% 






 Electrons in bilayer graphene are shown to possess an unusual property of being 
chiral quasiparticles, which is characterized by Berry phase 2π [216].  The low energy 
Hamiltonian of a bilayer describes chiral quasiparticles with a parabolic dispersion and 
Berry phase 2π. This is confirmed by quantum Hall effect (QHE) and Angle-Resolved 
Photoemission Spectroscopy (ARPES) measurements. The asymmetry between the on-
site energies in the layers leads to a tunable gap between the conduction and valence 
bands.  
 As discussed in reference [216] and shown in Figure 5.5 (a), bilayer graphene is 
considered to consist of two coupled hexagonal lattices with inequivalent sites A1B1 
and A2B2 on the bottom and top graphene sheets, respectively. They are arranged in 
accordance with Bernal (A2–B1) stacking. Every B1 site in the bottom layer lies directly 
below an A2 site in the upper layer, but sites A1 and B2 do not lie directly below or 
above a site in the other layer. Tight binding model of graphite has been applied by 
considering the Slonczewski–Weiss–McClure parameterization. The inversion symmetric 
pristine bilayer graphene can be seen as a zero bandgap semiconductor, as shown in 
Figure 5.5 (b). 
 Our calculated results for band structure of pristine bilayer graphene are presented 
in Figure 5.5 (c). The simulations have been performed using bilayer graphene structure 
similar to the one explained in the literature. The results are calculated using Quantum 
Espresso with implementation of DFT and plane wave sets. Similar to literature, it can be 
observed that pristine bilayer graphene is a zero bandgap semiconductor, with a 







                (a)                              (b)                                        (c) 
Figure 5.5  (a) Schematic of the bilayer lattice containing four sites in the unit cell: A1 
(white circles) and B1 (grey) in the bottom layer, and A2 (grey) and B2 (black) in the top 
layer [216], (b) Schematic of the low energy bands near the K point obtained by taking 
into account intralayer hopping with velocity v, B1A2 interlayer coupling γ1, A1B2 
interlayer coupling γ3 [with v3/v = 0.1] and zero layer asymmetry ∆, as per literature 
[216], (c) Simulated bandstructure of bilayer graphene, as per our calculations. 
 
5.3 Optical Properties 
Optical properties have been simulated by performing bandstructure calculations using 
Quantum Espresso along with a post-processing tool, YAMBO [104]. Yambo is a 
FORTRAN/C code for many-body calculations in solid state and molecular physics. 
Yambo relies on the Kohn-Sham wavefunctions generated by the DFT public code: 
Quantum Espresso.  
Application of graphene in nano-photonics has been explored because of the 
unique combination of its optical and electronic properties. Visual transparency of 
graphene in the visible range of energy has led to its application as transparent coatings. 
Optical absorption of graphene is anisotropic due to difference in properties with light 






have indicated that, as compared to graphite, there is red shift of absorption bands 
π+σ electron plasmon and disappearance of bulk plasmons. As discussed in Chapter 3, 
Eberlein et al. [103] have shown that π and π+σ surface plasmon modes in free-standing 
single sheets are present at 4.7 and 14.6 eV. These values exhibit substantial red-shift 
from the corresponding values in graphite.  
 
5.3.1 Analysis of Models Used for Evaluating Optical Properties 
 
As discussed in literature, as per ref. [100], VASP (Vienna Ab-initio Simulation Package) 
based on DFT has been used. The self-consistent Kohn-Sham equations of the density 
functional theory in a plane-wave set, with the projector-augmented wave 
pseudopotentials, have been applied. The Perdew–Burke–Ernzerhof (PBE) exchange-
correlation (XC) functional of the generalized gradient approximation (GGA) has been 
adopted in the calculations. The plane-wave cutoff energy has been set to 400 eV. The 
4×4 supercell (consisting of 32 atoms) has been used to simulate the isolated sheet. The 
graphene sheets have been separated by larger than 12 Å along the perpendicular 
direction in order to avoid interlayer interactions. The Monkhorst-Pack scheme has been 
used for sampling the Brillouin zone. The structures have been fully relaxed with a 
Gamma-centered 7×7×1 k-mesh. The partial occupancies have been treated using the 
tetrahedron methodology with Blöchl corrections. For geometry optimizations, the 
coordinates have been relaxed until the Hellmann–Feynman forces were less than 
0.005 Å. Dielectric function ε (ω) has been calculated in the energy interval from 0 to 
25 eV within the random phase approximation (RPA). 
  Figure 5.6 (a) shows the real part of the dielectric constant for pristine graphene. 






Figure 5.6 (b) shows the real part of dielectric constant for pristine graphene 
simulated by us. Quantum Espresso, with implementation of DFT and plane wave sets, 
has been used for bandstructure calculations.  We have considered graphene sheet of 
width 2 nm and length 2 nm with periodic boundary conditions. The width of the vacuum 
layer, above the graphene layer, is assumed to be 13 Å in order to ensure that there is no 
interlayer interaction. The Monkhorst-Pack scheme has been used for sampling the 
Brillouin zone and it is found that 13 X 13 X 1 is the K-point mesh for which the energy 
of system is a minimum. Dielectric function ε (ω) has been calculated in the energy 
interval from 0 to 40 eV within the random phase approximation (RPA). It is found that 
there are two major features – one peak at around 5 eV corresponding to π →π* and the 
other peak at about 14.6 eV corresponding to σ →σ* interband transitions. 
   
                     
(a)            (b) 
Figure 5.6  (a) Simulated real part of dielectric function of pure graphene for E⊥c, as per 
literature [100], (b) Simulated real part of dielectric function of pure graphene, as per 
calculations. Peak at around 5 eV is corresponding to π →π* and other peak at about 14.6 







 Figure 5.7 (a) shows the imaginary part of the dielectric constant evaluated as per 
reference [100]. It is observed that the plot for E⊥c consists of a very significant peak at 
small frequencies (up to 5 eV) and also another peak structure of broader frequency range 
which starts from about 10 eV and has a weak intensity peak at 14 eV. Figure 5.7 (b) 
shows the imaginary part of the dielectric constant in accordance with our DFT 
simulations with Quantum Espresso in combination with post-processing tool – 




(a)                                       (b) 
 
Figure 5.7  (a) Simulated imaginary part of dielectric function of pure graphene for light 
polarization perpendicular to the plane of graphene sheet (E⊥c), as per literature [100] 
and, (b) Simulated imaginary part of dielectric function of pure graphene for light 
polarization perpendicular to the plane of graphene sheet (E⊥c), as per our calculations.  
 
 Once the verification of the model is established by comparison with the literature 
(experimental or simulated), the model is then extended to simulate the properties of 
graphene and zigzag GNR, as a function of number of layers. The results are presented in 
Figure 5.8 (a) and (b). It is observed that there is a rise in intensity of peaks at 4.9 eV and 






irrespective of the number of layers. Above 27.5 eV, the imaginary part of the dielectric 
constant shows nil value. 
 
 
(a)        (b) 
Figure 5.8  (a) Simulated imaginary part of dielectric constant for single layer, bilayer 
and trilayer graphene, as per our calculations, (b) Simulated imaginary part of dielectric 




(a)                                                              (b) 
 
Figure 5.9  (a) Simulated refractive index of graphene for light polarization 
perpendicular to the plane of graphene sheet (E⊥c) as well as (E||c), as per literature,     
(b) Simulated refractive index of graphene for light polarization perpendicular to the 







 Figure 5.9 (a) shows the trend of refractive index as a function of energy as per 
reference [100]. Refractive index follows similar trends as it has been evaluated from the 
corresponding dielectric functions. It shows minima positions at the maximum positions 
in the absorption spectra, as expected. Figure 5.9 (b) shows the trend of refractive index 
as a function of energy as per our calculations for the case of E ⊥ c. It is noted that 
similar trends are observed in the literature. 
 Figure 5.10 (a) shows the trends for refractive indices for armchair GNR as a 
function of energy for single layer, bilayer and trilayer armchair GNR. It is observed that 
the peaks are present at the same positions, i.e., 4.9 eV and 14.6 eV.  
  
                                      
(a)           (b) 
 
Figure 5.10  (a) Simulated refractive indices of single layer, bilayer and trilayer armchair 
GNRs, (b) Simulated refractive indices of bilayer and trilayer zigzag GNRs, as per our 
calculations. 
 
 There is similar observation of rise in intensity of peaks at 4.9 eV and 14.6 eV. It 
can be seen that the shoulder locations are found at the same positions in the lower 
energy region from 5-15 eV, while beyond 15 eV, there is a slight rise in all the portions 






bilayer and trilayer GNRs. It can be observed that the curves follow similar trends as 
reported in earlier cases.  
Figure 5.11 a) shows the extinction coefficient (k) as a function of energy 
presented in reference [100]. It is observed that there is an additional peak at about 1.2 eV 
in the curve for E ⊥ c, along with 4.9 eV and 14.6 eV, as reported in all the previous 
results. Figure 5.11 (b) shows the extinction coefficient (k) as a function of energy 
simulated as per our calculations. It is observed that similar peaks are observed at 1.2 eV, 




(a)                                                         (b) 
 
Figure 5.11 (a) Simulated extinction coefficient as a function of energy for single layer 
graphene for light polarization perpendicular to the plane of graphene sheet (E⊥c) as well 
as (E||c), as per literature [100], (b) Simulated extinction coefficient as a function of 
energy for single layer graphene for light polarization perpendicular to the plane of 
graphene sheet (E⊥c), as per our calculations. 
 
 Figure 5.12 (a) shows the trends for single layer, bilayer and trilayer graphene as a 
function of energy. It can be seen that there is rise in intensity at all the portions of the 
curve except the shoulder between 8-12 eV. Figure 5.12 (b) shows the trends for bilayer 







(a)                                                               (b) 
 
Figure 5.12  (a) Simulated extinction coefficient for single layer, bilayer and trilayer 
graphene as a function of energy, as per our calculations, (b) Simulated extinction 
coefficient for bilayer and trilayer zigzag GNRs, as per our calculations. 
 
5.3.2  Experimental Observations of Optical Properties of Graphene 
 
Kravets et al. [217] have demonstrated the optical transparency of two dimensional 
system with a symmetric electronic spectrum by a fine structure constant. They have 





(a)       (b) 
 
Figure 5.13  Experimental measurement of variable angle spectroscopic ellipsometry of 
graphene on amorphous quartz substrate (a) Reconstructed optical constants of graphene 
are shown, (b) Absorption spectra of single layer graphene. Solid curves 3 and 4 are 






There is a reconstruction of the electronic dispersion relation near the K point 
using optical transmission spectra. Spectroscopic ellipsometry analysis of graphene 
placed on amorphous quartz substrates has been reported in Figure 5.13 [217, 218]. A 
pronounced peak in the ultraviolet absorption at 4.6 eV is observed because of a van 
Hove singularity in the DOS of graphene. The peak has been found to be asymmetric and 
downshifted by 0.5 eV. The downshift is attributed to possible excitonic effects. The 
symmetric peak at 5.2 eV (curve 1) is expected by non-interacting theory, whereas 





Figure 5.14  Simulated transmittance of light at λ0 = 633 nm (crosses) and measured 
transmittance of white light (squares) [18] as a function of the number of graphene layers, 
as per reference [219]. The dashed lines correspond to an intensity reduction by πα = 
2.3% with each added layer, where α is the fine structure constant [219].  
 
 Wu et al. [219] have explored the sensitivity of graphene based optical biosensor 
with analysis of the optical properties of graphene. Experimental measurements by Nair 
et al. [18] on light transmission through suspended graphene membranes showed that the 






On the basis of measurements, the dielectric function ε or complex refractive 
index n of graphene in the visible range has been obtained within the framework of 
Fresnel coefficients calculation: 
 
                                                               
  
 
                                                     (5.1) 
 
Where, the constant C 1 ≈ 5.446 μm
−1
 is implied by the opacity measurement by Nair 
[18], and λ 0 is the vacuum wavelength. In order to validate this experimental model, Wu 
et al. [219] used full wave electromagnetic field simulation in frequency domain using 
CST MICROWAVE STUDIO®2009. In the calculations, the thickness of graphene 
d = L × 0.34 nm (where L is the number of graphene layers) is sandwiched between two 
vacuum blocks.  The light transmittance through monolayer graphene is about 97.7%, 
which is related to the fine structure constant α by πα = 2.3%, as shown in Figure 5.14. 
Thus, monolayer of graphene would absorb 2.3% of the incident light. The simulated 
transmittance is also shown to follow the same trends and it is shown to absorb 2.3% of 
the incident light for each added layer of graphene. The measured optical spectra of 
graphene enable one to use the complex refractive index for prediction of the optical 
behavior of graphene for surface plasmon resonance biosensing.  
 
5.3.3 Experimental Measurements of Emissivity of Graphite 
In most of the applications of thermography, relative temperature variations are of 
interest. Variation of measured intensity can be interpreted in terms of temperature 






areas of application of emissivity measurements are oxidation of metals and 
semiconductors or erosion of materials on reentry of vehicles from space. Knowledge of 
emissivity is the first step for determination of accurate radiation temperatures. 
The method of comparison of radiation is known to be a well suited method for 
measuring emissivities that are essential for temperature measurements. The sample 
surface radiance is measured by using calibrated detector and the surface temperature can 
be estimated independently. Temperature difference between sample surface and black 
body can be calculated using heat conduction equation. Accuracy in determination of 
temperature difference depends on the thermal conductivity of the material, which should 
be either known or measured [220]. 
For detectors with linear operation, the emittance ε can be evaluated as the ratio of 
detector signals measured from the sample (Us) to the signal measured at the black body 
(UBB) at the same temperature, as per Equation (5.2).  
 
                                                              
      
       
                                                                        
 
 The radiation from the sample consists of contribution from the direct radiation as 
well as reflected radiation. The contribution from reflection can be either calculated or 
determined experimentally. The samples in this study have been 15 mm in diameter and 
3-6 mm thick. The sample is heated using electron gun and the vacuum in the chamber is 
< 0.7 x 10
-4
 mbar. Linear pyrometer is used in the measurements in lower wavelength 
range and thermal detector is used for determination of emissivity in the higher 






Spectral emissivity has been measured at temperatures in the range of 1100 K to 
2000 K and is presented in Figure 5.15 (a). No systematic temperature dependence has 
been noted. The rate of decrease of emissivity, at longer wavelengths, is reported to be 
much higher for composite samples as compared with pure graphite. The reason for lower 
value of emissivity for composite samples is attributed to the extreme surface smoothness 
of fiber bundles. In contrast to the temperature independent nature of spectral emissivity, 
the total normal emissivity increases with increasing temperature. As per Wien’s 
displacement law, lower wavelength corresponds to higher radiation intensity. Hence, the 
total (integrated) emissivity increases with temperature if the spectral emissivity increases 
with reduction in wavelengths. Figure 5.15 (b) shows the experimental trends for total 
normal emissivity as a function of temperature. 
Figure 5.15 (c) shows the simulated trends for spectral emissivity of 5000 μm 
thick graphite at room temperature. Simulated trends for spectral emissivity for various 
thicknesses of natural diamond, at room temperature, are also included for comparison. It 
is observed that the values of emissivity of graphite at room temperature are much lower 
than the reported experimental values for higher temperatures. In case of natural 
diamond, the emissivity is found to be increasing with increase in thickness at room 
temperature. Emissivity of natural diamond is found to be almost independent of 
wavelength for thicknesses below 1000 μm, in the wavelength range of 6-20 μm. While, 










  (a)       (b) 
 
 
        (c)      (d) 
 
Figure 5.15  (a) Experimental normal spectral emissivity of graphite (EK986) 
carbon/carbon (CF322) and carbon/silicon carbide (C-SiC) composites at higher 
temperature, as per literature [220], (b) Total normal emissivity of graphite (EK986), 
carbon/carbon (CF322), and carbon/ silicon carbide (C-SiC) composites [220], (c) 
Simulated normal emissivity versus wavelength for diamond and graphite [115], (d) 
Emissivity versus wavelength for graphene up to 10 layers (temperature in ºC) [115]. 
  
Figure 5.15 (d) shows the simulated trends of emissivity for graphene (1-10 
layers) in the wavelength range of 0.4 – 2.0 μm. It is observed that the emissivity 
increases with increasing number of layers of graphene, independent of the wavelength. 
Increase in emissivity of graphene with increase in thickness is attributed to the higher 






5.4 Mechanical Properties 
Graphene is reported to have intrinsic strength exceeding any other material as well as 
other carbon allotropes. Hence, there is a motivation for application in carbon fiber 
reinforcements in advanced composites. However, the high theoretical values of 
mechanical properties, reported in the literature, are very difficult to realize 
experimentally. Recent experimental studies have made possible use of single layer 
graphene in applications.  
Atomic force microscope (AFM) nanoindentation has been used to determine the 
mechanical properties of graphene as per reference [53].  Advantages of AFM for testing 
properties of graphene over CNT are: precise definition of sample geometry, 2D structure 
is less sensitive to presence of defects, and sheet is clamped around entire hole 
circumference, which is different from CNTs. Figure 5.16 shows the nanoindentation 
study of 5 x 5 mm array of circular wells patterned on Si substrates with 300 nm SiO2 
epilayer by nanoimprint lithography and reactive ion etching. Flakes of graphene have 
been mechanically deposited on the substrate. Graphene has been shown to adhere with 
vertical wall of the hole for 2-10 nm due to van der Waals attraction to the substrate. 
Prior to the start of indentation, graphene membranes has been scanned using 
AFM non-contact method. AFM tip has been placed within 50 nm of the center. 
Mechanical testing has been performed at a constant displacement rate, followed by 
reversal of load. The repetition of such cycles for several times for each film tested 
showed no hysterisis data. This indicates the elastic behaviour of graphene film around 
the periphery of the well. Followed by studies of elastic behavior of graphene films, the 






stiffness and flexural rigidity, it has been reported that the energy from bending the 
graphene membranes is about three orders of magnitude less than the energy from in-
plane strain. Images of suspended graphene  membranes are shown in Figure 5.16. 
 
 
Figure 5.16  Images of suspended graphene membranes. (A) Scanning electron 
micrograph of a large graphene flake spanning an array of circular holes 1 μm and 1.5 μm 
in diameter. Area I shows a hole partially covered by graphene, area II is fully covered, 
and area III is fractured from indentation. Scale bar, 3 μm. (B) Noncontact mode AFM 
image of one membrane, 1.5 μm in diameter. The solid blue line is a height profile along 
the dashed line. The step height at the edge of the membrane is about 2.5 nm.  
(C) Schematic of nanoindentation on suspended graphene membrane. (D) AFM image of 
a fractured membrane [53]. 
 
The resulting force versus displacement curve for loading/unloading is shown in 
Figure 5.17 (a). Using numerical simulations and molecular dynamics simulations, it has 
been shown that the elastic response of graphene nansheets is non-linear. Force versus 
displacement behavior has been approximated as per Equation (5.3). 
 
                                                     
        
 
 











Where, F is the applied force, δ is the deflection at the center point,   
   is the 
pre-tension in the film, ν is Poisson's ratio [taken as 0.165, the Poisson's ratio for graphite 
in the basal plane], and q = 1/(1.05 – 0.15ν – 0.16ν
2
) = 1.02 is a dimensionless constant. 
The solid line in Figure 5.17 (a) shows the least-squares curve fit of one set of 
experimental data, based on Equation (5.3), taking   
  and E
2D
 as free parameters. The 
closeness of the fit has been considered to validate the appropriateness of this model. 
Figure 5.17 (b) shows the typical breaking curves for different indenter tip radii 
and well diameters. The graphene film has been reported to be hanging around the edge 
of the hole without significant sign of slippage or irreversible deformation prior to 
catastrophic failure. This indicates the fracture in the graphene film initiated at the 
indentation point. The indentation forces in this process have been sufficient to break Si 
AFM tips. However, the diamond tips used in this experiment have been confirmed by 




(a)                                                               (b) 
 
Figure 5.17  (a) Loading / unloading curve and curve fitting to Equation (5.3). The curve 
approaches cubic behavior at high loads (inset), (b) Fracture test results. Four typical 
tests, with different tip radii and film diameters; fracture loads are indicated by × marks. 






 Wang et al. [190] have performed molecular dynamics study on nanoindentation 
experiments for single layer rectangular graphene films with four clamped edges. Load 
versus displacement curves have been presented and the effects of indenter radii, loading 
speeds and aspect ratios of graphene film on the mechanical properties have been 
discussed. Youngs’ Modulus and strength of single layer graphene film have been 
determined and the values are 1.0 TPa and 200 GPa, respectively. Graphene film is 
shown to rupture at a critical indentation depth, as shown in Figure 5.18.  
A spherical diamond indenter has been used to simulate the nanoindentation (as 
per Figure 5.18) [190]. The upper ball in Figure 5.18 (a) is diamond indenter. It is 
considered to be rigid, so that there are no changes in the atomic configuration of the 
indenter during the molecular dynamics simulation. The lower layer is single layer 





Figure 5.18  Atomic configuration of the system model during the nanoindentation 
experiment. (a) The origin model, (b) the state during the loading process, and (c) at 







 The interatomic interaction of carbon atoms in the graphene layer have been 
described by AIREBO (Adaptive Intermolecular Reactive Empirical Bond Order) 
potential. AIREBO potential has been shown to consider multi-body potential effects and 
local atomic circumstance effects. AIREBO introduces long-range interaction and torsion 
term. This is in contrast to the Tersoff-Brenner potential. Hence, AIREBO potential is 
found to be more accurate in evaluation of Youngs’ modulus as well as breaking and 
reforming of bonds in carbon atoms of graphene layer. The cutoff parameter of AIREBO 
potential has been considered as 2 Å, which helps to avoid the influence of non-physical 
explanations with improper cutoff on fracture mechanics. Canonical ensemble (NVT) has 
been considered during molecular dynamics simulations and the temperature has been 
maintained at 0.01 K. Nosé-Hoover thermostat has been used for avoiding the complex 
effects of atomic thermal fluctuations and timestep has been set as 0.001 ps. Initially, the 
system has been relaxed and equilibration has been maintained to keep system at lowest 
energy state during the simulation. 
  
 
(a)         (b) 
 
Figure 5.19  Comparison of load versus indentation depth for different parameters.  
(a) The indenter is loaded at different loading speeds between 0.10 and 2 Å/ps.  







Figure 5.19 (a) shows the effect of various indenter speeds and Figure 5.19 (b) 
shows the effect of various diameters of indenter on the load versus displacement plots. It 
is found that, when the loading speed is higher than the critical value, with the increase of 
speed, the maximum load increases rapidly; simultaneously, the critical indentation depth 
decreases rapidly. The higher is the indenter loading speed, the lesser is the time required 
for the indenter to pass through the graphene sheet. This leads to higher load and lower 
indentation depth than the ones at lower speed. Figure 5.19 (b) indicates that the radii of 
the spherical indenter affects the indentation depth. It is noted that critical indentation 
depth increases with increase in the indenter radius.  
 Figure 5.20 (a) shows our simulation of the indentation of a rectangular single 
layer graphene sheet. We have considered a molecular dynamics simulation with two 
different interatomic potentials describing interactions of carbon atoms in graphene layer, 
one with AIREBO potential and other with Tersoff-Brenner potential. The indenter is 
considered to be spherical rigid type with force constant as 1,000 eV/ Å. Initially the 
system is relaxed and the structure is equilibrated during the simulation. The atoms at the 
edges of the graphene sheet (about 10 Å on each edge) are kept fixed during the 
simulation in order to provide physical support to the system during indentation. The 
timestep is considered as 1 fs and the cutoff distance for the AIREBO potential is 
considered to be 2.5 Å. We have considered NVT ensemble (canonical) and system 
temperature is maintained at 300 K during the simulation. Berendsen thermostat has been 
applied to maintain the constant temperature of the system. As noted in the literature, we 
found that AIREBO potential has more accuracy than Tersoff-Brenner type interatomic 






the AIREBO potential are attributed to the inclusion of additional long-range interaction 
term and torsion in the case of AIREBO potential, which is absent for Tersoff-Brenner 
type potential. 
  




Figure 5.20  (a) Comparison of simulated force versus indentation depth using Tersoff-
Brenner and AIREBO interatomic potentials, as per our calculations,  
(b) Simulated force exerted by indenter as a function of indentation depth for variation in 
speed of indenter, (c) Simulated force exerted by indenter as a function of indentation 
depth for variation of indenter radius, as per our calculations. 
 
Figure 5.20 (b) shows the effects of variation of speeds of the diamond indenter 
on the force versus displacement curves. It is noted that the higher is the indentation 
speed, the higher is the slope of the curve. This is consistent with the observation in the 






versus displacement curves. It is found that the higher is the indenter radius for the same 
aspect ratio of the graphene sheet, the higher is the slope of the force versus indentation 
depth curves. This indicates that the system will show higher stiffness with higher 
indenter radius. However, the elastic moduli, evaluated from the force versus indentation 
depth curves, are found to be in the range of 0.9-1.2 TPa, which are also noted from 
various AFM nanoindentation experiments in the literature. Thus, our model is verified 
with the reported literature. The non-linear elastic response of graphene is evident from 
the curves in Figure 5.20. 
Figure 5.21 shows the comparison of nanoindentation behaviour of single layer 
and bilayer graphene. The simulation methodology is as explained in earlier cases. It can 
be noted that the values of indentation force are much higher (almost double) in case of 
bilayer graphene as compared to single layer graphene. It is seen that the values of 
indentation force are rapidly increasing with increasing depth of indentation. Higher 
stiffness values of bilayer graphene are evident from the curves in Figure 5.21. 
 
 
Figure 5.21  Simulated force versus indentation depth trends for single layer and bilayer 






 Zandiatashbar et al. [221] have studied the effects of defects on the intrinsic 
strength and stiffness of graphene. It is reported that, even with high density of sp
3
 
defects in graphene, the two-dimensional elastic modulus is maintained. The defective 
graphene in sp
3
 regime is noted to have breaking strength ~ 14% smaller than its pristine 
counterpart. In contrast to this, the mechanical properties of graphene have been reported 
to have significant drop in the vacancy defect regime. They have provided a mapping 
between Raman spectra of defective graphene sheets with its mechanical properties.  
In experimental studies, 1 × 1 cm
2
 array of circular wells, with diameters ranging 
from 0.5 to 5 μm, has been patterned on Si chip with a 300-nm SiO2-capping layer, by 
means of photolithography and reactive ion etching. Suspended membranes have been 
created by mechanical exfoliation of graphene on the patterned substrate. Elastic stiffness 
and breaking strength have been evaluated using AFM nanoindentation with a diamond 




Figure 5.22  (a) Schematic representation of atomic force microscopy (AFM) 
nanoindentation test on suspended graphene sheets with defects. Graphene sheet is 
suspended over a hole with diameters ranging from 0.5 to 5 μm and depth of ~1 μm.  
(b) Optical micrograph of exfoliated graphene sheets suspended over holes. White-
dashed line indicates the boundary of each layer.  
(c) Non-contact mode AFM image of suspended graphene sheet obtained from the red 







Defects in graphene sheet have been induced using tabletop oxygen plasma 
etcher. Some other methods, reported in the literature, for inducing defects in graphene 
are weak oxidation by ion bombardment, oxygen plasma or ultraviolet irradiation to etch 
graphene. The etch rate in oxygen plasma has been reported to be ~ 9 layers per minute at 
a chamber pressure of ~ 215 mTorr. This rate is much faster as compared to the other 
approaches. Raman spectroscopy has been used to characterize defective graphene sheets. 
Figure 5.23 (a), (b) and (c) show the images of AFM nanoindentation of the graphene 
sheet at various stages.  Figure 5.23 (d) is the typical force versus indentation depth curve 
for a defective graphene sheet. It has been reported that the breaking stress shows higher 
sensitivity to defects than the elastic stiffness, irrespective of the type of defects. 
Principal finding of this study has been to show that graphene can maintain large fraction 
of its pristine strength and stiffness even in the presence of sp
3





Figure 5.23  (a) AFM image of a graphene sheet fully covering a hole. High-resolution 
AFM images of suspended graphene sheet (b) before and (c) after oxygen plasma 
exposure of 55 s. The plasma treatment leaves the surface pock-marked with a multitude 
of nanopores that are several nm in size (the dark spots in the image represent the 
nanopores). (d) Typical force versus displacement curves of AFM nanoindentation test 
for defective graphene exposed to oxygen plasma for 30 s. Tests are repeated at 
increasing indentation depths until the sample breaks. The curves fall on top of each other 
(no hysteresis), which indicates no significant sliding or slippage between the graphene 
membrane and the substrate. The AFM images in the inset of d show a graphene sheet 







 Figure 5.24 shows the aberration corrected high resolution TEM (AC-HRTEM) 
image of defective graphene lattice with different oxygen plasma times. These images 
confirm that, in sp
3
 defect regime, sp
3
 point defects in the form of oxygen adatoms are 
generated. With higher plasma exposure, carbon atoms are etched from the lattice. This 




Figure 5.24  AC-HRTEM characterization of defect structures. Images of a typical 
graphene sheet in (a) sp
3
-type and (b) vacancy-type defect regime. Polymer residue 
associated with the transfer process onto the TEM grid is indicated by arrows. The 
defective graphene of the vacancy-type defect regime contains an abundance of 
nanocavities (that is, etch pits), while the defective graphene of the sp
3
-type defect 
regime shows a contrasting absence of such cavities. The black dots circled with dashed 
lines in (a) and (b) are oxygen adatoms. The insets of (a) show the experimentally 
obtained TEM image (upper) and the corresponding simulated image (lower) of oxygen 
atoms bonded to carbon forming sp
3
 point defects. Scale bars, 2 nm (a,b) [221]. 
 
5.5 Thermal Conductivity 
The continuing progress in the electronic industry has led to miniaturization of circuit 
components.  This is leading to challenges in the thermal management in electronic 
devices and hence the immense interest in the thermal properties of materials used in 






thermal conductivity of carbon based allotropes have a very wide range – of over five 
orders of magnitude – least for amorphous form of carbon to the highest in carbon 
nanotubes and graphene. A field of special interest has been the size dependence of 
thermal conductance of graphene and its derivatives [144].  
Heat conduction in carbon materials  is usually dominated by phonons, even in 
case of graphite (having metallic properties). This is attributed to the strong covalent sp
2
 
bonding which results in efficient heat transfer by lattice vibrations. The thermal 
conductivity of both suspended as well as supported graphene has been studied by 
molecular dynamics simulations. Length dependence has been reported in the case of 
suspended single layer graphene. The thermal conductivity of supported single layer 
graphene has been found to be independent of its length. Figure 5.25 shows the simulated 
thermal conductivity of suspended single layer zigzag graphene as a function of its length 




Figure 5.25  Simulated thermal conductivity κ of suspended (empty circle) and single-
layer graphene versus the length L at room temperature, as per literature. Here, zigzag 







In this study, MD simulations have been performed using LAMMPS package. 
Tersoff potential with optimized potential parameters has been used in the simulations to 
describe C-C interatomic interactions. Graphene interlayer interactions have been 
modeled using van der Waal (vdW) type Lennard-Jones potential. Non-equilibrium 
molecular dynamics (NEMD) simulations with Langevin heat bath have been used to 
study thermal transport in graphene structures. 
Figure 5.26 shows our calculated results of the thermal conductivity for pristine 
graphene nanosheets as well as armchair and zigzag GNRs, as a function of their lengths, 
with NEMD simulations. All the structures, considered for these simulations, have a 
width of 2 nm. It is seen that κp increases as a function of length for the suspended 
graphene structures, as reported in literature. As the sample size increases, more low-
frequency acoustic phonons can be excited and contribute to thermal conduction, 
resulting in a length-dependent behaviour. Extremely long-wavelength low-frequency 
acoustic phonons have ballistic transport mechanism. 
 
 
Figure 5.26  Simulated thermal conductivity of pristine graphene, armchair GNR, and 







 The variations in widths of single layer graphene are known to have significant 
effect on their thermal conductivity values. Figure 5.27 (a) shows the width dependence 




(a)                                                            (b) 
 
Figure 5.27  (a) Layer-dependent simulated thermal conductivity for various widths of 
zigzag GNRs at 325 K, as per literature [223], (b) Effect of increasing width on thermal 
conductivity of pristine graphene and GNRs, as per our calculations. 
 
It is observed that there is a decreasing trend of thermal conductivity with 
increase in width from 1.7 to 6.6 nm for single layer graphene. This is explained from the 
phenomena that, with increasing widths of GNRs, the total number of phonon modes 
increases, while the number of edge-localized phonon modes does not change. 
 Tersoff-Brenner potential has been used in these simulations for describing C-C 
bonding. Nosé–Hoover thermostat is used for controlling temperature during the 
simulations. Room temperature (RT) κp decreases montonically with number of layers in 
few layer graphene.  
 Figure 5.27 (b) shows our simulated results for width dependence of κp at room 






50 nm in all the cases with variations in width. The reason for decrease in κp with 
increase in width upto 3 nm is attributed to constant number of edge-localized phonon 
modes and increasing Umklapp scattering effects with higher widths. 
 Figure 5.28 (a) shows the trends for κp for higher widths of zigzag and armchair 
GNRs as per reference [224]. The increase in κp with increase of width is attributed to 
increase in number of phonon modes. However, κp gets saturated with increase of width 
beyond a certain limit as energy gap between different phonons reduces with increasing 




      (a)                                                      (b) 
 
Figure 5.28  (a) Simulated thermal conductivity of N -AGNR and N -ZGNR with 
variation of N, where the length of GNRs is fixed to be 11 nm. The ZGNR’s thermal 
conductivity increases first and then decreases with N increasing, while, the AGNR’s 
thermal conductivity monotonously increases with N, as per literature [224], (b) 
Simulated thermal conductivity of AGNR and ZGNR as a function of width, as per our 
calculations. 
 
 Figure 5.28 (b) shows our simulated results for thermal conductivity of armchair 
and zigzag GNRs with widths beyond 10 nm upto 60 nm. The simulation parameters 
have been kept constant for all the calculations. Length of graphene and GNRs is 






occur with increase in width of graphene and GNRs. The reason for this behavior has 
been explained previously and is consistent with the findings in the literature. 
Figure 5.29 (a) shows the simulated effect of nitrogen doping on armchair and 
zigzag GNRs as a function of concentration of nitrogen in the structure, as per reference 
[199] by Mortazavi et al. All the simulations of thermal conductivity have been 
performed using NEMD implemented in LAMMPS. Bonding interactions between C-C 
and C-N atoms have been modeled using optimized Tersoff potentials. The atoms at the 
corner of graphene structures are fixed during simulation. It is observed that doping of ~ 
1% nitrogen in graphene results in considerable decrease in κp as well as reduction in 
chirality dependence of κp. 
 
             
(a)                                                      (b) 
 
Figure 5.29  (a) Simulated effect of nitrogen atom concentrations on the normalized 
thermal conductivity of single-layer graphene along the armchair and zigzag chirality 
directions, as per literature [224], (b) Simulated thermal conductivity of pristine single 
layer graphene and armchair/zigzag GNRs, as per our calculations. 
 
 Figure 5.29 (b) shows the trends for thermal conductivity as a function of % 
nitrogen for pristine graphene nanosheets as well as armchair and zigzag GNRs, as per 






temperature (300 K). Length and widths of all the graphene structures are maintained as 
50 nm and 2 nm, respectively. Tersoff-Brenner potentials are used to describe C-C and C-
N bonds and the cutoff in each case is 0.25 nm. Berendsen thermostat is used for 
maintaining constant temperature during the simulations. It is observed that there is a 
drastic reduction in thermal conductivity with about 2.5% nitrogen doping and the values 
have been found to be consistent with the literature. The reason for this reduction is 
reduction in lattice symmetry and broadening of peaks in DOS in the frequency range 
around 50 THz  [199]. These phonon modes are considered to be dominant heat-carrying 




(a)                                                              (b) 
 
Figure 5.30  (a)  Simulated effect of boron atoms substitutions on the thermal 
conductivity of single-layer graphene along the armchair and zigzag chirality directions, 
as per literature [225], (b) Comparison of simulated thermal conductivity of pristine 
graphene and armchair/zigzag GNRs, as per our calculations. 
 
 Mortazavi et al. [225] have presented their studies of boron doping in armchair 
and zigzag GNRs by NEMD simulations implemented in LAMMPS. Interatomic 
interactions for C-C and C-B have been modeled using optimized Tersoff potential 






results in a drastic reduction of thermal conductivity. The reasons for the reduction of 
thermal conductivity with increase in dopant concentration are similar to the ones in case 
of boron doping. 
 Figure 5.30 (b) shows our simulated results of thermal conductivity for pristine 
graphene nanosheets and armchair and zigzag GNRs as a function of % boron doping at 
room temperature, using NEMD simulations implemented in LAMMPS. It is observed 
that the trends are similar to the reported literature as in Figure 5.30 (a). The reduction in 
thermal conductivity of graphene structures is higher with boron doping. There is reduced 
chirality dependence of thermal conductivity with increase in % boron doping in 
graphene. 
Figure 5.31 (a) shows the trends for thermal conductivity as a function of 
temperatures upto 700 K. The presented data is a collection of experimental results from 
various references presenting similar trends in the thermal conductivity calculations 
[144]. It is observed that increasing temperature shows lower values of thermal 
conductivity of graphene structures. The higher is the temperature; more are the collision 
of phonons. This leads to lower values of thermal conductivity with increasing 
temperature beyond 100 K. The increase of thermal conductivity with increase of 
temperatures upto 100 K is attributed to increase in mobility of phonons.   
Figure 5.31 (b) shows the results of our simulations for thermal conductivity of 
pristine graphene nanosheets and nanoribbons, using NEMD simulations implemented in 
LAMMPS. In all the cases, the size of graphene structures is maintained as 50 nm X 2 






from 100-800 K, as shown in Figure 5.31 (b). Reason for reduction is attributed to higher 





(a) (b)  
 
Figure 5.31  (a) Experimental thermal conductivity of graphene as a function of 
temperature. Experimental data points are indicated by empty rectangular boxes. The 
filled red and brown boxes are theoretical data points. These two set of points are for 
different graphene flake sizes — 3 μm and 5 μm, respectively. Setting L = 3 μm would 
give K ≈ 2,500 W/mK. The experimental results from different research groups obtained 
for graphene by the Raman optothermal technique are in agreement within the 
experimental uncertainty of the method [144],  
(b) Simulated thermal conductivity as a function of temperature for pristine graphene and 
armchair/zigzag GNRs, as per our calculations. 
 
 Figure 5.32 (a) shows the reduction in simulated thermal conductivity of pristine 
graphene with varying concentration of vacancies, as per reference [201] by Zhang et al. 
In these simulations, REBO (Reactive Empirical Bond Order) potentials are used to 
model C-C interatomic interactions. Green Kubo method is employed in MD simulations. 
It is based on linear response theory. Green-Kubo method has been known to have an 
advantage of being devoid of artificial thermostat perturbation. The presence of 
thermostat could have influence on the thermal conductivity and heat flux. NVE 






room temperature (300 K). Zhang et al. have observed that even 0.42% vacancy 
concentration in graphene can cause significant reduction in thermal conductivity. While, 




                                    (a)                                                               (b) 
 
Figure 5.32   (a) Simulated thermal conductivity of graphene as a function of vacancy 
defect concentration (at 300 K) using molecular dynamics simulations with the Green-
Kubo method. The solid blue (dark gray) line and the dashed red (gray) line correspond 
to PB sizes of 6 × 10 and 8 × 14, respectively [201], (b) Simulated thermal conductivity 
of pristine graphene, armchair/zigzag GNR as a function of % vacancies at 300 K using 
molecular dynamics simulations with NEMD based Müller-Plathe technique, as per our 
calculations. 
 
The reduction of thermal conductivity has been attributed to two important 
factors. First one is the broadening of phonon mode peaks around 15 THz, where the 
valley-shaped curves are almost flattened by broadening of nearby peaks with increasing 
concentration of vacancies. Broadening of phonon modes shows reduction of lifetime of 
those modes leading to lower mean free path. Thus, the thermal conductivity reduces. 
The second is an average increase of DOS for low frequency modes below 15 THz. This 
leads to reduction in relaxation time and corresponding mean free path which causes 






 Figure 5.32 (b) shows our simulated thermal conductivity values of pristine 
graphene as well as armchair and zigzag GNRs with varying concentration of vacancies, 
using NEMD simulations implemented in LAMMPS. Initially, the system is relaxed and 
equilibration is maintained in the structure for about 50,000 timesteps with NPT 
ensemble. Timestep is considered to be 1 fs in the simulation. NEMD simulation is 
performed on NVE ensemble and Müller-Plathe technique is simulated, as explained in 
Chapter 3. Periodic boundary conditions are considered for each case and size of 
graphene is 50 nm X 2 nm. Similar trends have been observed and drastic reduction in 
thermal conductivity is found, which is consistent with the literature.  
  
                                           
                                         (a)                     (b) 
 
Figure 5.33  (a) Simulated layer-dependent thermal conductivity of few-layer graphene. 
The 1-layer nanoribbons refer to graphene and the 5-8 layers nanoribbons are similar to 
ultra-thin graphite, as per literature [223], (b) Simulated layer-dependent thermal 
conductivity of pristine graphene and armchair/zigzag GNRs 1-3 layers, as per our 
simulations. 
 
Figure 5.33 (a) shows the trends of simulated thermal conductivity of graphene as 
well as armchair and zigzag GNRs, as per reference [223] by Zhong et al. It is observed 
that there is decrease in thermal conductivity in each case due to cross-plane coupling of 






graphene. Hence, the mode of thermal transport in single layer graphene is ballistic. In 
the presence of cross-plane coupling, particles at the interface between the layers are 
subject to collision leading to phonon scattering. This leads to lower values of thermal 
conductivity for few layer graphene (FLG). 
 Figure 5.33 (b) shows our results for NEMD simulation of pristine graphene as 
well as armchair and zigzag GNRs, as a function of number of layers from 1 to 3 at room 
temperature. Modeling parameters have been considered to be same as previous cases. 
Size of graphene in each case is 50 nm X 2 nm. Similar trends are observed as the ones 
reported in literature. An important observation is reduced chirality dependence of κp of 
GNRs with increasing number of layers. 
 
5.6 Thermoelectric Properties 
Shrinking size of electronic devices through integration has led to an acute need for 
thermal management in graphene systems, which are potential replacement for Si in 
optoelectronic devices. Application of thermoelectric effect in graphene systems is 
described in detail in Chapter 2.  In this section, comparison to literature for calculation 
of Seebeck coefficient (S), electronic thermal conductivity (κe), and electrical 
conductivity (σ) is presented for pristine and doped armchair GNRs as a function of 
chemical potential, temperature and concentration of dopants. Increase in thermoelectric 
performance of zigzag GNRs with induced vacancies is compared with the literature and 
variations in models are explained in each case. 
 ZT (Figure-of-Merit) is the factor to be considered for gauging the performance of 
a material for thermoelectric applications. The details of calculations of ZT have been 






Quantum Espresso. These results are used by a post-processing tool “Boltztrap” 
(Boltzmann Transport Properties) for calculating the semi-classical transport coefficients 
in each case. It is essential to include a large mesh of k-points in the Irreducible Brillouin 
Zone (IBZ) for achieving better accuracy of the thermoelectric parameter results. We 
have performed non-Self Consistent calculations with dense k-mesh considering atleast 
200 k-points in IBZ in each case. Hence, the results in our simulation are found to have 
consistency in results with respect to published literature. 
 
5.6.1 Seebeck Coefficient and Hall Resistivity as a Function of Chemical Potential 
Wei et al. [146] have presented experimentally that thermoelectric transport is sensitive 
to the bandstructure. Away from the Dirac point, the magnitude of the thermovoltage 
reduces. Wei et al. have reported measurement of Sxx on a device, with VD ~ 33 V, 
having electron-hole asymmetry. On the hole side, Sxx decreases with reduction in gate 
voltage Vg, while, on the electron side, Sxx remains flat. Seebeck coefficient is found to 




(a)                                                          (b) 
 
Figure 5.34  (a) Experimentally measured plot of gate voltage (Vg) dependence of 
longitudinal Seebeck coefficient Sxx at different temperatures (11–255 K) and zero 
magnetic field, as per literature [149] , (b) Simulated Seebeck coefficient as a function of 






 Wei et al. have reported the reason for deviation from linear temperature 
dependence on electron side to the asymmetric nature of band of impurity states. Impurity 
states in impurity scattering model are reported to be highly asymmetric near the Dirac 
point. This anomalous nature of thermoelectric transport in graphene can lead to its 
potential application as a sensitive probe for impurity bands near the Dirac point. 
Figure 5.34 (b) shows our results of the simulated Seebeck coefficient as a 
function of chemical potential, at 100 K, 400 K, and 800 K. We note the similar behavior 
of Seebeck coefficient as a function of chemical potential. It is observed that Seebeck 
coefficient increases with increase in temperature. Electronic bandstructure calculations 
have been performed in accordance with the method explained in Section 4.1 for 
graphene with a width of 2 nm and periodic boundary conditions. Monkhorst k-point 
mesh of 13 X 13 X 1 is found to have least energy of the system and number of k-points 
in the IBZ is > 200 in each case.  
Checkelsky and Ong [147] have reported experimental measurements of TEP, S, 
and Nernst, Syx, signals in graphene in magnetic fields as well as non-zero magnetic 
fields. In the absence of magnetic fields, it has been reported that there is a change in sign 
of S with gate voltage VG. Also, it is noted that there is a nominally linear temperature 
dependence of peak value, Sm, from ~ 20 K to 300 K, as shown in Figure 5.35 (a). 
Figure 5.35 (b) shows our simulated results for maximum Seebeck coefficient for 
zigzag GNRs as a function of temperature. It is observed that there is almost linear 
temperature dependence of Seebeck coefficient. Thus, independent of chirality, there is a 









(a)                                                         (b) 
 
Figure 5.35  (a) Experimentally obtained curves of TEP, S=−Sxx vs Vg in sample J10 
(left inset) in zero magnetic field at selected T. The curves are anti-symmetric about the 
Dirac point which occurs at the offset voltage V0=15.5 V. The peak value Sm (right inset) 
is nominally linear in T from 25 to 300 K, as per literature [149], (b) Simulated Seebeck 
coefficient as a function of temperature, as per our calculations.   
 
 As shown in Figure 5.36, it is observed that, in case of doped armchair GNRs, 
there is an increase of Seebeck coefficient with increase in the concentration of dopant -
boron in this case, with the concentration varying from 0 to 12%. The maximum Seebeck 
coefficient is observed to be ~ 650 μV/K at room temperature (300 K). This is an increase 
of about 3 times over pristine armchair GNR, with the same set of conditions. 
 
Figure 5.36  Simulated Seebeck coefficient as a function of chemical potential for 








 Figure 5.37 shows the trends for Hall resistivity as a function of chemical 
potential for armchair GNR, as per our simulations. It is observed that there is an increase 
in the Hall resistivity for increasing boron concentration. These trends are found to be 
similar to the Seebeck coefficient, as shown in Figure 5.36.  
 
Figure 5.37  Simulated Hall resisitivity (m
3
/C) as a function of chemical potential of 
armchair GNR as well as 4%, 8% and 12% boron doped AGNR, as per our calculations. 
 
5.6.2 Electrical Conductivity and Electronic Thermal Conductivity as a function of 
Chemical Potential 
 
Figure 5.38 (a) shows the gate voltage dependence of electrical conductivity, σ, of a 
device A at 150 K for single layer graphene at three different mobilities of electrons in 
zero and non-zero magnetic fields. In the absence of magnetic field, with increase in 
mobility, the maximum value of Sxx increases, and exhibits an increasingly diverging 
trend accompanied by a sharper peak- to-dip transition around Dirac point. It is reported 
that the peak-to-dip width has relation with the width of minimum conductivity plateau. It 
is broader for low mobility state and is associated with the disorder in graphene. Sxx is 
found to converge to the same value at high gate voltages on either side of charge 






effective carrier density is much higher than charge density fluctuations induced by the 
charged impurities. 
 
(a)                                                         (b) 
 
Figure 5.38  (a) Experimental gate voltage dependence of electrical conductivity, σ, of a 







per literature [149], (b) Simulated electrical conductivity as a function of chemical 
potential for armchair GNR and 4%, 8% and 12% boron doped armchair GNRs, as per 
our calculations. 
 
 Figure 5.38 (b) shows our simulation of the electrical conductivity of armchair 
GNRs doped with 4%, 8% and 12% boron, as a function of chemical potential. It is seen 
that there is a reduction in the peak electrical conductivity of armchair GNR with 
increasing concentration of dopants in GNR. This is as a result of reduced electron 
mobilities in armchair GNRs with increasing doping. Thus, similar trends can be 
observed in our simulated electrical conductivity of GNRs with the ones in the literature. 
 Figure 5.39 (a) shows the trends for electronic thermal conductivity of armchair 
GNRs with varying widths as a function of chemical potential, as per reference [226]. 
The variations in the trends are attributed to varying band gaps with variations of widths 






 Figure 5.39 (b) shows our simulated result for the electronic thermal conductivity 
for armchair GNR as a function of chemical potential. It is observed that the trends for 
these cases are similar to the ones in the literature. We have considered the doping of 
armchair GNR, which leads to variation of the band gap. Also, one can observe the 
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Figure 5.39  (a) Simulated electronic thermal conductance as a function of chemical 
potential for a series of armchair GNRs, as per literature [226],  
(b) Simulated electronic thermal conductivity as a function of chemical potential for 
armchair GNRs with 0% and 4% nitrogen doping, as per our calculations. 
 
5.6.3 Transport Parameters of Zigzag GNRs with Vacancies 
An efficient thermoelectric material must be efficient in effectively separating hot and 
cold carriers. The quantity determining the ability to filter carriers is the Seebeck 
coefficient which depends on the asymmetry of the density of states around the Fermi 
level. In semiconductors, the Seebeck coefficient is large, whereas, in a metal, the DOS is 






a small Seebeck coefficient because their transmission is constant around the Fermi level, 
despite the peak in the DOS at E = 0 eV due to the edge states.  
However, it has been reported by Bahamon et al. [208] that, with creation of 
extended line defects in zigzag GNRs, the electron-hole symmetry breaks and there are 
additional electron bands around the Fermi level. In this way, asymmetry in DOS and 
transmission function are attained which results in improvement of the Seeback 
coefficient. This particular structure has also been reportedly realized experimentally by 




Figure 5.40  (a) Electrical conductance, (b) Seebeck coefficient, and (c) thermoelectric 
power factor of pristine ZGNR(20), ELD-ZGNR(10,10), and 2ELD-ZGNR(8,4,8) 
channels with perfect edges . The dots indicate the Fermi energy values at which the peak 
of the power factor occurs for the ELD and 2ELD channels, as per literature [206]. 
  
Figure 5.40 (a) shows the trends for electrical conductance, Seebeck coefficient 
and power factor of pristine ZGNR, as well as with induced extended line defects 






dot-blue), the ELD-ZGNR (dashed-red), and the pristine nanoribbon (green) at room 
temperature, 300 K. It is observed that the conductance of the channel with two ELDs is 
the largest, followed by the channel with one ELD. The values of conductance are larger 
than the pristine channel by ∼3 X and ∼2 X, respectively.  
Figure 5.40 (b) shows the variations of the Seebeck coefficient after the 
introduction of the ELDs in the ZGNRs. The pristine channel exhibits zero Seebeck 
coefficient as it is metallic and it has flat transmission near the Fermi level. Due to the 
built asymmetry after the introduction of the ELDs, however, the Seebeck coefficient has 
been found to increase for both the channels. The channel containing two line defects has 
the largest asymmetry. Therefore, ZGNR with two line defects has the largest Seebeck 
coefficient (in absolute values).  
The power factor trends have been shown in Figure 5.40 (c). It is found to be 
highly improved in the ELD structures and especially the 2ELD-ZGNR channel. 
Figure 5.41 (a) and (b) show our simulated results for electrical conductivity and 
Seebeck coefficient, respectively. Initially, vacancies are randomly induced in pristine 
zigzag GNR structure followed by relaxation till the energy is minimized to 1.0E-8 eV. 
This is followed by non-Self Consistent simulation using Quantum Espresso considering 
Monkhorst k-point mesh as 20 X 20 X 1, in order to ensure that there are > 200 k-points 
in the irreducible Brillouin Zone (IBZ). It is observed that, the trends for electrical 
conductivity are found to be matching with the literature.  
However, it is observed that there is a higher degree of asymmetry in the Seebeck 
coefficient curve in our simulation, as compared with the literature Figure 5.40 (b). This 






zigzag GNR lattice. However, even in this case, there is a significant improvement in the 




(a)                                                                  (b) 
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Figure 5.41  (a) Simulated electrical conductivity as a function of chemical potential for 
zigzag GNR with 4% vacancy, (b) Simulated Seebeck coefficient as a function of 
chemical potential for zigzag GNR with 4% vacancy, (c) Simulated Seebeck coefficient 
as a function of temperature for zigzag GNR with 4%, 8.3% and 12.5% vacancies,  
(d) Figure-of-Merit (ZT) as a function of % vacancy for zigzag GNR with 4%, 8.3% and 
12.5% vacancies, as per our calculations. 
 
Figure 5.41 (c) shows the trends for Seebeck coefficient for zigzag GNRs with 






the case of 12.5% vacancies, there is a sudden increase in the Seebeck coefficient values 
compared with 4% and 8.3%. This shows that one can achieve higher thermopower with 
higher vacancy concentration in zigzag GNRs. Also, it is found that Seebeck coefficient 
increases slightly for the case of 4% and 8.3% vacancies in zigzag GNRs. However, in 
the case of 12.5% vacancies, there is a slight reduction in the Seebeck coefficient at 
higher temperatures. Thus, with higher values of S and electrical conductivity, one can 
obtain higher power factor in this case. With the evaluation of transport parameters, we 
calculated ZT for zigzag GNRs as a function of % vacancy. It is observed that the value 
of ZT increases slowly upto 8.3% vacancy in zigzag GNRs. As expected, ZT value is 
found to be highest for 12.5% vacancy case. This is attributed to higher Seebeck 
coefficient, electrical conductivity and lower thermal conductivity in the presence of 
vacancies as compared with pristine zigzag GNRs. Thus, it can be concluded that one can 
achieve higher ZT by effectively creating vacancies and attain better thermoelectric 









Graphene is found to be an excellent material for applications in optoelectronic in view of 
its extraordinary electronic, optical, mechanical and thermoelectric properties.   
Graphene is shown to be a zero bandgap material. Modification of electronic band 
structure of graphene has been shown to be possible by means of chemical doping. Boron 
and nitrogen have been shown to be effective p- and n- type dopants, respectively, in 
graphene. The bandstructure analysis shows that n- and p- type of dopants shift the Dirac 
point of graphene on the negative or positive side of energy, respectively. The armchair 
graphene nanoribbons are shown to have negligible band gaps depending on their size 
while, zigzag graphene nanoribbons are known to exhibit metallic nature.  The metallic 
character of zigzag nanoribbons is attributed to the high density of edge states at the 
Fermi energy. The chirality dependence of electronic properties of graphene, leading to 
its metallic or semiconducting properties for zigzag and armchair nanoribbons, could 
present a possibility of full carbon based electronic devices, where semiconducting tubes 
could be used as channels and metallic ones as interconnects. However, the lack of 
control on chirality is found to be a challenging aspect in engineering their electronic 
properties and industrial applications. Introducing impurities and functional groups has 
been shown to be effective way for controlling the properties of graphene nanoribbons.     
Graphene is shown to be optically transparent in the visible range. Both the real 
and imaginary parts of dielectric constants of graphene are found to be varying with the 
number of layers. It is noted that there is an increase in the peak intensity of the dielectric 






constant are found to be dependent on the concentration of p- or n- type dopants in 
graphene and GNRs.  
A comparison of the wavelength and thickness dependent optical properties, 
mainly emissivity and transmittance has been presented for various multilayered 
configurations with graphene as one of the component layers. Such structures have been 
found to be useful as hot electron bolometers. Graphite is found to have emissivity that is 
independent of thickness.  Emissivity of graphene remains low and increases with 
increase in number of layers. For BN based hot-electron bolometer, the emissivity is 
found to increase with increase in BN layer thickness.  The effect of graphene is to 
increase the emissivity of the bolometer structure.  A comparison of the emissivity of 
graphite and graphene show that graphite exhibits higher emissivity. 
Graphene has been reported to have an extremely high elastic modulus of the 
order of 1 TPa. The values of elastic modulus are found to be varying slightly depending 
on the indenter diameter i.e., the Young’s modulus increases with increase in diameter. 
The values of indentation force depend on the type of interatomic potential considered in 
the simulation. Airebo potential has values of indentation force ~ 1.5 times higher than 
the Tersoff potential, for the same indentation depth. The higher is the indentation 
velocity, the greater is the indentation force recorded at the same indentation depth. 
Bilayer graphene is found to provide higher resistance to the indentation. Hence, bilayer 
graphene has higher values of indentation force at the same values of indentation depth. 
Load versus indentation depth curves are found to be useful tools in the evaluation of 
mechanical properties. Atomistic simulations are successful in predicting the mechanical 






Single layer graphene and GNRs are found to exhibit increase in the phonon-
induced lattice thermal conductivity (κp) with increase in length, while κp is found to 
increase with decrease in width. Sudden drop in κp is observed with increase in width 
from 0.5 nm to 1.5 nm. κp is noted to remain constant for higher widths in case of 
AGNRs. In case of ZGNRs, κp increases upto about 30 nm but decreases further. 
Transport is found to become more ballistic with increasing widths of GNRs. Thus, the 
role of edges reduces with increasing width. κp is found to reduce drastically ~50% with 
doping of B or N. Increasing dopant concentration also marks reducing chirality 
dependence of thermal conductivity values. Boron doping leads to higher reduction in κp 
as compared to nitrogen doping. Higher temperatures cause reduction in κp for 
temperatures in the range of 100 to 800K. At about 400K, all the graphene nanostructures 
i.e., pristine graphene and GNRs are found to have similar values of κp. The presence of 
vacancies, to the extent of ~4%, causes about ~70% reduction in thermal conductivity 
with increasing number of layers of graphene and GNRs indicating interlayer 
interactions. Room temperature κp of ZGNR is found to be higher than AGNR, while 
AGNR is reported to have higher κp at higher temperatures. Electronic thermal 
conductivity (κe) is found to increase with temperature. The rate of increase of κe is faster 
in bilayer graphene as compared to single layer graphene. High thermal conductivity of 
graphene leads to its potential application as ballistic field effect transistors (FETs).  





S/m depending on the potentials applied and temperature. Electrical conductivity of 
GNRs is also a function of its chirality i.e., armchair and zigzag. Peak electrical 






This is attributed to the corresponding changes in the electronic band structures upon 
doping. Seebeck coefficients are found to be symmetrical around the charge neutrality 
point. Peak Seebeck coefficients are found to reduce with increase in temperatures, 
mostly linearly at higher temperatures. For a given chemical potential, away from the 
Fermi energy, it is found that Seebeck coefficients increase linearly with temperature. 
This shows the diffusive thermoelectric generation mechanism in the absence of phonon 
drag components. Band gaps reduce with increasing widths for AGNRs and hence 
Seebeck coefficients reduce. Similar effects have been observed in case of ZGNRs. 
Seebeck coefficients (TEP) are observed to be higher for AGNRs with respect to ZGNRs. 
TEP for AGNRs are symmetrical about the charge neutrality point (CNP) with the 
change in majority charge carriers from electrons to holes. Seebeck coefficient is found to 
increase with increase in concentration of B or N dopants. Peak values of TEP for AGNR 
are observed at 12% p-doping while, for ZGNR, it is observed at about 4% doping of p-
type and at 8% n-type doping. Hall resistivity is observed to follow similar trends as the 
Seebeck coefficient for graphene on a given substrate.  
Power factor is found to increase with temperature in the range of 100-500 K. 
σgraphene is highest at +/- kBT, while it reduces to nil at Fermi level.  
The Figure-of-Merit (ZT) is found to increase with decreasing length of graphene 
in the range of 200 nm to 25 nm with constant width of 2 nm. The highest values 
observed are ~ 1.4 for graphene at about 25 nm length. The reason for this improvement 
is the decrease in lattice induced thermal conductivity for lower lengths of graphene. 
Effect of doping p- or n-type dopants in AGNR and ZGNR is to improve ZT values. It is 






concentration of dopants. The values of ZT are found to be higher for AGNR than 
ZGNR. Thus, AGNR is more suitable for thermoelectric device applications. The ZT 
values for modified geometries or doped graphene nanostructures are noted to be higher 
than conventional thermoelectrics such as Bi2Te3. The thermopower is found to improve 
with increase in concentration of vacancies in ZGNRs. This improvement is attributed to 
breaking of electron-hole energy symmetry with induced defects. Asymmetry in DOS 
leads to increased thermopower. This also leads to improved Figure-of-Merit (ZT) in 
ZGNR with respect to the corresponding pristine ZGNR (without vacancies). The reason 
for this improvement is attributed to reduced thermal conductivities and a minimal 
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