The extraction of human features from videos is often inaccurate and prone to outliers. Such outliers can severely affect density modelling when the Gaussian distribution is used as the model since it is highly sensitive to outliers. The Gaussian distribution is also often used as base component of graphical models for recognising human actions in the videos (hidden Markov model and others) and the presence of outliers can significantly affect the recognition accuracy. In contrast, the Student's t-distribution is more robust to outliers and can be exploited to improve the recognition rate in the presence of abnormal data. In this paper, we present an HMM which uses mixtures of t-distributions as observation probabilities and show how experiments over two well-known datasets (Weizmann, MuHAVi) reported a remarkable improvement in classification accuracy.
INTRODUCTION
Human action recognition is a very active research area in computer vision with main applications to video surveillance, human-computer interaction and so on. The goal of automatic action recognition is the classification of a given image sequence as one of pre-defined action classes. It requires the classification of a set of measurements extracted from the video depicting the action. Various human action recognition approaches can be categorised in two main groups [1] : 1) direct classification of spatiotemporal features using either a discriminative classifier, e.g. the support vector machine (SVM), or the k-Nearest Neighbour (kNN) classifier; 2) using temporal state-space models for action classification, either by recognising the actions directly in the time domain, e.g. dynamic time warping (DTW); or exploiting graphical models, e.g. hidden Markov model (HMM) [2] [3] [4] and conditional random fields (CRFs). Sequential classifiers such as HMM can naturally classify sequences of arbitrary length and have shown good performance in adjusting to temporal variations in the duration of instances of a same action. Hence, in this paper we decided to exploit HMM for action classification.
Prior to action classification, the HMM parameters need to be estimated to fit the model to the training observation sequences. The distribution of continuous observations in each HMM state is usually modelled by a Gaussian mixture model (GMM). However, the sequential data modelling may encounter the presence of unusual data (outliers) that cannot be fit by the normal tails of GMM. The covariance of the normal Gaussian usually has to be stretched to cover the outliers and leads to improper mixture fitting. Another alternative is to have many Gaussian components in the mixture, but that would affect computational efficiency of model training significantly. To tackle the outlier problem in density estimation, the Student's t-distribution -which has a longer tail compared to the Gaussian density -has been exploited in many papers in the last few years [5] [6] [7] . For example, Chatzis et al. in [6] exploited the Student's t-mixture model (SMM) for sequential observation modelling of HMM states' densities to recognise the gestures of the American Sign Language. The obtained recognition error rate using SMM is 5.96% compared to 11.44% with GMM. For this reason, in this paper we apply a similar model to the problem of human action recognition. The rest of the paper is organized as follows. Section 2 offers a review of the Student's t-distribution and its mixture (SMM). In Section 3, SMM is utilised as observation probability density in HMM, and the expectationmaximisation (EM) algorithm is exploited for maximum likelihood estimation (MLE) of its parameters. The experiments to explore the effectiveness of action classification using SMM density modelling in HMM are presented in Section 4. Finally, conclusions are given.
THE STUDENT'S t-DISTRIBUTION
The Student's t-distribution could be considered as an infinite mixture of scaled Gaussians with the same mean but variable variance (or covariance) produced by a prior Gamma distribution. In the case of an F-dimensional multivariate random variable x, with mean µ and inner product matrix ψ, this mixture can be written as [8] : Fig. 1 . Outliers impact on Gaussian compared to t-distribution [8] .
The variable precision η enables the t-distribution to give less weight to abnormal observations in the mixture parameter calculation which makes it more robust to outliers. Fig. 1 shows how the presence of the outliers can stretch the Gaussian distribution (green curve) and deform it, while the t-distribution (red curve) is influenced negligibly. The tail of the t-distribution is controlled by parameter ν (degrees of freedom); larger values of ν make the tail shorter and with ν→∞ the t-distribution becomes a normal Gaussian distribution. The probability density function (pdf) of the t-distribution is given by [8] :
where, δ is the Mahalanobis distance between x and the mean, µ,with respect to ψ. Like GMM, a set of E independent multivariate data X ൌ ሼ‫ݔ‬ ሽ ୀଵ ா could be generated by a mixture of M Student's t-distribution components (SMM) [5] . Peel and McLachlan in [5] exploited the EM algorithm to estimate parameters of an SMM by derivation of the model's complete data loglikelihood function.
THE HIDDEN MARKOV MODEL (HMM) WITH SMM OBSERVATION DENSITY MODELLING
With sequential data, e.g. a time-sequence data, the order of observations is important. Hence, to model the sequential data, a sequential probabilistic model, like HMM, is required. HMM is a temporal graphical model in which the modelled system has observed outputs (observations), and a set of hidden states [9] . In the case of continuous observation, the observation distribution for each state in HMM is usually modelled by a GMM (HMM-GMM). However, the SMM can also be utilised to model the HMM observation to tackle the outlier issue [6] . Let us assume that observation sequence O={o 1 ,...,o t ,…,o T } of length T is generated by an N-state HMM. Furthermore, let us assume [10] that the observation probability for each state
is modelled by an M-component SMM (HMM-SMM) as follows. For i=1…N and t=1…T: 
ML parameter estimation of an HMM-SMM
Recalling from the EM algorithm for HMM-GMM [11] , sequential data O = {o 1 ,...,o t ,…,o T } is considered incomplete and for each given o t , it is assumed that two unobserved data exist whose values indicate the state value and the component index. In addition, similar to a single tdistribution and an SMM [5, 12] , the precision scale η is the third hidden variable in an HMM-SMM. As first step, we need to infer the conditional state posterior γ i (t), and the conditional component posterior τ il (t) defined as follows. For i=1…N, l=1…M and t=1…T:
Furthermore, we define u il (t) as the conditional posterior expectation of precision scale for sample o t given that it is generated by the l th component of the i th mixture:
At iteration (k+1) of the EM algorithm: E-step: The HMM observation density has no effect on the probability γ i (t), hence, it is same as the case of an HMM-GMM [11] . The probability τ il (t) is also similar to that of HMM-GMM, except replacing the Gaussian by the tdistribution. The solution for u il (t) is similar to that provided in [5] for a single SMM and just needs adding the index for the i th mixture. M-step: The estimation formulas for HMM-SMM can be inferred by considering the influence of u el (the conditional posterior expectation of precision scale) in the EM solution for SMM in [5] and comparing it to the EM solution for GMM in [11] . From [5] , we can see that the mixture weight c l has the same formula as the GMM case. However, in SMM the posterior probability of precision scale η will appear in the numerator and denominator of mean µ l , and in the numerator of precision ψ l (but not in its denominator). Hence, we can infer the following estimation formulas for HMM-SMM by putting together the corresponding formulas from [5] and [11] :
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Chatzis et al. in [6] obtained the same formulas by derivation of the complete data log-likelihood function. Nevertheless, similar to the single component t-distribution and SMM cases, ߥ ሺାଵሻ does not have a closed form solution, and it requires to be computed iteratively through the following equation, where ߔ(x) is the digamma function:
EXPERIMENTS ON ROBUSTNESS USING THE t-DISTRIBUTION
In this section, we explore the robustness of action recognition by exploiting HMM-SMM in lieu of HMM-GMM. For this purpose, we modified Kevin Murphy's HMM toolbox [13] to include HMM with SMM density modelling.
For the experiment, we exploited two action video datasets: 1) the popular Weizmann dataset [14] that includes 10 actions performed by 9 subjects for a total of 93 videos sequences; 2) the more recent MuHAVi dataset [10] that contains videos from 17 action classes performed several times by 7 different subjects and captured by 8 cameras simultaneously. To the best of our knowledge, MuHAVi is the most challenging and comprehensive public action dataset to date in terms of combined number of action classes, subjects and cameras. Amongst the other popular datasets, KTH [15] has only 6 action classes. In order to separate issues raised by recognition and foreground segmentation, the authors of the MuHAVi dataset aimed to make manually annotated silhouettes available (MuHAVi-MAS). However, manual segmentation proved overly time consuming and the current number of manually-segmented sequences is rather limited. Furthermore, using manually-generated masks for training or validation would provide an optimistic estimate of a method's accuracy compared to a real application where segmentation must be automated. Hence, we decided to use the original videos directly and extract the object masks automatically from the camera4 viewpoint, resulting in 398 sample sequences [16] . The quality of the obtained masks is rather good, yet not as that of manual segmentation, making results more significant and general.
As validation approach, we have used the "leave-onesubject-out" cross validation method; i.e. in each run we leave one subject out during training and we use it for testing. This validation procedure is realistic since in real applications subjects would not have been seen during training. The final accuracy result is the average over the various subjects (7 folds). Since the number of HMM states, N, and the number of components per state, M, are hyperparameters in the Baum-Welch algorithm and cannot be determined by maximum likelihood, we decided to experiment over range {1...6} for N and M, and choose the best combination based on cross-validation accuracy.
Another choice required to complete the recognition approach is that of the feature set. Given the tight real-time constraints of video surveillance, for our experiments we have chosen to compare two simple and computationally lightweight feature sets: the first is the well-known projection histograms [17] (our implementation is in [16] ) and the second is our own "sectorial extreme points" feature set, explained in details in [4] .
Experiments with HMM-SMM and estimated ν
In the first experiment, we compared the classification accuracy between HMM-SMM density modelling with maximum likelihood-estimated ν and HMM-GMM. For this experiment, parameter ν is initialised with an arbitrary value (10 in the experiment), and is updated at each M-step iteration. To prevent ν from tending towards 0 or infinite on occasions, we also placed a minimum and a maximum threshold for the updated values of ν: 0.1 and 200, respectively. Table 1 reports the average and best classification accuracies obtained over 6 different runs from random initial parameters for both HMM-GMM and HMM-SMM with estimated ν using MuHAVi as dataset and the projection histograms as feature set. The achieved results show considerable improvements in accuracy when using HMM-SMM for all combinations of N and M. The increase in highest accuracy is over 6% (from 80.7% to 86.9%). It seems that the main reason for this improvement is the significant presence of outliers in the observation data using this feature set on the MuHAVi dataset.
We repeated the experiment with the other feature set, the sectorial extreme points, on both the Weizmann and MuHAVi datasets. Table 2 summarises the average and best accuracies over the 6 runs for various values of N and M. While the achieved improvement over MuHAVi was limited with this feature set (likely because of the lack of significant outliers), over the Weizmann dataset HMM-SMM reached the maximum possible accuracy of 100% (not one single misclassification).
Given the apparent sensitivity of the ML-estimate of ν, we compared accuracy also with fixing ν to an arbitrary value (0.1 in this case); the feature set is the projection histograms and the dataset is MuHAVi, with results reported in Table 3 .
Comparison of results in Tables 1 and 3 shows that the classification accuracy using HMM-SMM with fixed ν = 0.1 was comparable with that of HMM-SMM with estimated ν. 
Experiments with HMM-SMM and various fixed values of ν
To confirm the usability of a fixed ν, we measured the recognition accuracy with various fixed values of ν = {3, 5, 7, 10}; results are shown in Table 4 . Such results confirm the effectiveness of SMM density modelling with fixed ν since maximum accuracy reaches 87.7% (with ν = 3). A relatively small search over values of ν is therefore capable of delivering cross-validation accuracies greater than that of the ML-estimated case (86.9%). Therefore, estimation of ν could be avoided altogether in applications.
CONCLUSIONS
The longer tails in the Student's t-distribution (compared to the Gaussian distribution) makes density modelling more robust in the presence of outliers in the observation data. In this paper, we have utilised a mixture of t-distributions (SMM) to model the observation probabilities in an HMM in lieu of the usual GMM for application to human action recognition in videos. The EM algorithm was exploited to estimate the HMM-SMM parameters with a maximum likelihood objective. The experiments conducted over two significant video action datasets have proved the effectiveness of using HMM-SMM, with accuracy improvements in the order of 6÷7% over the conventional Gaussian mixture models.
