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Given a Thurston map f : S2 → S2 with postcritical set P , C. McMullen proved
that the graph of the Thurston pullback map, σf : Teich(S
2,P) −→ Teich(S2,P),
covers an algebraic subvariety of Vf ⊂ Mod(S2,P) × Mod(S2,P). In [2], L.
Bartholdi and V. Nekrashevych examined three examples of Thurston maps
f , where |P| = 4, identifying Mod(S2,P) with P1 − {0, 1,∞}. They proved
that for these three examples, the algebraic subvariety Vf ⊂ P1 × P1 is actu-
ally the graph of a function g : P1 → P1 such that g ◦ pi ◦ σf = pi, where
pi : Teich(S2,P) −→ P1 − {0, 1,∞} is the universal covering map. We gener-
alize the Bartholdi-Nekrashevych construction to the case where |P| is arbitrary
and prove that if f : S2 → S2 is a Thurston map of degree d whose ramifi-
cation points are all periodic, then there is a postcritically finite endomorphism
gf : P|P|−3 −→ P|P|−3 such that gf ◦ pi ◦ σf = pi. Moreover, the complement of the
postcritical locus of gf is Kobayashi hyperbolic.
We prove that if Vf ⊂ P|P|−3 × P|P|−3 is the graph of such a map gf , so that
the algebraic degree of gf is d, then gf is a completely postcritically finite en-
domorphism. Moreover, we prove in this case that the Thurston pullback map
σf : Teich(S
2,P) −→ Teich(S2,P) is a covering map of its image, and it is not
surjective. We discuss the dynamics of the maps gf in the context of Thurston’s
topological characterization of rational maps, and use the map σf to understand
the map gf and vice versa.
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CHAPTER 1
INTRODUCTION
In this thesis we present a systematic way to construct postcritically finite
endomorphisms of Pn. These endomorphisms arise as maps on a certain moduli
space. Three examples of such maps were first constructed by L. Bartholdi and V.
Nekrashevych in [2]. We begin by presenting the context in which Bartholdi and
Nekrashevych constructed these maps; they arose in the solution of the twisted
rabbit problem.
1.1 Twisted rabbits
Consider the ‘rabbit’ polynomial pr(z) = z
2+cr, where cr is the ‘rabbit’ parameter.
This polynomial has a critical point at z0 = 0, and a super-attracting cycle of period
3: 0 7→ cr 7→ c2r+cr 7→ 0. The analytic map pr : P1 → P1 is a ramified covering map,
ramified at 0 and ∞. We mark the postcritical set of pr, P := {∞, 0, cr, c2r + cr}
on P1. Since |P| <∞, pr is called a Thurston map.
Let γ be a curve on P1 − P separating 0 and ∞ from cr and c2r + cr, and let
Dγ be the Dehn twist around γ. We now consider a new family of Thurston maps
fn := Dγ
◦n ◦ pr, where fn is called the n-twisted rabbit map. For n > 1, the map
fn is not analytic; it is merely a ramified cover of S
2, where S2 is an oriented
topological 2-sphere. For each n, fn : S
2 → S2 is a topological polynomial with
the same ramification portrait as pr; that is, each map fn has simple ramification
points at both 0 and ∞, where 0 is periodic of period 3, and ∞ is fixed.
By Thurston’s topological characterization of rational maps, each fn : S
2 → S2
is either equivalent to a rational map Fn : P1 → P1, or is said to be obstructed.
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A theorem of I. Berstein and S. Levy, (see [26]), asserts that since each fn is a
topological polynomial where all ramification points are periodic, fn cannot be
obstructed. Thus for each n, the map fn : S
2 → S2 is equivalent to a rational map
Fn : P1 → P1. Evidently, Fn must have the same ramification portrait as fn; that
is, each Fn must have exactly two simple critical points at 0 and ∞, such that ∞
is fixed and 0 is periodic of period 3. Each Fn is therefore a quadratic polynomial
with a super-attracting cycle of period 3.
Up to affine conjugacy, there are exactly three such polynomials: the ‘rabbit’,
the ‘corabbit’, and the ‘airplane’ polynomials, denoted as pr, pc, and pa respectively.
So for each n, fn is equivalent to one of them. In the early 1980’s, J. H. Hubbard
asked which polynomial is equivalent to fn for an arbitrary n? This is known as
the twisted rabbit problem.
This problem was solved in 2006 by L. Bartholdi and V. Nekrashevych in [2].
In their paper, they constructed a map
g : Mod(S2,P) 99K Mod(S2,P)
such that the following diagram commutes
Teich(S2,P) σ //
pi

Teich(S2,P)
pi

Mod(S2,P) Mod(S2,P)goo_ _ _ _ _ _
where Teich(S2,P) is the Teichmu¨ller space, Mod(S2,P) is the moduli space,
σ : Teich(S2,P) −→ Teich(S2,P)
is the Thurston pullback map, and
pi : Teich(S2,P) −→ Mod(S2,P)
2
is the universal covering map. The map g depends heavily on the postcritical com-
binatorics of the Thurston map pr. In [2], Bartholdi and Nekrashevych constructed
such a map g : Mod(S2,Pf ) −→ Mod(S2,Pf ) for two other Thurston maps f , of
which the postcritical set Pf has four elements.
1.2 The unicritical case
In 2007, we generalized this construction in [23] to cases where |Pf | is arbitrary.
The methods in [23] provide a new way to generate postcritically finite endomor-
phisms of Pn. Following the work in [2], these endomorphisms were constructed by
using the postcritical combinatorics of a Thurston map f , where f is a unicritical
topological polynomial.
After identifying Mod(S2,Pf ) with an open subset of Pn where n = |Pf |−3, we
proved that each of the maps gf : Mod(S
2,Pf ) 99K Mod(S2,Pf ) can be extended
to postcritically finite endomorphisms gf : Pn → Pn if the Thurston map f is a
topological polynomial which is unicritical, giving us the following commutative
diagram.
Teich(S2,Pf )
σf //
pi

Teich(S2,Pf )
pi

Pn Pn
gfoo
Since the maps gf were originally found as maps on moduli space, there is a
certain amount of Teichmu¨ller theory underlying the construction of gf . This
provides a link between the dynamics of the endomorphisms and the dynamics of
the Thurston pullback map. The commutative diagram above allows us to use σf
to help understand the dynamics of gf . This link between the two maps raises
some very interesting questions. We discuss this in chapter 8.
3
1.3 Main Results
In this thesis, we prove that the results above extend to larger classes of Thurston
maps f . We discuss three different compactifications of Mod(S2,Pf ), and the
virtues of using the Pn compactification for the topological polynomials. We then
prove that if the Thurston map f is a topological polynomial such that all ramifica-
tion points of f are periodic, then there exists a postcritically finite endomorphism
gf : Pn → Pn such that the following diagram commutes.
Teich(S2,Pf )
σf //
pi

Teich(S2,Pf )
pi

Pn Pn
gfoo
We also discuss each of the endomorphisms in the context of a question posed
by C. McMullen in 1989. McMullen asked about constructing nontrivial examples
of postcritically finite endomorphsims G : Pn → Pn such that the complement of
the postcritical locus is Kobayashi hyperbolic. This question was first answered
in 1992 in [13]. Fornæss and Sibony constructed two examples of postcritically
finite endomorphisms which have this property. Each of the maps constructed in
theorem 4.0.1 also has this property.
We then introduce the driving force behind the construction of the endomor-
phisms, and define the piσ-property of a Thurston map f ; this notion captures the
key idea behind the construction of the maps gf . We establish when this induces a
map gf : Pn 99K Pn, and when the constructed maps have points of indeterminacy.
We give necessary and sufficient conditions on the portrait of f for an induced map
to exist. Under certain hypotheses, we also give necessary and sufficient conditions
for the induced map to be holomorphic.
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We then discuss how these endomorphisms gf provide new results into the un-
derlying Teichmu¨ller theory. We prove that if the Thurston map f is a topological
polynomial of degree d and there is an endomorphism gf : Pn → Pn, such that the
algebraic degree of gf is equal to d, then the map
σf : Teich(S
2,Pf ) −→ Teich(S2,Pf )
is a covering map of its image, and the image is open and dense in Teich(S2,Pf ).
In [34], N. Selinger proved that the pullback map σf extends to the augmented
Teichmu¨ller space, which we discuss in chapter 7. The augmented Teichmu¨ller
space, Teich(S2,Pf ), is the topological space obtained when one adds the “surfaces
with nodes” boundary to the Teichmu¨ller space (see [1] or [11]). The action of the
pure mapping class group extends to the augmented Teichmu¨ller space, and when
we quotient by this action, we obtain the augmented moduli space, Mod(S2,Pf ).
In the category of complex analytic spaces, Mod(S2,Pf ) is isomorphic to the
Deligne-Mumford compactification of moduli space, one of the compactifications
we discuss in chapter 3. We also address the implications of extending the maps
gf : Mod(S
2,Pf ) 99K Mod(S2,Pf ) to the Deligne-Mumford compactification in
chapter 7.
We then discuss the forbidden locus, and the stratified structure of the com-
pactified moduli space. We also prove that some of the induced maps are completely
postcritically finite endomorphisms, a notion that was introduced by Fornæss and
Sibony in [13] (see section 7.3.1).
In chapter 8, we define the semi-group ΘP(R) for these Thurston maps and
use it to classify the periodic cycles of gf in the moduli space following arguments
similar to those in [23].
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We then return to the different compactifications of Mod(S2,Pf ), and discuss
the extensions of the induced maps in chapter 9. For each of the three compact-
ifications introduced in chapter 3, we present an example of a Thurston map for
which there is an induced map gf , which does not extend holomorphically to the
compactification.
In general, such a map gf : Pn → Pn does not exist; instead, one obtains a
correspondence on Pn× Pn. This is a result of C. McMullen (see proposition 5.1.4
for further discussion). One obvious question to ask is: what are necessary and
sufficient conditions on the Thurston map f so that
• there is a map gf : Pn → Pn such that gf ◦ pi ◦ σf = pi?
• that map is holomorphic on Pn?
We discuss progress on both points above in chapter 10. For the first question
above, we introduce static portraits and minimal portraits, a first step in under-
standing this problem. This then leads to a detailed discussion of how these en-
domorphisms depend on the map Fφ, which was discussed in chapter 5. For the
second question above, under different hypotheses from the theorem in chapter 5,
we provide necessary and sufficient conditions for the induced map to be holomor-
phic.
6
CHAPTER 2
PRELIMINARIES
2.1 Background
We first establish some notation and standard definitions. All maps in this thesis
will be orientation-preserving. We use S2 to denote an oriented topological 2-
sphere, and Pn to denote n-dimensional complex projective space; specifically, we
use P1 to denote the Riemnn sphere. Let f : S2 → S2 be a ramified covering
map, and let Ωf be the set of ramification points of f . This will be called the
critical set of the map f . According to the Riemann-Hurwitz formula, f has 2d−2
ramification points, counted with multiplicity. We define the postcritical set of f
to be
Pf :=
⋃
n>0
f ◦n(Ωf ).
A Thurston map is a ramified covering map f : S2 → S2, such that |Pf | <∞. We
suppose for this thesis that |Pf | ≥ 3. A Thurston map f is a topological polynomial
if ∃ ω ∈ Ωf , such that f−1(ω) = {ω}; we will call this point ∞.
Two Thurston maps f : S2 → S2 and g : S2 → S2 are Thurston equivalent iff
there are homeomorphisms h0 : (S
2,Pf ) → (S2,Pg) and h1 : (S2,Pf ) → (S2,Pg)
for which h0 ◦ f = g ◦ h1 and h0 is isotopic to h1 through homeomorphisms which
agree on Pf . In particular, we have the following commutative diagram:
(S2,Pf )
f

h1 // (S2,Pg)
g

(S2,Pf ) h0 // (S2,Pg).
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In [10], Douady and Hubbard, following Thurston, give a complete characteri-
zation of equivalence classes of rational maps among those of Thurston maps. The
characterization takes the following form. A branched covering
f : (S2,Pf )→ (S2,Pf )
induces a holomorphic self-map
σf : Teich(S
2,Pf )→ Teich(S2,Pf )
of Teichmu¨ller space (see Section 2 for the definition). Since it is obtained by
lifting complex structures under f , we will refer to σf as the pullback map induced
by f . The map f is equivalent to a rational map if and only if the pullback map
σf has a fixed point. By a generalization of the Schwarz lemma, the Kobayashi
metric on a hyperbolic space is not increased by holomorphic maps; by a theorem
of Royden in [33], the Teichmu¨ller space Teich(S2,Pf ) is Kobayashi hyperbolic,
and the Kobayashi metric is the Teichmu¨ller metric on Teich(S2,Pf ). Therefore,
σf does not increase Teichmu¨ller distances. For most maps f , the pullback map
σf is a contraction, and so a fixed point, if it exists, is unique. We now define the
pullback map after reviewing some Teichmu¨ller theory.
2.2 Teichmu¨ller theory
Recall that a Riemann surface is a connected oriented topological surface together
with a complex structure: a maximal atlas of charts φ : U → C with holomorphic
overlap maps. For a given oriented, compact topological surface X, we denote the
set of all complex structures on X by C(X). It is easily verified that an orientation-
preserving branched covering map f : X → Y induces a map f ∗ : C(Y ) → C(X);
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in particular, for any orientation-preserving homeomorphism ψ : X → X, there is
an induced map ψ∗ : C(X)→ C(X).
Let A ⊂ X be finite. The Teichmu¨ller space of (X,A) is
Teich(X,A) := C(X)/∼A
where c1 ∼A c2 if and only if c1 = ψ∗(c2) for some orientation-preserving home-
omorphism ψ : X → X which is the identity on A, and which is isotopic to the
identity relative to A. In view of the homotopy-lifting property, if
• B ⊂ Y is finite and contains the critical value set Qf of f , and
• A ⊆ f−1(B),
then f ∗ : C(Y ) → C(X) descends to a well-defined map σf between the corre-
sponding Teichmu¨ller spaces:
C(Y )

f∗ // C(X)

Teich(Y,B)
σf // Teich(X,A).
This map is known as the pullback map induced by f .
In addition if f : X → Y and g : Y → Z are orientation-preserving branched
covering maps and if A ⊂ X, B ⊂ Y and C ⊂ Z are such that
• B contains Qf and C contains Qg,
• A ⊆ f−1(B) and B ⊆ g−1(C),
then C contains the critical values of g ◦ f and A ⊆ (g ◦ f)−1(C). Thus
σg◦f : Teich(Z,C)→ Teich(X,A)
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can be decomposed as σg◦f = σf ◦ σg:
Teich(Z,C)
σg //
σg◦f
44
Teich(Y,B)
σf // Teich(X,A).
For the special case of Teich(S2,P), we may use the Uniformization Theo-
rem to obtain the following description. Given a finite set P ⊂ S2 we may re-
gard Teich(S2,P) as the quotient of the space of all orientation-preserving home-
omorphisms φ : (S2, φ(P)) −→ (P1, φ(P)) by the equivalence relation ∼ whereby
φ1 ∼ φ2 if there exists a Mo¨bius transformation µ such that µ ◦φ1 = φ2 on P , and
µ◦φ1 is isotopic to φ2 relative to P . The space Teich(S2,P) has a natural topology
and is complex manifold (see for example [18], and the references therein).
Our moduli space Mod(S2,P), is the space of all injections ψ : P ↪→ P1
modulo postcomposition with Mo¨bius transformations. If φ represents an el-
ement of Teich(S2,P), the restriction [φ] 7→ φ|P induces a universal cover-
ing pi : Teich(S2,P) → Mod(S2,P) which is a local biholomorphism with re-
spect to the complex structures on Teich(S2,P) and Mod(S2,P). Note that
dim (Teich(S2,P)) = dim (Mod(S2,P)) = |P| − 3.
Let f : S2 → S2 be a Thurston map with |Pf | ≥ 3. For any B ⊆ Pf where
|B| = 3, there is an obvious identification of Mod(S2,Pf ) with an open subset
of (P1)Pf−B. Assume τ ∈ Teich(S2,Pf ) and let φ : (S2,Pf ) −→ (P1, φ(Pf )) be a
homeomorphism representing τ with φ|B = id|B. By the Uniformization Theorem,
there exist
• a unique homeomorphism ψ : (S2,Pf ) −→ (P1, ψ(Pf )) representing the ele-
ment τ ′ := σf (τ) with ψ|B = id|B and
• a unique rational map Fφ : (P1, ψ(Pf )) −→ (P1, φ(Pf )),
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such that the following diagram commutes.
(S2,Pf )
f

ψ //
(
P1, ψ(Pf )
)
Fφ

(S2,Pf ) φ //
(
P1, φ(Pf )
)
Conversely, if we have such a commutative diagram with Fφ holomorphic, then
σf (τ) = τ
′
where τ ∈ Teich(S2,Pf ) and τ ′ ∈ Teich(S2,Pf ) are the equivalence classes of φ
and ψ respectively.
2.3 Thurston’s topological characterization of rational
maps
Before stating Thurston’s theorem, we require a few more definitions.
Let f : S2 → S2 be a Thurston map with postcritical set Pf . A simple closed
curve γ is nonperipheral if each component of S2 − γ contains no fewer than two
points of Pf . A multicurve, Γ = {γ1, γ2, . . . , γn}, is a set of simple, closed, disjoint,
nonhomotopic, essential, nonperipheral curves in S2−Pf . (By essential, we mean
not nullhomotopic). A multicurve Γ is f -stable if for all γ ∈ Γ, every nonperipheral
component of f−1(γ) is homotopic in S2 −Pf to a curve in Γ. Following notation
in [4], let γαij be the components of f
−1(γj) homotopic to γi rel Pf (where we index
the components with α), and let dαij be the degree of the map f |γαij : γαij → γj. We
define the Thurston linear transformation fΓ : RΓ → RΓ as
fΓ(γj) =
∑
i,α
1
dαij
γi.
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The matrix of fΓ has nonnegative entries, so there is a leading eigenvalue which is
real and positive by the Perron-Frobenius theorem. Let λ(fΓ) denote this leading
eigenvalue. The following theorem is Thurston’s topological characterization of
rational maps; a proof of the theorem can be found in [10].
Theorem 2.3.1 (Thurston). A Thurston map f with hyperbolic orbifold is equiv-
alent to a rational function if and only if for any f -stable multicurve Γ, λ(fΓ) < 1.
In that case, the rational function is unique up to conjugation by a Mo¨bius trans-
formation.
An f -stable multicurve with λ(fΓ) ≥ 1 is called a Thurston obstruction. If the
Thurston map f is not equivalent to a rational map, then f is said to be obstructed.
2.4 Ramification portraits
We now introduce the main combinatorial object of interest, the ramification por-
trait. Ramification portraits are very similar to mapping schemes which were first
introduced in [30]. We begin with the definition of mapping scheme taken directly
from [5].
Definition 2.4.1. We say that (V, α, ν) is a mapping scheme of degree d if V is
a finite set, α is a map form V to V , and ν is a function from V to N, such that
the following hold:
• Riemann-Hurwitz condition:
∑
v∈V
ν(v)− 1 = 2d− 2.
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• Local degree condition:
for all w ∈ V,
∑
v ∈ α−1(w)
ν(v) ≤ d.
• Critical ends condition:
if v ∈ V, and if α−1(v) = ∅, then ν(v) ≥ 2.
A ramification portrait is just a mapping scheme where the sets α(V ) and
ν−1({n ≥ 2}) are distinguished.
Definition 2.4.2. We say that R(Ω, P, α, ν) is a ramification portrait of degree d
if
• Ω and P are finite sets such that (Ω∪P, α, ν) is a mapping scheme of degree
d
• α(Ω ∪ P ) = P
• ν−1({n ≥ 2}) = Ω
We will sometimes use the notation R for a ramification portrait when there is no
ambiguity about Ω, P, α, ν.
It is useful to think of a ramification portrait of degree d as a directed graph with
weighted edges where Ω ∪ P is the set of vertices, and there is an edge connecting
xi to xi+1 if xi+1 = α(xi). We assign the weight ν(xi) to the edge connecting xi to
xi+1 as illustrated in the following example of a ramification portrait of degree 2
where P = {x0, x1, x2, x3} and Ω = {x0, x3}. We label the edges with their weights
if and only if the weight is greater than 1.
x0
2 // x1 // x2cc x3 2hh
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Definition 2.4.3. Let R(Ω, P, α, ν) be a ramification portrait of degree d such that
Ω ⊆ P . Then we say that R is periodic.
Definition 2.4.4. Let R(Ω, P, α, ν) be a ramification portrait of degree d such that
Ω 6⊂ P . Then we say that R is preperiodic.
Directly following the treatment of mapping schemes in [5], we present analo-
gous definitions for ramification portraits.
Definition 2.4.5. Let R1(Ω1, P1, α1, ν1) and R2(Ω2, P2, α2, ν2) be ramification por-
traits of degree d. Then R1 and R2 are isomorphic if there is a bijection
β : Ω1 ∪ P1 → Ω2 ∪ P2
such that the following two diagrams commute,
Ω1 ∪ P1
α1

β // Ω2 ∪ P2
α2

P1
β|P1 // P2
Ω1 ∪ P1 β //
ν1
##H
HH
HH
HH
HH
Ω2 ∪ P2
ν2
{{vv
vv
vv
vv
v
N
and we write R1 ∼iso R2. Any such map β is called an isomorphism between R1
and R2.
Intuitively, R1 and R2 are isomorphic if, when thought of as directed graphs,
R1 and R2 are isomorphic. The relation ∼iso is evidently an equivalence relation
on the set of ramification portraits.
Definition 2.4.6. Let f be a Thurston map. Then the ramification portrait of f
is the ramification portrait Rf (Ωf ,Pf , f, loc degf); it is a ramification portrait of
degree deg(f).
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Definition 2.4.7. Let f be a Thurston map, and let R(Ω, P, α, ν) be a ramification
portrait of degree d. We say that f realizes R if R and Rf are isomorphic.
Definition 2.4.8. A ramificaiton portrait R(Ω, P, α, ν) of degree d is of polynomial
type if there exists a ω ∈ Ω ∩ P such that α(ω) = ω and ν(ω) = d.
Definition 2.4.9. Let R(Ω, P, α, ν) be a ramification portrait of degree d of poly-
nomial type. Then R is unicritical if |Ω| = 2.
One may be tempted to wonder if every ramification portrait of degree d is
realizable by some Thurston map f . In theorem 2.1 of [5], the authors exhibit a
mapping scheme such that a ramification portrait consistent with this mapping
scheme cannot be realized by any ramified covering f : S2 → S2.
As mentioned in [5], a result of Thom implies the following theorem.
Theorem 2.4.1. Let R(Ω, P, α, ν) be a ramification portrait of degree d of poly-
nomial type. Then there exists a Thurston map f which realizes R.
Observe that a Thurston map f realizes a ramification portrait of degree d of
polynomial type if and only if f is conjugate to a topological polynomial p; that
is, f = h ◦ p ◦ h−1, where h : S2 → S2 is a homeomorphism.
We conclude this section with two examples of ramification portraits.
2.4.1 Examples
Example 2.4.1. If f(z) = z2 + i, then Rf is represented by:
0
2 // i // −1 + i // −i`` ∞ 2ff
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Example 2.4.2. Let Ω = {ω0, ω1, x3}, P = {x0, x1, x2, x3} then
ω0
3 // x1 // x2 // x3 2hh
ω1
2
OO
represents a preperiodic ramification portrait R of degree 3.
2.5 Postcritically finite endomorphsims
A map G : Pn → Pn is an endomorphism if it is holomorphic; in particular, it has
no points of indeterminacy.
Let G : Pn → Pn be an endomorphism, and let C1 be the critical locus of G;
that is, the set where the Jacobian vanishes. This set is algebraic of codimension
1. We define the postcritical locus of G to be
D1 :=
⋃
n>0
G◦n(C1).
Definition 2.5.1. The map G is a postcritically finite endomorphism if D1 is
algebraic.
The set D1 is algebraic if and only if each component of C1 is preperiodic under
G.
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CHAPTER 3
COMPACTIFICATIONS OF THE MODULI SPACE
We begin with some standing assumptions. Suppose that P ⊂ S2, such that
|P| = n + 3, for a fixed n ≥ 0, and suppose that P = {p1, . . . , pn+3}. We
now explore some of the different compactifications of Mod(S2,P). Recall that
Mod(S2,P) is the set of all injective maps φ : P ↪→ P1 modulo postcomposition
by Mo¨bius transformations.
3.1 The P1 × . . .× P1 compactification
Let φ ∈ Mod(S2,P), and let a, b, c be three distinct points of P1. For some
i, j, k ∈ [1, n + 3], let µa,b,ci,j,k : P1 → P1 be the Mo¨bius transormation such that
µa,b,ci,j,k (φ(pi)) = a, µ
a,b,c
i,j,k (φ(pj)) = b, and µ
a,b,c
i,j,k (φ(pk)) = c. Then the element φ is
specified by where the remaining points of P are mapped under µa,b,ci,j,k ◦ φ. For
each m ∈ {1, . . . , n + 3} − {i, j, k} define zm := µa,b,ci,j,k (φ(pm)). Order the n
points zm by their indices (zm1 , zm2 , . . . , zmn), and re-index to obtain the element
(z1, z2, . . . , zn) ∈ P1 − {a, b, c} × · · · × P1 − {a, b, c}. In this way, we identify
Mod(S2,P) with an open subset of P1 × · · · × P1 where there are n copies of P1,
and all coordinates are distinct from each other, and from a, b, and c:
Mod(S2,P) ≈
n∏
i=1
(
P1 − {a, b, c})−Υ
where Υ := {zi = zj where 1 ≤ i < j ≤ n}. The universal cover
pi : Teich(S2,P) −→ Mod(S2,P)
is then identified with the universal cover
pi : Teich(S2,P) −→
n∏
i=1
(
P1 − {a, b, c})−Υ.
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With this identification, the compactification of Mod(S2,P) is the product of P1:
Mod(S2,P)QP1 =
n∏
i=1
P1.
This compactification is very symmetric in the sense that a, b, and c can be any
three distinct points of P1.
3.1.1 Changing the normalization
It is natural to wonder how the compactification depends on the choice of the
points a, b, c ∈ P1; we can postcompose with some other Mo¨bius transformation ν,
and this will effectively induce an automorphism of the compactification, acting
on each factor of P1:
Mod(S2,P)QP1 =
n∏
i=1
P1 =
n∏
i=1
ν
(
P1
)
.
This is very natural, but as we will see, this is not the case for all compactifications.
3.2 The Pn compactification
We now consider the special case of the above where either a, b or c is equal to
∞. Without loss of generality, suppose that c = ∞. As above, we then identify
Mod(S2,P) with an open subset of P1 − {a, b,∞} × · · · × P1 − {a, b,∞} where
the coordinates are distinct. At this point, we can now go further and identify
Mod(S2,P) with an open subset of C−{a, b}×· · ·×C−{a, b} where the coordinates
are distinct. Consider the map
Ψ :
n∏
i=1
(C− {a, b})−Υ −→ Pn −∆a,b defined by
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Ψ : (z1, z2, . . . , zn) 7−→ [z1 : z2 : . . . : zn : 1],
where ∆a,b is the set of [z1 : . . . : zn+1] ∈ Pn such that at least one of the following
holds:
• ∃ i ∈ [1, n] with zi = azn+1
• ∃ i ∈ [1, n] with zi = bzn+1
• ∃ i, j ∈ [1, n], i 6= j with zi = zj
• zn+1 = 0.
Remark 3.2.1. Note that ∆a,b = ∆b,a.
The map Ψ is an isomorphism, so we have effectively identified Mod(S2,P) with
an open subset of Pn:
Mod(S2,P) ≈ Pn −∆a,b,
and we identify the universal cover
pi : Teich(S2,P) −→ Mod(S2,P)
with the universal cover
pi : Teich(S2,P) −→ Pn −∆a,b.
We compactify Mod(S2,P) as
Mod(S2,P)Pn = Pn.
Definition 3.2.1. The set ∆a,b ⊂ Pn defined above is called the forbidden locus
of the compactification.
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Proposition 3.2.1. The forbidden locus ∆a,b is a union of
(n+ 2)(n+ 1)
2
hyperplanes.
Proof. We prove this by counting: the first two bullets in definition 3.2.1 give
n + n or 2n hyperplanes in ∆a,b. The third bullet point above gives n choose
2, or n!/((n − 2)!2!) hyperplanes, and the last bullet in definition 3.2.1 gives 1
hyperplane, so in total, we have:
2n+
n!
(n− 2)!2! + 1 = 2n+
n(n− 1)
2
+ 1 =
4n+ 2 + n2 − n
2
=
(n+ 1)(n+ 2)
2
.

Figure 3.1: The forbidden locus ∆0,1 in P2.
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3.2.1 Changing the normalization
In summary, we have identified Mod(S2,P) with
n∏
i=1
(
P1 − {a, b,∞})−Υ ≈ n∏
i=1
(C− {a, b})−Υ ≈ Pn −∆a,b.
As in section 3.1.1, we can postcompose with some Mo¨bius transformation ν, and
see how our compactification is affected. We previously mentioned that in order
to use the Pn compactification of Mod(S2,P), it is necessary that ∞ is one of the
points a, b, or c. We supposed for section 3.2 that c =∞. If none of ν(a), ν(b), or
ν(∞) is equal to ∞, then this construction fails, and Pn is not an admissible com-
pactification of Mod(S2,P). We therefore suppose that ν({a, b,∞}) = {s, t,∞},
and we identify Mod(S2,P) with
n∏
i=1
(
P1 − {s, t,∞})−Υ = n∏
i=1
(C− {s, t})−Υ ≈ Pn −∆s,t.
Postcomposing with ν induces a map from V : Pn −∆a,b → Pn −∆s,t given by
V : [z1 : . . . : zn : 1] 7−→ [ν(z1) : . . . : ν(zn) : 1].
This map does not necessarily extend to the respective compactifications as we
now see.
Proposition 3.2.2. The map V extends to an automorphism V : Pn → Pn if and
only if ν(∞) =∞.
Proof. Suppose first that ν(∞) = ∞, so that ν(x) = αx + β. We extend the
mapping V : Pn −∆a,b → Pn −∆s,t with its formula in homogeneous coordinates:
V : [z1 : . . . : zi : . . . : zn+1] 7−→ [αz1 + βzn+1 : . . . : αzi + βzn+1 : . . . : zn+1].
This is evidently an automorphism of Pn, where V(∆a,b) = ∆s,t.
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Suppose now that ν(x) = (αx+β)/(δx+ρ), where δ 6= 0. We again extend the
mapping V : Pn −∆a,b → Pn −∆s,t with its formula in homogeneous coordinates:
V : [z1 : . . . : zi : . . . : zn+1] 7−→[
(αz1 + βzn+1) (zn+1)
n−1 : . . . : (αzi + βzn+1) (zn+1)n−1 : . . . :
n∏
j=1
(δzj + ρzn+1)
]
which is not even an endomorphism of Pn: there is are points of indeterminacy at
each element of I := {[z1 : . . . : zn : 0] ∈ Pn | ∃ i ∈ [1, n] with zi = 0}. 
Remark 3.2.2. We will denote ∆0,1 as ∆.
Remark 3.2.3. It is important to note that the identification of Mod(S2,P) with
an open subset of Pn is not symmetric in the sense that it requires ∞ to be one of
the points a, b, or c. So this compactification has a preference, or bias for∞; hence,
this compactification is more natural for cases where f is a topological polynomial
since ∞ is special for these Thurston maps.
3.2.2 The standard identification of Mod(S2,Pf) with Pn−∆
General Thurston maps
We establish our standard normalization here. Let f : S2 → S2 be a Thurston map
of degree d, with postcritical set Pf = {p1, . . . , pn+3}. We identify Mod(S2,Pf )
with Pn−∆ in the following way. Let δ ∈ Mod(S2,Pf ), and suppose that δ(pn+1) =
1, δ(pn+2) = 0, and δ(pn+3) = ∞. Define xi := δ(pi) for i ∈ [1, n]. Then we
naturally identify δ with the point [x1 : . . . : xn : 1] ∈ Pn, and we will say that
Mod(S2,Pf ) is identified with Pn −∆ via the standard identification.
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Let φ : (S2,Pf ) −→ (P1, φ(Pf )) be a homeomorphism, normalized so that
φ(pn+1) = 1, φ(pn+2) = 0, and φ(pn+3) = ∞. Define xi := φ(pi) for all i ∈ [1, n].
We will say that φ is a normalized homeomorphism if it is normalized in this
particular way.
Topological polynomials
For most of this thesis, our Thurston maps f will be topological polynomials
with postcritical sets Pf , of which ∞ is a distinguished element. Hence the Pn
compactification of Mod(S2,Pf ) is most natural for our calculations.
For the special case where f is a topological polynomial, the standard identifi-
cation is as follows: we enumerate the postcritical set as Pf = {p1, . . . , pn+2,∞},
where δ(pn+1) = 1, δ(pn+2) = 0, and δ(∞) =∞, and define xi := δ(pi) for i ∈ [1, n].
This is the standard identification of Mod(S2,Pf ) with Pn −∆ in the case where
f is a topological polynomial.
If f is a topological polynomial, the homeomorphism
φ : (S2,Pf ) −→ (P1, φ(Pf ))
is a normalized homeomorphism if φ(pn+1) = 1, φ(pn+2) = 0, and φ(∞) =∞, and
we define xi := φ(pi) for i ∈ [1, n].
3.3 The Deligne-Mumford compactification
The last compactification of Mod(S2,P) we consider is the Deligne-Mumford com-
pactification, whose definition requires a bit of algebraic geometry. Because of its
23
rather abstract definition, this compactification is less accessible than the other
compactifications discussed in this chapter. We first review some necessary back-
ground.
3.3.1 Preliminaries
We denote the category of sets, the category of complex manifolds, and the cat-
egory of complex spaces as Sets, ComplexManifolds, and ComplexSpaces
respectively. The following definitions are taken from [25].
Definition 3.3.1. A category C is locally small if for every pair of objects A,B,
Hom(A,B) is a set.
Definition 3.3.2. Let C be a locally small category. For each object A of C,
let Hom(•, A) be the contravariant functor which maps objects X ∈ C to the set
Hom(X,A). A contravariant functor F : C → Sets is said to be representable if
it is naturally isomorphic to Hom(•, A) for some object A of C. A representation
of F is a pair (A,Φ) where
Φ : Hom(•, A)→ F
is a natural isomorphism.
Representations of functors are unique up to unique isomorphism. That is
if (A1,Φ1) and (A2,Φ2) represent the same functor, then there exists a unique
isomorphism
φ : A1 → A2
such that
Φ−11 ◦ Φ2 = Hom(•, φ)
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as natural isomorphisms from Hom(•, A2) to Hom(•, A1).
3.3.2 The construction
The following is adapted from [16].
Definition 3.3.3. A stable (n + 3)-pointed curve is a complete connected
curve C that has only nodes as singularities, together with an ordered collec-
tion p1, . . . , pn+3 ∈ C of distinct smooth points of C, such that the (n + 4)-tuple
(C; p1, . . . , pn+3) has only finitely many automorphisms.
Let SCg,n+3 : ComplexSpaces→ Sets be a functor defined as follows:
SC : T 7→ {(pure) isomorphism classes of stable (n+3)-pointed curves Xg of genus
g over T together with sections s1, . . . , sn+3 : T → X with disjoint images such
that the images lie in the smooth subset of Xg}.
Definition 3.3.4. The functor SCg,n+3 defined above is called the pure (g, n+3)-
moduli functor.
Definition 3.3.5. If SCg,n+3 is representable by some complex space, Mg,n+3,
then Mg,n+3 is said to be the fine moduli space for SCg,n+3.
Proposition 3.3.1. The moduli functor defined above is representable if g = 0; in
fact, SC0,n+3 is representable in the category of complex manifolds. That is,
SC0,n+3 : ComplexManifolds −→ Sets
is representable. We denote the complex manifold representing SC0,n+3 as
Mod(S2,P)DM.
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For the proof of the preceeding proposition, see [16].
Definition 3.3.6. The Deligne-Mumford compactification of Mod(S2,P) is the
fine moduli space Mod(S2,P)DM.
If Xg is an oriented, compact topological surface of genus g with marked points
in the set A, then the Deligne-Mumford compactification of Mod(Xg, A) is much
more complicated; in that case, SCg,n+3 : ComplexSpaces −→ Sets is often not
representable, so Mod(Xg, A)DM is called a coarse moduli space, and in particular,
it is not a manifold. For more information on the general case, see [16]. However,
Mod(S2,P)DM is a little easier to understand; for one thing, it is a compact complex
manifold. The following is extracted from [27].
Let {x1, . . . ,xn+2} denote a set of n+ 2 points in Pn in general position.
Definition 3.3.7. For d ∈ [1, n], let {α1, . . . , αd} ⊂ {1, . . . , n+2}, and let Πα1,...,αd
denote the span of the points {xα1 , . . . ,xαd}. These are the Π-planes of Pn.
Definition 3.3.8. The space P̂n
∆
is the sequential blow up space of Pn on all
Π-planes starting with those of lowest dimension and increasing.
The space P̂n
∆
is therefore obtained by first blowing up the n + 2 points in
general position, and then the proper transforms of the lines between the pairs of
points, and so on. In [27], A. Lloyd-Philipps proves the following theorem.
Theorem 3.3.1. The Deligne-Mumford compactification, Mod(S2,P)DM is iso-
morphic to P̂n
∆
in the category of complex manifolds.
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The cases where |P| = 3 and |P| = 4
If |P| = 3 or |P| = 4, then all three compactifications coincide, and we have
• |P| = 3:
Mod(S2,P)QP1 = Mod(S2,P)Pn = Mod(S2,P)DM = {a point}
• |P| = 4:
Mod(S2,P)QP1 = Mod(S2,P)Pn = Mod(S2,P)DM = P1.
The case where |P| = 5
Suppose that |P| = 5, so that n = 2. As discussed above,
Mod(S2,P)QP1 = P1 × P1 and Mod(S2,P)Pn = P2.
According to theorem 3.3.1, Mod(S2,P)DM is isomorphic to P2 blown up at four
points x1,x2,x3,x4 in general position. We will return to the discussion of this
space in chapter 9.
3.3.3 Changing the normalization
The virtue of the Deligne-Mumford compactification is that it is a completely
symmetric compactification; the construction is entirely independent of normal-
ization. We never specified any normalization at any point in the discussion of this
compactification. From this point if view, this compactification is very natural,
however, it is a little more inaccessible than some of the others presented.
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Figure 3.2: If |P| = 5, the Deligne-Mumford compactification Mod(S2,P)DM
is obtained by blowing up P2 at the four points of triple inter-
section in ∆: [0 : 0 : 1], [0 : 1 : 0], [1 : 0 : 0], [1 : 1 : 1], which are
marked above.
3.4 General Thurston maps
As previously mentioned in section 3.2.2, if the Thurston map f is a topological
polynomial, then the Pn compactification of Mod(S2,Pf ) is natural. However, if
f is just a general Thurston map without a distinguished point ∞ ∈ Pf , then it is
unclear which compactification to use. In fact, in this case, the Pn compactification
is decidedly not natural since there is no distinguished point in the postcritical set.
We will discuss some examples of such maps in chapter 9, and consider each of the
three compactifications separately, emphasizing some of the key differences.
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CHAPTER 4
POSTCRITICALLY FINITE ENDOMORPHISMS
Generalizing a result of Bartholdi and Nekrashevych [2], we showed in [23] that
if f : S2 → S2 is a unicritical topological polynomial with postcritical set Pf , then
there is a postcritically finite endomorphism gf : Pn → Pn for which the following
diagram commutes.
Teich(S2,Pf )
pi

σf // Teich(S2,Pf )
pi

Pn Pn
gfoo
We now show that a similar result holds when f is a topological polynomial whose
ramification points are all periodic.
Theorem 4.0.1. Let R(Ω, P, α, ν) be a ramification portrait of degree d, of poly-
nomial type which is periodic. Let f be any topological polynomial with postcritical
set Pf , realizing R. Identify Mod(S2,Pf ) with Pn − ∆ as detailed below. There
exists a postcritically finite endomorphism gf : Pn → Pn such that the following
diagram commutes
Teich(S2,Pf )
pi

σf // Teich(S2,Pf )
pi

Pn Pn
gfoo
where n := |Pf | − 3.
Proof. We proceed with the proof in three steps: we first construct gf : Pn → Pn,
and prove that it is an endomorphism of Pn which makes the diagram commute, we
then prove that the critical locus of gf is contained in the forbidden locus ∆, and
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lastly, we prove that gf (∆) ⊆ ∆, which will prove that the map gf is postcritically
finite.
Let R(Ω, P, α, ν) be a ramification portrait of degree d, of polynomial type
which is periodic. Let f be any Thurston map which realizes R. Then there is an
isomorphism β : Ω∪P → Ωf ∪Pf for which the following two diagrams commute.
Ω ∪ P
α

β // Ωf ∪ Pf
f

P
β|P // Pf
Ω ∪ P β //
ν
""E
EE
EE
EE
EE
Ωf ∪ Pf
loc deg f
{{vv
vv
vv
vv
v
N
Enumerate the points of P ; P = {q0, q1, . . . , qn+2}. Then we write the postcritical
points in Pf as pi := β(qi), so Pf = {p0, p1, . . . , pn+2}. Since f is a topological
polynomial, there is a pi =∞, say pn+2 =∞. Because R is periodic, Ω ⊆ P , and
so Ωf ⊆ Pf . Therefore
f |Pf : Pf → Pf
is a bijection which induces a permutation fixing ∞. Let µ : [0, n+ 1]→ [0, n+ 1]
be the permutation defined by:
pµ(k) = f(pk)
and denote by ν the inverse of µ. We will exploit the fact that f restricted to Pf
is a permutation, for our subsequent calculations.
For k ∈ [0, n+ 1], let mk be the multiplicity of pk as a critical point of f (if pk
is not a critical point of f , then mk := 0).
Let n = |Pf | − 3. We will identify Mod(S2,Pf ) with an open subset of Pn as
follows. Any point of Mod(S2,Pf ) has a representative ψ : Pf ↪→ P1 such that
ψ(∞) =∞ and ψ(p0) = 0.
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Two such representatives are equal up to multiplication by a nonzero complex
number. We identify the point in Mod(S2,Pf ) with the point
[x1 : . . . : xn+1] ∈ Pn where x1 := ψ(p1) ∈ C, . . . , xn+1 := ψ(pn+1) ∈ C.
In this way, the moduli space Mod(S2,Pf ) is identified with Pn −∆.
Set a0 := 0 and let Q ∈ C[a1, . . . , an+1, z] be the homogeneous polynomial of
degree d defined by
Q(a1, . . . , an+1, z) :=
∫ z
aν(0)
(
d
n+1∏
k=0
(w − ak)mk
)
dw.
Given a ∈ Cn+1, let Fa ∈ C[z] be the monic polynomial defined by
Fa(z) := Q(a1, . . . , an+1, z).
Note that Fa is the unique monic polynomial of degree d which vanishes at aν(0)
and whose critical points are exactly those points ak for which mk > 0, counted
with multiplicity mk.
Let Gf : Cn+1 → Cn+1 be the homogeneous map of degree d defined by
Gf

a1
...
an+1
 :=

Fa(aν(1))
...
Fa(aν(n+1))
 =

Q(a1, . . . , an+1, aν(1))
...
Q(a1, . . . , an+1, aν(n+1))
 .
We claim that G−1f
(
0
)
= {0} and thus, Gf : Cn+1 → Cn+1 induces an endo-
morphism gf : Pn → Pn. Indeed, let us consider a point a ∈ Cn+1. By definition of
Gf , if Gf (a) = 0, then the monic polynomial Fa vanishes at a0, a1, . . . , an+1. The
critical points of Fa are those points ak for which mk > 0. They are all mapped
to 0 and thus, Fa has only one critical value in C, namely 0.
Lemma 4.0.1. Let h : P1 → P1 be a rational map of degree d. Suppose that h has
only two critical values, say 0 and ∞. Then h is conjugate to z 7→ zd.
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Proof of lemma 4.0.1. For each z ∈ P1, let mz denote the local degree of h at z.
By a quick local degree calculation, we have
∑
z ∈ h−1(0)
mz ≤ d and
∑
z ∈ h−1(∞)
mz ≤ d.
The Riemann-Hurwitz formula implies that
∑
z ∈ h−1(0)
(mz − 1) +
∑
z ∈ h−1(∞)
(mz − 1) =
 ∑
z ∈ h−1(0)
mz +
∑
z ∈ h−1(∞)
mz

− (|h−1(0)|+ |h−1(∞)|) = 2d− 2.
Combining the above, we have
2d− 2 ≤ 2d− (|h−1(0)|+ |h−1(∞)|) =⇒ |h−1(0)|+ |h−1(∞)| ≤ 2
=⇒ |h−1(0)| = |h−1(∞)| = 1.
So h is a rational function with two critical points, each of multiplicity d−1, hence
h(z) = A(z − c)d, or h(z) = A/(z − c)d. 
If Gf (a) = 0, then Fa is a monic polynomial of degree d with only one critical
value, 0, in C. Hence all preimages of this critical value must coincide and since
a0 = 0, they all coincide at 0: a0 = a1 = . . . = an+1 = 0, so G
−1
f
(
0
)
= {0}.
Therefore the map gf : Pn → Pn induced byGf : Cn+1 → Cn+1 is an endomorphism
given in homogeneous coordinates as:
gf : [x1 : . . . : xn+1] 7−→ [Fx(xν(1)) : . . . : Fx(xν(n+1))].
Let us now prove that for all τ ∈ Teich(S2,Pf ), we have
pi(τ) = gf ◦ pi ◦ σf (τ).
Let τ be a point in Teich(S2,Pf ) and set τ ′ := σf (τ).
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We will show that there is a representative φ of τ and a representative ψ of τ ′
such that φ(∞) = ψ(∞) =∞, φ(p0) = ψ(p0) = 0 and
Gf
(
ψ(p1), . . . , ψ(pn+1)
)
=
(
φ(p1), . . . , φ(pn+1)
)
. (4.1)
It then follows that
gf
(
[ψ(p1) : . . . : ψ(pn+1)]
)
= [φ(p1) : . . . : φ(pn+1)]
which concludes the proof since
pi(τ ′) = [ψ(p1) : . . . : ψ(pn+1)] and pi(τ) = [φ(p1) : . . . : φ(pn+1)].
To show the existence of φ and ψ, we may proceed as follows. Let φ be any
representative of τ such that φ(∞) =∞ and φ(p0) = 0. Then, there is a represen-
tative ψ : (S2,Pf ) −→ (P1, ψ(Pf )) of τ ′ and a rational map
F : (P1, ψ(Pf )) −→ (P1, φ(Pf ))
such that the following diagram commutes:
(S2,Pf ) ψ //
f

(P1, ψ(Pf ))
F

(S2,Pf ) φ // (P1, φ(Pf ))
We may normalize ψ so that ψ(∞) = ∞ and ψ(p0) = 0. Then, F is a poly-
nomial of degree d. Multiplying ψ by a nonzero complex number, we may assume
that F is a monic polynomial.
We now check that these homeomorphisms φ and ψ satisfy the required Prop-
erty (4.1). For k ∈ [0, n+ 1], set
xk := ψ(pk) and yk := φ(pk).
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We must show that
Gf (x1, . . . , xn+1) = (y1, . . . , yn+1).
Note that, for k ∈ [0, n+ 1], we have the following commutative diagram:
pν(k)_
f

 ψ // xν(k)_
F

pk 
φ // yk
Consequently, F (xν(k)) = yk. In particular F (xν(0)) = 0. In addition, the critical
points of F are exactly those points xk for which mk > 0, counted with multiplicity
mk. As a consequence, F = Fx and
Gf

x1
...
xn+1
 =

Fx(xν(1))
...
Fx(xν(n+1))
 =

F (xν(1))
...
F (xν(n+1))
 =

y1
...
yn+1
 .
In this section of the proof of theorem 4.0.1, we prove that the critical locus of
gf is contained in ∆. Recall that the critical locus of gf , C1, is the set of points in
Pn where the Jacobian vanishes.
To see that the critical locus of gf is contained in ∆, we must show that
Jac Gf : Cn+1 → C does not vanish outside ∆.
Note that since Gf : Cn+1 → Cn+1 is homogeneous, Jac Gf (x1, . . . , xn+1) is a
homogeneous polynomial of degree (n + 1) · (d − 1) in the variables x1, . . . , xn+1.
Consider the polynomial J ∈ C[x1, . . . , xn+1] defined by
J(x1, . . . , xn+1) :=
∏
0≤i<j≤n+1
(xi − xj)mi+mj with x0 := 0.
Proposition 4.0.1. The Jacobian Jac Gf is divisible by J .
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Proof of proposition 4.0.1. Set x0 := 0 and G0 := 0. For j ∈ [1, n + 1], let Gj be
the j-th coordinate of Gf (x1, . . . , xn+1), that is
Gj := d
∫ xν(j)
xν(0)
n+1∏
k=0
(w − xk)mkdw.
For 0 ≤ i < j ≤ n+ 1, note that setting w = xi + t(xj − xi), we have
Gµ(j) −Gµ(i) = d
∫ xj
xi
n+1∏
k=0
(w − xk)mkdw
= d
∫ 1
0
n+1∏
k=0
(xi + t(xj − xi)− xk)mk · (xj − xi)dt
= (xj − xi)mi+mj+1 ·Hi,j
with
Hi,j := d
∫ 1
0
tmi(t− 1)mj
∏
k∈[0,n+1]
k 6=i,j
(
xi − xk + t(xj − xi)
)mkdt.
In particular, Gµ(j) −Gµ(i) is divisible by (xj − xi)mi+mj+1.
For k ∈ [0, n+ 1], let Lk be the row defined as:
Lk :=
[
∂Gk
∂x1
. . .
∂Gk
∂xn+1
]
.
Note that L0 is the zero row, and for k ∈ [1, n + 1], Lk is the k-th row of the
Jacobian matrix of Gf . According to calculations above, the entries of Lµ(j)−Lµ(i)
are the partial derivatives of (xj − xi)mi+mj+1 ·Hi,j. It follows that Lµ(j) − Lµ(i) is
divisible by (xj−xi)mi+mj . Indeed, Lµ(j)−Lµ(i) is either the difference of two rows
of the Jacobian matrix of Gf , or such a row up to sign, when µ(i) = 0 or µ(j) = 0.
As a consequence, Jac Gf is divisible by J . 
Since
∑
mj = d−1, the lemma below shows that the degree of J is (n+1)·(d−1).
Lemma 4.0.2. The degree of J is (n+ 1) · (d− 1).
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Proof of lemma 4.0.2. The proof is just a simple calculation.
∑
0≤i<j<≤n+1
(mi +mj) =
n+1∑
j=0
j−1∑
i=0
mj +
n+1∑
i=0
n+1∑
j=i+1
mi
=
n+1∑
j=0
jmj +
n+1∑
i=0
(n+ 1− i)mi
=
n+1∑
k=0
kmk +
n+1∑
k=0
(n+ 1− k)mk
= (n+ 1)
n+1∑
k=0
mk = (n+ 1) · (d− 1).

Since J and Jac Gf are homogeneous polynomials of the same degree and
since J divides Jac Gf , they are equal up to multiplication by a nonzero complex
number. This shows that Jac Gf vanishes exactly when J vanishes.
Corollary 4.0.1. Recall that
mi := loc deg f |pi − 1.
Set x0 := 0. The critical locus of gf is precisely
C1 = {[x1 : . . . : xn+1] ∈ Pn | xi = xj, and mi +mj > 0 for 0 ≤ i < j ≤ n+ 1},
and we therefore have C1 ⊆ ∆.
This corollary follows immediately from the computations above.
To see that gf (∆) ⊆ ∆, let x := (x1, . . . , xn+1) ∈ Cn+1 and set x0 := 0. Set
(y0, y1, . . . , yn+1) :=
(
0, Fx(xν(1)), . . . , Fx(xν(n+1))
)
. Then,
Gf (x1, . . . , xn+1) = (y1, . . . , yn+1).
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Note that
xi = xj =⇒ yµ(i) = yµ(j).
This follows immediately from the formula of the map Gf . In addition, the point
[x1 : . . . : xn+1] belongs to ∆ precisely when there are integers i 6= j in [0, n + 1]
such that xi = xj. As a consequence,
[x1 : . . . : xn+1] ∈ ∆ =⇒ [y1 : . . . : yn+1] ∈ ∆.
This proves that gf (∆) ⊆ ∆. The proof of theorem 4.0.1 is complete. 
4.1 Periodic components
For the maps gf : Pn → Pn defined above, every component of the forbidden locus
is periodic. We state this in the following proposition.
Proposition 4.1.1. Let gf : Pn → Pn be a postcritically finite endomorphism
constructed in theorem 4.0.1. Then all components of ∆ are
1. periodic, and
2. each such periodic cycle contains a critical component of gf .
Proof. We begin with the proof of the first point above. Define x0 := 0. Recall
that ∆ := {[x1 : . . . : xn+1] ∈ Pn : ∃ i, j ∈ [0, n + 1], i 6= j with xi = xj}. As
mentioned above, we see that if xi = xj for some i, j ∈ [0, n+ 1] where i 6= j, then
yµ(i) = yµ(j),
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where y is the ‘range’ coordinate. Since we wish to iterate the map gf , we identify
the domain and the range, and we reformulate the previous remark as
gf : xi = xj 7→ xµ(i) = xµ(j).
Since Rf is a periodic portrait, every postcritical point of f is contained in a
periodic cycle. Define Nk to be the length of the periodic cycle containing the
postcritical point pk:
Nk := min{l ≥ 0 : f ◦l(pk) = pk}.
Then the hyperplane xi = xj ∈ ∆ is periodic of period N := lcm(Ni, Nj) since for
any r > 0,
g◦rf : xi = xj 7→ xµ◦r(i) = xµ◦r(j) =⇒ g◦Nf : xi = xj 7→ xµ◦N (i) = xµ◦N (j).
The point pi is periodic of period Ni under f and pj is periodic of period Nj under
f , so xµ◦N (i) = xi and xµ◦N (j) = xj. Moreover, N is the minimal such number, so
the component xi = xj ∈ ∆ is periodic of period N .
We now prove that each periodic cycle of hyperplanes in ∆, contains a critical
component of gf . Recall that the critical locus of gf is
C1 = {[x1 : . . . : xn+1] ∈ Pn | xi = xj, and mi +mj > 0 for 0 ≤ i < j ≤ n+ 1},
where mi is the multiplicity of pi if pi ∈ Ωf , and mi := 0 if pi /∈ Ωf .
Let xi = xj ∈ ∆. Since Rf is periodic, pi is contained in a periodic cycle of
period Ni. Since pi ∈ Pf , there is M ≥ 0 such that
pµ◦M (i) = f
◦M(pi)
is critical. Then by corollary 4.0.1, the hyperplane
xµ◦M (i) = xµ◦M (j)
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is critical, and so we see that g◦Mf maps the original hyperplane xi = xj to the
critical hyperplane xµ◦M (i) = xµ◦M (j). So the periodic cycle containing xi = xj also
contains a critical component of gf . 
We have the following as an immediate corollary.
Corollary 4.1.1. Let gf : Pn → Pn be a postcritically finite endomorphism con-
structed in theorem 4.0.1. Then the postcritical locus of gf is equal to the forbidden
locus, ∆.
Proof. This is a direct consequence of the proposition above. 
This corollary has important implications which we discuss in the following
section.
4.2 Kobayashi hyperbolicity
For complex dynamics in one variable, one very useful fact is that if a rational
map F : P1 → P1 is postcritically finite, and |PF | > 3, then the Poincare´ metric
on P1 − PF is expanded by F . In [3], C. McMullen asked about constructing
analogous examples in Pn: construct F : Pn → Pn such that the complement of the
postcritical locus is Kobayashi hyperbolic. In [13], Fornæss and Sibony thoroughly
analyze the dynamics of two examples. In [23], we proved that the endomorphisms
gf : Pn → Pn constructed in the unicritical case all have this property. Each of the
endomorphisms we constructed in theorem 4.0.1 also has this property.
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Definition 4.2.1. Given any complex manifold M , the Kobayashi metric on M
is the largest metric such that every holomorphic map h : D→M satisfies
||h′(0)|| ≤ 1.
The manifold M is Kobayashi hyperbolic if this metric is nowhere degenerate.
Corollary 4.2.1. Let gf : Pn → Pn be a postcritically finite endomorphism con-
sructed in theorem 4.0.1. Then the complement of the postcritical locus of gf is
Pn −∆, which is Kobayashi hyperbolic.
Proof. The result follows directly from the Teichmu¨ller theory and Royden’s
theorem: the complement of the postcritical locus of gf is the moduli space,
Mod(S2,Pf ) and is therefore Kobayashi hyperbolic. 
In [15], Green proves that the complement of 2n + 1 hyperplanes in Pn is
Kobayashi hyperbolic if the hyperplanes are in general position. From proposition
3.2.1, we see that if |Pf | > 4, then
(|Pf | − 1)(|Pf | − 2)
2
≥ 2(|Pf | − 3) + 1
where the quantity on the left is the number of hyperplanes contained in ∆ and the
quantity on the right is that from Green’s theorem. If the hyperplanes of ∆ were
in general position, then Green’s theorem would imply the above result. However,
the hyperplanes of ∆ are not in general position, so this result does not apply, and
we use the Teichmu¨ller theory to obtain the result.
Remark 4.2.1. We have provided infinitely many examples, of nontrivial endo-
morphisms of Pn such that the complement of the postcritical locus is Kobayashi
hyperbolic. Moreover, the methods presented in this thesis can be used to recover
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both of the Fornæss and Sibony examples. There is also a family of postcritically
finite endomorphisms found by S. Crass in [8]. This family can be recovered by
the methods in theorem 4.0.1 as well.
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CHAPTER 5
THE piσ-PROPERTY
The calculation in theorem 4.0.1 inspires us to define the following property which
was the essence of the construction in the proof of the theorem. This will be very
significant for the work that follows. Let f be a Thurston map of topological degree
d, with postcritical set Pf = {p1, . . . , pn+3}. We identify Mod(S2,Pf ) with Pn−∆
in the standard way (see section 3.2.2).
Let τ ∈ Teich(S2,Pf ), and let φ : (S2,Pf ) −→ (P1, φ(Pf )) be a representative
homeomorphism of τ , which is normalized in the standard way. Then there exists
a unique normalized ψ : (S2,Pf ) −→ (P1, ψ(Pf )) such that the following diagram
commutes, and Fφ : (P1, ψ(Pf )) −→ (P1, φ(Pf )) is a rational function of degree d.
(S2,Pf ) ψ //
f

(P1, ψ(Pf ))
Fφ

(S2,Pf ) φ // (P1, φ(Pf ))
Moreover, ψ represents τ ′ := σf (τ).
Note that Fφ is naturally a holomorphic function of τ ∈ Teich(S2,Pf ), however,
it can sometimes be expressed as a holomorphic function of just pi (σf (τ)), and this
is the essential observation. Define xi := ψ(pi), and yi := φ(pi) for i ∈ [1, n + 1];
where we naturally consider [x1 : . . . : xn : 1] to be in the subset of Pn − ∆
corresponding to pi(σf (Teich(S
2,Pf ))), and [y1 : . . . ; yn : 1] to be in Pn −∆.
Definition 5.0.2. We say f has the piσ-property if the rational function Fφ de-
pends only on x := pi(σf (τ)), for τ ∈ Teich(S2,Pf ).
Note that if Fφ depends only on [x1 : . . . : xn : 1], then this depen-
dence is naturally holomorphic for [x1 : . . . : xn : 1] ∈ pi (σf (Teich(S2,Pf )))
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since Fφ varies holomorphically with τ ∈ Teich(S2,Pf ), and both of the maps
σf : Teich(S
2,Pf ) −→ Teich(S2,Pf ) and pi : Teich(S2,Pf ) −→ Pn − ∆ are holo-
morphic.
One may naturally wonder if the definition above depends on the normalization.
Remark 5.0.2. Suppose that f has the piσ-property; then Fφ depends on ψ(Pf ).
Suppose we normalize differently. Choose a Mo¨bius transformation µi,j,k so that
for µi,j,k(ψ(pi)) = 0, µi,j,k(ψ(pj)) = 1 and µi,j,k(ψ(pk)) =∞. Then clearly, the map
Fµ◦φ now depends on µi,j,k(ψ(Pf )).
In the proof of theorem 4.0.1, we saw that if f is a topological polynomial with
Ωf ⊆ Pf , then f has the piσ-property, and in this particular case, we exploited the
fact that Fφ induces a map gf : Pn → Pn. We now further explore the idea of an
induced map.
5.1 The induced map
For each
x = [x1 : . . . : xn : 1] ∈ pi(σf (Teich(S2,Pf ))),
Fφ : (P1, {0, 1,∞, x1, . . . , xn}) −→ (P1, {0, 1,∞, y1, . . . , yn}),
where the yi are as above. Consider ΩFφ , which is the set of critical points of the
map Fφ. Then
Fφ
(
ΩFφ ∪ {0, 1,∞, x1, . . . , xn}
)
= {0, 1,∞, y1, . . . , yn}.
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If f has the piσ-property, sometimes the rational function Fφ actually induces
a map
gf : pi(σf (Teich(S
2,Pf ))) −→ pi(Teich(S2,Pf )),
given by
gf : [x1 : . . . : xn : 1] 7−→ [y1 : . . . : yn : 1].
This map is obtained by evaluation of the rational map Fφ at the elements of
ΩFφ ∪ {0, 1,∞, x1, . . . , xn},
according to the portrait of f , and the commutative diagram.
Definition 5.1.1. Let f : S2 → S2 be a Thurston map of topological degree d, and
identify Mod(S2,Pf ) with Pn − ∆ in the standard way. Suppose that f has the
piσ-property, such that there is a map
gf : pi
(
σf (Teich(S
2,Pf ))
) −→ Pn −∆
given by
gf : [x1 : . . . : xn : 1] 7−→ [y1 : . . . : yn : 1].
Then we say that Fφ induces a map if gf : pi (σf (Teich(S
2,Pf ))) −→ Pn−∆ extends
to a map gf : Pn 99K Pn.
Remark 5.1.1. It follows from remark 5.0.2 that the existence of an induced map
is independent of normalization.
5.1.1 Homogeneous coordinates & topological polynomials
Since we are working with Pn, we will proceed to reformulate the above for topo-
logical polynomials, in terms of homogeneous coordinates. Let the Thurston map
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f : S2 → S2 is be a topological polynomial of degree d, with postcritical set Pf .
Identify Mod(S2,Pf ) with Pn −∆ in the standard way (see section 3.2.2).
Let τ ∈ Teich(S2,Pf ), and let φ : (S2,Pf ) −→ (P1, φ(Pf )) be a representative
homeomorphism of τ , normalized in the standard way. There is a unique home-
omorphism ψ : (S2,Pf ) −→ (P1, ψ(Pf )), normalized in the standard way such
that the following diagram commutes, where Fφ : (P1, ψ(Pf )) −→ (P1, φ(Pf )) is a
polynomial of degree d,
(S2,Pf ) ψ //
f

(P1, ψ(Pf ))
Fφ

(S2,Pf ) φ // (P1, φ(Pf ))
and ψ represents τ ′ := σf (τ).
Define xi := ψ(pi), and yi := φ(pi) for i ∈ [1, n + 1]; where we naturally
consider x := [x1 : . . . : xn : 1] to be in the subset of Pn − ∆ corresponding to
pi(σf (Teich(S
2,Pf ))), and y := [y1 : . . . : yn : 1] to be in Pn−∆. The map f has the
piσ-property if the coefficients of Fφ depend only on [x1 : . . . : xn : 1] ∈ pi(σf (τ)),
for τ ∈ Teich(S2,Pf ). We write
Fφ(z) = αd(x)z
d + . . .+ αi(x)z
i + . . .+ α0(x)
where αi : pi(σf (Teich(S
2,Pf ))) −→ C is holomorphic; in fact, for each i ∈ [0, d],
αi is a rational function of the xi. If there is an induced map gf : Pn 99K Pn, which
extends the map
gf : pi(σf (Teich(S
2,Pf ))) −→ pi(Teich(S2,Pf )),
then there are rational functionsAi : Cn+1 99K C, which are homogeneous such that
if w ∈ Cn+1 is a representative of x ∈ pi(σf (Teich(S2,Pf ))), then Ai(w) = αi(x).
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The functions Ai are the homogeneous versions of the αi, that is,
Ai(w1, . . . , wn+1) := αi([w1/wn+1 : . . . : wn/wn+1 : 1]).
Each Ai is a ratio of two homogeneous polynomials, pi and qi, which we may
assume have no common factors pi, qi : Cn+1 → C, where deg(pi) = deg(qi), so
deg(Ai) := deg(pi)− deg(qi) = 0. Consider the polynomial
Fw(z) = Ad(w)z
d + . . .+ Ai(w)(wn+1)
d−izi + . . .+ A0(w)(wn+1)d.
This polynomial is called the homogeneous polynomial associated to Fφ. Observe
that this polynomial is homogeneous of degree d in the variables z and wi, for
i ∈ [1, n+ 1]. We see by construction that if the topological polynomial f has the
piσ-property, then there exists a unique such polynomial Fw.
If there is an induced map gf : Pn 99K Pn, then Fw induces a homogeneous
map
Gf : Cn+1 99K Cn+1
by evaluation. Let w ∈ Cn+1 for which the polynomial Fw exists (Fw is not defined
for all w ∈ Cn+1 as the Ai may have denominators), and let ΩFw be the set of
critical points of the polynomial Fw. Then
Fw (ΩFw ∪ {0,∞, w1, . . . , wn+1}) = {v1, . . . , vn+1}
induces the map Gf , that is, Gf (w) = v, and the following diagram commutes:
Cn+1 − {0} Gf //_________

Cn+1



Pn
gf //____________ Pn
The map Gf , which is induced by the homogeneous polynomial, will be called the
map induced by Fw.
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Definition 5.1.2. Let the Thurston map f be a topological polynomial of degree
d, and identify Mod(S2,Pf ) with Pn−∆ in the standard way. Suppose that f has
the piσ-property. The homogeneous polynomial associated to Fφ is the particular
polynomial Fw constructed above. If there is an induced map gf : Pn 99K Pn, then
the Fw induces a map Gf : Cn+1 99K Cn+1, called the map induced by Fw.
If the topological polynomial f has the piσ-property, we define another polyno-
mial we will require in subsequent discussions.
Definition 5.1.3. Let the Thurston map f be a topological polynomial of degree
d, and identify Mod(S2,Pf ) with Pn−∆ in the standard way. Suppose that f has
the piσ-property. The monic polynomial associated to Fφ is the monic polynomial
F˜w :=
Fw
Ad(w)
.
We may express F˜w as
F˜w(z) = z
d +Bd−1(w)zd−1 + . . .+Bi(w)zi + . . .+B0(w)
where Bi : Cn+1 99K C is a rational function; in particular,
Bi(w) :=
Ai(w)(wn+1)
d−i
Ad(w)
.
Notice that each Bi is homogeneous of degree d− i; that is Bi(w) = si(w)/ti(w),
where we may assume that si and ti have no common factors, si, ti : Cn+1 → C are
homogeneous polynomials such that deg(si) = d− i+ deg(ti) for all i ∈ [0, d− 1].
We will frequently use the polynomial F˜w. Notice that if there is an induced
map gf : Pn 99K Pn, then F˜w induces a homogeneous map
G˜f : Cn+1 99K Cn+1
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by evaluation as
G˜f (w) :=
1
Ad(w)
Gf (w)
and Gf was induced by evaluation as explained above. Hence, we also have this
commutative diagram.
Cn+1 − {0}
fGf //_________

Cn+1



Pn
gf //____________ Pn
Proposition 5.1.1. Let the Thurston map f : S2 → S2 be a topological polynomial
of degree d, and identify Mod(S2,Pf ) with Pn −∆ in the standard way. Suppose
that f has the piσ-property, and that there is an induced map gf : Pn 99K Pn. Then
gf is unique.
Proof. This follows from the uniqueness of the map Fφ, and the uniqueness of the
homogeneous polynomial Fw which induces the map Gf : Cn+1 99K Cn+1, which
completely determines the map gf : Pn 99K Pn.

5.1.2 The algebraic degree of gf : Pn 99K Pn
Recall that if g : Pn 99K Pn is a rational map, then there is a map G : Cn+1 → Cn+1,
whose coordinate functions Gi(w1, . . . , wn+1) are homogeneous polynomials with
no common factor, (that is, there is no polynomial p(w1, . . . , wn+1) which divides
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all of the Gi(w1, . . . , wn+1)), such that the following diagram commutes:
Cn+1 − {0} G //

Cn+1



Pn
g //____________ Pn
The map G is unique up to scaling by a nonzero complex number.
Definition 5.1.4. The degree of the homogeneous polynomial Gi is equal to the
algebraic degree of the map g.
That is, the algebraic degree of g is equal to the degree of the homogeneous
map G which gives g in homogeneous coordinates.
Let the Thurston map f be a topological polynomial of degree d, and identify
Mod(S2,Pf ) with Pn−∆ in the standard way. Suppose that f has the piσ-property,
such that there is an induced map gf : Pn 99K Pn. Let F˜w be the monic polynomial
associated to Fφ. We express the monic polynomial as
F˜w(z) = z
d +Bd−1(w)zd−1 + . . .+Bi(w)zi + . . .+B0(w)
where Bi(w) = si(w)/ti(w), si and ti have no common factors, si, ti : Cn+1 → C
are homogeneous polynomials such that deg(si) = d−i+deg(ti) for all i ∈ [0, d−1].
Define bd(w) := lcm{si(w)}d−1i=0 , which is homogeneous, and consider the poly-
nomial
sd(w) · F˜w(z) = bd(w)zd + . . .+ bi(w)zi + . . .+ b0(w),
where each bi(w) is a homogeneous polynomial. We can immediately see that
alg deg (gf ) ≥ d+ deg(sd(w)),
so in general, the algebraic degree of gf is at least equal to the topological degree
of f .
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Proposition 5.1.2. Let the Thurston map f be a topological polynomial of degree
d, and identify Mod(S2,Pf ) with Pn−∆ in the standard way. Suppose that f has
the piσ-property, such that there is an induced map gf : Pn 99K Pn. Let F˜w be the
monic polynomial associated to Fφ. We express the monic polynomial as
F˜w(z) = z
d +Bd−1(w)zd−1 + . . .+Bi(w)zi + . . .+B0(w)
The map G˜f : Cn+1 99K Cn+1 induced by the monic polynomial is holomorphic if
and only if
alg deg (gf ) = d.
Proof. The proof follows immediately from the discussion above. As previously
mentioned, alg deg (gf ) is at least d. Recall also that the degree of the induced
map G˜f is equal to d. So if G˜f : Cn+1 99K Cn+1 is holomorphic, then we must have
alg deg (gf ) = d.
Conversely, suppose that G˜f : Cn+1 99K Cn+1 is not holomorphic. Then there
is a homogeneous polynomial of minimal degree, p(w) (defined up to scaling by a
nonzero complex number), such that the map H defined by Hi := p(w) · G˜i(w), is
holomorphic. Then clearly, we have
alg deg (gf ) = d+ deg(p).

We will return to this discussion in subsequent sections.
Corollary 5.1.1. Let the Thurston map f be a topological polynomial of degree d,
and identify Mod(S2,Pf ) with Pn − ∆ in the standard way. Suppose that f has
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the piσ-property, such that there is an induced map gf : Pn 99K Pn. Let F˜w be the
monic polynomial associated to Fφ. We express it as
F˜w(z) = z
d +
pd−1(w)
qd−1(w)
zd−1 + . . .+
p0(w)
q0(w)
.
where pi, qi are homogeneous. Suppose that alg deg (gf ) = d. Then deg(qi) = 0 for
all i ∈ [1, d− 1].
Proof. This is also clear from the discussion above. 
We now present an example.
Example 5.1.1. Let f : S2 → S2 be a Thurston map with the postcritical set
Pf = {0, 1,∞, p}, which realizes the following ramification portrait.
0
2 // 1 // paa ∞ 2ff
This is the ramification portrait of the rabbit. Let τ ∈ Teich(S2,Pf ), and let
φ : (S2,Pf ) −→ (P1, φ(Pf )) be a representative homeomorphism, normalized so
that φ(0) = 0, φ(1) = 1, and φ(∞) =∞. Then there is a unique homeomorphism
ψ : (S2,Pf ) −→ (P1, ψ(Pf )), so that ψ(0) = 0, ψ(1) = 1, and ψ(∞) = ∞, such
that the following diagram commutes, where Fφ is a quadratic polynomial,
(S2,Pf ) ψ //
f

(P1, ψ(Pf ))
Fφ

(S2,Pf ) φ // (P1, φ(Pf ))
and ψ represents τ ′ := σf (τ).
Define x1 := ψ(p); we identify Mod(S
2,Pf ) with P1 − {0, 1,∞}. We conclude
that Fφ must have the following form:
Fφ(z) = Az
2 + 1,
51
where A is a complex parameter which depends on f and φ. Observe from the
commutative diagram above that Fφ(x1) = 0, so
A = − 1
x21
,
and thus
Fφ(z) = −z
2
x21
+ 1.
We immediately see that f has the piσ-property. We now find the homogeneous
polynomial Fw and the monic polynomial F˜w, associated to Fφ. A quick calculation
reveals that
Fw(z) = −w
2
2z
2
w21
+ w22.
Notice that this polynomial is homogeneous in w1, w2 and z; it is homogeneous of
degree 2. The monic polynomial is
F˜w(z) = z
2 − w21.
Observe that ΩFφ = {0,∞}. The polynomial F˜w maps the set {0,∞, w1, w2} to
the set {0,∞, v1, v2}, which induces the map G˜f : C2 → C2:
G˜f (w1, w2) = (v1, v2) where v1 := F˜w(w2) and v2 := F˜w(0),
that is
G˜f : (w1, w2) 7−→ (w22 − w21,−w21),
and we can see that G˜f is holomorphic, and induces the map
gf : P1 → P1, gf [x1 : x2] 7→ [x22 − x21 : −x21].
Notice that the algebraic degree of gf is equal to 2.
For an example of a Thurston map f of degree d which has the piσ-property
such that the algebraic degree of the induced map is not equal to d, please see
example 9.1.2.
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5.1.3 The graph of σf : Teich(S
2,Pf) −→ Teich(S2,Pf)
One immediate consequence of definition 5.1.1 is the following proposition.
Proposition 5.1.3. Let the Thurston map f : S2 → S2 be a topological polynomial
of degree d, and identify Mod(S2,Pf ) with Pn −∆ in the standard way. Suppose
f is has the piσ-property, and that Fφ induces a map gf : Pn 99K Pn as outlined
above. Then the following diagram commutes.
Teich(S2,Pf )
pi

σf // Teich(S2,Pf )
pi

Pn Pngfoo_ _ _ _ _ _ _ _ _ _ _
Proof. This follows immediately from the definition of the induced map. 
We now see that the graph of σf in Teich(S
2,Pf ) × Teich(S2,Pf ) covers an
algebraic subvariety of Mod(S2,Pf )×Mod(S2,Pf ). We paraphrase a proposition
proved by C. McMullen in [29].
Proposition 5.1.4. Let f : S2 → S2 be a Thurston map of degree d, and identify
Mod(S2,Pf ) with Pn −∆ in the standard way. Consider the map
Π : Teich(S2,Pf )× σf (Teich(S2,Pf )) −→ Mod(S2,Pf )×Mod(S2,Pf )
given by
Π : (τ, σf (τ)) 7−→ (pi(τ), pi(σf (τ))).
Define Vf to be the image of Π, that is,
Vf := Π
(
Teich(S2,Pf )× σf (Teich(S2,Pf ))
)
.
Then Vf is an irreducible algebraic subvariety of Pn × Pn.
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Proposition 5.1.5. Let f : S2 → S2 be a Thurston map of degree d, and identify
Mod(S2,Pf ) with Pn−∆ in the standard way. Suppose that f has the piσ-property.
Let Vf be as in proposition 5.1.4, and let ρ2 : Vf → Pn be the projection onto the
second factor, that is, for (v1,v2) ∈ Vf , ρ2(v1,v2) = v2. The degree of ρ2 is equal
to 1, if and only if there is an induced map gf : Pn 99K Pn.
Proof. The proof is immediate from the definitions. 
The above proposition actually provides an alternative definition of the induced
map.
5.2 Necessary and sufficient conditions for an induced map
It is certainly necessary for f to have the piσ-property if Fφ is to induce such a map
gf : Pn 99K Pn. It is natural to wonder if it is sufficient. The following example
provides a negative answer.
Example 5.2.1. Let f be a Thurston map with the following ramification portrait,
w1
2 // p // 1
=
==
==
==
0 ee ∞ 3ff
w2
2 // q
@@        
with critical set Ωf = {w1, w2,∞}, and postcritical set Pf = {0, 1, p, q,∞}. Let
τ ∈ Teich(S2,Pf ) of which φ : (S2,Pf ) ,−→ (P1, φ(Pf )) is a representative home-
omorphism such that φ(0) = 0, φ(∞) = ∞, φ(1) = 1, and define X := φ(p),
Y := φ(q). Suppose that τ ′ := σf (τ) of which ψ : (S2,Pf ) ,−→ (P1, ψ(Pf )) is a
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representative homeomorphism such that ψ(0) = 0, ψ(∞) = ∞, ψ(1) = 1, and
define x := ψ(p), y := ψ(q), ω1 := ψ(w1) and ω2 := ψ(w2). Then according to the
following commutative diagram,
(S2,Pf )
f

ψ // (P1, ψ(Pf ))
Fφ

(S2,Pf ) φ // (P1, φ(Pf ))
Fφ is a cubic polynomial. Moreover, we have the following observations:
• Fφ(1) = 0
• Fφ(x) = 0
• Fφ(0) = 0
• Fφ(y) = 1
• Fφ(ω1) = X
• Fφ(ω2) = Y
• the critical points of Fφ are ω1 and ω2
The first three points above imply that
Fφ(z) = Az(z − 1)(z − x)
where A is a complex parameter. However, consider the equation Fφ(y) = 1; this
implies that
A =
1
y(y − 1)(y − x) ,
so we see that the Thurston map f does have the piσ-property as
Fφ(z) =
z(z − 1)(z − x)
y(y − 1)(y − x) .
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However, there is no induced map gf : P1 → P1 in this case. If there were an
induced map, then we would be able to express X and Y in terms of x and y. We
see that the critical points ω1 and ω2 satisfy
F ′φ(z) = 3z
2 − 2(x+ 1)z + x = 0.
We strive to eliminate ω1 and ω2 from the equations
F ′φ(ω1) = 0, F
′
φ(ω2) = 0, Fφ(ω1) = X,Fφ(ω2) = Y
in an attempt to obtain an induced map. However, one does not obtain a map in
this case, but a correspondence
([x : y : 1], [X : Y : 1]) ⊂ P2 × P2
defined by the equations:
−27X2y4x2−4x3Xy3+4x4Xy2−4x4Xy+6Xy3x−27X2y2x2+54X2y3x2−2Xy2x
+6Xy3x2−12Xy2x2+6Xyx2−108X2y4x+6Xyx3+54X2y3x−4Xyx−2Xy2x3+
54X2y5x− 4Xy3 + 4Xy2 + x2 − 2x3 − 27X2y6 + 54X2y5 − 27X2y4 + x4 = 0
and
−27Y 2y4x2− 4x3Y y3+4x4Y y2− 4x4Y y+6Y y3x− 27Y 2y2x2+54Y 2y3x2− 2Y y2x
+6Y y3x2− 12Y y2x2+6Y yx2− 108Y 2y4x+6Y yx3+54Y 2y3x− 4Y yx− 2Y y2x3+
54Y 2y5x− 4Y y3 + 4Y y2 + x2 − 2x3 − 27Y 2y6 + 54Y 2y5 − 27Y 2y4 + x4 = 0.
Notice the symmetry between X and Y in the equations above. This is due to the
fact that X = ψ(p) and Y = ψ(q), and p and q have completely symmetric roles
in the ramification portrait. In other words, X and Y are the two critical values
of Fφ, and the equations involving X and Y are symmetric in terms of the marked
points x and y: Fφ(ω1) = X, and Fφ(ω2) = Y . We explore this further in chapter
10.
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Corollary 5.2.1. Let the Thurston map f : S2 → S2 be a topological polynomial
of degree d, and identify Mod(S2,Pf ) with Pn −∆ in the standard way. Suppose
that f has the piσ-property, and that Fφ induces a map gf : Pn 99K Pn. Then
consider the monic polynomial associated to Fφ, F˜w.
F˜w(z) = z
d +
pd−1(w)
qd−1(w)
zd−1 + . . .+
p0(w)
q0(w)
.
Suppose that the critical points of Fw are all of the form Wi where Wi : Cn+1 99K C
is a rational function. Then for all i, Wi(w) is homogeneous of degree 1; that is
Wi(w) = si(w)/ti(w)
where si and ti are homogeneous polynomials, and deg(si) = deg(ti) + 1.
Proof. Let w ∈ Cn+1for which F˜w exists:
F˜w(z) = z
d +
pd−1(w)
qd−1(w)
zd−1 + . . .+
p0(w)
q0(w)
.
This polynomial induces a map G˜f : Cn+1 99K Cn+1, by evaluation. That is
F˜w(ΩfFw ∪ {0,∞, w1, . . . , wn+1}) = {v1, . . . , vn+1},
and G˜f (w) = v. Suppose Wi(w) is a critical point of F˜w. Then there is a
vi := vi(w) = F˜w(Wi(w)),
or
vi(w) = (Wi(w))
d +
pd−1(w)
qd−1(w)
(Wi(w))
d−1 + . . .+
p0(w)
q0(w)
(Wi(w))
but this quantity must be homogeneous, so the functions Wi : Cn+1 99K C must
be homogeneous. So we may write Wi = si/ti, where si, ti : Cn+1 → C are
homogeneous polynomials.
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By definition, for wj ∈ {w1, . . . , wn+1}, there is a vj(w) := F˜w(wi), or
vj(w) = (wj)
d +
pd−1(w)
qd−1(w)
(wj)
d−1 + . . .+
p0(w)
q0(w)
(wj)
which is homogeneous of degree d, so since the induced map G˜f is homogeneous,
we must have that F˜w(Wi) is homogeneous of degree d as well, which means that
deg(Wi) = 1, or deg(si) = deg(ti) + 1. 
From the proof of theorem 4.0.1, and the corollary above, we see that if all criti-
cal points of the polynomial F˜w are of the form si/ti, where deg(si) = deg(ti) + 1,
then there is an induced map gf : Pn 99K Pn. This is a sufficient condition for guar-
anteeing the existence of an induced map, however, we see that it is not necessary
in the following example.
Example 5.2.2. Let f : S2 → S2 be a Thurston map with the following ramifi-
cation portrait.
w1
2
  A
AA
AA
AA
A
0 // 1 ee p 2ee ∞ 4ff
w2
2
>>}}}}}}}}
with critical set Ωf = {w1, w2, p,∞}, and postcritical set Pf = {0, 1, p,∞}. Let
τ ∈ Teich(S2,Pf ) of which φ : (S2,Pf ) ,−→ (P1, φ(Pf )) is a representative home-
omorphism such that φ(0) = 0, φ(1) = 1, φ(∞) = ∞, and define X := φ(p).
Suppose that τ ′ := σf (τ) of which ψ : (S2,Pf ) ,−→ (P1, ψ(Pf )) is a representative
homeomorphism such that ψ(0) = 0, ψ(1) = 1, ψ(∞) =∞, and define x := ψ(p),
ω1 := ψ(w1), and ω2 := ψ(w2). Then according to the following commutative
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diagram,
(S2,Pf )
f

ψ // (P1, ψ(Pf ))
Fφ

(S2,Pf ) φ // (P1, φ(Pf ))
Fφ is a quartic polynomial, and we have the following observations:
• the critical points of Fφ are ω1, ω2, and x
• Fφ(ω1) = 0
• Fφ(ω2) = 0
• Fφ(0) = 1
• Fφ(1) = 1
• Fφ(x) = X.
A normal form for the polynomial Fφ is Fφ(z) = A(z − ω1)2(z − ω2)2, so
F ′φ(z) = 2A(z − ω1)(z − ω2)(2z − (ω1 + ω2)),
and we immediately see that
x =
ω1 + ω2
2
or 2x = ω1 + ω2.
We rewrite Fφ as
Fφ(z) = A
(
z2 − 2(ω1 + ω2)z + ω1ω2
)2
and replace ω1 + ω2 with 2x to obtain
Fφ(z) = A
(
z2 − 4xz + ω1ω2
)2
.
Imposing the condition that Fφ(0) = 1 implies that
A(ω1ω2)
2 = 1 =⇒ A = 1
(ω1ω2)2
.
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Imposing the condition Fφ(1) = 1 implies that
(ω1ω2)
2 = (1− 4x+ ω1ω2)2
= (1− 4x)2 + 2(1− 4x+ ω1ω2) + (ω1ω2)2
=⇒ ω1ω2 = 4x− 1
2
.
So we write
Fφ(z) =
4
(4x− 1)2
(
z2 − 4xz + 4x− 1
2
)2
so f does indeed have the piσ-property. We now impose the remaining condition
that X = Fφ(x), which gives
X =
(6x2 + 1− 4x)2
(4x− 1)2 .
This is our induced map, (written as a map on C). Notice that we did not solve
for ω1 and ω2 as functions of x, rather, we found the symmetric functions ω1 + ω2
and ω1ω2 as functions of x. In this case, this was sufficient to induce a map
gf : P1 → P1. Notice that ω1 and ω2 are the roots of the equation
F ′φ(z) = 2z
2 − 8xz + 4x− 1 = 0,
so ω1 and ω2 are radical functions of x.
We now address the question of whether the induced map gf : Pn 99K Pn, (if it
exists), is holomorphic.
Proposition 5.2.1. Let the Thurston map f : S2 → S2 be a topological polynomial
of degree d, and identify Mod(S2,Pf ) with Pn −∆ in the standard way. Suppose
that f has the piσ-property, and that Fφ induces a map gf : Pn 99K Pn. If
alg deg (gf ) = d,
then gf : Pn 99K Pn is an endomorphism.
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Proof. By corollary 5.1.1, deg(qi) = 0 for all i ∈ [0, d− 1]. Hence F˜w is defined for
all w ∈ Cn+1, and thus induces a homogeneous map G˜f : Cn+1 99K Cn+1 such that
the following diagram commutes.
Cn+1 − {0}
fGf //_________

Cn+1



Pn
gf //____________ Pn
Moreover, by proposition 5.1.2, G˜f is holomorphic on Cn+1. Let z ∈ Pn, and let
w ∈ Cn+1 − {0} be a representative of z. The map gf : Pn 99K Pn has a point of
indeterminacy at z if G˜f (w) = 0.
Suppose there is such an w ∈ Cn+1 − {0}. We then draw the following conse-
quences about the polynomial F˜w.
• F˜w is a monic polynomial of degree d
• F˜w has exactly two critical values: 0 and ∞.
Just as in the proof of theorem 4.0.1, we use lemma 4.0.1 to conclude that
F˜w(z) = z
d.
However, this immediately implies that w1, w2, . . . , wn+1 = 0, so we see that
G˜f
−1
(0) = {0},
and the map gf : Pn → Pn is an endomorphism. 
We now present sufficient conditions for which the induced map is holomorphic.
This will be discussed further in chapter 10.
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Proposition 5.2.2. Let the Thurston map f : S2 → S2 be a topological polynomial
of degree d, and identify Mod(S2,Pf ) with Pn −∆ in the standard way. Suppose
that f has the piσ-property, and that Fφ induces a map gf : Pn 99K Pn. If d < n,
and if gf : Pn → Pn is an endomorphism, then
alg deg (gf ) = d.
Proof. Let F˜w be the monic polynomial associated to Fφ, and let
G˜f : Cn+1 99K Cn+1
be the map induced by F˜w. Suppose that alg deg (gf ) > d. Then by proposition
5.1.2, G˜f is not holomorphic. Write
G˜f (w) = (v1(w), . . . , vn+1(w)) ,
where vi(w) is homogeneous of degree d. The map G˜f is not holomorphic, so there
exists a nonconstant homogeneous polynomial p(w) of minimal degree such that
the map
H(w) := (p(w) · v1(w), . . . , p(w) · vn+1(w)) ,
is holomorphic. The algebraic degree of gf is equal to d + deg(p). Consider the
polynomial
hw(z) := p(w) · F˜w(z).
This polynomial is homogeneous in the variables wi and z, of degree d + deg(p).
Moreover, this polynomial induces the map H : Cn+1 → Cn+1, and the following
diagram commutes.
Cn+1 − {0} H //

Cn+1



Pn
gf //____________ Pn
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We may express the polynomial hw as
hw(z) = p(w)z
d + αd−1(w)zd−1 + . . .+ α0(w)
where αi : Cn+1 → C is a homogeneous polynomial of degree greater than 0.
Consider the set of equations αi(w) = 0 for all i ∈ [0, d− 1], and the equation
p(w) = 0. This is a family of d + 1 equations, each of which is a homogeneous
polynomial in the wi. We can therefore consider the intersection of the loci defined
by each hypersurface αi(w) = 0, and p(w) = 0 inside Pn. Suppose that these d+1
equations have a common zero in Pn; suppose that the point z is such a point.
Then z is necessarily a point of indeterminacy for the map gf , for if w ∈ Cn+1 if
any representative of z, we have αi(w) = 0, and p(w) = 0, so the polynomial hw
would be identically 0 for such a w. In terms of the induced map,
H : (w1, . . . , wn+1) 7−→ (0, . . . , 0)
and z is a point of indeterminacy of gf .
We must now determine if there is a nonempty intersection of the family of
hypersurfaces defined by αi and p. This is guaranteed by the hypothesis that
d < n, for each hypersurface defines a locus in Pn which is of codimension 1, and
so the intersection of a family of d+1 hypersurfaces defines a locus in Pn which is
of codimension d+ 1. Hence, by the projective intersection theorem in [17], these
hyperplanes have an intersection of dimension n− (d+1), and there is a nonempty
intersection if n ≥ d+ 1, or if d < n.
Therefore, if d < n, and if the algebraic degree of gf is greater than d then
there are points of indeterminacy of the map gf .

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Propositions 5.2.1 and 5.2.2 prove part of the following conjecture.
Conjecture 5.2.1. Let the Thurston map f : S2 → S2 be a topological polynomial
of degree d, and identify Mod(S2,Pf ) with Pn −∆ in the standard way. Suppose
that f has the piσ-property, and that Fφ induces a map gf : Pn 99K Pn. Then the
map gf : Pn → Pn is holomorphic if and only if
alg deg (gf ) = d.
Proposition 5.2.1 proves the ‘if’ direction of the conjecture, and proposition
5.2.2 proves the ‘only if’ direction, provided that d < n. We discuss this conjecture
again in chapter 10.
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CHAPTER 6
CONSEQUENCES FOR THE THURSTON PULLBACK MAP
Proposition 6.0.3. Let f be a Thurston map with postcritical set Pf . Identify
Mod(S2,Pf ) with Pn−∆ in the standard way. Suppose there is an endomorphism
g : Pn → Pn such that the following diagram commutes.
Teich(S2,Pf )
pi

σf // Teich(S2,Pf )
pi

Pn Pn
goo
Then the image of σf is open in Teich(S
2,Pf ).
Proof. The proof of this follows from the commutative diagram involved. We first
manufacture a one-sided inverse for the map g : Pn → Pn. Let y ∈ Pn − ∆,
and choose a neighborhood Uy of y. Let τy ∈ Teich(S2,Pf ) be any lift of y,
and let Vτy be a lift of Uy in the fundamental domain which contains τy; let
ρ : (Uy,y) → (Vτy , τy) denote the appropriate branch of pi−1. Define the map qy
so that the following diagram commutes.
(
Vτy , τy
) σf // (σf (Vτy), σf (τy))
pi

(Uy,y)
ρ
OO
qy //
(
pi
(
σf (Vτy)
)
, pi (σf (τy))
)
Note that
g(pi(σf (τy))) = y,
and so the map
qy : (Uy,y) −→
(
pi
(
σf (Vτy)
)
, pi (σf (τy))
)
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is a one-sided inverse for g. We have
g ◦ qy : Uy −→ pi
(
σf
(
Vτy
))
is Id|Uy : Uy −→ Uy.
By the chain rule, we see that Dσf |τy is therefore invertible in a neighborhood
of τy ∈ Teich(S2,Pf ). Since the choice of y ∈ Pn − ∆ was arbitrary, and
the choice of lift τy was also arbitrary, we see that Dσf |τ is invertible at every
element τ ∈ Teich(S2,Pf ). It follows from the inverse function theorem that
σf (Teich(S
2,Pf )) is open in Teich(S2,Pf ). 
Corollary 6.0.2. Let f be a Thurston map with postcritical set Pf . Identify
Mod(S2,Pf ) with Pn−∆ in the standard way. Suppose there is an endomorphism
g : Pn → Pn such that the following diagram commutes.
Teich(S2,Pf )
pi

σf // Teich(S2,Pf )
pi

Pn Pn
goo
Then the g : Pn → Pn is unique.
Proof. Suppose that there are two such endomorphisms g1, g2 : Pn → Pn, for which
the diagram above commutes. As proved in proposition 6.0.3
σf
(
Teich(S2,Pf )
) ⊆ Teich(S2,Pf ) is open,
so
Wf := pi
(
σf
(
Teich(S2,Pf )
)) ⊆ Pn −∆
is also open in the topology that Pn inherits as a complex manifold. From the
commutative diagram, we have
g1 ◦ pi ◦ σf = pi and g2 ◦ pi ◦ σf = pi
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which implies that g1|Wf = g2|Wf . Since g1 and g2 are endomorphisms of Pn, we
consider the set A := {z ∈ Pn | g1(z) = g2(z)}. This set is algebraic, and so it is
closed in the Zariski topology of Pn. Note that Wf ⊆ A, and so codim(A) = 0.
Since Pn is irreducible with respect to the Zariski topology (see [31]), we must have
that Pn = A, so g1 = g2 as endomorphisms of Pn. 
Proposition 6.0.4. Let f be a Thurston map with postcritical set Pf . Identify
Mod(S2,Pf ) with Pn−∆ in the standard way. Suppose there is an endomorphism
g : Pn → Pn such that the following diagram commutes.
Teich(S2,Pf )
pi

σf // Teich(S2,Pf )
pi

Pn Pn
goo
Define L := g−1(∆). Then σf (Teich(S2,Pf )) ⊆ Teich(S2,Pf )− pi−1(L).
Proof. We proceed by contradiction. Suppose there is τ ∈ Teich(S2,Pf ) such that
σf (τ) ∈ pi−1(L). Then
pi (σf (τ)) ∈ L =⇒ g (pi (σf (τ))) ∈ ∆,
but the commutative diagram implies that
g (pi (σf (τ))) = pi(τ)
so pi(τ) ∈ ∆, which is a contradiction. 
Proposition 6.0.5. Let f be a Thurston map with postcritical set Pf . Identify
Mod(S2,Pf ) with Pn−∆ in the standard way. Suppose there is an endomorphism
g : Pn → Pn which makes the following diagram commute.
Teich(S2,Pf )
σf //
pi

Teich(S2,Pf )
pi

Pn Pn
goo
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Suppose also that the critical value locus of g is contained in ∆. Then
1. σf : Teich(S
2,Pf ) −→ σf (Teich(S2,Pf )) is a covering map, and
2. σf (Teich(S
2,Pf )) = Teich(S2,Pf )− pi−1(L).
Proof. Since g : Pn → Pn is an endomorphism whose critical values are contained
in ∆,
g : Pn − L −→ Pn −∆
is a covering map since it is a local homeomorphism, and it is proper (see p. 23 of
[9]). Therefore, the composition
g ◦ pi : Teich(S2,Pf )− pi−1(L) −→ Pn −∆
is a covering map as well. Let τ ∈ Teich(S2,Pf ), and τ ′ = σf (τ). Since the
diagram in the hypothesis of the proposition commutes, we have
pi(τ) = g(pi(τ ′)).
We have the following two covering spaces:
(Teich(S2,Pf ), τ)
pi

(Teich(S2,Pf )− pi−1(L), τ ′)
g◦pi
uujjjj
jjjj
jjjj
jjjj
jjjj
jjjj
jjjj
jjjj
j
(Pn −∆, pi(τ))
Since pi : (Teich(S2,Pf ), τ) −→ (Pn −∆, pi(τ)) is a universal cover, there is a
unique lift σ : (Teich(S2,Pf ), τ) −→ (Teich(S2,Pf )− pi−1(L), τ ′) such that this
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diagram commutes.
(Teich(S2,Pf ), τ)
pi

σ // (Teich(S2,Pf )− pi−1(L), τ ′)
g◦pi
uujjjj
jjjj
jjjj
jjjj
jjjj
jjjj
jjjj
jjjj
j
(Pn −∆, pi(τ))
Moreover, σ : (Teich(S2,Pf ), τ) −→ (Teich(S2,Pf )− pi−1(L), τ ′) is a covering map
as well. By uniqueness, we must have σ = σf , and we have proven the proposition
as it immediately follows from the arguments above that
σf (Teich(S
2,Pf )) = Teich(S2,Pf )− pi−1(L).

We now prove that if the Thurston map f is a topological polynomial of degree
d, such there is an induced map gf : Pn → Pn of algebraic degree d, then it is
necessarily postcritically finite. First we require the following topological fact,
stated as a lemma.
Lemma 6.0.1. Let Di be a closed topological disk with i punctures. Suppose that
F : Dn → Dm is a covering map of degree d. Then we must have n−1 = d(m−1),
and in particular, m = 1 ⇐⇒ n = 1.
Proof. This is a standard fact from topology, and we therefore omit the proof.

The lemma above proves that the only finite-sheeted covering space of a once
punctured disk is a finite union of once punctured disks.
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Proposition 6.0.6. Let the Thurston map f : S2 → S2 be a topological polynomial
of degree d, and identify Mod(S2,Pf ) with Pn −∆ in the standard way. Suppose
that f has the piσ-property, and that Fφ induces a map gf : Pn 99K Pn. If
alg deg(gf ) = d,
then gf (∆) ⊆ ∆.
Proof. Since alg deg (gf ) = d, we have that
• the monic polynomial F˜w is defined for all w ∈ Cn+1,
• it induces a holomorphic map G˜f : Cn+1 → Cn+1 , and gives the map gf in
homogeneous coordinates,
• gf : Pn → Pn is an endomorphism.
We now proceed with the proof of the proposition, which is based primarily on
the Mumford compactness theorem, the Gro¨tzsch inequality and the subadditivity
of annuli (see [18]).
Recall that we have identified Mod(S2,Pf ) with Pn − ∆. For N > 0 let MN
denote the subset of Pn−∆ consisting of Riemann surfaces containing an essential
nonperipheral annulus of modulus larger than N ; that is, a point x ∈ Pn − ∆
corresponds to the Riemann sphere P1 with n+ 3 punctures.
Fix x ∈ Pn − (∆ ∪ L), and consider y := gf (x). Choose a w ∈ Cn+1 − {0},
which represents x, and define v := G˜f (w), which represents y. Recall that F˜w
induces the map G˜f by evaluation:
F˜w : (P1, {0,∞, w1, . . . , wn+1}) −→ (P1, {0,∞, v1, . . . , vn+1}).
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Let Xw be the Riemann sphere marked with the set {0,∞, w1, . . . , wn+1}, and let
Yv be the Riemann sphere marked with the set {0,∞, v1, . . . , vn+1}; then F˜w maps
Xw to Yv.
Let X ′w be Xw − F˜w
−1
({0,∞, v1, . . . , vn+1}). Notice that F˜w : X ′w → Yv is a
covering map of degree d.
Let z ∈ ∆, and choose x ∈ Pn− (∆∪L) close to z. Then by the Mumford com-
pactness theorem, x ∈MN for some N very large. Thus there is a nonperipheral,
essential annulus A ⊂ Xw of modulus larger than N . At the expense of an additive
constant, we may suppose that A is a Euclidean annulus (a right cylinder).
Consider A′ = A ∩ X ′w. This surface consists of A with at most d|Pf | points
removed, so there is a Euclidean subannulus B˜ ⊂ A′ whose modulus is at least
N
d|Pf | .
Let γ be the geodesic in the homotopy class of the core curves of A′. Since A′
is of large modulus, γ is very short. Note that γ is essential, and nonperipheral.
Consider Fw(γ). Since Fw is a covering map, it is a local isometry for the Poincare´
metrics on X ′w and Yv. Hence, the length of Fw(γ) is less than or equal to the
length of γ. Moreover, as N →∞, the length of γ must tend to 0, hence the length
of Fw(γ) must tend to 0 also, so the curve Fw(γ) cannot intersect itself (see [10]);
so Fw(γ) is homotopic to a simple closed curve. Let δ ⊂ Yv be the geodesic in this
homotopy class. The curve δ must be essential and nonperipheral, for otherwise,
γ would not have been essential and nonperipheral (see lemma 6.0.1).
As x → z, N → ∞, and so the length of γ ⊂ X ′w tends to 0, and the length
of δ ⊂ Yv tends to 0 as well as x tends to z. Moreover, as x → z, y → g(z) by
continuity, and since γ is nonperipheral and essential, we must have g(z) ∈ ∆. 
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Remark 6.0.1. We saw from the above proof that ∆ ⊂ L. We make a point now
to mention that L 6= ∆. If L = ∆, then ∆ is an exceptional set for gf . Note
that proposition 3.2.1 asserts that ∆ is composed of (n+1)(n+2)/2 hyperplanes.
According to proposition 4.2 of [14], an exceptional set in Pn can have at most n+1
components, so we see that ∆ is not exceptional. Hence, ∆ is a proper subset of
L. Notice that proposition 6.0.5 proves that σf : Teich(S2,Pf ) −→ Teich(S2,Pf )
is not surjective.
Lemma 6.0.2. Let the Thurston map f : S2 → S2 be a topological polynomial of
degree d, and identify Mod(S2,Pf ) with Pn−∆ in the standard way. Suppose that
f has the piσ-property, and that Fφ induces a map gf : Pn 99K Pn. Suppose that
alg deg (gf ) = d.
Let x ∈ Pn − (L ∪∆) and let y := gf (x). Then:
• there exists a Thurston map f ′ : S2 → S2 with postcritical set Pf , such that
Rf and Rf ′ are isomorphic,
• there is τ ∈ Teich(S2,Pf ) such that pi(τ) = y and pi(σf ′(τ)) = x,
• and the following diagram commutes:
Teich(S2,Pf )
pi

σf ′ // Teich(S2,Pf )
pi

Pn Pn
gfoo
Proof. Since alg deg (gf ) = d, the map F˜w induces a holomorphic map
G˜f : Cn+1 −→ Cn+1.
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Let x,y be as in the hypothesis. Since x,y ∈ Pn −∆, we may write
x = [x1 : . . . : xn : 1] and y = [y1 : . . . : yn : 1].
Let w = (x1, . . . , xn, 1), and define v := G˜f (w). Then v ∈ Cn+1 represents
y ∈ Pn. Let φ : (S2,Pf ) −→ (P1, φ(Pf )) be a homeomorphism normalized so
that φ(pn+2) = 0, φ(∞) = ∞, and φ(pi) = vi for i ∈ [1, n + 1], and let the
homeomorphism ψ : (S2,Pf ) −→ (P1, ψ(Pf )) be normalized so that ψ(pn+2) = 0,
and ψ(∞) =∞, and that ψ(pi) = wi for i ∈ [1, n+ 1].
Define the map f ′ := φ−1 ◦ F˜w ◦ ψ. This is evidently a Thurston map with
postcritical set Pf . Moreover, Rf ′ is isomorphic to Rf , and we have the following
commutative diagram:
(S2,Pf )
f ′

ψ // (P1, ψ(Pf ))
fFw

(S2,Pf ) φ // (P1, φ(Pf ))
by design. Observe that f ′ is a topological polynomial of degree d. Let the element
τ ∈ Teich(S2,Pf ) be the equivalence class of φ, and let τ ′ ∈ Teich(S2,Pf ) be the
equivalence class of ψ. Notice that τ ′ = σf ′(τ), and that pi(τ) = y and pi(τ ′) = x.
By construction, the following diagram commutes:
Teich(S2,Pf )
pi

σ′f // Teich(S2,Pf )
pi

Pn Pn
gfoo
This is discussed in more detail in chapter 10. 
Proposition 6.0.7. Let the Thurston map f : S2 → S2 be a topological polynomial
of degree d, and identify Mod(S2,Pf ) with Pn −∆ in the standard way. Suppose
that f has the piσ-property, and that Fφ induces a map gf : Pn 99K Pn, such that
alg deg (gf ) = d. Then the critical locus of gf is contained in L.
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Proof. By proposition 6.0.6, ∆ ⊂ L. Suppose that there is x ∈ Pn − L which is
contained in the critical locus of gf . Then let y = gf (x) /∈ ∆. Using lemma 6.0.2,
we manufacture a Thurston map f ′ such that the following diagram commutes,
Teich(S2,Pf )
pi

σf ′ // Teich(S2,Pf )
pi

Pn Pn
gfoo
and we have a τ and τ ′ such that σf ′(τ) = τ ′, and pi(τ) = y and pi(τ ′) = x.
Since the diagram commutes,
gf ◦ pi ◦ σf ′ = pi,
and in particular, this identity holds in a neighborhood of τ ∈ Teich(S2,Pf ). Recall
however, that x = pi(σf ′(τ)) is a critical point of gf , but pi has no critical points,
therefore, the critical point x must belong to L. 
Corollary 6.0.3. Let the Thurston map f : S2 → S2 be a topological polynomial
of degree d, and identify Mod(S2,Pf ) with Pn −∆ in the standard way. Suppose
that f has the piσ-property, and that Fφ induces a map gf : Pn 99K Pn, such that
alg deg (gf ) = d. Then gf : Pn → Pn is a postcritically finite endomorphism.
Proof. Since alg deg (gf ) = d, gf is an endomorphism. Since the critical locus of gf
is contained in L by proposition 6.0.7, the critical value locus of gf is necessarily
contained in ∆. It then follows from proposition 6.0.6 that gf is postcritically
finite. 
We summarize the results of this chapter with the following theorem.
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Theorem 6.0.1. Let the Thurston map f : S2 → S2 be a topological polynomial
of degree d, and identify Mod(S2,Pf ) with Pn − ∆ in he standard way. Suppose
that f has the piσ-property, and that Fφ induces a map gf : Pn 99K Pn, such that
alg deg (gf ) = d. Then:
1. gf is a postcritically finite endomorphism, and
2. σf (Teich(S
2,Pf )) = Teich(S2,Pf )− pi−1(L), and
3. σf : Teich(S
2,Pf ) −→ Teich(S2,Pf )− pi−1(L) is a covering map.
The pullback map σf : Teich(S
2,Pf ) −→ Teich(S2,Pf ) has gotten some atten-
tion recently. In fact, the results above inspired the following theorem, which is
proven in [6].
Theorem 6.0.2 (Buff, Epstein, Koch, Pilgrim). There exist Thurston maps f for
which σf is contracting, has a fixed point τ and:
1. the derivative of σf is invertible at τ , the image of σf is open and dense
in Teich(S2,Pf ) and σf : Teich(S2,Pf ) −→ σf
(
Teich(S2,Pf )
)
is a covering
map,
2. the derivative of σf is not invertible at τ , the image of σf is equal to
Teich(S2,Pf ) and σf : Teich(S2,Pf ) −→ Teich(S2,Pf ) is a ramified Galois
covering map, or
3. the map σf is constant.
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CHAPTER 7
THE AUGMENTED TEICHMU¨LLER SPACE
Let f be a Thurston map for which there exists a postcritically finite endomorphsim
g : Pn → Pn such that the diagram
Teich(S2,Pf )
pi

σf // Teich(S2,Pf )
pi

Pn Pn
goo
commutes. Since g is defined on all of Pn and not just on the “moduli space”
part of Pn (not just on pi(Teich(S2,Pf )) = Pn − ∆), we would like to discuss a
boundary of Teich(S2,Pf ) which corresponds to “surfaces with nodes.” Adding
this boundary to the Teichmu¨ller space gives us a new space, Teich(S2,Pf ), called
the augmented Teichmu¨ller space. This space was introduced in 1977 by Abikoff in
[1]. We present the definition of the augmented Teichmu¨ller space for a compact
oriented surface S of genus g, and a finite subset Z. We then discuss this for the
case where g = 0, and Z is the postcritical set of a Thurston map f . The following
discussion of the augmented Teichmu¨ller space is extracted from [20].
Let S be a compact, oriented surface of genus g, and Z ⊂ S be a finite set,
with n points, where 2g − 2 + n ≥ 0. We define Teich(S, Z) in the following way.
Definition 7.0.1. The augmented Teichmu¨ller space of (S, Z), Teich(S, Z), is the
set of analytic curves, which are smooth except for ordinary double points, together
with a map
φ : (S, Z) −→ (X,φ(Z))
where φ is a homeomorphism from S/Γ→ X, where Γ is a multicurve on S −Z ,
and S/Γ is defined to be S where each component of Γ has collapsed to a point,
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modulo an equivalence relation ∼:
φ1 : S → X1 and φ2 : S → X2 are ∼-equivalent if and only if there exists a
complex analytic isomorphism α : (X1, φ1(Z)) −→ (X2, φ2(Z)), a homeomorphism
β : (S, Z) −→ (S, Z), which is the identity on Z, and which is isotopic to the
identity relative to Z such that:
(S, Z)
φ1 //
β

(X1, φ1(Z))
α

(S, Z)
φ2 // (X2, φ2(Z))
commutes, and
α ◦ φ1|Z = φ2|Z .
We now discuss the topology of the Teich(S, Z). An -neighborhood
U ⊂ Teich(S, Z)
of the homeomorphism φ : S/Γ→ X consists of φ1 : S/Γ1 → X1 such that
• Γ1 ⊆ Γ up to homotopy
• the geodesics in the homotopy classes of φ1(γ), γ ∈ Γ−Γ1 are short (they all
have length less than ),
• there exists a 1 +  quasiconformal map
α : (X1 − φ1(Z))− AΓ(X1 − φ1(Z)) −→ (X − φ(Z))− AΓ(X − φ(Z))
where AΓ is the collection of “standard collar” annuli about the curves of Γ
(see the collaring theorem in [18]).
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Remark 7.0.2. The boundary of Teich(S, Z) is composed of strata SΓ, corre-
sponding to the multicurve Γ collapsing. Each one of these strata is naturally
a Teichmu¨ller space of smaller dimension; it is the Teichmu¨ller space of the sur-
face S/Γ with punctures at the points corresponding to the each component of
Γ that collapsed. In particular, the minimal strata, corresponding to maximal
multicurves, are points.
Here is an example illustrating how complicated Teich(S, Z) can be.
Example 7.0.3. In the case where g = 1, and |Z| = 1, Teich(S, Z) can be identi-
fied with H+∪P1(Q), where P1(Q) is the projective line over the rational numbers,
which is just Q ∪ {∞}. A neighborhood of a rational number q ∈ Q is the union
of q with a horodisc based at q.
7.1 The augmented moduli space Mod(S, Z)
Remark 7.1.1. The mapping class group of (S, Z) acts on Teich(S, Z) by home-
omorphisms: for f representing an element [f ] ∈ MCG(S, Z), the action is given
by f · (X,φ) := (X,φ ◦ f).
Since the action of the mapping class group extends to Mod(S, Z), we can
define the quotient
Mod(S, Z) := Teich(S, Z)/MCG(S, Z)
which we call the augmented moduli space.
Definition 7.1.1. The quotient Teich(S, Z)/MCG(S, Z) is the augmented moduli
space of (S, Z).
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Viewed as just a topological space, Mod(S, Z) is compact and normal. However,
it is actually a complex analytic space (see [20]). The following result is often cited
in the literature, but the proof is much more elusive. A complete proof can be
found in [20].
Theorem 7.1.1. In the category of complex analytic spaces, the augmented moduli
space is isomorphic to the Deligne-Mumford compactification of Mod(S, Z), that
is, Mod(S, Z) is isomorphic to Mod(S, Z)DM.
7.2 The Weil-Petersson metric completion of Teich(S, Z)
From some perspectives, the Teichmu¨ller metric is the most natural metric for
Teich(S, Z). For example, in the case where g = 0, and where Z = Pf , our surface
is the topological 2-sphere, and for any Thurston map f : S2 → S2, the pullback
map
σf : Teich(S
2,Pf ) −→ Teich(S2,Pf )
is weakly contracting in the Teichmu¨ller metric. The Thurston map f is equivalent
to a rational function if and only if σf has a fixed point τ ∈ Teich(S2,Pf ); in this
case, the fixed point is unique (see [10]).
However, there is another metric on Teich(S, Z) which is also useful in the
present context. This metric is called the Weil-Petersson metric. For a discussion
of the Teichmu¨ller and Weil-Petersson metrics, please see [35], and [18].
Inspired by work of H. Masur in [28], S. Wolpert proved that the Weil-Petersson
metric completion of Teich(S, Z) is homeomorphic to Teich(S, Z) in [35]. We
paraphrase his result in the following theorem.
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Theorem 7.2.1 (Masur, Wolpert). The identity map extends as a homeomorphism
from the Weil-Petersson completion of Teich(S, Z) to Teich(S, Z).
7.2.1 The case where g = 0 and Z = Pf
We now consider the case where g = 0, and Z = Pf , so our surface S is the
topological 2-sphere. Let f : S2 → S2 be a Thurston map of topological degree d,
with postcritical set Pf , and pullback map σf : Teich(S2,Pf ) −→ Teich(S2,Pf ).
Using theorem 7.2.1, N. Selinger proves the following result in [34].
Theorem 7.2.2 (Selinger). The pullback map
σf : Teich(S
2,Pf ) −→ Teich(S2,Pf )
extends to a continuous map σf : Teich(S2,Pf ) −→ Teich(S2,Pf ), and this map
is Lipschitz in the Weil-Petersson metric, with Lipschitz constant
√
d.
So theorems 7.1.1 and 7.2.2 imply that for any Thurston map f : S2 → S2, we
have the following diagram:
Teich(S2,Pf )
σf //
pi

Teich(S2,Pf )
pi

Mod(S2,Pf )DM Mod(S2,Pf )DM
where pi : Teich(S2,Pf ) −→ Mod(S2,Pf ) is the quotient map representing the
action of the pure mapping class group. Choose a normalization, and identify
Mod(S2,Pf ) with Pn −∆. By theorem 3.3.1, there is a “blow-down” map
β : Mod(S2,Pf )DM → Pn,
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where n = |Pf | − 3. Define the map
p˜i := β ◦ pi : Teich(S2,Pf ) −→ Pn,
so we now have the following diagram:
Teich(S2,Pf )
σf //
p˜i

Teich(S2,Pf )
p˜i

Pn Pn
Proposition 7.2.1. Suppose there is an endomorphism g : Pn → Pn such that the
following diagram commutes
Teich(S2,Pf )
σf //
pi

Teich(S2,Pf )
pi

Pn Pn
goo
then the following diagram commutes as well.
Teich(S2,Pf )
σf //
p˜i

Teich(S2,Pf )
p˜i

Pn Pn
goo
Proof. The proof is an immediate consequence of the extension of
σf : Teich(S
2,Pf ) −→ Teich(S2,Pf )
given in [34]. 
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Suppose f : S2 → S2 is a Thurston map with postcritical set Pf , and there
exists an endomorphism g : Pn → Pn for which the following diagram commutes.
Teich(S2,Pf )
σf //
p˜i

Teich(S2,Pf )
p˜i

Pn Pn
goo
We may naturally inquire about the existence of a holomorphic lift of g to
Mod(S2,Pf )DM,
g˜ : Mod(S2,Pf )DM −→ Mod(S2,Pf )DM
for which the two smaller rectangles of the following diagram commute (the larger
rectangle commutes by proposition 7.2.1).
Teich(S2,Pf )
σf //
pi

Teich(S2,Pf )
pi

Mod(S2,Pf )DM
β

Mod(S2,Pf )DM
g˜oo
β

Pn Pn
goo
We address this in chapter 9.
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7.3 Stratified Moduli Space
As mentioned in remark 7.0.2, the strata on the boundary of the augmented Te-
ichmu¨ller space correspond to Teichmu¨ller spaces of lower dimension. The same is
true of the strata of the augmented moduli space: the different strata correspond
to moduli spaces of lower dimension. As previously mentioned in theorem 3.3.1, we
obtain the Deligne-Mumford compactification of the moduli space as a sequential
blow up of Pn, and we have a map
β : Mod(S2,Pf )DM −→ Pn
which is the blow-down map. Note that β maps the boundary of Mod(S2,Pf )DM
to the boundary of Pn, which is the forbidden locus, ∆. Hence, the hyperplanes
of ∆ correspond to moduli spaces of lower dimension; Pn represents a stratified
moduli space.
Let f : S2 → S2 be a Thurston map for which there exists a postcritically finite
endomorphism g : Pn → Pn such that the following diagram commutes.
Teich(S2,Pf )
σf //
pi

Teich(S2,Pf )
pi

Pn Pn
goo
Note that the postcritical locus of g is contained in ∆ by corollary 6.0.3. Thus
some of the hyperplanes in ∆ are periodic. Let Π be such a hyperplane. Suppose
that Π is periodic of period N . Then
g◦N |Π : Π −→ Π;
for notational purposes, define
g′ := g◦N |Π,
83
and define z0 := 0.
Recall that ∆ := {[z1 : . . . : zn+1] ∈ Pn : zi = zj for some 0 ≤ i < j ≤ n+ 1}.
So Π is a hyperplane of the form zi = zj, and is isomorphic to Pn−1 via the following
the isomorphism:
[z1 . . . : zj−1 : zj : zj+1 : . . . : zn+1] 7−→ [z1 . . . : zj−1 : zj+1 : . . . : zn+1],
and hence, one may naturally ask the following questions:
1. is there a Thurston map f ′, with postcritical set P ′f ⊂ Pf such that the
following diagram commutes?
Teich(S2,P ′f )
σf ′ //
pi

Teich(S2,P ′f )
pi

Pn−1 Pn−1
g′oo
2. is g′ : Pn−1 → Pn−1 a postcritically finite endomorphism?
It is clear that since g : Pn → Pn is an endomorphism, then g′ : Pn−1 → Pn−1
is also an endomorphism. We discuss whether it is postcritically finite in section
7.3.1. We first address question 1.
Proposition 7.3.1. Let the Thurston map f : S2 → S2 be a topological polynomial
of degree d, and identify Mod(S2,Pf ) with Pn −∆ in the standard way. Suppose
that f has the piσ-property, and that Fφ induces a map gf : Pn 99K Pn such that
alg deg (gf ) = d. Then point 1 above holds.
Proof. Define z0 := 0, and fix Π ∈ ∆. There is 0 ≤ i < j ≤ n + 1 such that Π is
the hyperplane defined by the equation zi = zj. This hyperplane corresponds to
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the points pi and pj “coalescing”. Define P ′f := Pf − {pj}. Define
Π0 := [z1 : . . . : zj−1 : zi : zj+1 : . . . : zn+1]
For l > 0, set Πl to be the hyperplane g
◦l
f (Π0). Let P0 be the hyperplane in Cn+1
defined by the equation wi = wj. Then we consider P0, . . . , PN−1, and consider the
composition
FΠ := F˜PN−1 ◦ · · · ◦ F˜P0 ,
which is a monic polynomial of degree dN .
Define w0 := 0, and t0 := 0. Then
FΠ :
(
P1, {0,∞, w1, . . . , wj−1, wi, wj+1, . . . , wn+1}
) 7−→
(
P1, {0,∞, t1, . . . , tj−1, ti, tj+1, . . . , tn+1}
)
.
Consider S2 marked with the set P ′f , and the moduli space Mod(S2,P ′f ). We
normalize in a consistent way with that above, so that for any ψ ∈ Mod(S2,P ′f ),
we have ψ(p0) = 0, ψ(pn+1) = 1, and define ψ(pn+2) = ∞, and xm := ψ(pm) for
i ∈ {1, . . . , n+ 1} − {j}.
Using arguments identical to those in lemma 6.0.2, we construct a Thurston
map f ′, with postcritical set P ′f , such that the following diagram commutes:
Teich(S2,P ′f )
pi

σ′f // Teich(S2,P ′f )
pi

Pn−1 Pn−1
g′oo
Moreover, there is an induced map g′ : Pn−1 → Pn−1, which is an endomorphism.
Notice that the degree of f ′ is dN , and the algebraic degree of g′ is also dN ; hence,
g′ is a postcritically finite enomorphism by corollary 6.0.3. 
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Remark 7.3.1. Notice that there is a hyperplane of ∆ corresponding to the co-
alescing of any two of the points in the set {p0, . . . , pn+1} , and note that ∞ is
absent. There is no hyperplane in ∆ corresponding to the coalescing of∞ with any
of the pi. This has everything to do with the fact that we are using the Pn com-
pactification of the moduli space, and for topological polynomials, this is natural
(see section 3.2.2).
7.3.1 Completely postcritically finite endomorphisms of Pn
The previous results inspire us to consider the following notion, defined inductively.
This definition is a modified version of that found in [21].
Suppose that G : Pn → Pn is holomorphic, and let C1 be the critical set of G.
The set C1 is algebraic of codimension 1. Define
D1 :=
⋃
i>0
G◦i(C1) and E1 :=
⋂
i>0
G◦i(D1).
The set D1 is precisely the postcritical set of G. Evidently, if D1 is closed, then
E1 is the ω-limit set of C1.
Definition 7.3.1. The map G is 1-critically finite if it is postcritically finite (that
is, D1 and hence E1 are algebraic sets).
We now define j-critically finite maps of Pn for 1 < j ≤ n.
Definition 7.3.2. Suppose that G is (j − 1)-critically finite. This means, in par-
ticular, that the set Ej−1 has been inductively defined as an algebraic set of codi-
mension j − 1. Then Cj := Ej−1 ∩ C1 = Ej−1 ∩ Cj−1 is algebraic of codimension
j. We say that G is j-critically finite if Dj := ∪i>0G◦i(Cj) is algebraic.
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Definition 7.3.3. Let G : Pn → Pn be a postcritically finite endomorphism. Then
G is completely postcritically finite if it is n-critically finite.
Corollary 7.3.1. Let the Thurston map f : S2 → S2 be a topological polynomial
of degree d, and identify Mod(S2,Pf ) with Pn −∆ in the standard way. Suppose
that f has the piσ-property, and that Fφ induces a map gf : Pn 99K Pn such that
alg deg (gf ) = d. Then gf : Pn → Pn is completely postcritically finite.
Proof. The proof follows immediately from proposition 7.3.1. 
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CHAPTER 8
PERIODIC CYCLES
8.1 The semi-group ΘP(R)
In this section, we define a semi-group which will be essential for the discussion of
the periodic cycles of the enomdorphism g : Pn → Pn.
Given P ⊂ S2, we denote the set of all Thurston maps with postcritical set
P as ThP . We define an equivalence relation on ThP as follows. Let f, g ∈ ThP ,
so we have Pf = Pg = P . We say f is strongly equivalent to g iff there are
homeomorphisms h0 : (S
2,P) → (S2,P) and h1 : (S2,P) → (S2,P) for which
h0 ◦ f = g ◦ h1 and h0, h1 are isotopic to the identity through homeomorphisms
agreeing on P . In particular, we have the following commutative diagram:
(S2,P)
f

h1 // (S2,P)
g

(S2,P) h0 // (S2,P).
If f is strongly equivalent to g, we write f ∼ g. The relation ∼ is an equivalence
relation on ThP , which is finer than Thurston equivalence. Let R(Ω, P, α, ν) be a
ramification portrait of degree d such that |P| = |P |, and let ThP(R) be the set
of all Thurston maps realizing R with postcritical set P . Since ThP(R) ⊂ ThP ,
the equivalence relation ∼ is defined on ThP(R). In [23], the author proved that
composition is well-defined on the ∼-equivalence classes GP(R) := ThP(R)/ ∼, so
GP(R) generates a semi-group.
Definition 8.1.1. Let R(Ω, P, α, ν) be a ramification portrait of degree d, and let
P ⊂ S2 be finite such that |P| = |P |. We define ΘP(R) :=< GP(R) >, the
semi-group generated by GP(R).
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8.2 Repelling periodic cycles
Theorem 8.2.1. Let the Thurston map f : S2 → S2 be a topological polynomial
of degree d, and identify Mod(S2,Pf ) with Pn −∆ in the standard way. Suppose
that f has the piσ-property, and that Fφ induces a map gf : Pn 99K Pn such that
alg deg (gf ) = d. Then the periodic cycles of gf contained in Pn−∆ are repelling.
Proof. Let τ ∈ Teich(S2,Pf ), and choose a representative homeomorphism
φ(S2,Pf ) −→ (P1, φ(Pf )) normalized in the standard way, Then there exists a
unique ψ : (S2,Pf ) −→ (P1, ψ(Pf )) normalized in the standard way such that the
diagram commutes, where Fφ is a polynomial of degree d,
(S2,Pf ) ψ //
f

(P1, ψ(Pf ))
Fφ

(S2,Pf ) φ // (P1, φ(Pf ))
and ψ is a representative of τ ′ := σf (τ).
Since f has the piσ-property, Fφ depends only on x ∈ pi(σf (Teich(S2,Pf )). By
theorem 6.0.1, pi(σf (Teich(S
2,Pf )) = Pn − L, so Fφ depends holomorphically on
the points x ∈ Pn − L, and we write Fφ = Fx.
Let x0,x2 . . . ,xN−1 be a periodic cycle of gf contained in Pn − ∆. Note that
this periodic cycle is necessarily contained in Pn−L since the only periodic cycles
in L are contained in ∆.
For each i ∈ [0, N−1], choose a homeomorphism φi : (S2,Pf ) −→ (P1, φi(Pf )),
so that φi(pn+2) = 0, φi(pn+1) = 1, φi(∞) = ∞, and φi(pj) = xj for j ∈ [1, n + 1].
For each xi, consider the polynomial Fxi . Define the family of N Thurston maps
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as follows
fxi := φ
−1
i+1 (mod N) ◦ Fxi ◦ φi.
Notice that each fxi ∈ GPf (Rf ), and we have the following commutative diagram
for each i:
(S2,Pf ) φi //
fxi

(P1, φi(Pf ))
Fxi

(S2,Pf ) φi+1 // (P1, φi+1(Pf ))
and by construction, we have that
σfxi (τi+1) = τi.
where τi is the element in Teich(S
2,Pf ) defining the class containing φi. Moreover,
we have the following commutative diagram
Teich(S2,Pf )
σfxi //
pi

Teich(S2,Pf )
pi

Pn Pn
gfoo
which commutes for i = 0, . . . , N−1. We therefore have the following commutative
diagram
(S2,Pf ) φ0 //
fxN−1◦···◦fx0

(P1, φ0(Pf ))
FxN−1◦···◦Fx0

(S2,Pf ) φ0 // (P1, φ0(Pf ))
So the Thurston map fxN−1 ◦ · · · ◦ fx0 is Thurston equivalent to FxN−1 ◦ · · · ◦ Fx0 ,
or rather, τ0 is a fixed point of σfxN−1◦···◦fx0 . Notice also that pi(τ0) = x0. The
composition FxN−1 ◦ · · · ◦Fx0 of polynomials is postcritically finite, whereas the Fxi
themselves are not; the Thurston map fxN−1 ◦ · · · ◦ fx0 ∈ ΘPf (Rf ).
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Consider the commutative diagram:
Teich(S2,Pf )
σfxN−1◦···◦fx0 //
pi

Teich(S2,Pf )
pi

Pn Pn
g◦Nfoo
we have found a fixed point of the pullback map: σfxN−1◦···◦fx0 (τ0) = τ0. Since this
map is contracting in the Teichmu¨ller metric, τ0 is an attracting fixed point, which
implies that pi(τ0) must be repelling for g
◦N
f as we can see from the diagram above.

8.2.1 Fixed points
Notice that the fixed points of gf in Pn−∆ correspond to postcritically finite poly-
nomials; that is, if gf has a fixed point z, there exists a Thurston map f
′ ∈ GPf (Rf )
such that σf ′ has a fixed point, τ
′, and pi(τ ′) = z. In this case, the Thurston map
f ′ is Thurston equivalent to the polynomial Fz, which is postcritically finite.
One may naturally inquire about the periodic cycles contained in ∆. It is
possible to dynamically classify these periodic cycles using the relevant objects
from Thurston’s theorem, however, this analysis is much cleaner if we are equipped
with the following statement.
Conjecture 8.2.1. Let f : S2 → S2 be a Thurston map of degree d, and iden-
tify Mod(S2,Pf ) with Pn − ∆ in the standard way. Suppose that there exists an
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endomorphism gf : Pn → Pn making the following diagram commute.
Teich(S2,Pf )
σf //
epi

Teich(S2,Pf )
epi

Pn Pn
gfoo
Then the map σf : Teich(S2,Pf ) −→ Teich(S2,Pf ) is surjective.
We omit the discussion of the periodic cycles of gf which are contained in ∆,
reserving it for a subsequent paper.
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CHAPTER 9
EXTENSIONS OF THE MAPS TO DIFFERENT
COMPACTIFICATIONS
In chapters 4 and 5, we proved that under some circumstances, the maps
gf : pi(σf (Teich(S
2,Pf ))) −→ Pn −∆
can be extended to postcritically finite endomorphisms gf : Pn → Pn. In this
chapter, we explore the possibility of extending some of these maps to other com-
pactifications discussed in chapter 3. We proceed with the following discussion by
analyzing some examples.
9.1 Extending the maps to Mod(S2,Pf)Pn
As proven in theorem 4.0.1 if f is a Thurston map which is a topological polynomial
such that Ωf ⊆ Pf , then f has the piσ-property, and there is an induced map
gf : Pn → Pn such that the following diagram commutes.
Teich(S2,Pf )
σf //
pi

Teich(S2,Pf )
pi

Pn Pn
gfoo
Moreover, the induced map is a postcritically finite endomophism; in particular,
it is holomorphic on Pn.
A natural question to ask if f is a Thurston map such that Ωf ⊆ Pf , but f is
not a topological polynomial, then
• is there an induced map gf : Pn 99K Pn which makes the diagram above
commute, and
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• if there is an induced map, is it holomorphic?
We provide an example in chapter 10 which gives a negative answer to the first
question above, and we now provide an example which gives a negative answer to
the second question above.
Example 9.1.1. Let R be the following ramification portrait, which is periodic of
degree 2. Note that R is not of polynomial type.
0
2 // p1 // p2bb ∞ 2 // 1^^
Suppose f : S2 → S2 is a Thurston map with postcritical set Pf = {0, 1,∞, p1, p2}
which realizes R. (Since R is not of polynomial type, we cannot apply theorem
2.4.1, so we might first wonder if such an f exists. Results in [5] imply that indeed
such a map does exist: degree 4 is the minimum degree where there is branch data
that is not realized). This is the ramification portrait for the mating of the rabbit
and the basilica.
Let τ ∈ Teich(S2,Pf ) of which φ : (S2,Pf ) −→ (P1, φ(Pf )) is a representative
homeomorphism, normalized so that φ(0) = 0, φ(1) = 1, and φ(∞) = ∞. For
notation, suppose φ(p1) = y1 and φ(p2) = y2. Then τ
′ := σf (τ) is represented
by a homeomorphism ψ : (S2,Pf ) −→ (P1, ψ(Pf )), which is normalized so that
ψ(0) = 0, ψ(1) = 1 and ψ(∞) = ∞, such that the following diagram commutes,
where Fφ : (P1, ψ(Pf )) −→ (P1, φ(Pf )) is a rational function of degree 2.
(S2,Pf ) ψ //
f

(P1, ψ(Pf ))
Fφ

(S2,Pf ) φ // (P1, φ(Pf ))
For notation, suppose that ψ(p1) = x1 and ψ(p2) = x2. The commutative diagram
above implies that
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• Fφ has two simple critical points at 0 and ∞, and
• Fφ(x2) = 0, Fφ(∞) = 1, and Fφ(1) =∞, and
• Fφ(0) = y1, and Fφ(x1) = y2.
The first two points above imply that a normal form for Fφ is
Fφ(z) =
z2 − x22
z2 − 1 .
We see immediately that f has the piσ-property, and that there is an induced map
gf : P2 99K P2,
y1 = Fφ(0) = x
2
2, y2 = Fφ(x1) =
x21 − x22
x21 − 1
.
And in homogeneous coordinates, the map is
[x1 : x2 : x3] 7−→ [x22(x21 − x23) : x23(x21 − x22) : x23(x21 − x23)].
This map is not holomorphic on P2; there are six points of indeterminacy:
I = {[1 : 0 : 0], [0 : 1 : 0], [1 : 1 : 1], [1 : 1 : −1], [1 : −1 : 1], [−1 : 1 : 1]} .
Note that this map has algebraic degree 4, and the topological degree of f is 2.
(Compare with corollary 5.2.1).
So if f is not a topological polynomial, the induced map may not be holomor-
phic on Pn. We may now inquire about the topological polynomials: suppose that
f is a Thurston map which is a topological polynomial. Suppose that f has the piσ-
property, and that there is an induced map gf : Pn 99K Pn. Then is gf : Pn → Pn
necessarily holomorphic? The following example provides a negative answer to this
question.
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Example 9.1.2. Let R be the following ramification portrait of polynomial type
of degree 3, which is preperiodic.
α 2 // 0
2 // 1 // p // q ee ∞ 3ff
Suppose f : S2 → S2 is a Thurston map with postcritical set Pf = {0,∞, 1, p, q}
which realizes R.
Let τ ∈ Teich(S2,Pf ) of which φ : (S2,Pf ) −→ (P1, φ(Pf )) is a representative
homeomorphism, normalized so that φ(0) = 0, φ(1) = 1, and φ(∞) = ∞. Define
X := φ(p) and Y = φ(q). Then τ ′ := σf (τ) is represented by a unique homeomor-
phism ψ : (S2,Pf ) −→ (P1, ψ(Pf )), normalized so that ψ(0) = 0, ψ(1) = 1, and
ψ(∞) =∞, such that the following diagram commutes,
(S2,Pf ) ψ //
f

(P1, ψ(Pf ))
Fφ

(S2,Pf ) φ // (P1, φ(Pf ))
where Fφ : (P1, ψ(Pf )) −→ (P1, φ(Pf )) is a polynomial of degree 3. We define
x := ψ(p), y := ψ(q), and ω := ψ(α). The commutative diagram above implies
that
• F ′φ(ω) = 0 and Fφ(ω) = 0,
• Fφ(0) = 1 and F ′φ(0) = 0,
• Fφ(x)− Fφ(y) = 0,
• Fφ(1) = X and Fφ(x) = Y .
We begin with the following normal form for Fφ
Fφ(t) = (t− ω)2(At+B),
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where we have already imposed the first condition above. We impose the second
condition to find that A = 2/α3, and B = 1/α2, so
Fφ(t) =
(t− α)2(2t+ α)
α3
.
We impose the third condition to find that
α =
2(x2 + xy + y2)
3(x+ y)
,
so
Fφ(t) =
27(x+ y)3
4(x2 + xy + y2)3
t3 − 27(x+ y)
2
4(x2 + xy + y2)2
t2 + 1,
and we see that Fφ does have the piσ-property. We find the monic polynomial
associated to Fφ, which we write as F˜x:
F˜x(t) = t
3 − x
2 + xy + y2
x+ y
t2 +
4(x2 + xy + y2)3
27(x+ y)3.
Note that F˜x induces the map
G˜f : (x, y, z) 7−→ (X, Y, Z)
X =
(3zx+ 3zy + x2 + xy + y2)(3zx+ 3zy − 2x2 − 2xy − 2y2)2
27(x+ y)3
,
Y =
(x+ 2y)2(2x+ y)2(x− y)2
27(x+ y)3
,
Z =
4(x2 + xy + y2)3
27(x+ y)3
.
which is not holomorphic. This induces a map gf : P2 99K P2, given in homogeneous
coordinates as
gf : [x : y : z] 7−→ [X : Y : Z]
X = (3zx+ 3zy + x2 + xy + y2)(3zx+ 3zy − 2x2 − 2xy − 2y2)2,
Y = (x+ 2y)2(2x+ y)2(x− y)2,
Z = 4(x2 + xy + y2)3.
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Note that this map has algebraic degree 6, whereas f has topological degree
3. (Compare with corollary 5.2.1). This map is not holomorphic; it has a point of
indeterminacy at I = {[0 : 0 : 1]}.
In conclusion, we see that even if f is a topological polynomial, and there is
an induced map gf : Pn 99K Pn, this map may not be holomorphic. This example
is interesting in light of the fact that the Pn compactification of the moduli space
Mod(S2,Pf ) is natural for the topological polynomials, however, the induced map
gf : Pn 99K Pn may not be holomorphic (if it exists at all).
9.2 Extending the maps to Mod(S2,Pf)∏P1
In this section, we contemplate extending the induced map to Mod(S2,Pf )QP1 .
We present an example where the induced map extends holomorphically to
Mod(S2,Pf )Pn , but does not extend holomorphically to Mod(S2,Pf )QP1 .
Example 9.2.1. Let R be the following periodic ramification portrait of polyno-
mial type, of degree 2.
0
2 // 1 // p1 // p2dd ∞ 2ff
Suppose the Thurston map f : S2 → S2 is topological polynomial of degree 2,
with postcritical set Pf = {0,∞, 1, p1, p2}, which realizes R.
Let τ ∈ Teich(S2,Pf ) of which φ : (S2,Pf ) −→ (P1, φ(Pf )) is a representative
homeomorphism, normalized so that φ(0) = 0, φ(1) = 1 and φ(∞) = ∞. For
notation, suppose φ(p1) = y1, and φ(p2) = y2. Then τ
′ := σf (τ) is represented
by a unique homeomorphism ψ : (S2,Pf ) −→ (P1, ψ(Pf )), normalized so that
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ψ(0) = 0, ψ(1) = 1, and ψ(∞) = ∞, such that the following diagram commutes,
where Fφ : (P1, ψ(Pf )) −→ (P1, φ(Pf )) is a polynomial of degree 2.
(S2,Pf ) ψ //
f

(P1, ψ(Pf ))
Fφ

(S2,Pf ) φ // (P1, φ(Pf ))
For notation, suppose that ψ(p1) = x1, and ψ(p2) = x2. The commutative diagram
above implies that
• F ′φ(0) = 0, Fφ(0) = 1,
• Fφ(x2) = 0,
• Fφ(1) = y1, and Fφ(x1) = y2.
Imposing the conditions from the first point above implies
Fφ(z) = az
2 + 1,
and we can eliminate the parameter a by imposing the condition from the second
point gives
a =
−1
x22
=⇒ Fφ(z) = 1− z
2
x22
.
We obtain the induced map:
gf : (x1, x2) 7−→
(
1− 1
x22
, 1− x
2
1
x22
)
viewed as a map on C2. We extend this map to a map on P1× P1 in the following
way:
gf : ([x1 : z1], [x2 : z2]) 7−→
(
[x22 − z22 : x22], [x22 − x21 : x22]
)
.
Note that this map is not holomorphic on P1 × P1 as the point ([0 : 1], [0 : 1]) is a
point of indeterminacy: the point ([0 : 1], [0 : 1]) maps to ([1 : 0], [0 : 0]) /∈ P1×P1.
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From theorem 4.0.1, we know that the induced map extension of the induced
map gf : P2 → P2 is holomorphic.
9.3 Extending the maps to Mod(S2,Pf)DM
Suppose f : S2 → S2 is a Thurston map with postcritical set Pf for which there
is an induced map gf : Pn → Pn. Suppose that the induced map gf : Pn → Pn is
holomorphic. In section 7.2.1 we mention the possibility of a holomorphic lift of
gf to Mod(S2,Pf )DM,
g˜f : Mod(S2,Pf )DM −→ Mod(S2,Pf )DM
for which the two smaller rectangles of the following diagram commute (the larger
rectangle commutes by proposition 7.2.1).
Teich(S2,Pf )
σf //
pi

Teich(S2,Pf )
pi

Mod(S2,Pf )DM
β

Mod(S2,Pf )DM
egfoo
β

Pn Pn
gfoo
In this section, we manufacture a Thurston map f for which there is an induced
map gf : Pn → Pn which is a postcritically finite endomorphism, but we prove that
there is no such lift.
Example 9.3.1. We begin with the same set-up as in example 9.2.1. Let R be
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the following periodic ramification portrait of polynomial type, of degree 2.
0
2 // 1 // p1 // p2dd ∞ 2ff
Suppose the Thurston map f : S2 → S2 is topological polynomial of degree 2,
with postcritical set P = {0,∞, 1, p1, p2}, which realizes R.
Let τ ∈ Teich(S2,P) of which φ : (S2,P) −→ (P1, φ(P)) is a representative
homeomorphism, normalized so that φ(0) = 0, φ(1) = 1 and φ(∞) = ∞. For
notation, suppose φ(p1) = y1, and φ(p2) = y2. Then τ
′ := σf (τ) is represented by
a unique homeomorphism ψ : (S2,P) −→ (P1, ψ(P)), where we normalize so that
ψ(0) = 0, ψ(1) = 1, and ψ(∞) = ∞, such that the following diagram commutes,
where Fφ : (P1, ψ(P)) −→ (P1, φ(P)) is a polynomial of degree 2.
(S2,P) ψ //
f

(P1, ψ(P))
Fφ

(S2,P) φ // (P1, φ(P))
For notation, suppose that ψ(p1) = x1, and ψ(p2) = x2. The commutative diagram
above implies that
• F ′φ(0) = 0, Fφ(0) = 1,
• Fφ(x2) = 0,
• Fφ(1) = y1, and Fφ(x1) = y2.
Imposing the conditions from the first point above implies
Fφ(z) = az
2 + 1,
and we can eliminate the parameter a by imposing the condition from the second
point gives
a =
−1
x22
=⇒ Fφ(z) = 1− z
2
x22
.
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We obtain the induced map gf : P2 → P2:
gf : [x1 : x2 : x3] 7−→ [x22 − x23 : x22 − x21 : x22].
From theorem 4.0.1, the extension of the induced map gf : P2 → P2 is holomorphic,
and we know from theorem 4.0.1 that this is a postcritically finite endomorphism,
and for any Thurston map f which realizes R, the following diagram commutes.
Teich(S2,P) σf //
pi

Teich(S2,P)
pi

P2 P2
gfoo
We now contemplate the existence of a lift
g˜f : Mod(S2,P)DM −→ Mod(S2,P)DM,
such that the following diagram commutes.
Mod(S2,P)DM
egf //
β

Mod(S2,P)DM
β

P2
gf // P2
Recall from section 3.3.2 that in the case where |P| = 5, then Mod(S2,P)DM is
isomorphic to P2 blown up at the four triple intersection points in the figure below.
Since gf : P2 → P2 is holomorphic, this map necessarily lifts as follows;
Mod(S2,P)DM
β

egf
$$I
II
II
II
II
II
II
II
II
II
I
P2
gf // P2
that is, gf extends holomorphically to the exceptional divisors at each of the four
triple points. The real question is, does the map gf : P2 → P2 lift to a dynamical
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Figure 9.1: We obtain Mod(S2,P)DM for |P| = 5 by blowing up P2 at the
four points of triple intersection. The black lines are the elements
of ∆, and the blue lines are the exceptional divisors.
system? That is, does it lift so that the following diagram commutes?
Mod(S2,P)DM
egf //
β

Mod(S2,P)DM
β

P2
gf // P2
This is not promising as
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g−1f ({[1 : 1 : 1], [0 : 0 : 1], [0 : 1 : 0], [1 : 0 : 0]}) 6⊂
{[1 : 1 : 1], [0 : 0 : 1], [0 : 1 : 0], [1 : 0 : 0]} ,
and in particular,
g−1f ([0 : 0 : 1]) = {[1 : 1 : 1], [−1 : 1 : 1], [1 : −1 : 1], [1 : 1 : −1]}.
Let E[0:0:1] denote the exceptional divisor at the point [0 : 0 : 1]. Then
in Mod(S2,P)DM, the map g˜f has new points of indeterminacy at the points
[−1 : 1 : 1], [1 : −1 : 1], and [1 : 1 : −1] as these points map to E[0:0:1]. To
resolve these points of indeterminacy, we should blow up each of these three in-
verse images of [0 : 0 : 1], however, we are not entitled to do such a thing as
Mod(S2,P)DM is isomorphic to P2 blown up only at the four triple points in the
figure above. Notice that [1 : 1 : 1] is not a point of indeterminacy of g˜f as this
point has already been blown up to obtain Mod(S2,P)DM. So for this particular
map gf : P2 → P2, there is no lift
g˜f : Mod(S2,P)DM −→ Mod(S2,P)DM,
such that the following diagram commutes.
Mod(S2,P)DM
egf //
β

Mod(S2,P)DM
β

P2
gf // P2
We now contemplate whether the following diagram commutes for all Thurston
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maps f : S2 → S2 which realize portrait R.
Teich(S2,P) σf //
p¯i

Teich(S2,P)
p¯i

Mod(S2,P)DM Mod(S2,P)DM
egfoo
By definition, the above diagram commutes if
g˜f (p¯i (σf (τ))) = p¯i(τ)
for all τ ∈ Teich(S2,P).
Lemma 9.3.1. The diagram above commutes if and only if
{[−1 : 1 : 1], [1 : −1 : 1], [1 : 1 : −1]} ∩ p¯i
(
σf
(
Teich(S2,P)
))
= ∅.
Proof. This follows immediately from the discussion above. 
Proposition 9.3.1. There exists a Thurston map f : S2 → S2 which realizes R,
such that [−1 : 1 : 1] ∈ p¯i
(
σf
(
Teich(S2,Pf )
))
.
Proof. Define the closed sets
A := p¯i−1 ({[1 : 1 : 1], [−1 : 1 : 1], [1 : −1 : 1], [1 : 1 : −1]}) ⊂ Teich(S2,Pf ),
and
B := p¯i−1 ([−1 : 1 : 1]) ⊂ A.
Notice that
σf
(
p¯i−1
(
E[1:0:0]
)) ⊆ A.
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Fix b ∈ B, and define
 := d(b, A−B)WP .
Choose τ ′ ∈ Teich(S2,Pf ) so that d(τ ′, b) < /2.
Let c ∈ p¯i−1 (E[1:0:0]) ⊂ Teich(S2,Pf ), and choose τ ∈ Teich(S2,Pf ) such that
d(τ, c)WP <

2
√
2
.
We now manufacture a Thurston map f : S2 → S2 which realizes portrait R,
such that σf (τ) = τ
′. Recall the polynomial
Fx(z) = 1− z
2
x22
.
which induced the map gf : P2 → P2. Set x := pi(τ ′), and we have such a
polynomial Fx. Choose a homeomorphism φ : (S
2,P) −→ (P1, φ(P)), in the class
of homeomorphisms defined by τ , and normalize so that φ(0) = 0, φ(1) = 1, and
φ(∞) = ∞. Choose a homeomorphism ψ : (S2,P) −→ (P1, ψ(P)), in the class
of homeomorphisms defined by τ ′, and normalize so that ψ(0) = 0, ψ(1) = 1, and
ψ(∞) =∞. Define the Thurston map
f := φ−1 ◦ Fx ◦ ψ.
This Thurston map has postcritical set P , and it realizes R. Moreover, σf (τ) = τ ′,
by construction.
By theorem 7.2.2,
σf : Teich(S2,P) −→ Teich(S2,P)
is
√
2-Lipschitz. We have
d(σf (τ), σf (c))WP ≤
√
2d(τ, c)WP <
√
2
(

2
√
2
)
= /2.
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and so
d(τ ′, σf (c)) < /2.
If the diagram is to commute, then we must have σf (c) ⊂ A, but from the estimates
above, we must have σf (c) ∈ B, which implies that
[−1 : 1 : 1] ∈ p¯i
(
σf
(
Teich(S2,P)
))
.
Hence, by lemma 9.3.1, the diagram
Teich(S2,P) σf //
p¯i

Teich(S2,P)
p¯i

Mod(S2,P)DM Mod(S2,P)DM
egfoo
does not commute. 
The arguments outlined in the above example should carry over to higher di-
mensions; that is, one could show for many more examples that if the induced map
extends to Pn, then it does not extend to Mod(S2,P)DM. There was nothing spe-
cial about the fact that |P| = 5, other than the fact that Mod(S2,P)DM becomes
more complicated for |P| > 5. However, an analogous argument could be made,
just using more complicated combinatorics to understand Mod(S2,P)DM.
The example 9.2.1 is quite interesting. Of the three compactifications, the
Mod(S2,P)Pn “works the best” in the sense that the induced map gf : P2 → P2
extends holomorphically. Note that in this example, R is of polynomial type.
This is consistent with the remarks made in chapter 3. Thus, when working with
Thurston maps which are topological polynomials, it is more natural to consider
the Pn compactification of moduli space.
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CHAPTER 10
STATIC PORTRAITS AND MINIMAL PORTRAITS
Let f : S2 → S2 be a Thurston map of degree d with postcritical set Pf . One
can naturally inquire
• is there a map gf : Pn 99K Pn making the diagram
Teich(S2,Pf )
σf //
pi

Teich(S2,Pf )
pi

Pn Pn
gfoo_ _ _ _ _ _ _ _ _ _ _ _ _ _
commute? And
• can the map gf be extended to a holomorphic map gf : Pn → Pn?
In this chapter we discuss these questions in detail and introduce static portraits
and minimal portraits, two tools that are remarkably simple but very useful in
analyzing the questions above. We motivate the discussion that follows with an
example.
As proven in theorem 4.0.1, if R is a periodic ramification portrait of polynomial
type, of degree d, and if f is any Thurston map realizing R, then there exists a
postcritically finite endomorphism gf : Pn → Pn such that the following diagram
commutes.
Teich(S2,Pf )
σf //
pi

Teich(S2,Pf )
pi

Pn Pn
gfoo
It is quite natural to wonder if this result generalizes further; for example, if
R is a periodic ramification portrait of degree d, which is not of polynomial type,
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then is there a map gf : Pn → Pn, which makes the diagram above commute? The
following example provides a negative answer.
Example 10.0.2. Let R be the following ramification portrait, which is periodic
of degree 3. Note that R is not of polynomial type.
0 2ee 1 2ee ∞ 2ff p 2ee
Suppose f : S2 → S2 is a Thurston map with postcritical set Pf = {0, 1,∞, p}
which realizes R. (Since R is not of polynomial type, we cannot apply theorem
2.4.1, so we might first wonder if such an f exists. Results in [5] imply that it
indeed does: degree 4 is the minimum degree where branch data is not realized).
Let τ ∈ Teich(S2,Pf ) of which φ : (S2,Pf ) −→ (P1, φ(Pf )) is a representative
homeomorphism, normalized so that φ(0) = 0, φ(1) = 1, and φ(∞) = ∞. For
notation, suppose φ(p) = X. Then τ ′ := σf (τ) is represented by a homeomorphism
ψ : (S2,Pf ) −→ (P1, ψ(Pf )), so that ψ(0) = 0, ψ(1) = 1 and ψ(∞) =∞, such that
the following diagram commutes,
(S2,Pf ) ψ //
f

(P1, ψ(Pf ))
Fφ

(S2,Pf ) φ // (P1, φ(Pf ))
where Fφ : (P1, ψ(Pf )) −→ (P1, φ(Pf )) is a rational function of degree 3. For
notation, suppose that ψ(p) = x. The commutative diagram above implies that
• Fφ has four simple critical points at: 0, 1,∞, and x, and
• Fφ(0) = 0, Fφ(1) = 1, Fφ(∞) =∞, and Fφ(x) = X.
Imposing the conditions that Fφ(∞) = ∞, Fφ(0) = 0, Fφ(1) = 1, F ′φ(0) = 0, and
F ′φ(∞) = 0 implies that a normal form for Fφ is
Fφ(z) =
z2(az + b)
z + a+ b− 1
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where a and b are complex parameters. Imposing the condition that F ′φ(1) = 0,
we have
a =
1− 2b
3
,
and so Fφ(z) becomes
Fφ(z) =
z2(z − 2bz + 3b)
3z + b− 2 .
We have determined Fφ up to the parameter b. If f has the piσ-property, then we
should be able to express the parameter b in terms of x. To this end, we consider
our remaining two equations: F ′φ(x) = 0 and Fφ(x) = X which imply
b2 + 2(x− 1)b− x = 0 and x2(x− 2bx+ 3b)−X(3x+ b− 2) = 0.
We eliminate the parameter b from these last two equations obtaining:
b =
x3 − 3Xx− 2X
2x3 − 3x2 +X and x
4 − 4x3X + 6x2X − 4xX +X2 = 0.
So we see that the parameter b cannot be expressed in terms of x, but in terms of
both x and X. Notice that the final equation
x4 − 4x3X + 6x2X − 4xX +X2 = 0
defines a correspondence on P1 × P1, which is degree 4 in x and degree 2 in X.
Thus, there is no map gf : P1 → P1, which makes the diagram commute. Note
that in the cases where there is such a map gf , the degree in the variable X would
be 1.
The above example indicates that there was something special about the poly-
nomial portraits as opposed to portraits for general Thurston maps. However,
it is certainly not the case that a map gf exists for any ramification portrait of
polynomial type; in fact, example 5.2.1 contains such a portrait.
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In proposition 5.1.4, we saw that for a general Thurston map, one does not
obtain a map gf : Pn 99K Pn, but rather, one obtains a correspondence.
We now introduce static portraits; these objects are essential for the discussion
that follows.
10.1 Static portraits
Inspired by the calculations in chapters 4 and 5, we define static portraits . These
objects are combinatorial in nature, but while ramification portraits are dynamical,
static portraits are not.
Definition 10.1.1. We say that St(A,B, α, ν) is a static portrait of degree d if A
and B are finite sets, and there are maps α : A→ B and ν : A→ N such that
• ∑a∈A(ν(a)− 1) = 2d− 2, and
• ∀ b ∈ B, ∑a∈α−1(b) ν(a) ≤ d.
Just as for ramification portraits, we define what it means for two static por-
traits to be isomorphic.
Definition 10.1.2. Let St1 := St(A1, B1, α1, ν1) and St2 := St(A2, B2, α2, ν2) be
static portraits. Then St1 and St2 are isomorphic if there are bijections β : A1 → A2
and δ : B1 → B2 such that the following two diagrams commute,
A1
α1

β // A2
α2

B1
δ // B2
A1
β //
ν1   A
AA
AA
AA
A2
ν2~~}}
}}
}}
}
N
and we write St1 ∼iso St2. Any a pair of maps (β, δ) is called an isomorphism
between St1 and St2.
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Each ramification portrait R(Ω, P, α, ν) of degree d, is naturally a static portrait
of degree d: St(R) := St(Ω ∪ P, P, α, ν).
Example 10.1.1. If f(z) = z2 + i, then Rf is represented by:
0
2 // i // −1 + i // −i`` ∞ 2ff
and St(Rf ) is represented by
0
2 // i′ i // (−1 + i)′ −1 + i // (−i)′ ∞ 2 //∞′
−i
OO
Notice that the domain and range are not identified, so the domain elements are
not identified with the range elements. The elements in the range are denoted with
a “ ′ ”. The arrows above represent the action of the map α, and the numbers
above the arrows represent the map ν, where there is no number over the arrow
from x 7→ y iff ν(x) = 1.
10.1.1 Thurston maps
Let f : S2 → S2 be a Thurston map of degree d with postcritical set |Pf |. Identify
Mod(S2,Pf ) with Pn −∆ in the standard way.
Let τ ∈ Teich(S2,Pf ) of which φ : (S2,Pf ) −→ (P1, φ(Pf )) is a representative
homeomorphism, normalized in the standard way. Then there is a unique homeo-
morphism ψ : (S2,Pf ) −→ (P1, ψ(Pf )), normalized in the standard way, such that
the diagram commutes, where Fφ is a rational function of degree d,
(S2,Pf )
f

ψ //
(
P1, ψ(Pf )
)
Fφ

(S2,Pf ) φ //
(
P1, φ(Pf )
)
.
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where ψ represents τ ′ := σf (τ).
Observe that
Fφ|ΩFφ∪ψ(Pf ) : ΩFφ ∪ ψ(Pf ) −→ φ(Pf ),
where ΩFφ is the set of critical points of the map Fφ. We can therefore consider
the static portrait St(ΩFφ ∪ ψ(Pf ), φ(Pf ), Fφ, loc deg Fφ).
Definition 10.1.3. Let Fφ be the map defined above. The static portrait associated
to the map Fφ is St(Fφ) := St(ΩFφ ∪ ψ(Pf ), φ(Pf ), Fφ, loc deg Fφ).
Since the diagram above commutes, it is clear that St(Fφ) ∼iso St(Rf ).
10.1.2 Equations and correspondences
Let f : S2 → S2 be a Thurston map of degree d, and identify Mod(S2,Pf ) with
Pn −∆ in the standard way. Recall the map
Π : Teich(S2,Pf )× σf (Teich(S2,Pf )) −→ Mod(S2,Pf )×Mod(S2,Pf )
given by
Π : (τ, σf (τ)) 7−→ (pi(τ), pi(σf (τ))).
By proposition 5.1.4,
Vf := Π
(
Teich(S2,Pf )× σf (Teich(S2,Pf ))
)
is an algebraic subvariety of Pn×Pn.This algebraic subvariety defines a correspon-
dence in Pn × Pn. In proposition 5.1.5, we saw that the degree of ρ2(Vf ) is equal
to 1, if and only it there is an induced map gf : Pn 99K Pn.
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We now discuss this correspondence in terms of static portraits, specifically for
topological polynomials. The discussion for general Thurston maps is analogous.
Let the Thurston map f : S2 → S2 be a topological polynomial of degree d
with postcritical set |Pf |. Identify Mod(S2,Pf ) with Pn −∆ in the standard way.
Let τ ∈ Teich(S2,Pf ) of which φ : (S2,Pf ) −→ (P1, φ(Pf )) is a representative
homeomorphism, normalized in the standard way. Then there is a unique homeo-
morphism ψ : (S2,Pf ) −→ (P1, ψ(Pf )), normalized in the standard way, such that
the diagram commutes, where Fφ is a rational function of degree d,
(S2,Pf )
f

ψ //
(
P1, ψ(Pf )
)
Fφ

(S2,Pf ) φ //
(
P1, φ(Pf )
)
.
where ψ represents τ ′ := σf (τ).
The map Fφ is a polynomial of degree d, and so it is of the form
Fφ(z) = adz
d + . . .+ aiz
i + . . . a0,
where the al are complex numbers determined by f and φ. Consider the static
portrait St(ΩFφ ∪ ψ(Pf ), φ(Pf ), F, loc deg Fφ). For each wi ∈ ΩFφ ∪ ψ(Pf ), there
is a set of equations Eqwi . The point wi satisfies equations of the form
Fφ(wi) = yj, for some yj ∈ φ(Pf ).
But wi may also satisfy one or both types of the following equations:
1. F
(m)
φ (wi) = 0 where F
(m)
φ is the mth derivative of Fφ,
2. Fφ(wi)− Fφ(t) = 0, for some t ∈ ΩFφ ∪ ψ(Pf ).
114
Define the set of equations associated to the static portrait St(Fφ) to be
EqFφ :=
⋃
wi∈ΩFφ∪ψ(Pf )
Eqwi .
By construction, EqFφ is composed entirely of algebraic equations involving the
al, and the variables xi, yj, and αk, where
xi ∈ ψ(Pf ), yj ∈ φ(Pf ), and αk ∈ ΩFφ − ΩFφ ∩ ψ(Pf ).
We can eliminate the αk and the al from all of the equations to obtain a new set
of equations involving only the variables xi ∈ ψ(Pf ) and yj ∈ φ(Pf ). Notice that
the xi and yj are the moduli space variables, whereas the αk were not. The new
set of equations in the xi and yj contain the correspondence defining the algebraic
subvariety Vf . Note that we can solve for each of the yj in terms of the xi if and
only if there is an induced map gf : Pn 99K Pn.
To determine if f has the piσ-property, we need to write each of the al as a
function of the points in ψ(Pf ), not the points in φ(Pf ); hence we restrict our
attention to the minimal portrait associated to Fφ.
Consider the set
DFφ := ΩFφ ∪ {w ∈ ΩFφ ∪ ψ(Pf ) : ∃ w′ 6= w where Fφ(w) = Fφ(w′)}.
Definition 10.1.4. Let Fφ be the map defined above. The minimal portrait asso-
ciated to the map Fφ is
Min(Fφ) := St
(
DFφ ∩ ψ(Pf ), Fφ(DFφ ∩ ψ(Pf )), Fφ, loc deg Fφ
)
.
We revisit example 10.1.1.
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Example 10.1.2. If f(z) = z2 + i, then Rf is represented by:
0
2 // i // −1 + i // −i`` ∞ 2ff
and Min(Fφ) is represented by
0
2 // i′ i // (−1 + i)′ ∞ 2 //∞′
−i
OO
Consider the subset eqFφ ⊆ EqFφ which consists of all equations in EqFφ except
those which involve the yj, (the marked points in the range of Fφ). The equations
in the set eqFφ involve only points in ΩFφ ∪ ψ(Pf ). Each equation in eqFφ is of the
form
F
(m)
φ (wi) = 0 where F
(m)
φ is the mth derivative of Fφ, or
Fφ(wi)− Fφ(t) = 0, for some t ∈ ΩFφ ∪ ψ(Pf )
for some wi ∈ ΩFφ ∪ ψ(Pf ). That is, each equation in eqFφ involves only the al as
well as the variables xi ∈ ψ(Pf ), and αk ∈ ΩFφ − ΩFφ ∩ ψ(Pf ). The cardinality of
DFφ is precisely the number of variables xi and αk in the equations of eqFφ .
Define the set of equations associated to Min(Fφ) to be eqFφ .
Definition 10.1.5. The number |DFφ ∩ ψ(Pf )| is called the rank of Rf .
We will return to this definition later in the chapter.
We can eliminate all of the αk from the equations in eqFφ , and if we can then
solve for each of the al uniquely in terms of the xi, then f clearly has the piσ-
property. Otherwise, if the solution is not unique, or if we cannot solve for the al,
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then Vf is a correspondence. However, if Vf is reducible, f may still have the piσ-
property, and there could still be an induced map. This happens in the unicritical
case (see [23]).
Definition 10.1.6. Let Fφ, al and eqFφ be as above. We say that eqFφ is solvable
if the equations of eqFφ can be solved uniquely for the al.
The following lemma asserts that if St(Fφ1) is isomorphic to St(Fφ2), then the
sets of equations EqFφ1 and EqFφ2 are the same (up to a change of variables).
Lemma 10.1.1. Let the Thurston maps f1 and f2 be topological polynomials of
degree d such that St(Fφ1) is isomorphic to St(Fφ2). Then the equations contained
in EqFφ1 are the same as the equations contained in Eq(Fφ2), up to a change of
variables.
Proof. The follows immediately from the definitions. 
The above lemma implies that the equations of eq
φ1
and the equations of eqFφ2
are the same up to a change of variables.
Proposition 10.1.1. Let f1 and f2 be Thurston maps with postcritical sets Pf1
and Pf2 respectively. Choose some normalization, identifying Mod(S2,Pf1) with
Pn1 −∆1, and Mod(S2,Pf2) with Pn2 −∆2. Suppose that Min(Fφ1) is isomorphic
to Min(Fφ2). Then
• eqF1 := eqFφ1 is solvable if and only if eqF2 := eqFφ2 is solvable,
• there is an induced map gf1 : Pn1 99K Pn1 if and only if there is an induced
map gf2 : Pn2 99K Pn2, and
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• alg deg (gf1) = alg deg (gf2)
Proof. The proof of the first point above follows directly from lemma 10.1.1. We
now proceed with the proof of the second part. To prove the second point above, we
require some notation. Enumerate the elements of DFφ1 ∩ ψ1(Pf1) as x1, . . . , xN ,
and enumerate the elements of DφF2 ∩ ψ2(Pf2) as y1, . . . , yN ,. Enumerate the
elements of Fφ1(DFφ1 ∩ ψ1(Pf1)) as X1, . . . XM , and enumerate the elements of
Fφ2(DφF2 ∩ ψ2(Pf2)) as Y1, . . . , YM ,. Since Min(Fφ1) is isomorphic to Min(Fφ2),
there is an isomorphism (β, δ). We may assume that we have enumerated the xi
and yi and the Xi and Yi in a way which reflects this isomorphism, that is, suppose
that β(xi) = yi and suppose that δ(Xi) = Yi. Suppose there is an induced map
gf1 : Pn1 99K Pn1 . Then for each i ∈ [1,M ], we can write
Xi := Xi(x1, . . . , xN),
which means for each i ∈ [1,M ], we have
Yi := Yi(y1, . . . , yN).
Since there is an induced map gf1 : Pn1 99K Pn1 , f1 has the piσ-property, and hence
f2 does as well. Consider the remaining data in the static portrait of Fφ2 . Recall
that
Fφ2 : ΩFφ2 ∪ ψ(Pf ) −→ φ(Pf )
is surjective. Recall that in order for Fφ2 to induce a map, we must write each
Y ∈ φ(Pf ) as a function of the points of ψ(Pf ). Thus far, we have written
Y1, . . . , YM as functions of the y1, . . . , yN . We must now take care of the remaining
points of φ(Pf ). Let Y ∈ φ(Pf ). Then
1. Y is not a critical value of Fφ2 , and
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2. there exists a unique y ∈ ψ(Pf ) so that Fφ2(y) = Y .
For otherwise, Y would have been in Fφ2(DFφ2 ). Thus, Y = Fφ2(y), which is a
function of the elements of ψ(Pf ) since f2 has the piσ-property. Therefore there is
an induced map gf2 : Pn2 99K Pn2 . This argument is symmetric in f1 and f2, so
the if and only if assertion holds.
Let (F˜1)w denote the monic polynomial associated to Fφ1 , and let (F˜2)w denote
the monic polynomial associated to Fφ2 . Since the static portraits are isomorphic,
the the polynomials (F˜1)w and (F˜2)w will have exactly the same form. They will
be identical except for possible relabeling of variables, and up to normalization.
Hence the algebraic degrees of the induced maps gf1 and gf2 must be the same. 
The proposition above is very inspiring. We see that to determine if there is an
induced map, we should look at the static portrait of Fφ. We obtain the following
theorem.
Theorem 10.1.1. Let the Thurston map f : S2 → S2 be a topological polynomial of
degree d. Identify Mod(S2,Pf ) with Pn−∆ in the standard way, and suppose that f
has the piσ-property, and that Fφ induces a map gf : Pn 99K Pn. If rank(Rf ) < |Pf |,
and if gf is an endomorphism, then
alg deg(gf ) = d.
Proof. We have already seen in corollary 5.2.1, that if alg deg(gf ) = d, then gf is
an endomorphism. As mentioned in the proof of corollary 5.2.1, alg deg(gf ) ≥ d.
We suppose now that alg deg(gf ) > d and then prove that the induced map gf has
points of indeterminacy. The polynomial Fφ has the following form:
Fφ(z) = αdz
d + . . .+ α0.
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Consider the minimal portrait for Fφ, the set of equations contained in eqFφ , and
the set DFφ . Normalize some way so that we identify φ ∈ Mod(S2,Pf ) with the
point [x1 : . . . : xn : 1] ∈ Pn −∆. Enumerate the elements of DFφ as
DFφ = {ω1, . . . , ωk, x1, . . . , xr},
where {x1, . . . , xr} = DFφ ∩ ψ(Pf ). Notice that the rank of Rf is then equal to r.
A priori, we can adjust our identification of Mod(S2,Pf ) with Pn−∆ to label the
points this way. Since f has the piσ-property, we can solve the equations in eqFφ
for the αi, writing αi as a function of x1, . . . , xr.
We can then consider the monic polynomial associated to Fφ, which we may
write as
F˜w(z) = z
d +
pd−1({w1, . . . , wr, wr+1})
qd−1({w1, . . . , wr, wr+1})z
d−1 + . . .+
p0({w1, . . . , wr, wr+1})
q0({w1, . . . , wr, wr+1})
where we relabel so that wr+1 is the extra coordinate obtained in transforming to
homogeneous coordinates. Note that the pi and qi are homogeneous polynomials
which are assumed to have no common factors. If alg deg (gf ) > d, then there is
a qj so that deg(qj) > 0.
So the polynomial F˜w induces a map G˜f : Cn+1 → Cn+1 which is not holo-
morphic. Since G˜f is not holomorphic, there exists a nonconstant homogeneous
polynomial p({w1, . . . , wr, wr+1}) of minimal degree such that the map
H(w) := (p({w1, . . . , wr, wr+1}) · v1(w), . . . , p({w1, . . . , wr, wr+1}) · vn+1(w)) ,
is holomorphic. Notice that p({w1, . . . , wr, wr+1}) is defined up to scaling by a
nonzero complex number, and only depends on the variables w1, . . . , wr+1. The
algebraic degree of gf is equal to d+ deg(p). Consider the polynomial
hw(z) := p(w) · F˜w(z).
120
This polynomial is homogeneous in the variables wi (for i ∈ [1, r+1]) and z, and it
is homogeneous of degree d+ deg(p). Moreover, this polynomial induces the map
H : Cn+1 → Cn+1, and the following diagram commutes.
Cn+1 − {0} H //

Cn+1



Pn
gf //____________ Pn
We may express the polynomial hw as
hw(z) = p({w1, . . . , wr+1})zd+βd−1({w1, . . . , wr+1})zd−1+ . . .+β0({w1, . . . , wr+1})
where βi is a homogeneous polynomial in the wi, of degree greater than 0.
A priori, we can change our normalization to suppose that
{0,∞} ⊂ {x1, . . . , xr},
where xr+1 = 1. Then we see that the coefficients of the polynomial hw depend
only on r − 2 variables. Reindex, and suppose that
hw(z) = p({w1, . . . , wr−2})zd+βd−1({w1, . . . , wr−2})zd−1+. . .+β0({w1, . . . , wr−2}).
The rank of Rf is equal to r. If r−2 < n+1, then we can manufacture a point
of indeterminacy for the induced map gf .
Suppose that rank(Rf ) < |Pf | =⇒ r − 2 < n + 1. Consider the locus
in Cn+1 defined by Q := (0, . . . , 0, wr−1, . . . , wn+1). Since the coefficients of hw
are homogeneous polynomials which depend only on w1, . . . , wr−2, hw must be
identically 0 on Q. Therefore, if r − 2 < n+ 1, then the locus
I := [0 : . . . : 0 : wr−1 : . . . : wn+1] ∈ Pn
is part of the indeterminacy locus for the induced map gf . 
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The previous proposition gives us the following corollary.
Corollary 10.1.1. Let the Thurston map f : S2 → S2 be a topological polynomial
of degree d. IdentifyMod(S2,Pf ) with Pn−∆ in the standard way, and suppose that
f has the piσ-property, such that Fφ induces a map gf : Pn 99K Pn. If rank(Rf ) = 2,
or if rank(Rf ) = 3, then gf is necessarily an endomorphism which is postcritically
finite.
Proof. We prove that the algebraic degree of any such gf must be equal to d. Find
a Thurston map f ′ such that |Pf ′| = 4 and Min(Fφ) is isomorphic to Min(F ′φ). By
proposition 10.1.1, there is an induced map gf ′ : P1 → P1, such that
alg deg (gf ) = alg deg (gf ′).
Since Min(Fφ) and Min(F
′
φ) are isomorphic, rank(Rf ) = rank(Rf ′), so we see
that the condition rank(Rf ′) < |Pf ′| = 4, is automatically satisfied. Hence, gf ′ :
P1 → P1 is holomorphic if and only if alg deg (gf ′) = d. But every such map is
holomorphic on P1, so we must always have the condition that alg deg (gf ′) = d.
Hence alg deg (gf ) = d as well, so gf is a postcritically finite endomorphism. 
We summarize the necessary and sufficient conditions for the induced map gf
to be holomorphic with theorem 10.1.2.
Theorem 10.1.2. Let the Thurston map f : S2 → S2 be a topological polynomial
of degree d. IdentifyMod(S2,Pf ) with Pn−∆ in the standard way, and suppose that
f has the piσ-property, and that Fφ induces a map gf : Pn 99K Pn. If d < |Pf | − 3,
or if rank(Rf ) < |Pf |, then gf is an endomorphism if and only if
alg deg(gf ) = d.
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CHAPTER 11
IN SUMMARY
In this thesis we constructed postcritically finite endomorphisms of Pn using
the combinatorics of various Thurston maps in chapter 4. We defined the key idea
behind the construction: the piσ-property of a Thurston map f in chapter 5. We
established some results about the necessary and sufficient conditions under which
the maps gf are holomorphic in chapters 5 and 10, and we interpreted the periodic
cycles of gf in Pn −∆ in chapter 8.
In our analysis, we established a link between the induced map gf : Pn → Pn,
and the pullback map σf : Teich(S
2,Pf ) −→ Teich(S2,Pf ). We were able to
exploit this link to deduce new results about σf in chapter 6, and results about gf
in chapters 7, 8, and 9. We hope to continue to exploit this connection between
the maps to learn even more about the complex dynamics and Teichmu¨ller theory
involved.
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