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Abstrat
We modify the usual Erd®s-Rényi random graph evolution by letting onneted
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ted single sites) due to a Poisson
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1 Introdution
1.1 Context
In onventional models of equilibrium statistial physis, suh as Bernoulli perolation,
random luster models, the Ising model or the Heisenberg model there is always a pa-
rameter whih ontrols the harater of the equilibrium Gibbs measure: in perolation
and random luster-type models this is the density of open sites/edges, in the Ising or
Heisenberg models the inverse temperature. Typially the following happens: tuning the
ontrol parameter at a partiular value (the ritial density or the ritial inverse temper-
ature) the system exhibits ritial behavior in the thermodynamial limit, manifesting
e.g. in power law rather than exponential deay of the upper tail of the distribution of
the size of onneted lusters. O this partiular ritial value of the ontrol parameter
these distributions deay exponentially. We emphasize here that the ritial behavior is
observed only at this partiular ritial value of the ontrol parameter.
As opposed to this, in some dynamially dened models of interating mirosopi
units one expets the following robust manifestation of ritiality: In some systems dy-
namis dened naturally in terms of loal interations some eets an propagate in-
stantaneously through marosopi distanes in the system. This behavior may have
dramati eets on the global behavior, driving the system to a permanent ritial state.
The point is that without tuning nely some parameter of the interation the dynamis
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drives the system to ritiality. This kind of behavior is alled self-organized ritiality
(SOC) in the physis literature. The two best known examples are the sandpile mod-
els where so alled avalanhes spread over marosopi distanes instantaneously, and
the forest re models where beside the Poissonian ow of swithing sites/edges from
empty to oupied state (i.e. trees being grown), at some instants onneted lusters
of oupied sites/edges (forests of trees) are turned from oupied to empty state
instantaneously (i.e. forests hit by lightnings are burnt down on a muh faster time sale
than the growth of trees). These models and these phenomena prove to be diult to
analyze mathematially rigorously due to the following two fats: (1) There are always
two ompeting omponents of the dynamis (in the forest re models: growing trees
and burning down forests) ausing lak of any kind of monotoniity of the models. (2)
Long range eets due to instantaneous propagation of short range interations are very
diult to be ontrolled.
Regarding forest re models there are very few mathematially rigorous results de-
sribing SOC. The best known and most studied model of forest res is the so-alled
Drossel-Shwabl model. For the original formulation see [11℄, or the more reent survey
[16℄. We formulate here a related variant.
Let Λn := Z
d ∩ [−n, n]d. The state spae of the model of size n is Ωn := {0, 1}Λn:
sites of Λn an be oupied by a tree (1) or empty (0). The dynamis onsists of two
ompeting mehanisms:
(A) Empty (0) sites turn oupied (1) with rate one, independently of whatever else
happens in the system.
(B) Sites get hit by lightnings with rate λ(n), independently of whatever else happens
in the system. When site is hit by lightning its whole onneted luster of oupied sites
turns instantaneously from oupied (1) to empty (0) state. (That is: when a tree is
hit by lightning the whole forest to whih it belongs burns down instantaneously.)
The dynamis goes on indenitely.
As long as n is kept xed the mehanism A+B denes a deent nite state Markov
proess  though a rather ompliated one. The main question is: what happens in the
thermodynami limit, when n → ∞, Λn ր Zd? Can one speify a dynamis on the
state spae Ω∞ := {0, 1}Zd whih ould be identied with the innite volume limit of the
systems dened above?
In order to make some guesses, one has rst to speify the lightning rate λ(n). In-
tuitively one expets four regimes of the rate λ(n) with essentially dierent asymptoti
behavior of the system in the limit of innite volume:
I. If λ(n)≪ |Λn|−1 then the eet of lightning is simply not felt in the thermodynami
limit: in marosopi time intervals of any xed length no lightning will hit the entire
system. Thus, in this regime the system will simply be the dynamial formulation
of Bernoulli perolation.
II. If λ(n) = |Λn|−1λ with some xed λ ∈ (0,∞) then one expets in the thermody-
nami limit the following dynamis (desribed in plain, non-tehnial terms). The
system evolves as dynamial site perolation, with independent Poisson evolutions
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on sites, and with rate λθ(t), where θ(t) is the density of the (unique) innite lus-
ter, the sites of this (unique) innite luster are turned from oupied to empty.
After this forest re the system keeps on evolving like dynamial perolation until
a new innite omponent is born, and the dynamis goes on indenitely.
III. If |Λn|−1 ≪ λ(n) ≪ 1 then in the innite volume limit - if it makes any sense -
something really interesting must happen: The lightning rate is too small to hit nite
lusters within any nite horizon. But it is too large to let the innite perolating
luster to be born. One an expet (somewhat naively) that in this regime in the
thermodynami limit a dynamis will be dened on Ω∞ in whih in plain words the
following happens:
- empty (0) sites turn oupied (1) with rate one, independently of whatever else
happens in the system;
- when the inipient innite perolating luster is about to be born, it is swithed
from oupied (1) to empty (0) state;
- the dynamis goes on indenitely.
In this way this presumed innitely extended dynamis would stik to a permanent
ritial state when the innite inipient ritial luster is always about to be born,
but not let to grow beyond ritiality.
IV. If λ(n) = λ ∈ (0,∞) then lightning will hit regularly even small lusters and thus,
one may expet that - if the innitely extended dynamis is well dened - the system
will stay subritial indenitely.
There is no problem with the mathematially rigorous denition of the innitely
extended dynamis in regimes I. and II. But these plain desriptions don't neessarily
make mathematial sense and it is not at all lear that suh innitely extended ritial
forest re models an at all be dened in a mathematially satisfatory way.
In our understanding, the most interesting open questions are the existene and har-
aterization of the innitely extended dynamis in regime III. and/or the λ → ∞ limit
in regime II. and/or the λ→ 0 limit in regime IV., after the thermodynami limit.
There are however some deep results regarding these (or some other related) models
of forest res, though lariation of the above questions seems to be far out of reah at
present.
Here follows a (neessarily inomplete) list of some important results related to these
questions:
 M. Dürre proves existene of innitely extended forest re dynamis in a related model
in the subritial regime IV. , [12℄. In a ompanion paper he also proves that under
some regularity onditions assumed the dynamis is uniquely dened, [13℄.
 J. van den Berg and R. Brouwer, respetively R. Brouwer onsider the so alled self-
destrutive perolation model, whih is very losely related to what we alled regime
II. above. They prove various deep tehnial results and formulate some intriguing
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onjetures related to the λ→∞ limit in regime II. (of the already innitely extended
dynamis), see [2℄, [3℄, [8℄
 J. van den Berg and A. Járai analyze the λ→ 0 asymptotis of the (innitely extended)
model in regime IV. in dimension 1, [4℄.
 J. van den Berg and B. Tóth onsider an inhomogeneous one dimensional model whih
indeed exhibits SOC, see [5℄. (In one dimensional spae-homogeneous models of ourse
there is no ritial behavior)
1.2 The model
We investigate a modiation of the dynamial formulation of the Erd®s-Rényi ran-
dom graph model, adding forest res aused by lightning to the onventional Erd®s-
Rényi oagulation mehanism. Atually our model will be a partiular oagulation-
fragmentation dynamis exhibiting robust self-organized ritiality.
Let Sn := {1, 2, . . . , n} and Bn := {(i, j) = (j, i) : i, j ∈ Sn, i 6= j} be the set of
verties, respetively, unoriented edges of the omplete graph Kn. We dene a dynamial
random graph model as follows. The state spae of our Markov proess is {0, 1}Bn.
Edges (i, j) of Kn will be alled oupied or empty aording whether ω(i, j) = 1 or
ω(i, j) = 0. As usual, we all lusters the maximal subsets onneted by oupied edges.
Assume that initially, at time t = 0, all edges are empty. The dynamis onsists of
the following
(A) Empty edges turn oupied with rate 1/n, independently of whatever else happens
in the system.
(B) Sites of Kn get hit by lightnings with rate λ(n), independently of whatever else
happens in the system. When a site is hit by lightning, all edges whih belong to its
onneted oupied luster turn instantaneously empty.
In this way a random graph dynamis is dened. The oagulation mehanism (A)
alone denes the well understood Erd®s-Rényi random graph model. For basi fats and
rened details of the Erd®s-Rényi random graph problem see [14℄, [6℄, [15℄. As we shall
see soon, adding the fragmentation mehanism (B) may ause essential hanges in the
behavior of the system.
We are interested of ourse in the asymptoti behavior of the system when n → ∞.
In order to formulate our problem rst have to introdue the proper spaes on whih our
proesses are dened.
We denote
V :={v = (vk)k∈N : vk ≥ 0, ∑
k∈N
vk ≤ 1
}
, θ(v) := 1−
∑
k∈N
vk, (1)
V1 :=
{
v ∈ V : θ(v) = 0}. (2)
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We endow V with the (weak) topology of omponent-wise onvergene. We may interpret
θ as the density of the giant omponent.
A map [0,∞) ∋ t 7→ v(t) ∈ V whih is omponent-wise of bounded variation on om-
pat intervals of time and ontinuous from the left in [0,∞), will be alled a forest re
evolution (FFE). If v(t) ∈ V1 for all t ∈ [0,∞) we all the FFE onservative. Denote the
spae of FFE-s and onservative FFE-s by E , respetively, E1. The spae E is endowed
with the topology of omponent-wise weak onvergene of the signed measures orre-
sponding to the funtions vk(·) on ompat intervals of time. This topology is metrizable
and the spae E endowed with this topology is omplete and separable.
Now, we dene the luster size distribution in our random graph proess as follows
vn,k(t) := n
−1#{j ∈ Sn : j belongs to a luster of size k at time t} =: n−1Vn,k(t), (3)
vn(t) :=
(
vn,k(t)
)
k∈N
. (4)
This means that vn(t) is the luster size distribution of a uniformly seleted site from
Sn, at time t. Clearly, the random trajetory t 7→ vn(t) is a (onservative) FFE. We
onsider the left-ontinuous version of t 7→ vn(t) instead of the traditional .à.d.l.à.g., for
tehnial reasons disussed in Subsetion 2.1.
We investigate the asymptotis of this proess, as n→∞.
It is well known (see e.g. [9℄, [10℄, [1℄) that in the Erd®s-Rényi ase  that is: if
λ(n) = 0
vn(·) P−→ v(·) =
(
vk(·)
)
k∈N
as n→∞, (5)
where the deterministi funtions t 7→ vk(t) are solutions of the innite system of ODE-s
v˙k(t) =
k
2
k−1∑
l=1
vl(t)vk−l(t)− kvk(t), k ≥ 1, (6)
with initial onditions
vk(0) = δk,1. (7)
The innite system of ODE-s (6) are the Smoluhowski oagulation equations, the initial
onditions (7) are usually alled monodisperse. The system (6) is atually not very sary:
it an be solved one-by-one for k = 1, 2, . . . in turn. For the initial onditions (7) the
solution is known expliitly:
vk(t) =
kk−1
k!
e−kttk−1.
(vk(t))
∞
k=1 ∈ V is a (possibly defeted) probability distribution alled the Borel distri-
bution: in a Galton-Watson branhing proess with ospring distribution POI(t) the
resulting random tree has k verties with probability vk(t). Thus the branhing proess
is subritial, ritial and superritial for t < 1, t = 1 and t > 1, respetively.
For general initial onditions vk(0) satisfying
∞∑
k=1
vk(0) = 1,
∞∑
k=1
k2vk(0) <∞,
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the qualitative behavior of the solution of (6) is similar: Dene the gelation time
T
gel
:=
( ∞∑
k=1
kvk(0)
)−1
(8)
 For 0 ≤ t < T
gel
the system is subritial: θ(v(t)) = 0 and, k 7→ vk(t) deay exponen-
tially with k.
 For T
gel
< t < ∞ the system is superritial: θ(v(t)) > 0 and k 7→ vk(t) deay
exponentially with k. Further on: t 7→ θ(v(t)) is smooth and stritly inreasing with
limt→∞ θ(v(t)) = 1.
 Finally, at t = T
gel
the system is ritial: θ(v(T
gel
)) = 0 and
∞∑
l=k
vl(Tgel) ≍ k−1/2 as k →∞. (9)
Our aim is to understand in similar terms the asymptoti behavior of the system
when, beside the Erd®s-Rényi oagulation mehanism, the fragmentation due to forest
res also take plae.
Similarly to the Drossel-Shwabl ase presented in subsetion 1.1 we have four regimes
of the lightning rate λ(n), in whih the asymptoti behavior is dierent:
I.: λ(n)≪ n−1,
II.: λ(n) = n−1λ, λ ∈ (0,∞),
III.: n−1 ≪ λ(n)≪ 1,
IV.: λ(n) = λ ∈ (0,∞).
The n→∞ asymptotis of the proesses t 7→ vn(t) in the four regimes is summarized
as follows:
I. The eet of lightnings is simply not felt in the n → ∞ limit. In this regime the
system will be the dynamial formulation of the Erd®s-Rényi random graph model,
the asymptoti desription presented in the previous paragraph is valid.
II. In the n → ∞ limit the sequene of proesses t 7→ vn(t) onverges weakly (in
distribution) in the topology of the spae E to a proess t 7→ v(t) desribed as
follows: The proess t 7→ v(t) evolves deterministially, driven by the Smoluhovski
equations (6) (exatly as in the limit of the dynamial Erd®s-Rényi model) with the
following Markovian random jumps added to the dynamis:
P
(
v(t + dt) = Jv
∣∣v(t) = v ) = λθ(v)dt+ o(dt) (10)
where J : V → V, (Jv)k = vk + δk,1θ(v). (11)
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In plain words: with rate λθ(v(t)) the amount of mass θ(v(t)) ontained in the gel
(i.e. the unique giant omponent) is instantaneously pushed into the singletons.
III. This is the most interesting regime and tehnially the ontent of the present paper.
In the n→∞ limit (5) holds, where now the deterministi funtions t 7→ vk(t) are
solutions of the innite system of onstrained ODE-s
v˙k(t) =
k
2
k−1∑
l=1
vl(t)vk−l(t)− kvk(t), k ≥ 2, (12)
∑
k∈N
vk(t) = 1, (13)
with the initial onditions (7). Mind the dierene between the system (6) at one
hand and the onstrained system (12)+(13) at the other: the rst equation from (6)
is replaed by the global onstraint (13). A rst onsequene is that it is no more
true that the ODE-s in (12) an be solved for k = 1, 2, . . . , one-by-one, in turn. The
system of ODE-s is genuinely innite. Up to T
gel
the solutions of (6), respetively,
of (12)+(13) oinide, of ourse. But dramati dierenes arise beyond this ritial
time. We prove that the system (12)+(13) admits a unique solution and for t ≥ T
gel
∞∑
l=k
vl(t) ∼
√
2ϕ(t)
π
k−1/2, as k →∞, (14)
where [T
gel
,∞) ∋ t 7→ ϕ(t) is stritly positive, bounded and Lipshitz ontinuous.
This shows that in this regime the random graph dynamis exhibits indeed self-
organized ritial behavior : beyond the ritial time T
gel
it stays ritial for ever.
The unique stationary solution of the system (12)+(13) is easily found
vk(∞) = 2
(
2n− 2
n− 1
)
1
n
4−n ≈ 1√
4π
k−3/2. (15)
IV. In the n→∞ limit (5) holds again, where now the deterministi funtions t 7→ vk(t)
are solutions of the innite system of ODE-s
v˙k(t) =
k
2
k−1∑
l=1
vl(t)vk−l(t)− kvk(t)− λkvk(t) + λδk,1
∞∑
l=1
lvl(t), k ≥ 1, (16)
with the initial onditions in V1. The system (16) is again a genuine innite system
(it an't be solved one-by-one for k = 1, 2, . . . in turn). The Cauhy problem (16)
with initial ondition in V1 has a unique solution, whih stays subritial, i.e. for
any t ∈ (0,∞) k 7→ vk(t) deays exponentially. The unique stationary solution is
losely related to that of (15):
vλ,k(∞) = (λ+ 1)
(
1− λ
2
(1 + λ)2
)k
vk(∞)
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1.3 The main results
We present the results formulated and proved only for the regime III: n−1 ≪ λ(n) ≪ 1,
whih shows self-organized ritial asymptoti behaviour. The methods developed along
the proofs are suient to prove the asymptoti behaviour in the other regimes, desribed
in items I, II and IV but we omit these (in our opinion less interesting) details.
Theorem 1. If the initial ondition v(0) ∈ V1 is suh that
∑∞
k=1 k
3vk(0) < +∞, and Tgel
is dened by (8) then the ritial forest re equations (12)+(13) have a unique solution
with the following properties:
1. For t ≤ T
gel
the solution oinides with that of (6).
2. For t ≥ T
gel
there exists a positive, loally Lipshitz-ontinuous funtion ϕ suh that
v˙1(t) = −v1(t) + ϕ(t) (17)
and (14) holds.
Theorem 2. Let Pn denote the law of the random FFE of the forest re Markov hain
vn(t) with initial ondition vn(0) and lightning rate parameter n
−1 ≪ λ(n) ≪ 1. If
vn(0) → v(0) ∈ V1 omponent-wise where
∑∞
k=1 k
3vk(t) < +∞ then the sequene of
probability measures Pn onverges weakly to the Dira measure onentrated on the unique
solution of the ritial forest re equations (12)+(13) with initial ondition v(0). In
partiular
∀ε > 0, t ≥ 0 lim
n→∞
P
( |vn,k(t)− vk(t)| ≥ ε ) = 0
2 Coagulation and fragmentation
2.1 Forest re ows
In this setion we investigate the underlying struture of forest re evolutions arising
from the oagulation-fragmentation dynamis of our model on n verties.
We dene auxiliary objets alled forest re ows: let qn,k,l(t) denote n
−1
times the
number of (k, l)-oagulation events (a omponent of size k merges with a omponent of
size l) up to time t. Let rn,k(t) denote n
−1 · k times the number of k-burning events (a
omponent of size k burns) up to time t. For the preise denitions see (27), (28), (30)
and (31).
In Subsetion 2.1 and Subsetion 2.2 we preisely formulate and prove lemmas based
on the following heuristi ideas:
• The state vn(t) of the forest re proess on n verties (see (4)) an be reovered if
we know the initial state vn(0), and the ow: qn,k,l(t) for all k, l ∈ N and rn,k(t) for
all k. The preise formula is (19).
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• (19) is similar to the equations (16). This will help us proving Theorem 2: if 1≪ n
and n−1 ≪ λ(n)≪ 1 then the random forest re evolution vn(t) "almost" satises
the equations (12)+(13) that uniquely determine the deterministi limiting objet
v(t). We essentially prove that (12) is satised in the n→∞ limit in Proposition
1 of Subsetion 2.2. We prove that (13) is satised in the limit in Subsetion 3.3.
We dene the moments of v ∈ V as
m0 =
∞∑
k=1
vk, m1 =
∞∑
k=1
k · vk, m2 =
∞∑
k=1
k2 · vk, m3 =
∞∑
k=1
k3 · vk
By (1) and (2) m0 = 1 if and only if v ∈ V1.
Fix T ∈ (0,∞). A map [0, T ] ∋ t 7→ v(t) ∈ V is a a forest re evolution (FFE) on
[0, T ] if vk(·), k ∈ N is of bounded variation and ontinuous from the left in (0, T ]. Denote
the spae of FFE-s on [0, T ] by E [0, T ] and the spae of FFE-s with initial ondition
v(0) = v ∈ V on [0, T ] by Ev[0, T ]. Note that a priori θ(·) = 1−
∑
k∈N vk(·) need not be
of bounded variation.
If vn(·) ∈ E [0, T ] is a sequene of FFE-s then we say that vn(·)→ v(·) if vn,k(·)⇒ vk(·)
for all k ∈ N where ⇒ denotes weak onvergene of the nite signed measures on
[0, T ] orresponding to the funtions vn,k(·) and vk(·). Note that we did not require the
onvergene of θn(·) to θ(·).
This topology is metrizable and the spaes E [0, T ] and Ev[0, T ] endowed with this
topology are separable and omplete (by Fatou's lemma, limn→∞ vn(t) stays in V).
Denote N := {1, 2, . . . } and N¯ := N ∪ {∞}.
A forest re ow (FFF) is a olletion of maps [0, T ] ∋ t 7→ (q(t), r(t)) where for
0 ≤ s ≤ t ≤ T
0 = qk,l(0) ≤ qk,l(s) ≤ qk,l(t), q(t) =
(
qk,l(t)
)
k,l∈N¯
, qk,l(t) = ql,k(t),
0 = rk(0) ≤ rk(s) ≤ rk(t), r(t) = (rk(t))k∈N¯, r1(t) ≡ 0
We dene
qk(t) :=
∑
l∈N¯
qk,l(t), q(t) :=
∑
k∈N¯
qk(t), r(t) :=
∑
k∈N¯
rk(t) (18)
and assume the niteness onditions q(T ) < +∞, r(T ) < +∞. All funtions involved
are ontinuous from the left in (0, T ]. This is why we have hosen to onsider the
left-ontinuous versions of these funtions rather than the traditional .à.d.l.à.g.: the
supremum of inreasing left-ontinuous funtions is itself left-ontinuous, thus the left-
ontinuity of qk, q and r automatially follows from the left-ontinuity of qk,l and rk.
We say that the FFF [0, T ] ∋ t 7→ (q(t), r(t)) is onsistent with the initial ondition
v(0) = v ∈ V if t 7→ v(t) dened by
vk(t) = vk(0) +
k
2
k−1∑
l=1
ql,k−l(t)− kqk(t)− rk(t) + 1 {k=1}r(t), k ∈ N. (19)
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is in Ev[0, T ]. That is: for all t ∈ [0, T ] and k ∈ N vk(t) ≥ 0 and
∑
k∈N vk(t) ≤ 1 holds.
In this ase we say that the FFF
(
q(·), r(·)) generates the FFE v(·).
We denote by Fv[0, T ] the spae of FFF-s onsistent with the initial ondition v(0) =
v ∈ V. For any v ∈ V, Fv[0, T ] 6= ∅, sine the zero ow is onsistent with any initial
ondition.
At this point we mention that later we are going to obtain a FFF
(
qn(·), rn(·)
)
from a realization of our model on n verties by (27), (28), (30) and (31). There is a
FFF orresponding to the limit objet as well: for the solution of the ritial forest re
equations (12)+(13) (the uniqueness of the solution is stated in Theorem 1) we dene(
q(·), r(·)) by
q˙k,l(t) = vk(t)vl(t), q∞,k(t) ≡ q∞,∞(t) ≡ 0, rk(t) ≡ 0, r˙∞(t) = ϕ(t) (20)
with the ϕ(t) of (17). In Denition 1 we dene a topology on the spae of FFFs. In later
setions we are going to prove that(
qn(·), rn(·)
)
P−→ (q(·), r(·))
from whih Theorem 2 will follow.
Summing (19) for k ∈ N we obtain a formula for the evolution of θ(·) dened in (1):
for s ≤ t
θ(t) = θ(s) + lim
K→∞
K∑
k=1
∞∑
l=K−k+1
k · (qk,l(t)− qk,l(s))+
∞∑
k=1
k · (qk,∞(t)− qk,∞(s))− (r∞(t)− r∞(s)) (21)
Later we will see that the term limK→∞
∑K
k=1
∑∞
l=K−k+1 k · (qk,l(t)− qk,l(s)) does not
vanish for the FFF dened by (20) for the unique solution v(t) of (12)+(13) if T
gel
≤ s < t:
this phenomenon is a sign of self-organized ritiality.
If
(
q(·), r(·)) is a FFF then the funtions qk,l, qk, q, rk and r (where k, l ∈ N¯) are
ontinuous from the left and inreasing with initial ondition 0: suh funtions are the
distribution funtions of nonnegative measures on [0, T ]. By q(T ) < +∞ and r(T ) < +∞
these measures are nite. We denote by "⇒" the weak onvergene of measures on [0, T ],
whih an alternatively be dened by point-wise onvergene of the distribution funtions
at the ontinuity points of the limiting funtion.
Denition 1. Let
(
qn(·), rn(·)
)
=
(
(qn,k,l(·))k,l∈N¯ , (rn,k(·))k∈N¯
)
, n = 1, 2, . . . be a se-
quene of FFFs. Dene qn,k(·), qn(·) and rn(·) for all n by (18).
We say that
(
qn(·), rn(·)
)→ (q(·), r(·)) as n→∞ if
∀ k, l ∈ N qn,k,l(·)⇒ qk,l(·)
∀ k ∈ N qn,k(·)⇒ qk(·)
qn(·)⇒ q(·)
∀ k ∈ N rn,k(·)⇒ rk(·)
rn(·)⇒ r(·)
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Note that we do not require rn,∞(·) ⇒ r∞(·) and qn,k,∞(·) ⇒ qk,∞ for k ∈ N¯. Nev-
ertheless these "missing" ingredients of the limit ow
(
q(·), r(·)) of onvergent ows are
uniquely determined by the onvergent ones if we rearrange the relations (18):
qk,∞(t) := qk(t)−
∑
l∈N
qk,l(t), (22)
r∞(t) := r(t)−
∑
k∈N
rk(t), (23)
q∞,∞(t) := q(t)− 2
∑
k∈N
qk(t) +
∑
k,l∈N
qk,l(t). (24)
In fat, rn,∞(·) 6⇒ r∞(·) and qn,k,∞(·) 6⇒ qk,∞ have a physial meaning in the forest re
model if
(
qn(·), rn(·)
)
is dened by (30) and (31):
• In the λ(n) = O(n−1) regime 0 ≡ qn,k,∞(·) 6⇒ qk,∞(·) 6≡ 0 indiates the presene of
a giant omponent. The preise formulation of this fat for the Erd®s-Rényi model
is (36).
• If λ(n) ≪ 1 then only "large" omponents burn. Indeed in Proposition 1 we are
going to prove that for all k ∈ N rn,k(·) onverges to 0 in probability an n → ∞.
Thus by (23) we have r(·) = r∞(·) in the limit. But Theorem 1, Theorem 2 and
(20) imply that 0 = rn,∞(t) 6⇒ r∞(t) =
∫ t
0
ϕ(s) ds > 0 for t > T
gel
.
Fv[0, T ] endowed with the topology of Denition 1 is a omplete separable metri
spae:
Lemma 1. If
(
qn(·), rn(·)
) ∈ Fv[0, T ] for all n ∈ N and (qn(·), rn(·)) → (q(·), r(·)),
then
(
q(·), r(·)) ∈ Fv[0, T ].
Proof. By the denition of weak onvergene, qk,l, qk, q, rk, r are inreasing left-ontinuous
funtions with initial value 0. We need to hek that the funtions r∞, qk,∞, and q∞,∞
(dened by (23), (22) and (24), respetively) are inreasing. We may assume that 0 ≤
s ≤ t ≤ T are ontinuity points of qk,l, qk, q, rk and r for all k, l ∈ N¯.
By Fatou's lemma we get
r∞(t)− r∞(s) = lim
n→∞
(rn(t)− rn(s))−
∑
k∈N
lim
n→∞
(rn,k(t)− rn,k(s))
≥ lim sup
n→∞
(
rn(t)− rn(s)−
∑
k∈N
(rn,k(t)− rn,k(s))
)
= lim sup
n→∞
(rn,∞(t)− rn,∞(s)) ≥ 0.
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One an prove similarly that qk,∞ is inreasing for k ∈ N. In order to prove that
q∞,∞(t)− q∞,∞(s) ≥ lim sup
n→∞
(qn,∞,∞(t)− qn,∞,∞(s))
let αn,k,l := qn,k,l(t)− qn,k,l(s) for k, l ∈ N¯. By (24) we only need to hek
lim
n→∞
∑
k,l∈N¯
αn,k,l − lim sup
n→∞
αn,∞,∞ ≥ 2
∑
k∈N
lim
n→∞
∑
l∈N¯
αn,k,l −
∑
k,l∈N
lim
n→∞
αn,k,l. (25)
Let
Km := {(k, l) : (k ≥ m and l = m) or (l ≥ m and k = m)} ∪ {(m,∞)} ∪ {(∞, m)}.
The left hand side of (25) is lim infn→∞
∑
m∈N βn,m, the right hand side is
∑
m∈N limn→∞ βn,m,
where βn,m :=
∑
(k,l)∈Km
αn,k,l, and the inequality follows from Fatou's lemma.
Now that we have proved that the limit of onvergent ows is itself a ow, we only
need to hek that the limit ow is onsistent with the initial ondition v, but this follows
from the fats that Ev[0, T ] is a losed metri spae and the mapping from Fv[0, T ] to
Ev[0, T ] dened by (19) is ontinuous with respet to the orresponding topologies.
Finally we dene the spae of all FFF-s as follows:
D[0, T ] := {(v,q(·), r(·)) : v ∈ V, (q(·), r(·)) ∈ Fv[0, T ]}.
This spae is again a omplete and separable metri spae if we dene
(
vn,qn(·), rn(·)
)→(
v,q(·), r(·)) by requiring vn → v (oordinate-wise) and (qn(·), rn(·))→ (q(·), r(·)).
Lemma 2. For any C <∞ the subset
KC [0, T ] :=
{(
v,q(·), r(·)) ∈ D[0, T ] : q(T ) ≤ C}
is ompat in D[0, T ].
Proof.
lim
K→∞
[
1
2
K∑
k=1
k−1∑
l=1
ql,k−l(T )−
K∑
k=1
qk(T )
]
= −1
2
q(T ) +
1
2
q∞,∞(T )
by q(T ) ≤ C, dominated onvergene and qk,l = ql,k. Thus summing the equations (19)
with oeients
1
k
we get
∞∑
k=1
1
k
vk(T )−
∞∑
k=1
1
k
vk(0) +
1
2
q(T ) =
∞∑
k=2
k − 1
k
rk(T ) + r∞(T ) +
1
2
q∞,∞(T ).
The inequalities
r(T ) ≤ 2 + C, r∞(T ) ≤ 1 + 1
2
C, rk(T ) ≤ (1 + C
2
)
k
k − 1 (26)
follow from v(T ) ∈ V and q(T ) ≤ C.
By Helly's seletion theorem and a diagonal argument we an hoose a onvergent
subsequene from any sequene of elements of KC [0, T ] with the limiting FFF itself being
an element of KC [0, T ].
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2.2 The Markov proess
It is easy to see that in order to prove Theorem 2 we do not need to know anything
about the graph struture of the onneted omponents: by the mean eld property of
the dynamis the stohasti proess vn(t) dened by (3) and (4) is itself a Markov hain.
The state spae of the Markov hain t 7→ Vn(t) is:
Ωn :=
{
V =
(
Vk)k∈N : Vk ∈ {0, k, 2k, . . . },
∑
k≥1
Vk = n
}
The allowed jumps of the Markov hain are desribed by the following jump trans-
formations for i ≤ j:
σi,j :
{
V ∈ Ωn : Vi
(
Vj − j1 {i=j}
)
> 0
}→ Ωn,(
σi,jV
)
k
:= Vk − i1 {k=i} − j1 {k=j} + (i+ j)1 {k=i+j},
τi :
{
V ∈ Ωn : Vi > 0
}→ Ωn, (τiV)k := Vk + i1 {k=1} − i1 {k=i}
The orresponding jump rates are an,i,j, bn,i : Ωn → R+:
an,i,j(V) :=
(
(1 + 1 {i=j})n
)−1
Vi
(
Vj − j1 {i=j}
)
, bn,i(V) := λ(n)Vi.
The innitesimal generator of the hain is :
Lnf(V) =
∑
i≤j
an,i,j(V)
(
f(σi,jV)− f(V)
)
+
∑
i
bn,i(V)
(
f(τiV)− f(V)
)
.
We denote by Qn,k,l(t) and by Rn,k(t) the number of σk,l-jumps, respetively k-times
the number of τk-jumps ourred in the time interval [0, t]:
Qn,k,l(t) :=
(
1 + 1 {k=l}
) · ∣∣{s ∈ [0, t] : Vn(s+ 0) = (σk,lVn)(s− 0)}∣∣ , (27)
Rn,k(t) := 1 {k 6=1}k ·
∣∣{s ∈ [0, t] : Vn(s+ 0) = (τkVn)(s− 0)}∣∣ . (28)
Finally, the saled objets are
vn,k(t) := n
−1Vn,k(t), vn(t) :=
(
vn,k(t)
)
k∈N
, (29)
qn,k,l(t) := n
−1Qn,k,l(t), qn,k,∞(t) ≡ 0, qn(t) :=
(
qn,k,l(t)
)
k,l∈N¯
, (30)
rn,k(t) := n
−1Rn,k(t), rn,∞(t) ≡ 0, rn(t) :=
(
rn,k(t)
)
k∈N¯
(31)
Now, given T ∈ (0,∞) and some initial onditions vn(0) = vn ∈ V1, learly t 7→ vn(t) ∈
V1 is a onservative FFE, generated by the FFF
(
vn,qn(·), rn(·)
) ∈ D[0, T ] through (19).
We denote by Pn the probability distribution of this proess on D[0, T ]. We will always
assume that the initial onditions onverge, as n→∞, to a deterministi element of V1:
lim
n→∞
vn,k(0) = vk, v := (vk)k∈N ∈ V1. (32)
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Proposition 1. The sequene of probability measures Pn is tight on D[0, T ]. If λ(n)≪ 1,
then any weak limit point P of the sequene Pn is onentrated on that subset of D[0, T ]
for whih the following hold for k, l ∈ N:
qk,l(t) =
∫ t
0
vk(s)vl(s)ds, qk(t) =
∫ t
0
vk(s)ds, q(t) ≤ t, rk(t) ≡ 0 (33)
v(0) = v. (34)
Proof. There is nothing to prove about the initial ondition (34): it was a priori assumed
in (32).
In order to prove the validity of the integral equations (33), note rst that it is
straightforward that the proesses q˜n,k,l(t), 〈q˜n,k,l〉(t), q˜n,k(t), 〈q˜n,k〉(t), r˜n,k(t), 〈r˜n,k〉(t),
dened below are martingales:
q˜n,k,l(t) := qn,k,l(t)−
∫ t
0
vn,k(s)vn,l(s)ds+
k1 {k=l}
n
∫ t
0
vn,k(s)ds,
〈q˜n,k,l〉(t) := q˜n,k,l(t)2 − 1 {k 6=l} + 21 {k=l}
n
∫ t
0
vn,k(s)vn,l(s)ds+
2k1 {k=l}
n2
∫ t
0
vn,k(s)ds,
q˜n,k(t) := qn,k(t)−
∫ t
0
vn,k(s)ds+
k
n
∫ t
0
vn,k(s)ds,
〈q˜n,k〉(t) := q˜n,k(t)2 − 1
n
∫ t
0
(
vn,k(s)
2 + vn,k(s)
)
ds+
2k
n2
∫ t
0
vn,k(s)ds,
q˜n(t) := qn(t)− t+ 1
n
∫ t
0
mn,1(s)ds,
〈q˜n〉(t) := q˜n(t)2 − 1
n
(
t+
∫ t
0
n∑
k=1
vn,k(s)
2ds
)
+
2
n2
∫ t
0
mn,1(s)ds,
r˜n,k(t) := rn,k(t)− λ(n)k
∫ t
0
vn,k(s)ds,
〈r˜n,k〉(t) := r˜n,k(t)2 − λ(n)k
2
n
∫ t
0
vn,k(s)ds.
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From Doob's maximal inequality it readily follows that for any k, l ∈ N and ε > 0
lim
n→∞
P
(
sup
0≤t≤T
∣∣ qn,k,l(t)− ∫ t
0
vn,k(s)vn,l(s)ds
∣∣ > ε ) = 0,
lim
n→∞
P
(
sup
0≤t≤T
∣∣ qn,k(t)− ∫ t
0
vn,k(s)ds
∣∣ > ε ) = 0,
lim
n→∞
P
(
sup
0≤t≤T
qn(t)− t > ε
)
= 0,
lim
n→∞
P
(
sup
0≤t≤T
∣∣ rn,k(t) ∣∣ > ε ) = 0.
Hene (33). Tightness follows from
E
(
qn(T )
) ≤ T, (35)
Markov's inequality and Lemma 2.
If we onsider the ase λ(n) ≡ 0 (this is the dynamial Erd®s-Rényi model) then
(5)+(6) follows from Proposition 1 sine (19) beomes
vk(t) = vk(0) +
k
2
k−1∑
l=1
ql,k−l(t)− kqk(t) = vk(0) +
∫ t
0
k
2
k−1∑
l=1
vl(s)vk−l(s)− kvk(s) ds
whih is the integral form of (6). Plugging (33) into (22) we get for t > T
gel
qk,∞(t) =
∫ t
0
vk(s)θ(s) ds > 0. (36)
2.3 The integrated Burgers ontrol problem
If v(·) ∈ Ev0 [0, T ] is generated by a FFF satisfying (33) through (19), then
r(·) =
∑
k∈N¯
rk(·) =
∞∑
k=1
rk(·) + r∞(·) =
∞∑
k=1
0 + r∞(·) = r∞(·)
and v(·) is a solution of the ontrolled Smoluhowski integral equations with ontrol
funtion r(·):
vk(t) = vk(0) +
k
2
k−1∑
l=1
∫ t
0
vl(s)vk−l(s)ds− k
∫ t
0
vk(s)ds+ 1 {k=1}r(t), k ∈ N (37)
vk(t) ≥ 0,
∞∑
k=1
vk(t) ≤ 1 (38)
v(0) = v0 ∈ V1. (39)
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By q(T ) ≤ T , r∞(·) = r(·) and (26) we get
0 = r(0) ≤ r(s) ≤ r(t) for 0 ≤ s ≤ t ≤ T, r(T ) ≤ 1 + T
2
. (40)
Using indution on k one an see that the initial ondition v0 and the ontrol funtion
r(·) determines the solution of (37), (39) uniquely.
For v ∈ V we introdue the generating funtion
V : [0,∞)→ [−1, 0], V (x) :=
∞∑
k=1
vke
−kx − 1. (41)
x 7→ V (x) is analyti on (0,∞) and has the following straightforward properties:
lim
x→∞
V (x) = −1, V ′(x) ≤ 0, V ′′(x) ≥ 0. (42)
It is easy to see that if t 7→ v(t) is a solution of (37), (38), (39) then the orresponding
generating funtions t 7→ V (t, ·) will solve the integrated Burgers ontrol problem
V (t, x)− V (0, x) +
∫ t
0
V (s, x)V ′(s, x)ds = e−xr(t), (43)
− 1 ≤ V (t, 0) ≤ 0 (44)
V (0, x) = V0(x). (45)
The ontrol funtion r(·) was dened to be ontinuous from the left in (18), but it need
not be ontinuous: when λ(n) = n−1λ then the FFE obtained as the n → ∞ limit
satises (37), (38), (39), but the ontrol funtion r(·) evolves randomly aording to the
rules (10), (11):
P
(
r(t+ dt) = r(t) + θ(t)
∣∣F(t) ) = λθ(t)dt + o(dt)
Thus r(·) is a random step funtion in this ase.
In order to rewrite (43) as a dierential equation we introdue a new time variable τ :
t(τ) := max{t : t + r(t) ≤ τ} (46)
It is easily seen that t(τ) is inreasing and Lipshitz-ontinuous:
t(τ) =
∫ τ
0
α(s) ds 0 ≤ α(·) ≤ 1 (47)
Given a solution V (t, x) of (43), (44), (45) dene
V(τ, x) := V (t(τ), x) + (τ − t(τ)− r(t(τ))) e−x (48)
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Then by (43) we have
V(τ, x) = V (0, x)−
∫ t(τ)
0
V (s, x)V ′(s, x) ds+ (τ − t(τ))e−x. (49)
Now we show that for all τ ≥ 0, x > 0 and t ≥ 0 we have
∂τV(τ, x) = −V(τ, x)V′(τ, x)α(τ) + (1− α(τ))e−x (50)
− 1 ≤ V(τ, 0) ≤ 0 (51)
V(0, x) = V0(x) (52)
V(t+ r(t), x) = V (t, x) (53)
First note that the fat
V(τ, x) 6= V (t(τ), x) =⇒ α(τ) = 0 (54)
follows diretly from (46), (47) and (48): if r(t+) 6= r(t), then α(τ) = 0 for all t+ r(t) <
τ ≤ t + r(t+). The dierential equation (50) follows from (47), (49) and (54). The
boundary inequality (51) follows from
−1 ≤ V (t(τ), x) ≤ V(τ, x) ≤ V (t(τ)+, x) ≤ 0.
The initial onditions (45) and (52) are equivalent, and (53) follows from (48) and (46).
From the denition of Lebesgue-Stieltjes integration it follows that for all t1 ≤ t2 we
have ∫ t2+r(t2)
t1+r(t1)
f(t(τ))(1− α(τ)) dτ =
∫ t2
t1
f(t) dr(t) (55)
3 Boundary behavior
3.1 Elementary fats about generating funtions
In this subsetion we ollet some elementary fats about generating funtions, whih
will be used along the proof of Theorem 1 and Theorem 2. For v ∈ V we introdue the
generating funtion V (x) dened in (41) whih has the straightforward properties listed
in (42). It is also easy to see that for any v ∈ V and any x > 0
|V ′(x)| ≤ 1
e
x−1, V ′′(x) ≤
(
2
e
)2
x−2, |V ′′′(x)| ≤
(
3
e
)3
x−3. (56)
We dene the funtions E : (0,∞) → (0,∞), E∗ : [0,∞) → (0,∞], E∗ : [0,∞) →
[0,∞) as follows:
E(x) := −V
′(x)3
V ′′(x)
, E∗(x) := sup
0<y≤x
E(y), E∗(x) := inf
0<y≤x
E(y) (57)
Note that these funtions are ontinuous on their domain of denition.
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Lemma 3. Let v ∈ V1.
1. For any x > 0
0 < V (x)V ′(x) ≤ E∗(x). (58)
2. If in addition
V ′(0) := lim
x→0
V ′(x) = −∞ (59)
then the following bounds hold
21/2E∗(x)
1/2x1/2 ≤ −V (x) ≤ 21/2E∗(x)1/2x1/2 (60)
2−1/2E∗(x)E
∗(x)−1/2x−1/2 ≤ −V ′(x) ≤ 2−1/2E∗(x)E∗(x)−1/2x−1/2 (61)
2−3/2E∗(x)
3E∗(x)−5/2x−3/2 ≤ V ′′(x) ≤ 2−3/2E∗(x)3E∗(x)−5/2x−3/2
E∗(x) ≤ V (x)V ′(x) ≤ E∗(x). (62)
Proof. Sine v ∈ V1 we have V (0) = 0. Denote the inverse funtion of −V (x) by X(u):
X(−V (x)) = x. Note that
E(x) =
1
X ′′(−V (x)) , (63)
and thus
X(0) = 0, X ′(0) = −V ′(0)−1, X ′′(u) = E(X(u))−1.
It follows that for u ∈ [0,−V (x)]:
−V ′(0)−1 + E∗(x)−1u ≤ X ′(u) ≤ −V ′(0)−1 + E∗(x)−1u,
−V ′(0)−1u+ E∗(x)−1u
2
2
≤ X(u) ≤ −V ′(0)−1u+ E∗(x)−1u
2
2
.
Hene, all the bounds of the Lemma follow diretly.
3.2 Bounds on E
We assume given a solution of the integrated Burgers ontrol problem: (43), (44), (45)
with a ontrol funtion r(·) satisfying (40).
We x t ∈ (0,∞), x ∈ (0,∞). All estimates will be valid uniformly in the domain
(t, x) ∈ [0, t]× [0, x]. The various onstants appearing in the forthoming estimates will
depend only on the initial onditions V (0, x) and on the hoie of (t, x). The notation
A(t, x) ≍ B(t, x)
means that there exists a onstant 1 < C < ∞ whih depends only on the initial
onditions (45) and the hoie of (t, x), suh that for any (t, x) ∈ [0, t]× [0, x]
C−1B(t, x) ≤ A(t, x) ≤ CB(t, x). (64)
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The notation A(t, x) = O(B(t, x)) means that the upper bound of (64) holds.
In the sequel we denote the derivative of funtions f(t, x) with respet to the time
and spae variables by f˙(t, x) and f ′(t, x), respetively.
First we dene the harateristis given a solution of (43), (45), (44): for t ≥ 0, x > 0
let [0, t] ∋ s 7→ ξt,x(s) be the unique solution of the integral equation
ξt,x(s) = x− V (t, x)(t− s) +
∫ t
s
(u− s)e−ξt,x(u)dr(u). (65)
Existene and uniqueness of the solution of (65) follow from a simple xed point argu-
ment. Now we prove that (given (t, x) xed) s 7→ ξt,x(s) is also solution of the initial
value problem
d
ds
ξt,x(s) =: ξ˙t,x(s) = V (s, ξt,x(s)), ξt,x(t) = x. (66)
In order to prove this we dene V(τ, x) by (48). Thus from (54) it follows that that the
solution of (66) satises
d
dτ
ξt,x(t(τ)) = V (t(τ), ξt,x(t(τ)))α(τ) = V(τ, ξt,x(t(τ)))α(τ) (67)
From this and (50) we get that
d
dτ
V(τ, ξt,x(t(τ))) = V˙(τ, ξt,x(t(τ)))+V
′(τ, ξt,x(t(τ))) · d
dτ
ξt,x(t(τ)) = (1−α(τ))e−ξt,x(t(τ))
Integrating this and using ξt,x(t) = x and (53) we get for all τ1 ≤ t + r(t)
V(τ1, ξt,x(t(τ1))) = V (t, x)−
∫ t+r(t)
τ1
(1− α(τ))e−ξt,x(t(τ)) dτ
Substituting this into the r.h.s. of (67), integrating and using (47) we get for all τ2 ≤
t+ r(t)
ξt,x(t(τ2)) = x− V (t, x)(t− t(τ2)) +
∫ t+r(t)
τ2
(t(τ)− t(τ2))e−ξt,x(t(τ))(1− α(τ)) dτ
Now (65) follows from this by substituting τ2 = s+ r(s) and using (55).
We dene (similarly to (57))
E(t, x) := −∂xV (t, x)
3
∂2xV (t, x)
, E∗(t, x) := sup
0<y≤x
E(t, y), E∗(t, x) := inf
0<y≤x
E(t, y),
E(τ, x) := −∂xV(τ, x)
3
∂2xV(τ, x)
, E∗(τ, x) := sup
0<y≤x
E(τ, y), E∗(τ, x) := inf
0<y≤x
E(τ, y).
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Dierentiating (50) with respet to x we get
V˙′(τ, x) = −V′(τ, x)2α(τ)−V(τ, x)V′′(τ, x)α(τ)− (1− α(τ))e−x (68)
V˙′′(τ, x) = −3V′(τ, x)V′′(τ, x)α(τ)−V(τ, x)V′′′(τ, x)α(τ) + (1− α(τ))e−x (69)
Using this and (67) we obtain
d
dτ
E(τ, ξt,x(t(τ))) =
(
3
V′(τ, ξt,x(t(τ)))
2
V′′(τ, ξt,x(t(τ)))
+
V′(τ, ξt,x(t(τ)))
3
V′′(τ, ξt,x(t(τ)))2
)
e−ξt,x(t(τ)) (1− α(τ))dτ
(70)
Lemma 4. If m2(0) =
∑∞
k=1 k
2 · vk(0) < +∞, then for any solution of the integrated
Burgers ontrol problem (43), (45), (44) with a ontrol funtion satisfying (40) and for
(t, x) ∈ [0, t]× (0, x] we have
E(t, x) ≍ 1 (71)
Proof. E(0, x) = E(0, x) ≍ 1 follows from m2(0) < +∞. For t ≥ 0 we use the formula
(70) to show that 0 ≤ d
dτ
E(τ, ξt,x(t(τ))) ≤ 3. Sine 0 ≤ e−ξt,x(t(τ))(1 − α(τ)) ≤ 1 by (47)
we only need to show
0 ≤ V
′(x)2
V ′′(x)2
(3V ′′(x) + V ′(x)) = 3
V ′(x)2
V ′′(x)
+
V ′(x)3
V ′′(x)2
≤ 3V
′(x)2
V ′′(x)
≤ 3. (72)
The lower bound follows from 3V ′′(x) + V ′(x) =
∑∞
k=1(3k
2 − k)vke−kx > 0.
The upper bound follows from Shwarz's inequality:
V ′(x)2
V ′′(x)
=
(∑∞
k=1 k · vke−kx
)2∑∞
k=1 k
2 · vke−kx ≤
∞∑
k=1
vke
−kx ≤ m0 ≤ 1.
Integrating (70), using 0 ≤ d
dτ
E(τ, ξt,x(t(τ))) ≤ 3, (53), (55) and the last inequality
in (40) we obtain
E(0, ξt,x(0)) ≤ E(t, x) ≤ E(0, ξt,x(0)) + 3(t/2 + 1).
Next we observe that x ≤ ξt,x(0) ≤ x+ t by (66) and −1 < V (t, x) ≤ 0.
The last two bounds yield for (t, x) ∈ [0, t]× (0, x]
0 < E∗(0, x+ t) ≤ E(t, x) ≤ E∗(0, x+ t) + 3(t/2 + 1) <∞.
Lemma 5. If m2(0) < +∞, then for any solution of the integrated Burgers ontrol
problem (43), (44), (45) with a ontrol funtion satisfying (40) there is a onstant C∗
whih depends only on the initial onditions and T suh that for T
gel
≤ t1 ≤ t2 ≤ T we
have
θ(t2)− θ(t1) ≤ C∗ · (t2 − t1) (73)
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Proof. θ(t) = −V (t, 0+). Sine V (t, x) arises from (41), we assume −1 < V (t, x) ≤ 0,
V ′(t, x) < 0 for all x > 0.
Let us pik an arbitrary x > 0. Let C be a onstant suh that E(t, x) ≤ C for
(t, x) ∈ [0, T ]× (0, x].
First we are going to show that
∀ 0 ≤ t ≤ T , 0 < x ≤ x V ′V (t, x) := V ′(t, x)V (t, x) ≤ C∗ := max{1, 2C} (74)
Note that we annot use (58) here sine that bound uses V (t, 0) = 0. But V (0, 0) = 0
holds, thus (74) holds for t = 0. From (50) and (68) we get
d
dτ
(V′V(τ, x)) =(−2V(τ, x)V′(τ, x)2 −V(τ, x)2V′′(τ, x))α(τ) + (V′(τ, x)−V(τ, x)) e−x(1− α(τ)) ≤
−V(τ, x)V′(τ, x)2
(
2− 1
C
V′V(τ, x)
)
α(τ) + (V′(τ, x)−V(τ, x)) e−x(1− α(τ))
From (51) we get
V′V(τ, x) ≥ 1 =⇒ V′(τ, x) ≤ 1
V(τ, x)
≤ −1 ≤ V(τ, x)
Thus by (47) we get
V′V(τ, x) ≥ 1 =⇒ (V′(τ, x)−V(τ, x)) e−x(1− α(τ)) ≤ 0
V′V(τ, x) ≥ 2C =⇒ −V(τ, x)V′(τ, x)2
(
2− 1
C
V′V(τ, x)
)
α(τ) ≤ 0
V′V(τ, x) ≥ C∗ =⇒ d
dτ
(V′V(τ, x)) ≤ 0
From V′V(0, x) ≤ C∗ and the last dierential inequality it easily follows by a forbidden
region-argument that V′V(τ, x) ≤ C∗ for all 0 < x < x and 0 ≤ τ ≤ T + r(T ). This
and (53) implies (74).
By (43) and (74) we have
V (t1, x)− V (t2, x) ≤
∫ t2
t1
V (s, x)V ′(s, x)ds ≤ C∗ · (t2 − t1)
for every 0 < x < x¯. Letting x→ 0+ implies the laim of the Lemma.
3.3 No giant omponent in the limit
The aim of this subsetion is to prove the following proposition:
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Proposition 2. If n−1 ≪ λ(n) ≪ 1 and m2(0) < +∞ holds for v(0) on the right-hand
side of (32) then any weak limit point P of the sequene of probability measures Pn is
onentrated on the set of onservative forest re evolutions:
P
( ∞∑
k=1
vk(t) ≡ 1
)
= 1 (75)
We are going to prove Proposition 2 by ontradition: in Lemma 6 we show that if
θ(·) 6≡ 0 in the limit, then there is a positive time interval suh that θ(t) has a positive
lower bound, and that this implies that even in the onvergent sequene of nite-volume
models, a lot of mass is ontained in arbitrarily big omponents on this interval. Than
in subsequent Lemmas we prove that these big omponents indeed burn, whih produes
suh a big inrease in the value of the burnt mass r(·) that is in ontradition with
E
(
r(T )
) ≤ 2 + E( q(T ) ) ≤ 2 + T .
By Proposition 1 the random FFE obtained as a weak limit point is almost determin-
isti: (37) holds with a possibly random ontrol funtion r(·). Also, by (33) we P-almost
surely have q(t) ≤ t from whih (40) follows. Thus (71) and (73) hold P-almost surely
for the random ow obtained as a weak limit point with a deterministi onstant C∗.
Lemma 6. If Pn ⇒ P where P does not satisfy (75) on [0, T ], then there exist ε1, ε2,
ε3 > 0 and a deterministi t
∗ ∈ [ε1, T ] suh that for every K < +∞, every m < +∞ and
every sequene
t∗ − ε1 < α1 < β1 < α2 < β2 < · · · < αm < βm < t∗
there exists an n0 < +∞ suh that for every n ≥ n0 and 1 ≤ i ≤ m we have
Pn
(
max
αi≤t≤βi
1−
K−1∑
k=1
vn,k(t) > ε2
)
> ε3. (76)
Proof. First we prove that if P does not satisfy (75) then there exist ε1, ε2, ε3 > 0 and
ε1 ≤ t∗ ≤ T suh that
P
(
inf
t∗−ε1≤t≤t∗
θ(t) > ε2
)
> ε3. (77)
Sine (75) is violated, we have P
(
sup0≤t≤T θ(t) > ε
)
> ε for some ε > 0.
Let L := ⌊2C∗T
ε
⌋ and ti := εi2C∗ for 1 ≤ i ≤ L where C∗ is the onstant in (73). Sine
θ(0) = 0 we have {
sup
0≤t≤T
θ(t) > ε
} ⊆ L⋃
i=1
{
θ(ti) >
ε
2
}
almost surely with respet to P. Thus P
(
θ(t∗) > ε
2
)
> ε
L
for some t∗ ∈ {t1, . . . tL}. Using
(73) again (77) follows with ε1 :=
ε
4C∗
, ε2 :=
ε
4
, ε3 =
ε
L
.
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Now given K and the intervals [αi, βi], 1 ≤ i ≤ m we dene the ontinuous funtionals
fi : D[0, T ]→ R by
fi (v(0),q(·), r(·)) := 1
βi − αi
∫ βi
αi
(
1−
K∑
k=1
vk(t)
)
dt
where vk(t) is dened by (19). Thus for all i
Hi := {(v(0),q(·), r(·)) ∈ D[0, T ] : fi (v(0),q(·), r(·)) > ε2}
is an open subset of D[0, T ] with respet to the topology of Denition 1. Thus by the
denition of weak onvergene of probability measures we have
lim
n→∞
Pn(Hi) ≥ P(Hi) ≥ P
(
inf
t∗−ε1≤t≤t∗
θ(t) > ε2
)
> ε3
from whih the laim of the lemma easily follows.
Lemma 7. If n−1 ≪ λ(n) then for every ε2 > 0 there is a ε4 > 0 suh that for every
t˜ > 0 there is a K and an n1 suh that for all n ≥ n1 1−
∑K−1
k=1 vn,k(0) ≥ ε2 implies
En
(
rn(t˜)
) ≥ ε4 (78)
The proof of Lemma 7 will follow as a onsequene of the Lemmas 8 and 9.
Proof of Proposition 2. We are going to show that if there is a sequene Pn suh that the
weak limit point P violates (75) then for some n we have
En (rn(T )) > T + 2 (79)
whih is in ontradition with (35) and (26). In fat, T + 2 ould be replaed with any
nite onstant in (79), but T + 2 is big enough to have a ontradition.
We dene ε1, ε2, ε3 > 0 and t
∗
using Lemma 6. Next, we dene ε4 using this ε2 and
Lemma 7. Given these, we hoose t˜ be so small that⌊ε1
2t˜
⌋
ε3ε4 > T + 2.
We hoose K and n1 big enough so that (78) holds. Further on, we x the intervals
[αi, βi], 1 ≤ i ≤ m = ⌊ ε12t˜ ⌋ so that αi+1 − βi > t˜ holds for all i and also T − βm > t˜ holds.
We hoose n0 suh that (76) holds and let n := max{n0, n1}.
Finally, we dene the stopping times τ1, τ2, . . . , τm by
τi := βi ∧min{t : t ≥ αi and 1−
K−1∑
k=1
vn,k(t) ≥ ε2}.
We have τi + t
∗ ≤ βi + t∗ < αi+1 ≤ τi+1.
Using the strong Markov property, (78) and (76), the inequality (79) follows:
E
(
rn(T )
) ≥ m∑
i=1
E
(
rn(τi + t˜)− rn(τi)
∣∣ τi < βi )P( τi < βi ) ≥ mε4ε3.
24
Lemma 7 stated that if initially a lot of mass is ontained in big omponents, then
in a short time a lot of mass burns. We prove this statement in two steps: in Lemma 8
we prove that if we start with a lot of mass ontained in big omponents, then in a short
time either a lot of this mass is burnt or the big omponents oagulate, so a lot of mass
is ontained in omponents of size n1/3 (the same proof works if we replae the exponent
α = 1/3 by any 0 < α < 1/2). Then in Lemma 9 we prove that if we start with a lot of
omponents of size n1/3 then in a short time a lot of mass burns.
We will make use of the following generating funtion estimates in the proof of Lemma
8. If V (x) is dened as in (41) and if v ∈ V1 then for ε ≤ 12
1−
K−1∑
k=1
vk ≥ ε =⇒ V (1/K) ≤ (e−1 − 1)ε (80)
V (1/K) ≤ −ε =⇒ 1−
εK/2∑
k=1
vk ≥ ε/4. (81)
Lemma 8. There are onstants C1 < +∞, C2 > 0, C3 > 0 suh that if
1−
K−1∑
k=1
vn,k(0) ≥ ε2 (82)
for all n then
lim
n→∞
P
( n∑
k=C3ε2n1/3
vn,k (t¯) + rn (t¯) ≥ C2ε2
)
= 1 (83)
Where t¯ = C1
Kε2
.
Sketh proof. If we let n→∞ immediately, we get that the limiting funtions v1(t), v2(t), . . .
solve (37), (38), (39) with a possibly random ontrol funtion r(t) ≡ r∞(t).
The n→∞ limit of (83) is
θ (t¯) + r (t¯) ≥ C2ε2 (84)
Now we prove that if v(·) is a solution of (37), (38), (39) then 1 −∑K−1k=1 vk(0) ≥ ε2
implies (84) with C1 = 4 and C2 =
1
4
. This proof will also serve as an outline of the proof
of Lemma 8.
In order to prove (84) dene V (t, x) by (41). Thus V (t, x) solves the integrated
Burgers ontrol problem (43), (44), (45).
Dene U(t, x) := V (t, x)− r(t)e−x. Thus U ′(t, x) = V ′(t, x) + r(t)e−x and by (43) we
have U˙(t, x) = −V (t, x)V ′(t, x). Dene the harateristi urve ξ(·) by
ξ˙(t) = V (t, ξ(t)) ξ(0) =
1
K
(85)
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Let u(t) := U(t, ξ(t))− V (0, 1
K
). Thus u(0) = 0, and
u˙(t) = U˙(t, ξ(t)) + U ′(t, ξ(t))ξ˙(t) = −V (t, ξ(t))V ′(t, ξ(t))+(
V ′(t, ξ(t)) + r(t)e−ξ(t)
)
V (t, ξ(t)) = r(t)e−ξ(t)V (t, ξ(t)) ≤ 0. (86)
Thus u(t) ≤ 0, moreover
V (t, ξ(t)) = V (0,
1
K
) + r(t)e−ξ(t) + u(t) ≤ V (0, 1
K
) + r(t), (87)
ξ(t) =
1
K
+
∫ t
0
u(s) ds+
∫ t
0
r(s)e−ξ(s)ds+ tV (0,
1
K
) ≤ 1
K
+ t · r(t) + tV (0, 1
K
). (88)
By (80) we have V (0, 1
K
) ≤ −1
2
ε2. In order to prove that θ (t¯) + r (t¯) ≥ 14ε2 with t¯ = 4Kε2
we onsider two ases:
If r (t¯) ≥ 1
4
ε2 then we are done. If r (t¯) <
1
4
ε2 dene τ := min{t : ξ(t) = 0}. By (88)
we have
ξ(t¯) ≤ 1
K
+ t¯ · r(t¯) + t¯ ·
(
−1
2
ε2
)
<
1
K
+
1
K
− 2
K
= 0
Thus τ ≤ t¯. By (87) we get
−θ(τ) = V (τ, 0) = V (τ, ξ(τ)) ≤ −1
2
ε2 +
1
4
ε2 = −1
4
ε2
Thus
1
4
ε2 ≤ θ(τ) ≤ θ(τ) + r(τ) ≤ θ (t¯) + r (t¯) beause by (21) the funtion θ(t) + r(t) is
inreasing.
To make this proof work for Lemma 8 we have to deal with the utuations aused
by randomness, ombinatorial error terms and the fat that λ(n) only disappears in the
limit.
Proof of Lemma 8. Given a FFF obtained from a forest re Markov proess by (29),(30)
and (31), dene
Un(t, x) :=
n∑
k=1
[
vn,k(0) +
k
2
k−1∑
l=1
qn,l,k−l(t)− kqn,k(t)− rn,k(t)
]
e−kx − 1− λ(n)
By (19) we have
Un(t, x) + rn(t)e
−x =
n∑
k=1
vn,k(t)e
−kx − 1− λ(n) =: Vn(t, x)− λ(n) =: Wn(t, x).
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W ′(t, x) = −
∑
k≥1
k · vn,k(t)e−kx
−1
2
∂x (W (t, x) + 1 + λ(n))
2 =
∑
k≥1
k
2
k−1∑
l=1
vn,l(t)vn,k−l(t)e
−kx
W ′′(t, x) =
∑
k≥1
k2 · vn,k(t)e−kx
W ′′(t, 2x) =
∑
k≥1
(
k
2
)2
· 1 [2 | k] · vn, k
2
(t)e−kx
If X(t) is a proess adapted to the ltration F(t), let
LX(t) := lim
dt→0
1
dt
E
(
X(t+ dt)−X(t) ∣∣Ft )
Using the martingales of Proposition 1 we get
LUn(t, x) =
∑
k≥1
[
k
2
k−1∑
l=1
L qn,l,k−l(t)− k · L qn,k(t)− L rn,k(t)
]
e−kx =
∑
k≥1
[
k
2
k−1∑
l=1
(
vn,l(t)vn,k−l(t)− l · 1 [2l = k]
n
vn,l(t)
)
−
k ·
(
vn,k(t)− k
n
vn,k(t)
)
− (λ(n) · k · vn,k(t))
]
e−kx =
− 1
2
∂x (W (t, x) + 1 + λ(n))
2 − 1
n
W ′′(t, 2x)+
W ′(t, x) +
1
n
W ′′(t, x) + λ(n)W ′(t, x) =
−W ′n(t, x)Wn(t, x) +
1
n
(W ′′n (t, x)−W ′′n (t, 2x)) (89)
Given the random funtion Wn(t, x) we dene the random harateristi urve ξn(t)
similarly to (85):
ξ˙n(t) = Wn(t, ξn(t)), ξn(0) :=
1
K
(90)
This ODE is well-dened although Wn(t, x) is not ontinuous in t, but almost surely
it is a step funtion with nitely many steps whih is a suient ondition to have
well-posedness for the solution of (90). Dene un(t) := Un(t, ξn(t)) −Wn(0, 1K ). Thus
un(0) = 0 and
un(t) = Wn(t, ξn(t))−Wn(0, 1
K
)−rn(t)e−ξn(t) = Vn(t, ξn(t))−Vn(0, 1
K
)−rn(t)e−ξn(t) (91)
The solution of (90) is
ξn(t) =
1
K
+
∫ t
0
un(s) ds+
∫ t
0
rn(s)e
−ξn(s)ds+ tWn(0,
1
K
) (92)
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Putting together (89) and (90) similarly to (86) and using (56) we get
Lun(t) ≤ 1
n
(W ′′n (t, ξn(t))−W ′′n (t, 2ξn(t))) ≤ n−1 · ξn(t)−2 (93)
Now u˜n(t) = un(t)−
∫ t
0
Lun(s)ds is a martingale and
L u˜n(t)
2 = lim
h→0+
1
h
E
( (
Un(t+ h, ξn(t))− Un(t, ξn(t))
)2 ∣∣Ft ) ≤
1
2
n∑
k,l=1
(
k + l
n
e−(k+l)ξn(t) − k
n
e−kξn(t) − l
n
e−lξn(t)
)2
vn,k(t)vn,l(t)n
+
n∑
l=1
(
l
n
e−lξn(t)
)2
λ(n)vn,l(t)n = O
(
1
n
W ′′n (t, ξn(t))
)
= O (n−1 · ξn(t)−2) (94)
Dene the stopping time
τn := min{t : ξn(t) = n−α} α = 1/3.
In fat any 0 < α < 1/2 would be just as good to make the right-hand side of (93) and
(94) disappear when t ≤ τn and n→∞.
It follows from (94) and Doob's maximal inequality that
sup
t
|u˜n(t ∧ τn ∧ T )| ⇒ 0 as n→∞
By (93) we have u˜n(t) +
∫ t
0
n−1 · ξn(s)−2 ds ≥ un(t) thus
sup
t
un(t ∧ τn ∧ T )⇒ 0 as n→∞ (95)
By (80) and (82) we have
Vn(0,
1
K
) ≤ (e−1 − 1)ε2 =: −ε5 (96)
Dene the events An, Bn and the time t¯n by
An :=
{
sup
t≤τn∧T
∫ t
0
un(s)ds ≤ 1
K
} ∩ {un(τn ∧ T ) ≤ ε5/3},
Bn :=
{
rn(τn) ≤ ε5/3
}
,
t¯n :=
3
K |Wn(0, ξn(0))| ≤
3
Kε5
,
We are going to show that that there are onstants C2, C3 < +∞ suh that
An ⊆
{ n∑
k=C3ε2n1/3
vn,k (t¯) + rn (t¯) ≥ C2ε2
}
(97)
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whih, sine (95) implies that limn→∞P
(
An
)
= 1, gives (83).
First we show that
An ∩ Bn ⊆ {τn ≤ t¯n}. (98)
If we assume indiretly that An, Bn and τn > t¯n hold then
∫ t¯n
0
un(s)ds ≤ 1K , so by (92)
we get
ξn(t¯n) ≤ 1
K
+
1
K
+
∫ t¯n
0
rn(s)e
−ξn(s)ds+ t¯nWn(0, ξn(0)) ≤ − 1
K
+ t¯n · rn(τn) ≤ 0.
But ξn(t¯n) ≤ 0 is in ontradition with τn > t¯n, thus (98) holds.
Now, by (91) we have Vn(τn, n
−1/3) = un(τn)+Vn(0,
1
K
)+rn(τn)e
−n−1/3
. Thus by (96),
the denition of An and Bn and (81) we get
An ∩ Bn ⊆
{
un(τn) ≤ ε5
3
} ∩ {Vn(0, 1
K
) ≤ −ε5
} ∩ {rn(τn)e−n−1/3 ≤ ε5
3
} ⊆{
Vn(τn, n
−1/3) ≤ −ε5
3
} ⊆ { n∑
k=n1/3ε5/6
vn,k(τn) ≥ ε5/12
}
Thus we have
An ⊆ (An ∩ Bn) ∪Bcn ⊆
{ n∑
k=n1/3ε5/6
vn,k(τn) ≥ ε5/12
} ∪ {rn(τn) > ε5/3} ⊆
{ n∑
k=C3ε2n1/3
vn,k(τn) + rn(τn) ≥ C2ε2
}
with C3 = (1 − e−1)/6 and C2 = (1 − e−1)/12. But
∑n
k=C3ε2n1/3
vn,k(t) + rn(t) inreases
with time, from whih (97) follows.
Lemma 9. There are onstants C4 < +∞, C5 > 0 suh that if
n∑
k=C3ε2n1/3
vn,k(0) ≥ C2ε2/2
for all n then with
t¯n := C4ε
−2
2
(
n−1/3 log(n) + (nλ(n))−1
)
(99)
we have
lim
n→∞
E
(
rn(t¯n)
) ≥ C5ε2. (100)
Remark. The upper bound (99) is tehnial: on one hand it is not optimal, on the other
hand, for the proof of Lemma 7 we only need t¯n ≪ 1 as n→∞.
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Proof. If v is a vertex of the graph G(n, t) let Cn(v, t) denote the onneted omponent
of v at time t. Denote by τb(v) the rst burning time of v:
τb(v) := inf{t : |Cn(v, t+)| < |Cn(v, t−)|}
Of ourse |Cn(v, τb(v)+)| = 1. Dene n¯ := C3ε2n1/3 and
Hn(t) := {v : |Cn(v, 0)| ≥ n¯ and τb(v) > t}
Fix a vertex v ∈ Hn(0).
cn(t) :=
1
n
|Cn(v, (t ∧ τb(v))−)|
wn(t) :=
1
n
|Hn(t)|
zn(t) :=
1
n
∑
w∈Hn(0)
1 {τb(w)≤t} = wn(0)− wn(t)
Thus cn(t) is an inreasing proess (we "freeze" cn(t) when it burns). We onsider the
right-ontinuous versions of the proesses cn(t), wn(t), zn(t).
wn(0) ≥ C2ε2/2 =: ε6.
We are going to prove that there are onstants C4 < +∞, C5 > 0 suh that
lim
n→∞
E
(
zn(t¯n)
) ≥ C5ε2 (101)
whih implies (100).
Dene the stopping times
τw := inf{t : wn(t) < ε6/2}
τg := inf{t : cn(t) > ε6/4}
τ := τb(v) ∧ τw ∧ τg
Sine v ∈ Hn(0) we have
cn(t) ≥ cn(0) = |Cn(v, 0)|
n
≥ n¯
n
If Cn(v, t) is onneted to a vertex in Hn(t) by a new edge at time t then
cn(t+)− cn(t−) ≥ n¯
n
, log(cn(t+))− log(cn(t−)) ≥ log
(
1 +
n¯
ncn(t−)
)
≥ log(2)n¯
ncn(t−)
L log(cn(t)) ≥ log(2)n¯
ncn(t)
lim
dt→0
1
dt
P
(
cn(t+ dt)− cn(t) ≥ n¯
n
∣∣Ft ) ≥
log(2)n¯
ncn(t)
· 1
n
|Cn(v, t)| (|Hn(t)| − |Cn(v, t)|) 1 {t ≤τb(v)} ≥ log(2)n¯·(wn(t)− cn(t)) 1 {t ≤τb(v)} ≥
log(2)n¯
ε6
4
1 {t≤τ} = n
1/3 log(2)
8
· C2 · C3 · (ε2)2 · 1 {t≤τ} =: n1/3ε71 {t≤τ}
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Thus log(cn(t))−ε7 ·n1/3(t∧ τ) is a submartingale. Using the optional sampling theorem
we get
−ε7 · n1/3E
(
τ
) ≥ E( log(cn(τ)) )− ε7 · n1/3E( τ ) ≥ log(cn(0)) ≥ − log(n)
By Markov's inequality we obtain that for some onstant C < +∞
P
(
τ ≤ Cn−1/3ε−22 log(n)
) ≥ 1
2
If τg ≤ τb(v)∧τw, then Cn(v, τg) > ε64 n, so E
(
τb(v)−τg
) ≤ (nλ(n))−1 4
ε6
, whih implies
P
(
τw ∧ τb ≤ Cn−1/3ε−22 log(n) + C ′(nλ(n))−1ε−12
) ≥ 1
4
.
for some onstant C ′. We dene t¯ of (99) with C4 := max{C,C ′}. Using the linearity of
expetation we get
E
(
zn(t¯)
)
= E
( 1
n
∑
w∈Hn(0)
1 {τb(w)≤t¯}
) ≥ ε6P( τb(v) ≤ t¯ ).
The inequality 1 {τw≤t¯}
ε6
2
≤ zn(t¯) follows from the denition of τw.
1
4
≤ P( τw ∧ τb ≤ t¯ ) ≤ P( τw ≤ t¯ )+P( τb ≤ t¯ ) ≤ E( zn(t¯) ) 2
ε6
+ E
(
zn(t¯)
) 1
ε6
From this (101) follows.
4 The ritial equation
4.1 Elementary properties
Existene to the solutions of (37), (39) with initial ondition satisfying m2(0) < +∞ and
boundary ondition
∞∑
k=1
vk(t) ≡ 1 (102)
follows as orollary to Propositions 1 and 2: indeed for any initial ondition v0 ∈ V1
we an prepare a sequene of initial onditions of the random graph problem suh that
(32) holds as n → ∞ (we do not need to assume onvergene of mn,2(0) to m2(0)). If
n−1 ≪ λ(n) ≪ 1 then any weak limit of the probability measures Pn is onentrated on
a subset of FFFs whih generate a FFE satisfying (37), (102).
Moreover it is easily seen that (102) implies that r(·) must be ontinuous, and for
k ≥ 2, the funtions t 7→ vk(t) solving (37) are dierentiable. Thus v(·) solves (12), (13).
Note that assuming that v(·) ∈ Ev0 [0, T ] is a solution of (12),(13) one an dedue
only from these equations that (37) holds with a ontrol funtion r(·) satisfying (40):
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one has to dene a FFF using (33) and qk,∞(·) ≡ 0: plugging θ(t) ≡ 0 into (21) we an
see that the funtion r(·) is inreasing.
Taking the generating funtion of a solution of (37), (39), (102) with initial ondition
satisfying m2(0) < +∞ we get a solution of (43), (45) satisfying the boundary ondition
V (t, 0) ≡ 0.
In this ase the inreasing funtion t 7→ r(t) is absolutely ontinuous with respet to
Lebesgue measure: its Radon-Nykodim derivative r˙(t) = ϕ(t) is a.e. bounded in ompat
domains:
Taking the limit x→ 0 in (43) and using (71), (58) (whih holds beause V (t, 0) ≡ 0)
we nd
r(t2)− r(t1) = lim
x→0
1
2
∫ t2
t1
V (s, x)V ′(s, x)ds ≤ C · (t2 − t1). (103)
Thus in the sequel we assume given a solution of the ritial Burgers ontrol problem
V˙ (t, x) = −V ′(t, x)V (t, x) + e−xϕ(t), (104)
V (t, 0) ≡ 0 (105)
V (0, x) = V0(x) (106)
where ϕ(t) is nonnegative and bounded on [0, T ], and V (t, x) is of the form (41).
Lemma 10. For any solution of (104), (106), (105) with V ′′(0) < +∞ and for any
t ≥ T
gel
(see (8)) we have V ′(t, 0) := limx→0 V
′(t, x) = −∞.
Proof. We atually prove that for any t < ∞, x < ∞ there exists a onstant C =
C(t, x) > 0 suh that for any (t, x) ∈ [T
gel
, t]× (0, x], −V ′(t, x) ≥ C/√x.
One an prove the upper bound of (60) for all V (x) satisfying V (0) = 0 without the
assumption (59) (the same proof works).
From (71) and the upper bound of (60) it follows that there exists a onstant C˜ <∞
suh that for (t, x) ∈ [T
gel
, t]× (0, x]
E(t, x)−1 ≤ C˜, −V (t, x) ≤ C˜x1/2.
Dierentiating with respet to x in (104) we get
d
dt
(−V ′(t, x)) = V ′(t, x)2 + V (t, x)V ′′(t, x) + e−xϕ(t) =
V ′(t, x)2 ·
(
1− V (t, x)V
′(t, x)
E(t, x)
)
+ e−xϕ(t) ≥ V ′(t, x)2
(
1− C˜2x1/2 · (−V ′(t, x))
)
(107)
There exists a 0 < Ĉ suh that for x ∈ (0, x] we have
− V ′(T
gel
, x) ≥ Ĉ/√x (108)
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by (61) and (71), sine V ′(T
gel
, 0) = −∞ ⇐⇒ m1(Tgel) = +∞ follows from the fat
that for t ≤ T
gel
the solutions of (6) and (12)+(13) oinide, and it is well-known from
the theory of the Smoluhowski oagulation equations that we have (9) for the solution
of (6).
From the dierential inequality (107) it follows that
− V ′(t, x) ≤ 1
C˜
x−1/2 =⇒ d
dt
(−V ′(t, x)) ≥ 0 (109)
Let C := min{Ĉ, C˜−1}. For (t, x) ∈ [T
gel
, t]× (0, x] the inequality
−V ′(t, x) ≥ C/√x.
follows from (108) and (109) by a forbidden region-argument.
Summarizing: from Lemmas 3, 4, 10 and (103) it follows
Lemma 11. For (t, x) ∈ [T
gel
, t]× (0, x]
−V (t, x) ≍ x1/2, (110)
−V ′(t, x) ≍ x−1/2, (111)
V ′′(t, x) ≍ x−3/2, (112)
V (t, x)V ′(t, x) ≍ 1, (113)
ϕ(t) ≍ 1. (114)
4.2 Bounds on E ′
In this subsetion we assume given a solution of (104), (105), (106) satisfying |V ′′′(0, 0)| <
+∞. All of the results of the previous subsetion are valid for V (t, x).
Lemma 12.
E ′(T
gel
, x) = O(x−1/2) (115)
Proof. We onsider the funtion X(t, u) dened for every t as in the proof of Lemma 3.
X ′′′(0, u) = O(1) for u ∈ [0, u¯] by m1(0) > 0 and m3(0) < +∞. For t ≤ Tgel we have
ϕ(t) ≡ 0 thus V (t, x) satises the Burgers equation
V˙ (t, x) + V (t, x)V ′(t, x) = 0
from whih
X(t, u) = X(0, u)− tu
follows. Dierentiating (63) with respet to x we get
E ′(T
gel
, x) = E(T
gel
, x)2X ′′′(0,−V (T
gel
, x))V ′(T
gel
, x).
Now (115) follows from (71) and (61).
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From now on, we onsider the solution of (104), (105), (106) for t ≥ T
gel
, that is we
assume that T
gel
= 0.
Sine the funtion r(t) is ontinuous we get that t(τ) dened by (46) is the inverse
funtion of t + r(t) whih by (48) implies V(τ, x) ≡ V (t(τ), x). Integrating (70) and
using (53), (55) we get for 0 ≤ t1 ≤ t2 <∞
E(t2, x) = E(t1, ξt2,x(t1)) +
∫ t2
t1
{
3
V ′(s, ξt2,x(s))
2
V ′′(s, ξt2,x(s))
+
V ′(s, ξt2,x(s))
3
V ′′(s, ξt2,x(s))
2
}
e−ξt2,x(s)ϕ(s) ds
(116)
= E(t1, ξt2,x(t1)) +
∫ t2
t1
{− 3 E(s, ξt2,x(s))
V ′(s, ξt2,x(s))
+
E(s, ξt2,x(s))
2
V ′(s, ξt2,x(s))
3
}
e−ξt2,x(s)ϕ(s) ds.
(117)
Lemma 13. The funtion (t, x) 7→ E(t, x) is ontinuous on the domain (t, x) ∈ [0, t] ×
[0, x], and
ϕ(t) = lim
x→0
V ′(t, x)V (t, x) = E(t, 0). (118)
Proof. From (114) and (65) it follows that the harateristi urves ξt,x(s) are jointly
ontinuous in the variables {(t, x, s) : 0 ≤ s ≤ t, 0 ≤ x}. And hene, further on,
from (116) and (72), by dominated onvergene it follows that (t, x) 7→ E(t, x) is jointly
ontinuous in {(t, x) : 0 ≤ t, 0 ≤ x}. Further, from (62) it follows that
lim
x→0
V (t, x)V ′(t, x) = lim
x→0
E(t, x) =: E(t, 0)
Hene, (118) follows from (103) again by dominated onvergene.
Lemma 14.
(i) The funtion x 7→ E(t, x) is Hölder-1/2 at x→ 0:
E(t, x) = ϕ(t)
(
1 +O(x1/2)). (119)
(ii) The funtion t 7→ ϕ(t) is Lipshitz ontinuous: there exists a onstant C < ∞
(whih depends only on the initial onditions (106) and the hoie of t suh that for
any t1, t2 ∈ [0, t]
|ϕ(t1)− ϕ(t2)| ≤ C|t1 − t2|. (120)
Proof. (i) We prove |E ′(t, x)| = O(x−1/2). In this order we shall use the following a priori
estimates
ξt,x(s) ≍
(
x1/2 + (t− s))2 (121)
ξ′t,x(s) := ∂xξt,x(s) = O
((
x1/2 + (t− s))x−1/2) . (122)
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Indeed: (121) follows from (65), (110) and (114), and we get (122) from (111) and from
the fat that harateristis do not interset (thus 0 ≤ ξ′t,x(s)) by dierentiating (65)
w.r.t. x:
0 ≤ ξ′t,x(s) ≤ 1− V ′(t, x)(t− s)
The a priori bound
|E ′(t, x)| = O(x−1). (123)
follows from
E ′(t, x) = −3V ′(t, x)2 + E(t, x)−V
′′′(t, x)
V ′′(t, x)
= O((x−1/2)2) +O(x−1)
by (111), (71) and
−x
2
V ′′′(t, x) ≤
∫ x
x
2
V ′′′(y)dy ≤ V ′′(x
2
) = O(x−3/2)
using both the upper and lower bounds of (112).
Dierentiating with respet to x in (117) yields
E ′(t, x) = E ′(0, ξt,x(0))ξ
′
t,x(0)+ (124)
+
∫ t
0
{− 3E ′(s, ξt,x(s))
V ′(s, ξt,x(s))
+ 3
E(s, ξt,x(s))V
′′(s, ξt,x(s))
V ′(s, ξt,x(s))2
+ 2
E(s, ξt,x(s))E
′(s, ξt,x(s))
V ′(s, ξt,x(s))3
− 3E(s, ξt,x(s))
2V ′′(s, ξt,x(s))
V ′(s, ξt,x(s))4
+ 3
E(s, ξt,x(s))
V ′(s, ξt,x(s))
− E(s, ξt,x(s))
2
V ′(s, ξt,x(s))3
}
ξ′t,x(s)e
−ξt,x(s)ϕ(s)ds.
Next using (123) bound we estimate the expression of E ′(t, x) given in (124). Using
(71), (111), (112), (115), (121), and (122) we onlude that if (123) holds then atually
|E ′(t, x)| = O(x−1/2). (125)
The dominating order is given by the rst term (outside the integral) and the rst two
terms under the integral on the right hand side of (124).
Finally, (119) follows from (118) and (125).
(ii) In order to prove (120) we note that from (116) and (118) it follows that for
0 ≤ t1 ≤ t2 ≤ t
ϕ(t1)− ϕ(t2) = E(t1, 0)−E(t1, ξt2,0(t1))
−
∫ t2
t1
{
3
V ′(s, ξt2,0(s))
2
V ′′(s, ξt2,0(s))
+
V ′(s, ξt2,0(s))
3
V ′′(s, ξt2,0(s))
2
}
e−ξt2,0(s)ϕ(s)ds
Hene, by (119), (121) and (72) we obtain diretly (120).
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Summarizing again, from Lemmas 3, 4, 10, 13 and 14 it follows
Proposition 3. For a solution of (104), (106), (105) with initial ondition satisfying
T
gel
= 0, (71) and (115) and for (t, x) ∈ [0, t]× (0, x]
−V (t, x) =
√
2ϕ(t)x1/2
(
1 +O(x1/2)), (126)
−V ′(t, x) =
√
ϕ(t)
2
x−1/2
(
1 +O(x1/2)), (127)
V ′′(t, x) =
√
ϕ(t)
8
x−3/2
(
1 +O(x1/2)), (128)
V (t, x)V ′(t, x) = ϕ(t)
(
1 +O(x1/2)). (129)
V˙ (t, x) = O(x1/2), (130)
V˙ ′(t, x) = O(x−1/2), (131)
ϕ(t) ≍ 1, |ϕ(t1)− ϕ(t2)| ≤ C|t1 − t2|. (132)
In order to prove (14) we need Example () of Theorem 4. of hapter XIII.5 of [7℄.
With our notations eah of the relations
−V (t, x) ∼ x1−1/2
√
2ϕ(t) and
∞∑
l=k
vl(t) ∼ 1
Γ(1
2
)
k1/2−1
√
2ϕ(t)
implies the other.
4.3 Uniqueness
We are going to prove Theorem 1. by proving the uniqueness of (104), (106), (105).
Proof of Theorem 1. Assume that V (t, x) and U(t, x) are two solutions of the ritial
Burgers ontrol problem with the same initial onditions and with the ontrol funtions
ϕ(t) and ψ(t), respetively. Denote
S(t, x) :=
V (t, x) + U(t, x)
2
, σ(t) :=
ϕ(t) + ψ(t)
2
,
√
̺(t) :=
√
ϕ(t) +
√
ψ(t)
2
(133)
W (t, x) :=
V (t, x)− U(t, x)
2
, δ(t) :=
ϕ(t)− ψ(t)
2
. (134)
Then, it is easily seen that that (given S(t, x)) W (t, x), δ(t) will solve the linear ontrol
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problem
W˙ (t, x) +
(
S(t, x)W (t, x)
)′
= e−xδ(t), (135)
W (0, x) ≡ 0, (136)
W (t, 0) ≡ 0. (137)
We assume S(t, x) and ρ(t) given, with the regularity properties inherited from Proposi-
tion 3:
−S(t, x) =
√
2ρ(t)x1/2
(
1 +O(x1/2)), (138)
−S ′(t, x) =
√
ρ(t)
2
x−1/2
(
1 +O(x1/2)), (139)
S ′′(t, x) =
√
ρ(t)
8
x−3/2
(
1 +O(x1/2)), (140)
S(t, x)S ′(t, x) = ρ(t)
(
1 +O(x1/2)). (141)
S˙(t, x) = O(x1/2), (142)
S˙ ′(t, x) = O(x−1/2), (143)
ρ(t) ≍ 1, |ρ(t1)− ρ(t2)| ≤ C|t1 − t2|. (144)
We will prove that under these onditions, the unique solution of the problem (135),
(136), (137) is W (t, x) ≡ 0, δ(t) ≡ 0.
First we dene the harateristis of the equation (135): these are the urves [0, t] ∋
s 7→ ζt(s) dened by the ODE
ζ˙t(s) = S(s, ζt(s)), ζt(t) = 0, ζt(s) > 0 for s < t. (145)
Next we dene the funtions [0, t] ∋ s 7→ βt(s)
βt(s) := S
′(s, ζt(s)).
The funtions [0, t] ∋ s 7→ ζt(s) and [0, t] ∋ s 7→ βt(s) are diretly determined by S(t, x)
and from (138), (139), (140) and (144) inherit the following regularity properties to be
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used later:
ζt(s) =
ρ(t)
2
(t− s)2(1 +O(t− s)), (146)
ζ˙t(s) = −ρ(t)(t− s)
(
1 +O(t− s)), (147)
ζ¨t(s) = ρ(t)
(
1 +O(t− s)), (148)
βt(s) = −(t− s)−1
(
1 +O(t− s)), (149)
β˙t(s) = −(t− s)−2
(
1 +O(t− s)). (150)
We dene [0, t] ∋ s 7→ ηt(s) as
ηt(s) := W (s, ζt(s)),
with W (t, x) given in (134) being solution of (135), (136), (137). Then, for any t ≥ 0,
δ(s), ηt(s), s ∈ [0, t] solves the ODE (boundary value) ontrol problem
η˙t(s) + βt(s)ηt(s) = e
−ζt(s)δ(s), ηt(0) = 0 = ηt(t) (151)
We will prove that this implies δ(t) ≡ 0. Hene it follows that W (t, x) ≡ 0.
On the domain {(t, s) : 0 ≤ s ≤ t <∞} we dene the integral kernel
K(t, s) := exp {∫ s
0
βt(u)du− ζt(s)
}
=
t− s
t
L(t, s),
dened on the same domain {(t, s) : 0 ≤ s ≤ t <∞}, where
L(t, s) := exp {∫ s
0
(
βt(u) + (t− u)−1
)
du− ζt(s)
}
.
The ODE ontrol problem (151) is equivalent to∫ t
0
K(t, s)δ(s)ds = 0. (152)
It is handy to introdue the funtion
γ(t) :=
∫ t
0
δ(s)(t− s)ds.
Then, after two integrations by parts the identity (152) is transformed into the eigenvalue
problem ∫ t
0
K̂(t, s)γ(s)ds = γ(t), (153)
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where
K̂(t, s) := (∂sK(t, t))−1∂2ssK(t, s) = 2∂sL(t, s)− (t− s)∂2ssL(t, s)L(t, t) .
Using the regularity properties (146), (147), (148), (149), (150) it follows that
sup
0≤s<t≤t
∣∣∣K̂(t, s)∣∣∣ <∞. (154)
From (153) and (154), by a Grönwall argument we get γ(t) ≡ 0 and hene δ(t) ≡ 0 ≡
W (t, x), whih proves uniqueness of the solution of (104), (106), (105).
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