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Abstract
In recent years there has been an increasing interest in mobile multi-agent systems, with the prob-
lem of how to drive a formation of N agents from one configuration to another being a key issue
in many applications, particularly when each agent has limited (communication and sensing) ca-
pabilities. One such example is the navigation of glider formations, where N AUVs have to reach
a target position within a given time, with sensing and communication being limited to discrete
time instants. With this example as motivation, we begin by studying the single agent version of
the problem, where reachability concepts are used to deal with the issue of position uncertainty,
allowing us to develop two different control strategies. These strategies are then used to tackle the
two-agent problem, which we generalize to obtain a partially decentralized approach to the multi-
agent problem. Sufficient conditions for the successful application of these strategies, as well as
the corresponding bounds on the uncertainty are also derived. The problem of estimating the dis-
turbance set is then studied, with the objective of providing the network with increased robustness
to scenarios in which there is few information about the disturbance set. Finally, using normally
distributed disturbances, some relevant scenarios of both the single and multi-agent problems are
simulated, which confirm the results.
i
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Resumo
Recentemente tem havido um interesse crescente em sistemas multi-agentes móveis, sendo o prob-
lema de como conduzir uma formação de N agentes de um ponto para outro um aspecto chave em
muitas aplicações, particularmente nos casos em que os agentes têm capacidades sensoriais e de
comunicação limitadas. Um exemplo é a navegação de formações de gliders, em que N AUVs têm
de atingir uma dada posição dentro de um determinado tempo, sendo a comunicação e medição
restritas a certos instantes. Com este exemplo como motivação, começamos por estudar a versão
do problema com um único agente, usando conceitos de atingibilidade para lidar com o problema
da incerteza na posição, permitindo-nos desenvolver duas estratégias de controlo diferentes. Estas
estratégias são então usadas para abordar o caso de dois agentes, que é depois generalizado para
obter uma abordagem parcialmente descentralizada para o problema multi-agente. São derivadas
condições suficientes à aplicação destas estratégias, assim como os correspondentes limites à in-
certeza. É então estudado o problema de estimar o conjunto de perturbações, com objectivo de
tornar a rede mais robusta a cenários em que há pouca informação sobre as perturbações. Final-
mente, usando perturbações que seguem uma distribuição normal, são simulados alguns cenários
relevantes para os problemas de um e multiplos agentes, que vêm confirmar os resultados.
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Chapter 1
Introduction
The deployment of a formation of several vehicles has, in some applications, several advantages
over the use of just one vehicle. A far from complete account of formation control designs includes
[7],[15],[14],[11],[23],[17], to name a few. In the particular case of maritime applications, an
autonomous underwater vehicle (AUV) formation will take less time to cover a wider area. Also,
if the sampled property has a low spatial rate of change, then the larger number of samples will
result in increased data redundancy. These advantages come at a cost, namely, the complexity that
arises from the coordination of the agents involved.
In multi-agent problems a common issue is that of limited communication range, which is taken
into account, usually as a restriction on the inter-agent distance. However, in underwater appli-
cations there are some additional limitations. Underwater communication, for one, is typically
severely constrained both in range and in bandwidth (1200 bps is a typical figure). Moreover,
acoustic modems are typically power hungry and expensive. Underwater positioning is also quite
challenging (GPS does not work underwater). Good navigation instruments are very expensive.
This is why in some applications low cost vehicles have to surface periodically to get GPS fixes.
We take advantage of the fact that the agent has to surface to get a position fix to limit commu-
nication to these intervals, where it can use more efficient wireless modules to communicate with
other agents. At the same time, since these are the only instants where we are able to have posi-
tion feedback, the computation of control signals will also share this constraint. Motivated by the
above observations, the goal of this thesis is to design a control strategy that drives a formation
of AUVs from the initial to the target set of positions, subject to the given event constraints and
under the effect of external disturbances such as ocean currents.
1
2 Introduction
1.1 Literature Review
The problem presented here is related to some extent to that of real-time scheduling of control
tasks. Earlier work in this area includes [19], where the authors present a method for choosing the
optimal frequency for the task scheduling of the digital implementation of a controller, based on
Liu and Layland’s contributions on scheduling algorithms [16]. Examples of time-driven schedul-
ing of control algorithms using feedback techniques can be found in [4, 3, 5]. In more recent
years, however, and also due to the increase in interest in hybrid systems, there has been a shift
towards event-driven control (EDC). Our approach shares some aspects with what is presented in
[21], particularly, that the control signal is only updated when the error norm exceeds a certain
threshold. Of interest is also a comparative analysis of the time and event-driven paradigms pre-
sented in [1]. EDC has also been extended to networked control systems [22], where the event
triggering scheme proposed in [21] is used. The applications of EDC to both formation control
and communication-constrained problems are also of interest to our problem. In [9] the authors
present both centralized and distributed approaches to an agreement problem, which is considered
as a simplification of the formation control problem [10].
1.2 Problem statement
The problem at hand is, given a formation of N agents (e.g. submarines), finding a control strategy
that is able to drive the formation from the set of initial positions X0 =
⋃N
i=1 x
i
0 to the set of target
positions Xtarget =
⋃N
i=1 x
i
target while meeting the following restrictions:
• Each agent can only measure its own position;
• Position measurement, as well as communication, can only take place when the agent is
stopped (at the surface).
1.3 Background
We begin by recalling some useful concepts for continuous-time systems [6].
Definition 1 (Piece-wise continuous function) A piecewise continuous function f is defined as
the set of partial functions fi such that
f (t) = fi(t), ti ≤ t < ti+1 (1.1)
1.3 Background 3
t
f (t)
fi−1(t)
ti
fi(t)
ti+1
fi+1(t)
Figure 1.1: The graph of a piece-wise continuous function
Definition 2 (Admissible control signal) A control signal u(·) is said to be admissible if and only
if
∀s ∈ [t0, t1] ,u(s) ∈U (s) (1.2)
for some (relevant) time interval [t0, t1], where U denotes the set of admissible controls.
Definition 3 (Continuous-time system) A controlled continuous-time system is described by
x˙(t) = f (t,x(t),u(t)),u(t) ∈U (t) (1.3)
where f : R×Rn×Rm → Rn satisfies the conditions for existence and uniqueness of ordinary
differential equation. We say the system is controlled due to the presence of a controlled input,
u(t).
It is also important to consider the case where the system is under the influence of an external
disturbance.
Definition 4 (Continuous-time system with external disturbance) A controlled continuous-time
system under the effect of an external disturbance ω(t) is described by
x˙(t) = f (t,x(t),u(t),Omega(t)),u(t) ∈U (t),ω(t) ∈Ω(t) (1.4)
where f :R×Rn×Rm×Rp→Rn satisfies the conditions for existence and uniqueness of ordinary
differential equation.
Similarly to what happens for the control input, the disturbance signal must also lie in a set, so
definition 2 also applies to w(s), with the set of admissible controlsU replaced by the disturbance
4 Introduction
set, W .
Another key concept in this approach to multi-agent systems is that of forward reachable set1.
Definition 5 (Reachable set departing from a point) Suppose a system described by (1.3) is at
x0, at time t0. The reachable set R [τ,x0, t0] of the system at time τ ≥ t0 starting from x0 at time t0
is given by:
RU [τ,x0, t0] =
⋃
u(s)∈U(s)
{
x(τ) : x(τ) =
∫ τ
t0
f (s,x(s),u(s))ds,u(s) ∈U(s),s ∈ (t0,τ]
}
(1.5)
Finally, we generalize the reachable set concept for a system under the presence of an external
disturbance.
Definition 6 (Reachable set departing from a point under external disturbance) Suppose a sys-
tem described by (1.4) is at x0, at time t0. The reachable set RU ,Ω [τ,x0, t0] of the system at time
τ ≥ t0 starting from x0 at time t0 is given by:
RU ,Ω [τ,x0, t0] =⋃
u(s)∈U(s),ω(s)∈Ω(s)
{
x(τ) : x(τ) =
∫ τ
t0
f (s,x(s),u(s),ω(s))ds,u(s) ∈U(s),ω(s) ∈Ω(s),s ∈ (t0,τ]
}
(1.6)
1.4 Models
Let the ideal dynamics of the vehicle be described by equation 1.3. We assume that, when present,
disturbances are additive, that is,
x˙(t) = f (t,x(t),u(t))+ω(t) (1.7)
where ω(t) ∈ Ω(t),∀t ∈ [t0, t1]. This being true, we can study the effect of the disturbances sep-
arately from the system’s dynamics. As a consequence, the uncertainty set (which we will later
define) becomes independent from the vehicle’s dynamics. Throughout the rest of the document
we will be modeling the vehicle as a two-dimensional integrator (equation 1.3) for the sake of
simplicity. However, two relevant vehicle models will be presented next, summarizing some of
the main results in [20, 12].
1Throughout this document we will refer to it simply as reachable set.
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1.4.1 Full dynamic model
To describe the full dynamic model of an underwater vehicle, we first have to introduce two differ-
ent reference frames. The first one is the Earth-fixed frame, whose origin is located at an arbitrary
point on the Earth’s surface, with the directions of the axes given by the so-called North-East-
Down convention: x points North, y points East, and z points down. The other is the body-fixed
reference frame, where the origin is (usually) fixed at the vehicle’s center of mass and the axes
coinciding with the principal axes of inertia of the vehicle (figure 1.2). In order to express the
φ
θ
ψ
xb
yb
zb
X
Y
Z
u (surge)
p (roll)
w (heave)
r (yaw)
v (sway)
q (pitch)
(x, y, z)
Figure 1.2: Autonomous Underwater Vehicle
vehicle state in either one of these reference frames, we will need a total of six variables - three
to describe its position and another three to describe its attitude. Since we are interested in the
vehicle’s motion in both of these frames, we will need a total of twelve variables, as well as an
equation that relates one frame to the other.
In the body-fixed reference frame, the vehicle’s motion is described by six velocity components
• u - linear speed along the xb axis (surge) [m/s],
• v - linear speed along the yb axis (sway) [m/s],
• w - linear speed along the zb axis (heave) [m/s],
6 Introduction
• p - angular speed along the xb axis (roll speed) [rad/s],
• q - angular speed along the yb axis (pitch speed) [rad/s],
• r - angular speed along the zb axis (yaw speed) [rad/s]
which we represent as the vector
ν = [u,v,w, p,q,r]T (1.8)
For the Earth-fixed reference frame, we have
• x - position w.r.t the x axis (North) [m],
• y - position w.r.t the y axis (East) [m],
• z - position w.r.t the z axis (down) [m],
• φ - heading (yaw) angle w.r.t the reference axes [rad],
• θ - pitch angle w.r.t the reference axes [rad],
• ψ - roll angle w.r.t the reference axes [rad]
which we represent as the vector
η = [x,y,z,φ ,θ ,ψ]T (1.9)
The evolution of η is related to ν by the following kinematic equation
η˙ = J(η)ν (1.10)
where
J1(η) =
 cosθ cosψ sinφ sinθ cosψ− cosφ sinψ cosφ sinθ cosψ+ sinφ sinψcosθ sinψ sinφ sinθ sinψ+ cosφ cosψ cosφ sinθ sinψ− sinφ cosψ
−sinθ cosθ sinψ cosθ cosφ

J2(η) =
1
cosθ
 cosθ sinφ sinθ cosφ sinθ0 cosφ cosθ −sinφ cosθ
0 sinφ cosφ

J(η) =
[
J1(η) 0
0 J2(η)
]
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Using the principle of superposition, we can incorporate the effect of water current velocity by
considering that ν is relative to a frame moving with the surrounding water mass with a velocity
vc = [vcx,vcy,vcz,0,0,0] (1.11)
measured in the earth-fixed reference frame. Equation 1.10 becomes
η˙ = J(η)ν+ vc (1.12)
Finally, as for the vehicle dynamics themselves, these are described by the following equation
Mν˙+C(ν)ν+D(ν)ν+g(η) = Fact (1.13)
where M is the constant inertia and added mass matrix, C(ν) is the Coriolis and centripetal matrix,
D(ν) is the damping matrix, g(ν) is the vector of restoring forces and moments and Fact is the
vector representing the forces from the actuators, expressed in the body-fixed reference frame.
1.4.2 Simplified model
Using the reasoning exposed in ([2, 20]), we can approximate the vehicle dynamics using the
unicycle model:  x˙1(t)x˙2(t)
x˙3(t)
=
 u1(t)cos(x3(t))u1(t)sin(x3(t))
u2(t)
 (1.14)
where the controls u1(t) and u2(t) denote the linear and angular speeds respectively. The control
signal [u1(t),u2(t)]T is, of course, restricted to be in the set of admissible controls, U . This set
can, for example, be expressed as a set of bounds on the linear and angular speeds:
U =
{
[u1(t),u2(t)]T ∈ R2 : ‖u1(t)‖ ≤ u1(max)∧‖u2(t)‖ ≤ u2(max)
}
(1.15)
where u1(max) would be the the maximum speed relative to the surrounding water mass and u2(max)
the maximum turning rate.
Connection to the two-dimensional integrator model
If instead of the center point [xC;yC]T of the vehicle, we control a point [x;y]T at a distance l from
the center along the positive direction of u1(t), we can treat the vehicle dynamics as a simple
integrator [13]. This way, we can use the vehicle’s desired velocity in Cartesian coordinates,
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which we denote by uC(t) = [uC1 (t),u
C
2 (t)]
T to determine the corresponding linear and angular
speeds, u1(t) and u2(t): [
u1(t)
u2(t)
]
= A(x3(t))−1 ·uC(t) (1.16)
where the decoupling matrix A is written as
A(x3(t)) =
[
cos(x3(t)) −l · sin(x3(t)))
sin(x3(t)) l · cos(x3(t)))
]
The vehicle dynamics are thus described by
x˙(t) = uC(t)[
u1(t)
u2(t)
]
= A(x3(t))−1 ·uC(t)
x˙3(t) = u2(t)
(1.17)
We now see that although we’ll be using the two-dimensional integrator model, it is easy to relate
this model to the unicycle. Also, notice that (1.17) is an example of a continuous-time system
just as described by definition 3. As such, it is also important to characterize the set of admissible
controls, U . Keeping in mind the admissible set definition we provided for the unicycle model,
we now have to relate it with the model above. Noticing that the norm of uC(t) is the vehicle’s
linear speed, u1(t), we keep this restriction. We’re now left with the upper bound on the turning
rate, and it is here that we make a strong assumption on uC(t), by assuming that it is such that
this restriction is always satisfied. This way, for the model described by 1.17, we have that the
admissible control set is defined by
U =
{
uC(t) = [uC1 (t),u
C
2 (t)]
T ∈ R2 : ‖uC(t)‖ ≤ u1(max)
}
(1.18)
Disturbances
Finally, we refine equation 1.17 so as to include the effect of external disturbances. And since we
have assumed disturbances to be additive, we get
x˙(t) = uC(t)+ω(t)[
u1(t)
u2(t)
]
= A(x3(t))−1 ·uC(t)
x˙3(t) = u2(t)
(1.19)
Similarly to what happened with the previous model, we now have an example of a continuous-
time system that fits the description given by definition 4. Even though we keeping our charac-
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terization of (U), we do not explicitly define Ω, the set where the disturbances lie in, with the
justification that this set might be unknown. Still, in the next chapter, we will make some assump-
tions on Ω that will facilitate dealing with this issue.
10 Introduction
Chapter 2
Single agent
2.1 Solution to the system equation
The first step we take to solve the single agent problem is to derive the solution to the system
equation,
x˙(t) = u(t)+ω(t) (2.1)
We choose this simple equation for the reasons considered in the previous chapter. To obtain the
agent’s position at some instant t, we integrate the equation above∫ t
t0
x˙(τ)dτ =
∫ t
t0
(u(τ)+ω(τ))dτ
Given the initial condition x(t0) = x0, the equation becomes
x(t) = x0+
∫ t
t0
(u(τ)+ω(t))dτ (2.2)
Now, we let u(t) be an admissible and piecewise continuous control signal,
u(t) =
N−1⋃
i=0
ui,i+1(t) (2.3)
such that ui,i+1 : [ti, ti+1]→ R2,∀i ∈ {0,1, . . . ,N−1}. Replacing in 2.2 yields
x(t) = x0+
k−1
∑
i=0
(∫ ti+1
ti
(ui,i+1(τ)+ω(τ))dτ
)
+
∫ t
tk
(uk,k+1(τ)+ω(τ))dτ (2.4)
where k is such that t ∈ [tk, tk+1]. We proceed by making a stronger assumption (for reasons which
will later become clear): the control signal u(t) is not only continuous in each interval [ti, ti+1],
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but it is also constant: ui,i+1(t) = ui,i+1. Also, we are only interested in the agent’s position at the
discontinuities, that is, x(t) for t = tk, with k ∈ {0,1, . . . ,N}, so we now have
x(tk) = x0+
k−1
∑
i=0
(
ui,i+1 (ti+1− ti)+
∫ ti+1
ti
ω(t)dt
)
= x0+
k−1
∑
i=0
(ui,i+1 (ti+1− ti)+δi+1) (2.5)
where we have denoted the position drift in the interval [ti, ti+1] by δi+1:
δi+1 =
∫ ti+1
ti
ω(t)dt (2.6)
Under the given assumptions, we call equation 2.5 the solution to the system equation.
2.2 Reaching the target with no disturbances
In the single-agent version of the problem, we want to find a control strategy that drives the agent
to xtarget at time ttarget , starting from x0 at time t0. Before devising such a control strategy, we must
determine if the target can be reached in the specified time using an admissible control law. Note
that it is a particular type of reachability that is relevant to our problem: reaching a position within
a given amount of time, as opposed to a position being reachable or not.
Recalling definition 6, we can say that xtarget is reachable if and only if
xtarget ∈RU ,Ω [ttarget ,x0, t0] (2.7)
that is, if the target position is in the set of all the positions that are reachable within the given time
using an admissible control signal. Choosing, for example, the following control signal
u∗(t) = (xtarget − x0)(ttarget − t0)−1 (2.8)
it is easy to see that, assuming there are no disturbances (ω(t) = 0, t ∈ [t0, ttarget ]), we will reach
the target at the specified time.We now need to check whether this control signal is admissi-
ble.Recalling the definition of U from the previous subsection
U = {u|∀t ∈ [t0, t1] ,‖u(t)‖ ≤ umax} (2.9)
we see that we need to compute ‖u‖, which is simply
‖u‖= ‖xtarget − x0‖
ttarget − t0 (2.10)
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The reason behind the choice of this particular control signal is that it is optimal for the model that
we’re using. Here, the word optimal is used in the following sense: given a target {xtarget , ttarget}
and a starting position, {x0, t0}, u∗ control signal that uses the least amount of energy and for
which the target is reached in the given time. And, since using the least amount of energy also
implies having the smallest p-norm, we can say that if the target isn’t reachable setting u = u∗,
then it isn’t reachable.
We can now state this as the reachability condition under ideal conditions:
Condition 1 (Reachability condition under no disturbances) Let x0 be the vehicle position at
time t0, and xtarget the desired position at time ttarget . We say this position is reachable in the
specified time if and only if
‖xtarget − x0‖
ttarget − t0 ≤ umax (2.11)
and it can be reached by setting the control as in equation 2.8.
2.3 Reaching the target under disturbances
We now try to solve the same problem for the scenario in which the agent is subject to external
speed disturbances (recall equation 1.19). To determine whether or not the target is reachable, it is
no longer enough to use condition 2.8, as it does not capture the effects of the external disturbances.
We could compute the reachable set for x˙(t) = f (t,x(t),u(t),ω(t)), with ω(t) ∈Ω, but since little
might be known about Ω, this might prove hard. Instead, given a control signal u(t), we set
to determine the set of all different positions that the vehicle can reach, due to the presence of
disturbances - the uncertainty set.
2.3.1 The disturbance set
Since Ω is not known and/or may be too complex to work with, we begin by constructing an
over-approximation, taking into account an upper bound on the external disturbance:
γ ≥max(‖ω‖) (2.12)
The over-approximating set is thus defined as
Ωover = {ω : ‖ω‖ ≤ γ} (2.13)
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x1
x2
ω
Ω
γ
Ωover
Figure 2.1: A disturbance set Ω and the corresponding over-approximating set Ωover
Notice that γ is just an upper bound on the position uncertainty growth rate, that allows us to quan-
tify (from a worst-case perspective) the uncertainty in the vehicle’s position as a linear function of
time.
2.3.2 The uncertainty set
We want to find the uncertainty set for the system x˙(t) = u(t)+ω(t) at time ttarget : ∆(ttarget).This
can be seen as the equivalent of finding the reachable set for the system
x˙(t) = ω(t), with x(t0) = 0,ω(t) ∈Ω(t),∀t ∈ [t0, ttarget ] (2.14)
We begin by assuming thatΩ(t) is constant in [t0, ttarget ] and has zero mean, which means thatΩ is
centered around the origin. For this particular scenario, the reachable set is fairly easy to compute:
R[ttarget ,0, t0] =
⋃
ω(t)∈Ω(t)
{
x(ttarget) : x(ttarget) =
∫ ttarget
t0
ω(t)dt
}
(2.15)
=Ω(ttarget − t0) (2.16)
which is just the disturbance set Ω scaled by a factor of (ttarget − t0). The scaling (relative to the
origin) of a set by a scalar k is obtained by, for all points x in the original set S, multiplying x by
k to obtain the corresponding element in the scaled set kS. This can be easily demonstrated by
choosing a constant ω ∈ ∂Ω (where ∂ denotes the boundary of a set) and computing x(ttarget) for
system 1.7. The reachable set is then centered around the origin as the mean disturbance is zero.
If this is not true, then the center will instead be at ω(ttarget − t0).
Returning to the ideal system, let u(t) be an admissible control signal. Then
x(ttarget) = x(t0)+
∫ ttarget
t0
f (t,x(t),u(t))dt
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x1
x2
ω
Ω
∆
Figure 2.2: Disturbance and uncertainty sets - Ω and ∆ respectively. Note that ∆≡Ω(ttarget − t0).
will be the system’s position at time ttarget . We can now make use of these results to obtain the
uncertainty set for the system with disturbances at time ttarget - ∆(ttarget) - which will be the set
(ttarget − t0)Ω centered at x(ttarget)+ω(ttarget − t0).
x1 ≡ x˙1
x2 ≡ x˙2
ω
Ω
x(t0)
x(t1)
ω(
t 1−
t 0)
∆(t1)
Figure 2.3: Disturbance and uncertainty sets for system 2.1, given a control u that would take the
system to x(t1), were there no disturbances.
The motivation behind constructing the over-approximating set is now clear: if Ω isn’t known, we
instead work withΩover to obtain the corresponding over-approximated uncertainty set, ∆over(ttarget).
And sinceΩover is, by construction, centered around the origin, ∆over(ttarget) is simplyΩover scaled
by a factor of (ttarget − t0) centered at x(ttarget). Consequently,
‖x(ttarget)− xtarget‖ ≤ γ(ttarget − t0) (2.17)
or, more generically,
‖x(t1)− xest(t1)‖ ≤ γ(t1− t0) (2.18)
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where xest(t1) is the ideal position at time t1.
2.3.3 Maximum position uncertainty
One of the advantages of considering the over-approximating sets is clearly shown by equation
2.18 Assuming that, for some reason, we don’t want to be more than ε meters away from the
ideal trajectory, we can use that equation to compute the minimum (worst-case) time the position
uncertainty takes to reach ε .
tε =
ε
γ
(2.19)
At the end of that time (that is, at t = t0+ tε ), the agent should stop to take a position measurement
and check the distance to the ideal/planned path. Moreover, with Ω being constant, the agent
should also stop every tε seconds. We let
ttarget = t0+N · tε + t f (2.20)
where
N =
⌊
(ttarget − t0)
tε
⌋
(2.21)
and
t f = (ttarget − t0) mod tε (2.22)
that is, t f is the remainder after integer division of ttarget−t0 by tε . Again, notice that with equation
2.21 we have implicitly assumed that γ is constant from t0 to ttarget , and consequently, the i-th
stopping (surfacing) time can be expressed as
ti = t0+ i · tε (2.23)
The interpretation for this is that while traveling towards the target, the agent will stop N times,
taking a total of N · tε seconds, before making its final approach to the target, which will take only
t f seconds.
2.3.4 Traveling to the target
The vehicle starts at x = x0 at time t = t0. Using a control strategy u(t) = h(·)that is assumed to
be able to take the agent to the target in the specified time, it computes u(t) = u0,1(t), which will
2.3 Reaching the target under disturbances 17
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drive it to the first stopping point, X1. Under no disturbances, the first stopping point would be
located at
W1 = x0+
∫ t1
t0
u0,1(t)dt
where t1 = t0 + tε . We call this particular stopping point (i.e.,where the agent would stop under
ideal conditions) a waypoint. In reality, since the system is under the influence of an external
disturbance ω(t), the stopping position will most likely be different from the waypoint:
x1 = x0+
∫ t1
t0
u0,1(t)dt+
∫ t1
t0
ω(t)dt
=W1+δ1
where we have denoted the position drift from x0 to x1 by δ1 (recall equation 2.6).
Generically, waypoint i+1 will be located at
Wi+1 = xi+
∫ ti+1
ti
ui,i+1(t)dt (2.24)
and the corresponding stopping position will be
xi+1 =Wi+1+δi+1 (2.25)
Notice that because of the way we have defined γ , we can guarantee that
‖δi‖ ≤ ε,∀i ∈ {1,2, . . . ,N} (2.26)
Denoting our control strategy as h(·), we summarize this approach with algorithm 1.
Algorithm 1 Main approach
Require: γ ≥ ‖ω‖
1: tε ← εγ−1
2: N←
⌊
(ttarget−t0)
tε
⌋
3: for i = 0 to N−1 do
4: ti+1 = ti+ tε
5: ui,i+1 = h(·)
6: Wi+1 = xi+
∫ ti+1
ti ui,i+1(t)dt
7: δi+1 =
∫ ti+1
ti ω(t)dt
8: xi+1 =Wi+1+δi+1
9: end for
Having summarized how to reach the target, we now need to devise at least one control strategy
h(·) that ensures we reach it.
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2.3.5 The h1(·) control strategy
When dealing with the problem of reaching the target under no disturbances, we saw that the
control signal defined by equation 2.8 was, under those conditions, optimal. We could then start
with u(t) defined in such a way and, at each stopping position, update u(t) using the same control
strategy, but with the current position and time. We call this control strategy h1(·), and the main
results for it follow:
Theorem 1 (Target reachability using control strategy h1(·)) Let
ui,i+1(t) = h1(ti,xi, ttarget ,xtarget)
= (xtarget − xi)(tN− ti)−1 ,∀i ∈ {0,1, . . . ,N−1} (2.27)
Then
x(tN) = xtarget +δN (2.28)
and, from equation 2.26,
‖xtarget − x(tN)‖ ≤ ε
Proof:.
We have, for i ∈ {0,1, . . . ,N−1},
ui,i+1 = (xtarget − xi)(tN− ti)−1
Wi+1 = xi+ui,i+1 · tε
xi+1 =Wi+1+δi+1
Starting at x(t0) = x0,
• i = 0 (t = t0)
x(t0) = x0
u0,1 = (xtarget − x0)(tN− t0)−1
W1 = x0+u0,1tε
= . . .
= x0+
1
N
(xtarget − x0)
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• i = 1 (t = t1 = t0+ tε)
x1 =W1+δ1
u1,2 = (xtarget − x1)(tN− t1)−1
= . . .
= (xtarget − x0)(tN− t0)−1−δ1(tN− t1)−1
W2 = x1+u1,2tε
= . . .
= x0+
2
N
(xtarget − x0)+ N−2N−1δ1
• i = 2 (t = t2 = t0+2 · tε)
x2 =W2+δ2
u2,3 = (xtarget − x2)(tN− t2)−1
= . . .
= (xtarget − x0)(tN− t0)−1−δ1(tN− t1)−1−δ2(tN− t2)−1
W3 = x2+u2,3tε
= . . .
= x0+
3
N
(xtarget − x0)+ N−3N−1δ1+
N−3
N−2δ2
• . . .
For the i-th iteration, we have
ui,i+1 = (xtarget − x0)(tN− t0)−1−
i
∑
k=1
δk(tN− tk)−1 (2.29)
and
Wi+1 = x0+
i+1
N
(xtarget − x0)+
i
∑
k=1
N− (i+1)
N− k δk (2.30)
with i∈ {0,1, . . . ,N−1}. Recalling the solution to the system equation (equation 2.5), the position
at t = tN will be
x(tN) = x0+
N−1
∑
i=0
(ui,i+1tε +δi+1)
= x0+
N−1
∑
i=0
ui,i+1tε +
N
∑
i=1
δi (2.31)
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The second term on the right hand side of the equation can be rewritten as
N−1
∑
i=0
ui,i+1tε =
N−1
∑
i=0
(
(xtarget − x0)(tN− t0)−1−g(i)
)
tε
where
g(i) =
{
0, if i = 0
∑ij=1 δ j(tN− t j)−1, if i > 0
and since ti = t0+ i · tε (equation 2.23),
g(i) =
{
0, if i = 0
∑ij=1 δ j((N− j)tε)−1, if i > 0
Then
N−1
∑
i=0
ui,i+1tε =
N−1
∑
i=0
(xtarget − x0) tεtN− t0 −
N−1
∑
i=0
g(i)tε
= (xtarget − x0) N · tεtN− t0 −
N−1
∑
i=1
g(i)tε
= xtarget − x0−
N−1
∑
i=1
i
∑
j=1
δ j
tε
(N− j)tε
= xtarget − x0−
(
1
∑
j=1
δ j
1
N− j +
2
∑
j=1
δ j
1
N− j + . . .+
N−1
∑
j=1
δ j
1
N− j
)
= xtarget − x0−
(
(N−1)δ1 1N−1 +(N−2)δ2
1
N−2 + . . .+δN−1
)
= xtarget − x0−
N−1
∑
i=1
δi
Replacing in equation 2.31, we get
xN = x0+
(
xtarget − x0−
N−1
∑
i=1
δi
)
+
N
∑
i=1
δi
= xtarget +δN
and the distance to the target at time t = tN will be
‖xN− xtarget‖= ‖xtarget +δN− xtarget‖
= ‖δN‖
≤ ε
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These results, though useful, do not state any conditions regarding their applicability, i.e, under
what conditions is the target reachable using h1(·) as the control strategy. For a target to be
reachable, it is necessary that the control strategy used does not result in inadmissible control
signals, so we turn to derive such conditions by analyzing whether u(t) ∈ U from t0 to tN . We
do this using a worst-case approach to the external disturbances, thus deriving a sufficient, but not
necessary condition.
Recall equation 2.27. Let δi be equal to δ ∗:
δ ∗ =−(xtarget − x0) γ · tε‖xtarget − x0‖
=−(xtarget − x0) ε‖xtarget − x0‖
for all i ∈ {1,2, . . . ,N}. It is easy to see that this definition of δ ∗ corresponds to the worst case
scenario, as δ ∗ has a direction opposite to ui,i+1 for all i ∈ {0,1, . . . ,N−1}. The norm of the
corresponding control signal can be expressed as
‖ui,i+1‖=
∥∥∥∥∥(xtarget − x0)(tN− t0)−1− i∑k=1δk(tN− tk)−1
∥∥∥∥∥
=
∥∥∥∥∥(xtarget − x0)(tN− t0)−1+δ ∗ i∑k=1(tN− tk)−1
∥∥∥∥∥
= ‖xtarget − x0‖(tN− t0)−1+‖δ ∗‖
i
∑
k=1
(tN− tk)−1
= ‖xtarget − x0‖(tN− t0)−1+ γtε
i
∑
k=1
(tN− tk)−1
With the control signal norm increasing monotonically with i, it will achieve its maximum for
i = N−1:
‖ui,i+1‖= ‖xtarget − x0‖(tN− t0)−1+ γtε
N−1
∑
k=1
(N− k)−1t−1ε
= ‖xtarget − x0‖(tN− t0)−1+ γ
N−1
∑
k=1
(N− k)−1
= ‖xtarget − x0‖(tN− t0)−1+ γ
N−1
∑
k=1
(k)−1
= ‖xtarget − x0‖(tN− t0)−1+ γHN−1
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where Hk denotes the k-th harmonic number. Thus the target is reachable if
‖xtarget − x0‖(tN− t0)−1+ γHN−1 ≤ umax
Again, this is just a sufficient condition, not necessary - a consequence of the worst case consider-
ations we have made. We sum up this result in the following condition:
Condition 2 (Reachability condition for control strategy h1(·)) A sufficient condition for tar-
get reachability is
‖xtarget − x0‖(tN− t0)−1+ γ ·HN−1 ≤ umax (2.32)
where Hk is the k-th harmonic number,
Hk =
k
∑
i=1
1
i
(2.33)
From proving theorem 1, we know that the control signal can also be expressed as
ui,i+1 = (xtarget − x0)(tN− t0)−1−
i
∑
k=1
δk(tN− ti)−1
Looking at the expression above we see that the control strategy uses the remaining time to com-
pensate for each position drift: [t1, ttarget ] to compensate for δ1, [t2, ttarget ] for δ2, . . . , [ti, tN ] for
δi, so while traveling from xN−1 to xN the agent is (still) compensating all the position drifts up
until δN−1. This may become a problem if ω(t) has a non-zero mean (which is a fairly realistic
scenario), possibly resulting in an increasing ‖ui,i+1‖.
2.3.6 The h2(·) control strategy
A better choice would be to compensate for δi in while traveling from xi+1 to xi+2, which would,
in certain cases, be much less demanding on ‖u‖ - a control strategy which we call h2(·). The
results for it follow:
Theorem 2 (Target reachability using control strategy h2(·)) Let
ui,i+1(t) = h2(δi, ttarget ,xtarget)
= (xtarget − x0)(tN− t0)−1−δit−1ε ,∀i ∈ {0,1, . . . ,N−1} (2.34)
Then
x(tN) = xtarget +δN (2.35)
2.3 Reaching the target under disturbances 25
and, from equation 2.26,
‖xtarget − x(tN)‖ ≤ ε
Proof:.
We have, for i ∈ {0,1, . . . ,N−1},
ui,i+1 = (xtarget − x0)(tN− t0)−1−δit−1ε
Wi+1 = xi+ui,i+1 · tε
xi+1 =Wi+1+δi+1
• i = 0,(t = t0)
x(t0) = x0
u0,1 = (xtarget − x0)(tN− t0)−1W1 = x0+u0,1tε
= . . .
= x0+
1
N
(xtarget − x0)
• i = 1,(t = t1 = t0+ tε)
x1 =W1+δ1
u1,2 = (xtarget − x0)(tN− t0)−1−δ1t−1ε W2 = x1+u1,2tε
= . . .
= x0+
2
N
(xtarget − x0)
• i = 2,(t = t1 = t0+2 · tε)
x2 =W2+δ2
u2,3 = (xtarget − x0)(tN− t0)−1−δ2t−1ε W3 = x2+u2,3tε
= . . .
= x0+
3
N
(xtarget − x0)
• . . .
For the i-th iteration, we have
ui,i+1 = (xtarget − x0)(tN− t0)−1−δit−1ε (2.36)
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and
Wi+1 = x0+
i+1
N
(xtarget − x0) (2.37)
with i ∈ {0,1, . . . ,N−1}. Recalling equation 2.5, the position at t = tN will be
x(tN) = x0+
N−1
∑
i=0
(ui,i+1tε +δi+1)
= x0+
N−1
∑
i=0
ui,i+1tε +
N
∑
i=1
δi
= x0+
N−1
∑
i=0
(
(xtarget − x0)(tN− t0)−1−δit−1ε
)
tε +
N
∑
i=1
δi
= x0+(xtarget − x0)
N−1
∑
i=0
tε
tN− t0 −
N−1
∑
i=0
δi+
N
∑
i=1
δi
= x0+(xtarget − x0)
N−1
∑
i=0
tε
N · tε +δN
= x0+(xtarget − x0)
N−1
∑
i=0
1
N
+δN
= xtarget +δN
The distance to the target at time t = tN will be
‖xN− xtarget‖= ‖xtarget +δN− xtarget‖
= ‖δN‖
≤ ε
Just as we did for theorem 1, we now derive conditions on the applicability of 2, using the same
reasoning as before. Recall equation 2.34. Let δk be defined in the same way as it was in the
previous derivation. We have
‖ui,i+1‖=
∥∥∥(xtarget − x0)(tN− t0)−1+δ ∗t−1ε ∥∥∥
= ‖(xtarget − x0)‖(tN− t0)−1+‖δ ∗‖ t−1ε
= ‖(xtarget − x0)‖(tN− t0)−1+ γ
So the target is reachable if
‖(xtarget − x0)‖(tN− t0)−1+ γ ≤ umax (2.38)
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Condition 3 (Reachability condition for control strategy h2(·)) A sufficient condition for tar-
get reachability is
‖xtarget − x0‖(tN− t0)−1+ γ ≤ umax (2.39)
2.3.7 Comparative analysis of h1(·) and h2(·)
While devising the h2(·) control strategy with the goal of obtaining an improved version of h1(·),
we see that we successfully obtained a more relaxed reachability condition when compared to
h1(·)’s. However, it should be stressed out that this does not equal improved performance, as
this result (in short max(‖u = h1(·)‖) > max(‖u = h2(·)‖)) was obtained based on a particular
assumption regarding the external disturbance. Still, looking at equations 2.29 and 2.36, it is clear
that h2(·) will yield better results when the mean disturbance has a component opposite to the
direction of motion (that is, the direction pointing from the agent to the target).
We define the mean value of the control signal as
u =
1
N
N−1
∑
i=0
ui,i+1 (2.40)
Replacing ui,i+1 in the equation above by eq.2.29 yields
u =
1
N
N−1
∑
i=0
(
(xtarget − x0)(tN− t0)−1−
i
∑
k=1
δk(tN− tk)−1
)
= (xtarget − x0)(tN− t0)−1− 1N
N−1
∑
i=0
(
i
∑
k=1
δk(tN− tk)−1
)
= (xtarget − x0)(tN− t0)−1− 1N
N−1
∑
i=0
(
i
∑
k=1
δk(N− k)−1t−1ε
)
= (xtarget − x0)(tN− t0)−1− 1N · tε
N−1
∑
i=0
(
i
∑
k=1
δk(N− k)−1
)
The last term on the right-hand side of the equation can be simplified:
N−1
∑
i=0
(
i
∑
k=1
δk(N− k)−1
)
=
N−1
∑
i=1
(
i
∑
k=1
δk(N− k)−1
)
= (δ1(N−1)−1)+(δ1(N−1)−1+δ2(N−2)−1)+ . . .+
+(δ1(N−1)−1+δ2(N−2)−1+ . . .+δN−1(N− (N−1))−1)
= δ1+δ2+ . . .+δN−1
=
N−1
∑
i=1
δi
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Then
u = (xtarget − x0)(tN− t0)−1− 1N · tε
N−1
∑
i=1
δi
= (xtarget − x0)(tN− t0)−1− 1N
N−1
∑
i=1
ωi
= (xtarget − x0)(tN− t0)−1− N−1N ω (2.41)
where ω is the mean disturbance from t0 to ttarget .
As for h2(·), we have:
u =
1
N
N−1
∑
i=0
(
(xtarget − x0)(tN− t0)−1−δit−1ε
)
= (xtarget − x0)(tN− t0)−1− 1N
N−1
∑
i=1
(
δit−1ε
)
= (xtarget − x0)(tN− t0)−1− 1N
N−1
∑
i=1
(ωi)
= (xtarget − x0)(tN− t0)−1− N−1N ω (2.42)
As it should be expected, the mean control signals are the same for both control signals. So,
other than the peak values, in what else do the control strategies differ? The answer to this comes
from equations 2.30 and 2.37 - the waypoint positions. In the latter, the waypoints will always
lie somewhere along the ideal trajectory, as opposed to the former, which is more sensitive to
disturbances.
2.3.8 The final approach
Independent of the control strategy used, at this point (t = tN) the agent is at most ε meters away
from the target with t f seconds. Again picking up on the principle behind equation 2.8, we devise
the control strategy for the final approach
Theorem 3 (Target reachability (Final approach)) Let
x(tN) = xtarget +δN
Setting
u f (t) =−δN · t−1f (2.43)
2.4 Clock drift 29
results in
Wf = xN +u f · t f
= xtarget (2.44)
and
x f = xN +u f · t f +
∫ ttarget
tN
w(t)dt
= xtarget +δ f (2.45)
Consequently,
∥∥x f − xtarget∥∥≤ γ · t f (2.46)
Proof:.
At this point, we have t f seconds left to reach the target, so we can set
u f = δN(t f )−1
Wf = xN +u f t f
= xtarget
to have
x(ttarget) = xtarget +δ f
Knowing that ‖δ‖ ≤ γ · t, the distance to the target at t = ttarget will be
‖x(ttarget)− xtarget‖=
∥∥xtarget +δ f − xtarget∥∥
=
∥∥δ f∥∥
≤ γ · t f
2.4 Clock drift
Before leaving the single vehicle scenario, we consider the case where the agent’s clock isn’t
completely accurate, in what we call clock drift. Here, we assume there is a difference of τ
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seconds between the agent’s clock and the reference time
tagenti+1 = t
re f .
i+1 + τ
counting from the last departure instant, ti , as it is assumed the clocks were synchronized (t
agent
i =
tre f .i ) at that instant:
tagenti+1 = t
re f .
i + tε + τ
= tagenti + tε + τ
Thus, τ > 0 corresponds to a time lag and the opposite to a lead. Since the control law is applied
for a different time than it should, the expected (i.e., ideal) stopping point will also be different:
W τi+1 = xi+ui,i+1(t) ·
(
tagenti+1 − tagenti
)
= xi+ui,i+1(t) · (tε + τ)
=Wi+1+ui,i+1(t)τ
Of course, clock drift will also have implications on the uncertainty set. Having defined the uncer-
tainty set at time ti+1 as the circle of radius γ (ti+1− ti) centered around the ideal position at time
ti+1, x(ti+1), a drift of τ seconds will result in a scaling of the uncertainty set by (1+ τtε ), as the
radius of ∆(tagenti+1 ) is equal to γ
(
tagenti+1 − tagenti
)
or, simply put, γ (tε + τ).
xi
Wi+1
W+i+1
W−i+1
∆(t−i+1)
∆(ti+1)
∆(t+i+1)
Figure 2.6: The effects of clock drift in the ideal stopping position and the uncertainty set. The
superscript "+" denotes a time lag (τ > 0) and the superscript "−" to a time lead (τ < 0).
Chapter 3
Multiple agents
Having devised an approach to the single agent problem, we now turn to the multiple agent sce-
nario. Here, we have a set of M agents, A= {a1,a2, . . . ,aM}, which we want to drive from the set of
initial positions X0 =
{
x10,x
2
0, . . . ,x
M
0
}
to the set of target positions, Xtarget =
{
x1target ,x
2
target , . . . ,x
M
target
}
.
Assuming we are dealing with a formation, it is also desirable to maintain the relative positions
between agents, described by the elements ci, j of C ∈ RM×M. Finally, a key aspect of (mobile)
multi-agent networks is that of connectivity: we want to keep the network connected as the failure
to do so may result in the loss of one or more agents.
3.1 Background
Before dealing with the multi-agent problem itself, we recall some important concepts and defini-
tions from graph theory [8].
3.1.1 Graph Theory
Definition 7 (Graph) A graph G = {N,E} is defined by a set of nodes, N, and a set E of edges,
connecting the nodes in N. The order of a graph G is simply the number of nodes it contains, n,
whereas its size is the number e of edges in E.
Definition 8 (Path) A path is a sequence of nodes such that for any two consecutive nodes i,i+1
in the path, {i, i+1} ∈ E.
Definition 9 (Neighborhood) The neighborhood of a node ni is the set of its adjacent nodes, that
is, the nodes that are connected to ni by an edge.
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Definition 10 (Connected graph) A graph in which, given any two nodes, there is always a path
connecting them, is said to be connected.
Definition 11 (Connected component) A connected component of a graph G is a maximal con-
nected subgraph of G. A connected graph has only one connected component.
Definition 12 (Adjacency matrix) The adjacency matrix A is a way to represent a graph G. It is
a n-by-n matrix, where
ai, j =
{
1, if {i, j} ∈ E
0, otherwise
(3.1)
As we are dealing with undirected graphs, A will be symmetric.
Definition 13 (Degree matrix) The degree matrix D is a n-by-n diagonal matrix where the el-
ement di,i is the degree of the i-th node (the number of edges incident on the node - loops are
counted twice).
Definition 14 (Laplacian matrix) The Laplacian matrix is another way to represent a graph, and
it is defined as the difference between the degree and adjacency matrices:
L = D−A (3.2)
We are interested in a special property of the Laplacian matrix: the number of connected com-
ponents in G is equal to the number of eigenvalues that are zero (note that since L is positive
semi-definite, λi ≥ 0).
Although important, we are interested in most of these concepts from a simulation perspective, as
they are essential to algorithms for detecting the loss of one or more agents, or passing waypoints
from the leader to the rest of the network.
3.1.2 Connectivity
As we have already mentioned, we are interested in keeping the network connected, so as to
preventing agents from being lost. Inter-agent connectivity is then modeled as a simple matter of
range - only when agent i is within agent j’s communication range are the two able to communicate
directly - in other words, {ai,a j} ∈ E . This range parameter, r, is assumed to be the same for all
agents, for the sake of simplicity.
3.2 A two-agent network 33
a1
a2
a3
160m
(a) Network connectivity
for r = 160m
a1
a2
a3
220m
(b) Network connectivity for r =
220m
Figure 3.1: Network connectivity for different communication ranges.
3.2 A two-agent network
We begin by studying a simple, two-agent network, where we let one of them (the leader, aL)
"behave" as in the single agent scenario, with the difference that it must inform the other agent
about where it is going to go next - the next waypoint - as well as when it plans to get there - the
travel time.
aL
aF
cL,F
Figure 3.2: A two agent network
3.2.1 Waypoint definition
This agent (the follower, aF ), which supposed to be synchronized with the leader at all times,
makes use that information to determine its own waypoint. The travel time (more specifically,
the departure and arrival times), however, is required to be the same as the leader’s, otherwise
the agent will not have access to the leader’s information and will consequently be lost. Thus
synchronization is a key to success, but is not enough to guarantee success, for a follower failing
to be inside the leader’s communication range at one of the stopping instants will also result in
agent loss.
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We define the initial and target sets by X0 = {xL0 ,xF0 } and Xtarget = {xLtarget ,xFtarget} respectively.
Since the network is also a formation, it is natural to assume that xF0 = x
L
0 + cL,F and x
F
target =
xLtarget + cL,F . In fact, as the inter-agent relative position is to be maintained, we use this to deter-
mine the follower’s waypoint:
W Fk+1 =W
L
k+1+ cL,F (3.3)
3.2.2 Reaching the target
Assuming the follower is successful in keeping within the leader’s communication range at all the
relevant instants 1, we are interested in knowing xF(tN)2 or, in other words, xFN . From the solution
to the single agent problem (equations 2.5, 2.31 and 2.38), we know that this is given by
xF(tN) = xF0 +
N−1
∑
k=0
uFk,k+1 · tε +
N
∑
k=1
δFk (3.4)
Looking at the expression above, we need to determine uFk,k+1. We can use equation 3.3 to obtain
uFk,k+1 =
(
W Fk+1− xFk
)
t−1ε
=
(
W Lk+1+ cL,F − xFk
)
t−1ε
Recalling equation 2.25
uFk,k+1 =
(
W Lk+1+ cL,F −
(
W Fk +δ
F
k
))
t−1ε
=
(
W Lk+1+ cL,F −W Fk −δFk
)
t−1ε
=
(
W Lk+1+ cL,F −
(
W Lk + cL,F
)−δFk ) t−1ε
=
(
W Lk+1−W Lk −δFk
)
t−1ε
=
(
W Lk+1−
(
xLk −δ Lk
)−δFk ) t−1ε
=
(
W Lk+1− xLk +δ Lk −δFk
)
t−1ε
=
(
W Lk+1− xLk
)
t−1ε +
(
δ Lk −δFk
)
t−1ε
= uLk,k+1+
(
δ Lk −δFk
)
t−1ε (3.5)
1We will deal with this assumption with greater detail further ahead.
2Recall that ttarget = tN + t f = N · tε + t f , with t f ≤ tε
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We are now able to replace uFk,k+1 in equation 3.4 by 3.5:
xF(tN) = xF0 +
N−1
∑
k=0
(
uLk,k+1+
(
δ Lk −δFk
)
t−1ε
)
tε +
N
∑
k=1
δFk
= xF0 +
N−1
∑
k=0
uLk,k+1tε +
N−1
∑
k=0
δ Lk −
N−1
∑
k=0
δFk +
N
∑
k=1
δFk
= xF0 +
N−1
∑
k=0
uLk,k+1tε +
N−1
∑
k=1
δ Lk −
N−1
∑
k=1
δFk +
N
∑
k=1
δFk
= xF0 +
N−1
∑
k=0
uLk,k+1tε +
N−1
∑
k=1
δ Lk +δ
F
N (3.6)
To find xF(tN), we have to solve equation 3.6 for each control strategy, that is, uLk,k+1 = h1(·) and
uLk,k+1 = h2(·)
3.2.2.1 h1(·)
From proving target reachability using h1(·) in the single agent scenario, we know that (eq. 2.31)
xL0 +
N−1
∑
k=0
uLk,k+1tε +
N
∑
k=1
δ Lk = x
L
target +δ
L
N
Replacing in 3.6 yields
xF(tN) = xF0 +
(
xLtarget +δ
L
N− xL0−
N
∑
k=1
δ Lk
)
+
N−1
∑
k=1
δ Lk +δ
F
N
= xLtarget + x
F
0 − xL0−
N
∑
k=1
δ Lk +δ
L
N +
N−1
∑
k=1
δ Lk +δ
F
N
= xLtarget + cL,F −
N
∑
k=1
δ Lk +
N
∑
k=1
δ Lk +δ
F
N
= xFtarget +δ
F
N (3.7)
3.2.2.2 h2(·)
Replacing uLk,k+1 in equation 3.5 by equation 2.34 yields
uFk,k+1 =
(
δ Lk −δFk
)
t−1ε +
(
xFtargett
−1
N −δ Lk t−1ε
)
= xFtargett
−1
N −δFk t−1ε (3.8)
so the follower sets its speed exactly in the same way as the leader. Because of that, the proof we
have used for target reachability using h2(·) in the single agent problem can also be used to show
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that the follower reaches its target,with its final position being
xF(tN) = xFtarget +δ
F
N (3.9)
As we can see from equations 3.7 and 3.9, the position of the following agent is the same, regard-
less of the control strategy used by the leader. And since δ ≤ ε
‖xF(tN)− xFtarget‖ ≤ ε (3.10)
the upper bound on the distance to the target at the end of the main approach is the same for both
leader and follower.
3.2.3 Inter-agent distance
So far we have assumed the follower to be able to keep close enough to the leader, so as to be able
to be informed of the next waypoint. As such, we are only interested in the distance between the
two agents when they are about to communicate, which only happens at the stopping instants tk
‖xL(tk)− xF(tk)‖= ‖xLk − xFk ‖
= ‖(W Lk +δ Lk )− (W Fk +δFk )‖
= ‖W Lk +δ Lk −
(
W Lk + cL,F
)−δFk ‖
= ‖δ Lk −δFk − cL,F‖
Knowing that ‖δk‖ ≤ ε for any of the two agents if the disturbance set is the same for both, we
can let
δ Lk =−δFk
=− ε‖cL,F‖cL,F
and obtain the following upper bound on the inter-agent distance
‖xLk − xFk ‖ ≤
∥∥∥∥− ε‖cL,F‖cL,F − ε‖cL,F‖cL,F − cL,F
∥∥∥∥
≤ 2ε+‖cL,F‖ (3.11)
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3.2.3.1 Conditions on ε
Bearing in mind we want to keep connectivity between the two agents, the following condition
should hold:
r ≥ 2ε+‖cL,F‖
or, alternatively,
ε ≤ 1
2
(r−‖cL,F‖) (3.12)
In obtaining the previous upper bound on the inter-agent distance, we let the two agents drift apart
in the direction of cL,F . If we now let them drift closer to each other in the same direction, it would
take them 12‖cL,F‖γ−1 seconds to reach the same position (xL(t) = xF(t)) - in other words, the two
agents would take that amount of time to collide with each other. As such, we require that the
vehicles travel for a time smaller than that, or else we cannot guarantee that they will not collide.
tε <
1
2
‖cL,F‖γ−1
and since tε = εγ−1,
ε <
1
2
‖cL,F‖ (3.13)
With equations 3.12 and 3.13 we have obtained two conditions on ε to keep the agents from both
colliding and drifting too far apart.
3.3 The multi-agent network
After obtaining some results for the two-agent network, we finally move on to the more general
network, where we now have a set of agents A = {a1,a2, . . . ,aM} as well as the initial and target
sets, X0 =
{
x10,x
2
0, . . . ,x
M
0
}
and Xtarget =
{
x1target ,x
2
target , . . . ,x
M
target
}
. We will, however, keep some
aspects of the two-agent network, such as the presence of a leader (in other words, maintain a
centralized approach), and the use of the formation property of the network to define waypoints.
3.3.1 Waypoint definition
Again, we assign one agent, a1, the task of leading the network to the target set, which it does by
computing its next waypoint and then transmitting it to the rest of the network. Here lies an issue
that can’t be captured by the previous network example: it is very likely that not all agents are
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within the leader’s communication range, that is,N (a1)⊂ A, so the waypoint mechanism has to
be a little more complex.
Broadcasting
The simplest way is to have the leader transmit W Lk+1 to its neighborhood and all other agents(other
than the leader) acting as repeaters until all agents are updated. Then, each agent just needs to add
to the received waypoint its relative distance to the leader:
W jk+1 =W
L
k+1+ cL, j (3.14)
Spanning tree
Another alternative is to consider a spanning tree of the graph with the leader as root and then
transmitting the waypoints from parent to child nodes, updating them on the way, in the same
fashion as a breadth-first search on the spanning tree.:
W jk+1 =W
i
k+1+ ci, j (3.15)
where agent j is a child of agent i.
3.3.2 Connection to the two-agent network
Note that although the second mechanism may be, at least theoretically, more energy efficient3, the
two are equivalent (will result on the same waypoints for each agent), so regardless of the one that
is chosen, we have that for every agent a j other than the leader, the k+1-th waypoint is obtained,
directly or not, from the leader’s:
W jk+1 =W
L
k+1+ cL, j (3.16)
Looking at the equation above we see that if we consider just the leader and any other agent, the
"behavior" is exactly the same as for the two-agent network that we have analyzed. Doing this for
all agents in the network, it is easy to see that we are able to extend the results we obtained for the
two-agent network. We summarize this approach with algorithm 2.
3If, to each edge {ai,a j} in the original network graph we associate the physical distance between agents ai and a j
as the weight, using the minimum spanning tree obtained for waypoint transmission would theoretically require less
transmission power.
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a1
a2
W 2k+1⇐W 1k+1+ c1,2
a3
W 3k+1⇐W 1k+1+ c1,3
a4
W 4k+1⇐W 1k+1+ c1,4
a5
W 5k+1⇐W 1k+1+ c1,5
a6
W 5k+1⇐W 1k+1+ c1,5
W 1i+1
W
1
i+
1
W 1i+1
W 1i+1
W
1
i+
1
(a) Waypoint assignment using equation 3.14
a1
a2
W 2k+1⇐W 1k+1+ c1,2
a3
W 3k+1⇐W 1k+1+ c1,3
a4
W 4k+1⇐W 2k+1+ c2,4
a5
W 5k+1⇐W 3k+1+ c3,5
a6
W 5k+1⇐W 3k+1+ c3,5
W 1i+1
W
1
i+
1
W 2i+1
W 3i+1
W
3
i+
1
(b) Waypoint assignment using equation 3.15
Figure 3.3: Difference between the proposed waypoint assignment/transmission mechanisms
3.3.3 Bounds and conditions
In algorithm 2 the control strategy h(·) is assumed to be able to drive the network to the target
set without losing any agents. To prove that the proposed solution for the multi agent network is
feasible, we first have to prove that this assumption holds.
When analyzing the two-agent network, we saw that having the leader use any of the control
strategies proposed for the single agent case would successfully drive the network close to the
target set, if the conditions on the inter-agent distance were met. Since we have concluded that
the multi-agent network can be "reduced", in some sense, to the two-agent network, those results,
although with some modifications, are also valid for the n-agent network.
The collision condition
With equation 3.13, we expressed a condition on the maximum position uncertainty (for any of the
two agents in the network) needed to prevent them from colliding with each other. For M agents,
however, the condition is slightly different. Consider the C matrix, expressing the desired relative
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Algorithm 2 Main approach
1: tε ← εγ−1
2: N←
⌊
(ttarget−t0)
tε
⌋
3: for k = 0 to N−1 do
4: tk+1 = tk + tε
5: u1k,k+1 = h(·)
6: W 1k+1 = xk +
∫ tk+1
tk u
1
k,k+1(t)dt
7: for i = 2 to M do
8: W ik+1 =W
1
k+1+ c1,k
9: uik,k+1 =
(
W ik+1− xik
)
t−1ε
10: end for
11: for k = 1 to M do
12: δ ik+1 =
∫ tk+1
tk ω
i(t)dt{ω i(t) is the external speed disturbance}
13: xik+1 =W
i
k+1+δ
i
k+1
14: end for
15: end for
positions between the agents in the network. Defining
di, j = ‖ci, j‖, with i 6= j (3.17)
as the (desired) distance between agents ai and a j,
i∗, j∗ = argmin(di, j)
will be the two closest agents in the network. This means that these are the two agents whose over-
approximating uncertainty sets ∆i and ∆ j (which are discs centered at the agent’s estimated/ideal
position) take the least amount of time to overlap. This overlap, which represents a collision
possibility between the two agents, occurs when the radius of either one of the uncertainty sets
exceeds half of the distance between two agents, and thus we express the collision condition as
ε <
1
2
min(di, j), with i 6= j (3.18)
The range condition
Another condition for the two-agent network was that the two agents had to remain within the
communication range of each other, which was expressed by equation 3.12. Analogously to what
happened with the previous condition, there will be some changes due to the higher number of
agents. Consider agent ai, for example, in a network where every agent has a communication
range equal to r. This agent has a certain set of agents within its communication range, N (i) to
be exact. Assuming we do not want it to lose connectivity to any of these, we would write the
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corresponding condition as
εi ≤ 12
(
r− max
j∈N (i)
(di, j)
)
which is just a slight modification of the original equation to reflect our connectivity restriction.
Of course, if we want this to be true for all agents, then we express the range condition as
ε ≤min
i∈A
[
1
2
(
r− max
j∈N (i)
(di, j)
)]
(3.19)
where A is the set of all agents in the network.
It should be mentioned that these conditions have all been obtained by considering worst-case
scenarios and, consequently, might be overly conservative, so care should be taken when choosing
the maximum position uncertainty parameter, ε .
Finally, we sum up the upper bounds on position uncertainty obtained using the control strategies
initially proposed for the single agent problem.
Theorem 4 (Target set reachability using control strategy h1(·)) Let
uLk,k+1(t) = h1
(
xLtarget ,x
L
k , tN , tk
)
=
(
xLtarget − xLk
)
(tN− tk)−1 ,∀k ∈ {0,1, . . . ,N−1} (3.20)
Then
xi(tN) = xitarget +δ
i
N
and, from equation 2.26,
∥∥xitarget − xi(tN)∥∥≤ ε
for all i ∈ {1,2, . . . ,M}.
Theorem 5 (Target set reachability using control strategy h2(·)) Let
uLk,k+1(t) = h2
(
xLtarget ,δ
L
k , tN , tε
)
= xLtarget · t−1N −δ Lk · t−1ε ,∀k ∈ {0,1, . . . ,N−1} (3.21)
Then
xi(tN) = xitarget +δ
i
N
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and, from equation 2.26,
∥∥xitarget − xi(tN)∥∥≤ ε
for all i ∈ {1,2, . . . ,M}.
Chapter 4
Disturbance set estimation
So far we have assumed that the disturbance set Ω is (approximately) known, or that there is
enough knowledge of it to extract the upper bound γ . In order to have a more robust approach, we
would like to be able to deal with the case when our knowledge of Ω is poor or even inexistent, as
it is reasonable to assume that in most cases, Ω is unknown a priori. Consider, for example, the
AUV scenario: Ω can be time-varying, as a vehicle in an open sea trajectory may go through areas
with very different, oceanic currents. As such, it is better to let the agent’s knowledge of Ω evolve
with time rather than letting it be fixed and equal to an initial estimate. To this purpose, we use the
position drifts, δi, to try and characterize Ω.
4.1 Background
We now face the problem of how to describe Ω, so we first have to choose what to use to approx-
imate that set. Although ellipsoids will not, by themselves, fully describe the set, they will prove
very useful.
4.1.1 Ellipsoids
An ellipsoid E with center c ∈ Rn and shape matrix Q, with Q symmetric positive definite is
defined by
E (c,Q) =
{
x ∈ Rn : (x− c)T Q−1(x− c)≤ 1} (4.1)
The directions of the ellipsoid’s axis are given by the eigenvectors of the matrix Q, with the radii
given by the square root of the corresponding eigenvalue.
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x1
x2
c √
λ1(Q)
√
λ2(Q)
E (c,Q)
Figure 4.1: The ellipsoid E (c,Q). λ1 denotes Q’s largest eigenvalue.
We choose the normal distribution to approximate the disturbance set, since not only it accurately
describes underwater currents [18], but it is also generel enough to approximate many relevant
physically phenomena.
4.1.2 The Normal Distribution
A N-dimensional normal distribution is completely characterized by its mean µ , and variance Σ:
X ∼NN(µ,Σ). In particular, for a bivariate normal distribution, the probability density function
is
fx(x) =
1
2pidet(Σ) 12
e−
1
2 (x−µ)TΣ−1(x−µ) (4.2)
where
µ =
[
µ1
µ2
]
, Σ=
[
σ21,1 σ21,2
σ22,1 σ22,2
]
An important characteristic of this distribution, regardless of its dimensionality, is that it is not
bounded. Nonetheless, we know (from the empirical rule) that for a unidimensional normal dis-
tribution:
• 68.27% of the results are within one standard deviation of the mean,
• 95.45% of the results are within two standard deviations of the mean,
• 99.73% of the results are within three standard deviations of the mean,
• 99.99% of the results are within four standard deviations of the mean.
This can be extended1 to the multidimensional distribution as follows:
1For greater detail, please refer to the appendix
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• 39.45% of the results lie in the ellipsoid E (µ,Σ),
• 86.47% of the results lie in the ellipsoid E (µ,22Σ),
• 98.89% of the results lie in the ellipsoid E (µ,32Σ),
• 99.97% of the results lie in the ellipsoid E (µ,42Σ).
This result comes from the fact that the level curves - known as equidensity curves for a probability
density function - for this distribution are ellipsoids centered at the mean µ and shape matrix kΣ,
where k ∈ R+.
x1
x2
µ
E (µ,Σ)
E (µ,22Σ)
E (µ,32Σ)
Figure 4.2: The confidence ellipsoids E (µ,k2Σ) for k = {1,2,3}.
4.2 Application to the single agent problem
Having defined what we will use to characterize the disturbance set, we now know that in order
describe Ω, we need to estimate the mean disturbance µ and the respective covariance, Σ.
4.2.1 The average disturbance
From the previous chapter we know that the i-th stopping point will be located at
xi =Wi+δi
Since both xi and Wi are known, the position drift δi can be easily obtained. Moreover, as the travel
time needed to go from xi−1 to xi is also known, we can define the mean disturbance speed during
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that time interval as
ω i = δi · (ti− ti−1)−1 (4.3)
We then use this measurement, along with all the other measurements up until that instant2 to
estimate the mean µ
µi =
1
i
i
∑
k=1
ωk (4.4)
and the covariance Σ
Σi =
1
i
i
∑
k=1
(ωk−µi)(ωk−µi)T (4.5)
Since these operations require a growing number of operations, we instead use their recursive
counterparts:
µi = (1− i−1)µi−1+ i−1ω i (4.6)
and
Σi = (1− i−1)
[
Σi−1+ i−1 (ω i−µi−1)(ω i−µi−1)T
]
(4.7)
4.2.2 Implications of a normally distributed disturbance set
We now pause to make some considerations on Ω: ifΩ is indeed normally distributed, then, as has
already been mentioned, it will no longer be bounded, as we have assumed so far - instead Ω will
now be R2. As a consequence, the uncertainty set would also be R2, as condition 2.12 isn’t met
and the upper bound on the position drift expressed by equation 2.26 no longer holds. Although
this puts our approach at stake, since we no longer have an upper bound on the uncertainty, we
make use of the previously mentioned confidence levels to help us solve this problem.
4.2.3 Confidence levels
We define the disturbance set approximation Ω1i as the ellipsoid E (µi,Σi). From the results in the
previous subsection we know that if µi ≈ µ and Σ ≈ Σi, then this set will contain around 40% of
the external disturbance values. Just as we did in the single agent problem, we then use it to define
the associated uncertainty set ∆1i = Ω1i (ti− ti−1). We now know that there is also a probability of
2The use of all the available measurements comes from the assumption that the number N of waypoints is such (i.e.,
small) that it does not justify the use of a (weighted) moving average.
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k P[x(ti+1) ∈ ∆ki ]
1 39.45%
22 86.47%
32 98.89%
42 99.97%
Table 4.1: Confidence levels for the different uncertainty sets.
around 40% of the agent being inside that set:
P[x(ti) ∈ ∆1i ]≈ 40%
Generically, we define
Ωki = E (µi,k
2Σi) (4.8)
∆ki = (ti− ti−1)Ωki (4.9)
Given the control signal ui,i+1 we can, if our mean and covariance estimates are good, define the
the uncertainty sets at t = ti+1 and the associated confidence levels
4.2.4 Disturbance and uncertainty sets
We can now relate these sets with our initial approach, that is, with ε and γ .
If we take, for example, the mean and covariance estimates at time ti, µi and Σi, and assume that
these approximately describe the true disturbance set, we can then make some considerations
regarding an upper bound on the agents’s distance to the waypoint at the next stopping instant,
ti+1. We start with the disturbance set estimate Ωki :
Ω1i+1 = E (µi,Σi)
We want to find an upper bound on the disturbance speed γ which, in this case, is defined by (recall
equation 2.12)
γki = max
ω∈Ωki
(‖ω‖) (4.10)
Zero mean
If µi is sufficiently small, one can set
γki = max
(√
λ (Σi)
)
48 Disturbance set estimation
as the length of the major axis of the corresponding ellipsoid (Ωki = E (µi,k2Σi)) is equal to the
square root of the largest eigenvalue of the shape matrix. This defines the corresponding over-
approximating set
Ωki(over) =
{
ω ∈R2 : ‖ω‖ ≤ γ} (4.11)
Since the over-approximated ellipsoid is a (proper) subset of Ωki(over), then the associated proba-
bility for the over-approximating set will be at least equal to that of the ellipsoid. The same can be
said for the corresponding over-approximated uncertainty set estimate
δ ki(over)(ti+1) =Ω
k
i(over)(ti+1− ti)
which is a disc of radius γki (ti+1− ti) centered at Wi+1. This radius is thus the upper bound on the
position uncertainty or, in other words, εk (recall that ε = γ · tε ).
Non-zero mean
If, however, the mean disturbance isn’t small enough to be disregarded, then the problem becomes
less simple. Finding the norm of the largest disturbance inΩki is, in geometric terms, the equivalent
of finding the minimum bounding circle centered at the origin for the ellipsoid E (µi,k2Σi) - a
simple problem if the ellipsoid is also centered at the origin. This can be formulated as
γki = max
ω∈Ωki
(‖ω‖)
= max
k−2(ω−µi)TΣ−1(ω−µi)≤1
(√
ωTω
)
(4.12)
which can be simplified with the change of variable φ = ω−µi:
γki = max
k−2φTΣ−1φ≤1
(√
(φ +µi)T (φ +µi)
)
(4.13)
After computing γ , the upper bound on the position uncertainty can be obtained in the same way
as before (ε = γ · tε ). As a consequence of having a non-zero mean, computing the probability as-
sociated with the over-approximated disturbance and uncertainty sets is no longer straightforward
to compute. Instead, we now have to integrate the probability density function (with the estimated
parameters µi and γi) over Ωki(over) to obtain that probability:
P[x(ti) ∈ ∆ki ] = P[x(ti) ∈Ωki ]
=
∫
Ωki(over)
fω(ω)
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In order to have good estimates, we need to have a certain amount of measurements, so these
results need to be applied with care.
4.3 Application to the multi agent problem
Estimating the disturbance set in the multi-agent scenario isn’t much more complex than in the
single-agent scenario Making use of the centralized structure described in the previous chapter,
every agent k can, at each stopping instant ti, report the measured average disturbance ωki to the
leader, where the estimation procedure takes place. Here, we have the same recursive equations
that we had in the previous scenario, with the difference that we obtain the i-th estimate by updat-
ing the previous estimate with the N new measurements, where N is the number of agents in the
network. Note that for this approach to be valid, the disturbance set has to be approximately the
same for the whole network - in other words, the spatial variation of the disturbances has to be
such that it can be described by the same model for an area of the same size as the agent formation.
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Chapter 5
Numerical Examples
Alongside with the theoretical study, a practical implementation was done in MATLAB, and some
of the results obtained with the simulations made are shown in this chapter. In these, the dis-
turbance set is constant and normally distributed ( that is: Ω ∼ (µ,Σ), ), and we will focus on
non-zero mean disturbance sets, as these are the cases where the difference between the two pro-
posed control strategies become noticeable.
5.1 Single agent
In the following examples, we have that
• xtarget = [500,500]T ,
• ttarget = 140,
Additionally, for the single-agent examples we set the upper bound on the position uncertainty, ε ,
to be equal to 20 meters. An important aspect of the following (single agent) simulations is that,
to facilitate a comparative analysis, in each example, the values of the external disturbance ω are
kept the same for both control strategies.
Example 1 Here we let µ = [−1,1] and Σ= 0.52I, where I denotes the 2×2 identity matrix. In a
conservative solution, we can set γ considering 22Σ ellipsoid, that is γ = ‖µ‖+2×0.5=√2+1≈
2.414. By setting γ this way, the over approximating set will include the Σ and 22Σ ellipsoids, so
the probability of the agent stopping within ε meters of the waypoint will always be greater than
86% (see figure 5.1(a)).
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For simulation purposes, however, we set γ = 2.5. Thus,
tε =
ε
γ
=
20
2.5
= 8 seconds
and
N =
⌊
ttarget − t0
tε
⌋
=
⌊
140−0
8
⌋
= b17.5c
= 17 waypoints
t f is then equal to 140−17×8 = 4 seconds.
Example 2 In this example we set γ in a less conservative way, without taking the mean into
consideration: γ = 2× 0.5 = 1. This way, unlike what happened in the previous example, the
over-approximating set will not (even) include the Σ ellipsoid, and the probability of the agent
stopping within ε meters of the waypoint will be greatly reduced.
We have
tε =
ε
γ
=
20
1
= 20 seconds
and
N =
⌊
ttarget − t0
tε
⌋
=
⌊
140−0
20
⌋
= b7c
= 7 waypoints
t f is then equal to 140−20×7 = 0 seconds (no final approach).
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5.1.1 Trajectory
In figures 5.2 and 5.3, the estimated and true trajectories are shown in blue and red (respectively),
with the blue circles representing the set of positions within ε meters of the corresponding way-
point. If our choice of γ is appropriate, then the stopping positions (black dots) will always lie
inside these discs.
Comparing figures 5.2(a) and 5.2(b), we see how each of the two control strategies responds to
the non-zero mean scenario. h1(·) shows a greater "sensitivity" to the mean disturbance when
compared to h2(·), as we see that for the former there is a distortion of the trajectory (when
compared to the straight-line ideal trajectory) in the direction of the mean disturbance. There is
also a difference in the respective control signal norms (figures 5.2(e) and 5.2(f)) due to a fact
that we have already mentioned - h1(·) takes longer to compensate for a position drift than h2(·),
something that becomes very noticeable when, as in this case, the average position drift is not
close to zero. Finally, for both scenarios, we can see a smaller circle in the figures depicting
the final approach part of the trajectory (figures 5.2(c) and 5.2(d)). This circle has a radius of
γ · t f = 2.5×4 = 10 meters, as defined by equation 2.46.
Notice that for almost all waypoints, the agents stops inside the circle of radius ε (drawn in blue),
so our choice for γ although conservative, yielded good results. The same can’t be said for the next
example, where a (very) relaxed choice of γ resulted in the agent failing to stop within ε meters
of the waypoint at almost all instants. The success (or failure) of the agent in stopping inside the
discs of radius ε is a direct consequence of the choice of γ - even though for a normally distributed
set is impossible to choose γ in such a way that the upper bound on the position uncertainty will
always hold, a low value will result in the agent failing to be inside the disc most of the times
as, consequently, the probability of ωinΩover will be very low. On the other hand, a very high
value of γ will result in an over-approximating set Ωover that will most likely contain some of the
disturbance set’s confidence ellipsoids, and thus the upper bound will hold very often. The choices
of γ for the two examples above are shown in figure 5.1.
In what concerns the trajectories, the difference isn’t as accentuated as in the previous example,
mainly because of the larger time intervals - since tε for example 2 is more than double than that
for example 1 with the disturbance set remaining the same, the vehicle will drift further away.
Consequently, the difference in the control signal norms is much smaller. Also, notice that due to
our choice of γ there is no time left for the final approach and the agent stops, using either control
strategy, at more than ε meters from the target.
5.1.2 Disturbance Set Estimation
In figure 5.4, the E (µ,k2Σ) ellipsoids of the true disturbance set are shown in blue, while the
corresponding estimated ellipsoids at the end of the trajectory, E (µN ,k2ΣN) are shown in red. In
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the remaining the estimation errors at each stopping instant ti are plotted. The estimation error of
the covariance is at the instant tk defined as
eΣk = σ1(Σ−Σk)
where σi(A) denotes the i-th largest singular value of the A matrix, and the estimation error of the
mean as
eµk = ‖µ−µk‖
Looking at figures 5.4(a) and 5.4(b) we immediately see the difference between the disturbance set
estimates - even though neither is a very good estimate, the one obtained using 17 measurements is,
as we would expect, much better than the one obtained using less than half (N = 7) measurements.
Still, these numbers are too low (and too close) to draw significant conclusions regarding the
convergence of the estimation errors.
5.2 Multi agent
In the multi-agent examples, we will use the network depicted in figure 5.5 with a range parameter
of 90 meters. For the network graph in figure 5.5, we have
G = {N,E}
N = {a1,a2,a3,a4,a5}
E = {{a1,a2},{a1,a3},{a2,a4},{a3,a5}}
with
A =

0 1 1 0 0
1 0 0 1 0
1 0 0 0 1
0 1 0 0 0
0 0 1 0 0
 D =

2 0 0 0 0
0 2 0 0 0
0 0 2 0 0
0 0 0 1 0
0 0 0 0 1

and
L =

2 −1 −1 0 0
−1 2 0 −1 0
−1 0 2 0 −1
0 −1 0 1 0
0 0 −1 0 1
 .
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Recalling the results we derived in the multi-agent chapter we know that ε has to be such that
(equation 3.18)
ε <
1
2
min(di, j), with i 6= j
holds, in order to prevent collisions. Since the smallest inter-agent distance in the network is equal
to 50
√
2, we have that
ε < 25
√
2
We also know that to keep the network connected, equation 3.19 must also hold
ε ≤min
i∈A
[
1
2
(
r− max
j∈N (i)
(di, j)
)]
Looking at figure 5.5(b), we see that the largest inter-agent distance between any two directly
connected agents is also equal to 50
√
2 meters. This yields
ε ≤ 9.65
which is a seemingly conservative value, a consequence of wanting to maintain the network graph
unchanged at every stopping instant. Still, in the first two examples we will use ε = 10 meters.
We will set the target to be located at xtarget = [500,0]T , with ttarget = 100 seconds, and let the
disturbance set be the same as in the single agent examples, that is, µ = [−1,1] and Σ = 0.52I.
Finally, just as we did for the single agent examples, to facilitate a comparative analysis, in each
example, the values of the external disturbance ω are kept the same for both control strategies.
Example 3 In this first example we choose γ in the same way as we did in the first example, that
is, the norm of the mean disturbance plus 2σ : γ =
√
2+2×0.5 ≈ 2.414. And, just as we did in
that example, we set γ = 2.5. This way we have
tε =
ε
γ
=
10
2.5
= 4 seconds
56 Numerical Examples
and
N =
⌊
ttarget − t0
tε
⌋
=
⌊
100−0
4
⌋
= b25c
= 25 waypoints
t f is then equal to 100−25×4 = 0 seconds (no final approach).
Example 4 In this example we set γ as 3σ , that is, 1.5. The reason we do not take the mean
disturbance is that it is the same for all the agents in the network and thus, by itself, it is not
capable of affecting connectivity or of causing collisions between any two agents. As such, we are
only concerned with the covariance, and we use it to define γ .
tε =
ε
γ
=
10
1.5
=
20
3
= 6.(6) seconds
and
N =
⌊
ttarget − t0
tε
⌋
=
⌊
100−0
6.(6)
⌋
= b15c
= 15 waypoints
t f is then equal to 100−15×6.(6) = 0 seconds (no final approach).
Example 5 In this final example, we illustrate the importance of the choice of ε in multi-agent
applications, by doubling its value, that is, ε = 20 meters, and keeping the remaining parameters
the same as they were in the previous example.
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5.2.1 Trajectory
Most of the conclusions that we are able to draw from examples 3 and 4 are very similar to those
drawn in the single agent scenario, namely, the greater sensitivity to disturbances of the h1(·)
control strategy when compared to h2(·) (as can be seen in figures 5.6/5.8 and 5.10/ 5.12 ) and the
influence of the choice of γ on our result on the upper bound on the position uncertainty.
There are, however, some interesting results due to the leader’s use of the different control strate-
gies. Take, for example, the agents’ control signal norms in example 3, figure 5.7. Here, we see
not only an increasing ‖u‖, typical of this control strategy when under an adverse average distur-
bance, but also a greater variation in the followers’ speeds when compared to that of the leader -
something which is easily understandable as we know, from equation 3.5, that each follower not
only has to compensate for its own drift, but also for the leader’s. Here, we see that the h2(·)
control strategy outperforms h1(·) (figure 5.9), as not only ‖u‖ is no longer increasing, and the
variations in the followers’ speeds are of the same magnitude as that of the leader. The justifica-
tion is the same as before, but given the way that the leader sets its speed, the follower only needs
to compensate for its own drift (see equation 3.8). These conclusions are also valid for example 4,
as we can see from figures 5.11 and 5.11.
5.2.2 Connectivity
In the plots of the formation trajectory of examples 3 to 5, we are able to see black, dashed lines
indicating the presence of a direct connection between two agents - this way we’re able to see how
the network graph evolves along the trajectory While in the first two multi-agent examples the
graph remains the same, in the third example there is a loss of connectivity and agents a3 and a5
are lost. Since the difference between the second and third examples is just the choice of ε , we are
able to say that albeit conservative, the range and collision conditions stated in the end of chapter
3, are very useful to the choice of an adequate ε . Still, the choice of ε alone is not enough since,
the simplification used in examples 4 and 5 notwithstanding, a poor choice of the value of γ will
annul the result on the upper bound on the position uncertainty and the reasoning used to obtain
the said conditions will no longer be valid.
5.2.3 Disturbance Set Estimation
Finally, in figure 5.14 the advantage of performing estimation using more than one agent becomes
evident, as instead of just 1, there are now 5 new measurements at each waypoint. And despite
the smaller number of waypoints in example 4 when compared to example 4, which results in a
difference of (5× 26)− (5× 15) = 55 measurements, both the estimated sets and the associated
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estimation errors are very similar and, as it should be expected, show a considerable improvement
compared to the single agent examples.
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x1
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(a) Example 1
x1
x2
µ
(b) Example 2
Figure 5.1: The disturbance set’s confidence ellipsoids E (µ,k2Σ) for k = {1,2,3} and the over-
approximating disturbance set for examples 1 (left) and 2 (right).
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Figure 5.2: Example 1
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Figure 5.3: Example 2
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Figure 5.4: Disturbance set estimation in Examples 1 (left) and 2 (right)
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c1,2 =
[−50,50] T
c 1,
3
=
[−5
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0]
T
c2,4 =
[−50,50] T
c 3,
5
=
[−5
0,
−5
0]
T
(a) The formation with some of the
inter-agent distances (ci j) represented
a1
a2
a3
a4
a5
(b) The corresponding network graph
for r = 90 meters.
Figure 5.5: Example of a formation
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Figure 5.7: (Example 3) Control signal norms for the agents in the network using the h1(·) control
strategy
66 Numerical Examples
−100
0
100
200
300
400
500
−200
−150
−100
−50 0 50
100
150
200
Figure
5.8:(E
xam
ple
3)Form
ation
trajectory
using
the
h
2 (·)
controlstrategy
5.2 Multi agent 67
0 5 10 15 20 25
0
2
4
6
8
10
(a) a1
0 5 10 15 20 25
0
2
4
6
8
10
(b) a2
0 5 10 15 20 25
0
2
4
6
8
10
(c) a3
0 5 10 15 20 25
0
2
4
6
8
10
(d) a4
0 5 10 15 20 25
0
2
4
6
8
10
(e) a5
Figure 5.9: (Example 3) Control signal norms for the agents in the network using the h2(·) control
strategy
68 Numerical Examples
−100
0
100
200
300
400
500
−200
−150
−100
−50 0 50
100
150
200
250
Figure
5.10:(E
xam
ple
3)Form
ation
trajectory
using
the
h
1 (·)
controlstrategy
5.2 Multi agent 69
0 5 10 15
0
2
4
6
8
10
(a) a1
0 5 10 15
0
2
4
6
8
10
(b) a2
0 5 10 15
0
2
4
6
8
10
(c) a3
0 5 10 15
0
2
4
6
8
10
(d) a4
0 5 10 15
0
2
4
6
8
10
(e) a5
Figure 5.11: (Example 4) Control signal norms for the agents in the network using the h1(·) control
strategy
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Figure 5.13: (Example 4) Control signal norms for the agents in the network using the h2(·) control
strategy
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Figure 5.14: Disturbance set estimation in Examples 3 (left) and 4 (right)
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Chapter 6
Conclusions and Future Work
We have proposed a waypoint based approach to solve the multi-agent problem under communi-
cation and measurement constraints, which relies on a simplifying assumption on the disturbance
set allowing us us to have an upper bound on the position uncertainty growth rate - γ . This, to-
gether with the user-defined maximum position uncertainty ε is used to determine when the agent
should stop. Two alternative control strategies are able to drive the agent to the target while guar-
anteeing that the agent’s distance to its ideal position is never greater than ε . All of these results
were derived for the single agent problem and later extended to the original multi-agent problem.
Sufficient conditions for the main results were also derived.
The disturbance set over-approximation we use to obtain γ may, in some cases, be a very gross
approximation. Its consequences to our approach’s performance are one of the problems that
remains to be solved in the future. A more important open problem is that of extending our
solution to the multi-agent network in a distributed fashion, without having just one agent deciding
on where should the formation go next.
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Appendix A
Appendix
A.1 Disturbance Set Estimation
Derivation 1 (Extension of the empirical rule to the bivariate normal distribution) Given the
ellipsoid centered at µ and shape matrix M,
E (µ,M) =
{
x ∈ Rn : (x−µ)T M−1(x−µ)≤ 1}
the probability of a N-dimensional random variable X ∼ N(µ,Σ) lying inside it is
P[X ∈ E (µ,M)] =
∫
E (µ,M)
fx(x)dVx
=
∫
E (µ,M)
1
(2pi)N2 det(Σ) 12
e−
1
2 (x−µ)TΣ−1(x−µ)dVx
=
1
(2pi)N2 det(Σ) 12
∫
E (µ,M)
e−
1
2 (x−µ)TΣ−1(x−µ)dVx
where dVx is the infinitesimal volume element in the x space. Since Σ is a symmetric positive
definite matrix, we can perform its Cholesky decomposition to obtain Σ = CCT . Replacing x
by y+ µ (with the new infinitesimal volume element,dVy being equal to dVx), E (µ,M) becomes
E (0,M) and we now have
P[X ∈ E (µ,M)] = 1
(2pi)N2 det(Σ) 12
∫
E (µ,M)
e−
1
2 y
T (CCT )−1ydVy
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Note that
yT (CCT )−1y = yT (CT )−1C−1y
= yT (C−1)TC−1y
= (C−1y)TC−1y
Performing the following change of variable
z =C−1z
dVz = det(C−1)dVy
where dVz is the infinitesimal volume element in the z-space, the ellipsoid E (0,M) becomes
E (0,M) =
{
z ∈ Rn : yT M−1y≤ 1}
=
{
z ∈ Rn : (Cy)T M−1(Cz)≤ 1}
=
{
z ∈ Rn : zTCT M−1Cz≤ 1}
and since we are interested in the particular case where M = kΣ= kCCT ,
E (0,kΣ) =
{
z ∈ Rn : zTCT (kCCT )−1Cz≤ 1}
=
{
z ∈ Rn : k−1zTCT (CT )−1C−1Cz≤ 1}
=
{
z ∈ Rn : zTCT (CT )−1C−1Cz≤ k}
=
{
z ∈ Rn : zT z≤ k}
=B√k(0)
The probability of the sample lying in the ellipsoid is now
P[X ∈ E (µ,M)] = 1
(2pi)N2 det(Σ) 12
∫
B√k(0)
e−
1
2 z
T zdet(C)dVz
and since
det(Σ)
1
2 = det(CCT )
1
2
= (det(C)det(CT ))
1
2
= (det(C)2)
1
2
= det(C)
we have
P[X ∈ E (µ,M)] = 1
(2pi)N2
∫
B√k(0)
e−
1
2 z
T zdVz
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We are interested in N = 2 (bivariate normal distribution). For two dimensions, B√k(0) can be
easily parametrized using polar coordinates,
z = [r cos(θ),r sin(θ)]T
dVz = rdrdθ
and
P[X ∈ E (µ,M)] = 1
2pi
∫
B√k(0)
e−
1
2 z
T zdVz
=
1
2pi
∫ 2pi
0
∫ √k
0
e−
1
2 r
2
rdrdθ
=
1
2pi
∫ 2pi
0
dθ
∫ √k
0
e−
1
2 r
2
rdr
=
∫ √k
0
e−
1
2 r
2
rdr
=−
[
e−
1
2 r
2
]√k
0
= 1− e− k2
= 1− 1√
ek
This yields the following results
k P[X ∈ E (µ,kΣ)]
1 0.3945
22 0.8647
32 0.9889
42 0.9997
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