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Kurzfassung
In den letzten Jahren hat das Management mobiler Objekte und ihrer Bewegungsda-
ten sowie das Datenmanagement in mobilen Umgebungen an Bedeutung gewonnen,
bedingt durch wachsende Anwendungsfelder wie geographische Informationssyste-
me, Flottenmanagement, Verkehrsu¨berwachung und -fu¨hrung und lokationsbasierte
Dienste in mobilen Kommunikationssystemen.
Im ersten Teil dieser Arbeit werden zuna¨chst Anforderungen an die Repra¨sen-
tation der Bewegungen mobiler Objekte zum Zwecke der Datenhaltung und -verar-
beitung beschrieben und anschließend eine Modellierung eines Rahmenwerks vor-
gestellt, das diverse Repra¨sentationskonzepte fu¨r Bewegungen integriert, um auch
verschieden charakterisierte Bewegungen jeweils realistisch darstellen zu ko¨nnen. Es
wird zudem das Ziel der Abgeschlossenheit eines Typsystems fu¨r zeitvariante ra¨um-
liche Daten gegen zeitvariante Verarbeitungen von Bewegungen verfolgt und ein
Lo¨sungsvorschlag hierzu vorgestellt. Des Weiteren wird die Realisierbarkeit einer um-
fassenden, effizienten und verla¨sslichen Anfragebearbeitung, die auf verschiedensten
Repra¨sentationen von Bewegungen operieren kann, untersucht und eine entsprechen-
de Realisierung in das erwa¨hnte Rahmenwerk integriert.
Im zweiten Teil dieser Arbeit wird die speichereffiziente Verarbeitung von geo-
metrischen Daten betrachtet, wie sie in mobilen Umgebungen wie Sensornetzwerken
oder mobilen Kommunikationssystemen von Nutzen sein kann, da in solchen Umge-
bungen die Datenverarbeitung teilweise von ressourcenbeschra¨nkten Kleinstrechnern
durchzufu¨hren ist. Konkret werden optimal oder nahezu optimal speicher- und im
erwarteten Fall laufzeiteffiziente Algorithmen fu¨r Probleme des Geraden-Scha¨tzens
vorgestellt, die zur Aggregation von geometrisch interpretierbaren und insbesonde-
re von zeitvarianten Daten verwendet werden ko¨nnen. Des Weiteren werden Algo-
rithmen fu¨r die Berechnung der Maximamengen und -schichten von Punktmengen
pra¨sentiert, die eine optimale asymptotische Laufzeit- und Speicherbedarfskomple-
xita¨t aufweisen und die fu¨r priorita¨tsgesteuerte Datenselektion und -gruppierung
insbesondere auf mobilen Endgera¨ten eingesetzt werden ko¨nnen.
v
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Kapitel 1
Einleitung
In den letzten Jahren hat das Management mobiler Objekte und ihrer Bewegungsda-
ten sowie das Datenmanagement in mobilen Umgebungen an Bedeutung gewonnen,
bedingt durch wachsende Anwendungsfelder wie geographische Informationssyste-
me, Flottenmanagement, Verkehrsu¨berwachung und -fu¨hrung oder lokationsbasierte
Dienste in mobilen Kommunikationssystemen. Die Entwicklung im Mobilita¨tsmana-
gement profitiert von Ergebnissen aus etablierten Forschungsbereichen wie denen der
ra¨umlichen, der temporalen sowie der mobilen Datenbanken sowie der algorithmi-
schen Geometrie. Dennoch existieren nach wie vor offene Fragestellungen, betreffend
unter anderem die angemessene Repra¨sentation von Bewegung in Anwendungsszena-
rien wie den oben genannten; zudem bietet das Datenmanagement in mobilen Umge-
bungen noch algorithmische Herausforderungen — insbesondere da dieses im Allge-
meinen durch ressourcenbeschra¨nkte Computer zu erfolgen hat. Ku¨rzlich wurden von
prominenten Autoren aus den Forschungsbereichen der ra¨umlichen-temporalen Da-
tenbanken [RHE+04] sowie der Algorithmik [AGE+02] zwei U¨bersichten publiziert,
die offene Fragestellungen bzw. relevante Gegensta¨nde weiterer Forschung auffu¨hren,
zu denen auch die beiden Schwerpunkte dieser Arbeit za¨hlen. Diese Arbeit folgt zu-
dem der Anregung von Roddick et al., sich in Dissertationsvorhaben auf einige dieser
offenen Fragestellungen zu fokussieren und diese fu¨r sich genommen zu betrachten,
anstatt eine komplette monolithische Modellierung oder Implementierung fu¨r das
Management ra¨umlich-temporaler bzw. mobiler Daten in den Vordergrund einer
Dissertation zu stellen.
Repra¨sentation und Verarbeitung von Bewegungsdaten Der erste Teil die-
ser Arbeit, bestehend aus den Kapiteln 2 und 3, behandelt die ada¨quate Repra¨sen-
tation der Bewegungsverla¨ufe mobiler Objekte. Die zu betrachtenden sich bewe-
genden Objekte entsprechen je nach Anwendungskontext Fahr- oder Flugzeugen,
Tieren oder Personen oder auch Kleinstpartikeln wie Moleku¨len in physikalischen
Simulationen; zu repra¨sentieren sind — wiederum abha¨ngig vom Anwendungskon-
text — aufgezeichnete, gerade im Geschehen begriffene oder geplante Bewegungen.
Zwar ko¨nnen Objekte, deren Position im Raum sich nur in diskreten Schritten
a¨ndert, durch bekannte ra¨umlich-temporale Erweiterungen von Datenbanksystemen
repra¨sentiert werden; zur Repra¨sentation von sich kontinuierlich bewegenden Ob-
jekten jedoch sind traditionelle Datenbankmodelle wenig geeignet, da sie von der
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Annahme ausgehen, dass ein Datum — wie die Position eines mobilen Objektes —
konstant bleibt, wenn keine explizite A¨nderung vorgenommen wird. Neuere Anwen-
dungen wie die oben genannten erfordern jedoch eine (implizite) Beschreibung der
stetigen Positionsa¨nderungen eines sich bewegenden Objektes durch Trajektorien,
d. h. durch stetige Funktionen. Obwohl bereits zahlreiche entsprechende Datenmo-
delle vorgestellt wurden, unterstu¨tzen diese zumeist nur Trajektorien in Form von
stu¨ckweise linearen Funktionen. Eine solche Darstellung der Bewegungen mobiler
Objekte ist fu¨r viele Anwendungsszenarien nicht hinreichend realistisch, unter an-
derem da Geschwindigkeit und Richtung als nur in diskreten Schritten sprunghaft
vera¨nderlich (und ansonsten konstant) abgebildet werden.
In beiden der genannten U¨bersichten von Agarwal et al. [AGE+02] und Rod-
dick et al. [RHE+04] zu relevanten Forschungsgegensta¨nden im Bereich der Be-
wegungsverarbeitung wird die Entwicklung realistischer Bewegungsrepra¨sentatio-
nen fu¨r notwendig erachtet und auch in in weiteren Arbeiten wird dies angeregt
[CR99a, CR99b, PJ99, YdC95]. Die Verwendung von realistischeren statt nur stu¨ck-
weise linearen Trajektorien impliziert jedoch einen ho¨heren Berechnungsaufwand
fu¨r Konstruktion und Verarbeitung von solchen Bewegungsrepra¨sentationen. Daher
wird in den genannten U¨bersichten zusa¨tzlich eine diesbezu¨gliche Evaluation neuer
Repra¨sentationskonzepte eingefordert, auf deren Grundlage fu¨r eine jeweilige An-
wendung ein geeignetes Konzept zur Bewegungsrepra¨sentation gewa¨hlt werden kann,
wobei Realismus und Ressourcenaufwand gegeneinander abgewa¨gt werden ko¨nnen.
In dieser Arbeit werden zuna¨chst Anforderungen an die Repra¨sentation von Be-
wegungen zusammengefasst; in realen Anwendungsszenarien sind diese vielfa¨ltig und
differieren je nach Art der darzustellenden Bewegung. Beispielsweise wird in der
Flugverkehrssicherung von offizieller Stelle eine Datenbank gepflegt, in der die Be-
wegungscharakteristika von u¨ber 250 Flugzeugtypen vermerkt sind [Eur99, NPI+05];
fu¨r das Verkehrsmanagement speziell an Flugha¨fen wa¨ren zusa¨tzlich zu diesen sich
unterschiedlich bewegenden Objekten die Bewegungen auch von Bodenpersonal und
Fahrzeugen zu modellieren. In dieser Arbeit werden in Kapitel 2 verschiedene Arten
von Trajektorien vorgestellt und deren Eignung zur Repra¨sentation von Bewegungen
mit verschiedenen, spezifischen Charakteristiken und in verschiedenen Anwendungs-
szenarien diskutiert. Es wird zudem ein erweiterbares Rahmenwerk vorgestellt, das
die Darstellung von Bewegung durch diverse stetige Trajektorienarten und die Re-
pra¨sentation beliebiger, aus Bewegungen abgeleiteter Informationen ermo¨glicht. Die-
ses Rahmenwerk ist als Erweiterung eines objektorientierten Geo-Datenbankkerns
implementiert und modelliert fu¨r Trajektorien beliebigen Typs eine einheitliche mini-
male Schnittstelle: Trajektorien werden als stetige Funktionen f(t) realisiert, die als
Funktionalita¨t nur die Auswertung zu beliebigen Zeitpunkten bereitzustellen haben.
Beispielhaft wird fu¨r solche Auswertungen der Mehraufwand durch die Verwendung
kubischer Splines im Vergleich zur Verwendung klassischer stu¨ckweise linearer Funk-
tionen zur Repra¨sentation von Bewegungen sowohl theoretisch als auch an Hand
praktischer Evaluationen diskutiert. Zudem wird das ebenfalls offene Problem be-
handelt, geeignete Repra¨sentationen auch fu¨r Informationen, die von Bewegungen
abgeleitet werden, z.B. fu¨r die (zeitvariante) Distanz zweier sich bewegender Objek-
te, zu finden und in ein Modell fu¨r Bewegungsdaten (bzw. allgemeiner: fu¨r mobile
Objekte) zu integrieren.
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Die minimalistische Schnittstelle fu¨r die Modellierung von Trajektorien erlaubt
zwar vielfa¨ltige ada¨quate Repra¨sentationen der realen Bewegungen verschiedenster
mobiler Objekte, wirft jedoch die Frage auf, wie komplexere Operationen und An-
fragetypen, die die Verarbeitung und Analyse von Bewegungen betreffen, effizient
realisiert werden ko¨nnen. In Kapitel 3 dieser Arbeit wird deshalb beschrieben, wie
ein erweiterbares Anfragesystem und unterschiedliche Operationen zur Bewegungs-
verarbeitung implementiert werden ko¨nnen, ohne dass hierfu¨r die fu¨r Bewegungs-
repra¨sentationen verwendete Trajektorienart einheitlich fu¨r alle zu betrachtenden
mobilen Objekte festgelegt werden muss. In diesem System wird unter anderem von
Bewegungsrestriktionen, wie Beschra¨nkungen fu¨r Geschwindigkeit und Beschleuni-
gung, die zu den modellierten Bewegungen bekannt sind, Gebrauch gemacht, um
trotz der Universalita¨t des Systems die Korrektheit und Effizienz der Anfragebear-
beitung zu garantieren. An Hand von Beispielanfragen zur Erkennung von Kollisio-
nen und kritischen Na¨hebeziehungen zwischen mobilen Objekten wird dieser Ansatz
konkretisiert beschrieben und evaluiert. Abschließend wird seine Integration in das
in Kapitel 2 vorgestellte Rahmenwerk vorgestellt.
Speichereffiziente Algorithmen fu¨r mobile Umgebungen Im zweiten Teil
dieser Arbeit in den Kapiteln 4 bis 6 wird die ressourcenschonende Verarbeitung
von Daten behandelt — ein Forschungsfeld, das in den genannten U¨bersichten von
Agarwal et al. [AGE+02] und Roddick et al. [RHE+04] als relevant fu¨r die Weiter-
entwicklung des mobilen Datenmanagements herausgestellt wird. In Anwendungs-
szenarien wie lokationsbasierten Diensten fu¨r mobile Kommunikationssysteme oder
der Datengewinnung und -verbreitung durch Sensornetzwerke ist auch die Verarbei-
tung von Daten dezentral auf mobilen, ressourcenbeschra¨nkten Computern durch-
zufu¨hren. Wa¨hrend Mobiltelefone und a¨hnliche mobile Gera¨te zwar inzwischen u¨ber
wachsende Ressourcen verfu¨gen, sind fu¨r Gera¨teklassen wie Sensor-Computer oder
Kleinst-Nutzergera¨te (engl.: wearables) die Miniaturisierung und ein geringer Ener-
gieverbrauch zentrale Zielsetzungen, so dass fu¨r diese generell eine optimale Ausnut-
zung auch geringer Ressourcen vorteilhaft ist.
Die Ressourcenbeschra¨nkungen, denen solche Gera¨te unterliegen, betreffen den
Energievorrat, die Bandbreite fu¨r die mobile Kommunikation, die Rechenleistung so-
wie nicht zuletzt den fu¨r Datenhaltung und -verarbeitung zur Verfu¨gung stehenden
Speicherplatz [VCdSdM03, KDM05, LM03, LHY+04]. In der U¨bersicht von Agarwal
et al. [AGE+02] wird herausgestellt, dass es fu¨r den Einsatz in solchen Umgebungen
speziell angepasste, d. h. ressourcenschonende, Algorithmen zu entwickeln gilt. In
Kapitel 4 dieser Arbeit wird die Technik und Organisation von mobilen Kommuni-
kationssystemen und insbesondere von Sensornetzwerken skizziert und ein U¨berblick
u¨ber speichereffiziente Algorithmen gegeben, d. h. u¨ber Algorithmen, die eine opti-
male oder nahezu optimale Laufzeitkomplexita¨t besitzen und zudem fu¨r Berechnun-
gen mo¨glichst wenig Speicher neben demjenigen, der die zu verarbeitenden Daten
entha¨lt, verwenden.
In den Kapiteln 5 und 6 werden algorithmische Aufgabenstellungen der Aggre-
gation und der Gruppierung von ra¨umlichen oder ra¨umlich-temporalen Daten be-
trachtet, deren Bedeutung fu¨r die Datenverbreitung in Sensornetzwerken sowie fu¨r
lokationsbasierte Dienste aufgezeigt wird. In Kapitel 5 wird die Aufgabenstellung
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der Bestimmung einer Ausgleichsgeraden zu einer Menge von Punkten — und da-
mit einem robusten Scha¨tzer fu¨r diese Punktdaten — na¨her betrachtet. In Szenarien
der mobilen Datenverarbeitung dient diese Aggregationsoperation insbesondere dem
verla¨sslichen Rekonstruieren bzw. Extrapolieren von gradlinigen ra¨umlichen Beran-
dungen sowie auch von gradlinigen Verla¨ufen von Bewegungen. In Kapitel 6 wird
zuna¨chst die Aufgabe behandelt, die Maxima (oder Minima) einer Punktmenge zu
bestimmen, d. h. diejenigen Punkte der Menge, zu denen jeweils kein anderer Punkt
der Menge existiert, der in allen Koordinaten gro¨ßer ist. Fu¨r lokationsbasierte Diens-
te kann die Minimabestimmung beispielsweise eingesetzt werden, um fu¨r einen mo-
bilen Nutzer genau die Hotels zu identifizieren, die keinem anderen Hotel hinsichtlich
sowohl der Na¨he zum Nutzer als auch hinsichtlich des Preises
”
unterboten“ werden.
Anschließend wird die Gruppierung einer Punktmenge in Schichten von Maxima
(oder Minima) betrachtet; hierbei bildet die Maximamenge der Punkte die oberste
Schicht und alle weiteren Schichten bestimmen sich jeweils als die Maximamengen
der noch nicht einer Schicht zugeordneten Punkte.
Alle genannten Aufgabenstellungen werden jeweils mit der Zielsetzung unter-
sucht, laufzeiteffiziente Algorithmen bereitzustellen, die einen mo¨glichst geringen
Bedarf an Speicher neben demjenigen, der die zu verarbeitenden Daten entha¨lt,
aufweisen.
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Kapitel 2
Modellierung mobiler Objekte und
Repra¨sentation ihrer Bewegungen
In diesem Kapitel wird die Modellierung mobiler Objekte und insbesondere ihrer
Bewegungen behandelt. Der Schwerpunkt liegt hierbei auf der in der Einleitung
skizzierten Zielsetzung der realistischen Repra¨sentation von Bewegungen sowie von
zeitvarianten Gro¨ßen wie Distanzen, die von den Bewegungsdaten mobiler Objekte
abzuleiten sind. Als Resultat dieser Betrachtungen wird ein Rahmenwerk vorgestellt,
welches zur Erfu¨llung — auch in verschiedensten Anwendungsszenarien — dieser
Zielsetzung bzw. dieser Anforderung an die Darstellung von Bewegungsdaten die
Integration verschiedenster Trajektorienarten leistet [BBHV04].
2.1 Repra¨sentation von Bewegungen durch Tra-
jektorien
Nach einem kurzen historischen U¨berblick u¨ber die Modellierung von Bewegungen
in Datenbanken und anderen Systemen wird ausfu¨hrlicher die Modellierung von
Gu¨ting et al. [GBE+00] vorgestellt, welche fu¨r das in diesem Kapitel vorgestellte
Rahmenwerk adaptiert wird. Des Weiteren werden Grundlagen fu¨r die Repra¨sen-
tation von Bewegungen durch Trajektorien beschrieben und nachfolgend generelle
sowie anwendungsspezifische Anforderungen an die Repra¨sentation von Bewegungen
zusammengetragen.
2.1.1 Ein U¨berblick u¨ber Modellierungen von Bewegungs-
daten
Ra¨umliche und temporale Datenmodelle Es wurde bereits vielfach ange-
merkt [SWCD97, EGSV99, GBE+00, Mer05], dass fu¨r die Modellierung mobiler
Objekte die Anwendbarkeit der Ergebnisse aus den bereits etablierten Forschungs-
bereichen der ra¨umlichen und temporalen Datenbanken pru¨fenswert ist. Einen U¨ber-
blick u¨ber fru¨he Arbeiten zu temporalen Datenbanken liefern Salzberg und Tsotras
[ST99]; die hierin erwa¨hnten Systeme bilden allerdings nur sich in diskreten Schrit-
ten vollziehende, zeitliche Entwicklungen ab. Diese geschieht durch Darstellung ei-
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nes jeden Datenobjektes durch eine endliche Menge von Versionen bzw. Tupeln.
Auch in den Bereichen ra¨umlicher Datenbanken und Geo-Informationssysteme wur-
de versucht, zeitliche Entwicklungen der zu betrachtenden Daten zu reflektieren,
was unter anderem zu Modellen wie dem von Armstrong vorgestellten snapshot-
Modell [Arm88] fu¨hrte. Worboys [Wor94] pra¨sentierte ein Modell, in dem ra¨umliche
Datentypen mit Zeitstempel-Attributen versehen sind. Wa¨hrend diese Systeme eine
Fusion der Forschungsergebnisse aus den Bereichen der ra¨umlichen und der tem-
poralen Datenbanken darstellen, wurde unter anderem von Erwig et al. [EGSV99]
sowie von Hornsby und Egenhofer [HE00] ausgefu¨hrt, dass sich Bewegungen — als
sich kontinuierlich a¨ndernde Daten — nicht durch Zeitstempel- und Versions-basierte
Datenhaltung, wie in den genannten, erweiterten ra¨umlichen sowie den meisten tem-
poralen Datenbanksystemen u¨blich, geeignet abbilden lassen.
Funktionsbasierte Datenmodelle In neueren Ansa¨tzen wie dem von Yeh und
de Cambray [YdC95] werden Bewegungen kontinuierlich, d. h. durch Funktionen
von der Zeit in den Raum der Bewegung, repra¨sentiert. Die unendlich vielen Posi-
tionsa¨nderungen eines mobilen Objektes lassen sich so implizit durch eine endlich
darstellbare Funktionsbeschreibung speichern. Auch im Bereich der spezialisierten
Datenbanken wurden ra¨umlich-temporale Modelle entwickelt, die Bewegungsverla¨ufe
mobiler Objekte durch stetige zeitvariante Funktionen abbilden. Hier sind insbeson-
dere die Arbeiten von Gu¨ting et al. [GBE+00] bzw. Erwig et al. [EGSV99] und Lema
et al. [LFG+03] zu nennen, die im folgenden Abschnitt 2.1.2 detaillierter vorgestellt
werden. Sistla und Wolfson [SW95] entwickelten die temporale Abfragesprache Past
Temporal Logic (PTL), die Anfragen u¨ber Na¨hebeziehungen auf ra¨umlichen, zeitva-
rianten Daten unterstu¨tzt. Sistla et al. [SWCD97] stellten spa¨ter ein Datenmodell
fu¨r sich bewegende Objekte vor und entwickelten, basierend auf PTL, die Sprache
Future Temporal Logic (FTL). Diese Ansa¨tze wurden spa¨ter zu einem Datenmodell
namens Moving Objects Spatio-Temporal (MOST) erweitert, welches die Basis des
ra¨umlich-temporalen Datenbanksystems Domino (Databases fOr MovINg Objects
tracking) bildet und welches auch die Modellierung von Unsicherheiten bezu¨glich
der Aktualita¨t der Bewegungsdaten sowie von Kommunikationskosten zur Aktua-
lisierung solcher beinhaltet [WCD+98, WSX+99, WXCJ98, WJS+99]. Trajcevski
et al. [TWHC04] stellten eine hierzu nochmals erweiterte Modellierung vor, in der
Bewegungen durch Trajektorien modelliert sind, die mit einem Unsicherheitsbereich
umgeben werden ko¨nnen.
Wa¨hrend die genannten Datenmodelle ausschließlich stu¨ckweise lineare Funktio-
nen fu¨r die Bewegungsbeschreibung verwenden, unterscheiden Erwig et al. [EGSV99]
zumindest zwischen einem abstrakten und einem diskreten Modell: Wa¨hrend das ab-
strakte Modell die vom Anwender gewu¨nschte Funktionalita¨t bietet, wird vom dis-
kreten Modell insbesondere seine Implementierbarkeit verlangt. Konkret la¨sst das
abstrakte Modell von Erwig et al. beliebige Funktionen zur Bewegungsrepra¨sen-
tation zu, das diskrete Modell erlaubt jedoch nur stu¨ckweise lineare Trajektorien.
Fu¨r eine solche Einschra¨nkung spricht, dass die Speicherung und Auswertung ei-
ner Trajektorie geringen Aufwand erfordert. Außerdem operieren die meisten Al-
gorithmen und Indexstrukturen fu¨r ra¨umlich-temporale Datenbanksysteme nur auf
linearen Bewegungsbeschreibungen, siehe z.B. [AAV01, PJ01]; neuere algorithmi-
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sche Entwicklungen wie kinetische Datenstrukturen [BG99] sind hingegen auch fu¨r
nicht-lineare Trajektorien verwendbar, vergleiche auch die Ausfu¨hrungen in Kapitel
3. Die Diskrepanz zwischen realer Bewegung und der Darstellung durch Polylini-
en wird in vielen Publikationen als Problem angesehen und eine Modellierung, die
die Darstellung auch durch nicht-lineare Trajektorien erlaubt, unter anderem von
Chomicki und Revesz [CR99b], Erwig et al. [EGSV99], Pfoser und Jensen [PJ01],
Agarwal et al. [AGE+02] sowie von Roddick et al. [RHE+04] angeregt.
Constraint-basierte Datenmodelle Das Forschungsgebiet der Constraint-Da-
tenbanken wurde mit dem Artikel von Kannellakis et al. [KKR90] begru¨ndet und
entwickelte sich aus der Forschung im Bereich des logischen Programmierens mit
Constraints, siehe Fru¨hwirth und Abdennadher [FA97] fu¨r einen U¨berblick. Als
Constraints werden hierbei logische Aussagen in Form von Gleichungen und Un-
gleichungen bezeichnet. Die Notation eines (punktfo¨rmigen) Tupels im relationalen
Modell kann in Form einer Verknu¨pfung von Constraints, d. h. von einschra¨nkenden
Bedingungen zur Beschreibung einer (potentiell unendlichen) Menge von Datenbank-
eintra¨gen, verallgemeinert werden. Ein wesentlicher Vorteil dieser Art der Modellie-
rung liegt in der kompakten Beschreibung von großen und eventuell unendlichen
Datensa¨tzen wie etwa fu¨r ausgedehnte ra¨umliche Objekte und insbesondere auch
fu¨r kontinuierliche Bewegungsbeschreibungen. Erste Arbeiten, die eine auf Cons-
traints basierende Modellierung speziell fu¨r Bewegungsdaten vorstellen, stammen
von Chomicki und Revesz [CR97, CR99b].
Des Weiteren bieten Constraint-Datenbanken die Option einer generischen und
automatisierbaren Anfragebearbeitung, die auf dem Lo¨sen von Ungleichungssyste-
men fußt und deren Korrektheit zudem streng mathematisch nachgewiesen werden
kann. Diese Form der Anfragebearbeitung ist insbesondere unabha¨ngig von der Se-
mantik der durch Constraints dargestellten Daten anwendbar.1 Allerdings resultiert
aus dieser semantikfreien Modellierung eine fehlende Transparenz und intuitive Be-
dienbarkeit durch den Nutzer sowie die fehlende Typsicherheit einer semantisch ty-
pisierten Modellierung, wie sie mit dem im folgenden Abschnitt beschriebenen und
auf der Notation abstrakter Datentypen basierenden Ansatz mo¨glich ist. Aus die-
sen Gru¨nden wurde versucht, das Konzept der Constraint-Datenbanksysteme mit
semantischer Datenhaltung und -verarbeitung zu integrieren und insbesondere ei-
ne SQL-Erweiterung bereit zu stellen, die zur Abfrage der Inhalte von Constraint-
Datenbanken genutzt werden kann. Eine weiterreichende Integration von Constraint-
und ADT-Ansatz ist im prototypischen Constraint-Datenbanksystem Dedale rea-
lisiert, das als Erweiterung des objektorientierten Datenbanksystems O2 implemen-
tiert und speziell fu¨r die Verarbeitung ra¨umlicher und ra¨umlich-temporaler Daten
konzipiert ist [RSSG03, GLRS00, GRS98]. Dedale ist allerdings nach unserem
Wissenstand das einzige bereits in praktischen Anwendungen eingesetzte Constraint-
Datenbanksystem und unterstu¨tzt als solches nur lineare Constraints und damit auch
nur stu¨ckweise lineare Bewegungsrepra¨sentationen, vergleiche Rigaux et al. [RSSG03].
Das von Kuper et al. [KPL99] editierte Handbuch bietet einen U¨berblick u¨ber
Aufbau, Mo¨glichkeiten und Grenzen der auf dem Constraint-Ansatz beruhenden
1Auf die Anfragebearbeitung fu¨r durch Constraints dargestellte Daten wird in Abschnitt 3.6.3
genauer eingegangen.
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Datenhaltung und -verarbeitung sowie u¨ber verschiedene Anfragesprachen fu¨r Con-
straint-Datenbanken. Eine Diskussion u¨ber die Auswirkungen der Verwendung nicht-
linearer statt nur linearer Gleichungen auf die Behandlung von Ungleichungssyste-
men bieten Afrati et al. [ACGK94]. Kuijpers et al. [KKP00] stellen eine alternative
Erweiterung der linearen Constraints um die arithmetische Operation der euklidi-
schen Distanz vor und diskutieren ihre Auswirkung auf die in ra¨umlichen Constraint-
Datenbanken zu lo¨senden Ungleichungssysteme. Geerts [Gee04] pra¨sentierte zudem
einen ersten Vorschlag, wie sich Differentialgleichungen zur Beschreibung von Be-
wegungen in einem Constraint-Datenbanksystem einsetzen lassen und konzipierte
eine entsprechende Anfragesprache. Su et al. [SXI01] pra¨sentierten ein Constraint-
Datenmodell speziell fu¨r mobile Objekte und eine hierzu passende und ebenfalls auf
der Pra¨dikatenlogik basierende Anfragesprache. Spa¨ter wurde dieses Datenmodell
von Mokhtar et al. [MSI02] adaptiert, um auch zeitvariante Ergebnisse spezieller
Operationen wie der Distanz zweier mobiler Objekte zu modellieren. Chomicki und
Revesz [CR99b] verwendeten zur Beschreibung von Bewegungen Matrizen und unter-
suchten die Abgeschlossenheit ihres Modells hinsichtlich verschiedener affin-linearer
Transformationen.
Auch wenn die Einbindung von Operationsergebnissen in einigen der oben erwa¨hn-
ten Modelle fu¨r Bewegungsdaten unterstu¨tzt wird, so ist in keinem von diesen die
Repra¨sentation der Ergebnisse von konkatenierten Operationen wie der iterierten
Distanz mo¨glich. Vielmehr wird die Abgeschlossenheit gegen (iterierte) Operatio-
nen wie der Distanz als ein offenes und relevantes Problem der Modellierung von
Bewegungsdaten angesehen [CR99b, EGSV99, SXI01], welches in dieser Arbeit in
Abschnitt 2.3 na¨her behandelt wird.
Die Modellierung von Bewegung und entsprechende Literatur wird speziell unter
algorithmischen Aspekten auch in Abschnitt 3 betrachtet. Einen weiteren ausfu¨hrli-
chen U¨berblick u¨ber Datenmodelle fu¨r Bewegungen sowie eine Kategorisierung dieser
bietet auch Meratnia [Mer05, Kapitel 2].
2.1.2 Ein ADT-basiertes Datenmodell fu¨r sich bewegende
Objekte
Die Modellierung von Erwig et al. [EGSV99] bzw. von Gu¨ting et al. [GBE+00],
die spa¨ter noch erweitert wurde [FGNS00, LFG+03], verwendet den ADT-Ansatz,
in dem Daten und Funktionalita¨ten durch Definition abstrakter Datentypen be-
schrieben werden, vergleiche etwa Nievergelt und Hinrichs [NH93]. Gu¨ting et al.
propagieren, wie erwa¨hnt, eine separate Modellierung eines abstrakten, d. h. idea-
len, sowie eines diskreten, d. h. implementierbaren, Modells. Das abstrakte Modell
von Gu¨ting et al. bildet den Ausgangspunkt fu¨r die Modellierung des hier vorge-
stellten Rahmenwerks. Letzteres kann als ein diskretes Modell aufgefasst werden,
das anders als das diskrete Modell von Gu¨ting et al. [GBE+00] auch komplexere
als nur stu¨ckweise lineare Funktionen fu¨r die Beschreibung von Bewegungen zula¨sst.
Das von Gu¨ting et al. vorgestellte abstrakte Modell besitzt konstante Basistypen
wie int, real, string und bool. Zusa¨tzlich besitzt es ra¨umliche Typen point〈d〉,
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line〈d〉 und region〈d〉, wobei d die Dimensionalita¨t des Raumes angibt.2 Gene-
rell existiert zu jedem Basis- und jedem ra¨umlichen Datentyp type ein geliftetes,
d. h. zeitvariantes, Pendant mtype. Eine Instanz von mtype stellt die zeitliche Ent-
wicklung eines Objektes dar, welches durch eine Instanz von type modelliert ist.
Ferner wird verlangt, dass jede fu¨r Instanzen zeitinvarianter Datentypen definierte
Operation auch fu¨r Instanzen der korrespondierenden gelifteten Versionen dieser Da-
tentypen anwendbar ist. Die Operation distance liefert fu¨r punktfo¨rmige Objekte
beispielsweise nur dann einen konstanten numerischen Wert (vom Typ real), wenn
beide Argumente Instanzen von point〈d〉 sind; ist zumindest eines der Argumente
Instanz des zeitvarianten Typs mpoint〈d〉, so wird ein zeitvariantes Resultat (vom
Typ mreal) zuru¨ckgegeben. Zusa¨tzliche Operationen, die ausschließlich fu¨r zeitva-
riante Argumente anwendbar sind, sind beispielsweise trajectory, derivative,
speed, velocity und acceleration [LFG+03]. Das Modell wird durch temporale
Datentypen zur Darstellung von Zeitpunkten und Intervallen komplettiert.
Diese ADT-Modellierung des abstrakten sowie des diskreten Modells folgt — ins-
besondere mit der Gruppierung von Datentypen in Doma¨nen (hier: Basis-, Raum-
und temporale Doma¨ne) sowie mit der Konstruktion gelifteter Versionen von Ty-
pen und Operationen — dem Ansatz der second order signature, siehe [Gu¨t93]. Mit
diesem Ansatz wurde bereits eine Algebra ra¨umlicher Datentypen konzipiert, ver-
gleiche Gu¨ting und Schneider [GS95], als deren Erga¨nzung die soeben beschriebene
Modellierung anzusehen ist [ES99].
Wir erweitern das abstrakte Modell von Gu¨ting et al. um einen Konstruktor
mreal −→ point〈1〉 und point〈a〉 × point〈1〉 −→ point〈a+ 1〉 bzw. in der
iterativen Anwendung point〈a〉×point〈b〉 −→ point〈a+ b〉. Diese Konstruktoren
erlauben in ihrer gelifteten Version insbesondere, Bewegungsrepra¨sentationen aus
eindimensionalen, funktionalen Repra¨sentationen (des Typs mreal) zu erstellen. Die
Motivation fu¨r diese Erga¨nzung des Modells wird in Abschnitt 2.3.1 ausgefu¨hrt.
Im diskreten Modell von Gu¨ting et al. [GBE+00] bzw. Lema et al. [LFG+03]
werden Objekte vom Typ line〈d〉 durch Polylinien, ausgedehnte Objekte vom Typ
region〈d〉 durch polygonale Regionen repra¨sentiert. In der Tat werden auch in den
meisten praktischen Anwendungen solche Objekte durch eine endliche Menge von
Raumpunkten beschrieben; eine weitere gebra¨uchliche Darstellung der Ausdehnung
von Objekten ist die Kreis- bzw. Kugelform. Der Zustand eines solchen Objektes ist
wiederum durch einen Raumpunkt sowie optional durch einen zeitvarianten Wert fu¨r
den Radius zu modellieren. Auf Grund dieser Ru¨ckfu¨hrbarkeit auf das Beschreiben
von Raumpunkten liegt der Fokus in den folgenden Ausfu¨hrungen auf der diskre-
ten Realisierung des Datentyps point〈d〉 und seiner gelifteten Version mpoint〈d〉,
d. h. auf der Repra¨sentation d-dimensionaler, sich bewegender Punkte bzw. ihrer
Bewegungen, sowie auf dem zeitvarianten numerischen Datentyp mreal.
Die Konzeption eines abstrakten Datenmodells fu¨r sich bewegende Objekte mo-
tivieren Gu¨ting et al. mit einer Fokussierung auf die idealerweise im Datenmodell
abzubildenden Eigenschaften realer Bewegungen, ohne sich von der Fragestellung der
Realisierbarkeit eines solchen Modells einschra¨nken zu lassen [EGSV99, GBE+00].
2Das abstrakte Modell, wie es bei Gu¨ting et al. [GBE+00] beschrieben wird, beschra¨nkt sich
auf zweidimensionale Ra¨ume und verzichtet daher auf eine Parametrisierung der Datentypen durch
ihre Dimensionalita¨t.
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Im folgenden Abschnitt wird diskutiert, ob die von Gu¨ting et al. pra¨sentierte Diskre-
tisierung, die nur stu¨ckweise lineare Bewegungsrepra¨sentationen als Instanzen des
Datentyps mpoint〈d〉 zula¨sst, dem idealisierten Modell nahe genug kommt. In Ab-
schnitt 2.2 werden dann alternative bzw. erweiterte Diskretisierungen des abstrakten
Modells vorgestellt.
2.1.3 Anforderungen an die Repra¨sentation durch Trajek-
torien
Die Bewegungsbeschreibung eines Objektes wird in den meisten Anwendungsszena-
rien aus zu diskreten Zeitpunkten gu¨ltigen Positionsinformationen rekonstruiert, die
etwa durch Radar-, Radio- oder GPS-basierte Trackingsysteme erfasst werden.3 Ist
statt einer beobachteten eine geplante Bewegung, d. h. ein
”
Flugplan“, zu repra¨sen-
tieren, so ist auch dieser zumeist durch Angabe diskreter Informationen beschrieben.
Ein Konzept zur Repra¨sentation sich bewegender Objekte hat insbesondere die
(Re-)Konstruktion einer Bewegung aus solchen diskreten Daten zur Aufgabe, wobei
gewo¨hnlich deren Interpolation gefordert ist. Im Folgenden sei mit einem definieren-
den Faktum ein Paar (ti, fi) bezeichnet, welches ausdru¨ckt, dass eine Information
(z.B. eine Positionsangabe) fi fu¨r ein zu repra¨sentierendes Objekt zu einem Zeit-
punkt ti gu¨ltig ist. Die Repra¨sentation einer beobachteten oder geplanten Bewegung
kann somit durch eine Menge von definierenden Fakten sowie durch eine geeignete
Interpolationsfunktion beschrieben werden. Die Trajektorie eines sich bewegenden
Objektes ist der Graph dieser Interpolationsfunktion in einem (d+1)-dimensionalen
Raum, der aus einer zeitlichen und d ra¨umlichen Dimensionen besteht.4
Die bei der Repra¨sentation zu beru¨cksichtigen ra¨umlichen Informationen fi sind
in den meisten Anwendungen Positionsangaben des Objektes, sie ko¨nnen jedoch
auch (zusa¨tzlich oder alternativ) Angaben zu Geschwindigkeit, Richtung und/oder
Beschleunigung enthalten. Ein Konzept zur Bewegungsrepra¨sentation besteht aus
einer oder mehreren Arten von Trajektorien, z.B. stu¨ckweise linearen Kurven oder
kubischen Splines, einem Speicherformat fu¨r diese, einem Konstruktionsalgorithmus
zur Erstellung einer Interpolationsfunktion sowie einem Algorithmus zu deren Aus-
wertung. Ein solches Konzept hat die folgenden technischen Minimalanforderungen
zu erfu¨llen:
Vollsta¨ndigkeit des Konstruktionsalgorithmus: Fu¨r jede vorgegebene Menge
von Fakten kann eine eindeutige Interpolationsfunktion generiert werden.
Vollsta¨ndige Auswertbarkeit der Trajektorie: Eine konstruierte Interpolations-
funktion kann zu jedem Zeitpunkt innerhalb ihres zeitlichen Definitionsberei-
ches ausgewertet werden.
3Einen U¨berblick u¨ber Techniken zur Erfassung von Bewegungsinformationen bietet die Di-
plomarbeit von Schmolke [Sch04].
4Eine Modellierung der inha¨renten Ungenauigkeit, die bei der Messung von Fakten sowie bei
Rekonstruktion einer Bewegung aus diesen beru¨cksichtigt werden kann, wird in dieser Arbeit nicht
explizit beschrieben, siehe hierfu¨r unter anderem [TWHC04, WJS+99, WCD+98, PT01, PJ99,
DG04b, Bli00, BHKR05].
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Abrufbarkeit der definierenden Fakten: Alle die Interpolationsfunktion defi-
nierenden Fakten sind abrufbar.
Als Repra¨sentationstyp wird fortan eine Art von Trajektorien zusammen mit
einem Speicherformat, das von (einem oder mehreren) Repra¨sentationskonzepten
generiert bzw. verwendet wird, bezeichnet. Im Folgenden werden weitere Anforde-
rungen an die Repra¨sentation von Bewegung genauer erla¨utert.
Auswertbarkeit
Die obige Forderung nach Auswertbarkeit ist je nach Einsatzbereich des Systems
zur Bewegungsrepra¨sentation zu differenzieren. In Echtzeitanwendungen sind Bewe-
gungen nicht zwingend u¨ber einen zeitlichen Bereich fixiert repra¨sentiert, sondern
werden nur zum Zeitpunkt ihres Geschehens, d. h. online, beobachtet und gleich-
zeitig analysiert und verarbeitet. Im Folgenden unterscheiden wir dementsprechend
Anwendungen danach, ob Bewegungsrepra¨sentationen nur fu¨r spezielle Argument-
Zeitpunkte auswertbar sind.
Echtzeitanwendungen: Diskrete Daten u¨ber den Status eines sich bewegenden
Objektes ko¨nnen nur fu¨r den aktuellen Zeitpunkt tact, an dem die Auswertung
angestoßen wird, — und folglich auch nur in chronologischer Reihenfolge —
abgerufen werden.
Retrospektive Anwendungen: Diskrete Daten zum Status eines sich bewegen-
den Objektes ko¨nnen fu¨r beliebige Zeitpunkte abgerufen werden, zu denen die
Repra¨sentation der Bewegung definiert ist.
Zur Behandlung von sich bewegenden Objekten in Echtzeitanwendungen ist zahl-
reiche Literatur erschienen, vergleiche etwa [WCD+98, PXK+02, HAFG95]. Rein re-
trospektive Anwendungen umfassen die ru¨ckblickende Analyse von aufgezeichneten
Bewegungen sowie die Planung zuku¨nftiger Bewegungen.
Gro¨ßenbeschra¨nktheit
Eine weitere Anforderung betrifft das Speicherformat bzw. den Speicheraufwand fu¨r
Trajektorien sowie fu¨r zeitvariante Verarbeitungen von Trajektorien wie der Distanz
zweier sich bewegender Objekte.
Definition 2.1.1 Fu¨r ein sich bewegendes Objekt mp bezeichne |F (mp)| die An-
zahl der diese Bewegung definierenden Fakten, fmp die Interpolationsfunktion, die
mp repra¨sentiert, und |fmp| ihre Repra¨sentationsgro¨ße, d. h. der maximal zula¨ssige
Speicherbedarf fu¨r die (interne und system-spezifische) Repra¨sentation von fmp.
Es kann ratsam sein, bei der Genauigkeit einer Repra¨sentation Abstriche zu ma-
chen, um einen beschra¨nkten Speicherbedarf zu gewa¨hrleisten. Eine Repra¨sentation
von beliebiger Genauigkeit wu¨rde im Allgemeinen zu einem beliebig hohen Berech-
nungsaufwand fu¨hren, zum anderen wu¨rde sich auf Grund des unvorhersehbaren
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Speicherbedarfs der Datenobjekte auch die Organisation des Datenlayouts und des
Datenzugriffs erschweren.
Durch Ergebnisse der Fourier-Theorie ist belegt, dass jede stetige Kurve sich
beliebig genau durch ihre Fourier-Reihe approximieren la¨sst, die sich wie folgt ergibt
[Chu92]:
f(t) =
a
2
+
m∑
j=1
(aj · cos(j · t) + bj · sin(j · t)) , fu¨r a, aj, bj ∈ IR, 1 ≤ j ≤ m.
Der Speicheraufwand fu¨r die Repra¨sentation der Kurve f kann durch die Anzahl der
zu speichernden Terme ihrer Fourier-Reihe angepasst werden. Analoges gilt fu¨r an-
dere Approximationskonzepte wie Taylor-Entwicklungen [For04] bzw. polynomiale
Interpolationen, die als Interpolationsfunktionen Linearkombination von Monomen,
d. h. von Potenzen von t, liefern (anstatt von parametrisierten Sinus- und Kosinus-
funktionen wie bei der Fourier-Interpolation).
Cao et al. [CWT03] betrachten Algorithmen zur Kompression von stu¨ckweise li-
nearen Trajektorien. Diese Algorithmen wa¨hlen aus den zu einer Bewegung bekann-
ten Fakten nur die relevantesten zur Interpolation durch eine (somit komprimierte)
Trajektorie aus. Cao et al. evaluieren ferner die Auswirkungen der Kompression auf
Anfrageergebnisse an bzw. Verarbeitungen von Bewegungen. Eine Verallgemeine-
rung der Resultate von Cao et al. auf nicht stu¨ckweise lineare Trajektorien sowie auf
eine erweiterte Menge an Anfragetypen und Verarbeitungen von Bewegungen ist in
der Diplomarbeit von Dunkelmann [Dun05] untersucht worden. Der Fokus in diesem
Kapitel liegt nicht auf der Kompression von Bewegungsrepra¨sentationen: Wir abstra-
hieren hiervon, indem wir annehmen, dass alle bei einer Konstruktion u¨bergebenen
definierenden Fakten zu interpolieren sind; somit ergibt sich die Gro¨ßenordnung des
Speicherbedarfs einer Trajektorie als linear in der Anzahl der u¨bergebenen Fakten.5
Um das in der Einleitung und in Abschnitt 2.1.1 motivierte Ziel der Abgeschlos-
senheit des Datenmodells unter Verarbeitungen von Bewegungen zu erfu¨llen, sei
gefordert, dass der Speicherbedarf fu¨r Ergebnisse von Verarbeitungen zeitvarianter
Daten durch den Speicherbedarf der zu verarbeitenden zeitvarianten Daten selbst
beschra¨nkt werden kann.
Beschra¨nkung des Speicherbedarfs: Die (system-spezifische) Repra¨sentations-
gro¨ße |fmp| einer Trajektorie (bzw. ihrer Interpolationsfunktion fmp) eines sich be-
wegenden Objektes mp sei durch die Anzahl |F (mp)| der sie definierenden Fakten
linear beschra¨nkt, d. h. es wird gefordert: |fmp| ≤ c · |F (mp)|, wobei c > 1 eine
globale Konstante sei.
Des Weiteren wird fu¨r die Anwendung einer Operation op gefordert, dass die Re-
pra¨sentationsgro¨ße ihres Ergebnisses durch die unter allen Operanden maximale Re-
pra¨sentationsgro¨ße beschra¨nkt ist, d. h. fu¨r eine auf Operanden mp1, . . . , mpn
5Um dies nachzuvollziehen, ist nur zu beachten, dass der Konstruktionsalgorithmus eines Re-
pra¨sentationskonzeptes als eindeutig vorausgesetzt wird. Somit kann eine jede Trajektorie implizit
durch die Menge der sie definierenden Fakten sowie eine Referenz auf den Konstruktionsalgorith-
mus vorgehalten werden. Zudem existiert fu¨r jedes folgend vorgestellte Repra¨sentationskonzept ein
Format fu¨r ein alternative, explizite Speicherung von Interpolationsfunktionen, das ebenfalls obiger
Aussage zur Beschra¨nktheit der Repra¨sentationsgro¨ße gerecht wird.
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angewendete Operation op gilt dann: |fop(mp1,...,mpn))| ≤ max{|fmp1|, . . . , |fmpn|}
Lokalita¨t und Aktualisierung
Eine weitere, optionale Anforderung an Konzepte zur Bewegungsrepra¨sentation ist
die begrenzte Auswirkung einzelner definierender Fakten.
Lokalita¨t der Repra¨sentation: Ein Repra¨sentationskonzept wird als lokal be-
zeichnet, wenn ein einzelnes definierendes Faktum sowie die Modifikation eines
solchen sich auf eine Interpolationsfunktion nur in einem begrenzten Bereich
ihres zeitlichen Definitionsbereiches auswirkt.
Die Eigenschaft der Lokalita¨t ist in vielen Anwendungen wu¨nschenswert: Zum einen
kann gesichert werden, dass sich einzelne Messfehler nur auf einen begrenzten Zeit-
raum der Bewegungsrepra¨sentation auswirken; zusa¨tzlich entspricht die Lokalita¨t
eines Repra¨sentationskonzeptes der Anschauung, dass die Repra¨sentation einer Be-
wegung in einem konkreten Zeitpunkt nicht durch Messungen zu wesentlich fru¨heren
oder spa¨teren Zeitpunkten beeinflusst werden sollte. Zum anderen ist die Eigenschaft
der Lokalita¨t nu¨tzlich, wenn das Aktualisieren oder Modifizieren einer Bewegungsre-
pra¨sentation notwendig wird. In retrospektiven Anwendungen und insbesondere in
der Bewegungsplanung sind eventuell einzelne definierende Fakten zu modifizieren
(bzw. zu korrigieren), zu erga¨nzen oder zu entfernen, wobei eine Auswirkung auf
die gesamte Trajektorie vermieden werden sollte. In online-Anwendungen, in denen
auch bereits vollzogene (Teile von) Bewegungen repra¨sentiert werden, ist eine spezi-
ellere Form der Aktualisierung wesentlich: Eine Bewegungsrepra¨sentation sollte sich
u¨ber ihren derzeitigen zeitlichen Definitionsbereich hinaus fortsetzen lassen; dabei
ist wu¨nschenswert, dass sich diese Fortsetzung in mo¨glichst geringem Maße auf den
bereits erstellten Teil der Repra¨sentation auswirkt.
Die oben erwa¨hnte Fourier-Interpolation etwa weist keine Lokalita¨t auf, da sich ein
einzelner Fakt auf alle Koeffizienten der Fourier-Reihe auswirken kann und jeder
Koeffizient sich wiederum auf die Interpolationsfunktion auf ihrem gesamten zeitli-
chen Definitionsbereich auswirkt. Allgemein gilt, dass die Forderung nach Lokalita¨t
fu¨r Interpolationsfunktionen in einem gewissen Widerspruch zur Forderung nach ih-
rer mehrfachen stetigen Ableitbarkeit bzw. — allgemeiner gesprochen — nach ihrer
”
Sanftheit“ steht. Dieser Widerspruch wird in Kapitel 2.2 fu¨r geeignetere Repra¨sen-
tationskonzepte pra¨zisiert und teilweise aufgelo¨st.
Realita¨tsna¨he von Repra¨sentationen
Ein zentrales Ziel fu¨r bzw. eine zentrale Anforderung an Repra¨sentation und Verar-
beitung von Bewegungen ist die Bereitstellung von Repra¨sentationen, die Bewegun-
gen realistischer als stu¨ckweise lineare Kurven darstellen ko¨nnen, wie auch in den
U¨bersichten von Roddick et al. [RHE+04] und Agarwal et al. [AGE+02] erla¨utert
wird. Ein nahezu universell gu¨ltiges Kriterium fu¨r die Realita¨tsna¨he einer Bewe-
gungsrepra¨sentation ist die korrekte Abbildung der physikalischen Eigenschaften
von Bewegungen. So sollten zumindest die ersten beiden Ableitungen einer Re-
pra¨sentation stetig sein, da ein reales, sich bewegendes Objekt (als Folgerung des
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Tra¨gheitsprinzips, vergleiche Daniel [Dan97]) weder seine Position noch seine Rich-
tung oder Geschwindigkeit sprunghaft vera¨ndern kann.6 Ein weiteres, insbesondere
fu¨r Interpolationen von Bewegungen gu¨ltiges Kriterium ergibt sich aus probabilis-
tischen Betrachtungen zu mo¨glichen Aufenthaltsorten zu Zeitpunkten zwischen den
definierenden Fakten. Eine Interpolation sollte sich insbesondere nicht zu weit und
zu willku¨rlich von der linearen Verbindung der definierenden Fakten
”
entfernen“.7
Neben den genannten Kriterien fu¨r den Realismus einer Bewegungsrepra¨sentati-
on, die als weitestgehend allgemeingu¨ltig angenommen werden ko¨nnen, existieren
in spezifischen Szenarien und Anwendungen weitere Kriterien. Ein Beispiel hierfu¨r
ergibt sich bei der Modellierung von Objekten, die sich ausschließlich auf einem
geometrischen Netzwerk, wie einem Straßennetz, fortbewegen, siehe beispielsweise
[VW01, DG04a, DG04b, Md03] fu¨r Vorschla¨ge zur Modellierung solcher Bewegun-
gen. In diesem und weiteren Anwendungsfa¨llen lassen sich spezifische Anforderungen
an Bewegungsrepa¨sentationen durch geometrische Eigenschaften, die letztere einzu-
halten haben, modellieren.8
2.2 Repra¨sentationskonzepte und ihre Implemen-
tierung
Im Folgenden werden einige Repra¨sentationskonzepte vorgestellt, die sich fu¨r ver-
schiedene (Gewichtungen von) Anforderungen an die Repra¨sentation von Bewegung
eignen und somit fu¨r die Integration in das hier vorgestellte Rahmenwerk anbieten.
Es wird zudem beschrieben, in welcher Weise sich diese geeignet implementieren
lassen, so dass die resultierenden Interpolationsfunktionen realistische und effiziente
Repra¨sentation fu¨r sich bewegende Objekte des Typs mpoint〈d〉 liefern. Dabei wird
insbesondere auf Konstruktion, Speicherung und Auswertung solcher Repra¨senta-
tionen eingegangen.9 Als einfu¨hrendes Beispiel eines Repra¨sentationskonzeptes wird
zuna¨chst die stu¨ckweise lineare Interpolation betrachtet. Anschließend werden als
komplexere Beispiele Repra¨sentationskonzepte vorgestellt, die auf der Interpolati-
on durch Splines basieren. Abschließend werden weitere Repra¨sentationskonzepte
skizziert und ihre Vor- und Nachteile fu¨r die Bewegungsdarstellung ero¨rtert.
6Von dieser Betrachtung sei die Repra¨sentation von Bewegungen auf Quantenebene ausgeschlos-
sen, siehe etwa Heisenberg [Hei30] fu¨r eine Erla¨uterung physikalischer Aspekte der Quantentheorie.
7Pfoser und Jensen [PJ99] bieten eine ausfu¨hrliche probabilistische Analyse zu solchen Auf-
enthaltswahrscheinlichkeiten. Insbesondere leiten sie fu¨r geschwindigkeitsbeschra¨nkte Bewegungen
ein Datenmodell ab, das die mo¨glichen Aufenthaltsorte der sich bewegenden Objekte (nach Wahr-
scheinlichkeit gewichtet) modelliert.
8Die Einhaltung solcher geometrischer Eigenschaften (auch Gestalt-Erhaltung genannt) wird
ha¨ufig in CAD-Systemen fu¨r die Repra¨sentation geometrischer Gebilde gefordert und von einigen
im Folgenden vorgestellten Interpolationstechniken auch unterstu¨tzt, siehe Abschnitt 2.2.3 und
vergleiche Pen˜a [Pen˜99].
9Zur Vereinfachung der Notation wird im Folgenden implizit von eindimensionalen Repra¨sen-
tationen ausgegangen. Die geschilderten Sachverhalte lassen sich auf d-dimensionale Trajektorien
insofern u¨bertragen, als dass diese sich dimensionsweise aus d eindimensionalen Interpolations-
funktionen zusammensetzen lassen, vergleiche die Beschreibung des entsprechenden Konstruktors
in Abschnitt 2.1.2.
14
2.2.1 Stu¨ckweise lineare Interpolation
Sind nur diskrete Positionen eines mobilen Objektes bekannt, nicht jedoch Geschwin-
digkeiten, Richtungen oder Beschleunigungen, so kann seine Bewegung durch stu¨ck-
weise lineare Interpolation, d. h. durch eine Polylinie im (d+1)-dimensionalen Raum,
repra¨sentiert werden. Die Menge der zeitlichen Stu¨tzstellen einer solchen Interpola-
tion entspricht einer Zerlegung t0 < . . . < tn des Definitionsbereiches durch die
definierenden Fakten.
Die stu¨ckweise lineare Interpolation ist, wie auch in der Einleitung ausgefu¨hrt, das
meist verwendete Konzept zur Interpolation diskreter Punktdaten. Grund hierfu¨r
ist vor allem ihre einfache Handhabung bezu¨glich Konstruktion und Auswertung.
Um eine stu¨ckweise lineare Trajektorie f an einem Punkt t auszuwerten, sind nur
die beiden t zeitlich benachbarten, f definierenden Fakten (fi, ti) und (fi+1, ti+1) zu
identifizieren. Die Position f(t) des durch f repra¨sentierten Objektes zum Zeitpunkt
t ergibt sich dann wie folgt:
f(t) = fi + (fi+1 − fi) · t− ti
ti+1 − ti (2.1)
Eine explizite Speicherung der Interpolationsfunktion f ist daher nicht notwendig,
sofern die sie definierenden Fakten abrufbar sind. Neben der Auswertung sind auch
weitere Analyseaufgaben fu¨r die stu¨ckweise lineare Interpolation einfach algorith-
misch zu realisieren. So ergibt sich beispielsweise die konvexe Hu¨lle der besuchten
Raumpunkte einer Trajektorie durch die konvexe Hu¨lle allein der Raumpositionen
der definierenden Fakten. Dies impliziert auch, dass sich Eigenschaften einer Trajek-
torie wie Monotonie oder Positivita¨t (hinsichtlich einer gewa¨hlten Richtung) durch
Ansicht der Menge der definierenden Fakten erschließen.
Nachteilig an stu¨ckweise linearen Trajektorie f ist hingegen, dass die Ableitungen
von f wenig aussagekra¨ftig sind bzw. Bewegungen physikalisch inkorrekt abbilden:
Die durch eine stu¨ckweise lineare Trajektorie repra¨sentierte Geschwindigkeit und
Richtung ist offensichtlich konstant zwischen den Zeitpunkten von definierenden
Fakten und an diesen Zeitpunkten selbst a¨ndert sie sich sprunghaft. Die zweite
Ableitung von f besitzt zu den Zeitpunkten definierender Fakten im Allgemeinen
sogar Unendlichkeitsstellen und ist ansonsnten verschwindend und liefert hinsichtlich
der Vera¨nderung von Geschwindigkeit und Richtung keinerlei Information.
Interne Darstellung der Repra¨sentation
Wie erwa¨hnt besteht das geeignetste Speicherformat fu¨r eine stu¨ckweise lineare Tra-
jektorie f allein aus den f bedingenden Fakten (ti, fi); weitere Informationen mu¨ssen
nicht vorgehalten werden. Diese implizite Darstellung der Interpolationsfunktion ver-
ursacht keine zusa¨tzlichen Speicherkosten: Der Speicherbedarf fu¨r die bedingenden
Fakten ist entsprechend der Forderung in Abschnitt 2.1.3 nach deren Abrufbarkeit
nicht zu umgehen — unabha¨ngig von der kontinuierlichen Repra¨sentation der Be-
wegung.
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Aktualisieren der Repra¨sentation
Die stu¨ckweise lineare Interpolation weist eine fu¨r eine stetige Interpolation gro¨ßtmo¨gli-
che Lokalita¨t (vergleiche Kapitel 2.1.3) auf, wie an der Gleichung 2.1 zu ersehen ist:
In einem konkreten, aber beliebigen Zeitpunkt wird eine stu¨ckweise lineare Trajek-
torie nur durch die beiden zeitlich benachbarten Fakten beeinflusst; entsprechend ist
der Einflussbereich eines einzelnen Faktums auf die beiden angrenzenden Intervalle
der Zerlegung beschra¨nkt.
Eine Modifikation einer stu¨ckweise linearen Bewegungsrepra¨sentation durch Erga¨n-
zen, Lo¨schen oder Aba¨ndern eines definierenden Faktums wirkt sich ausschließlich
auf die unmittelbare (zeitliche) Nachbarschaft des Faktums aus: Soll ein Faktum
(t, f), das zeitlich zwischen zwei Fakten (ti, fi) und (ti+1, fi+1) liegt, der Repra¨senta-
tion durch f hinzugefu¨gt werden, so ist nur das Segment [(ti, fi), (ti+1, fi+1)] (im (d+
1)-dimensionalen Raum) durch zwei Segmente [(ti, fi), (t, f)] und [(t, f), (ti+1, fi+1)]
zu ersetzen. Das Lo¨schen eines Faktums (ti, fi) entspricht dem inversen Vorgang.
Das Aba¨ndern eines Faktums (ti, fi) wirkt sich nur auf die benachbarten Segmen-
te [(ti−1, fi−1), (ti, fi)] und [(ti, fi), (ti+1, fi+1)] aus, sofern der modifizierte Wert von
ti nach wie vor zwischen ti−1 und ti+1 liegt. Andernfalls kann das Modifizieren von
(ti, fi) wie ein Entfernen des alten und ein anschließendes Einfu¨gen des modifizierten
Faktums behandelt werden.
Insbesondere bleibt das Fortfu¨hren einer stu¨ckweise linearen Bewegungsrepra¨sen-
tation — u¨ber den bisherigen zeitlichen Definitionsbereich [t0, tn] hinaus — ohne
Auswirkung auf die Trajektorie in ihrem bisherigen Definitionsbereich.
2.2.2 Splines
Um realistische und stetige A¨nderungen von Richtung und Geschwindigkeit darzu-
stellen, ko¨nnen zur Bewegungsrepra¨sentation Splines ho¨heren Grades verwendet wer-
den. Splines werden in der geometrischen Modellierung, z.B. in CAD-Systemen, und
in der Computergrafik ha¨ufig eingesetzt, um
”
sanfte“ Kurven darzustellen, vergleiche
beispielsweise Bartels et al. [BBB87]. Neben stetigen ersten und zweiten Ableitungen
besitzen interpolierende kubische Spline-Kurven eine nu¨tzliche Balance-Eigenschaft:
Sie minimieren anna¨hernd (unter allen interpolierenden Kurven) die durchschnittli-
che quadratische Kru¨mmung [Wer92]. Im Kontext der Bewegungsrepra¨sentation be-
deutet dies, dass A¨nderungen von Geschwindigkeit und Richtung minimiert und u¨ber
den zeitlichen Verlauf der Bewegung
”
gleichma¨ßig“ verteilt werden. Spline-Kurven
oszillieren insbesondere weniger als andere sanfte Interpolationskurven, a¨ndern aber
gleichzeitig ihre Kru¨mmung auch nicht so abrupt wie Polylinien.
Hintergrund: B-Splines und Spline-Interpolation
Folgend sind einige mathematische Grundlagen der Spline-Interpolation und der
Darstellung durch B-Splines zusammengefasst (vergleiche auch de Boor [dB78] oder
Nu¨rnberger [Nu¨r78]), um anschließend die Implementierung von Konstruktions- und
Auswertungsalgorithmen erla¨utern sowie resultierende Speicher- und Laufzeitkosten
herleiten und einordnen zu ko¨nnen.
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Definition 2.2.1 Eine Spline-Funktion Sδ vom Grad δ zu einer zeitlichen Zerlegung
t0 < . . . < tn erfu¨llt zwei Bedingungen: Erstens ist die Einschra¨nkung Sδ fu¨r jedes
Intervall [ti, ti+1], 0 ≤ i < n, ein Polynom vom Grad ho¨chstens δ und zweitens ist
Sδ mindestens (δ − 1)-mal stetig ableitbar in [t0, tn].
Definition 2.2.2 B-Splines (oder auch Basis-Splines) Bi,δ+1 vom Grad δ zu einer
Zerlegung t0 < . . . < tn sind Spline-Funktionen vom Grade δ, die sich durch den
nachfolgend beschriebenen rekursiven Prozess (der Tiefe δ) aus charakteristischen
Funktionen (Bi,1)i=1,...,n+δ ergeben, die auf den Intervallen [ti, ti+1[ definiert sind.
Um Informationen u¨ber Ableitungswerte zu den Zeitpunkten t0 und tn darzustellen,
werden δ Zeitintervalle der La¨nge 0 an beiden Endpunkten der Zerlegung erga¨nzt;
hierfu¨r sei t−δ := . . . := t−1 := t0 und tn+δ := . . . := tn+1 := tn definiert.
Bi,1(t) :=
{
1, t ∈ [ti, ti+1[
0, sonst
Bi,j(t) := ωi,j · Bi,j−1(t) + (1− ωi+1,j) · Bi+1,j−1(t), mit
ωi,j(t) :=
{
t−ti
ti+j−1−ti , ti 6= ti+j−1
0, sonst
Jede Spline-Funktion Sδ vom Grad δ (und zu einer Zerlegung t0 < . . . < tn) kann
durch eine eindeutige Linearkombination von B-Splines Bi,δ+1 (zu eben jener Zerle-
gung) dargestellt werden [dB78].
Spline-Interpolation Ein auf der Spline-Interpolation beruhendes Repra¨senta-
tionskonzept konstruiert aus einer Menge von definierenden Fakten f(t0), . . . , f(tn)
eine Spline-Interpolationsfunktion SIδ(f)(t) =
∑n−1
i=−δ ai ·Bi,δ+1(t). Die Koeffizienten
ai berechnen sich durch Lo¨sen eines linearen Gleichungssystems, das sich aus den
folgenden Interpolationsbedingungen ergibt:
n−1∑
i=−δ
ai · Bi,δ+1(tj) = f(tj), j = 0, . . . , n (2.2)
Um eine eindeutige Lo¨sung des obigen Systems zu erhalten, sind δ − 1 zusa¨tzliche
Interpolationsbedingungen vorzugeben. Diese Randbedingungen werden u¨blicherwei-
se verwendet, um das Verhalten der Splinefunktion an den Randpunkten t0 und tn
festzulegen.10 Somit ergibt sich ein Gleichungssystem mit n+δ linearen Gleichungen
in n+ δ Unbekannten. Da die B-Splines Bi,δ+1(t) außerhalb des jeweiligen Intervalls
[ti, ti+δ+1[ verschwinden, ist die zu einem solchen Gleichungssystem korrespondieren-
de Matrix eine Bandmatrix [BBB87] der Breite δ, d. h. die nicht verschwindenden
10Die oben erwa¨hnte Eigenschaft kubischer Splines, die durchschnittliche quadratische
Kru¨mmung anna¨hernd zu minimieren, bezieht sich auf kubische Spline-Interpolation mit natu¨rli-
chen Randbedingungen. Letztere geben eine verschwindende erste Ableitung in den Randpunkten
vor [Wer92].
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Matrixelemente befinden sich auf den δ Hautpdiagonalen, und das Gleichungssys-
tem ist somit in asymptotischer Laufzeitkomplexita¨t von O(δ ·n) lo¨sbar.11 Dies ent-
spricht einer Komplexita¨t von O(n), sofern δ als konstant (oder nur als beschra¨nkt)
interpretiert wird.12 Somit ko¨nnen die Koeffizienten ai, i = −δ, . . . , n − 1 sa¨mtlich
in O(n) Zeit berechnet werden. Fu¨r den Spezialfall δ = 1 konstruiert eine Spline-
Interpolation stu¨ckweise lineare Funktionen, fu¨r den Fall δ = 3 die in der Praxis
ha¨ufig verwendeten kubischen Splines.
Bemerkung 2.2.3 Die vorgestellte Form der Spline-Interpolation wird auch als
nicht-parametrische Spline-Interpolation bezeichnet. Durch parametrische Spline-
Interpolation [BBB87] hingegen ließe sich eine d-dimensionale Bewegung als Bild
eines Splines im (d+1)-dimensionalen Raum darstellen. Bei dieser Interpolationsform
besitzt allerdings die Zerlegung, die wie in Abschnitt 2.2.2 beschrieben die Interpola-
tion gewissermaßen unterteilt, keine Semantik. Diese Form der Spline-Interpolation
hat den Vorteil, dass diese Zerlegung frei gewa¨hlt werden kann. Dies wird in der
geometrischen Modellierung und in der Computergrafik ausgenutzt, indem Zerle-
gungselemente mit Vielfachheiten verwendet werden. Der Grad des Splines zwischen
zwei Zerlegungselementen sinkt mit deren Vielfachheiten; somit lassen sich zum Bei-
spiel in einer kubischen Spline-Interpolation auch lineare Segmente darstellen.13
Trotz dieser Vorteile scheint folgender Nachteil der parametrisierten Interpolation
im Kontext der Repra¨sentation und Verarbeitung von Bewegungen schwerer zu wie-
gen: Die Auswertung einer Trajektorie zu einem Zeitpunk t′ wa¨re nicht mehr durch
Auswerten einer Funktion fu¨r den Wert t′, sondern nur durch die aufwa¨ndige Be-
stimmung des Schnittes des Bildes einer Spline-Funktion mit der Hyperebene t = t′
(im (d+ 1)-dimensionalen Raum) zu realisieren.
Interne Darstellung der Repra¨sentation
Fu¨r die interne Darstellung einer Spline-Trajektorie existieren mehrere sinnvolle Op-
tionen. Eine implizite Darstellung erfordert nur die Speicherung der definierenden
Fakten (sowie optional O(δ) vieler wa¨hlbarer Werte fu¨r die Randbedingungen). In
diesem Fall muss allerdings, um eine Auswertung der Funktion SIδ(f) vorzuneh-
men, zuna¨chst die explizite Darstellung, d. h. die Koeffizienten ai, durch Lo¨sen des
beschriebenen Gleichungssystems berechnet werden.
Fu¨r eine geeignete explizite Darstellung wa¨ren die Zerlegung durch die Zeitpunk-
te ti der definierenden Fakten sowie die Koeffizienten ai (fu¨r jede Dimension der
Bewegung) vorzuhalten. Als effizienteste Methode zur Auswertung einer solcherart
dargestellten Spline-Funktion SIδ(f) gilt der de Boor-Algorithmus [dB78]. Dieser
11Eine Herleitung obiger Laufzeit ergibt sich mit Hilfe der linearen Algebra, siehe beispielsweise
Fischer [Fis05], und wird bei Bartels [BBB87] sowie detaillierter bei Blunck [Blu02] ausgefu¨hrt.
Eine Erla¨uterung des Begriffes der asymptotischen Laufzeitkomplexita¨t findet sich in Kapitel 4.
12Im Datenmodell unseres Rahmenwerks wird eine Obergrenze fu¨r den maximalen Splinegrad δ
fu¨r die Repra¨sentation von Bewegung vorgegeben, um die Forderung nach Gro¨ßenbeschra¨nktheit
aus Abschnitt 2.1.3 zu erfu¨llen. Die na¨here Begru¨ndung ergibt sich aus den Ausfu¨hrungen in Kapitel
2.3.
13Die Vorteile der Bewegungsrepra¨sentation durch verschieden charakterisierte Typen von Funk-
tionen sowie alternative Realisierungen solcher Mischform-Repra¨sentationskonzepte werden in Ab-
schnitt 2.2.3 skizziert.
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nutzt die rekursive Definition der B-Splines, um SIδ(f) als Linearkombination von
B-Splines auszuwerten, ohne allerdings die B-Splines explizit berechnen oder auswer-
ten zu mu¨ssen. Die Zeitkomplexita¨t einer einzelnen Auswertung an einem Zeitpunkt
t ergibt sich zu O(log2 n + δ2), wobei der logarithmische Faktor aus einer bina¨ren
Suche nach dem Zeitpunkt t in der Zerlegung durch die definierenden Fakten resul-
tiert.
Die die Interpolationsfunktion SIδ(f) definierenden Fakten ko¨nnen aus der explizi-
ten Darstellung von SIδ(f) rekonstruiert werden. Da jedoch numerische Ungenau-
igkeiten bei der Konstruktion und Auswertung einer Spline-Interpolationsfunktion
auftreten ko¨nnen, sind diese Fakten eventuell nur mit Informationsverlust zuru¨ck-
zugewinnen. Daher werden im hier vorgestellten Rahmenwerk fu¨r eine durch Spli-
nes repra¨sentierte Bewegung deren explizite Repra¨sentation vorgehalten sowie —
defaultma¨ßig fu¨r alle Repra¨sentationskonzepte — die exakten Daten der definieren-
den Fakten. Dadurch ist die Forderung aus Abschnitt 2.1.3 nach der Abrufbarkeit
der (exakten) definierenden Fakten gewa¨hrleistet — ohne dass eine explizite Rekon-
struktion dieser Fakten durch Auswertungen der Interpolationsfunktion no¨tig wu¨rde.
Durch die explizite Darstellung der Funktion ist zudem eine schnellere Auswertung
einer Trajektorie gewa¨hrleistet.
Aktualisieren der Repra¨sentation
Spline-Interpolationsfunktionen bieten auf Grund ihrer Balance-Eigenschaft den Vor-
teil, eine
”
sanfte“ Verbindung zwischen definierenden Fakten herzustellen, d. h. keine
unnatu¨rlich abrupten oder willku¨rlichen Geschwindigkeits- oder Richtungsa¨nderun-
gen darzustellen. Ein hiermit korrespondierender Nachteil ist ihre suboptimale Loka-
lita¨t: Eine Modifikation (d. h. ein Einfu¨gen, Lo¨schen oder Vera¨ndern) eines einzelnen
definierenden Faktums wirkt sich auf die Spline-Funktion in ihrem gesamten zeitli-
chen Definitionsbereich aus; allerdings nimmt diese Auswirkung auf das Verhalten
der Funktion mit der (zeitlichen) Entfernung von der Stelle der Modifikation stark
ab.14 Dennoch mu¨sste eine Spline-Interpolationsfunktion, die die Modifikation exakt
reflektiert, komplett neu berechnet werden.
Fu¨r Szenarien, in denen die Neuberechnung im Falle einer Modifikation inakzepta-
bel, aber die Balance-Eigenschaft der Interpolation in einer eingeschra¨nkten Form
ausreichend ist, kann folgende Unterteilungsstrategie angewendet werden, die sicher-
stellt, dass eine Modifikation an der Stelle t sich nur auf einen beschra¨nkten zeitli-
chen Bereich der Interpolationsfunktion auswirkt: Es ist zuna¨chst eine Teilzerlegung
{ti1 , . . . , tik} der Zerlegung durch die definierenden Fakten zu bestimmen, um den
zeitlichen Definitionsbereich der Interpolationsfunktion in Intervalle Ij = [tij , tij+1 ]
zu unterteilen; fu¨r jedes dieser Zeitintervalle ist eine im Folgenden als Sub-Spline-
Interpolation SIδ,j bezeichnete Interpolationsfunktion zu berechnen. Die jeweiligen
Randbedingungen dieser Teil-Interpolationen ko¨nnen so gewa¨hlt werden, dass steti-
ge Ableitungswerte in allen Zeitpunkten tij gesichert sind (o.B.d.A. dargestellt fu¨r
ungerades δ):
14Bei Fourier- oder polynomialer Interpolation hingegen kann sich eine A¨nderung eines definie-
renden Faktums im gesamten Definitionsbereich der Interpolation gleich stark auswirken.
19
(SIδ,j(f))(i)
(
tij
)
= (SIδ,j−1(f))(i)
(
tij
)
und
(SIδ,j(f))(i)
(
tij+1
)
= (SIδ,j+1(f))(i)
(
tij+1
)
fu¨r i = 1, . . . ,
δ − 1
2
Mit diesem Verfahren kann allerdings die Stetigkeit der ((δ+1)/2)-ten bis (δ−1)-ten
Ableitung in Punkten tij der Teilzerlegung nicht mehr (durch Angabe von Interpola-
tionsbedingungen bei der Konstruktion der Sub-Spline-Interpolationen) zugesichert
werden; im Falle kubischer Splines geht somit die Stetigkeit der zweiten Ableitung
in den Punkten tij im Allgemeinen verloren. Um diese Stetigkeit dennoch zu sichern,
wa¨re eine Erho¨hung des Grades der verwendeten Sub-Spline-Interpolation von δ auf
2 · δ− 1 erforderlich, so dass nun δ− 1 stetige Ableitungen auch in den Intervallend-
punkten der Teilzerlegung zugesichert werden ko¨nnen. Die Erho¨hung des Grades
impliziert fu¨r die Laufzeitkosten fu¨r Konstruktion und Auswertung, entsprechend
den Ausfu¨hrungen zu den mathematischen Grundlagen von Splines, eine Erho¨hung
um in etwa einen Faktor 4. Sind die zeitlichen Teilintervalle Ij fixiert, so bleiben
die einzelnen Sub-Spline-Interpolationen SIδ,j insofern unabha¨ngig voneinander, als
dass sich eine Aktualisierung der Interpolationsfunktion durch Modifikation eines de-
finierenden Faktums (ti, fi) nur auf die (maximal zwei) Sub-Spline-Interpolationen
SIδ,j auswirkt, zu deren zeitlichem Definitionsbereich ti geho¨rt. Entsprechend sind
auch nur diese maximal zwei Sub-Spline-Interpolationen neu zu konstruieren, um
die Modifikation exakt zu reflektieren. Ein Fortfu¨hren einer Trajektorie (u¨ber den
zeitlichen Definitionsbereich [t0, tn] hinaus) wirkt sich sogar nur auf die Sub-Spline-
Interpolation mit dem spa¨testen zeitlichen Definitionsbereich aus.
Die Festlegung (der Granularita¨t) der Teilzerlegung fu¨r eine Bewegungsrepra¨senta-
tion durch Sub-Splines wirkt sich sowohl auf den Speicherbedarf als auch auf die
Lokalita¨t der Bewegegungsrepra¨sentation aus. Bei der Auswahl der Intervallgrenzen
tij ko¨nnen diese beiden Kriterien anwendungsspezifisch gewichtet werden — etwa
durch Schwellwerte µmin und µmax fu¨r die minimal bzw. maximal zula¨ssige Anzahl
an definierenden Fakten in einem Sub-Spline-Intervall. Fu¨r die Verwendung von
Splines vom Grad δ und eine Aufteilung in Intervalle mit jeweils µmin = µmax defi-
nierenden Fakten erho¨ht sich die Repra¨sentationsgro¨ße der Interpolation um einen
Faktor (1 + (δ − 1)/µmin) gegenu¨ber der Verwendung einer linearen Interpolation.
Eine laufzeiteffizientere Variante des beschriebenen Verfahrens zur Gewa¨hrleistung
der Lokalita¨t der Spline-Interpolation ergibt sich durch das jeweilige Verbinden zwei-
er Sub-Spline-Interpolationen (definiert auf Intervallen [. . . , ti] und [ti+1, . . .]) durch
eine geeignete Funktion, etwa durch ein Polynom vom Grade 2 ·δ−1. Somit wa¨re die
(δ− 1)-fache Ableitbarkeit der Interpolationsfunktion in den Intervallendpunkten ti
und ti+1 gesichert, ohne dass der Grad der Sub-Spline-Interpolationen selbst hierfu¨r
erho¨ht werden mu¨sste.
2.2.3 Weitere Repra¨sentationskonzepte
Auch wenn Spline-Interpolationen durch ihre Sanftheit und stetige Ableitbarkeit Be-
wegungsrepra¨sentationen liefern, die Bewegungen physikalisch realistischer abbilden
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als stu¨ckweise lineare Interpolation und gleichzeitig weniger willku¨rlich von einer
solchen abweichen als beispielsweise Fourier- oder polynomiale Interpolation, wei-
sen Splines fu¨r die realistische Darstellung von Bewegungen auch Einschra¨nkungen
auf. So ko¨nnen neben den zu interpolierenden Fakten keine weiteren Informatio-
nen u¨ber das generell zu erwartende Bewegungsverhalten des betrachteten Objektes
beru¨cksichtigt werden, etwa die Mano¨vrierfa¨higkeit des Objektes. Des Weiteren im-
pliziert die Sanftheit von Spline-Kurven die Gefahr, dass Bewegungen wie abrupte
Bremsmano¨ver verfa¨lscht abgebildet werden: Eine durch Spline-Interpolation resul-
tierende Bewegungsrepra¨sentation wu¨rde das Abbremsen eines Objektes eventuell
so darstellen, dass es sich kurzzeitig sogar ru¨ckwa¨rts bewegt. Folgend werden da-
her einige Alternativen zu Spline-Interpolationen und ihre Vorteile gegenu¨ber diesen
vorgestellt.
ν-Splines In einigen Anwendungen sind grundsa¨tzliche Bewegungseigenschaften
der zu repra¨sentierenden Objekte bekannt und in solchen Situationen ist es sinn-
voll, diese zusa¨tzliche Information in die Konstruktion der Trajektorien eingehen zu
lassen. Ein Flugzeug beispielsweise vollfu¨hrt Richtungs- und Ho¨hena¨nderungen typi-
scherweise in der na¨heren Umgebung festgelegter Punkte und bewegt sich ansonsten
fast linear. Solch eine Bewegung kann durch ν-Splines repra¨sentiert werden, bei
denen die A¨nderung der zweiten Ableitung in Bezugspunkten vorgeschrieben wer-
den kann. Sind fu¨r verschiedene Flugzeugtypen jeweils ihre Wendekreise bekannt,
so kann der Wendekreis eines Flugzeugtyps als Parameter fu¨r die Konstruktion
von ν-Spline-Trajektorien genutzt werden. Diese mo¨glichst genaue Repra¨sentation
von Bewegungseigenschaften ist in Flugplanung und –u¨berwachung wesentlich; auch
hier sei wiederum die BADA-Datenbank erwa¨hnt, die zur Vorhaltung solcher Be-
wegungscharakteristika fu¨r verschiedene Flugzeugtypen von EUROCONTROL ge-
pflegt wird [Eur99, NPI+05]. Die Speicherung und mathematische Handhabung von
interpolierenden ν-Splines entspricht in weiten Teilen den Ausfu¨hrungen zur Spline-
Interpolation aus Abschnitt 2.2.2. Auch ν-Splines ko¨nnen eindeutig als Linearkom-
binationen von B-Spline-Koeffizienten dargestellt werden. Genannte Parameter wie
Wendekreise gehen als Interpolationsbedingungen in ein Gleichungssystem wie das
fu¨r Spline-Interpolation geschilderte ein und ersetzen dort Bedingungen, die die ste-
tige Ableitbarkeit ho¨herer Ordnung in den Zeitpunkten der Zerlegung zusichern. Um
dieselben Stetigkeitsbedingungen wie eine Spline-Interpolationsfunktion zu erfu¨llen,
muss fu¨r eine ν-Spline-Funktion entsprechend ein ho¨herer Grad gewa¨hlt werden.15
Hermite-Interpolationen Sind zu einer darzustellenden Bewegung als diskrete
Informationen nicht nur Positionen, sondern auch Richtungen und Geschwindigkei-
ten bekannt, wie z.B. bei durch GPS erfassten Bewegungen, so ko¨nnen diese In-
15Einschra¨nkend ist zur Verwendung von ν-Splines zur Bewegungsrepra¨sentation zu sagen, dass
diese in der geometrischen Modellierung zumeist fu¨r parametrische Interpolationen, vergleiche Be-
merkung 2.2.3, genutzt werden. Eine naive Verwendung von ν-Splines zur Interpolation zu einer
Zerlegung mit zeitlicher Semantik kann zu einer irritierenden Repra¨sentation der Geschwindigkeit
fu¨hren: Es muss besondere Aufmerksamkeit darauf gelegt werden, dass fu¨r gleichfo¨rmige Bewegun-
gen keine Geschwindigkeitsschwankungen in der zeitlichen Na¨he der Zerlegungselemente resultieren.
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formationen in die Bewegungsrepra¨sentation eingehen, d. h. interpoliert werden.16
Techniken zur Interpolation nicht nur von Funktionswerten, sondern auch von Ab-
leitungswerten sind unter dem Begriff Hermite-Interpolation zusammengefasst, ver-
gleiche Nu¨rnberger [Nu¨r78] fu¨r eine U¨bersicht. Die stu¨ckweise lineare Interpolation
ist hingegen nicht in der Lage, mehr als ein Datum zu je einem Zerlegungselement
zu interpolieren. Bei Hermite-Interpolationen ist wie fu¨r ν-Spline-Interpolationen ein
gegenu¨ber Abschnitt 2.2.2 modifiziertes Gleichungssystem aufzustellen und zu lo¨sen.
Auch hier lassen sich Bedingungen, die bei der Spline-Interpolation stetige Ableitun-
gen ho¨herer Ordnung in den Zeitpunkten der Zerlegung garantieren, ersetzen — in
diesem Fall durch Bedingungen, die die Ableitungswerte in diesen Zeitpunkten fest
vorgeben. Dementsprechend gilt wie fu¨r ν-Splines, dass die stetige Ableitbarkeit eines
nur Positionsangaben interpolierenden Splines fu¨r einen Hermite-interpolierenden
Spline nur zu erreichen ist, wenn der Spline-Grad entsprechend vergro¨ßert gewa¨hlt
wird.
Mischform-Repra¨sentationskonzepte EinMischform-Repra¨sentationskonzept,
d. h. ein Konzept, das Trajektorien segmentweise durch verschiedene Interpolations-
formen, beispielsweise Liniensegmente und eine weitere Trajektorienart wie Kreis-
bo¨gen oder kubische Splines, darstellt, scheint in vielen Anwendungen vorteilhaft.
Dies ist insbesondere dann der Fall, wenn die Objekte, deren Bewegung zu repra¨sen-
tieren ist, sich je nach Kontext verschieden bewegen, wie beispielsweise im Flugver-
kehrsmanagement, vergleiche [GM97]. Von Meratnia [Mer05] und Meratnia und de
By [Md03] wurden Mischform-Repra¨sentationskonzepte, die hauptsa¨chlich fu¨r sich
in geometrischen Netzwerken bewegende Objekte konzipiert wurden, vorgestellt und
motiviert. Die Argumentation der Autoren basiert auf der Beobachtung, dass fu¨r
viele Typen sich bewegender Objekte ihr Verhalten in verschiedenen Phasen ihrer
Bewegung unterschiedlich ist; so mo¨gen solche Objekte wie Fahrzeuge in der Lage
sein, sehr viel abrupter abzubremsen (also negativ zu beschleunigen) als (positiv)
zu beschleunigen, d. h. beim Vorgang des Abbremsens kann der Absolutbetrag der
Beschleunigung sehr viel gro¨ßer sein als beim positiven Beschleunigen. Ein einzelnes
Repra¨sentationskonzept, d. h. eine einzelne Form der Interpolation, unterscheidet
im Allgemeinen nicht zwischen diesen Arten der Beschleunigung (bzw. allgemeiner:
zwischen verschiedenen charakterisierten Phasen der Bewegung eines mobilen Ob-
jektes). Meratnia und de By regen daher an, fu¨r Repra¨sentation einer Bewegung
ihre einzelnen Phasen — wie Brems- und Beschleunigungsphasen — zu identifizie-
ren bzw. zu kategorisieren, diese durch jeweils ada¨quate Interpolationen darzustellen
und die Interpolationen dann geeignet und insbesondere stetig zu verbinden.
Die Modellierung des hier vorgestellten Rahmenwerks la¨sst Mischform-Repra¨senta-
tionskonzepte zu. Fu¨r die interne Darstellung einer entsprechenden Repra¨sentation
ist zu beachten, dass fu¨r jedes Segment die Information, wie es zu interpretieren
ist, d. h. welches (Teil-)Repra¨sentationskonzept ihm assoziiert ist, vorgehalten wer-
den muss. Mit dieser Information ist die Auswertbarkeit der Trajektorie gesichert;
ein dem Mischform-Repra¨sentationskonzept zugeho¨riger Evaluationsalgorithmus hat
16Die Erfassung von Geschwindigkeit und Orientierung einer Bewegung durch GPS-Gera¨te wird
bei El-Rabbany [El-06] beschrieben und als eine inzwischen dem GPS-Standard zugeho¨rige Funk-
tionalita¨t dargestellt.
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eine Fallunterscheidung hinsichtlich dieser Information zu beinhalten. Von Forlizzi
et al. [FGNS00] wurde eine Mischform und ihre Handhabung vorgestellt, die aus
Liniensegmenten und (radizierten und nicht radizierten) polynomialen Segmenten
zusammengesetzte Trajektorien bereit stellt, um stu¨ckweise lineare Trajektorien so-
wie die Distanzen zweier solcher durch einen einzigen Datentyp mreal innerhalb des
in dieser Arbeit adaptierten ADT-Modells von Gu¨ting et al. [GBE+00] darzustellen.
Exponentialsplines Exponentialsplines sind im Hinblick auf die Repra¨sentation
sehr stark gekru¨mmter Kurven entwickelt worden, fu¨r die die in Kapitel 2.2.2 be-
schriebenen polynomialen B-Spline-Linearkombinationen nur bedingt geeignet sind.
Im Gegensatz zu letzteren sind die Basis-Funktionen der Exponentialsplines nicht
polynomial, sondern eine Kombination von Sinus- und Kosinusfunktionen. Dennoch
werden auch fu¨r diesen Anwendungsfall ha¨ufig speziell adaptierte polynomiale Spli-
nefunktionen statt der Exponentialsplines verwendet, da die Verwendung letzterer
einen hohen Rechenaufwand impliziert, vergleiche Hoschek und Lasser [HL89].
Polynominiale und Fourier-Interpolationen Durch klassische polynomiale In-
terpolation werden n Funktionswerte durch ein eindeutiges Polynom n-ten Grades
verbunden. Problematisch an dieser Art der Interpolation ist die in Abha¨ngigkeit der
Eingabegro¨ße n unterschiedliche Komplexita¨t und damit auch Charakteristik der re-
sultierenden Interpolationsfunktionen. Fu¨r große Eingabegro¨ßen neigen diese zudem
zum Oszillieren, vergleiche Hoschek und Lasser [HL89]; des Weiteren erho¨ht sich der
Aufwand fu¨r ihre Auswertung linear mit der Anzahl der interpolierten Werte.17
A¨hnliche Nachteile wie die polynomiale Interpolation besitzt auch die Fourier-Inter-
polation, die eine Menge von n definierenden Fakten eindeutig durch eine Linear-
kombination von n periodischen Schwingungskurven mit unbeschra¨nktem Tra¨ger
interpoliert, vergleiche Abschnitt 2.1.3. Bei wachsender Eingabegro¨ße gehen im-
mer hochfrequentere Schwingungen in die Interpolation mit ein, so dass auch diese
fu¨r große Eingaben stark oszilliert. Allerdings eignet sich die Fourier-Interpolation
durchaus, um periodische Bewegungen, wie etwa Schwingungen, darzustellen. Fu¨r
die Repra¨sentation nicht zyklischer und nicht schwingender Bewegungen scheinen
andere Interpolationstechniken geeigneter.
Zu polynomialer und zur Fourier-Interpolation sind Varianten konstruierbar, in de-
nen die Basisfunktionen, durch deren Linearkombination sich die Interpolations-
funktionen bestimmen, nicht als die n niedrigsten Monome (bzw. nicht als die n
Schwingungsfunktionen mit der niedrigsten Frequenz) gewa¨hlt werden. Stattdes-
sen ko¨nnen aus den jeweiligen Basisfunktionen n beliebige zur Linearkombination
ausgewa¨hlt werden. Es ist fu¨r die interne Darstellung einer so zusammengesetz-
ten Interpolationsfunktion zu beachten, dass nun nicht nur die Gewichte, sondern
auch Identifikatoren, d. h. die Indizes, der Basisfunktionen, auf die die Gewichte
sich beziehen, zu speichern sind. Eine derartige Fourier-Interpolation wird ha¨ufig
17Die polynomiale Interpolation spielt in Bereichen der Algorithmik zur Analyse sich bewegender
Objekte insofern eine wesentliche Rolle, als dass viele Algorithmen in der Notation der kinetischen
Datenstrukturen vorgestellt werden, welche in Kapitel 3.2 genauer erla¨utert wird. Bei der theore-
tischen Evaluation dieser Algorithmen werden als Bewegungsrepra¨sentationen zumeist Polynome
eines wa¨hlbaren, aber festen Grades angenommen.
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fu¨r kompressionsfa¨hige Datenformate, etwa fu¨r das JPEG-Format fu¨r Bilddaten,
eingesetzt: Die Interpolationen lassen sich einfach und gleichzeitig mit geringem In-
formationsverlust komprimieren, indem man die Elemente der Linearkombination
mit den betragsma¨ßig kleinsten Gewichten aus der internen Darstellung der In-
terpolationsfunktion entfernt, vergleiche Meyer [Mey93, Kapitel 3.3]. Vorteile von
Bewegungsrepra¨sentationen, die eine einfache Komprimierbarkeit mit geringem In-
formationensverlust erlauben, werden in Kapitel 2.3 genauer besprochen und auch
unter anderem von Cao et al. [CWT03] herausgestellt.
Wavelets Wie bei der Fourier- werden auch bei Wavelet-Interpolationen die In-
terpolationsfunktionen als Linearkombination von Wellenfunktionen dargestellt —
allerdings besitzen diese Wavelets im Gegensatz zu den modifizierten Sinus- und
Kosinusfunktionen der Fourier-Interpolation jeweils einen beschra¨nkten Tra¨ger.
Die resultierende Basis von Schwingungsfunktionen kann von vielerlei Gestalt sein
und folgerichtig sind verschiedenste Techniken der Wavelet-Interpolation vorgestellt
worden.18 Ein Wavelet-basiertes Repra¨sentationskonzept sind beispielsweise Spline-
Wavelets (des Grades δ), die als Interpolationsfunktionen Splines (vom Grade δ)
generieren. Die resultierenden Interpolationsfunktionen werden allerdings in einem
anderen Format vorgehalten als den in Abschnitt 2.2.2 dargestellten. Vielmehr bil-
den die Basisfunktionen (verschiedenster Wavelet-Techniken) eine Hierarchie von
Wellenfunktionen, deren obere Stufen aus jeweils wenigen Funktionen mit einer nie-
derfrequenten Schwingung, aber einem großen Tra¨ger bestehen, wa¨hrend die unteren
Stufen von vielen hochfrequenten Schwingungsfunktionen mit stark eingeschra¨nktem
Tra¨ger gebildet werden; klassischerweise verdoppelt sich in jeder Hierarchiestufe die
Anzahl der Wellenfunktionen und gleichzeitig halbiert sich die Gro¨ße ihrer Tra¨ger.
Im Kontext der Bewegungsrepra¨sentation bilden die Gewichte, die zu Funktionen
der oberen Hierarchieebenen korrespondieren, die globalen, aber nicht zu heftigen
Schwankungen einer Bewegung ab. Durch die Gewichte der Funktionen der unteren
Hierarchieebenen werden lokale, aber starke Schwankungen abgebildet.
Vorteil einer solchen Hierarchie von Basisfunktionen sind die kleinen (bzw. die we-
nigen nicht verschwindenden) Gewichte, die sich bei der Darstellung gro¨ßtenteils
gleichma¨ßiger Bewegung ergeben. Insbesondere la¨sst sich deswegen eine Wavelet-
Interpolation sehr effizient (durch Entfernen der betragsma¨ßig geringsten Gewichte)
komprimieren, was inzwischen zu ihrem Einsatz fu¨r neuere JPEG-Formate gefu¨hrt
hat, vergleiche wiederum Meyer [Mey93]. Fu¨r die Bewegungsrepra¨sentation ist diese
Eigenschaft insbesondere nu¨tzlich, da fu¨r die geeignete Repra¨sentation einer Bewe-
gung bestimmte zeitliche Bereiche von besonderem Interesse sind — zumeist dieje-
nigen, an denen sich das Bewegungsverhalten a¨ndert. Eine komprimierte Wavelet-
Darstellung wu¨rde genau diese Bereiche detaillierter repra¨sentieren.
Es ist allerdings zu beachten, dass bei Kompression einer Wavelet-Darstellung im
Allgemeinen die bedingenden Fakten nicht mehr exakt interpoliert werden.19 Fu¨r
18U¨bersichten u¨ber Mathematik und Anwendungen von Wavelet-Interpolationen und -
Approximationen finden sich beispielsweise bei Chui [Chu92], Louis et al. [LMR94], Meyer [Mey93]
sowie bei Sweldens und Schro¨der [SS96].
19Pra¨ziser gesprochen ist die Interpolation all jener Fakten nicht gesichert, deren Zeitpunkt in
einem Tra¨ger einer Basisfunktion, deren Gewicht bei der Kompression entfernt wurde, enthalten
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das Ziel verlustfreier komprimierter Wavelet-Darstellungen wurde die Verwendung
gro¨ßenvariabler Datentypen vorgeschlagen [Mey93], so dass kleinere Gewichte eine
hinsichtlich des Speicherbedarfs billigere Darstellung implizieren, ohne hierfu¨r expli-
zit entfernt werden zu mu¨ssen. Da im Kontext der Bewegungsrepra¨sentation zumeist
die exakte Interpolation von Fakten relevant ist, erscheint dieser Ansatz vielverspre-
chend. Generell nachteilig bleibt, dass Wavelet-Repra¨sentationen wenig Lokalita¨t
garantieren ko¨nnen und diese auch durch Modifikationen — wie in Abschnitt 2.2.2
fu¨r Splines beschrieben — nicht erreichbar scheint. Problematisch fu¨r die Bewegungs-
Repra¨sentation ist der Einsatz klassischer Wavelet-Interpolationen zudem, da diese
von einer a¨quidistanten zeitlichen Zerlegung (und einer Zweierpotenz als Eingabe-
gro¨ße) ausgehen. Eine Verallgemeinerung zu second-generation-wavelets, die fu¨r be-
liebige Zerlegungen zu verwenden sind, ist jedoch inzwischen fu¨r viele Wavelet-Arten
vorgestellt, vergleiche Sweldens [Swe94] sowie Sweldens und Schro¨der [SS96].
Gestalt erhaltende Interpolationskonzepte In der Computergrafik und insbe-
sondere im computer aided design (CAD) finden Gestalt erhaltende Interpolations-
techniken Anwendung, vergleiche Pen˜a [Pen˜99]. Diese Techniken sind auch fu¨r die
Repra¨sentation von Bewegung interessant, da die Kritierien der Gestalt-Erhaltung,
die Interpolationen vorgegeben werden ko¨nnen, auch fu¨r die Repra¨sentation von
Bewegung nu¨tzlich sind. Insbesondere ko¨nnen solche Interpolationstechniken mehr-
fach stetig ableitbare Kurven generieren, die dennoch nur lokal von den definie-
renden Fakten abha¨ngen und zudem nur begrenzt von der linearen Interpolation
dieser Fakten hinsichtlich Richtung und Entfernung abweichen. Weitere Eigenschaf-
ten (einer Faktenmenge zu einer Bewegung), die durch Gestalt erhaltende Interpo-
lation korrekt wiedergegeben bzw. bewahrt werden ko¨nnen, sind Konvexita¨t, Mo-
notonie und Positivita¨t. Zahlreiche Literatur ist insbesondere zu Spline-basierten,
Gestalt erhaltenden Interpolationen erschienen, fu¨r eine U¨bersicht vergleiche Good-
mann [Goo02]. Ein Ansatz, der dem fu¨r Spline-Wavelets geschilderten Ansatz der
Darstellung durch ein Hierarchie beschra¨nkter Wellenfunktionen folgt, wurde von
Goodman und Ong [GO05] vorgestellt. Generell basieren die Gestalt erhaltenden
Interpolationen auf bereits vorgestellten, parametrisierten Interpolationsformen wie
ν-Splines oder Exponentialsplines. Die Erstellung einer Gestalt erhaltenden Inter-
polation erfolgt ha¨ufig durch ein iteratives Redefinieren der Parameter einer solchen
Interpolation, bis eine Gestalt erhaltende Interpolationsfunktion bestimmt ist. So-
mit sind Gestalt erhaltende Interpolationen mit einem erho¨hten Konstruktionsauf-
wand verbunden. Es ist anwendungsabha¨ngig zu entscheiden, ob die Zusicherung von
Gestalt erhaltenden Eigenschaften der Bewegungsrepra¨sentationen diesen erho¨hten
Berechnungsaufwand rechtfertigt.
ist. Fehlerhafte Gewichte in einer Wavelet-Darstellung wirken sich zudem - entsprechend ihrer
Hierarchiestufe - globaler aus als fehlerhafte Gewichte beispielsweise in der Basisdarstellung durch
B-Splines.
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2.3 Repra¨sentation zeitvarianter Operationsergeb-
nisse
In diesem Kapitel wird die Abgeschlossenheit des in Abschnitt 2.1.2 vorgestellten Da-
tenmodells gegenu¨ber (beliebig konkatenierten) gelifteten Operationen ero¨rtert. Eine
solche vollsta¨ndige Abgeschlossenheit gilt als offenes, aber viel beachtetes Problem in
der einschla¨gigen Literatur, wie bereits in Abschnitt 2.1.1 belegt wurde. In Abschnitt
2.3.1 wird die Zielsetzung der Abgeschlossenheit an Hand von Anwendungsbeispielen
eingehender motiviert. Zudem wird ausgefu¨hrt, warum die gewu¨nschte Abgeschlos-
senheit – ohne dafu¨r die Forderung nach Gro¨ßenbeschra¨nktheit aus Abschnitt 2.1.3
zu verletzen — nur erreicht werden kann, wenn eine nicht-exakte Darstellung von
Operationsergebnissen akzeptiert wird. In Abschnitt 2.3.2 wird eine entsprechende
Lo¨sung dieses Problems vorgestellt, die die Abgeschlossenheit der Modellierung des
in dieser Arbeit vorgestellten Rahmenwerks sichert und dabei die Forderung nach
Gro¨ßenbeschra¨nktheit von Operationsergebnissen mit Hilfe einer geeigneten Appro-
ximation erfu¨llt.
2.3.1 Problemstellung und Motivation
In der Notation des in Abschnitt 2.1.2 beschriebenen Modells verlangt die oben be-
schriebene Zielsetzung die Abgeschlossenheit der zeitvarianten Datentypen mpoint〈d〉
und mreal〈d〉 gegenu¨ber gelifteten Operationen. Die folgenden Beispiele illustrieren
die bei der Anwendung solcher Operationen auftretenden Probleme:
Beispiel 1: Berechne die Distanz mdistance(mp1,mp2) von zwei Instanzen mp1
und mp2 des Typs mpoint〈d〉.
Sind mp1 und mp2 durch lineare Trajektorien repra¨sentiert, so ist das Resultat in
obigem Beispiel eine Wurzel eines Polynoms zweiten Grades. Erwig et al. [Er99] er-
kannten dieses Problem und Forlizzi et al. [Fo00] erweiterten daraufhin ihr lineares
diskretes Modell, genauer den Datentyp mreal, so dass fu¨r dessen Instanzen nicht
nur stu¨ckweise lineare Funktionen, sondern zusa¨tzlich stu¨ckweise polynomiale Funk-
tionen zweiten Grades (und wahlweise auch deren Wurzeln) zugelassen sind. Diese
Erweiterung des Typs mreal ist nicht ausreichend, wenn Ergebnisse der Distanzope-
ration als Operanden in weiteren Berechnungen verwendet werden:
Beispiel 2: Berechne die iterierte (bzw. konkatenierte) Distanz mdistance(mdist-
ance(mp1,mp2), mdistance(mp3,mp4)) fu¨r vier Instanzen mp1, mp2, mp3,
mp4 des Typs mpoint〈d〉.
Der von Forlizzi et al. erweiterte zeitvariante Datentyp ist unter anderem gegen
die Bildung von Distanz, Addition oder Durchschnittsbildung nicht abgeschlossen.
Wa¨hrend die Autoren derart iterierte Anwendungen von Operationen wie der Di-
stanzbildung ausschließen, wa¨hlen Grumbach et al. [GRS98] eine noch restriktivere
Anwendbarkeit der Distanzoperation fu¨r eine Modellierung, die nicht auf abstrakten
Datentypen, sondern auf linearen Constraints basiert: Die in dieser Modellierung
26
einzig zugelassene Art der Distanzabfrage vergleicht (potenziell zeitvariante) Di-
stanzwerte mit einem Schwellwert; die Ru¨ckgaben dieser Abfragen beschra¨nken sich
somit auf boolesche Werte, so dass insbesondere keine nicht-linearen Constraints als
Ergebnisse von Distanzabfragen resultieren ko¨nnen.
Die Weiterverarbeitung von Distanzergebnissen wie in Beispiel 2 ist jedoch fu¨r prak-
tische Anwendungen relevant: Stellt das Ergebnis aus Beispiel 1 z.B. die Distanz
zweier Flugzeuge im Formationsflug dar, so ist die iterierte Anwendung der Distanz
— wie in Beispiel 2 dargestellt — fu¨r den Vergleich zweier Formationsflu¨ge (je zweier
Flugzeuge) dienlich. Analog ließen sich durch iterierte Anwendung der Distanz in
einer physikalischen Simulation zum Beispiel die Entfernungsentwicklungen zweier
Partikel von einem (stationa¨ren oder beweglichen) Gravitationskern vergleichen.
Offensichtlich lassen sich die Ergebnisse aus Beispiel 2 im Allgemeinen nicht erneut
als Wurzel eines Polynoms zweiten Grades darstellen. Selbst wenn man die Datenty-
pen erneut ada¨quat erweitern wu¨rde, wa¨re bei iterierter Anwendung der Distanzope-
ration deren Abgeschlossenheit erneut verletzt. Des Weiteren verlangt der Ausdruck
in Beispiel 2 eine Variante der Distanzoperation, die als Eingabe Instanzen des Typs
mreal akzeptiert, oder eine vorherige Anwendung des Casting-Konstruktors, der aus
diesen Instanzen Objekte des Typs mpoint〈1〉 generiert, vergleiche Kapitel 2.1.2. Das
Zulassen eines solchen Konstruktors impliziert jedoch, dass nicht nur der Typ mreal,
sondern auch der Typ mpoint〈1〉 zu erweitern wa¨re.
Trotz des Aufwandes scheint die letztgenannte Alternative die sinnvollere: Auch die
Konstruktion neuer Instanzen vom Typ mpoint〈1〉 aus zeitvarianten Distanzen (wie
in Bespiel 1) ist in vielen Bereichen, in denen die zu repra¨sentierenden Bewegungen
diskret vermessen werden, praxisrelevant: Distanzbasierte Systeme zur Bewegungs-
erfassung, z.B. GPS oder Sonartracking, rekonstruieren eine Position aus Distanz-
messungen, die an einer festen Anzahl von Messstationen durchgefu¨hrt werden. Da
diese Distanzen — fu¨r sich genommen — relevant sind, sollten sie als zeitvariante
Daten interpretiert, d. h. insbesondere interpoliert, und als Instanzen des Typs mre-
al gespeichert werden ko¨nnen. Eine Interpolation dieser Messzeitpunkte ist sogar
unerla¨sslich, wenn im Allgemeinen nicht alle Messstationen synchron, sondern zu un-
terschiedlichen Zeitpunkten Distanzen erfassen: Die Rekonstruktion einer Position
zu einem gegebenen Zeitpunkt ist nur dann mo¨glich, wenn zu diesem Zeitpunkt eine
Distanzangabe von allen (bzw. hinreichend vielen) Messstationen vorliegt; im Falle
einer asynchronen Messung liegen zu einem Zeitpunkt nicht hinreichend viele Di-
stanzmessungen vor, so dass interpolierte Distanzwerte einzelner Messstationen zur
Rekonstruktion verwendet werden mu¨ssen.20 Eine so rekonstruierte Bewegung ist
also bereits ein Ergebnis einer Operation, deren Operanden zeitvariante Distanzen
(und damit Instanzen des Typs mreal) sind.
20Vom letztgenannten Fall der asynchronen Messung durch verschiedene Messstationen ist bei
vielen Szenarien der Datengewinnung auszugehen. In einigen dieser Szenarien ist dies schon durch
die fehlende Mo¨glichkeit der Synchronisation der messenden Stationen begru¨ndet. Bei insbesondere
distanzbasierten Messtechniken wie GPS sind zudem die exakten Zeitpunkte, zu denen ein Datum
gemessen wird, von der Laufzeit von Signalen und damit von der Position bzw. der Bewegung
des beobachteten Objektes selbst abha¨ngig und ko¨nnen daher nicht synchron gewa¨hlt werden —
dies macht sich insbesondere bei Messtechniken mit langen Singallaufzeiten, wie etwa dem Sonar-
tracking, bemerkbar.
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Ein anderes Anwendungsbeispiel fu¨r die iterierte Anwendung der Distanzoperation
betrifft die Datenanalyse in Gebieten wie der Verhaltensbiologie. Zeitvariante Di-
stanzen zwischen einem Jungtier und seinen Eltern, deren Bewegungen jeweils durch
eine Instanz des Typs mpoint〈d〉 darzustellen sind, werden in der Datenanalyse wei-
terverarbeitet: Unterschiede im Verhalten zweier Jungtiere ko¨nnen etwa anhand der
Abweichung der zugeho¨rigen Vater-Mutter-Kind-Distanzen analysiert werden.21
Obige Beispiele motivieren eine Modellierung, die die beliebig iterierte und ver-
knu¨pfte Anwendung von Operationen wie der Distanz zula¨sst. Zum anderen zeigen
sie auf, dass entsprechende Operationsergebnisse nicht allesamt exakt dargestellt
werden ko¨nnen — sofern nicht beliebig komplexe und speicheraufwa¨ndige Datenty-
pen zur Verfu¨gung stehen. Diese Aussage la¨sst sich nachweisen, sofern nur etwa die
stu¨ckweise linearen Funktionen als Teilmenge der fu¨r die Bewegungsrepra¨sentation
zur Verfu¨gung stehenden Funktionen vorausgesetzt werden:
Lemma 2.3.1 (Lemma 6.6 in [Blu02]) Jeder zeitvariante Datentyp, der als In-
stanzen lineare Funktionen oder polynomiale Funktionen ho¨heren Grades zula¨sst, ist
nicht abgeschlossen unter der iterierten Anwendung der Distanzoperation.
Eine weiteres und generelles Problem bei der Gewa¨hrleistung der Gro¨ßenbeschra¨nkt-
heit ergibt sich fu¨r Ergebnisse nicht-una¨rer Operationen, sofern die Fakten der Ope-
randen nicht zeitlich synchronisiert vorliegen.
Beispiel 3: Berechne das zeitvariante Mittel der Positionen einer Menge M =
{mp1, . . . ,mpn} von Instanzen des Typs mpoint〈d〉.
Das Ergebnis in Beispiel 3 stellt den (zeitvarianten) Schwerpunkt einer Wolke sich
bewegender Objekte dar. Alle bedingenden Fakten aller Operanden mu¨ssen in der
Ergebnisrepra¨sentation beru¨cksichtigt, d. h. interpoliert werden, damit diese exakt
ist. Ist fu¨r jeden Operanden mpi die Anzahl |F (mpi)| der ihn bedingenden Fakten
beschra¨nkt durch s, so gilt fu¨r das exakte zeitvariante Ergebnis mr3 der Berechnung
aus Beispiel 3: s ≤ |F (mr3)| ≤ n · s. Die rechte Ungleichung ist scharf, wenn alle
Operanden durch s Fakten definiert sind und alle Fakten aller Operanden jeweils
unterschiedliche Zeitpunkte betreffen.22
Beispiel 4: Berechne das zeitvariante Mittel der paarweisen Distanzen einer Menge
M = {mp1, . . . ,mpn} von Instanzen des Typs mpoint〈d〉.
Das Resultat mr4 aus Beispiel 4 reflektiert beispielsweise die (zeitvariante) mittlere
Anziehung zwischen geladenen Partikeln in einer physikalischen Simulation oder
zwischen Tieren einer Gruppe, deren soziales Verhalten zu analysieren ist. Fu¨r das
Ergebnis mr4 gilt analog zu Beispiel 3: s ≤ |F (mr4)| ≤ n · s
21Bei Vuilleumier [Vui03] findet sich ein komplexeres und ausfu¨hrlicher diskutiertes Anwendungs-
beispiel aus der Verhaltensbiologie, in dem zeitvariante Distanzen zu Analysezwecken weiterverar-
beitet werden.
22Bei Erwig et al. [EGSV99] wurde diese Problematik bereis ausfu¨hrlich beschrieben.
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Bemerkung 2.3.2 Es ist zu beachten, dass die Verletzung der Gro¨ßenbeschra¨nkt-
heit aus Beispiel 3 als weniger schwerwiegend als die in den Beispielen 1 und 2 doku-
mentierte angesehen werden kann, da nur die Repra¨sentationsgro¨ße des Ergebnisses
betroffen ist; das Ergebnis selbst ließe sich zumindest in jedem konkreten Fall mit
entsprechendem Speicheraufwand und dem Repra¨sentationskonzept der Operanden
darstellen, sofern dieses fu¨r alle Operanden einheitlich ist und die Repra¨sentationen
dieses Konzeptes einen Vektorraum bilden, also abgeschlossen gegen Addition und
skalare Multiplikation sind. Dies ist fu¨r vorgestellte Konzepte wie der stu¨ckweise
linearen Interpolation oder der Spline-Interpolation erfu¨llt.23
Die Abgeschlossenheit unter der (iterierten) Distanzoperation hingegen ist insofern
schwieriger zu erfu¨llen, als dass deren Ergebnisse im Allgemeinen von ho¨herer al-
gebraischer Komplexita¨t als die Operanden sind; eine exakte Repra¨sentation wu¨rde
daher nicht nur einen (gegenu¨ber den Operanden) erho¨hten Speicheraufwand, son-
dern auch die interne Darstellung algebraisch komplexerer Funktionen erfordern.
Die Ero¨rterung in diesem Kapitel veranschaulicht zum einen, dass kein Repra¨senta-
tionskonzept die Ergebnisse aller relevanten gelifteten Operationen exakt darstellen
kann: Schon allein die wiederholte Anwendung der Distanzoperation fu¨hrt zu un-
beschra¨nktem Wachstum der Komplexita¨t und Repra¨sentationsgro¨ße der (exakten)
Resultate. Zum anderen verletzt die Anwendung jeglicher gelifteter Operationen
(insbesondere wenn diese eine beliebige Anzahl an Argumenten akzeptieren) die
Forderung nach Gro¨ßenbeschra¨nktheit, sofern alle Operandenfakten beru¨cksichtigt
werden sollen und diese nicht zeitlich synchronisiert vorliegen.
Die Abgeschlossenheit von zeitvarianten oder allgemein funktionalen Datentypen ge-
genu¨ber der Distanz wird, wie bereits erwa¨hnt, auch in anderen Arbeiten diskutiert,
vergleiche [EGSV99, MSI02, KKP00]. Die nachfolgend vorgestellte Lo¨sung ist aller-
dings die einzige insofern universell anwendbare, als dass sie von Repra¨sentationsty-
pen, d. h. von der Art der Funktionen, die das Datenmodell (bzw. der zeitvariante
Datentyp mreal) bereitstellt, abstrahiert.
2.3.2 Approximative Repra¨sentation von Operationsergeb-
nissen durch Faktenrekrutierung
Die oben beschriebene Verletzung der Gro¨ßenbeschra¨nktheit kann vermieden wer-
den, wenn bei der Konstruktion von Operationsergebnissen, sofern notwendig, eine
Gro¨ßenreduktion vorgenommen wird. Zielsetzung muss sein, bei dieser Reduzierung
die wesentlichen Charakteristika des exakten Operationsergebnisses zu bewahren.
Der im Folgenden beschriebene Ansatz gewinnt eine approximative Repra¨sentation
des Ergebnisses durch Interpolation derjenigen Fakten, die als die relevantesten (des
exakten Ergebnisses) angesehen werden. Eine entsprechende Vorschrift zur Auswahl
dieser Fakten sei fortan als Rekrutierungsstrategie bezeichnet. Da eine solcherart
gewonnene Ergebnisrepra¨sentation wieder als Operand in Operationsaufrufen ein-
gehen kann, werden ihre definierenden Fakten entsprechend ihrer Relevanz bzw.
Vertrauenswu¨rdigkeit klassifiziert. Die (fu¨r die Einfachheit der Darstellung auf zwei
23Problematisch ist allerdings, wenn die Operanden von unterschiedlichem Repra¨sentationstyp
sind. Dies wird in den Kapiteln 2.3.2 und 3 genauer ausgefu¨hrt.
29
Relevanzklassen beschra¨nkte) Klassifizierung kennzeichnet die zu einem bedingen-
den Faktum geho¨rigen Zeitpunkte entweder als ,,Punkt Erster Klasse (EP)“ oder
,,Punkt Zweiter Klasse (ZP)“. Diese Terminologie ermo¨glicht eine Konkretisierung
der Forderung nach der Gro¨ßenbeschra¨nktheit von zeitvarianten Operationsergeb-
nissen aus Kapitel 2.1.3:
Definition 2.3.3 Bezeichne op einen p-a¨ren Operator und {mp1, . . . , mpn} die
Menge seiner Operanden. Die Forderung nachGro¨ßenbeschra¨nktheit ist fu¨r op erfu¨llt,
wenn die Repra¨sentationsgro¨ße des Resultats op(mp1, . . . , mpn) durch c ·Emax be-
schra¨nkt ist, wobei Emax die Anzahl der EPs des Operanden mit den meisten EPs
bezeichnet.
Obige Definition entspricht der Forderung aus Abschnitt 2.1.3, wenn sich die
Gro¨ße jeder Repra¨sentation durch die Anzahl seiner EPs multipliziert mit einer
(globalen) Konstante beschra¨nken la¨sst. Wie dies (und die Forderung nach Gro¨ßen-
beschra¨nktheit) mit Hilfe von Rekrutierungsstrategien erfu¨llt werden kann, wird im
Folgenden dargestellt.24
Bei der Rekrutierung von Fakten, die das gro¨ßenbeschra¨nkte Operationsergebnis
definieren, sollten die Relevanz der Fakten der Operanden einbezogen werden. Fu¨r
die Einordnung der Relevanz der Fakten von Operanden sollte beru¨cksichtigt wer-
den, dass die gemessenen (oder vorgegebenen) Werte die einzigen exakt bekannten
Daten einer Bewegung sind und daher als per se relevant zu erachten sind. Bei der
Konstruktion einer Bewegungsrepra¨sentation durch eine Menge definierender Fakten
werden diese daher als EPs markiert.
Definierende Fakten der Repra¨sentation eines Operationsergebnisses ko¨nnen hin-
gegen jeweils als EP oder als ZP klassifiziert sein. Die Kennzeichnung eines Ergeb-
nisfaktums als ZP ist beispielsweise dann sinnvoll, wenn fu¨r den Zeitpunkt dieses
Faktums nur fu¨r einen Operanden ein definierendes Faktum vorliegt — wa¨hrend fu¨r
den Zeitpunkt eines anderen Ergebnisfaktums Fakten aller Operanden vorliegen.
Konsequenterweise sollte das letztere Faktum bzw. sein Zeitpunkt als relevanter als
der erstere gekennzeichnet sein, da seine Information verla¨sslicher ist.
Die Rekrutierung von Kandidaten fu¨r Fakten, die durch ein (approximiertes)
Operationsergebnis zu interpolieren sind, nutzt Relevanzwerte v(t), die jedem Kan-
didatenzeitpunkt t zugewiesen werden. In der folgenden na¨heren Beschreibung des
Sammelns und Bewertens von Kandidatenzeitpunkten t wird vereinfachend davon
ausgegangen, dass alle Operanden auf demselben Zeitintervall [tb, te] definiert sind:
Schritt 1: Fu¨r die beiden begrenzenden Zeitpunkte t = tb and t = te setze v(t) =
5 · p. Damit werden die Intervallendpunkte in jedem Fall zu EPs des Operati-
onsergebnisses.
Schritt 2: Sammle alle Zeitpunkte t, an denen mindestens ein Operand ein defi-
nierendes Faktum besitzt. Weise jedem solchen Zeitpunkt t jeweils den Wert
24Die Forderung nach Gro¨ßenbeschra¨nktheit aus Definition 2.3.3 ist auch fu¨r die Operation der
Konstruktion von mpoint〈d〉-Instanzen aus n definierenden Fakten erfu¨llt, wenn der entsprechende
Konstruktor als n-a¨rer Operator verstanden und jeder Zeitpunkt eines u¨bergebenen Faktums als
EP interpretiert wird.
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v(t) = 3 · ek(t) + zk(t) zu, wobei ek(t) (bzw. zk(t)) die Anzahl der Operanden
angibt, die einen EP (bzw. ZP) an t besitzen.
Schritt 3: [Optional ] Sammle Zeitpunkte t entsprechend einer spezifischen stra-
tegischen Heuristik. Weise jedem solchen Zeitpunkt t wahlweise einen der fol-
genden Werte zu
• v(t) = 4 · p: Die Heuristik, z.B. a¨quidistantes Sampling, u¨berlagert die
Klassifizierung durch die Operanden aus Schritt 2.
• v(t) = 2 ·p: Die Heuristik respektiert die Klassifizierung von Zeitpunkten,
an denen viele Fakten der Operanden vorliegen.
• v(t) = 0: Die Heuristik rekrutiert nur zusa¨tzlich zu den in Schritt 1 und 2
gesammelten Punkten, falls die Interpolation weiterer Punkte die Gro¨ßen-
beschra¨nktheit des Operationsergebnisses nicht verletzt.
Aus den in den Schritten 1-3 gesammelten Kandidatenzeitpunkten t werden die
insgesamt Emax (dem Wert v(t) nach) wichtigsten Zeitpunkte als die EPs des Er-
gebnisses rekrutiert und entsprechend gekennzeichnet. Die (c−1) ·Emax na¨chstwich-
tigsten Kandidatenzeitpunkte werden als dessen ZPs rekrutiert. Die Repra¨sentation
des Operationsergebnisses wird durch Interpolation der zu den EPs und ZPs korre-
spondierenden Werte des Ergebnisses erstellt.25
Durch das Verwenden einer jeweiligen Heuristik und Gewichtung in Schritt 3 er-
geben sich verschiedene Rekrutierungsstrategien: Der optionale Schritt 3 kann etwa
genutzt werden, um Charakteristika des exakten Ergebnisses, z.B. lokale Extremal-
stellen, fu¨r die Repra¨sentation auf jeden Fall zu beru¨cksichtigen. Verzichtet man
auf diesen dritten Schritt, so wird das Operationsergebnis allein auf Grundlage der
vertrauenswu¨rdigsten Werte des exakten Ergebnisses berechnet.
Beispiel: Zur na¨heren Veranschaulichung von Rekrutierungsstrategien und insbe-
sondere des Einsatzes von Heuristiken in Schritt 3 sei das in Abbildung 2.1 skizzierte
Beispiel zur Berechnung eines Operationsergebnisses erla¨utert. Zu berechnen sei die
zeitvariante Distanz zweier sich bewegender Objekte, deren (eindimensionale) Be-
wegungen durch fmp1 und fmp2 repra¨sentiert sind. Fu¨r das Beispiel sind folgende
Parameter festgehalten:
• Die globale Konstante c aus der Forderung nach Gro¨ßenbeschra¨nktheit ist als
c := 4/3 gewa¨hlt.
• Die Heuristik in Schritt 3 der Rekrutierung identifiziert lokale Extrema und
bewertet die zugeho¨rigen Zeitpunkte t jeweils mit v(t) = 4 · n.
• Sind u¨ber die so in den Schritten 1-3 gesammelten Punkte hinaus weitere
Punkte zu rekrutieren, so werden diese gleichverteilt aus den bislang nicht
rekrutierten Punkten ausgewa¨hlt und als ZPs gekennzeichnet.
25Eine Klassifizierung der bedingenden Fakten in mehr als zwei Klassen la¨sst sich analog reali-
sieren.
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Abbildung 2.1: Beispielhafte Illustration einer Rekrutierungsstrategie.
Fu¨r die Einfachheit der Darstellung des Beispiels seien alle definierenden Fakten der
Operanden als EPs angenommen. Somit gilt Emax = 7. Die maximale Anzahl E von
Fakten, die durch die Repra¨sentation des Operationsergebnisses interpoliert werden
ko¨nnen, ist somit Fmax := Emax · 4/3 ≈ 9.
In Schritt 1 der Rekrutierung werden die Intervall-Endpunkte t = 1 and t = 30
(in der Abbildung dargestellt durch Quadrate) mit einem Relevanzwert von v(t) =
5 ·2 = 10 (und somit als EPs) markiert. In Schritt 2 wird dem Zeitpunkt t = 19 (dar-
gestellt durch einen schwarzen Kreis) der Wert v(t) = 3 · 2 = 6 zugewiesen, da beide
Operanden diesen als EP besitzen. Alle weiteren Zeitpunkte zu definierenden Fakten
der Operanden werden mit v(t) = 3 bewertet, da sie EPs nur fu¨r einen Operanden
darstellen. Die Heuristik in Schritt 3 identifiziert in diesem Beispiel die Zeitpunkte
(dargestellt durch offene Kreise), die zu lokalen Extrema des exakten Operationser-
gebnisses korrespondieren, und bewertet diese jeweils mit v(t) = 4 · n = 8.
Die Zeitpunkte mit den Emax = 7 ho¨chsten Relevanzwerten sind somit die Inter-
vallendpunkte, die vier Extremalstellen sowie der Zeitpunkt, der zu einem EP beider
Operanden korrespondiert. Diese Zeitpunkte werden als EPs markiert. Die noch zu
bestimmenden Fmax − Emax = 2 ZPs des zu erstellenden Operationsergebnisses
werden aus den bewerteten Kandidatenzeitpunkten (t = 7, 9, 13, 15) gleichverteilt
ausgewa¨hlt, so dass hier jeder zweite (in aufsteigender chronologischer Ordnung)
beru¨cksichtigt wird (dargestellt durch Kreuze).
Durch das Approximieren entsprechend einer Rekrutierungsstrategie ist die For-
derung nach Gro¨ßenbeschra¨nktheit offensichtlich erfu¨llbar, da die Anzahl der defi-
nierenden Fakten und seiner EPs von der verwendeten Strategie bestimmt werden
kann.
Bemerkung 2.3.4 Die Wahl des (fu¨r die Anwendung festen) Parameters c erlaubt
einen anwendungsspezifischen Kompromiss zwischen Pra¨zision und Repra¨sentations-
gro¨ße von Operationsergebnissen. Die Genauigkeit der Ergebnisrepra¨sentation ha¨ngt
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zudem davon ab, welches Repra¨sentationskonzept fu¨r die Interpolation der definie-
renden Fakten des Operationsergebnisses verwendet, also welche Interpolationsform
benutzt wird. Es sei hier erwa¨hnt, dass fu¨r einzelne feste (nicht konkatenierte) Ope-
rationen, z.B. fu¨r die Distanz, die exakte Repra¨sentation der Ergebnisse erzwungen
werden kann, na¨mlich durch geeignete Wahl der Konstante c sowie der Festlegung
eines geeigneten Repra¨sentationskonzeptes fu¨r die Ergebnisse der jeweiligen Ope-
rationen. Dabei ist zu beachten, dass ein Repra¨sentationstyp beispielsweise fu¨r
Ergebnisse der eindimensionalen Distanz und fu¨r stu¨ckweise lineare Operanden zu
definieren ist, vergleiche Forlizzi et al. [FGNS00] fu¨r die Beschreibung eines solchen
Typs und seiner internen Darstellung. Fu¨r jeden weiteren Repra¨sentationstyp, der
Bewegung anders als stu¨ckweise linear darstellt, wa¨re jedoch ein entsprechendes Re-
pra¨sentationskonzept zur Generierung und Speicherung von Distanzergebnissen von
Instanzen dieses Typs bereitzustellen. Ferner sind auch diese Konzepte im Allge-
meinen nicht ausreichend, wenn die Distanz von heterogenen Operanden, d. h. von
Bewegungsrepra¨sentationen verschiedenen Typs, exakt dargestellt werden soll.
Bemerkung 2.3.5 Das Konzept der Rekrutierungsstrategien kann mit dem Gebiet
der Kurvensimplifizierung in Zusammenhang gebracht werden. Die Kurvensimplifi-
zierung als Teilgebiet der algorithmischen Geometrie bescha¨ftigt sich mit der Ap-
proximation bzw. der Vereinfachung von Kurven einer bestimmten Gestalt, zumeist
von Polylinien. Entsprechende Algorithmen werden zumeist so konzipiert, dass sie
bei der Simplifizierung eine gewisse Optimalita¨t garantieren. Min-#-Algorithmen
sind durch die Angabe einer maximal zula¨ssigen Abweichung der simplifizierten
von der urspru¨nglichen Kurve parametrisiert und berechnen eine solche zula¨ssige
Simplifizierung mit minimaler Repra¨sentationsgro¨ße. Min--Algorithmen hingegen
werden durch eine Obergrenze fu¨r die Repra¨sentationsgro¨ße der Simplifizierung pa-
rametrisiert und liefern aus diesen zula¨ssigen Simplifizierungen eine solche, die die
Abweichung von der urspru¨nglichen Kurve minimiert.
Das beschriebene Geru¨st fu¨r Rekrutierungsstrategien hebt sich von gebra¨uch-
lichen Kurvensimplifizierungsalgorithmen ab: zum einen durch die unabha¨ngig von
den (fu¨r Operanden und Ergebnis verwendeten) Repra¨sentationstypen, d. h. Kurven-
arten, zum anderen durch eine vergleichsweise schnelle Berechnung der Simplifizie-
rung.26 Ein wesentlicher Vorteil der Rekrutierungsstrategien ist zudem das Konzept
der Klassifizierungsmarkierung: Dieses erlaubt Fakten mit verschiedenen Metainfor-
mationen zu versehen, was sich bei iterierter Simplizierung und bei iterierter Ver-
knu¨pfung von Simplifizierungen ausnutzen la¨sst, wie sie fu¨r Anfragen an ra¨umlich-
temporale Daten u¨blich sind. Es ist dabei zu beachten, dass das Konzept der Klassifi-
zierungsmarkierung auch in klassische Kurvensimplifizierungsalgorithmen integriert
werden kann: Generell ist fu¨r den Simplifizierungsfehler, d. h. fu¨r die Abweichung
der simplifizierten von der urspru¨nglichen Kurve, ein Maß vorzugeben; ein solches
Maß kann so definiert werden, dass die Relevanz von Fakten mit beru¨cksichtigt wird
— bzw. die Kurvenpunkte, die eine gro¨ßere Verla¨sslichkeit besitzen, sta¨rker beru¨ck-
26Wa¨hrend Rekrutierungsstrategien wie die beschriebene simplifizierte Resultate in einer Lauf-
zeit bestimmen, die linear in der Repra¨sentationsgro¨ße des exakten bzw. urspru¨nglichen Resultates
ist, weisen Kurvensimplifizierungsalgorithmen, die eine Optimalita¨tsbedingung erfu¨llen, eine super-
lineare Laufzeit — schon fu¨r einfache Kurven wie stu¨ckweise lineare im zweidimensionalen Raum.
33
sichtigt werden. Einen U¨berblick u¨ber klassische Simplifizierungsalgorithmen gibt
die Diplomarbeit von Ko¨tterheinrich [Ko¨t04]. In dieser wird insbesondere auf die
Verwendbarkeit der Algorithmen fu¨r die Simplifizierung von Trajektorien und zeit-
varianten Operationsergebnissen eingegangen. Dunkelmann [Dun05] untersucht in
ihrer Diplomarbeit, wie sich die in Bewegungsrepra¨sentationen enthaltenen Simpli-
fizierungsfehler auf die Ergebnisse von Anfragen auswirken, die an derartige Bewe-
gungsrepra¨sentationen gestellt werden, vergleiche auch die Ausfu¨hrungen zur Ap-
proximation von Trajektorien in Kapitel 2.1.3.
2.4 Realisierung und Evaluation
Ein Prototyp des hier vorgestellten Rahmenwerks zur Repra¨sentation von mobi-
len Objekten und zur Verarbeitung von Bewegungen ist implementiert und in ein
objektorientiertes Datenbankmanagementsystem erfolgreich integriert worden. Im
Folgenden wird die dieser Implementierung zu Grunde liegende Modellierung vor-
gestellt. Die fu¨r diese Modellierung (und die geleistete Implementierung) zentralen
Zielsetzungen sind nachfolgend zusammengefasst:
• Bereitstellung verschiedener Repra¨sentationstypen bzw. Trajektorienarten und
verschiedener Konzepte zur Repra¨sentation von Bewegungen.
• Bereitstellung von verschiedenen Konstruktions- und Auswertungsalgorithmen
fu¨r eine jeweilige Trajektorienart.
• Handhabbarkeit verschiedener, praxisrelevanter Arten von definierenden Fak-
ten.
• Abgeschlossenheit gegen beliebige Verkettung von arithmetischen Operatoren,
insbesondere wenn diese auf Bewegungsrepra¨sentationen operieren.
• Bereitstellung verschiedener Rekrutierungsstrategien.
Nach der folgenden Beschreibung der objektorientierten Modellierung des Rahmen-
werkes wird in Abschnitt 2.4.2 seine Implementierung und die Anbindung an einen
objektorientierten Datenbankkern namens Goodac, der fu¨r die Entwicklung von
Geo-Anwendungen konzipiert wurde, erla¨utert. Abschließend wird eine erste prakti-
sche Evaluation der Effizienz des Rahmenwerks (bzw. seiner Implementierung) und
insbesondere des Mehraufwandes fu¨r die Verwendung komplexerer statt stu¨ckweise
linearer Repra¨sentationstypen erla¨utert.
2.4.1 Modellierung
Der zentrale Teil der Modellierung des Rahmenwerkes ist in Form eines Klassendia-
gramms in Abbildung 2.2 dargestellt. Ein mobiles Objekt wird durch eine Instanz der
Klasse mpoint〈d〉 abgebildet. Zu einem solchen Objekt ist eine Instanz der abstrak-
ten Klasse Function assoziiert. Diese Instanz entha¨lt eine interne Repra¨sentation
der Trajektorie des mobilen Objektes und einen Verweis auf eine FunctionRules-
Instanz.
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Die Logik zur Erstellung und Auswertung einer Trajektorie wird von Ableitungen
der Klasse FunctionRules bereitgestellt. Jede dieser Unterklassen ist Realisierung
eines Repra¨sentationskonzeptes im Sinne der Definition aus Kapitel 2.1.3 und stellt
einen Konstruktions- sowie einen Auswertungsalgorithmus durch Implementierung
der (in FunctionRules abstrakten) Methoden evaluate() bzw. createTrajecto-
ry() bereit. Neben diesen Funktionalita¨ten sind durch FunctionRules-Instanzen
auch Parameter zur Erstellung einer Trajektorie gekapselt: So ko¨nnen beispielsweise
bei Spline-Interpolationen verschiedene Randbedingungen bei der Erstellung vor-
gegeben werden; bei ν-Spline-Interpolationen ko¨nnen Parameter die quantifizierte
Fa¨higkeit eines mobilen Objektes zu spontanen Richtungsa¨nderungen abbilden.
Ein wesentlicher Grund fu¨r die separate Modellierung der Klassen Function
und FunctionRules besteht darin, dass mehrere Repra¨sentationskonzepte (wie z.B.
Spline-Interpolationen mit verschiedenen Randbedingungen und auch ν-Splines) den-
selben Repra¨sentationstyp, d. h. dasselbe Speicherformat fu¨r die interne Darstel-
lung, verwenden ko¨nnen. Ein solcher Repra¨sentationstyp ist durch eine Functi-
on-Ableitung abgebildet. Diese Modellierung von Repra¨sentationstypen bietet den
Vorteil, an Hand der Klassenzugeho¨rigkeit erkennen zu ko¨nnen, ob zwei Trajekto-
rien dasselbe Speicherformat besitzen. Diese Information ist fu¨r die Verarbeitung
von Trajektorien, etwa bei Anwendung der Distanzoperation oder anderen arithme-
tischen Verknu¨pfungen, dienlich, was in Kapitel 3 na¨her erla¨utert wird.27
Ein mobiles Objekt vom Typ mpoint〈d〉 entha¨lt neben dem Verweis auf seine
kontinuierliche Bewegungsrepra¨sentation zusa¨tzlich Referenzen auf die zu seiner Be-
wegung bekannten, definierenden Fakten. Diese Fakten sind als Instanzen der Klas-
se InTimeData aggregiert und bestehen aus zumindest einem Zeitpunkt und einem
Byte fu¨r eine Klassifizierungsmarkierung, die von Rekrutierungsstrategien verwen-
det werden kann. Die in Abschnitt 2.3.2 geschilderte Beispielstrategie verwendet
dieses Attribut, um EPs von ZPs zu unterscheiden. Die Klasse InTimeData kann
abgeleitet werden, um verschiedene Formate von Fakten abzubilden. Die Ableitung
InTimePositionData dient beispielsweise der Darstellung von Fakten, die aus einer
Positionsangabe zu einem Zeitpunkt bestehen. Weitere Unterklassen sind notwendig,
um weitere diskrete Informationen zu Zeitpunkten zu modellieren, etwa (gerichtete
bzw. ungerichtete) Geschwindigkeit oder Beschleunigung.
Die Methode getInTimeData() der Klasse mpoint〈d〉 liefert die aggregierten
InTimeData-Instanzen zuru¨ck und realisiert somit die in Abschnitt 2.1.3 geforderte
Abrufbarkeit der definierenden Fakten. Abha¨ngig von der konkreten Unterklasse von
Function sind Teile der definierenden Fakten (wie Positionsangaben) nicht explizit
vorgehalten, sondern werden durch Aufrufe der Methode evaluate() der Klasse
Function rekonstruiert: In diesem Fall sind die zum mobilen Objekt aggregierten
Fakten Instanzen der Basisklasse InTimeData und halten Zeitpunkte t vor, die durch
Auswertung der Bewegungsrepra¨sentation zu Fakten (t, f(t)) vervollsta¨ndigt werden
ko¨nnen.
27Beispielsweise Splines und ν-Splines sind jeweils segmentweise durch Polynome eines einheit-
lichen Grades definiert. Daher ist ein geeignetes Speicherformat definierbar, das sowohl Spline- als
auch ν−Spline-Interpolationen darstellen kann. Dies kann beispielsweise fu¨r Addition oder Durch-
schnittbildung von Spline- und ν-Spline-Trajektorien ausgenutzt werden, da mit dem Speicherfor-
mat der Argumente auch die Ergebnisse dieser Operationen beschrieben werden ko¨nnen.
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Um eine Repra¨sentation einer Verarbeitung von Bewegungen zu erzeugen, wird
eine Rekrutierungsstrategie verwendet. Diese Strategien sind als Instanzen der Klas-
se Heuristics modelliert. Eine solche Instanz liefert einen Algorithmus, wie den in
Abschnitt 2.3.2 beispielhaft beschriebenen, um die Fakten zu bestimmen, welche
durch die Ergebnisrepra¨sentation zu interpolieren sind. Neben dem Heuristics-
Objekt ist fu¨r die Konstruktion von Operationsergebnissen zusa¨tzlich eine Bin-
dings-Instanz erforderlich, die das Repra¨sentationskonzept bzw. eine Ableitung von
FunctionRules festlegt, die zur Interpolation der ausgewa¨hlten Fakten verwendet
werden soll. Verschiedene Formen von Rekrutierungsstrategien und Bindungsregeln
ko¨nnen durch Unterklassen von Heuristics bzw. Bindings abgebildet werden. Fu¨r
jede Anwendung des Rahmenwerks sollte jedoch ein globales Heuristics-Objekt
verbindlich festgelegt sein, welches wiederum eindeutig ein Bindings-Objekt asso-
ziiert.
Arithmetische Operationen, die sich in das in Kapitel 2.1.2 vorgestellte Typ-
system integrieren lassen und die — in ihrer gelifteten Version — zeitvariante Ty-
pen als Eingabe erwarten, sind als Ableitungen der Klasse Operation realisiert. Eine
solche Ableitung implementiert eine Methode evalOp(), die fu¨r nicht zeitvariante
Operanden das Ergebnis der Operation zuru¨ckliefert. Zusa¨tzlich ist eine Methode
checkSignature() zu implementieren, die u¨berpru¨ft, ob die Liste der Operanden
der Signatur der Operation entspricht. Wenn als Resultat der Operation ein zeit-
variantes Objekt zu konstruieren ist, so geschieht dies durch die Methode doOpe-
ration() der global zu verwendenden Instanz von Heuristics. Dieser Methode
werden ein Operation-Objekt sowie die Argumente der Operation u¨bergeben. Bei
der Ausfu¨hrung der Methode werden folgende Schritte durchgefu¨hrt:
1. Es wird u¨ber Aufruf von checkSignature() u¨berpru¨ft, ob die Typen der Ope-
randen mit der Signatur der Operation u¨bereinstimmen.
2. Die durch das Heuristics-Objekt gekapselte Rekrutierungsstrategie wird aus-
gefu¨hrt.
(a) Zuna¨chst werden Fakten (bzw. deren Zeitpunkte) gesammelt, die das Re-
sultat beeinflussen ko¨nnten. Hierfu¨r werden unter anderem Fakten der
Argumente durch Aufruf der Heuristics-Methode getConstraining-
Facts() betrachtet. Die Konstruktion der Fakten des Ergebnisses ge-
schieht durch die Methode evalOp() des u¨bergebenen Operation-Objek-
tes. Diese Methode stu¨tzt sich auf Methoden der Operanden zur Funkti-
onsauswertung ab, um die Bewegungsszusta¨nde der involvierten Objekte
zu spezifizierten Zeitpunkten festzustellen.
(b) Je nach Rekrutierungsstrategie werden weitere Fakten gesammelt, zu de-
ren Zeitpunkten nicht zwingend ein Faktum eines Operanden existieren
muss. Auch hierfu¨r wird die Methode evalOp() verwendet.
(c) Entsprechend der Bewertungen der gesammelten Fakten sowie weiteren
Kriterien wa¨hlt die Rekrutierungsstrategie die Fakten aus, die durch das
Operationsergebnis zu interpolieren sind.
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3. Das vom globalen Heuristics-Objekt referenzierte Bindings-Objekt ist fu¨r
die abschließende Erstellung der Interpolationsfunktion des Operationsergeb-
nisses verantwortlich. Hierfu¨r wird ein geeignetes Repra¨sentationskonzept, d. h.
eine FunctionRules-Ableitung ausgewa¨hlt (und eine konkrete Instanz even-
tuell geeignet parametrisiert). Der Konstruktionsalgorithmus dieser Instanz
erzeugt schließlich ein Objekt der zur FunctionRules-Ableitung geho¨rigen Un-
terklasse von Function.
Das Operationsergebnis wird durch eine Instanz des Typs mreal abgebildet, welcher
analog zum Datentyp mpoint〈d〉 eine Repra¨sentation eines zeitvarianten Datums
modelliert, also Verweise auf eine Repra¨sentation vom Typ Function sowie auf de-
finierende Fakten entha¨lt.
2.4.2 Realisierung
Oben vorgestellte Modellierung des Rahmenwerks ist als Erweiterung des GIS-Da-
tenbankkerns Goodac [BVH96, Voi98] in der Programmiersprache C++ implemen-
tiert. Goodac wurde fu¨r die Entwicklung von GIS-Anwendungen konzipiert und ist
basierend auf dem objekt-orientierten Datenbanksystem ObjectStore [LLOW91]
realisiert. Zusa¨tzlich wurde als Erga¨nzung der Implementierung des Rahmenwerkes
die Anwendung GraphicTool zur grafischen Darstellung von Repra¨sentationen
von Bewegungen und zeitvarianten Operationsergebnissen entwickelt, um die Beur-
teilung verschiedener Repra¨sentationskonzepte und Rekrutierungsstrategien visuell
zu unterstu¨tzen.28 In Abbildung 2.3 ist ein Screenshot dieser Anwendung zu sehen,
in dem eine kreisfo¨rmige Bewegung zum einen durch eine stu¨ckweise lineare, zum
anderen durch eine Spline-basierte Trajektorie repra¨sentiert und visualisiert ist.
2.4.3 Praktische Evaluation
Um zu belegen, dass der im vorgestellten Rahmenwerk realisierte Ansatz, verschiede-
ne Konzepte zur Bewegungsrepra¨sentation zu integrieren, praktisch einsetzbar und
ohne dramatische Laufzeiteinbußen zu verwenden ist, sind Experimente durchgefu¨hrt
worden, die insbesondere die Kosten fu¨r die Verwendung nicht-linearer Trajektorien
evaluieren. In Tabelle 2.1 werden Konstruktions- und Auswertungszeiten fu¨r stu¨ck-
weise lineare und kubische B-Spline-Trajektorien — jeweils konstruiert mit zufa¨llig
gewa¨hlten, zu interpolierenden Fakten — gegenu¨bergestellt. Die in Tabelle 2.1 aufge-
listeten Ergebnisse wurden auf einer Sun Enterprise 250 mit zwei 400 MHz Prozesso-
ren und 1.5 GB RAM gewonnen und u¨ber 5 Durchla¨ufe gemittelt. Es ist zu beachten,
dass ein nicht unwesentlicher Teil der Laufzeit fu¨r das Allozieren von persistenten
Goodac-Objekten und fu¨r den Zugriff auf diese verwendet wird; die relative Per-
formanz verschiedener Repra¨sentationstypen kann sich a¨ndern, wenn nur transiente
Objekte benutzt werden, wie z.B. in Hauptspeicherdatenbanken. Die
”
Konstrukti-
onszeit“ fu¨r die stu¨ckweise linearen Trajektorien ergibt sich fast vollsta¨ndig aus dem
28Das GraphicTool wurde zu großen Teilen von Katrin Boege und Christian Breimann reali-
siert. Eine genauere Beschreibung des Funktionsumfanges und der Details dieser Implementierung
findet sich in der Diplomarbeit von Boege [Boe02].
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Abbildung 2.2: Klassendiagramm zur Repra¨sentation mobiler Objekte.
Tabelle 2.1: Laufzeitvergleiche fu¨r Konstruktion und Auswertung kubischer Spline-
und stu¨ckweise linearer Trajektorien.
Fakten
Konstruktionen 1000 Evaluationen
Linear Spline Faktor Linear Spline Faktor
40 0.314 0.510 1.61 0.793 0.933 1.33
160 0.693 1.219 1.76 0.892 1.174 1.32
320 1.461 2.722 1.86 0.964 1.307 1.36
640 5.783 8.814 1.52 1.014 1.518 1.50
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Abbildung 2.3: Das GraphicTool zur Visualisierung von Bewegungsrepra¨senta-
tionen.
Allozieren von Goodac-Objekten, die den Fakten der Trajektorie entsprechen. Die
Differenz zwischen den Konstruktionszeiten fu¨r lineare und Spline-Trajektorien ent-
spricht daher in etwa dem Aufwand fu¨r die Berechnung der Spline-Interpolation.29
Die Entwicklung der praktischen Laufzeiten fu¨r Konstruktion und Auswertung mit
der Anzahl der Fakten spiegeln im Wesentlichen die in Abschnitt 2.2.2 hergeleiteten
Komplexita¨ten wider.
Innerhalb der gewa¨hlten Umgebung ist somit der zusa¨tzliche Aufwand, der aus
der Verwendung des nicht-linearen Repra¨sentationstyps resultiert, moderat: Sowohl
Konstruktions- als auch Evaluationszeit sind fu¨r kubische B-Spline- gegenu¨ber stu¨ck-
weise linearen Trajektorien um weniger als den Faktor 2 erho¨ht — sogar fu¨r eine
hohe dreistellige Anzahl an zu interpolierenden Fakten.30 Beim Wiederholen der
Experimente fu¨r je 10 Evaluationen besta¨tigten sich die Beobachtungen: Die mit
einem Faktor 100 skalierten Resultate sind nahezu identisch mit den in Tabelle 2.1
dargestellten Ergebnissen.
Der Mehraufwand an Speicherplatz, der sich fu¨r die explizite Darstellung von
B-Spline-Trajektorien gegenu¨ber der impliziten Darstellung von stu¨ckweise linea-
ren Trajektorien ergibt, entspricht pro Bewegungsrepra¨sentation dem Speicherauf-
wand von vier zusa¨tzlichen definierenden Fakten, wie in Abschnitt 2.2.2 bereits aus-
29Die absolute Berechnungszeit ist wiederum stark durch die Verwendung der Goodac-
spezifischen Basisdatentypen beeinflusst, d. h. erho¨ht.
30Insbesondere fu¨r solche ”großen“ Trajektorien scheint der Aufwand fu¨r die persistente Daten-
haltung diesen Faktor noch zu verringern.
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gefu¨hrt.31
Die Realisierbarkeit und die Laufzeiteffizienz fu¨r weitere Anfragetypen (abseits
der Abfrage einer Position eines mobilen Objektes zu einem spezifizierten Zeitpunkt)
werden im folgenden Kapitel 3 fu¨r verschiedene Typen zur Bewegungsrepra¨sentation
genauer untersucht.
31Werden Sub-Spline-Interpolationen statt einer klassischen Spline-Interpolation verwendet, er-
gibt sich der erho¨hte Speicheraufwand ebenfalls aus den theoretischen Betrachtungen wie in Ab-
schnitt 2.2.2 beschrieben.
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Kapitel 3
Analysieren und Verarbeiten von
heterogen typisierten
Bewegungsrepra¨sentationen
Im vorangegangenen Kapitel wurde motiviert, dass die realistische Beschreibung von
Bewegungen Repra¨sentationstypen bzw. Trajektorienarten erfordert, deren Verwen-
dung jeweils zu erho¨htem Berechnungs- und Implementierungsaufwand fu¨hrt. Dies
wirft die Frage auf, ob und wie Anfragen und Analyseoperationen innerhalb eines
Systems, das die Bewegngen mobiler Objekte realistisch darstellt, effizient beantwor-
tet bzw. durchgefu¨hrt werden ko¨nnen. Weiterhin wurde im vorangegangenen Kapitel
argumentiert, dass fu¨r verschiedene Arten von Bewegungen jeweils verschiedene Ty-
pen von Bewegungsrepra¨sentationen geeignet sind, d. h. verschiedene mathematische
Beschreibungen von Bewegung verwendet werden sollten. Dies impliziert die weiter-
gehende und in diesem Kapitel ero¨rterte Fragestellung, ob und wie effizient sich
Algorithmen zur Anfragebearbeitung und zur Analyse von Bewegungen realisieren
lassen, so dass diese generisch, d. h. mo¨glichst unabha¨ngig von den Repra¨sentations-
typen der involvierten Bewegungen, verwendbar sind [BHSV06].
3.1 Zielrichtung
Die Betrachtungen zur Laufzeiteffizienz verschiedener Bewegungsrepra¨sentationsty-
pen in Kapitel 2 beschra¨nkten sich auf die Aufgaben der Konstruktion und Aus-
wertung von Bewegungsrepra¨sentationen bzw. Trajektorien. Fu¨r verschiedene, Be-
wegung verarbeitende Anwendungen mu¨ssen jedoch wesentlich komplexere algorith-
mische Aufgaben bewa¨ltigt werden; entsprechend enthalten die in Abschnitt 2.1.1
referenzierten Datenmodelle jeweils eine Vielzahl an Analyseoperationen und Anfra-
getypen. Im Anwendungsbeispiel des Flugverkehrmanagements sind dies beispiels-
weise raumzeitliche Bereichsabfragen, die zeitvariante Sortierung von Flugzeugen
nach ra¨umlichen Kriterien wie ihrer Ho¨he sowie die Erkennung von mo¨glichen Kolli-
sionen oder Unterschreitungen von kritischen Distanzen zwischen Flugzeugen. Wie
bereits in der Einleitung erla¨utert, ist fu¨r solche Anwendungen die Verwendung nicht
nur von einem, sondern von vielfa¨ltigen Bewegungsbeschreibungstypen ratsam, da
die Bewegungen der zu betrachtenden mobilen Datenobjekte unterschiedliche Cha-
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rakteristika aufweisen. Somit ist das Ziel dieses Kapitels motiviert, Lo¨sungen zu
komplexen algorithmischen Aufgabenstellungen wie den oben genannten anzubieten,
ohne dabei die Verwendung eines einzelnen konkreten Bewegungsbeschreibungsty-
pen vorauszusetzen.
Es wird an Hand von Beispielen — und ausgehend von diesen verallgemeinernd
— aufgezeigt, dass dieses Ziel durch angemessene Erweiterung des in Kapitel 2
vorgestellten Rahmenwerks erreichbar ist: Es sind Lo¨sungen der oben genannten
algorithmischen Herausforderungen innerhalb des Rahmenwerks implementierbar,
die fu¨r Instanzen jeder konkreten Unterklasse der abstrakten Klasse Function an-
wendbar sind; diese Lo¨sungen akzeptieren zudem als Eingaben Bewegungsrepra¨sen-
tationsmengen, die heterogen bezu¨glich der Typen ihrer einzelnen Elemente sind.
Die Bereitstellung solcherart generischer algorithmischer Lo¨sungen kann durch Ge-
neralisierung von Algorithmen erfolgen, die origina¨r nur fu¨r einen konkreten Be-
wegungsrepra¨sentationstyp, z.B. stu¨ckweise lineare Kurven, formuliert wurden. In
diesem Kapitel wird ausgefu¨hrt, in welcher Art und Weise eine solche Generalisie-
rung bekannter Bewegungen verarbeitender Algorithmen erfolgen kann und wie die-
se Generalisierungen innerhalb des vorgestellten Rahmenwerks zu modellieren sind.
Das Grundkonzept hierfu¨r besteht darin, dass sich Anfragen bzw. Algorithmen fu¨r
die Bewegungsverarbeitung ausschließlich auf die minimalistische, von Bewegungsre-
pra¨sentationstypen zu erfu¨llende Schnittstelle abstu¨tzen, d. h. auf die
”
Basisanfrage“
nach der Position eines mobilen Objektes zu einem spezifizierten Zeitpunkt. Somit
bliebe diese Basisanfrage idealerweise die einzige, die spezifisch fu¨r einen jeden Be-
wegungsrepra¨sentationstyp zu realisieren wa¨re.
Eine Strategie, die Korrektheit solcher generalisierter Algorithmen zu gewa¨hrleis-
ten, ergibt sich, wenn zu jeder einzelnen repra¨sentierten Bewegung zumindest eine
Bewegungsrestriktion, wie eine oberen Schranke fu¨r Geschwindigkeit oder Beschleu-
nigung, als bekannt vorausgesetzt werden kann. Die Beschreibung und Integrierung
dieser Strategie und der zu Grunde liegenden Kenntnisse der Restriktionen in das
vorgestellte Rahmenwerk ist Hauptgegenstand dieses Kapitels. Als Konsequenz er-
laubt das entsprechend modifizierte Rahmenwerk die Erweiterung um Bewegungs-
repra¨sentationstypen derart, dass die im Rahmenwerk integrierten, generalisierten
Algorithmen ohne Modifikation das verla¨ssliche Operieren auch auf Bewegungsre-
pra¨sentationen des neuen Typs ermo¨glichen.
3.2 Aufgabenstellungen der Verarbeitung von Be-
wegungen aus verwandten Forschungsfeldern
Das Abrufen des Bewegungsstatus eines mobilen Objektes zu einem spezifizierten
Zeitpunkt ist u¨ber die minimalistische Schnittstelle der Klasse Function des hier
vorgestellten Rahmenwerkes mo¨glich; die Beantwortung von Operationen mit hier-
von abweichender Signatur oder von Anfragen, fu¨r deren Beantwortung mehrere
mobile Objekte zu betrachten sind, bleibt jedoch zu erga¨nzen. Insbesondere bleiben
auch zu evaluate(t) orthogonale Operationen zu realisieren, die Zeitpunkte statt
Positionen ermitteln. Eine komplette Auflistung der Aufgabenstellungen, die fu¨r Be-
wegungen verarbeitende Systeme relevant sind, scheint jedoch nicht mo¨glich. Es sei
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hier unter anderem auf das in Abschnitt 2.1.2 in Teilen wiedergegebene Operationen-
system von Gu¨tinget al. [GBE+00] verwiesen, das eine Vielzahl von Anfragetypen
listet, die in Bewegungen verarbeitenden Datenbanken praxisrelevant sind.
Nachfolgend werden weitere Bewegungen verarbeitende Operationen und Pro-
blemstellungen umrissen, zu denen in verwandten Forschungsfeldern Algorithmen
(sowie Modelle zur Algorithmenentwicklung) vorgestellt wurden. Solche Algorithmen
gehen zumeist von der Verwendung eines konkreten Bewegungsrepra¨sentationstyps
aus. Im weiteren Verlauf dieser Arbeit werden beispielhaft Generalisierungen zu sol-
chen Algorithmen angegeben, die ihre Bewegungsrepra¨sentationstyp-unabha¨ngige
Anwendung durch Abstu¨tzung auf die minimalistische Schnittstelle des Rahmen-
werks ermo¨glichen.
Kollisionswarnung und -erkennung Die Meldung von sowie die Warnung vor
Kollisionen geho¨rt in vielen Bewegungen analysierenden (und koordinierenden) An-
wendungen zu den wesentlichen Aufgabenstellungen; einen U¨berblick u¨ber die ent-
sprechend vielfa¨ltige Literatur hierzu bieten beispielsweise Lin und Manocha [LM04,
LMCG97]. Viele dieser Methoden sind speziell fu¨r Echtzeitszenarien konzipiert. In
diesen werden die aktuellen Bewegungszusta¨nde von Objekten analysiert — zumeist
um die zuku¨nftigen Bewegungen der Objekte zu antizipieren [HAFG95, Kah91,
KY00]. Die Zielsetzung dieser Methoden ist, alle kritischen Konstellationen (wie
Kollisionen) zwischen den beobachteten Objekten zu erkennen und hierfu¨r mo¨glichst
wenig Anfragen an die Bewegungszusta¨nde der zu betrachtenden Objekte zu stellen.
Da fu¨r Echtzeitanwendungen ausgelegt, nutzen diese Methoden keine Bewegungsre-
pra¨sentationen, die u¨ber einen zeitlichen Verlauf definiert sind; folgerichtig treffen
sie auch keine Annahmen u¨ber den Typ bzw. die funktionale Beschreibung solcher
Repra¨sentationen.
Sind die zu beobachtenden, sich bewegenden Objekte mit einer Ausdehnung mo-
delliert, so erstellen und verwenden viele der entsprechenden Methoden hierarchi-
sche Dekompositionen der Objekte [GNRZ02, KSS00, BEG+04]. In dieser Arbeit
wird neben der Kollisionserkennung die folgende Form der Kollisionswarnung na¨her
betrachtet: Als kritische Ereignisse sind nicht (bzw. nicht nur) Kollisionen, sondern
Unterschreitungen einer kritischen Distanz δ zu melden. Diese Aufgabenstellung
der Kollisionswarnug fu¨r punktfo¨rmige Objekte entspricht zugleich der der Kolli-
sionserkennung fu¨r kugelfo¨rmig ausgedehnte Objekte: Eine Unterschreitung einer
Distanz von δ fu¨r zwei sich bewegende Objekte ohne Ausdehnung entspricht ei-
ner Kollision zweier (sich gleicherart bewegender) Objekte, deren Ausdehnung als
Kugel mit Radius δ/2 modelliert ist. Eine Vielzahl solcher Aufgabenstellungen im
Kontext ra¨umlich-temporaler Datenhaltung und -analyse fu¨r konzentrisch erweiter-
te, punktfo¨rmige Objekte wird von Trajcevski et al. [TWHC04] betrachtet.1
Die Methodik von Hayward et al. [HAFG95] und das konzeptionell verwandte
Modell von Kahan [Kah91] nutzen zur Kollisionserkennung Bewegungsrestriktionen
wie Beschra¨nkungen von Geschwindigkeit und Beschleunigung, die fu¨r jedes be-
1Die ra¨umliche Erweiterung der sich bewegenden Objekte ist bei Trajcevski et al. durch die
Zielsetzung motiviert, Unsicherheiten bezu¨glich der Positionen der Objekte zu modellieren, um
alle mo¨glichen Konfigurationen der (in beschra¨nktem Maße unpra¨zise) abgebildeten Realita¨t zu
erfassen.
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trachtete Objekt als bekannt vorausgesetzt werden. Hierdurch kann fu¨r Paare von
Objekten bestimmt werden, zu welchem na¨chsten Zeitpunkt eine Kollision mo¨glich
wird. Die Algorithmen zur Kollisionserkennung identifizieren hieru¨ber die Objekte,
fu¨r die eine Kollision in na¨herer Zukunft zu erwarten ist und die daher genauer zu
beobachten sind. Sind zu den betrachteten Objekten keine Beschra¨nkungen ihres
Bewegungsverhaltens bekannt, kann die Korrektheit der Ergebnisse dieses Ansatzes
jedoch nicht garantiert werden. A¨hnliche, Bewegungsrestriktionen voraussetzende
Konzepte sind zur ra¨umlich-temporalen Indizierung von Objekten von Prabhakar
et al. [PXK+02] und zur Behandlung von Ungenauigkeiten und Ungewissheiten von
zu verwaltenden ra¨umlich-temporalen Daten von Cheng et al. [CKP04], von Pfoser
und Jensen [PJ99, PT01] sowie von Trajcevski et al. [TWHC04] vorgestellt worden.
Die Darstellung von Konzepten und Sachverhalten zur Generalisierung von Al-
gorithmen erfolgt in dieser Arbeit insbesondere an Hand der Beispielaufgabe der
Kollisionserkennung fu¨r Objekte, deren Bewegung in nur einer Dimension betrach-
tet wird. Zusa¨tzlich wird punktuell auf die verallgemeinerte Aufgabenstellung der
Kollisionserkennung in ho¨heren Dimensionen eingegangen.
Kinetische Datenstrukturen Zu einer Vielzahl von algorithmischen Problem-
stellungen im Kontext der Bewegungsverarbeitung und -analyse sind mit kinetischen
Datenstrukturen geeignete Lo¨sungen pra¨sentiert worden, vergleiche [Bas99, BG99].
Eine kinetische Datenstruktur (kurz: KDS) fu¨r eine Menge sich bewegender Objekte
ha¨lt eine zeitvariante Beschreibung einer kombinatorischen Eigenschaft dieser Men-
ge, beispielsweise ihrer konvexen Hu¨lle, aufrecht. Eine U¨bersicht u¨ber Ergebnisse aus
dem Bereich kinetischer Datenstrukturen liefert Guibas [Gui98].
Obwohl kinetische Datenstrukturen die Bewegungen der betrachteten Objek-
te als durch stetige Funktionen repra¨sentiert voraussetzen, a¨ndert sich die durch
eine kinetische Datenstruktur aufrecht zu erhaltende kombinatorische Eigenschaft
dieser Objekte nur zu diskreten Zeitpunkten. Die Bestimmung dieser Zeitpunkte
erfolgt durch Identifizierung der Nullstellen von so genannten Zertifikatfunktionen;
solange keine Vorzeichenwechsel dieser Funktionen erfolgt sind, bleibt die aktuelle
Beschreibung der kombinatorischen Eigenschaft der Objekte korrekt. Solche Zertifi-
katfunktionen sind jeweils durch eine feste Anzahl der sich bewegenden Objekte bzw.
ihrer Bewegungsrepra¨sentationen parametrisiert und ihre Vorzeichenwechsel werden
durch Bestimmen ihrer Nullstellen identifiziert. Im Folgenden sei die Nullstellen-
bestimmung zu einer Zertifikatfunktion auch als Primitivoperation oder Primitiv
bezeichnet.
In Abbildung 3.1 ist die Aufrechthaltung der kinetischen konvexen Hu¨lle bzw. des
kinetischen Paares mit geringstem Abstand jeweils fu¨r eine Menge von punktfo¨rmi-
gen Objekten, deren Bewegungen durch Funktionen fi repra¨sentiert werden, skiz-
ziert. Die konvexe Hu¨lle dieser Punkte a¨ndert sich genau dann, wenn die Orientie-
rung dreier dieser Objekte, von denen zwei sich auf der konvexen Hu¨lle befinden, sich
a¨ndert. Ein solches Ereignis fa¨llt mit dem Vorzeichenwechsel einer Determinanten-
funktion zusammen, die durch die drei betrachteten Objekte bzw. ihre Bewegungs-
repra¨sentationen parametrisiert ist. Ebenso a¨ndert sich das Paar mit geringstem Ab-
stand innerhalb einer Menge sich bewegender Objekte genau dann, wenn sich das
Vorzeichen der Differenz der Distanzen des Paares mit dem bislang geringsten Ab-
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stand sowie eines neuen Paares (mit fortan geringstem Abstand) a¨ndert, vergleiche
jeweils Basch [Bas99]. Die zu realisierenden Primitive fu¨r kinetische Datenstrukturen
zu den genannten Problemstellungen sind die Nullstellenbestimmung der Determi-
nantenfunktion bzw. der Differenz der Distanzen zweier Bewegungsrepra¨sentationen.
∆(f1, f2, f3) = 0
f1
f2 f3
f4
d(f1, f2)-d(f3, f4) = 0
f1 f2 f3
Abbildung 3.1: Aufrechterhaltung der kinetischen Datenstrukturen der konvexen
Hu¨lle (links) und des Paares mit minimalen Abstand (rechts)
durch Nullstellenbestimmung.
Hauptsa¨chlich um fu¨r kinetische Datenstrukturen eine aussagekra¨ftige Effizienz-
analyse zu ermo¨glichen, wird in der Literatur zu kinetischen Datenstrukturen die An-
nahme zu Grunde gelegt, dass eine jede Bewegungsrepra¨sentation in jeder Dimension
durch eine polynomiale Funktion in der Zeit zu beschreiben ist. Allerdings scha¨tzen
maßgebliche Mitbegru¨nder des Forschungsfeldes der kinetischen Datenstrukturen die
Beschra¨nkung auf die Klasse der Polynome als wahrscheinlich zu restriktiv ein, um
Bewegungen fu¨r praktische Anwendungen hinreichend realistisch darzustellen.2 Die
nur bedingte Eignung von Polynomen zur Bewegungsrepra¨sentation wird in Ab-
schnitt 2.2.3 sowie vor dem Hintergrund der Verarbeitung von Bewegungen genauer
in Abschnitt 3.4.1 erla¨utert.
Modellierungen mobiler Datenobjekte Der bereits in Kapitel 2 genauer be-
trachtete Forschungsbereich ra¨umlich-temporaler Datenbanken hat zahlreiche An-
sa¨tze zur Modellierung mobiler Datenobjekte hervorgebracht, vergleiche Kapitel
2 sowie etwa [FGNS00, GBE+00, CKP04, PT01, TWHC04, YdC95]. Lema et al.
[LFG+03] beschreiben detailliert Realisierungen der Operationen des in Abschnitt
2.1.2 skizzierten Modells von Gu¨ting et al. [GBE+00]. Diese Realisierungen sind
allerdings nur fu¨r stu¨ckweise lineare Bewegungsrepra¨sentationen konzipiert. Mount
et al. [MNP+04] pra¨sentierten ein Rahmenwerk, das das Konzept der kinetischen
Datenstrukturen fu¨r Echtzeitszenarien nutzbar macht: Anders als im Datenmodell,
das u¨blicherweise der Analyse kinetischer Datenstrukturen zu Grunde liegt, wird
keine komplette Kenntnis u¨ber die Bewegungen der Objekte vorausgesetzt, sondern
die zuku¨nftigen Positionen von Objekten werden gescha¨tzt.3 Diese Scha¨tzungen von
einzelnen Positionen werden aktualisiert, wann immer die Scha¨tzungen nicht mehr
2Die von Basch in seiner Doktorarbeit getroffene Aussage im genauen Wortlaut: ”Clearly, the
model of motion we have adopted in this thesis — all coordinates are polynomial functions of
time — is too restrictive to be of much use in applications, although it is perfectly adequate for
theoretical purposes.“ [Bas99, p. 103]
3Der entsprechende Ansatz fußt auf dem von Kahan [Kah91] vorgestellten Modell.
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zuverla¨ssig genug sind, um mit einer hohen Wahrscheinlichkeit die Korrektheit der
Beschreibung der aufrecht zu haltenden kombinatorischen Eigenschaft anzunehmen.
Die Korrektheit kann hingegen nur zugesichert werden, wenn Bewegungsrestriktio-
nen zu allen Objekten bekannt sind und die Scha¨tzungen konservativ auf Grundlage
dieser Restriktionen gewonnen werden. Dies wird jedoch von Mount et al. nicht
na¨her ausgefu¨hrt; stattdessen wird das Arbeiten mit nicht konservativen, aus Extra-
polation von bisherigem Bewegungsverhalten gewonnenen Scha¨tzungen beschrieben.
Das von Mount et al. referenzierte Modell von Kahan ist zudem fu¨r die Mo-
dellierung von ra¨umlich-temporalen Daten mit Unsicherheiten aufgegriffen worden
und unter Aspekten der wettbewerblichen Analyse (engl.: competitive analysis) von
online-Algorithmen4 untersucht worden, vergleiche Bruce [BHKR05] und die dort
enthaltenen Referenzen.
Ein Forschungsgebiet, das ebenfalls Implikationen fu¨r die Algorithmik mobiler
Objekte bietet, stellen die bereits in Abschnitt 3.2 beschriebenen Constraint-Da-
tenbanken dar. Deren Anfragebearbeitung durch Lo¨sen von Ungleichungssystemen
la¨sst sich auf durch Funktionen dargestellte Daten und insbesondere auf Bewegun-
gen anwenden, was in Abschnitt 3.6.3 genauer beleuchtet wird. Zudem la¨sst sich,
speziell fu¨r Bewegungsdaten, diese Form der Anfragebearbeitung mit alternativen
Ansa¨tzen, etwa mit plane-sweep-Techniken aus der algorithmischen Geometrie, wie
sie im folgenden Abschnitt erla¨utert werden, kombinieren, was von Su et al. [SXI01]
genauer ausgefu¨hrt wird.
Geometrische Segmentschnittalgorithmen Fu¨r die Kollisionserkennung fu¨r
durch eindimensionale Funktionen in der Zeit repra¨sentierte Bewegungen ko¨nnen
Algorithmen zur Bestimmung der Schnittpunkte von Kurven bzw. Segmenten im
zweidimensionalen Raum verwendet werden.
Das plane-sweep-Verfahren5 von Bentley und Ottmann [BO79] verarbeitet Lini-
ensegmente im (t, y)-Raum von links nach rechts (d. h. aufsteigend entlang der als
zeitlich zu interpretierenden Dimension). Dieser Algorithmus nutzt aus, dass zeitlich
unmittelbar vor einem Schnittpunkt zwei Segmente hinsichtlich ihrer y-Koordinaten
benachbart sein mu¨ssen. Bei Antreffen eines neuen Segmentes wird dieses daher auf
Schnittpunkte nur mit den (bis zu zwei) bzgl. der y-Koordinate benachbarten Seg-
menten u¨berpru¨ft.6 Analog werden zwei Segmente auf Schnitt getestet, wenn ein
dazwischen liegendes Segment
”
verschwindet“. Dies ist im linken Teil der Abbildung
3.2 fu¨r das Zeitintervall [ta, tb] veranschaulicht. Zusa¨tzlich werden nach Antreffen
eines Schnittpunktes die beteiligten Segmente mit ihren (
”
nach“ dem Schnittpunkt
aktuellen) neuen Nachbarsegmenten auf Schnitt getestet.
Der Algorithmus von Bentley und Ottmann la¨sst sich auch fu¨r die Aufgabe der
Aufrechterhaltung einer kinetischen sortierten Liste, wie sie von Basch [Bas99] for-
muliert wurde, verwenden. Auch fu¨r diese Problemstellung sind die Zeitpunkte zu
4Eine Einfu¨hrung in das Gebiet der online-Algorithmen und der wettbewerblichen Analyse
bieten Phillips und Westbrook [PW99].
5Eine Erla¨uterung des plane-sweep-Paradigmas sowie weiterer Techniken der algorithmischen
Geometrie geben Preparata und Shamos [PS85].
6Die beiden Endpunkte eines Segmentes entsprechen dem zeitlichen Beginn und Ende der Be-
wegungsrepra¨sentation, als das das Segment verstanden werden kann.
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 Abbildung 3.2: Bestimmung der Schnittpunkte von Liniensegmenten.
identifizieren, an denen zwei Objekte der Eingabe dieselbe Position im eindimensio-
nalen Raum, d. h. bezu¨glich ihrer y-Koordinate, einnehmen. In Abbildung 3.3 sind
diese Zeitpunkte fu¨r eine Beispieleingabe sich bewegender Objekte durch Kreise ge-
kennzeichnet. Wie bereits fu¨r kinetische Datenstrukturen im Generellen erla¨utert,
fallen diese Ereignisse mit den Nullstellen von Zertifikatfunktionen — hier der Dif-
ferenz zweier Bewegungsrepra¨sentationen f und g der Eingabe — zusammen.
f
g
t
f - g  = 0
Abbildung 3.3: Ereignisse der Aufrechterhaltung einer kinetischen sortierten Liste,
bzw. Kollisionen zwischen sich im Eindimensionalen bewegenden
Objekten.
Kinetische Datenstrukturen bestimmen Vera¨nderungen nur in chronologischer
Reihenfolge, ru¨ckblickende Betrachtungen sind hingegen problematisch. Aus diesem
Grund sollten fu¨r die Verarbeitung von Bewegungen auch andere Hilfsmittel in Be-
tracht gezogen werden, etwa Verfahren zur Segmentschnittpunktbestimmung, die
nach dem divide & conquer -Prinzip [PS85] arbeiten. Ein solcher Algorithmus ist der
Algorithmus von Balaban [Bal95], der im Unterschied zum Verfahren von Bentley
und Ottmann von einer zeitlich globalen Sicht auf die Segmente ausgeht. Der Ablauf
des Verfahrens la¨sst sich im Wesentlichen auf die im rechten Teil der Abbildung 3.2
dargestellte Situation zuru¨ckfu¨hren. Der Algorithmus betrachtet alle Segmente, die
zum Zeitpunkt t = ta definiert sind und y-geordnet vorliegen mu¨ssen. Als Ausgabe
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erzeugt der Algorithmus nun eine y-geordnete Folge aller Segmente, die zum Zeit-
punkt t = tb definiert sind, wobei gleichzeitig alle Schnittpunkte bestimmt werden,
die im Zeitintervall [ta, tb] auftreten. Den Algorithmen von Balaban sowie von Bent-
ley und Ottmann ist das Prinzip gemein, immer nur die Paare von
”
benachbarten“
Segmenten auf Schnittpunkte zu testen.
3.3 Einsatz und Modellierung von Primitiven fu¨r
die Verarbeitung vielfa¨ltiger Bewegungsrepra¨-
sentationen
In diesem Kapitel wird eine Erweiterung des in Kapitel 2 beschriebenen Rahmen-
werks beschrieben. Diese ermo¨glicht die Integration von effizienten Algorithmen fu¨r
Aufgabenstellungen, wie den in den vorangegangenen Abschnitten 3.1 und 3.2 an-
gefu¨hrten, ohne dass eine individuelle Anpassung dieser fu¨r einzelne im Rahmenwerk
integrierte Bewegungsrepra¨sentationstypen notwendig wird. Die Beschreibung die-
ser Erweiterung wird in Abschnitt 3.5 fortgesetzt, in dem fu¨r derartige Algorithmen
Eingaben betrachtet werden, zu deren Elementen zusa¨tzliche Informationen in Form
von Bewegungsrestriktionen vorliegen.
3.3.1 Isolierung der Primitivoperationen in Bewegungen ver-
arbeitenden Algorithmen
Fu¨r die Modellierung von Algorithmen zur Bewegungsverarbeitung bietet sich ein
klassischer
”
black box“-basierter Ansatz an:7 Ein in das Rahmenwerk integrierter Al-
gorithmus zur Bewegungsverarbeitung interagiert mit Elementen der Eingabe, d. h.
mit konkreten Bewegungsrepra¨sentationen, ausschließlich durch gekapselte Aufrufe
von Primitivoperationen. Fu¨r eine Vielzahl solcher Algorithmen ko¨nnen die Primi-
tivoperationen, auf die sie sich derart abstu¨tzen, mit folgender Signatur formuliert
werden, wie bereits fu¨r kinetische Datenstrukturen von Basch [Bas99] ausgefu¨hrt
und in Abschnitt 3.2 skizziert: Die Eingabe einer Primitivoperation besteht aus
einer festen Anzahl von Bewegungsrepra¨sentationen und liefert einen einzelnen Zeit-
punkt zuru¨ck. Fu¨r viele Primitivoperationen korrespondiert dieser Zeitpunkt zu einer
Vera¨nderung einer kombinatorischen Eigenschaft der Eingabe; fu¨r Primitive, die in
kinetischen Datenstrukturen eingesetzt werden, fa¨llt dieser Zeitpunkt mit der Inva-
lidierung der aktuellen Beschreibung der kombinatorischen Eigenschaft, die durch
die jeweilige kinetische Datenstruktur aufrecht zu erhalten ist, zusammen.
Wesentlich fu¨r die angestrebte Integration solcher Algorithmen und ihre Anwend-
barkeit fu¨r alle integrierten Bewegungsrepra¨sentationstypen ist, dass die Entschei-
dung, welche konkrete — eventuell von den Repra¨sentationstypen der u¨bergebenen
7Ein Black Box -System bezeichnet ein System, zu dem Charakteristika von Ein- und Ausgabe
bekannt sind, dessen interne Funktionsweise aber unbekannt bleibt bzw. nicht publiziert ist. Das
Black Box -Prinzip hat im Software Engineering vor allem durch die Verwendung von Schnittstellen-
definitionen fu¨r funktionale Aufgaben Einzug gehalten, besitzt aber einen weit daru¨ber hinaus ge-
henden Anwendungsbereich, den erstmals Ashby [Ash56, Kapitel 6] zu umreißen versuchte, verglei-
che fu¨r einen weiteren Versuch auch http://en.wikipedia.org/wiki/Black box %28systems%29.
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Objekte abha¨ngige — Realisierung einer solchen Primitivoperation ausgefu¨hrt wird,
nicht vom Algorithmus festgelegt ist. Stattdessen befragt ein solcher im Rahmenwerk
integrierter Algorithmus vor Aufruf eines Primitivs, auf das er sich abstu¨tzt, eine
Instanz der Klasse Decider, die daraufhin eine geeignete Realisierung dieses Primi-
tivs identifiziert und bereit stellt.8 Diese Entscheidung, bzw. die Eignung einzelner
verfu¨gbarer Realisierungen, wird vom Decider-Objekt bezu¨glich der Operanden des
Aufrufs, d. h. unter Beru¨cksichtigung der konkreten Bewegungsrepra¨sentationen,
evaluiert. Der Ablauf eines Primitivaufrufs ist schematisch im Diagramm in Abbil-
dung 3.4 dargestellt.
:PrimitiveOperation:Algorithm :Decider wählt entsprechendOperanden aus
befragt
Abbildung 3.4: Primitivauswahl durch ein Decider-Objekt zum Zwecke der ge-
neralisierten Anwendung von Bewegung verarbeitenden Algorith-
men.
Beispiel Kollisionserkennung Fu¨r die Aufgabenstellung der eindimensionalen
Kollisionserkennung hat das Primitiv, auf das sich entsprechende Algorithmen ab-
stu¨tzen, die Kollisionen (bzw. Schnittpunkte) zwischen nur zwei Datenobjekten zu
identifizieren. Fu¨r die der Kollisionserkennung a¨hnlichen Aufgabenstellungen der
Aufrechterhaltung einer kinetischen sortierten Liste und des Segmentschnittpro-
blems ist dies bereits formuliert und ausgenutzt worden, vergleiche Basch [Bas99]
bzw. Boissonnat und Snoeyink [BS99] sowie Boissonnat und Vigneron [BV02].
Bemerkung 3.3.1 Lo¨sungen des Segmentschnittproblems (und damit der eindi-
mensionalen Kollisionserkennung) sind scheinbar bereits in praxistauglichen Algo-
rithmenpaketen wie der Arrangement 2-Klasse in CGAL9 und fu¨r verschiedene Re-
pra¨sentationstypen realisiert: Diese C++-Klasse — und mit ihr die Bestimmungen
der Schnittpunkte innerhalb einer Menge von Kurven — ist generisch implemen-
tiert: Ein Template-Parameter gibt den Typ der t-monotonen Kurven an, die als
Eingabe akzeptiert werden.
Die entscheidende Einschra¨nkung einer solchen Implementierung ist, dass nur
homogene Eingabemengen, d. h. nur Kurven gleichen Typs, beispielsweise stu¨ckweise
lineare Kurven, bearbeitet werden ko¨nnen. Die Auflo¨sung dieser Einschra¨nkung, d. h.
die Integration von Algorithmen (wie fu¨r die Kollisionserkennung) auch fu¨r heterogen
typisierte Eingaben, ist eine zentrale Zielsetzung in dieser Arbeit.
8Der Auswahlprozess, den ein Decider-Objekt zu leisten hat, kann in zwei Funktionalita¨ten
eingeteilt werden: Zum einen hat dieser Prozess zumindest eine, aber mo¨glichst alle Realisierungen
zu identifizieren, die sich fu¨r einen konkreten Primitivaufruf und die ihm u¨bergebenen Parame-
ter eignen. Zum anderen sollte (im Sinne der Anfrageoptimierung) die geeignetste Realisierung
identifiziert werden.
9Einen U¨berblick u¨ber die CGAL-Bibliothek fu¨r robuste geometrische Algorithmen liefern Fabri
et al. [FGK+00].
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Kapselung von Primitivaufrufen Nachfolgend ist durch Pseudo-Code ein Bei-
spielaufruf oben beschriebenen Primitivs innerhalb eines Algorithmus zur Kollisi-
onserkennung fu¨r zwei Bewegungsrepra¨sentationen f und g skizziert.
if ( f.collidesWith(g, begin , end) ) { /* Do something. */ }
Eine Schwachpunkt dieser Modellierung wa¨re, dass jeder Typ von Bewegungsre-
pra¨sentationen, d. h. jede Konkretisierung der abstrakten Klasse Function, eine ei-
gene Realisierung des verwendeten Primitivs in Form einer — zudem polymorphen—
Methode collidesWith() bereitstellen mu¨sste.10 Geeigneter scheint es, die Kennt-
nis u¨ber die im Rahmenwerk implementierten Bewegungsrepra¨sentationstypen und
die jeweils geeigneten Primitivrealisierungen von den Klassendefinitionen der einzel-
nen Repra¨sentationstypen zu entkoppeln. Dies wird durch Kapselung der Auswahl
einer geeigneten Primitivrealisierung — entsprechend allen Argumenten des Pri-
mitivaufrufs — durch ein Decider-Objekt erreicht. Ein entsprechend modifizierter
Primitivaufruf, der die Idee aus Abbildung 3.4 umsetzt, ist nachfolgend angegeben.
Function f = ..., g = ...;
CollisionPrimitive cp = myCollisionDecider.poll(f, g);
if ( cp.find(f,g, begin , end) != null) { /* Do something. */ }
3.3.2 Modellierung arithmetischer Verknu¨pfungen von Be-
wegungsrepra¨sentationen
Fu¨r viele Algorithmen, die Bewegungen verarbeiten, ko¨nnen die Primitive, die es zu
kapseln gilt, wie erwa¨hnt als Nullstellenbestimmung zu einer Funktion, die sich als
arithmetische Verknu¨pfung von Bewegungsrepra¨sentationen ergibt, formuliert wer-
den. Als Verknu¨pfungen sind bislang die Differenz in obigem Beispiel sowie in den
bereits in Abschnitt 3.2 genannten Problemstellungen die Distanz, eine Determinan-
tenberechnung sowie eine Komposition aus Differenz und Distanz betrachtet worden.
Im Folgenden sei als arithmetische Komposition oder arithmetische Verknu¨pfung ei-
ne Verarbeitung von Bewegungsrepra¨sentationen durch arithmetische Operationen
bezeichnet;11 fu¨r solche Operationen seien insbesondere die Addition und die Mul-
tiplikation zugelassen.12 Fu¨r eine arithmetische Verknu¨pfung ist auch die Verwen-
dung von Konstanten — und somit auch die skalare Addition und Multiplikation —
zula¨ssig.
10Konkreter mu¨sste die bereitgestellte Methode fu¨r jeden Repra¨sentationstyp jeweils so imple-
mentiert werden, dass sie fu¨r Argumente jeden Typs von Bewegungsrepra¨sentation operabel wa¨re.
11In einer Verknu¨pfung sind insbesondere auch konstante Terme als Summanden oder Multipli-
katoren zula¨ssig.
12Die Operation der Distanz la¨sst sich bedingt insofern durch Multiplikation und Addition dar-
stellen, als dass fu¨r die Bestimmung ihrer Nullstellen die quadrierte Distanz verwendet werden
kann; diese wiederum ist durch Verknu¨pfung der oben angegebenen Operationen darzustellen. Pro-
bleme ko¨nnen sich bei der Weiterverarbeitung von Distanzen — anlog zu den Ausfu¨hrungen in
Abschnitt 2.3.1 — ergeben. Hierauf wird nochmals in Abschnitt 3.6.3 eingegangen.
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Fu¨r die Kollisionsbestimmung fu¨r eine Menge im eindimensionalen Raum sich
bewegender Objekte ist das relevante Primitiv die Nullstellenbestimmung der Diffe-
renzfunktion zweier Bewegungsrepra¨sentationen: Die Nullstellen von f − g entspre-
chen genau den Kollisionen der Objekte, deren Bewegungen durch f bzw. g repra¨sen-
tiert sind. Die im Folgenden beschriebene Modifikation des in Kapitel 2 vorgestellten
Rahmenwerkes erlaubt die Integration eines Primitivs, das generisch fu¨r verschiede-
ne arithmetische Verknu¨pfungen (angewendet auf konkrete Bewegungsrepra¨senta-
tionen) deren Nullstellen bestimmt. Ein Aufruf eines solchen generischen Primitivs
durch einen Algorithmus zur Kollisionserkennung ist nachfolgend in Pseudo-Code
angegeben:
Difference diff = new Difference(f, g);
ZeroFinderPrimitive zfp = myZeroFinderDecider.poll(diff);
if (zfp.find(diff , begin , end) != null) { /* Do something. */ }
Es wird nicht wie im Pseudo-Code aus Abschnitt 3.3.1 ein spezielles, im eindimensio-
nalen Raum Kollisionen zweier Objekte findendes Primitiv aufgerufen, sondern ein
generisches Primitiv, dem die zwei Argument-Bewegungsrepra¨sentationen, verknu¨pft
durch die arithmetische Differenzfunktion, u¨bergeben werden. Fu¨r die Kollisionser-
kennung imMehrdimensionalen beispielsweise kann der Aufruf desselben generischen
Primitivs mit durch die Distanzfunktion verknu¨pften Bewegungsrepra¨sentationen er-
folgen.
Die beschriebene generische Modellierung von Primitiven la¨sst sch in das in Ab-
schnitt 2.4.1 beschriebene Modell des Rahmenwerks integrieren, da die Schnittstelle
der Klasse Function minimalistisch konzipiert ist: Somit ko¨nnen nicht nur einzelne
Bewegungsrepra¨sentationen, sondern auch arithmetische Verknu¨pfungen von solchen
Repra¨sentationen als Instanzen der Klasse Functionmodelliert werden; die arithme-
tischen Verknu¨pfungen — instanziiert durch ihre Argumente — sind ebenfalls durch
Funktionen in der Zeit beschrieben und
”
u¨bernehmen“ relevante Eigenschaften der
Argumente wie Stetigkeit und Auswertbarkeit.13 Ein gegenu¨ber der Darstellung in
Abschnitt 2.4.1 entsprechend erweitertes Klassendiagramm ist in Abbildung 3.5 dar-
gestellt.
Eine konkrete Bewegungsrepra¨sentation ist nun Instanz der Unterklasse Inter-
polationFunction der Klasse Function, wa¨hrend eine c-stellige arithmetische Ver-
knu¨pfung von solchen Bewegungsrepra¨sentationen Instanz der Subklasse compose-
dOfFunction ist. Eine solche Instanz entha¨lt zum einen Referenzen auf ihre Argu-
mente, d. h. auf die durch sie verknu¨pften Bewegungsrepra¨sentationen f1, . . . , fc,
zum anderen bietet sie eine Methode getCompound(op1, . . . , opc) an, die die ent-
sprechende arithmetische Verknu¨pfung fu¨r nicht zeitvariante Argumente op1, . . . , opc
auswertet. Die zu implementierende Methode evaluate(t) stu¨tzt sich auf die Me-
thode evaluate(t) der Argumentrepra¨sentationen ab und berechnet das Ergebnis
13Bei der Implementierung einiger arithmetischer Verknu¨pfungen (im allgemeinen Sinne des Wor-
tes) und ihrer funktionalen Darstellung ist allerdings insofern Vorsicht geboten, als dass etwa die
Verknu¨pfung der Division durch eine nullstellenbehaftete Funktion zu einer unstetigen Verknu¨pfung
fu¨hrt.
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Abbildung 3.5: Klassendiagramm des erweiterten Rahmenwerks aus Kapitel 2; die
Erweiterungen sind hervorgehoben.
von deren Verknu¨pfung durch Aufruf von getCompound(evaluate(f1), ..., eva-
luate(fc)).
Eine Konkretisierung der in diesem Kapitel vorgestellten Modellierung wird in
Abschnitt 3.6 geliefert, nachdem zuna¨chst Primitivrealisierungen, die Bewegungsre-
striktionen der beteiligten Objekte ausnutzen, ausfu¨hrlich vorgestellt wurden. Die
Modellierung und Realisierung der Auswahl von Primitivrealisierungen durch De-
cider-Objekte wird in Abschnitt 3.6.2 genauer beschrieben. In den beiden nach-
folgenden Abschnitten 3.4 und 3.5 wird zuna¨chst die Einsetzbarkeit von (semi)-
algebraischen und nmerischen sowie von Bewegungsrestriktionen nutzenden, nume-
rischen Verfahren zur Nullstellenbestimmung fu¨r die Realisierung von Primitiven
diskutiert.
3.4 Entwicklung und Einsatz von klassischen Pri-
mitivrealisierungen
Probleme wie das Auffinden von Kollisionen sind, wie soeben skizziert, auf das Pro-
blem der Bestimmung der Nullstellen einer arithmetischen Verknu¨pfung von Bewe-
gungsrepra¨sentationen, d. h. von stetigen Funktionen, reduzierbar. Zur Nullstellen-
bestimmung existieren zahlreiche Techniken, die sich in numerische, algebraische und
algebraisch-numerische Verfahren untergliedern lassen. Im Folgenden werden kurz al-
gebraische und algebraisch-numerische und anschließend rein numerische Verfahren
vorgestellt, da letztere unabha¨ngig von den konkreten mathematischen Details der
betrachteten Funktionen, d. h. auch unabha¨ngig von Bewegungsrepra¨sentationsty-
pen, operieren ko¨nnen.
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3.4.1 Primitivrealisierung durch algebraische Nullstellenbe-
stimmung
In vielen Bereichen der algorithmischen Verarbeitung mobiler Objekte, etwa im Be-
reich der kinetische Datenstrukturen, wird von polynomialen Bewegungsrepra¨senta-
tionen ausgegangen [Bas99, Gui98]. Um die Nullstellen der Differenz zweier Polyno-
me von beispielsweise kubischem Grad zu finden, kann ausgenutzt werden, dass der
Polynomring und insbesondere die additive Gruppe der Polynome drittes Grades
gegenu¨ber der Differenzoperation, wie auch etwa gegenu¨ber der Durchschnittsbil-
dung oder der Translation, abgeschlossen sind. Folgerichtig existieren fu¨r Polynome
dritten Grades zahlreiche algebraische Verfahren zur Nullstellenbestimmung, ver-
gleiche Bronstein et al. [BSM99]. Fu¨r die Wahl von Polynomen zur Bewegungsre-
pra¨sentation scheint zu sprechen, dass derartige algebraische oder auch algebraisch-
numerische Methoden zur Nullstellenbestimmung nicht nur existieren, sondern teil-
weise bereits in Softwarepaketen implementiert sind, vergleiche den U¨berblick von
Schirra [Sch00]. Insbesondere ist fu¨r die Bibliothek geometrischer Algorithmen na-
mens CGAL [FGK+00] eine Erweiterung vorgestellt worden, die eine Integration
kinetischer Datenstrukturen sowie zahlreicher algebraischer Nullstellen berechnen-
der Methoden zur Realisierung von Primitiven bereitstellt [GKR04].
Der Aufwand fu¨r algebraische Nullstellenbestimmungen wa¨chst allerdings stark
mit dem Polynomgrad (oder allgemeiner: mit der algebraischen Komplexita¨t) der zu
untersuchenden Funktionen [GK99]. Ein weiterer Nachteil rein algebraischer Null-
stellenbestimmungen ist, dass Nullstellen auch außerhalb des (in einem konkreten
Aufruf) zu untersuchenden Eingabebereiches der zu betrachtenden Funktion gesucht
bzw. gefunden werden: Insbesondere werden Nullstellen im Komplexen und außer-
halb des zeitlichen Definitionsbereiches der Bewegung, die durch die zu betrach-
tende (algebraisch auf der gesamten Zeitachse definierten) Funktion repra¨sentiert
ist, bestimmt [GK99]. Dieses Problem ist fu¨r stu¨ckweise polynomiale, beispielswei-
se Spline-basierte, Bewegungsrepra¨sentationen noch signifikanter: Fu¨r jedes einzelne
Segment der Bewegungsrepra¨sentation, das die Bewegung in einem fu¨r den Aufruf re-
levanten zeitlichen Bereich darstellt, ist eine Nullstellenbestimmung durchzufu¨hren.
Dies ist bei einer Darstellung durch viele Segmente, etwa durch eine Interpolation
vieler zeitlich nahe beieinander liegender diskreter Positionsdaten, zeitaufwa¨ndig;
die Wahrscheinlichkeit ist jeweils gering, dass eine gefundene Nullstelle tatsa¨chlich
im Zeitintervall, fu¨r das das Segment die Bewegung repra¨sentiert, liegt und somit
hinsichtlich der gestellten Anfrage relevant ist.
Problematisch ist die algebraische Nullstellenbestimmung zudem bei Anwendung
auf Verknu¨pfungen wie der Distanz: Diese beinhaltet eine Wurzeloperation, die al-
lerdings fu¨r die Nullstellenbestimmung ignoriert werden kann, da die Nullstellen
der quadratischen mit der der eigentlichen Distanzfunktion u¨bereinstimmen. Eine
Radizierung wird allerdings notwendig, wenn die Nullstellen einer Weiterverarbei-
tung von Distanzen bestimmt werden sollen — etwa zur Bestimmung des Paares
mit minimalem Abstand, vergleiche die Abschnitte 3.2 und auch 2.3.1. Aber schon
die Quadrierung einzelner Terme der Argumente fu¨hrt dazu, dass sich fu¨r u¨ber-
gebene polynomiale Funktionen der Polynomgrad der quadrierten Distanzfunktion
verdoppelt und der Zeit- und Implementierungsaufwand fu¨r die algebraische Null-
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stellenbestimmung sich erho¨ht.
Der grundlegendste Nachteil der algebraischen Nullstellenbestimmung ist jedoch
— im Hinblick auf die Zielsetzung dieses Kapitels — ihre sehr beschra¨nkte Eig-
nung fu¨r heterogene Eingaben: Eine algebraische Nullstellenbestimmung fordert
einen festen, einheitlichen Typ fu¨r alle Operanden, d. h. einen einheitlichen (al-
gebraischen) Typ aller einer Verknu¨pfung u¨bergebenen Bewegungsrepra¨sentationen.
Zudem wa¨ren im Rahmenwerk algebraische Nullstellenbestimmungen nicht nur fu¨r
einen jeden dieser Typen zu realisieren, sondern vielmehr fu¨r eine jede Kombinati-
on bzw. Verknu¨pfung solcher Typen durch jede implementierte arithmetische Ver-
knu¨pfung: Sind beispielsweise die Kollisionen (bzw. die Nullstellen der Differenz)
einer durch ein Meyer-Wavelet [Chu92] und einer durch ν-Splines repra¨sentierten
Bewegung aufzufinden, so wa¨re eine algebraische Nullstellenbestimmung fu¨r einen
neuen Repra¨sentationstyp zu realisieren, da die Differenz dieser beiden Repra¨senta-
tionen nicht vom Repra¨sentationstyp eines der beiden Argumente ist. Fu¨r die Be-
rechnung der Distanz mehrdimensionaler Repra¨sentationen dieser Typen wa¨re eine
noch aufwa¨ndigere algebraische Nullstellenbestimmung zu realisieren.14
Auf Grund der erstgenannten Nachteile rein algebraischer Verfahren zur Nullstel-
lenbestimmung werden ha¨ufig hybride Verfahren eingesetzt: Solche semi-algebraischen
Verfahren nutzen ebenfalls die algebraische Repra¨sentation einer Funktion, grenzen
aber auf iterative Weise die zu findenden Nullstellen ein. Fu¨r diese Eingrenzungen
ko¨nnen algebraische Aussagen wie das Theorem von Sturm und die Regel von Des-
cartes verwendet werden, siehe Guibas und Karavelas [GK99] oder Sondern [Son05].
Ein weit verbreitetes Werkzeug zur Eingrenzung von Nullstellen ist die Intervallarith-
metik, zu der Kearfott [Kea96] eine Einfu¨hrung anbietet. Das Werk von Hammer
et al. [HHKR95] beschreibt eine C++-Software-Bibliothek, die Methoden der Inter-
vallarithmetik bereitstellt. Die Realisierung von Primitiven zur Nullstellenbestim-
mung zeitvarianter Funktionen wird bereits von Guibas und Karavelas im Kontext
der Implementierung kinetischer Datenstrukturen ero¨rtert [GK99].
In gleicher Weise wie die rein algebraischen sind auch die semi-algebraischen Me-
thoden als Primitivrealisierungen fu¨r die Verarbeitung von heterogen repra¨sentierten
Bewegungen wenig geeignet, da diese ebenfalls die mathematische Gestalt der zu un-
tersuchenden Funktionen explizit betrachten, d. h. zur Nullstellenbestimmung auf
die Kenntnis dieser angewiesen sind. Eine praktische Evaluation algebraischer und
insbesondere semi-algebraischer Verfahren fu¨r den Einsatz zur Aufrechterhaltung
kinetischer Datenstrukturen findet sich bei Guibas et al. [GKR04]. Eine genauere
Vorstellung einiger solcher Verfahren und eine Ero¨rterung ihrer Einsetzbarkeit inner-
halb des in dieser Arbeit vorgestellten Rahmenwerks findet sich in der Diplomarbeit
von Sondern [Son05, Kapitel 2].
14Eine offensichtliche Alternative zur Implementierung einer Vielzahl algebraischer Nullstellen-
bestimmungen wa¨re, ein einzelnes Verfahren fu¨r eine mo¨glichst umfassende Algebra bzw. Menge
von Funktionen zu definieren. Die Effizienz algebraischer Nullstellenbestimmungen resultiert je-
doch gerade aus der mo¨glichst genauen Kenntnis und Beru¨cksichtigung der algebraischen Gestalt
der konkret zu untersuchenden Funktion, vergleiche beispielsweise Fu¨hrer [Fu¨h01], so dass dieses
einzelne Verfahren entweder nur ineffizient (oder sehr implementationsaufwa¨ndig und mit vielen
Fallunterscheidungen) zu realisieren wa¨re. Die algebraische Lo¨sung von Gleichungen verschiede-
ner Algebren wird in den Ausfu¨hrungen zu Constraint-Logik und -datenbanken in Abschnitt 3.6.3
nochmals behandelt.
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3.4.2 Primitivrealisierung durch klassische numerische Null-
stellenbestimmung
Klassische numerische Verfahren wie Newtons Methode, die Intervallhalbierung oder
die Sekantenmethode beruhen auf iterativer Auswertung der Funktion, deren Null-
stellen zu finden sind, vergleiche beispielsweise Suli und Mayers [SM03], Stoer [Sto99]
oder Schwarz [Sch97]. Daher sind diese numerischen Verfahren auf fast beliebige
arithmetische Verknu¨pfungen — auch von heterogen typisierten Bewegungsrepra¨sen-
tationen — anwendbar. Insbesondere ko¨nnen sie problemlos innerhalb des vorge-
stellten Rahmenwerkes verwendet werden, da sie sich nur auf die minimalistische
Schnittstelle fu¨r Trajektorien in Form der Methode evaluate() abstu¨tzen.15
Fu¨r klassische und viel verwendete numerische Verfahren zur Nullstellenbestim-
mung (wie den oben genannten) ist ihre Korrektheit ohne spezielle Kenntnisse u¨ber
die zu untersuchende, als stetig vorausgesetzte Funktion nicht gewa¨hrleistet:16 Die
Verfahren ko¨nnen im Einzelfall Nullstellen u¨bersehen oder auch divergieren, d. h.
nicht terminieren. Diese Unzuverla¨ssigkeit ist inakzeptabel fu¨r viele Anwendungs-
szenarien, in denen Verknu¨pfungen von Bewegungsrepra¨sentationen zu untersuchen
sind, wie beispielsweise in der Flugverkehrsu¨berwachung. Einen U¨berblick u¨ber klas-
sische numerische Verfahren zur Nullstellenbestimmung und eine Diskussion ihrer
Einsetzbarkeit fu¨r die Verknu¨pfung von Bewegungen (insbesondere im vorgestell-
ten Rahmenwerk) findet sich in der Diplomarbeit von Puke [Puk03, Kapitel 2.1].
Im folgenden Abschnitt werden numerische, Bewegungsrestriktionen verwendende
Verfahren zur Nullstellenbestimmung vorgestellt, die das Auffinden aller Nullstellen
garantieren.
3.5 Realisierung von Primitiven unter Ausnutzung
von Bewegungsrestriktionen
Algebraische Verfahren zur Nullstellenbestimmung erfordern pra¨zise Kenntnisse u¨ber
die mathematische Repra¨sentation der zu untersuchenden Funktionen. Solche Kennt-
nisse ko¨nnen bzw. sollten im vorgestellten Rahmenwerk nicht uneingeschra¨nkt vor-
ausgesetzt werden, da fu¨r dieses die einfache Erweiterbarkeit um Repra¨sentations-
typen ein wesentliches Modellierungsziel ist. Klassische numerische Techniken zur
Nullstellensuche hingegen garantieren keine Korrektheit, d. h. Suchla¨ufe u¨bersehen
eventuell Nullstellen oder terminieren nicht.
15Einige der klassischen numerischen Verfahren profitieren davon, wenn auch Auswertungen von
Ableitungen der zu untersuchenden Funktion mo¨glich sind. Die Verfu¨gbarkeit dieser Auswertungs-
funktionalita¨t kann an Hand der Typen der u¨bergebenen Argumenttrajektorien der zu untersu-
chenden Funktion u¨berpru¨ft werden, vergleiche die Modellierungsbeschreibung in Abschnitt 3.6.2.
Alternativ ko¨nnen diese Verfahren auch auf nicht explizit ableitbaren Bewegungsrepra¨sentations-
typen operieren, indem numerisch Na¨herungen fu¨r Ableitungswerte durch Bildung der Differnzen-
quotienten von Auswertungen der nicht abgeleiteten Funktion berechnet werden. Eine Korrektheit
einer solchen Nullstellensuche (d. h. das Auffinden aller Nullstellen) kann allerdings im allgemeinen
Fall nicht garantiert werden, vergleiche [Sch97].
16U¨berblicke u¨ber numerische Verfahren zur Nullstellenbestimmung sowie deren Analyse hin-
sichtlich Effizienz und Korrektheit finden sich jeweils bei Schwarz [Sch97], Stoer [Sto99] sowie bei
Suli und Mayers [SM03].
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Es sind Korrektheit garantierende numerische Verfahren konstruierbar, sofern
Charakteristika der zu betrachtenden Bewegungen bekannt sind. In diesem Kapitel
werden solche Verfahren zur Nullstellenbestimmung fu¨r die Realisierung von Primiti-
ven beschrieben. Als Bewegungscharakteristika werden Restriktionen der beteiligten
Bewegungen wie Beschra¨nkungen von Geschwindigkeit oder Beschleunigung ausge-
nutzt.
Kenntnis von Restriktionen in praktischen Anwendungen Die Annahme,
dass Bewegungscharakteristika der zu betrachtenden mobilen Objekte bekannt sind,
ist durchaus praxisnah; die meisten Bewegungen verarbeitenden Anwendungen ha-
ben Kenntnis von zumindest ungefa¨hren Beschra¨nkungen des Bewegungsverhaltens
der zu verwaltenden Objekte. Beispielhaft sei hier erneut auf die BADA-Datenbank
hingewiesen, die vom europa¨ischem Institut fu¨r Flugsicherung EUROCONTROL
vorgehalten wird und in der verschiedenste Bewegungscharakteristika von u¨ber 250
Flugzeugtypen vermerkt sind [Eur99, NPI+05].
Zusa¨tzlich ist anzumerken, dass die auszunutzenden Beschra¨nkungen durchaus
ungenau sein du¨rfen: Solange sie konservative Abscha¨tzungen darstellen, die also auf
jeden Fall von den zu beobachtenden Objekten eingehalten werden, bleiben die Null-
stellenbestimmungen korrekt; die Pra¨zision der verwendeten Restriktionen wirkt sich
nur (positiv) auf die Effizienz der Nullstellenbestimmung bzw. des Primitivaufrufs
aus.
Grundkonzept Sind fu¨r eine Bewegung Restriktionen, wie eine obere Schranke
fu¨r die absolute Geschwindigkeit oder Beschleunigung, bekannt, so implizieren die-
se Restriktionen Beschra¨nkungen von Ableitungen der Bewegungsfunktionen. Fu¨r
arithmetische Verknu¨pfungen einer oder mehrerer Bewegungsrepra¨sentationen, et-
wa der Differenz, ergeben sich hieraus Beschra¨nkungen fu¨r die Ableitungen des Er-
gebnisses der Verknu¨pfung.17 Die hier beschriebenen Verfahren na¨hern sich iterativ,
ausgehend jeweils von einem Startzeitpunkt ti, an die im Zeitverlauf na¨chste Nullstel-
le der zu untersuchenden Funktion an. Dabei kann auf Grund der zu den beteiligten
Bewegungen bekannten Restriktionen der Startzeitpunkt ti+1 der jeweils na¨chsten
Iteration so gewa¨hlt werden, dass die Existenz einer Nullstelle im Intervall [ti, ti+1]
ausgeschlossen werden kann. Genauere Beschreibungen einiger der im Folgenden
vorgestellten Verfahren finden sich bereits in den Diplomarbeiten von Puke [Puk03,
Kapitel 3] und Sondern [Son05]. In letzterer werden auch Nachweise der Korrekt-
heit sowie Effizienzanalysen einiger der hier vorgestellten Verfahren ausgefu¨hrt. Die
Veranschaulichung der einzelnen Verfahren erfolgt hier erneut am Beispiel der Kol-
lisionserkennung fu¨r sich im Eindimensionalen bewegende Objekte.
17An dieser Stelle sei bemerkt, dass die Restriktionen, die fu¨r eine Bewegung angenommen wer-
den, von der Repra¨sentation dieser Bewegung einzuhalten sind, damit die Nullstellen bestimmenden
Verfahren Korrektheit garantieren ko¨nnen. In Abschnitt 2.2.3 wurden unter anderem Repra¨senta-
tionstypen skizziert, fu¨r die Restriktionen als (verbindliche) Parameter bei der Erstellung einer
Repra¨sentation u¨bergeben werden ko¨nnen Fu¨r Repra¨sentationen anderer Typen wa¨re zu pru¨fen,
ob diese Restriktionen eingehalten werden; gegebenenfalls wa¨ren entweder die fu¨r die Bewegung
postulierten Restriktionen oder die Repra¨sentation selbst entsprechend zu modifizieren.
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3.5.1 Bewegungen mit beschra¨nkter Geschwindigkeit
Die Annahme, dass die durch f und g repra¨sentierten Bewegungen beschra¨nkte abso-
lute Maximalgeschwindigkeiten aufweisen, impliziert jeweils eine Beschra¨nkung der
ersten Ableitung f ′ bzw. g′ durch je eine Konstante Gf bzw. Gg. Im linken Teil von
Abbildung 3.6 ist eine Iteration eines Verfahrens skizziert, das solche Beschra¨nkun-
gen ausnutzt: Sind fu¨r Objekte, deren Bewegungen durch f und g repra¨sentiert sind,
ihre Positionen zum Zeitpunkt ti bekannt, so befinden sich die mo¨glichen zuku¨nftigen
Aufenthaltsorte der zu f und g assoziierten Objekte in den schattiert dargestellten
(raum-zeitlichen) Korridoren. Somit fa¨llt der fru¨hestmo¨gliche Zeitpunkt einer Kolli-
sion der Objekte mit dem Zeitpunkt des (zeitlich fru¨hesten) Schnittes der Korridore
zusammen. Anschaulich tritt eine Kollision zu diesem fru¨hestmo¨glichen Zeitpunkt
ti+1 genau dann ein, wenn die Objekte sich mit maximaler, konstanter Geschwin-
digkeit aufeinander zu (d. h. auf den Berandungen ihrer Korridore) bewegen. Der
entsprechende Zeitpunkt ti+1 ergibt sich daher als Lo¨sung folgender linearer Glei-
chung (dargestellt o.B.d.A. fu¨r den Fall f(ti) > g(ti)):
f(ti)−Gf · (ti+1 − ti) = g(ti) +Gg · (ti+1 − ti) (3.1)
f
g
tti ti+1
f-g
tti ti+1
Abbildung 3.6: Iterative Kollisionssuche fu¨r geschwindigkeitsbeschra¨nkte Objekte.
Die Auflo¨sung dieser Gleichung nach ti+1 liefert folgende Berechnungsvorschrift:
ti+1 = ti +
(f − g)(ti)
Gf +Gg
(3.2)
Im rechten Teil von Abbildung 3.6 ist die Aufgabe der Kollisionserkennung als
Nullstellensuche interpretiert dargestellt. Fu¨r die Verknu¨pfung h(f, g) := − (f, g) =
f − g ergibt sich aus den Ableitungsbeschra¨nkungen fu¨r f und g die Beschra¨nkung
|(f−g)′| ≤ Gf +Gg := Gh; der zu betrachtende Korridor ergibt sich aus der Summe
der Beschra¨nkungen der Ableitungen von f und g.
Da eine Nullstelle innerhalb des Intervalles [ti, ti+1] ausgeschlossen werden kann,
kann das Verfahren nun mit ti+1 als Startpunkt des na¨chsten Iterationsschrittes
fortgesetzt werden. Hierfu¨r sind erneut die tatsa¨chlichen Positionen der zu f und g
assoziierten Objekte zu evaluieren — nun fu¨r den Zeitpunkt ti+1. Dieses iterative
Verfahren sei im Folgenden als Lone benannt, da es die Nullstellen fu¨r eine lineare
Funktion bestimmt.
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3.5.2 Bewegungen mit beschra¨nkter Beschleunigung
Das geschilderte iterative Verfahren la¨sst sich adaptieren, so dass Beschleunigungs-
statt Geschwindigkeitsrestriktionen der Objekte ausgenutzt werden. Hierfu¨r mu¨ssen
die zu betrachtenden Bewegungsrepra¨sentationen allerdings folgende, zusa¨tzliche
Voraussetzungen erfu¨llen:
• Die erste Ableitung der betrachteten Bewegungsrepra¨sentationen muss ausge-
wertet werden ko¨nnen, d. h. zu einem frei wa¨hlbaren Zeitpunkt ti muss neben
der Position auch der Geschwindigkeitsvektor der repra¨sentierten Bewegung
bestimmbar sein.
• Die betrachteten Bewegungsrepra¨sentationen mu¨ssen stetig ableitbare Funk-
tionen sein; eine nicht stetige Ableitung einer Bewegungsrepra¨sentation wu¨rde
einen Widerspruch zur Beschleunigungsbeschra¨nkung der repra¨sentierten Be-
wegung bedeuten.
Innerhalb des Rahmenwerks wird die Voraussetzung der Ableitbarkeit in der
Schnittstelle Derivable gekapselt, die von Unterklassen der Klasse Function im-
plementiert werden kann. Diese Schnittstelle besteht aus einer Methode evalua-
teFirstDerivative() zur Auswertung des Geschwindigkeitsvektors einer Bewe-
gung.18
Ein klassisches Verfahren Die jeweils na¨chste Na¨herung ti+1, die eine Null-
stellenfreiheit in [ti, ti+1] garantiert, ergibt sich anschaulich aus der Annahme, die
Objekte bewegten sich ab dem Zeitpunkt ti mit ihrer maximalen Beschleunigung
aufeinander zu. Mathematisch ergibt sich dieser Zeitpunkt als Lo¨sung der folgenden
quadratischen Gleichung (dargestellt o.B.d.A. fu¨r den Fall f(ti) > g(ti)):
f(ti)+f
′(ti)·(ti+1−ti)−Bf ·(ti+1−ti)2 = g(ti)+g′(ti)·(ti+1−ti)+Bg ·(ti+1−ti)2 (3.3)
Die resultierende Berechungsvorschrift fu¨r ti+1 lautet:
ti+1 = ti+
1
Bf +Bg
(
(f−g)′(ti)+
√
(f − g)′2(ti) + 2 · (Bf +Bg) · (f − g)(ti)
)
(3.4)
Eine Iteration dieses Verfahrens, das im Folgenden als Pone benannt sei, da es die
Betrachtung einer Parabel erforderlich macht, ist in Abbildung 3.7 skizziert.
Eine Variante fu¨r retrospektive Anwendungen Eine alternative und potenti-
ell effizientere Variante des Verfahrens Pone ist in Abbildung 3.8 skizziert: Hier wird
nicht der ab dem Zeitpunkt ti fru¨hestmo¨gliche Zeitpunkt einer Nullstelle bestimmt,
sondern der fru¨hest mo¨gliche Zeitpunkt einer zweiten Nullstelle. Dieser ergibt sich
anschaulich aus der Anna¨herung beider Objekte mit maximaler Beschleunigung und
einem anschließenden entgegengesetzten Mano¨ver, so dass die Objekte sich gerade
18Eine alternative Kapselung der Ableitungsfunktionalita¨t wird in Abschnitt 3.6 beschrieben.
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f-g
ti tti+1
Abbildung 3.7: Iterative, online-fa¨hige Kollisionssuche fu¨r beschleunigungsbe-
schra¨nkte Bewegungen.
beru¨hren, ihre Flugbahnen sich aber nicht kreuzen. Mathematisch ergibt sich dieser
Zeitpunkt ti+1 als Extremalstelle einer weiteren Parabel, die mit der bereits beschrie-
benen einen Beru¨hrpunkt gemeinsam hat, in dem die zweite die erste Parabel mit
u¨bereinstimmender erster Ableitung fortsetzt. Die resultierende angenommene Be-
wegung beider Objekte ist wa¨hrend der beiden aufeinanderfolgenden Mano¨ver mit
stetiger Richtung und Geschwindigkeit abgebildet. Die zweite Parabel wird eindeu-
tig dadurch bestimmt, dass ihr Extremum mit ihrer (zweifachen) Nullstelle zusam-
menfa¨llt.
f-g
ti tt’ ti+1
Abbildung 3.8: Eine alternative Technik zur Kollisionssuche fu¨r beschleunigungs-
beschra¨nkte Bewegungen.
Ergibt die anschließende Evaluation von f und g zum Zeitpunkt ti+1, dass sich
das Vorzeichen von f − g nicht gea¨ndert hat, so besitzt diese Funktion in [ti, ti+1]
keine Nullstelle und die iterative Suche wird mit ti+1 fortgesetzt. Im alternativen, in
Abbildung 3.9 dargestellten Falle liegt genau eine Nullstelle in [ti, ti+1] (genauer: in
[tleft, ti+1]).
19
Ein weiterer Sonderfall kann von den beiden bereits beschriebenen Fa¨llen unter-
schieden werden. Ist eine Kollision auch durch ein sofortiges Gegenmano¨ver beider
Objekte mit maximaler Beschleunigung nicht zu vermeiden, so befindet sich die un-
vermeidliche Nullstelle zwischen den Nullstellen der zum sofortigen Gegenmano¨ver
korrespondierenden Parabel und tleft, der Nullstelle der entgegengesetzt gerichteten
Version dieser Parabel.20 Die Suche nach weiteren Nullstellen kann an einem Zeit-
19Da diese Nullstelle die einzige im Intervall [ti, ti+1] ist, besteht zu deren na¨heren Eingrenzung
die Option, klassische numerische Verfahren wie beispielsweise die Intervallhalbierung [Sto99] ein-
zusetzen, deren Korrektheit garantiert werden kann, wenn die Anzahl der zu findenden Nullstellen
bekannt ist.
20Auch fu¨r die Eingrenzung dieser Nullstelle ko¨nnen klassische numerische Verfahren wie bei-
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f-g
ti tti+1
f-g
ti tt’ ti+1
double parabolasingle parabola
+
-
Abbildung 3.9: Nullstelleneingrenzung der alternativen Technik.
punkt ti+1 fortgesetzt werden, ohne eine solche zu u¨bersehen. Der spa¨test mo¨gliche
Zeitpunkt hierfu¨r ergibt sich als zweite Nullstelle der zum Ausweichmano¨ver korre-
spondierenden Parabel, da vor diesem Zeitpunkt keine weitere Kollision der Objekte
auftreten kann.
Das beschriebene Verfahren, das anschaulich auf der Betrachtung zweier Para-
beln basiert, sei fortan als Ptwo benannt. Die Berechnungsvorschrift fu¨r den Zeitpunkt
ti+1 ergibt sich entsprechend obiger Fallunterscheidung wie folgt (o.B.d.A. fu¨r den
Fall f(ti) > g(ti)):
ti+1 = ti + (3.5)
1
Bf+Bg
((f − g)′(ti) +
√
2 ·√(f − g)′2(ti) + 2 · (Bf +Bg) · (f − g)(ti),
falls (f − g)′(ti) ≥
√
2 · (Bf +Bg) · (f − g)(ti)
1
Bf+Bg
((f − g)′(ti) −
√
(f − g)′2(ti)− 2 ·Bf +Bg · (f − g)(ti),
sonst (Kollision unvermeidbar)
Einsetzbarkeit von Pone und Ptwo Anders als die Verfahren Lone und Pone, die
bereits fu¨r Echtzeitanwendungen wie online-Kollisionserkennung und -warnung be-
schrieben wurden, vergleiche Hayward et al. [HAFG95], ist Ptwo nur bedingt in sol-
chen Szenarien einsetzbar: Mit Ptwo ko¨nnen zwar Nullstellen bzw. Kollisionen in
Echtzeitanwendungen geza¨hlt werden; das na¨here zeitliche Eingrenzen nach dem
Feststellen einer Nullstelle erfordert allerdings das Evaluieren von Positionen der be-
trachteten Objekte in nicht chronologischer Reihenfolge. Dies ist nicht in Echtzeit-,
aber in retrospektiven Anwendungen mo¨glich. Somit kann das Verfahren Ptwo zur
exakten Bestimmung von Nullstellen nur fu¨r die ru¨ckblickende Analyse oder fu¨r die
Planung von Bewegungen eingesetzt werden.
Im Folgenden seien Verfahren wie Lone und Pone, die sich streng iterativ und
einseitig Nullstellen na¨hern, als online-fa¨hig bezeichnet. Verfahren wie Ptwo hingegen,
die die Bereiche von Nullstellen beidseitig eingrenzen, seien als oﬄine-Verfahren
bezeichnet.
spielsweise Intervallhalbierung [Sto99] eingesetzt werden.
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3.5.3 Effizienzanalysen zu Primitivrealisierungen
Kostenmodellierung von Nullstellenbestimmungen In der Algorithmenana-
lyse wird ha¨ufig von den Kosten fu¨r die Bestimmung von Nullstellen (oder Schnitt-
punkten von Kurven) insoweit abstrahiert, als dass fu¨r diese Operationen nur Ein-
heitskosten veranschlagt werden; dies gilt sowohl fu¨r die Analyse von Algorithmen
aus den Bereichen der kinetischen Datenstrukturen als auch fu¨r geometrische Algo-
rithmen wie fu¨r das Segmentschrittproblem, vergleiche beispielsweise Guibas [Gui98]
sowie Boissonnat und Snoeyink [BS99].
Da im beschriebenen Rahmenwerk die Eingabesegmente bzw. Bewegungsrepra¨sen-
tationen im Allgemeinen von komplexer Gestalt und Nullstellenbestimmungen auf-
wa¨ndig sind, scheint eine genauere Kostenmodellierung und -analyse der Primitiv-
operationen zur Nullstellen- bzw. Schnittpunktbestimmung notwendig. In der Di-
plomarbeit von Sondern [Son05] findet sich in den Kapiteln 4 und 5 eine Diskus-
sion geeigneter Kostenmodelle zur Effizienzanalyse von Primitivoperationen sowie
eine U¨bersicht u¨ber Parameter bei Primitivaufrufen, die sich auf die Laufzeitkos-
ten der Primitivrealisierungen auswirken. Im Folgenden wird zuna¨chst eine Analyse
der bis hierhin beschriebenen Primitivrealisierungen, weclche Bewegungsrestriktio-
nen nutzen, an Hand zum einen ihrer Konvergenzgeschwindigkeit zun anderen ihrer
Schrittweite (pro Iteration) in zusammengefasster Form wiedergegeben.
Konvergenzgeschwindigkeiten von Primitivrealisierungen
Zur Konvergenz von Fixpunktiterationen Viele numerische Verfahren zur
Nullstellenbestimmung und auch die oben geschilderten, Bewegungsrestriktionen
nutzenden Verfahren geho¨ren zu den (reellwertigen und eindimensionalen) Fixpunkt-
iterationen, auch Fixpunktverfahren genannt. Diese sind durch eine Iterationsfunkti-
on Φ(t) (abbildend von R nach R) beschrieben, die iterativ fu¨r Eingaben ti+1 := Φ(ti)
aufgerufen wird.21 Fixpunktverfahren ko¨nnen bezu¨glich ihrer Konvergenzordnung,
d. h. bezu¨glich der asymptotischen Geschwindigkeit, mit der sie sich einem Fix-
punkt s na¨hern, verglichen werden, siehe beispielsweise Stoer [Sto99]. Formal ist die
Konvergenzordnung eines Fixpunktverfahrens wie folgt definiert:
Definition 3.5.1 Ein Fixpunktverfahren besitzt eine Konvergenzordnung von min-
destens p ≥ 1, falls fu¨r die von ihm erzeugte Folge von Iterationspunkten (ti)i∈N fu¨r
eine positive reelle Zahl K (mit K < 1 fu¨r den Fall p = 1) gilt:
lim sup
i→∞
||ti+1 − s||
||ti − s||p = K
Die reelle Zahl K wird als asymptotische Fehlerkonstante bezeichnet.
Die Entfernung vom Fixpunkt nimmt bei einem Verfahren mit Konvergenzord-
nung 1 linear, bei einem Verfahren mit Konvergenzordnung 2 bereits quadratisch mit
der Anzahl i der durchgefu¨hrten Iterationen ab. Wa¨hrend die Konvergenzordnung
21Das Verfahren Ptwo kann als Fixpunktverfahren angesehen werden, leistet aber mehr als ein
solches, da es sich nicht nur auf einen Fixpunkt zu bewegt, sondern einen solchen eingrenzt und
gleichzeitig eine Na¨herung fu¨r einen mo¨glichen weiteren Fixpunkt bestimmt.
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den polynomialen Grad der Konvergenzgeschwindigkeit angibt, bestimmt sich der
asymptotische Vorfaktor (bzw. der Proportionalita¨tsfaktor) der Konvergenz (bzw.
eine konservative Abscha¨tzung fu¨r einen solchen) durch die asymptotische Fehler-
konstante; fu¨r ein Verfahren der Konvergenzordnung p gilt fu¨r
”
spa¨te“ Iterationen i
(im schlechtesten Falle): |s− ti+1| ≈ K · |s− ti+1|p.
Konvergenzgeschwindigkeiten der Bewegungsrestriktionen nutzenden Ver-
fahren Das Verfahren Lone besitzt eine lineare Konvergenz wie auch einfache nu-
merische Methoden zur Nullstellenbestimmung, wie zum Beispiel die Intervallhal-
bierung und das Verfahren der Regula Falsi, vergleiche Stoer [Sto99]. Die Verfahren
Pone und LPone konvergieren quadratisch — wie auch das ha¨ufig verwendete nu-
merische Newtonverfahren — und somit sogar schneller als etwa die numerische
Sekantenmethode (deren Konvergenzordnung etwa 1,618 betra¨gt), vergleiche erneut
Stoer [Sto99]). Den beiden letztgenannten Methoden ist mit Pone und LPone gemein,
dass fu¨r die Berechnung der Iterationspunkte nicht nur die zu untersuchende Funk-
tion, sondern auch ihre erste Ableitung auszuwerten ist. Die Verfahren Lone, Regula
Falsi und die Intervallhalbierung verwenden keine Ableitungsauswertungen.
Die Konvergenzgeschwindigkeiten fu¨r die vorgestellten, Bewegungsrestriktionen
nutzenden Verfahren sowie fu¨r die zitierten numerischen Verfahren sind in Tabelle
3.1 aufgelistet. Es ist zu beachten, dass die asymptotische Fehlerkonstante bei allen
Bewegungsrestriktionen nutzenden Verfahren unter anderem von den Restriktions-
werten abha¨ngt, d. h. von den bekannten Schranken fu¨r Geschwindigkeit und/oder
Beschleunigung der betrachteten Objekte. Auch fu¨r effiziente klassische Verfahren
zur Nullstellenbestimmung ha¨ngt die Fehlerkonstante von dem Verhalten der be-
trachteten Funktion (genauer: von ihren Ableitungswerten) an der Nullstelle s ab.
Fu¨r die Bewegungsrestriktionen nutzenden Verfahren impliziert jedoch auch eine gro-
be (d. h. betragsma¨ßig große) Schranke fu¨r Geschwindigkeit oder Beschleunigung ei-
ne gro¨ßere Fehlerkonstante, also eine langsamere Konvergenz. Diese Verlangsamung
ist jeweils linear in der Gro¨ße der vorliegenden Schranken.
Es ist zu beachten, dass die Konvergenzgeschwindigkeit der vorgestellten Verfah-
ren ihre Effizienz nur zu Teilen beschreibt, na¨mlich nur im Falle der Existenz einer
Nullstelle s und dann nur in der unmittelbaren Na¨he von s.
Schrittweiten
Der globale Zeitaufwand einer Anwendung eines iterativen Verfahrens ergibt sich als
Summe u¨ber die Kosten der einzelnen Suchiterationen. Ein weiteres Kriterium, um
iterative Verfahren zur Nullstellenbestimmung bezu¨glich ihrer Effizienz zu verglei-
chen, ist daher ihre Schrittweite. Wie die Konvergenzgeschwindigkeiten sind auch die
Schrittweiten der hier vorgestellten Verfahren abha¨ngig von den Restriktionswerten
fu¨r Geschwindigkeit bzw. Beschleunigung, siehe hierzu die Tabelle 3.2.
In retrospektiven Anwendungen verspricht Ptwo Effizienzvorteile gegenu¨ber Pone:
Wa¨hrend die Berechnungskosten einer Iteration (d. h. zur Bestimmung eines Zeit-
punktes ti+1) fu¨r beide Verfahren anna¨hernd gleich groß sind, weist Ptwo eine generell
gro¨ßere Schrittweite auf, wie in Korollar 3.5.2 pra¨zisierend formuliert.22
22Die Berechnungskosten einer Iteration von Pone bzw. Ptwo ergeben sich aus den Gleichungen
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Tabelle 3.1: Konvergenz iterativer Verfahren zur Nullstellenbestimmung ([Son05]).
Verfahren Konvergenzordnung asymp. Fehlerkonstante
Lone 1 |h′(s)+GhGh |
Pone 2 |h′′(s)+Bh2·(h′(s)) |
Intervallhalbierung 1 1
2
Regula Falsi 1 |h′′(s)
2h˙(s)
· (t0 − s)|, falls h konkav
Sekantenmethode 1,618 | h′′(s)
2·h′(s) |
1
p
Newtonverfahren 2 | h′′(s)
2·(h′(s)) |
Korollar 3.5.2 Die Schrittweite ∆Ptwo des Verfahrens Ptwoist generell gro¨ßer als
die von Pone:
∆Pone < ∆Ptwo ≤ (
√
2 + 1) ·∆Pone
Fu¨r den Fall (f−g)(ti) ·(f−g)′(ti) < 0, d. h. wenn die Objekte sich zum Zeitpunkt ti
aufeinander zu bewegen, gilt sogar:
√
2 ·∆Pone < ∆Ptwo ≤ (
√
2 + 1) ·∆Pone
Bemerkung 3.5.3 Der Effizienzvergleich des online-fa¨higen Verfahrens Pone mit
dem oﬄine-Verfahren Ptwo legen nahe, dass fu¨r retrospektive Anwendungen andere
Verfahren als fu¨r Echtzeitanwendungen am geeignetsten sind.23 Wa¨hrend sich die
fu¨r Echtzeitanwendungen beno¨tigten online-fa¨higen Verfahren ha¨ufig als spezielle
Formulierungen von Lo¨sungen aus dem Bereich der gebra¨uchlichen Optimierungs-
mathematik ergeben, worauf in den Abschnitten 3.5.4 und 3.6.3 na¨her eingegangen
wird, belegen das Verfahren Ptwo und seine Analyse, dass die effizienzoptimierte Pri-
mitivrealisierung fu¨r retrospektive Anwendungen eine eigensta¨ndigere algorithmische
Aufgabenstellung darstellt.
3.4 bzw. 3.5. Eine Dominanz dieser Kosten durch die (fu¨r Pone und Ptwo identischen) Kosten
fu¨r die Auswertungen der beiden Bewegungsrepra¨sentationen ist je nach Anwendungskontext un-
terschiedlich stark, vergleiche auch Kapitel 2. Die weiteren Kosten einer Iteration sind fu¨r Pone
und Ptwo nahezu identisch: Fu¨r Ptwo fallen zusa¨tzliche Kosten nur fu¨r Fallunterscheidung (durch
Gro¨ßenvergleich zweier vorliegender Werte) sowie fu¨r eine skalare Multiplikation (mit dem Wert√
2) an.
23Diese Aussage bezieht sich auf das exakte Bestimmen von Nullstellen (von arithmetischen
Verknu¨pfungen von Bewegungsrepra¨sentationen). Fu¨r das Za¨hlen von Nullstellen lassen sich, wie
erla¨utert, auch in Echtzeitanwendungen oﬄine-Verfahren wie Ptwo einsetzen.
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Tabelle 3.2: Schrittweiten iterativer Verfahren zur Nullstellenbestimmung.
Verfahren Schrittweite
Lone | Ghh(ti) |
Pone
1
Bh
·
(
h′(ti) +
√
f ′2(ti) + 2 ·Bh · f(ti)
)
Ptwo

1
Bh
(
h′(ti) +
√
2
√
f ′2(ti) + 2Bhf(ti)
)
, falls f ′(ti) ≥ −
√
2Bhf(ti)
1
Bh
(
h′(ti)−
√
f ′2(ti) + 2Bhf(ti)
)
, sonst
3.5.4 Verallgemeinerungen
Die beschriebenen, Restriktionen nutzenden Techniken zur Primitivrealisierung las-
sen sich verallgemeinern — hinsichtlich weiterer arithmetischer Verknu¨pfungen sowie
hinsichtlich der Operabilita¨t fu¨r weitere (Kombinationen von) Restriktionstypen. In
diesem Abschnitt werden die Mo¨glichkeiten zur Generalisierung untersucht, ihre Ver-
wendung skizziert und insbesondere ihre Einschra¨nkungen herausgearbeitet.
Bewegungen mit heterogen typisierten Restriktionen
Die bislang beschriebenen Verfahren zur Nullstellensuche gehen davon aus, dass die
auf Kollisionen zu untersuchenden Bewegungen eine Restriktion derselben Gro¨ße
— entweder der Geschwindigkeit oder der Beschleunigung — besitzen. In diesem
Fall la¨sst sich auch fu¨r die auf Nullstellen zu untersuchende Funktion h eine Be-
schra¨nkung Gh direkt aus Beschra¨nkungen Gf1 , . . . , Gfc berechnen. Die Berechnung
einer solchen Beschra¨nkung Gh folgt nicht nur fu¨r die Differenz, sondern auch fu¨r
andere arithmetische Verknu¨pfungen denselben Regeln, die auch der Intervallarith-
metik zu Grunde liegen, vergleiche Kearfott [Kea96], Hammer et al. [HHKR95] so-
wie Guibas und Karavelas [GK99], und insofern ließen sich Restriktionen Gh fu¨r
arithmetische Verknu¨pfungen h automatisiert berechnen. Komplexer gestaltet sich
die Ausnutzung von Restriktionen der Argumente, wenn diese Restriktionen unter-
schiedlichen Typs sind.
Beispiel Kollisionserkennung: Sind zwei Bewegungen (repra¨sentiert durch f
und g) auf Kollisionen zu untersuchen, fu¨r die keine Restriktionen gleichen Typs,
sondern beispielsweise nur Beschra¨nkungen Gf und Bg gelten, sind die zu den Be-
schra¨nkungen Gf und Bg korrespondierenden Ungleichungen
f(ti) +Gf · (t− ti) ≤ f(t) ≤ f(ti) +Gf · (t− ti)
und
g(ti) + g
′(ti) · (t− ti)−Bg · (t− ti)2 ≤ g(t) ≤ g(ti) + g′(ti) · (t− ti) +Bg · (t− ti)2
64
genauer zu betrachten. Aus diesen ergibt sich ein Zeitpunkt ti+1, fu¨r den Kollisions-
freiheit im Intervall [ti, ti+1] gesichert ist, wie folgt (o.B.d.A. dargestellt fu¨r den Fall
f(ti) > g(ti)):
ti+1 = ti +
1
Bg
(
Gf − g′(ti) +
√
(Gf − g′(ti))2 − 2 ·Bg · g(ti)
)
(3.6)
Die Vorschrift zur Bestimmung des fru¨hestmo¨glichen Kollisionszeitpunktes ti+1
resultiert also auch im Falle heterogen restringierter Bewegungen aus dem Lo¨sen
eines Ungleichungssystems; fu¨r eine Kombination von Geschwindigkeits- und Be-
schleunigungsrestriktionen, wie hier dargestellt, besteht dieses zu lo¨sende System
aus quadratischen Ungleichungen.
Auch fu¨r die Nullstellenbestimmung jeder anderen arithmetischen Verknu¨pfung
h ergibt sich die Herausforderung, ein Ungleichungssystem — und seine Auflo¨sung
nach ti+1 — zu bestimmen, so dass zwischen ti und ti+1 Nullstellenfreiheit gesichert
ist (bzw. allgemeiner: so dass die Anzahl der Nullstellen zwischen ti und ti+1 bekannt
ist). Wird zusa¨tzlich gefordert, dass ti+1 als der spa¨teste dieser Zeitpunkte zu bestim-
men ist, stellt diese Herausforderung eine Optimierungsaufgabe mit Randbedingun-
gen dar. Ein solche Optimierungsaufgabe ist parametrisiert durch die arithmetische
Verknu¨pfung sowie durch die Restriktionsmengen der jeweiligen Operanden; ihre
Lo¨sung resultiert in einer Berechnungsvorschrift fu¨r ti+1 wie in Gleichung 3.6 exem-
plarisch fu¨r die Verknu¨pfung der Differenz und eine Restriktion der Geschwindigkeit
und des einen und einer Restriktion der Beschleunigung des anderen Operanden
dargestellt. Wie solche Lo¨sungen von Optimierungsaufgaben automatisiert gewon-
nen und im vorgestellten Rahmenwerk modelliert werden ko¨nnen, um eine einfache
Erweiterung um Primitivrealisierungen zu ermo¨glichen, wird in Kapitel 3.6.3 skiz-
ziert.
Bewegungen mit mehreren Restriktionen
Liegen fu¨r eine oder mehrere zu verarbeitende Bewegungen nicht nur eine, sondern
mehrere Restriktionen vor, etwa sowohl fu¨r die Geschwindigkeit als auch fu¨r die
Beschleunigung, so ko¨nnen diese gesamtheitlich ausgenutzt werden.
Beispiel Kollisionserkennung: Hayward et al. [HAFG95] stellten eine (im Fol-
genden LPone benannte) Optimierung der Realisierung von Pone vor, die neben Be-
schleunigungsrestriktionen auch Geschwindigkeitsrestriktionen der auf Kollisionen
zu untersuchenden, sich bewegenden Objekte beru¨cksichtigt. Der Korridor mo¨gli-
cher zuku¨nftiger Positionen solcher Objekte entspricht einer Parabel, die zum fru¨he-
sten Zeitpunkt, an dem das Objekt Maximalgeschwindigkeit erreicht, in eine lineare
Funktion u¨bergeht.
Auch das Verfahren Ptwo la¨sst sich entsprechend zu einem Verfahren LPtwo ab-
wandeln, welches (wie LPone gegenu¨ber Pone) eine gegenu¨ber Ptwo vergro¨ßerte Schritt-
weite aufweist, vergleiche Sondern [Son05, Kapitel 2.3.3, 4.1 und 4.2]. Das Verfahren
LPone weist dieselbe Konvergenzgeschwindigkeit (hinsichtlich Konvergenzordnung
und asymptotischer Fehlerkonstante) wie Ptwo auf. Einzige Ausnahme bildet die
Konvergenz gegen eine Nullstelle s der zu betrachtenden Funktion h mit h′(s) = Gh.
In diesem Fall weist LPone die Konvergenzgeschwindigkeit von Lone auf.
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Bemerkung 3.5.4 Es ist zu bemerken, dass die beschriebenen Verfahren LPone und
LPtwo korrekt, aber bezu¨glich ihrer Schrittweite suboptimal sind: Der Zeitpunkt tPL
des U¨berganges von einer parabelfo¨rmigen zu einer linearen Korridorbegrenzung er-
gibt sich fu¨r f − g konservativ, aber nicht notwendigerweise exakt; es ist mo¨glich,
dass entweder f oder g bereits zu einem fru¨heren Zeitpunkt Maximalgeschwindig-
keit erreicht haben, so dass entweder f oder g bereits vor dem Zeitpunkt tPL eine
lineare Korridorbegrenzung besitzen. Um dies zu beru¨cksichtigen, ist nicht nur die
Betrachtung von f − g und der Geschwindigkeitsrestriktion Gf−g, sondern die sepa-
rate Betrachtung von f und g und der jeweils geltenden Maximalgeschwindigkeiten
notwendig. Die separate Betrachtung der Restriktionen einzelner Operanden einer
arithmetischen Verknu¨pfung von Bewegungsrepra¨sentationen ermo¨glicht somit eine
Optimierung iterativer Nullstellensuchverfahren wie LPone und LPtwo bezu¨glich ihrer
Schrittweite.
Weitere Restriktionstypen
Sind Restriktionen weiterer Typen, wie etwa eine Beschra¨nkung der Beschleuni-
gungsa¨nderung, bekannt, so lassen sich analog zu den bereits besprochenen Re-
striktionstypen Verfahren zur Nullstellensuche auf arithmetischen Verknu¨pfungen
solcherart beschra¨nkter Bewegungen konstruieren.
Fu¨r Restriktionen mit oberer und unterer Schranke (zum Beispiel eine Beschleu-
nigungsbeschra¨nkung mit separaten Schranken fu¨r den Beschleunigungs- und den
Bremsvorgang) gibt Sondern in ihrer Arbeit konkrete Modifikationen der Verfahren
Lone, Pone, Ptwo, LPone an [Son05, Kapitel 2.3.4]. Weitere praxisrelevante Restrik-
tionstypen umfassen richtungs- bzw. dimensionsabha¨ngige Restriktionen (etwa se-
parate Geschwindigkeitsschranken fu¨r ein Flugobjekt und seine horizontalen bzw.
vertikalen Bewegungen) sowie kontextabha¨ngige Restriktionen (beispielsweise fu¨r
sich in Verkehrsnetzen bewegende Fahrzeuge).
Verallgemeinerung fu¨r weitere arithmetische Verknu¨pfungen von Bewe-
gungsrepra¨sentationen
Wie bereits erwa¨hnt, lassen sich Strategien zur Nullstellensuche nicht nur fu¨r die
Differenz −(f, g) zweier Bewegungsrepra¨sentationen f und g, sondern allgemeiner
fu¨r arithmetische Verknu¨pfungen h von Bewegungsrepra¨sentationen f1, . . . , fc an-
wenden.
Beispiel Kollisionserkennung in ho¨heren Dimensionen: Wird die Aufgaben-
stellung der Kollisionserkennung auf in mehrdimensionalen Ra¨umen sich bewegende
Objekte erweitert, korrespondiert eine Kollision zweier Objekte mit einer Nullstel-
le ihrer Distanzfunktion.24 Die folglich zur Kollisionserkennung auf Nullstellen zu
untersuchende arithmetische Verknu¨pfung ist somit die Distanz dist(f, g), angewen-
det auf zwei Bewegungsrepra¨sentationen f und g. Aus Bewegungsrestriktionen der
24Im Folgenden wird unter der Distanz implizit die euklidische Distanz verstanden. Die folgenden
Aussagen zur Distanzfunktion sind jedoch auf beliebige Distanzen, die eine Metrik (vergleiche
Forster [For99] fu¨r eine formale Definition) definieren, verallgemeinerbar.
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Operanden f und g lassen sich wie im eindimensionalen Fall Restriktionen fu¨r die
Distanzfunktion dist(f, g) ableiten.
Fu¨r Beschra¨nkungen Gf und Gg der absoluten Geschwindigkeiten ergibt sich
durch Ausnutzung der Cauchy-Schwarzschen Ungleichung bzw. durch Regeln der
Intervallarithmetik eine Beschra¨nkung Gdist(f,g) := Gf +Gg, vergleiche [Son05, Lem-
ma 3.1.1]. Fu¨r Beschleunigungsbeschra¨nkungen der Operanden ergibt sich hingegen
nur eine untere Schranke B+dist(f,g) fu¨r die Distanz von f und g [Son05, Lemma
3.1.2]. Die Nichtexistenz einer oberen Schranke ha¨ngt mit der Positivita¨t der Di-
stanzfunktion zusammen: Bewegen sich zwei Objekte mit konstanter Richtung und
Geschwindigkeit aneinander vorbei, so verha¨lt sich die zweite Ableitung der Distanz
dieser Punkte zum Zeitpunkt der geringsten Entfernung der Objekte umgekehrt
proportional zu dieser Entfernung; im Falle einer Kollision der Objekte besitzt sie
entsprechend eine Singularita¨t. Eine untere Schranke B−dist(f,g) wa¨re nur dann herzu-
leiten, wenn zusa¨tzlich ein Mindestabstand der Objekte garantiert wa¨re.
Das Fehlen der oberen Schranke fu¨r Bdist(f,g) impliziert, dass oﬄine-Verfahren
wie Ptwo, die Beschleunigungsrestriktionen oder Restriktionen noch ho¨herer Ablei-
tungen der Bewegungsrepra¨sentationen nutzen, nicht anwendbar sind. Online-fa¨hi-
ge Verfahren wie Lone oder Pone lassen sich hingegen in gleicher Weise wie fu¨r die
Differenz auch fu¨r die mehrdimensionale Distanz anwenden, wie auch bereits von
Hayward et al. [HAFG95] beschrieben. Hayward et al. gaben zudem ein weiteres Be-
schleunigungsrestriktionen nutzendes Verfahren an, das gegenu¨ber Pone eine gro¨ßere
Schrittweite fu¨r die mehrdimensionale Kollisionserkennung aufweist. Dieses nutzt
aus, dass eine fru¨hestmo¨gliche Kollision zweier sich im Mehrdimensionalen bewe-
gender Objekte sich nicht aus einem direkten Aufeinanderzusteuern der Objekte
ergibt; vielmehr bezieht dieses Verfahren die aktuelle (d. h. die an ti evaluierte)
Bewegungsrichtung und -geschwindigkeit der Objekte mit ein, um eine optimale
Richtung der Beschleunigung fu¨r eine fru¨hestmo¨gliche Kollision zu bestimmen. Ein
derart optimiertes Verfahren la¨sst sich offensichtlich nur unter Betrachtung der indi-
viduellen Restriktionen der Operanden f und g, nicht aber durch Verwenden einer
festen Restriktion Bdist(f,g), realisieren.
Beispiel Kollisionswarnung: Sa¨mtliche bislang vorgestellte Primitivrealisierun-
gen lassen sich nicht nur fu¨r die Kollisionserkennung, sondern auch fu¨r die Kollisi-
onswarnung in der in Abschnitt 3.2 verwendeten Formulierung adaptieren. Hierbei
sind Differenz- bzw. Distanzfunktion nicht auf Nullstellen, sondern auf Stellen mit
dem Funktionswert δ zu untersuchen. Als Primitiv dient daher die Nullstellenbe-
stimmung fu¨r die arithmetische Verknu¨pfung der Differenz- bzw. Distanzfunktion,
erga¨nzt um einen Summanden vom Betrage δ.
Die Kollisionswarnung ist gegenu¨ber der Kollisionserkennung die in mancher Hin-
sicht einfacher bzw. auf vielfa¨ltigere Weise zu lo¨sende Aufgabe. Insbesondere kann zu
ihrer Lo¨sung (in eingeschra¨nkter Formulierung) eine Adaption von oﬄine-Verfahren
wie Ptwo auch im Mehrdimensionalen verwendet werden; Unterschreitungen einer
Distanz δ ko¨nnen hiermit erkannt werden, da vor der Unterschreitung die Bedin-
gung fu¨r eine untere Schranke B−dist(f,g) erfu¨llt ist — allerdings wu¨rde die genauere
weitere Beobachtung eines solchen Objektpaares fu¨r eine Zeitspanne, in der sich die
Objekte weiter (bzw. beliebig nah) anna¨hern, ein online-fa¨higes Verfahren wie Pone
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erfordern.
Beispiel Kollisionserkennung und -warnung fu¨r ausgedehnt modellierte
Objekte: Wie bereits in Abschnitt 3.2 ausgefu¨hrt, entspricht die Kollisionswar-
nung fu¨r punktfo¨rmige Objekte der Kollisionserkennung fu¨r kugelfo¨rmig ausgedehn-
te Objekte. Fu¨r die Kollisionserkennung lassen sich auch oﬄine-Verfahren wie Ptwo
einsetzen, wenn die betrachteten Objekte mit einer Ausdehnung etwa in Kugel- oder
Polyedergestalt modelliert sind. Fu¨r durch Polyeder modellierte Objekte beliebiger
Dimension basieren die zu betrachtenden Primitive auf Halbraumtests bezu¨glich der
berandenden Facetten der Objekte, wie sie in a¨hnlicher Form auch zur Aufrechter-
haltung von Datenstrukturen wie der kinetischen konvexen Hu¨lle [Bas99] verwendet
werden. Die Effizienz der Bewegungsrestriktionen nutzenden Verfahren und insbe-
sondere der oﬄine-Verfahren nimmt dabei mit der Ausdehnung des Objektes (in
Relation zu den Gro¨ßen der Bewegungsbeschra¨nkungen) ab. Dies ist anschaulich
darin begru¨ndet, dass fu¨r kleinere Objekte zwei aufeinanderfolgende Kollisionen der
Berandungen solcher Objekte, d. h. ein Verschmelzen und anschließendes Trennen
zweier sich bewegender Objekte, in ku¨rzerem Zeitabstand erfolgen kann. Dieser Sach-
verhalt ist in Analogie zu der im vorigen Paragraphen fu¨r kugelfo¨rmig ausgedehnte
Objekte erla¨uterten Aussage zu sehen, fu¨r die eine untere Schranke B−dist(f,g) um-
gekehrt proportional mit dem Radius der Objekte wa¨chst. Somit ist der Zeitraum,
in dem eine einzelne Nullstelle eingegrenzt werden kann, entsprechend klein. Dies
wiederum fu¨hrt zu kleinen Schrittweiten bei der Berechnung des na¨chsten Iterati-
onspunktes ti+1. Sind die Objekte punktfo¨rmig modelliert, so sind oﬄine-Verfahren
nicht anwendbar.25 Der Berechnungsaufwand zur Nullstellenbestimmung nimmt mit
der Komplexita¨t der Berandung der zu betrachtenden Objekte zu. Dies gilt fu¨r Be-
wegungsrestriktionen nutzende wie auch fu¨r alternative Verfahren, vergleiche Lin
et al. [LMCG97] fu¨r eine U¨bersicht u¨ber Strategien und Verfahren zur Kollisionser-
kennung, sowie u¨ber Eingabeparameter und -charakteristika, die die Effizienz solcher
Verfahren beeinflussen; eine genauere Beschreibung wesentlicher Verfahren zu dieser
Aufgabenstellung finden sich bei Kirkpatrick et al. [KSS00], Guibas et al. [GNRZ02]
und Basch et al. [BEG+04]. Zudem existieren zur verwandten Aufgabenstellung
der Kollisionswarnung (sowohl fu¨r ausgedehnte als auch fu¨r punktfo¨rmige Objekte)
nicht-triviale Algorithmen, die eine effiziente Laufzeit hinsichtlich der Komplexita¨t
der Anzahl sowie der Berandungsbeschreibungen der betrachteten Objekte bieten,
vergleiche Agarwal et al. [AS00]. Dies ist insofern bemerkenswert, da fu¨r die Kollisi-
onserkennung punktfo¨rmiger Objekte keine Algorithmen bekannt sind, die bezu¨glich
der Anzahl der zu betrachtenden Objekte eine nicht-triviale Laufzeitkomplexita¨t
aufweisen; die Ausnahme bilden Bewegungen im eindimensionalen Raum, fu¨r die
effiziente Segmentschnittalgorithmen adaptierbar sind, vergleiche Abschnitt 3.2.
Mehrere Verfahren zur mehrdimensionalen Kollisionswarnung und -erkennung
25Diese Nichtanwendbarkeit gilt zudem fu¨r ausgedehnte Objekte in Anwendungskontexten, in
denen fu¨r Kollisionen eine Interaktion — etwa eine Abstoßung — der kollidierenden Objekte mo-
delliert ist. Eine solche spontane Reaktion der Objekte auf die zu identifizierenden Ereignisse (z.B.
Kollisionen) muss in den meisten Aufgabenstellungen zur Bewegungsanalyse nicht beru¨cksichtigt
werden; als Beispiele seien hier die Aufrechterhaltung der kinetischen konvexen Hu¨lle oder die
Sortierung von sich bewegenden Objekten in einer ra¨umlichen Dimension ihrer Bewegung genannt.
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fu¨r punktfo¨rmige Objekte, die (auch Restriktionen nutzende) Primitive zur Null-
stellenbestimmung verwenden, werden auch in der Arbeit von Sondern [Son05] vor-
gestellt. Die Interaktion der Verfahren mit den Bewegungsrepra¨sentationen der Ein-
gabe erfolgt durch alleinige Abstu¨tzung auf die Primitive zur Nullstellenbestimmung
der Differenz und/oder Distanz zweier Bewegungsrepra¨sentationen. Zusa¨tzlich wird
bei Sondern die Abha¨ngigkeit der Effizienz dieser Algorithmen von verschiedenen
Eigenschaften der Eingabe sowie von der gewa¨hlten Realisierung obiger Primitive
erla¨utert.
3.6 Modellierung von Bewegungsrestriktionen aus-
nutzenden Primitivrealisierungen
Im vorigen Abschnitt wurde belegt, dass sich Primitive zur Nullstellenbestimmung
zuverla¨ssig unter Ausnutzung von verschiedenen Bewegungsrestriktionen realisieren
lassen. Diese Primitivrealisierungen arbeiten unabha¨ngig von den Repra¨sentations-
typen der betrachteten Bewegungen, d. h. insbesondere unabha¨ngig von ihren ma-
thematischen Beschreibungen. Einzelne Realisierungen unterscheiden sich hinsicht-
lich der fu¨r die Bewegungen geltenden Bewegungsrestriktionen bzw. sind zumin-
dest durch diese parametrisiert. Fu¨r eine Verwendung solcher Primitivrealisierungen
innerhalb des vorgestellten Rahmenwerkes ist zu konkretisieren, wie sich folgende
Elemente in die in Abschnitt 3.3 vorgestellte erweiterte Modellierung des in dieser
Arbeit vorgesetellten Rahmenwerks integrieren lassen:
• Verschiedene Typen von Bewegungsrestriktionen.
• Verschiedene Primitivvarianten, die die Nullstellenbestimmung jeweils einer
arithmetischen Verknu¨pfung (von Bewegungsrepra¨sentationen) leisten. Ziel ist
die Modellierung eines generischen Primitivs, das durch eine arithmetische
Verknu¨pfung parametrisiert ist.
• Verschiedene Bewegungsrepra¨sentationen nutzende Realisierungen von Primi-
tiven bzw. des generischen Primitivs.
• Ein parametrisierbares und durch ein Decider-Objekt abzubildendes Auswahl-
verfahren, das zu einem Primitivaufruf eine geeignete Realisierung auswa¨hlt.
• Eine Verfahren, das die einfache Erweiterbarkeit und Anpassung der Nullstel-
lenbestimmung bei Erga¨nzung zusa¨tzlicher Instanzen der oben genannten Mo-
dellierungselemente ermo¨glicht und organisiert. Idealerweise sollte diese Ver-
fahren automatisiert fu¨r die Modellierungselemente angepasste Primitivreali-
sierungen erzeugen und in das Rahmenwerk integrieren.
3.6.1 Modellierung von Bewegungsrestriktionen
Jeder Typ von Bewegungsrestriktionen, wie Geschwindigkeits- oder Beschleunigungs-
beschra¨nkungen, ist durch eine eigene Klasse abgebildet, die die Schnittstelle Mo-
tionRestriction implementiert. Instanzen dieser Klassen besitzen als Attribut eine
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numerische Angabe der Restriktion, welche u¨ber eine Methode getBounds() abruf-
bar ist.26 Fu¨r die Interpretation dieser Angabe ist die Kenntnis u¨ber den Typ der
Restriktion notwendig; daher beinhaltet die Schnittstelle MotionRestriction eine
Methode uniqueRestrictionID, die diesen Typ zuru¨ckgibt.27
Um auf Restriktionen von Bewegungsrepra¨sentationen (und von arithmetischen
Verknu¨pfungen) von außen zuzugreifen, aggregiert jedes Objekt vom Typ Function
eine oder mehrere Instanzen von Realisierungen der Schnittstelle MotionRestric-
tion, welche u¨ber Aufruf der o¨ffentlichen Methode getRestrictions() abgefragt
werden ko¨nnen.
Abbildung 3.10 zeigt die bereits beschriebene Modellierung von Restriktionen.
Als konkrete Restriktionstypen sind Beschra¨nkungen von Geschwindigkeit und Be-
schleunigung, jeweils mit absoluten als auch mit richtungsabha¨ngigen Schranken,
dargestellt. Die weiteren dargestellten Restriktionen werden in Kapitel 3.6.2 na¨her
erla¨utert.
Function
+evaluateDerivative( Time, order, dimension ) : Point<1>
+getRestriction( ID ) : MotionRestriction
+getRestrictionIDs() : List<int>
+evaluate( Time ) : Point<d>
d : int
HasDerivatives
+getDerivativeOrder() : int [d]
ProvidesExplicitMathRepresentation HasBoundedAbsoluteVelocity
+getMaxAbsoluteVelocity() : double
HasComponentBoundedVelocity
+getMaxVelocity( dimension ) : double
HasBoundedAbsoluteAcceleration
+getMaxAbsoluteAcceleration() : double
HasComponentBoundedAcceleration
+getMaxAcceleration( dimension ) : double
<<interface>>
MotionRestriction
+uniqueRestrictionID() : int
+getBounds(): double []
...
restrictions 0..*
Abbildung 3.10: Modellierung von Restriktionen.
Bemerkung 3.6.1 Semantisch scheint es nahe liegender, Bewegungsrestriktionen
zu Instanzen der Klasse Mpoint zu aggregieren. Auch die Aggregation von Bewe-
gungsrestriktionen zum Typ des sich bewegenden Objektes, das durch eine Instanz
von Mpoint repra¨sentiert wird, scheint sinnvoll: Im Beispiel der Flugverkehrsu¨ber-
wachung ko¨nnten Bewegungsparameter und -restriktionen der einzelnen Flugzeug-
typen, wie sie die BADA-Datenbank bereitstellt [Eur99, NPI+05], gekapselt werden;
jedem konkreten Flugzeug wa¨re sein Typ assoziiert, wa¨hrend seine Bewegung nach
wie vor durch eine Instanz der Klasse Mpoint modelliert wa¨re. Diese Varianten der
Vorhaltung von Bewegungsrestriktionen werden im vorgestellten Rahmenwerk nicht
ausgeschlossen. Stattdessen werden alle Bewegungsrestriktionen, die zu einer Instanz
26Diese numerische Angabe kann aus mehreren numerischen Werten bestehen, etwa wenn der
Restriktionstyp individuelle Schranken fu¨r einzelne ra¨umliche Dimensionen, in denen die Bewegung
stattfindet, vorsieht. Daher ist diese Angabe als Feld von numerischen Werten realisiert.
27In Programmiersprachen wie Java ist diese Methode nicht zwingend erforderlich, da zum einen
ein Objekt seine Klassenzugeho¨rigkeit bekannt geben kann und zum anderen die Menge Klassen,
die eine konkrete Schnittstelle implementieren, abgefragt werden kann, vergleiche [AG96].
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von Mpoint verfu¨gbar sind, zur Instanz von Function aggregiert, die die Bewegung
der Mpoint-Instanz beschreibt. Die mo¨glicherweise resultierende Redundanz ist auf
Grund des relativ kleinen Datenvolumens einer Restriktionsbeschreibung akzeptabel.
Der Vorteil dieser Datenhaltung liegt darin, dass auch fu¨r Instanzen von Functi-
on, die eine arithmetische Verknu¨pfung von Bewegungsrepra¨sentationen darstellen,
Restriktionen aggregiert werden ko¨nnen — und zwar in der gleichen Weise wie fu¨r
einzelne Bewegungsrepra¨sentationen.
3.6.2 Modellierung der Auswahl einer Primitivrealisierung
Modellierung von Primitiven und ihrer Realisierungen Die Modellierung
von Primitiven, d. h. Verfahren zur Nullstellenbestimmung, ist zu Teilen bereits in
Abschnitt 3.3 erla¨utert. Einige Details der Modellierung konkretisieren sich durch die
Option, Bewegungsrestriktionen nutzende Verfahren zur Nullstellenbestimmung zu
verwenden. Fu¨r die Nullstellenbestimmung ist ein einziges Primitiv modelliert, dem
bei Aufruf die auf Nullstellen zu untersuchende Funktion, genauer eine arithmeti-
sche Verknu¨pfung, die Referenzen auf ihre Operanden entha¨lt, u¨bergeben wird. Fu¨r
einen konkreten Aufruf wird durch ein Decider -Objekt eine geeignete Realisierung
des Primitivs, das die Nullstellenbestimmung leistet, ausgewa¨hlt. Diese Auswahl ist
insbesondere von den Restriktionen der Operanden abha¨ngig.
Modellierung von Ableitbarkeit Da fu¨r die Ausnutzung einiger Restriktionen
wie Beschleunigungsbegrenzungen neben der aktuellen Position auf weitere Daten
u¨ber den Status der Bewegung wie die aktuelle Geschwindigkeit zugegriffen werden
muss, ist die abstrakte Klasse Function um die Methode evaluateDerivative()
erweitert. Ob eine konkrete Bewegungsrepra¨sentation tatsa¨chlich solche Daten lie-
fert, ist als Restriktionstyp durch die Klasse hasDerivatives modelliert.
Verwendung algebraischer Primitivrealisierungen Um anzuzeigen, dass ei-
ne Bewegungsrepra¨sentation ihre mathematische Beschreibung bereitstellt, aggre-
giert das entsprechende Function-Objekt eine Instanz von ProvidesExplicitMa-
thRepresentation, vergleiche Abbildung 3.10. Dies ermo¨glicht die U¨berpru¨fung,
ob algebraische und semi-algebraische Primitivrealisierungen, siehe Abschnitt 3.4.1,
angewendet werden ko¨nnen (als Alternativen zu Bewegungsrestriktionen nutzenden
Verfahren). Ein Zugriff auf die in der Function-Instanz hinterlegte mathematische
Beschreibung kann dann entsprechend dem bekannten Factory-Entwurfsmuster er-
folgen; alternativ kann hierfu¨r eine programmiersprachenspezifische Zugriffsmetho-
dik wie die Java Reflection-API, vergleiche Arnold und Gossling [AG96], verwendet
werden.
Restriktionen gesteuerte Auswahl von Primitivrealisierungen Durch Mo-
dellierung der beiden oben beschriebenen speziellen Restriktionstypen ist es nun
mo¨glich, die Auswahl einer Primitivrealisierung allein durch Betrachtung der Mo-
tionRestriction-Instanzen, die zu den Operanden des Primitivaufrufs aggregiert
sind, treffen zu ko¨nnen.
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Die beschriebene Kapselung der Kenntnisse u¨ber die im Rahmenwerk imple-
mentierten Bewegungsrepra¨sentationstypen und u¨ber die jeweils geeigneten Primi-
tivrealisierungen (und damit auch der Verantwortung fu¨r die Auswahl geeigneter
Primitivrealisierungen fu¨r spezifische Primitivaufrufe) ist eine spezielle Lo¨sung des
double-dispatch-, bzw. des mulitiple-dispatch-Entwurfsproblems, vergleiche Gamma
et al. [GHJV95]. Dieses Problem tritt auf, wenn Resultate einer Operation, und
insbesondere der Typ dieser Resultate, vom Typ mehrerer Operanden abha¨ngen.
Einige Programmiersprachen wie beispielsweise Smalltalk bieten Mechanismen, um
dieses Problem direkt zu lo¨sen. In vielen objektorientierten Sprachen ist hingegen
nur single dispatching unterstu¨tzt, vergleiche Gamma et al. [GHJV95, Seite 338].
In single-dispatch-Sprachen wie C++ [Str00] oder Java [AG96] kann die zu verwen-
dende Realisierung bei einem Operationsaufruf object.operate(operand) nur von
der Art der Operation (d. h. vom Methodennamen) sowie vom Typ eines, na¨mliches
des aufrufenden, Objektes abha¨ngig gemacht werden; die konkreten Typen weiterer
Operanden ko¨nnen im allgemeinen Fall nicht (bzw. nur durch explizite Fallunter-
scheidungen innerhalb der aufgerufenden Methode) in die Auswahl der Realisierung
mit einbezogen werden.
Fu¨r die Wahl der geeigneten Realisierung einer Primitivoperation zur Nullstel-
lenbestimmung sind hingegen die Typen aller betrachteten, sich bewegenden Ob-
jekte (bzw. ihrer Bewegungsrepra¨sentationen) ausschlaggebend, die Operanden der
zu untersuchenden Verknu¨pfung sind. Es existieren Mo¨glichkeiten, Varianten des
double dispatch-Problems wie die vorliegende auch in single-dispatch-Sprachen zu
lo¨sen. Ein Beispiel einer solchen Lo¨sung wird von Fussel [Fus00] veranschaulicht. In
diesem wird das double dispatch-Problem fu¨r arithmetische Operationen wie der Ad-
dition und fu¨r verschiedene Datentypen, die als Operanden solcher Verknu¨pfungen
akzeptiert werden sollen, beschrieben. Der innerhalb des Rahmenwerks abzubilden-
de Fall ist allerdings komplexer und kann daher nicht in analoger Weise behandelt
werden: Die Auswahl einer Realisierung einer Primitivoperation ha¨ngt nicht nur
vom Typ der Operanden ab, sondern von mehreren ihrer Eigenschaften; konkret
sind fu¨r die Wahl — neben der arithmetischen Verknu¨pfung selbst — nicht nur die
Typen der u¨bergebenen Bewegungsrepra¨sentationen, sondern ihre aggregiertenMen-
gen von MotionRestriction-Instanzen relevant. Diese Konkretisierung des double
dispatch-Problems la¨sst sich durch Adaption des von Gamma vorgestellten Visi-
tor -Entwurfsmusters lo¨sen. Im vorliegenden Fall bedeutete dies die Kapselung jeder
Primitivoperation in einer eigenen Klasse. Dieser Aufwand ist insofern reduziert, als
dass die in Abschnitt 3.3.1 vorgestellte Modellierung nur ein einziges, generisches
(Nullstellen bestimmendes) Primitiv vorsieht, das nicht nur durch Bewegungsre-
pra¨sentationen, sondern auch durch deren arithmetische Verknu¨pfung parametrisiert
ist.
Des Weiteren sa¨he das Visitor -Entwurfsmuster vor, in jeder Subklasse von Func-
tion eine Methode revealOperandInfos() zu erstellen, die die fu¨r den Aufruf der
Primitivoperation notwendigen Informationen zu einzelnen Operanden, d. h. zu
Function-Instanzen, bereit stellt. Scheinbar wu¨rde dies die Modularita¨t und Er-
weiterbarkeit des Rahmenwerks stark einschra¨nken. Die beschriebene Modellierung
von Restriktionen erlaubt jedoch, fu¨r alle Function-Instanzen dieselbe Methode re-
vealOperandInfos() bzw. getRestrictions() aufzurufen; diese gibt lediglich die
72
zu einer Function-Instanz aggregierten Restriktionen zuru¨ck. Einzelne Restriktionen
werden dabei durch ihren Typ und ihre numerische Angabe beschrieben, die jeweils
u¨ber getUniqueID() bzw. getBounds() zugreifbar sind. Diese Methode kann somit
innerhalb der abstrakten Klasse Function implementiert werden und muss nicht fu¨r
Subklassen von Function konkretisiert werden. Zudem ist zu bemerken, dass die
so abgerufenen Informationen der Operanden nur fu¨r die Auswahl einer geeigneten
Realisierung des aufgerufenen Primitivs, nicht aber fu¨r die anschließende Arbeit der
ausgewa¨hlten Primitivrealisierung beno¨tigt werden. Die Kapselung dieser Auswahl
erfolgt, wie bereits in Abschnitt 3.3 beschrieben, durch ein Decider -Objekt.
Konsequenzen Der so modellierte Auswahlprozess nutzt ausschließlich die Kennt-
nis u¨ber die zur Verfu¨gung stehenden Primitivrealisierungen und u¨ber ihre jeweilige
Anwendbarkeit fu¨r die dem Aufruf des Primitivs u¨bergebene arithmetische Ver-
knu¨pfung sowie fu¨r deren Operanden. Im Falle der Erweiterung des Rahmenwerks
um neue Restriktionstypen, arithmetische Verarbeitungen oder Primitivrealisierun-
gen ist eine Modifizierung des Auswahlprozesses angeraten oder notwendig; fu¨r eine
Modellierung dieses Prozesses durch ein Decider -Objekt ist dieses entweder zu mo-
difizieren oder zu ersetzen.
Parallelen zur Ausfu¨hrungsplanerstellung in traditionellen Datenbanksys-
temen Der Prozess zur Auswahl einer Primitivrealisierung steht in einer Analogie
zur Erstellung eines Ausfu¨hrungsplanes, wie sie bei der Optimierung der Anfra-
gebearbeitung auch in traditionellen Datenbanksystemen durchgefu¨hrt wird:28 In
beiden Kontexten wird eine Anfrage an den Datenbestand hinsichtlich der referen-
zierten Datenbankinhalte sowie hinsichtlich der Art ihrer Verknu¨pfung untersucht:
In der Anfrageoptimierung etwa im relationalen Datenmodell werden die Daten-
bankrelationen sowie die (Kompositionen von) Operatoren der relationalen Algebra
betrachtet, die in der Anfrage referenziert werden; Ergebnis einer solchen Analy-
se ist ein Ausfu¨hrungsplan, der aus einer Abfolge von Operationen besteht, deren
Durchfu¨hrung das Anfrageergebnis mo¨glichst effizient generiert. Im in dieser Arbeit
betrachteten Kontext der Nullstellenbestimmung fu¨r zeitvariante Funktionen besteht
der
”
Ausfu¨hrungsplan“ aus der Angabe (und Parametrisierung) einer mo¨glichst ge-
eigneten Primitivrealisierung.
Bemerkung 3.6.2 Aus Sicht des objektorientierten Software-Engineerings stellt
sich die Frage, ob die Modellierung des Auswahlprozesses durch ein zentrales Deci-
der -Objekt ada¨quat ist, d. h., ob nicht stattdessen eine Modularisierung des Aus-
wahlprozesses oder eine erweiterbare Vererbungshierarchie vonDecider -Klassen sinn-
voll realisierbar und vorteilhafter wa¨ren. Es scheinen jedoch keine wesentlichen Argu-
mente gegen die gewa¨hlte, zentrale Modellierung zu sprechen. Diese Einscha¨tzung ist
durch die Analogie zur — zumeist zentral und nicht modularisiert implementierten
— Ausfu¨hrungsplanerstellung in traditionellen Datenbanksystemen fundiert. Aller-
dings existieren durchaus Ansa¨tze mit der Zielsetzung, die Ausfu¨hrungsplanerstel-
lung (insbesondere objektorientierter) Datenbanksysteme zu modularisieren. Einen
28Eine Einfu¨hrung in die Anfrageoptimierung in Datenbanksystemen findet sich beispielsweise
bei Silberschatz et al. [SKS05, Kapitel 14].
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solchen Ansatz sowie eine U¨bersicht u¨ber die (zumeist nicht zufrieden stellende) Er-
weiterbarkeit der Anfrageoptimierungskomponenten bestehender Datenbanksysteme
wird von Breimann [Bre04] beschrieben.
Es sei zusa¨tzlich auf die vom hier vorgestellten Rahmenwerk bereit gestellte
Mo¨glichkeit verwiesen, fu¨r eine jede Anwendung das zu verwendende Decider -Objekt
spezifisch anzupassen bzw. auszutauschen. Die Evaluierung alternativer, eventuell
modularerer Ansa¨tze sei hier als ein Aspekt der Fortentwicklung des Rahmenwerks
genannt.
3.6.3 Erweiterung durch automatisierte Generierung von Pri-
mitivrealisierungen
Das in der Aufza¨hlung zu Beginn des Abschnittes 3.6 letztgenannte Modellierungs-
ziel fordert die einfache Erweiterbarkeit und Anpassung der Nullstellenbestimmung
im Falle, dass das System um zusa¨tzliche Typen von Bewegungsrepra¨sentationen
oder Restriktionen oder weitere arithmetische Verknu¨pfungen erga¨nzt wird. Hierfu¨r
werden im Folgenden Lo¨sungsansa¨tze skizziert, die in eine Realisierung des hier be-
schriebenen Rahmenwerks einfließen ko¨nnten.
Das genannte Implementierungsziel einer mo¨glichst generischen und automa-
tisierbaren Erweiterbarkeit wird fu¨r viele Problemstellungen angestrebt. In vielen
Fa¨llen steht dieses Ziel jedoch in Konflikt mit dem Ziel der gro¨ßtmo¨glichen Effi-
zienz einer Implementierung. Dies trifft punktuell auch fu¨r die Modellierung von
Primitiven zur Nullstellenbestimmung und ihren individuellen Realisierungen, die
Bewegungsrestriktionen ausnutzen, zu. Zwar lassen sich bei Integratation neuer Be-
wegungsrestriktionstypen und neuer arithmetischer Verknu¨pfungen geeignete Pri-
mitivrealisierungen sogar autmatisiert generieren; diese Generierung ist jedoch algo-
rithmisch nur aufwa¨ndig zu realisieren, insbesondere wenn diese Realisierungen eine
gro¨ßtmo¨gliche Effizienz bieten sollen. Die folgende Aufza¨hlung fasst Argumente fu¨r
die letztgenannte These zusammen. Anschließend werden Strategien und Techniken
zur automatischen Generierung von Primitivrealisierungen skizziert.
• Fu¨r (insbesondere mehrfach) restringierte Bewegungen bietet die separate Be-
trachtung der Restriktionen der einzelnen Bewegungen Effizienzvorteile ge-
genu¨ber der Betrachtung allein der Restriktionen der Verknu¨pfung h dieser
Bewegungen, was in Bemerkung 3.5.4 ausgefu¨hrt wird.
• Auch fu¨r Verknu¨pfungen von insbesondere mehrdimensionalen Bewegungen
existieren Primitivrealisierungen, die dadurch Effizienzvorteile gewinnen, dass
nicht nur die Restriktionen einer Verknu¨pfung h, sondern die Operanden von
h einzeln betrachtet werden. Ein Beispiel hierfu¨r ist das in Kapitel 3.5.4 be-
schriebene Verfahren von Hayward et al. [HAFG95], das Beschleunigungsre-
striktionen zur Kollisionserkennung in mehrdimensionalen Ra¨umen nutzt.
Allgemeiner gesprochen ergeben sich fu¨r komplexere Verknu¨pfungen iterative
Primitivrealisierungen mit optimaler Schrittweite nur als Lo¨sungen aufwa¨ndi-
ger Optimierungsaufgaben, wie noch ausgefu¨hrt werden wird.
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• Fu¨r Restriktionen nutzende Primitivrealisierungen ergibt sich der jeweils na¨chs-
te der iterativ zu bestimmenden Zeitpunkte ti+1 algebraisch; fu¨r die Differenz
zweier geschwindigkeitsbeschra¨nkter Bewegungen ergibt er sich als Lo¨sung ei-
ner linearen Gleichung. Sind jedoch ho¨here Ableitungen der Bewegungen re-
stringiert, etwa Beschleunigung oder deren A¨nderung, so verkompliziert sich
auch die Bestimmung des Zeitpunktes ti+1 sowie die Gewinnung der Vorschrift
zu seiner Bestimmung.
• Die Komplexita¨t der Nullstellenbestimmung wa¨chst auch mit der algebraischen
Komplexita¨t der arithmetischen Verknu¨pfung, deren Nullstellen zu bestimmen
sind. Die multidimensionale Distanz beispielsweise verdoppelt den Polynom-
grad der Gleichung, u¨ber deren Lo¨sung sich das Inkrement bestimmt.
Optionen zur automatisierten Generierung von Primitivrealisierungen
Im Folgenden wird diskutiert, welche Forschungsergebnisse und Softwaresysteme
sich fu¨r eine einfache Erweiterbarkeit des Rahmenwerkes um Restriktionstypen und
arithmetische Verknu¨pfungen nutzbar machen lassen.
Besitzen alle Operanden einer arithmetischen Verknu¨pfung von Bewegungsre-
pra¨sentationen Restriktionen ausschließlich desselben Typs (bzw. derselben Typen),
so lassen sich Restriktionen dieses Typs (bzw. dieser Typen), wie bereits beschrieben,
auch fu¨r das Ergebnis einer arithmetischen Verknu¨pfung h mit Hilfe von Techniken
der Intervallhalbierung bestimmen. Aus diesen Restriktionen fu¨r h la¨sst sich fu¨r die
Nullstellenbestimmung eine Vorschrift zur Gewinnung von Iterationspunkten ti+1
gewinnen.
Bei online-fa¨higen Verfahren ergibt sich der zula¨ssige Iterationspunkt ti+1 durch
Auflo¨sung eines Gleichungssystems. Dieses besteht aus den Ungleichungen, die zu
den bekannten Restriktionen korrespondieren, der Forderung ti+1 ≥ ti (dass also
ti+1 zeitlich nicht vor ti liegt) sowie der Forderung, dass zwischen ti und ti+1 kein
Vorzeichenwechsel stattfindet.29
Der spa¨testmo¨gliche zula¨ssige Zeitpunkt kann somit als Lo¨sung einer Optimie-
rungsaufgabe mit Randbedingungen verstanden werden. Solche Lo¨sungen sind insbe-
sondere auch zu erhalten, wenn die Operanden Restriktionen unterschiedlichen Typs
besitzen, wie in Abschnitt 3.5.4 beispielhaft beschrieben. A¨hnliche Optimierungs-
probleme mit einem ebenfalls physikalischen Hintergrund werden in der Literatur
zu optimalen Steuerprozessen besprochen, vergleiche Bryson und Ho [BH75].
Fu¨r das Lo¨sen von Optimierungsaufgaben existieren zuverla¨ssige Softwarepakete,
beispielsweise die Bibliothek zur angewandten Optimierung fu¨r die Software Mat-
lab, vergleiche Venkataraman [Ven02]. Allerdings ist die generische Anwendbarkeit
zur Primitivrealisierung fu¨r arithmetische Verknu¨pfungen und Restriktionskombina-
tionen zwangsla¨ufig durch die Komplexita¨t der Gleichungssysteme, die eine solche
29Im Allgemeinen ist die letztgenannte Forderung nur mit Hilfe von Existenzquantoren aus-
zudru¨cken. Nur durch Betrachtung des Kontextes der Nullstellenbestimmung ist eine effizientere
Abbildung dieser Forderung mo¨glich: Beispielsweise fu¨r die Modellierung von Geschwindigkeitsre-
striktionen, die durch lineare Funktionen abgebildet werden ko¨nnen, kann diese auch durch einfache
Ungleichungen ausgedru¨ckt werden, sofern nicht nur die tatsa¨chliche Bewegung, sondern auch die
zu den Restriktionen korrespondierenden Korridore modelliert werden.
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Software zu lo¨sen vermag, beschra¨nkt. Analoges gilt fu¨r Systeme zur automati-
sierten Beweisfu¨hrung, vergleiche Paulson [Pau87], sowie fu¨r die Implementationen
zur Lo¨sung von Ungleichungen, wie sie in Constraint-Datenbanksystemen zum Ein-
satz kommen. Wie erwa¨hnt, unterstu¨tzen solche System bis dato zumeist nur li-
neare Constraints. Primitivrealisierungen, die die Beschra¨nkung ho¨her Ableitungen
von Bewegungsrepra¨sentationen (z.B. der Beschleunigung) ausnutzen, wa¨ren hier-
mit nicht zu erhalten; in Abschnitt 2.1.1 sind Ansa¨tze zur Verwendung nicht-linearer
Ungleichungen in Constraint-Datenbanken besprochen.
Bemerkung 3.6.3 Auch oﬄine-Verfahren wie Ptwo ließen sich als Resultate von mit
Constraints formulierbaren Anfragen erhalten. Hierfu¨r ist der Sachverhalt, dass ge-
nau eine Nullstelle zwischen zwei Zeitpunkten ti und ti+1 existiert, durch Constraints
zu formulieren, was die Verwendung von Exisitenzquantoren zwingend notwendig
macht; die Verwendung von Quantoren fu¨hrt dazu, dass entsprechende Constraint-
Anfragen nur mit deutlich erho¨htem Aufwand durch automatisiertes Contraint-
Lo¨sen zu beantworten sind, vergleiche Kuper et al. [KPL99]. Letztere Einschra¨nkung
kann als ein Hinweis darauf gesehen werden, dass ein automatisiertes und sehr all-
gemein verwendbares Anfragesystem zur Lo¨sung von Ungleichungen nur bedingt
geeignet ist, die speziellen Fragen nach Iterationsvorschriften fu¨r die Nullstellenbe-
stimmung unter Ausnutzung von Bewegungsrestriktionen zu beantworten.
Will man auf die aufwa¨ndigen und zeitintensiven Techniken zur exakten Lo¨sung
solcher Ungleichungssysteme bzw. Optimierungsprobleme verzichten, so ko¨nnen die-
se Lo¨sungen auch approximiert werden. Hierfu¨r ließen sich erneut Regeln der Inter-
vallarithmetik verwenden, vergleiche wiederum [Kea96, HHKR95, GK99]. Die so zu
erhaltenden Scha¨tzungen fu¨r den optimalen Iterationszeitpunkt ti+1 sind konserva-
tiv, so dass die Verfahren zur Nullstellenbestimmung verla¨sslich bleiben.
Modellierung der automatisierten Realisierung von Primitiven Man ko¨nn-
te ein Sofwaresystem zur automatisierten Lo¨sung von Optimierungsproblemen ver-
wenden, um innerhalb des Rahmenwerks Verfahren zur Nullstellenbestimmung (d. h.
Primitivrealisierungen) fu¨r diverse arithmetische Verknu¨pfungen und fu¨r Operan-
den mit diversen Bewegungsrestriktionen. Hierfu¨r ha¨tten Bewegungsrestriktionsty-
pen neben der Methode getBounds() eine Methode getInequalities() zu reali-
sieren. Eine jeweilige Instanz wu¨rde hieru¨ber die Ungleichungen publizieren, durch
die sie, d. h. die Bewegungsrestriktion, beschrieben ist. Diese Ungleichungen ko¨nnen
so als Nebenbedingungen in das Optimierungsproblem fu¨r die Bestimmung von ti+1
eingehen. Somit wa¨ren bei einem Erweitern des Rahmenwerks um weitere Restrik-
tionen oder arithmetische Verknu¨pfungen effiziente Primitivrealisierungen (zu den
erga¨nzten Elementen) automatisiert zu erhalten.
Bemerkung 3.6.4 Es erga¨be sich sogar die Option, die Generierung von Primi-
tivrealisierungen nicht bei Erweiterung des Rahmenwerks, sondern zur Laufzeit fu¨r
jeden Primitivaufruf einzeln vorzunehmen. Effizienter scheint es jedoch, die bereits
konstruierten Primitivrealisierungen im System vorzuhalten und bei Bedarf auf diese
zuzugreifen.
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3.7 Implementierung
Die in diesem Kapitel beschriebenen Konzepte sind gro¨ßtenteils in eine Erweiterung
des in Kapitel 2 beschriebenen Rahmenwerkes eingeflossen. Eine erste Erweiterung
des im Geo-Datenbankkernel Goodac [Voi98] implementierten Rahmenwerks wur-
de als Machbarkeitsstudie von Iris Puke im Rahmen ihrer Diplomarbeit [Puk03]
implementiert. Die dieser Studie zu Grunde liegende Modellierung fokussiert auf die
Aufgabenstellung der Kollisionserkennung und ist in einer weiterentwickelten Form
bei Blunck et al. [BHPV04] beschrieben. Spa¨ter wurde gemeinsam mit der Diplo-
mandin Joelle Sondern eine Erweiterung einer Implementierung des Rahmenwerkes
in der Programmiersprache Java [AG96] erstellt. Die dieser zweiten Implementie-
rung zu Grunde liegende Modellierung ist generischer als die der erstgenannten Er-
weiterung des Goodac-Systems und fußt auf den in dieser Arbeit (und bei Blunck
et al. [BHSV06]) geschilderten Konzepten und Modellierungselementen. Als Teil die-
ser Implementierung sind die in Abschnitt 3.5 beispielhaft vorgestellten, Restriktio-
nen nutzenden Primitivrealisierungen zur Nullstellenbestimmung von arithmetischen
Verarbeitungen von Bewegungsrepra¨sentationen integriert. Weiterhin implementiert
sind verschiedene Algorithmen zur eindimensionalen und mehrdimensionalen Kolli-
sionswarnung und -erkennung, die sich auf die genannten Primitive abstu¨tzen. Einige
dieser Algorithmen sind Varianten des von Bentley und Ottmann realisierten Seg-
mentschnittalgorithmus [BO79].30
Eine Skizze u¨ber Gegensta¨nde der weiteren Forschung im Kontext des hier vor-
gestellten Rahmenwerkes und fu¨r seine Erweiterung findet sich in der Zusammen-
fassung dieser Arbeit in Kapitel 7.
30Implementierungen der fu¨r diese Verfahren verwendeten Datenstrukturen sind zu großen Teilen
von Jan Vahrenhold bereit gestellt worden.
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Kapitel 4
Ein U¨berblick u¨ber
speichereffiziente Algorithmen
Ziel bei der Entwicklung speichereffizienter Algorithmen ist es, neben dem Speicher,
der die Eingabe entha¨lt, mo¨glichst wenig zusa¨tzlichen Speicher zu nutzen und den-
noch eine optimale oder nahezu optimale Laufzeit zu erhalten. In der Vergangenheit
ist mit dem Sinken der Kosten fu¨r Speicherressourcen der Aspekt der Speichereffizi-
enz beim Design und bei der Entwicklung von Algorithmen in den Hintergrund getre-
ten [Ben84]. Jedoch ist trotz der weiterhin fallenden Speicherkosten das Interesse an
speichereffizienten Algorithmen wieder gestiegen [BIK+04], da die von Anwendun-
gen wie beispielsweise Geo-Informationssystemen [Wor95] zu verarbeitenden Daten
dank neuerer Datengewinnungstechniken in gro¨ßerer Menge und Genauigkeit zur
Verfu¨gung stehen. Noch wesentlicher fu¨r das erstarkte Interesse an speichereffizien-
ten Algorithmen ist jedoch die rasche Fortentwicklung und Verbreitung von mobilen
Endgera¨ten, wie beispielsweise Mobiltelefonen oder PDAs, die beschra¨nktere Spei-
cherressourcen als stationa¨re Computer aufweisen. Diese Gera¨te bieten inzwischen
auch komplexere Dienstleistungen an, die die Kenntnis u¨ber den Standort solcher
mobilen Gera¨te verwenden, um dem Nutzer fu¨r ihn angepasste und relevante Infor-
mationen zu liefern. Ein Beispiel fu¨r solche lokationsbasierten Dienste [HTKR05] ist
beispielsweise die Vorauswahl von
”
points of interest“ wie Restaurants oder Hotels
nach mehreren wa¨hlbaren Kriterien, unter anderem nach der Na¨he zum momenta-
nen Standort des Nutzers. Diese Dienste machen die Verarbeitung gro¨ßerer (und in
ihrer Gro¨ße eventuell nicht absehbarer) Datenmengen notwendig; Operationen wie
Selektion oder Aggregation werden in vielen Szenarien direkt auf den mobilen End-
gera¨ten ausgefu¨hrt, deren Speicherressourcen ha¨ufig beschra¨nkt sind.1 Daher hat mit
der Bedeutung der lokationsbasierten Dienste auch die Erforschung speichereffizien-
ter Algorithmen an Relevanz gewonnen.2
1Einschra¨nkend ist hier anzumerken, dass auch fu¨r mobile Endgera¨te die Kosten fu¨r Speicherres-
sourcen stark im Sinken begriffen sind. Jedoch ist bei der Entwicklung lokationsbasierter Dienste
ein wesentliches Ziel die zuverla¨ssige Anwendbarkeit fu¨r mo¨glichst viele Typen mobiler Endgera¨te.
Somit scheint die Unterstu¨tzung von Gera¨ten erstrebenswert, deren Speicherressourcen stark be-
schra¨nkt oder unbekannt sind.
2Einen U¨berblick u¨ber lokationsbasierte und mobile Dienste sowie u¨ber Strategien fu¨r deren
effiziente Realisierung bieten beispielsweise Ho¨pfner et al. [HTKR05]; Szenarien, in denen Daten-
verarbeitung direkt auf den ressourcenbeschra¨nkten Endgera¨ten erfolgt, werden in den Kapiteln 5
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Sensornetzwerke stellen einen weiteren neuen Anwendungsbereich dar, in dem
Datenverarbeitung mit beschra¨nkten Speicherressourcen notwendig wird.3 Sensor-
netzwerke haben die Durchfu¨hrung und Organisation von dezentraler Datengewin-
nung und -verarbeitung zur Aufgabe: In Sensornetzwerken sind einzelne mit Senso-
ren versehene Gera¨te, auch Sensor-Computer genannt, fu¨r die Erfassung von Daten
sowie deren Analyse und Verbreitung zusta¨ndig. Hierzu baut eine Menge solcher
Sensor-Computer eigensta¨ndig ein Kommunikationsnetzwerk auf und passt dieses
bei Ausfall oder Umpositionierung einzelner Teilnehmer geeignet an. Die Hardwa-
reressourcen dieser Sensor-Computer sind begrenzt; unter anderem ist auch der zur
Verfu¨gung stehende Speicherplatz beschra¨nkt.4 Sensor-Computer sammeln in vielen
Szenarien kontinuierlich große Datenmengen, deren (wahllose) Weiterleitung bzw.
Verbreitung die begrenzten Energieressourcen sowie die Bandbreite des Kommu-
nikationsnetzes strapazieren wu¨rde [LM03, LHY+04]. Aus diesem Grunde sollten
die einzelnen Sensor-Computer in der Lage sein, Daten vor deren Sendung anfor-
derungsspezifisch und intelligent zu komprimieren und insbesondere zu aggregie-
ren und zu selektieren [DNW05, LHY+04, LM03], vergleiche auch Kapitel 5 die-
ser Arbeit. Bei der Entwicklung entsprechender Techniken und Algorithmen sind
auch die beschra¨nkten Speicherressourcen der Sensor-Computer zu beru¨cksichtigen
[SS04, LM03]. Speichereffiziente Algorithmen ko¨nnen daher die Leistungsfa¨higkeit
eines Sensor-Computers erho¨hen sowie seine Energiekosten senken und damit seine
Einsatzdauer verla¨ngern. Dies impliziert einen vergro¨ßerten Einsatzbereich und eine
ho¨here Zuverla¨ssigkeit von Sensor-Netzwerken.
Zusa¨tzlich ko¨nnen auch Anwendungsfelder, in denen der zur Verfu¨gung stehen-
de Speicher weniger starken Beschra¨nkungen unterliegt, von der Verwendung spei-
chereffizienter Algorithmen profitieren. In nahezu allen modernen Computersyste-
men existiert eine Speicherhierarchie, die von kleinen, sehr schnell zugreifbaren Ca-
ches bis hinunter zu gro¨ßeren und preiswerteren, aber bezu¨glich der Zugriffszeit sehr
viel langsameren Datentra¨gern wie Festplatten oder Bandlaufwerken reicht.5 Ein Al-
gorithmus, der nur wenig zusa¨tzlichen Speicher verwendet, hat das Potential, eine
im Mittel gro¨ßere (Teil-) Menge E an Eingabedaten auf einer konkreten Hierar-
chiestufe komplett zu bearbeiten. Ein Algorithmus hingegen, der mehr zusa¨tzlichen
Speicher beno¨tigt, muss eventuell fu¨r die Bearbeitung von E wiederholt Teile von E
aus Speichermedien der na¨chst niedrigeren Hierarchiestufe auslesen.6
Zudem ist die Untersuchung und Entwicklung speichereffizienter Algorithmen
und 7 des Lehrbuches geschildert. Einige dieser Szenarien werden in Kapitel 5 dieser Arbeit na¨her
erla¨utert.
3Ein U¨berblick u¨ber Technik, Logik und Aufgaben von Sensornetzwerken erschließt sich
aus den Arbeiten von Akyildiz et al. [ASSC02], Mainwaring et al. [MCP+02] und Khemapach
et al. [KDM05]. Auf diese Arbeiten und den Einsatz speichereffizienter Algorithmen in Sensornetz-
werken wird in Kapitel 5 noch detaillierter eingegangen.
4Die Technik von Sensor-Computern und die Entwicklung ihrer Hardwareressourcen wird in den
Arbeiten von Vieira et al. [VCdSdM03] und Khemapech et al. [KDM05] zusammengefasst.
5Einen umfassenden U¨berblick u¨ber moderne Rechnerarchitekturen bieten Patterson und Hen-
nessy [PH02]; Speicherhierarchien und ihre Struktur in verschiedenen Rechnertypen werden in
Kapitel 5 des Werkes beschrieben.
6Ein U¨berblick u¨ber die Entwicklung von Algorithmen unter der Beru¨cksichtigung von Spei-
cherhierarchien findet sich in einem von Meyer et al. [MSS03] herausgegebenen Werk.
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im Forschungsgebiet der theoretischen Algorithmik von Interesse, da die Abha¨ngig-
keiten zwischen Speicherplatzbedarf und erreichbarer Laufzeitkomplexita¨t fu¨r viele
Problemstellungen noch nicht zufriedenstellend erforscht sind. In den Kapiteln 5 und
6 wird dies an Problemen der algorithmischen Geometrie verdeutlicht, fu¨r die die ers-
ten Algorithmen vorgestellt werden, die bezu¨glich des im Folgenden beschriebenen
Berechnungsmodells sowohl hinsichtlich Laufzeit als auch hinsichtlich Speicherbedarf
optimal sind.
Das Berechnungsmodell In dieser Arbeit wird bei der Analyse von Algorith-
men hinsichtlich Laufzeit und Speicherbedarf das im Folgenden erla¨uterte real ran-
dom access machine (real RAM)-Berechnungsmodell [PS85, Knu98a] zu Grunde
gelegt. Das real RAM -Modell basiert auf dem Modell der random access machi-
ne [AHU82, Knu98a], die u¨ber eine unbegrenzte Anzahl an Speicherzellen verfu¨gt,
in denen jeweils eine beliebig große, ganze Zahl gespeichert werden kann. In der
Laufzeitanalyse werden fu¨r den Zugriff auf eine beliebige Zelle Einheitskosten ver-
anschlagt. Die real RAM als Erweiterung der random access machine erlaubt, in
einer Zelle (alternativ statt einer ganzen) eine reelle Zahl mit unbeschra¨nkter Ge-
nauigkeit zu speichern. Weiterhin ist ein konkretes RAM -Modell zusa¨tzlich u¨ber
die zula¨ssigen Grundoperationen definiert, fu¨r deren Anwendung dieselben Einheits-
kosten wie fu¨r einen Speicherzugriff veranschlagt werden. In dieser Arbeit wird als
Berechnungsmodell – wie auch in U¨bersichten zur algorithmischen Geometrie (ver-
gleiche [PS85, dBvKOS97, Lee96]) — das real RAM -Modell zu Grunde gelegt, das
die Grundoperationen indirekte Adressierung, die bina¨ren Vergleichsoperatoren
”
<“,
”
=“ und
”
≤“ sowie folgende arithmetische Operationen bietet: Addition, Subtrak-
tion, Multiplikation und exakte Division, die Berechnungen von Logarithmen und
k-ten Wurzeln, sowie die Auswertung von Exponentialfunktionen. In dieser Arbeit
werden Laufzeit und Speicherbedarf von Algorithmen zumeist in Form ihrer asymp-
totischen Komplexita¨t angegeben; insbesondere wird ein Algorithmus als optimal
hinsichtlich Laufzeit oder Speicherbedarf bezeichnet, wenn er diesbezu¨glich eine op-
timale asymptotische Komplexita¨t aufweist [CLR01]. Eine Erla¨uterung des Begriffs
der asymptotischen Komplexita¨t sowie eine na¨here Motivation und Beschreibung
des real RAM -Modells, insbesondere fu¨r geometrische Algorithmen, findet sich bei
Preparata und Shamos [PS85].
Im Folgenden bezeichnet der Begriff Wort eine Menge an Speicherzellen, die
genu¨gt, um eine durch O(log2 n) bina¨re Ziffern darstellbare Zahl vorzuhalten, wobei
n die Gro¨ße der Eingabe des Algorithmus angibt. Somit genu¨gt ein Wort insbesonde-
re, um eine eindeutige Referenz auf ein Element innerhalb der Eingabe vorzuhalten.
Es wird angenommen, dass jedes der Eingabeelemente sich durch eine konstante
Anzahl an Wo¨rtern speichern la¨sst. Der Speicherbedarf eines Algorithmus wird an
der Anzahl der Wo¨rter gemessen, die er an zusa¨tzlichem Speicher, d. h. an Speicher
zusa¨tzlich zum die Eingabe darstellenden Speicher, verwendet.
Ein Algorithmus wird im Folgenden speichereffizient genannt, wenn er (in der
Eingabegro¨ße) sublinear viele Wo¨rter an zusa¨tzlichem Speicher verwendet. Ein in-
place-Algorithmus verwendet nur konstant viele Wo¨rter an zusa¨tzlichem Speicher.
Fu¨r die in dieser Arbeit pra¨sentierten in-place-Algorithmen wird davon ausgegan-
gen, dass die Eingabe in Form eines Feldes A u¨bergeben wird. Es wird zudem von
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Algorithmen die folgende Invariante gefordert: Vor, wa¨hrend und nach Ablauf eines
Algorithmus stellt A genau die Elemente der Eingabe dar. Es wird keine Annahme
daru¨ber gemacht, ob in A die tatsa¨chlichen Eingabedaten oder nur Referenzen auf
diese Daten gespeichert sind. In vielen praktischen Anwendungen ist von der U¨ber-
gabe in Form von Referenzen auszugehen, wobei sich die referenzierten Daten auf
einem externen Medium ohne Schreibzugriff befinden. Die Zula¨ssigkeit dieser Art der
U¨bergabe impliziert fu¨r das gewa¨hlte Modell, dass in A keine Manipulation einzelner
Eingabeelemente, sondern ho¨chstens die Permutation solcher zula¨ssig ist.
Gliederung Die genannten Anwendungsfelder fu¨r speichereffiziente Algorithmen
verbindet, dass die zu verarbeitenden Daten ha¨ufig geometrischer Natur oder zu-
mindest geometrisch interpretierbar sind. Dementsprechend lo¨sen die in ju¨ngerer
Zeit vero¨ffentlichten speichereffizienten Algorithmen ha¨ufig geometrische Probleme.
In Abschnitt 4.1 werden zuna¨chst algorithmische Bausteine, d. h. Algorithmen fu¨r
grundlegende Problemstellungen wie z.B. Sortierung einer Menge oder effiziente Su-
che nach Elementen in einer Menge vorgestellt. Anschließend werden in Abschnitt 4.2
Resultate aus dem Gebiet der speichereffizienten geometrischen Algorithmen zusam-
mengefasst.
In den Kapiteln 5 und 6 werden Algorithmen zu Problemstellungen pra¨sentiert,
die ebenfalls eine geometrische Interpretation besitzen und fu¨r die bislang keine
speichereffizienten Lo¨sungen bekannt waren. Zusa¨tzlich wird die Relevanz dieser
Problemstellungen vor dem Hintergrund der genannten praktischen Anwendungs-
felder fu¨r speichereffiziente Algorithmen genauer erla¨utert. In diesen Algorithmen
findet die Mehrzahl der im Folgenden vorgestellten Bausteine Verwendung.
4.1 Bausteine fu¨r speichereffiziente Algorithmen
4.1.1 Implizite Kodierung von Informationen
Um speichereffiziente Algorithmen zu entwickeln, kann in vielen Problemstellungen
ausgenutzt werden, dass sich zusa¨tzliche Informationen, etwa u¨ber den Status der
Bearbeitung der Eingabedaten, implizit im Eingabefeld A speichern lassen.
Im Folgenden wird eine Technik zur impliziten Kodierung von Informationen vor-
gestellt und erla¨utert, wie und mit welcher Effizienz diese Informationen verarbeitet
werden ko¨nnen.
Implizite Kodierung durch Permutation Wa¨hrend in-place-Algorithmen fu¨r
das explizite Vorhalten von Informationen nur konstant viel zusa¨tzlichen Speicher
verwenden, la¨sst sich potentiell eine gro¨ßere Informationsmenge implizit durch Per-
mutation einzelner Eingabeelemente vorhalten, wie von Munro [Mun86] beschrieben:
Ein Bit, d. h. eine einzelne bina¨re Informationseinheit, kann durch die beiden Permu-
tationen zweier unterscheidbarer Elemente p und q ausgedru¨ckt werden, auf denen
eine Ordnung
”
<“ definiert (und bekannt) ist: Gilt p < q, dann kodiert die Per-
mutation qp eine bina¨re Eins und die Permutation pq eine bina¨re Null. Zwei solche
im Eingabefeld benachbarten und in dieser Weise zur Kodierung einer bina¨ren In-
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formation verwendeten Eingabeelemente werden im Folgenden als
”
Bit-Nachbarn“
bezeichnet.
An Hand des folgenden Beispiels ist skizziert, wie sich durch diese Kodierungs-
technik zwei Zahlen (im Beispiel die Zahlen 1 und 7) — zusa¨tzlich zur Eingabe, aber
ohne Verwendung zusa¨tzlichen Speichers — repra¨sentieren lassen. Jede der beiden
Zahlen ist durch jeweils drei Bits darstellbar und wird daher durch Permutation von
jeweils 6 kodierenden Eingabeelementen dargestellt. Fu¨r ein Auslesen der Kodierung
ist erforderlich, dass die der Kodierung zu Grunde liegende Ordnung bekannt ist.
. . . 8 11 13 15 19 16 . . . 25 24 29 26 36 32 . . .
0 0 1 1 1 1
Wesentlich fu¨r die Eindeutigkeit der kodierten Information ist, dass die verwen-
dete Ordnung streng im Sinne der folgenden Definition ist:
Definition 4.1.1 Eine Menge M heißt im Folgenden streng linear anordbar, wenn
eine transitive Relation < existiert, so dass fu¨r je zwei verschiedene Elemente p und
q aus M entweder p < q oder q < p gilt. Eine Multimenge M heißt (schwach) linear
anordbar, wenn eine transitive Relation ≤ existiert, so dass fu¨r je zwei Elemente p
und q aus M p ≤ q oder q ≤ p gilt.
Fu¨r die Menge an implizit durch Permutationen von Eingabeelementen speicherba-
ren Informationen ergibt sich:
Beobachtung 4.1.2 Sei als Eingabe in A eine n-elementige streng anordbare Men-
ge gegeben. Dann ko¨nnen in A bis zu und nicht mehr als bn/2c Bits implizit durch
die beschriebene Technik kodiert werden, ohne dabei Informationen u¨ber Eingabeele-
mente zu verlieren.
Bemerkung 4.1.3 Die beschriebene Kodierungstechnik kann auch auf Multimen-
gen angewendet werden; in der Eingabe befindliche Duplikate reduzieren allerdings
den Umfang der kodierbaren Informationen. Die Beobachtung 4.1.2 ist auch fu¨r eine
Multimenge als Eingabe gu¨ltig, sofern n als die Ma¨chtigkeit der duplikatbereinigten
Eingabe verstanden wird.
In den in-place-Algorithmen, die in den Kapiteln 5 und 6 vorgestellt werden,
sind die zu kodierenden Informationen zumeist Referenzen auf Elemente der Einga-
be des Algorithmus. Solche Referenzen sind jeweils als bina¨re Zahl aus der Menge
1, . . . , n darstellbar. Dementsprechend wird eine Referenz durch jeweils d2 · log2 ne
Eingabeelemente, d. h. durch dlog2 ne bina¨re Informationen, kodiert. Als Folgerung
von Beobachtung 4.1.2 ergibt sich:
Korollar 4.1.4 In einer n-elementigen streng anordbaren Eingabemenge ko¨nnen
durch die beschriebene Kodierungstechnik bis zu bn/2c/dlog2 ne Referenzen auf Ein-
gabeelemente kodiert werden.
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Fu¨r die Korrektheit der Referenzierung von Eingabeelementen (ob durch explizit
gespeicherte oder durch implizit kodierte Referenz) ist folgende Konvention einzuhal-
ten: Soll auf ein kodierendes Eingabeelement A[i] verwiesen werden, so hat diese Re-
ferenz auf die korrekte Position des Eingabeelementes (bezu¨glich der zur Kodierung
verwendeten Ordnung) zu verweisen, obwohl das zu referenzierende Eingabeelement
eventuell nicht an der i-ten Position in A, sondern an der des Bit-Nachbarn von A[i]
zu finden ist. Die korrekte Position eines Elementes bezu¨glich seines Bit-Nachbarn
ist als seine Position in der Anordnung der beiden Bit-Nachbarn, so dass diese eine
bina¨re 0 kodieren, definiert. In den in der Folge vorgestellten in-place-Algorithmen
wird diese Ordnung auf allen Bit-Nachbarn etabliert, bevor diese zur Kodierung von
Bits verwendet werden. Diese Vorabordnung ist allerdings nicht zwingend notwendig:
Eine Referenz auf ein Element in korrekter Position, dass mit seinem Bit-Nachbarn
ein Bit kodiert oder fu¨r eine solche Kodierung vorgesehen ist, kann in konstanter Zeit
durch Betrachten dieses Elementes und seines Bit-Nachbarn aufgelo¨st werden: Da
zur Kodierung verwendete Bit-Nachbarn im Eingabefeld benachbart sind, genu¨gt
ein Vergleich von A[i] mit seinem Bit-Nachbarn, um deren korrekte Ordnung und
damit das referenzierte Eingabeelement zu identifizieren.7
Im skizzierten Beispieleingabefeld wu¨rde das Auslesen einer Referenz auf die
Position der Zelle, die aktuell den Wert 36 tra¨gt, den im Bit-Nachbarn gespeicherten
Wert 32 liefern. Entscheidend fu¨r Laufzeiteffizienz und Konsistenz ist, dass diese
Identifizierung durch nur lokale und nur tempora¨re Rekonstruktion der Ordnung
der Elemente 32 und 36 mo¨glich ist.
Vertauschen kodierter Werte Zwei durch Permutationen kodierte Werte a und
b ko¨nnen durch Permutationen ausschließlich von Bit-Nachbarn vertauscht werden
[BV06b]: Anstatt den Block der den Wert a kodierenden Elemente mit dem Block
der den Wert b kodierenden Elemente zu tauschen, werden zur Kodierung des i-ten
Bits von a die zuvor das i-te Bit von b kodierenden Bit-Nachbarn
”
wiederverwen-
det“. Nachfolgend ist das bereits skizzierte Beispielfeld jeweils vor und nach der
Vertauschung der beiden kodierten Werte 1 und 7 dargestellt:
. . . 8 11 13 15 19 16 . . . 25 24 26 29 36 32 . . .
0 0 1 1 1 1
. . . 11 8 15 13 19 16 . . . 24 25 29 26 36 32 . . .
1 1 1 0 0 1
Durch diese
”
lokale“ Realisierung des Vertauschens von kodierten Werten bleibt
gesichert, dass eine Referenz auf ein a oder b kodierendes Element A[i] auch nach der
Vertauschung auf A[i] verweist. Die Vertauschungsoperation fu¨r zwei Werte a und b,
die durch je O(log2 n) Eingabeelemente kodierbar sind, kann in O(log2 n) Zeit unter
Verwendung von konstantem Speicher durchgefu¨hrt werden.
7Im Folgenden sei der Bit-Nachbar eines Eingabeelementes durch folgende Konvention eindeutig
festgelegt: Ein Bit-Nachbarpaar wird jeweils von einem Eingabeelement A[2j] mit geradem Index,
gefolgt von einem Eingabeelement A[2j + 1] mit ungeradem Index, gebildet.
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Sortieren von kodierten Werten Durch die oben beschriebene Realisierung
der Vertauschung ist eine Sortierung von r kodierten Werten effizient und konsistent
mo¨glich. Fu¨r das Sortieren von kodierten Werten kann ein in-place-Sortieralgorith-
mus mit einer optimalen Laufzeit von O(r · log2 r) wie der heapsort-Algorithmus
(vergleiche Kapitel 4.1.2) angepasst werden: Jeder der O(r · log2 r) notwendigen
bina¨ren Vergleiche erfordert das Dekodieren von mindestens einem, in der Regel von
zwei Werten, wenn nur konstanter zusa¨tzlicher Speicher verwendet werden kann.
Die Laufzeit eines Dekodiervorgangs ist linear in der Anzahl der fu¨r die Kodierung
eines Wertes verwendeten Eingabeelemente. Der Bedarf an zusa¨tzlichem Speicher
entspricht dem einer Vertauschoperation. Dies fu¨hrt zu folgendem Resultat:
Korollar 4.1.5 (Korollar 1 in [BV06b]) Es seien in einer Eingabe A durch Per-
mutationen von jeweils O(log2 n) Eingabeelementen r Werte kodiert. Dann ist das
Sortieren dieser r Werte in-place in O(r · log2 r · log2 n) Zeit mo¨glich, ohne dabei die
Korrektheit etwaiger Referenzen auf Eingabeelemente zu verletzen.
Bemerkung 4.1.6 Letzteres Resultat ergibt sich auch dann, wenn die r kodierten
Werte Referenzen sind und die relative Ordnung zweier kodierter Referenzen a und
b sich aus der Ordnung der referenzierten Eingabeelemente ergibt.
4.1.2 In-place-Algorithmen fu¨r grundlegende Problemstel-
lungen
Im Folgenden werden einige grundlegende algorithmische Aufgabenstellungen be-
schrieben, fu¨r die in-place-Algorithmen mit optimaler asymptotischer Laufzeit exis-
tieren und die als algorithmische Bausteine in den innerhalb dieser Arbeit vorge-
stellten geometrischen Algorithmen eingesetzt werden.
Verschmelzen Seien zwei benachbarte und zusammenha¨ngende Eingabeteile A1
und A2 eines Eingabefeldes A jeweils bezu¨glich derselben Ordnung <A sortiert ge-
geben. Das Verschmelzen von A1 und A2 bezeichnet das U¨berfu¨hren dieser Teile in
einen komplett bezu¨glich <A sortierten Eingabeteil A1 ∪ A2.
Es sind zahlreiche in-place-Verschmelzungsalgorithmen mit linearer Laufzeit vor-
gestellt worden, darunter der als einfach implementierbar geltende Algorithmus von
Mannila und Ukkonen [MU84] sowie Varianten dieses Algorithmus, die von Geffert
et al. [GKP00] publiziert wurden. Diese Varianten besitzen dieselbe asymptotische
Laufzeitkomplxita¨t, beno¨tigen aber eine geringere Anzahl an Umpositionierungen
von Eingabeelementen.
Entschmelzen Sei eine bezu¨glich einer Ordnung <A sortierte Eingabe A sowie ein
auf die Elemente von A anwendbares {0, 1}-wertiges Pra¨dikat pi gegeben. Das Ent-
schmelzen von A bezu¨glich pi bezeichnet das Partitionieren von A in zwei Eingabeteile
A1 und A2 entsprechend der Werte der Elemente von A bezu¨glich des Pra¨dikates pi.
Nach Anwendung des Entschmelzens haben A1 und A2 jeweils in <A-Ordnung vorzu-
liegen. Nach Anwendung eines stabilen Entschmelzens mu¨ssen A1 und A2 zusa¨tzlich
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stabil geordnet sein.8
Ein stabiler in-place-Entschmelzungsalgorithmus mit linearer Laufzeit wird von
Salowe und Steiger [SS87a] beschrieben. Dieser Algorithmus setzt voraus, dass fu¨r
jedes Element x ∈ A der Wert pi(x) unabha¨ngig von anderen Elementen y ∈ A und
vom Status der Abarbeitung des Algorithmus ist.
Bose et al. [BMM+06] stellen einen Algorithmus zur stabilen Teilmengenextrak-
tion vor. Dieser in-place-Algorithmus mit linearer Laufzeit separiert wie der Algo-
rithmus von Salowe und Steiger zwei Eingabeteile entsprechend eines Pra¨dikates pi.
Liegt eine Sortierung vor, erha¨lt er die Sortierung jedoch nur auf einem (wa¨hlba-
ren) der beiden Eingabeteile. Dieser Algorithmus ist einfacher implementierbar als
der von Salowe und Steiger und setzt nicht voraus, dass die Werte der Eingabeele-
mente unter pi zu Beginn des Algorithmus feststehen; vielmehr ko¨nnen diese von
Status und Ablauf des Algorithmus abha¨ngen. Zusa¨tzlich stellen Bose et al. einen
in-place-Algorithmus vor, der den Effekt ihres stabilen Teilmengenextraktionsalgo-
rithmus in linearer Zeit ru¨ckga¨ngig macht; dabei braucht das fu¨r die vorangegangene
Teilmengenextraktion verwendete Pra¨dikat pi nicht bekannt zu sein.
Selektion Sei eine Eingabe A sowie eine Ordnung <A, bezu¨glich der A linear anord-
bar ist, gegeben. Die Elementselektion, angewendet auf A mit Ordnung <A und ei-
nem Parameter k mit 1 ≤ k ≤ |A|, liefert das bezu¨glich <A k-te Element aus A.9
Elementselektionsalgorithmen mit linearer und damit optimaler Laufzeit, die nur
konstanten Zusatzspeicher verwenden, wurden von Carlsson und Sundstro¨m [CS95],
Geffert und Kolla´r [GK01] sowie von Bose et al. [BMM+06] vorgestellt. Ein Spe-
zialfall des Elementselektionsproblems ist die Bestimmung des Medians, d. h. des
”
mittleren“ Elementes einer (total anordbaren) Menge.10 11
Sortieren Die (bezu¨glich des vorgestellten real RAM -Modells bzw. bezu¨glich des
zugeordneten Entscheidungsbaummodells) optimale Laufzeitkomplexita¨t fu¨r Sor-
tieralgorithmen ist O(n · log2 n) [CLR01]. Es existieren zahlreiche in-place-Sortier-
algorithmen mit dieser Laufzeitkomplexita¨t. Der bekannteste ihrer Vertreter ist
als heapsort bekannt, siehe Floyd [Flo64] sowie Williams [Wil64]. Zu dem in der
Praxis ha¨ufig eingesetzten quicksort-Algorithmus von Hoare [Hoa62] ist eine in-
place-Variante mit asymptotisch optimaler Laufzeit realisierbar.12 Auch der klas-
8Die Bedingung der Stabilita¨t bedeutet hier, dass die Reihenfolge zweier bezu¨glich <A nicht
unterscheidbarer Elemente in A gewahrt bleiben muss, sofern sie unter pi auf denselben Wert abge-
bildet werden.
9Die Teilmengenselektion ist auch fu¨r Eingaben definiert, die bezu¨glich <A nicht unterscheidbare
Elemente entha¨lt. Entsprechende Duplikate bezu¨glich <A werden bei der Elementselektion des k-
ten Elementes beru¨cksichtigt und nicht aus der Ordnung ausgeschlossen. Im Falle der Existenz
solcher Duplikate ist zu beachten, dass das bezgu¨lich <A k-te Element nicht eindeutig ist.
10Im Folgenden sei der Median m<A einer Multimenge der Gro¨ße n (bezu¨glich einer vorgegeben
Ordnung ”<A“) formal als das (bezu¨glich <A) dn/2e-te Element definiert.11Die Probleme der Elementselektion und der Medianselektion besitzen im real-RAM-Modell
dieselbe scharfe obere und (triviale) untere Schranke fu¨r Laufzeitkomplexita¨t (von Θ(n)) sowie fu¨r
die Komplexita¨t des Bedarfs an zusa¨tzlichem Speicher (von Θ(1)).
12Der quicksort-Algorithmus wa¨hlt mehrfach ein Pivotelement, mit dem jeweils eine Gruppie-
rung von Eingabeelementen vorgenommen wird. Eine hinsichtlich Laufzeit und Speicherbedarf
asymptotisch optimale quicksort-Variante erha¨lt man, wenn als Pivotelement jeweils der durch
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sische mergesort-Algorithmus ist in-place und in asymptotisch optimaler Laufzeit
zu realisieren (vergleiche Katajainen und Pasanen [KP99] sowie die Beschreibung
der in-place-Realisierung des rekursiven mergesort-Geru¨stes in Abschnitt 5.3.2); fu¨r
die Teiloperation des Verschmelzens ist dazu eine der oben erwa¨hnten in-place-
Realisierungen mit linearer Laufzeit zu verwenden. Franceschini und Geffert [FG05]
stellten ju¨ngst den ersten in-place-Sortieralgorithmus mit asymptotisch optimaler
Laufzeit und nur linearer, also asymptotisch optimaler, Anzahl an Umpositionierun-
gen von Eingabeelementen vor. Auch dieser Algorithmus basiert auf dem klassischen
mergesort-Geru¨st.
Speichereffiziente Datenstrukturen Die bina¨re Suche auf einer geordneten
Eingabe A ist ein effizientes Konzept, das Suchen in-place und in logarithmischer
Zeit ermo¨glicht; die im Rahmen dieser Arbeit entwickelten und in den Kapiteln 5
und 6 vorgestellten Algorithmen verwenden diese implizite Datenstruktur, jedoch
keine der nachfolgend erla¨uterten komplexeren Datenstrukturen.
Effiziente dynamische Suchstrukturen zu konzipieren, fu¨r die also zusa¨tzlich die
Operationen des Lo¨schens und Einfu¨gens effizient realisiert sind, ist eine wesentlich
gro¨ßere Herausforderung. Ist zudem ein mo¨glichst geringer Aufwand an zusa¨tzli-
chem Speicher Zielsetzung, so ist die von Franceschini und Grossi ku¨rzlich vorgestell-
te Suchstruktur [FG03] (zumindest bezu¨glich asymptotischer Komplexita¨t) konkur-
renzlos: Diese verwendet nur konstant viele Wo¨rter an zusa¨tzlichem Speicher und
ermo¨glicht das Einfu¨gen, Lo¨schen und Suchen in jeweils logarithmischer (und damit
optimaler) Zeit.13 Gleichzeitig ist diese Struktur auch im cache-oblivious-Modell14
optimal, d. h. die Anzahl der Blocktransfers ist (bezu¨glich jeder denkbaren Spei-
cherhierarchie und auf allen Ebenen dieser Hierarchie) bei jeder Operation in der
optimaler asymptotischer Komplexita¨t von O(logB n).15
Ist vor allem die effiziente Identifikation nur des maximalen (oder minimalen)
Elementes (und nicht so sehr die Suche nach beliebigen Elementen) relevant, so
kann ein heap (als Realisierung eines Priorita¨tswarteschlange genannten abstrak-
ten Datentyps16) verwendet werden: Die max-heap (bzw. min-heap)-Datenstruktur
von Williams [Wil64] liefert in-place das maximale (bzw. minimale) Element in
konstanter Zeit. Das Aktualisieren der Datenstruktur in Form des Entfernens die-
ses Elementes oder des Einfu¨gens eines beliebigen Elementes ist in logarithmischer
Laufzeit mo¨glich.
Chen und Chan [CM03] pra¨sentierten eine Kombination eines heap mit Munros
speichereffizientem Suchbaum [Mun86], wobei diese Kombination die Verwendung
zweier (verschiedener) Ordnungen, d. h. fu¨r Suchbaum und heap einer jeweils eigenen
einen laufzeitoptimalen in-place-Elementselektionsalgorithmus bestimmte Median gewa¨hlt wird.
13Ein U¨berblick u¨ber die Entwicklung laufzeit- und speichereffizienter dynamischer eindimensio-
naler Suchstrukturen findet sich ebenfalls bei Franceschini und Grossi [FG03].
14Fu¨r Erla¨uterungen zum cache-oblivious-Modell siehe beispielsweise Demaine [Dem02] und dort
zu findende Referenzen.
15B gibt in dieser Notation die (nicht notwendigerweise dem Algorithmus bekannte) Blockgro¨ße
an, d. h. die Anzahl der Elemente, die bei einem einzelnen Zugriff auf das na¨chst niedrigere Medium
der Speicherhierarchie ausgelesen werden.
16Eine Erla¨uterung des Konzeptes der abstrakten Datentypen sowie von Priorita¨tswarteschlangen
findet sich beispielsweise bei Cormen et al. [CLR01].
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Ordnung, zula¨sst. Diese Struktur ist speziell fu¨r die speicher- und laufzeiteffiziente
Realisierung von plane-sweep-Algorithmen (vergleiche beispielsweise [PS85, GH93])
konzipiert und verwendet Θ(log22 n) Wo¨rter an zusa¨tzlichem Speicher. Sie unterstu¨tzt
Such- und Einfu¨geoperationen sowie das Lo¨schen des bezu¨glich der im heap verwen-
deten Ordnung maximalen Elementes in jeweils Θ(log22 n) Zeit.
Rekursive Algorithmen Ein zentrales Problem bei der in-place-Realisierung von
rekursiven Algorithmen ist, dass im Allgemeinen der Rekursionsstack explizit vor-
gehalten werden muss. Dieser hat die Funktion, die Ru¨cksprungadressen fu¨r jeden
rekursiven Aufruf, eventuell zusammen mit weiteren Statusinformationen, zu spei-
chern [CLR01].
Insbesondere eine Verarbeitung nach dem divide & conquer -Prinzip (siehe bei-
spielsweise [CLR01, Kapitel 2.3.1]) fu¨hrt zu Rekursionsstacks von (in der Gro¨ße der
Eingabe) logarithmischer Gro¨ße: Ein divide & conquer -Algorithmus partitioniert die
Eingabemenge rekursiv, bis die so erhaltenen Teilmengen von handhabbarer (d. h.
gewo¨hnlich konstanter) Gro¨ße sind. Anschließend werden diese kleineren Problemin-
stanzen bearbeitet und nachfolgend die Ergebnisse rekursiv miteinander verknu¨pft,
um eine Lo¨sung des Gesamtproblems zu erhalten. Die Rekursionstiefe eines solchen
Algorithmus ist bei balancierter Aufteilung logarithmisch in der Anzahl der Auftei-
lungen, d. h. im gewo¨hnlichen Fall logarithmisch in der Gro¨ße der Eingabe.
Bose et al. [BMM+06] beschreiben, wie sich die Kosten von Ω(log2 n) an zusa¨tz-
lichem Speicher fu¨r den Rekursionsstack vermeiden lassen, so dass nur konstant viel
zusa¨tzlicher Speicher notwendig wird. Diese Methode ist fu¨r jeden divide & con-
quer -Algorithmus anwendbar, der die Eingabe rekursiv in zwei (oder allgemeiner:
konstant viele) zusammenha¨ngende Teile gleicher Gro¨ße aufteilt. Die Verwendung
der Methode von Bose et al. impliziert einen zusa¨tzlichen Zeitaufwand von O(n).17
4.2 Speichereffiziente geometrische Algorithmen
Erst in den letzten Jahren sind u¨ber speichereffiziente geometrische Algorithmen
mehrere Artikel vero¨ffentlicht worden. Deren Ergebnisse fußen gro¨ßtenteils auf Adap-
tion bereits vorgestellter, aber wenig speichereffizienter Algorithmen. Fu¨r einige fun-
damentale Probleme konnte nachgewiesen werden, dass sie in-place und in asympto-
tisch optimaler Laufzeitkomplexita¨t lo¨sbar sind. Fu¨r weitere Probleme wurden Al-
gorithmen vorgestellt, die in Bezug auf die Laufzeiteffizienz und/oder den Bedarf an
zusa¨tzlichem Speicher nur um einen polylogarithmischen Faktor von den optimalen
Komplexita¨ten abweichen.
Liniensegmentschnitte Chen und Chan [CM03] untersuchten das Liniensegment-
schnittproblem und pra¨sentierten eine Variante von Bentley und Ottmanns plane-
sweep-Algorithmus [BO79], um alle k Schnittpunkte von n u¨bergebenen Linien-
segmenten auszugeben. Die Variante von Chen und Chan weist eine Laufzeit von
17Die Verwendung der Methode von Bose et al. wird allgemein swoei fu¨r die konkrete Aufgaben-
stellung der Bestimmung der Maxima einer Punktmenge genauer in Kapitel 6.2.2 beschrieben.
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O((n+ k) · log22 n) auf und verwendet O(log22 n) Wo¨rter an zusa¨tzlichem Speicher.18
In einem erweiterten Berechnungsmodell, in dem zum einen Divisionen in konstan-
ter Zeit berechenbar sind und zum anderen die unwiderrufliche Zersto¨rung (d.h.
Lo¨schung oder Verfa¨lschung) von Eingabeelementen gestattet ist, kann eine Adap-
tion des Algorithmus als in-place-Verfahren und mit einer Laufzeitkomplexita¨t von
O((n+ k) · log2 n) analysiert werden.
Eine Verbesserung dieser Resultate stellt der spa¨ter von Vahrenhold [Vah05]
pra¨sentierte in-place-Algorithmus fu¨r das Linienschnittproblem mit einer Laufzeit
von nur O(n · log22 n + k) dar, der das Verfahren von Balaban [Bal95] modifiziert.
Bereits zuvor hatten Bose et al. einen in-place-Algorithmus vorgestellt, der das Seg-
mentschnittproblem fu¨r den Spezialfall orthogonaler (d. h. o.B.d.A. nur horizontaler
und vertikaler) Liniensegmente in optimaler Komplexita¨t von O(n · log2 n+ k) lo¨st.
Konvexe Hu¨llen Fu¨r das ebenso klassische Problem der Berechnung der konve-
xen Hu¨lle einer n-elementigen Punktmenge in der Ebene stellten Bro¨nnimann et al.
[BIK+04] verschiedene speichereffiziente Algorithmen vor. Der effizienteste dieser
Algorithmen ist eine in-place-Variante von Chans Algorithmus [Cha96], die eine
asymptotisch optimale ausgabesensitive Laufzeit von O(n · log2 h) aufweist, wobei h
die Anzahl der Punkte auf der konvexen Hu¨lle bezeichnet. Bro¨nnimann et al. ver-
wenden des Weiteren in jeder Iteration ihres von Chan adaptierten Algorithmus eine
in-place-Variante von Grahams Algorithmus [Gra72] zur Berechnung der konvexen
Hu¨lle von Teilen der Eingabe. Zudem pra¨sentierten sie — ebenfalls als Adaption
des Algorithmus von Graham — ein Verfahren, das in-place und in linearer Zeit die
konvexe Hu¨lle einer Punktmenge, die in einer lexikographischen Sortierung vorliegt,
berechnet. Des Weiteren geben die Autoren an, dass sich die Adaption von Chans
Algorithmus in abgewandelter Form auch fu¨r die in-place-Bestimmung aller Maxima
einer planaren Punktmenge in O(n · log2 n) Zeit verwenden la¨sst.19
Bro¨nnimann und Chan [BC04] stellten zudem einen in-place-Algorithmus mit li-
nearer Laufzeit zur Berechnung der konvexen Hu¨lle einer einfachen (offenen oder ge-
schlossenen) Polylinie vor, wobei letztere durch eine Liste ihrer Punkte (die entspre-
chend ihren Nachbarschaftsbeziehungen angeordnet sind) u¨bergeben wird. Hierfu¨r
adaptieren die Autoren den Algorithmus von Lee [Lee83], welcher wiederum auf dem
Ansatz von Graham [Gra72] basiert.
Fu¨r die Berechnung konvexer Hu¨llen in ho¨herdimensionalen Ra¨umen fu¨hren
Bro¨nnimann et al. [BIK+04] aus, dass ein Algorithmus, der unabha¨ngig voneinander
von Chan [Cha96], Clarkson [Cla94] und Ottmann et al. [OSS01] vorgestellt wur-
de, bereits in-place arbeitet, sofern zur Lo¨sung der in der Berechnung auftretenden
18Das im vorigen Abschnitt vorgestellte Berechnungsmodell fu¨r speichereffiziente Algorithmen
ist fu¨r die genannten Liniensegmentschnittalgorithmen bzw. fu¨r deren Speicherbedarfsanalyse in
folgender Weise zu erweitern: Neben dem begrenzten Arbeitsspeicher fu¨r Berechnungen kann die
Ausgabe in Form eines Datenstroms in einen write-only-Speicher geschrieben werden, auf dessen
Inhalt nicht mehr durch die zu analysierenden Algorithmen zugegriffen werden kann und des-
sen Gro¨ße nicht na¨her betrachtet wird. Ohne diese Modifikation des Berechnungsmodells ist es
offensichtlich nicht mo¨glich, Segmentschnittalgorithmen mit — auch im schlimmsten Falle — sub-
quadratischem Speicherbedarf zu entwickeln, da die Anzahl der Schnittpunkte quadratisch in der
Anzahl der betrachteten Liniensegmente sein kann.
19Diese Problemstellung wird in Kapitel 6 genauer betrachtet.
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linearen Optimierungsprobleme ein speichereffizienter Algorithmus verwendet wird.
Die resultierende Gesamtlaufzeit fu¨r die Bestimmung (und Ausgabe) der konvexen
Hu¨lle ist in O(d! · n · h). Bro¨nnimann et al. [BCC04] pra¨sentierten spa¨ter einen ran-
domisierten in-place-Algorithmus, der zu einer d-dimensionalen Eingabe die Punkte
der konvexen Hu¨lle in einer erwarteten Laufzeit von O(n2−1/bd/2c+) fu¨r ein beliebig
kleines positives  bestimmt. Hierzu verwenden die Autoren unter anderem ein von
ihnen entwickeltes in-place-Lo¨sungsverfahren fu¨r spezielle lineare Optimierungsauf-
gaben.
Im selben Artikel wird auch ein ausgabesensitiver Algorithmus fu¨r die Bestim-
mung (und Ausgabe) der Komponenten der unteren bzw. oberen konvexen Hu¨lle ei-
ner dreidimensionalen Eingabe in erwartet O(n · log2 h) Zeit beschrieben, der Chans
Verfahren [Cha96] adaptiert. Fu¨r die Berechnung der gesamten konvexen Hu¨lle im
dreidimensionalen Raum stellten Bro¨nnimann et al. [BCC04] einen Algorithmus mit
einer Laufzeit von O(n · log32 n) und einem Bedarf an zusa¨tzlichen Speicherwo¨rtern
von O(log2 n) vor.20
Voronoi-Diagramme Die Bestimmung des Voronoi-Diagramms21 zu einer plana-
ren Punktmenge kann durch Berechnung der konvexen Hu¨lle der auf einen dreidi-
mensionalen Paraboloid gelifteten Eingabepunkte erfolgen, vergleiche de Berg et al.
[dBvKOS97]. Der letztgenannte Konvexe-Hu¨lle-Algorithmus von Bro¨nnniman et al.
liefert in der oben angegebenen Laufzeit und unter Verwendung vonO(log2 n) zusa¨tz-
lichen Speicherwo¨rtern das Voronoi-Diagramm einer zweidimensionalen Eingabe.
Na¨chste-Nachbarn-Probleme Ein Paar mit geringstem Abstand innerhalb ei-
ner planaren Punktmenge la¨sst sich in-place und in optimaler Laufzeitkomplexita¨t
von O(n · log2 n) mit einem Algorithmus von Bose et al. [BMM+06] berechnen, wel-
cher das divide & conquer-Verfahren von Bentley und Shamos [BS76] adaptiert.
Bose et al. stellten zudem einen randomisierten Algorithmus mit einer erwarteten
Laufzeit von O(n · log2 n) fu¨r die Berechnung des bichromatischen Paares mit ge-
ringstem Abstand vor, der logarithmisch viele zusa¨tzliche Speicherwo¨rter verwen-
det und der ebenfalls das algorithmische Geru¨st von Bentley und Shamos modifi-
ziert.22 Bro¨nnimann et al. pra¨sentierten fu¨r dieses Problem einen weniger effizienten
plane-sweep-Algorithmus mit O(n · log2 n) Laufzeit und einem Speicherbedarf von
O(log22 n) zusa¨tzlichen Wo¨rtern. Fu¨r diesen stellten sie jedoch eine Erweiterung vor,
die — in denselben Komplexita¨ten — zu jedem Punkt einer planaren Eingabemen-
ge einen na¨chsten (je nach Aufgabenstellung monochromatischen oder bichromati-
schen) Nachbarn berechnet (und in einen Ausgabestrom schreibt).
20Dieser Algorithmus separiert im u¨bergebenen Feld A die Punkte der konvexen Hu¨lle von den
u¨brigen Eingabepunkten. Zusa¨tzlich (und in derselben Laufzeitkomplexita¨t) ko¨nnen die Kanten
und Facetten der konvexen Hu¨lle in einen Ausgabestrom geschrieben werden, sofern ein erweitertes
Berechnungsmodell wie das fu¨r Liniensegmentschnittalgorithmen angegebene (fu¨r die Laufzeitana-
lyse) zu Grunde gelegt wird.
21Einen U¨berblick verschiedener Definitionen von Voronoi-Diagrammen und effizienter Algorith-
men fu¨r ihre Berechnung geben Aurenhammer und Klein [AK00].
22Beim Problem der Bestimmung des bichromatischen Paares mit geringstem Abstand werden
zwei (verschiedenfarbige) Eingaben von Punkten u¨bergeben; es sind nur die Absta¨nde von Paaren
von Punkten zu betrachten, welche aus unterschiedlichen Mengen stammen.
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Bereichsabfragen Bro¨nnimann et al. [BCC04] untersuchten verschiedene Typen
von Partitionsba¨umen, die sich als Datenstrukturen fu¨r Bereichsabfragen verwenden
lassen. Sie fu¨hrten aus, dass ein Partitionsbaum implizit, d.h. in-place, vorgehal-
ten werden kann. Die Erstellung dieser impliziten Datenstruktur nimmt fu¨r eine
n-elementige Punktmenge O(n log2 n) Zeit in Anspruch. Ist die Eingabe einmal ent-
sprechend arrangiert, lassen sich die k Eingabepunkte, die sich in einem beliebigen
Anfragesimplex befinden, in-place in O(n1−1/d+ + k) Zeit bestimmen. Auch Halb-
raumfragen lassen sich effizient in O(n1−1/bd/2c+) Zeit beantworten.
Diese implizite Datenstruktur — bzw. verschiedene Varianten dieser — ko¨nnen
nach Bro¨nnimann et al. modifiziert werden, um das Einfu¨gen weiterer Punkte zu un-
terstu¨tzen. Diese Funktionalita¨t bzw. die hierfu¨r notwendigen Modifikationen schla-
gen sich in einem weiteren logarithmischen Faktor in der Anfragezeit nieder.
Ausdehnungsprobleme Chen und Chan [CM05] betrachteten als erste das Klee-
sche Maßproblem mit der Zielsetzung, es speichereffizient zu lo¨sen. Die Eingabe
besteht bei diesem Problem aus n achsenparallelen Rechtecken, fu¨r deren Vereini-
gung der Fla¨cheninhalt zu bestimmen ist. Die Autoren stellten einen Algorithmus
mit einer Laufzeit von O(n3/2 · log2 n) vor, der O(
√
n) zusa¨tzliche Speicherwo¨rter
verwendet. Laufzeit und Speicherbedarf reduzieren sich auf O(n · log22 n) bzw. auf
O(log22 n), wenn die unwiderrufliche Zersto¨rung der Eingabe zugelassen werden kann.
Zusa¨tzlich pra¨sentierten Chen und Chan ein Verfahren, das — in O(n · log32 n) Zeit
und mit O(log22 n) zusa¨tzlichen Speicherwo¨rtern — zu einer Eingabe von n Punkten
dasjenige Einheitsquadrat (bzw. seine Lage) bestimmt, das die maximale Anzahl an
Eingabepunkten u¨berdeckt.
Vahrenhold [Vah06] beschrieb einen mit einer Laufzeit von O(n3/2 · log2 n) effi-
zienteren Algorithmus fu¨r das Kleesche Maßproblem, der zudem eine nur konstante
Anzahl an zusa¨tzlichen Speicherwo¨rtern verwendet. Weiterhin pra¨sentierte Vahren-
hold einen in-place-Algorithmus fu¨r die eindimensionale Variante dieses Problems,
dessen Laufzeitkomplexita¨t mit O(n · log2 n) optimal ist.
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Kapitel 5
Speichereffiziente Berechnung von
Geradenscha¨tzern
In diesem Kapitel wird die algorithmische Herausforderung, speichereffizient Daten
zu aggregieren, zuna¨chst allgemein beschrieben und die Relevanz speichereffizienter
Aggregation in praktischen Szenarien erla¨utert. Die ha¨ufig verwendete geometrische
Aggregationsoperation des Bestimmens einer Ausgleichsgeraden zu einer Punktmen-
ge durch einen Geradenscha¨tzer wird na¨her motiviert und nachfolgend werden im
Rahmen dieser Arbeit entwickelte in-place-Algorithmen zur Berechnung von robus-
ten Geradenscha¨tzern vorgestellt [BV06b].
5.1 Speichereffiziente Aggregation und Einordnung
der Geradenscha¨tzer-Aufgabe
Die Aggregation von Daten ist seit jeher eine zentrale Aufgabenstellung in vielen
Anwendungssystemen: Jedes praxistaugliche Datenbanksystem bietet zumindest die
Aggregationsoperationen des Za¨hlens von Eintra¨gen (jeweils mit und ohne Vielfach-
heiten) sowie der Bildung von Summe, Maximum, Minimum und des Durchschnitts
(jeweils fu¨r eindimensionale numerische Wertebereiche) an.1 Diese Operationen sind
algorithmisch einfach zu realisieren — auch dann, wenn nur konstant viel zusa¨tzli-
cher Speicher zur Verfu¨gung steht: Ihre Ergebnisse sind in-place und in (in der Gro¨ße
der zu aggregierenden Eingabe) linearer und damit optimaler Zeit berechenbar. Letz-
teres gilt sogar fu¨r die komplexere Berechnung des Medians einer Multimenge (bzw.
fu¨r die Elementselektion, vergleiche Abschnitt 4.1.2).
Wie bereits in Kapitel 4 skizziert, sind speichereffiziente Aggregationsalgorith-
men insbesondere in den Anwendungsfeldern der lokationsbasierten Dienste und vor
allem der Sensornetzwerke von Nutzen: In Sensornetzwerken ist die Aggregation
von gewonnenen Daten vor deren Propagierung ratsam, um hohe Sende- und damit
Energiekosten zu vermeiden (siehe beispielsweise [LHY+04, DNW05]); Aggregatio-
nen sollten daher lokal, d. h. bereits von den Sensor-Computern ausgefu¨hrt werden,
wobei deren begrenzte Speicherressourcen zu beru¨cksichtigen sind [SS04]. Anschlie-
1Einen U¨berblick u¨ber Technik, Funktionsumfang und Historie von Datenbanksystemen bieten
unter anderem die Lehrbu¨cher von Elmasri und Navathe [EN03] und Silberschatz et al. [SKS05].
93
ßend werden nur die Resultate der Aggregationen energiesparend zur zentralen oder
dezentralen Protokollierung oder Weiterverarbeitung gesendet. Eines der Anwen-
dungsfelder dieser Strategie ist die Sammlung und Propagierung von Bewegungs-
daten. Entsprechende Anwendungungsszenarien lassen sich danach unterteilen, ob
Bewegungen durch stationa¨re Sensoren oder durch an spezifischen sich bewegenden
Objekten (oder Subjekten) angebrachte Sensoren u¨berwacht werden. In Szenarien
ersteren Typs ist, bedingt durch die Vielzahl an gewonnenen und zu integrierenden
Informationen, die Aggregation wesentlicher Bestandteil der Datenverarbeitung.2
In Szenarien letzteren Typs ist die gemessene Bewegung die der jeweiligen Senso-
ren [JOW+02, KV03, MCP+02], und ein wesentlicher Anwendungsbereich ist die Be-
obachtung von Tieren (bzw. Tierherden) und deren Verhalten [MCP+02, JOW+02].
Auch fu¨r diese Szenarien wird die Aggregation durch Sensor-Computer aus den be-
reits genannten Gru¨nden praktiziert [SOP+04].
Auch im Bereich lokationsbasierter Dienste werden (u¨ber fu¨r diese Dienste taug-
liche Gera¨te wie Mobiltelefone oder PDAs) Informationen kommuniziert, deren Sen-
dung kostspielig ist.3 Zudem erfordern diese Dienste zuweilen, dass gro¨ßere Daten-
mengen auf ein mobiles Endgera¨t eines konkreten Nutzers u¨bertragen werden, diese
aber anschließend nach perso¨nlichen Pra¨ferenzen selektiert oder visuell aufbereitet
werden ko¨nnen. Dies erfordert wiederum Datenaggregationen und -selektionen auf
dem — eventuell stark speicherbeschra¨nkten — mobilen Endgera¨t.4 Als Beispiele
seien fu¨r einen konkreten Nutzer die Ermittlung der na¨chsten erreichbaren Nutzer
(oder Dienstleister, wie etwa Taxifahrer) sowie die priorita¨tsgesteuerte Selektion von
Geo- oder Metainformationen zu Kartenausschnitten genannt, fu¨r weitere Anwen-
dungsbeispiele siehe [HTKR05, Kapitel 5.5 und Kapitel 7.4]).
2Aslam et al. [ABC+03] beschreiben die Bewegungsmessung und -analyse von Objekten durch
Sensoren, die nur ein Na¨hern oder Entfernen von Objekten registrieren, Anzahl, Richtung und Ent-
fernung von sich bewegenden Objekten aber nicht eigensta¨ndig beurteilen ko¨nnen. Fu¨r die Analyse
dieser Sensormessungen werden Aggregationsoperationen benutzt und auch das Komprimieren von
Sensordaten vor deren Sendung wird vorgeschlagen. Duckham et al. [DNW05] beschreiben die U¨ber-
wachung der Bewegungen von ra¨umlich ausgedehnten Pha¨nomenen wie Wettergebieten. Fu¨r die
Beantwortung von Anfragen werden Informationen regionsbasiert und nur durch miteinander kom-
munizierende Sensor-Computer aggregiert. Cerpa et al. [CEH+01] fassen verschiedene Designziele
fu¨r die U¨berwachung von Biotopen durch Sensornetzwerke zusammen und stellen insbesondere
ein Modell zur Beobachtung von Bewegungen durch stationa¨re Sensoren vor. Die Notwendigkeit
von — auf Sensor-Computern mit beschra¨nkten Ressourcen durchfu¨hrbarer — Aggregation wird
herausgestellt.
3Im Anwendungsfeld lokationsbasierter Dienste beziehen sich die Kosten — wie fu¨r Sensor-
netzwerke — auf den Energieverbrauch, aber auch auf Kriterien wie die im verwendeten Netz zur
Verfu¨gung stehende Bandbreite sowie die moneta¨ren Kosten fu¨r den Nutzer, vergleiche Ho¨pfner
et al. [HTKR05].
4Die Aggregation und Selektion sollte zur Verringerung der Sendekosten bei mobilen Diensten
idealerweise auf Serverseite durchgefu¨hrt werden. Viele mobile Dienste unterstu¨tzen diese Funktio-
nalita¨ten allerdings nicht — auch aus nicht technisch bedingten Gru¨nden: So senden viele Dienste
beispielsweise Werbung, die allerdings durch auf dem Endgera¨t installierte Software herauszufiltern
ist. Zudem kann — etwa mit der Bewegung des Nutzers oder der A¨nderung seiner Interessen — die
Wiederverwendung und Neubewertung der an ein mobiles Gera¨t gesendeten Daten ratsam bzw.
notwendig sein, etwa bei tempora¨rer Nichtverfu¨gbarkeit des Dienstes (vergleiche jeweils Ho¨pfner
et al. [HTKR05, Kapitel 5 und 7]).
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Das Geradenscha¨tzer-Problem Die genannten Szenarien und referenzierten
Arbeiten legen nahe, dass sowohl fu¨r Sensornetzwerke als auch fu¨r mobile Dienste
insbesondere die speichereffiziente Aggregation geometrischer oder geometrisch in-
terpretierbarer (etwa zeitvarianter) Daten relevant ist. Geradenscha¨tzer (engl.: line
estimators) dienen der Aggregation ra¨umlicher, ra¨umlich-temporaler oder generell
mehrdimensionaler Daten. Sie berechnen zu einer Menge P von Punkten p1, . . . , pn
eine Ausgleichsgerade, d. h. sie scha¨tzen die Steigung (oder allgemeiner: die Gestalt)
einer Geraden, auf der die Punkte von P — von (etwa durch Messfehler verursach-
ten) Ungenauigkeiten abstrahierend — vermutet werden. Es sei als Geradenscha¨tzer
fortan ein konkretes Verfahren bezeichnet, das festgelegt, auf welche Weise die re-
sultierende Gerade aus der Eingabe bestimmt wird.
Geradenscha¨tzer finden in vielen Bereichen der statistischen Analyse — in An-
wendungsfeldern der Natur-, Wirtschafts- und Sozialwissenschaften — Verwendung
[Val01, Bob01]. Die Aufgabe des Geradenscha¨tzens fu¨r eine Menge P mehrdimen-
sionaler Daten {pi = (xi,1, . . . , xi,d)}i=1,...,n wird dabei zumeist als lineare Regressi-
onsanalyse bezeichnet (siehe fu¨r eine Einfu¨hrung Rousseeuw und Leroy [RL87]). In
dieser wird versucht, durch Wahl der Gestalt einer Ausgleichsgeraden (durch Wahl
von Parametern Θ1, . . . ,Θd) die Fehlerwerte e1, . . . , en in folgendem Gleichungssys-
tem geeignet zu minimieren:
yi = Θ0 + xi,1 ·Θ1 + . . .+ xi,d ·Θd + ei (i = 1, . . . , n) (5.1)
Die Parameter Θ0 bis Θd bestimmen eine Gerade im d-dimensionalen Raum ein-
deutig und sie ergeben sich (allerdings nicht zwangsweise eindeutig) aus dem Maß,
bezu¨glich dessen die Gesamtheit der Fehler e1, . . . en im Gleichungssystem (5.1) mi-
nimiert werden soll. Die Werte yi werden als Antwortvariablen bezeichnet. Der Fokus
dieses Kapitels liegt auf der einfachen linearen Regressionsanalyse, einem Spezialfall
der obigen Formulierung des Problems fu¨r d = 2:
yi = Θ0 + xi,1 ·Θ1 + ei (i = 1, . . . n) (5.2)
Der ermittelte Wert von Θ1 entspricht im Gleichungssystem (5.2) der gescha¨tzten
Steigung einer Geraden in der Ebene. Die zusa¨tzliche Festlegung von Θ2 legt den
y-Achsenabschnitt der Geraden fest. Im Idealfall liegen die vorgegebenen Punkte
(x1, y1), . . . , (xn, yn) auf dieser Geraden (so dass ei = 0 fu¨r i = 1, . . . , n gilt).
5
Geradenscha¨tzer besitzen auch rein geometrische Anwendungen: Sie werden in
der Computervision und -grafik zur Transformation von pixelbasierten Bildern in
eine vektorbasierte Darstellung sowie in der automatisierten Bildanalyse zur Er-
kennung insbesondere von Horizonten oder Raummerkmalen wie Tu¨ren oder Fens-
tern eingesetzt [KN89, EHM04]. Im Kontext von Sensornetzwerken kann ein Ge-
radenscha¨tzer insbesondere zur Simplifizierung von (als linear vermuteten) beob-
achteten Bewegungen oder von anderen sich in der Zeit entwickelnden Gro¨ßen ver-
wendet werden. Eine solche Komprimierung zeitlicher Verla¨ufe wird von Lazaridis
5Die multiple lineare Regressionsanalyse behandelt den allgemeinen, in Gleichung (5.1) dar-
gestellten Fall. Multivariat werden Regressionsanalysen genannt, in denen zu Eingabepunkten pi
statt jeweils einer Antwortvariablen yi wie in obigem Gleichungssystem mehrere Antwortvariablen
yi,1, . . . , yi,r in der Fehlerminimierung zu beru¨cksichtigen sind (siehe [RL87]).
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und Mehrotra [LM03] und Lazaridis et al. [LHY+04] als eine fu¨r den Einsatz in
Sensornetzwerken zentrale Aggregationsoperation angesehen. Zusa¨tzlich stellen die
genannten Arbeiten die Relevanz heraus, die Qualita¨t der durch Sensor-Computer
gewonnenen Daten — trotz einer notwendigen Komprimierung — (gema¨ß einem
gewissen Standard) zu bewahren. Der folgende Absatz motiviert unter anderem,
warum gerade die robusten Geradenscha¨tzer, zu deren Berechnung in dieser Arbeit
speichereffiziente Algorithmen vorgestellt werden, einen Beitrag zu dieser Qualita¨ts-
sicherung leisten ko¨nnen.
Zur Robustheit eines Geradenscha¨tzers Ein wesentliches Kriterium fu¨r die
Qualita¨t eines Geradenscha¨tzers ist seine Robustheit. Eine geringe Robustheit be-
deutet im Kontext von Geradenscha¨tzern, dass nur wenige “Ausreißer” unter den zu
aggregierenden Punktdaten genu¨gen, um das Ergebnis des Scha¨tzers signifikant zu
verfa¨lschen. Das allgemein gebra¨uchliche Maß fu¨r die Robustheit eines Scha¨tzers ist
sein breakdown value. Dieser Wert gibt eine untere Schranke fu¨r den prozentualen
Anteil an Ausreißern unter den zu aggregierenden Daten an, der genu¨gt, um das
Ergebnis des Scha¨tzers beliebig zu verfa¨lschen.6
Ein einfach zu berechnender, aber nicht robuster Geradenscha¨tzer ist der (lineare)
least squares estimator. Dieser berechnet (als Lo¨sung eines linearen Gleichungssys-
tems) zu Punkten p1, . . . , pn eine Gerade, fu¨r die die Summe u¨ber die quadratischen
Entfernungen zu den Eingabepunkten minimiert wird. Da ein einziger Ausreißer die
so gescha¨tzte Gerade beliebig verfa¨lschen kann, besitzt dieser Scha¨tzer ein breakdown
value von 0 %. Der gegenu¨ber solchen einfacheren Scha¨tzern gro¨ßere Berechnungs-
aufwand fu¨r robuste Scha¨tzer wird in vielen Anwendungsszenarien akzeptiert (siehe
etwa Matousˇek et al. [MMN98] und dort enthaltene Referenzen).
Zur algorithmischen Komplexita¨t des Geradenscha¨tzens Auch fu¨r geome-
trische Daten sind viele Standard-Aggregationsoperatoren (im real RAM -Modell) in
linearer Zeit in-place berechenbar, etwa der Schwerpunkt einer Menge von Punkten
beliebiger Dimension.
Aus Sicht der Erforschung und Entwicklung speichereffizienter Algorithmen ist
unter den Aufgabenstellungen zur Datenaggregation die Berechnung robuster Scha¨t-
zer aus folgendem Grund von besonderem Interesse: Die Robustheit eines Scha¨tzers
wird durch Verarbeitung globaler statistischer Informationen u¨ber alle Eingabedaten
(sowie u¨ber ihre relative Lage) gesichert; die Berechnung, Speicherung und Verarbei-
tung dieser statistischen Informationen in asymptotisch geringer Laufzeit bei gleich-
zeitiger Verwendung von nur konstantem zusa¨tzlichem Speicher ist daher ein heraus-
forderndes und — fu¨r alle in dieser Arbeit betrachteten robusten Geradenscha¨tzer
6Formal kann der Begriff des breakdown value wie folgt definiert werden (vergleiche [RL87,
Kapitel 2]): Eine Eingabe P bestehe aus n Punkten. Bezeichne P ′m eine Menge, die einer Eingabe
P entspricht, in der m ihrer Punkte durch beliebig zu wa¨hlende Punkte ersetzt sind. Definiere fu¨r
einen Scha¨tzer T den breakdown value b||·||(m;P, T ) = sup{||T (P ′m) − T (P)|| : P ′m}, wobei || · ||
eine Metrik ist. Der breakdown value ε∗ des Scha¨tzers T bezu¨glich der n-elementigen Eingabe P
ist durch ε∗(T,P) = min{m/n : b||·||(m;T,P) =∞} definiert, wobei die fu¨r die Definition von b||·||
verwendete Metrik ||·|| die euklidische Metrik ist. Der breakdown value eines Scha¨tzers T ist dann
als der Grenzwert lim
n→∞{ε
∗(T,P) : P ⊂ R2, |P| = n} definiert.
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— nicht triviales algorithmisches Problem. Rousseeuw und Leroy formulieren, dass
”
es tieferliegende Gru¨nde dafu¨r zu geben scheint, dass mo¨glichst robuste Scha¨tzer
fu¨r die Regressionsanalyse sich nicht billig berechnen lassen“ [RL87, Seite 29].7
Insbesondere ist fu¨r die im Folgenden beschriebenen Varianten der Aufgabenstel-
lung, eine Gerade robust zu scha¨tzen, eine superlineare untere Schranke innerhalb
des real RAM -Modells nachweisbar. Die dargestellten Varianten nehmen eine zen-
trale Stellung in U¨berblicken zur Regressionsanalyse wie dem von Rousseeuw und
Leroy [RL87] ein.
Theil-Sen-Scha¨tzer Theil [The50] entwickelte einen Scha¨tzer, fu¨r den Sen [Sen68]
folgende robustere Variante definierte: Der Theil-Sen-Scha¨tzer bestimmt fu¨r ei-
ne n-elementige Menge zweidimensionaler Punkte die mediane Steigung unter
den Steigungen aller
(
n
2
)
Geraden, die jeweils durch zwei Punkte der Eingabe
definiert werden.8 Die Definition dieses Scha¨tzers la¨sst sich auf Eingaben einer
beliebigen Dimension d erweitern, in denen nun die Steigungen der
(
n
d
)
Hy-
perebenen zu betrachten sind. Der breakdown value des Theil-Sen-Scha¨tzers
betra¨gt 1− (1/2)1/d, fu¨r zweidimensionale Eingaben also etwa 29.3.% [MN93].
Repeated Median(RM)-Scha¨tzer Der von Siegel entwickelte repeated median-
Geradenscha¨tzer [Sie82] ist hinsichtlich seiner Robustheit eine Optimierung des
Theil-Sen-Scha¨tzers. Er bestimmt eine Gerade zu einer Menge von Punkten
in der Ebene wie folgt: Fu¨r jeden Punkt pi = (xi, yi) der Eingabe P bezeich-
ne mi die mediane Steigung unter den Steigungen sj der n − 1 Geraden, die
durch pi und einen weiteren Punkt aus P\{pi} festgelegt werden. Der von Ma-
tousˇek et al. so genannte repeated median slope [MMN98] s ist als der Median
in der Multimenge der n so bestimmten medianen Steigungen mi definiert.
9
Der breakdown value des repeated median-Geradenscha¨tzers ist mit 50 % opti-
mal [RL87, Kapitel 2.7].10
Least Squares of Median(LMS)-Scha¨tzer Rousseeuw [Rou84] entwickelte den
LMS-Geradencha¨tzer als robustere Alternative zur least squares-Methode. Der
LMS-Scha¨tzer bestimmt eine Gerade, fu¨r die der Median (statt der Summe wie
bei der least squares-Methode) der quadratischen Abweichungen zu den Einga-
bepunkten minimiert wird. Sein breakdown value betra¨gt 50 % [RL87, Kapitel
3.4].
7Der Aussage von Rousseeuw und Leroy im orignalen Wortlaut: ”It appears that there are deep
reasons why high-breakdown regression cannot be computed cheaply. “
8Fu¨r die Wahl des y-Abschnittes einer zu scha¨tzenden Geraden, d. h. des zweiten Parameters,
der diese Gerade eindeutig bestimmt, existieren verschieden Vorschla¨ge, die sich mit dem Theil-
Sen-Scha¨tzer kombinieren lassen [RL87].
9Die berechneten medianen Steigungen ko¨nnen zusa¨tzlich zur Scha¨tzung der Lage der Geraden
herangezogen werden: Der so benannte reapeated median intercept [MMN98] c ist als der Median der
Multimenge (yi− si ·xi)i=1,...,n definiert und kann daher — als zweiter Parameter der zu scha¨tzen-
den Geraden — durch linearen zusa¨tzlichen Zeitaufwand berechnet werden. Die resultierende und
reapeated median line [MMN98] benannte Gerade g ist durch g(x) := s · x+ c gegeben.
10Auch die Definition des repeated median-Geradenscha¨tzers la¨sst sich fu¨r ho¨herdimensionale
Eingaben verallgemeinern; auch fu¨r solche Eingaben betra¨gt sein breakdown value 50 %, vergleiche
Mount und Netanyahu [MN93].
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Zur Berechnung des LMS-Scha¨tzers fu¨r zweidimensionale Eingaben pra¨sen-
tierten Souvaine und Steele einen Algorithmus [SS87b] mit einer Laufzeit von
O(n2) und Steele und Steiger [SS86] stellten einen effizienten randomisierten
Algorithmus vor; letzterer besitzt eine erwartete Laufzeit von O(n · log22 n) —
allerdings nur gemittelt u¨ber zweidimensionale Eingaben, die einer geeigne-
ten Zufallsverteilung entsprechen. Fu¨r Eingaben einer beliebigen Dimension
d pra¨sentierten Erickson et al. [EHM04] einen Algorithmus mit einer Lauf-
zeit von O(nd · log2 n). Zudem wiesen sie fu¨r die Problemstellung eine untere
Schranke von Ω(nd) im real RAM -Modell nach.
Abbildung 5.1 skizziert die Resultate der verschiedenen Geradenscha¨tzer fu¨r ein
Beispiel. 11 Im linken Teil ist die Bestimmung durch den Theil-Sen-Scha¨tzer darge-
stellt: Die
(
n
2
)
durch die Eingabe induzierten Geraden werden nach ihrer Steigung
aufgeza¨hlt; die Gerade mit der zu bestimmenden medianen Steigung ist rot markiert.
Im mittleren Teil der Abbildung ist zu jedem Punkt der Eingabe die Bestimmung
der (unterbrochen gezeichneten) medianen Steigungen der Geraden, die durch diesen
und einen weiteren Eingabepunkt laufen, dargestellt. Fu¨r den repeated median, also
den Median dieser medianen Steigungen, ist die zugeho¨rige Gerade in roter Farbe
dargestellt.12 Im rechten Teil der Abbildung ist das Ergebnis der Anwendung des
LMS-Scha¨tzers dargestellt: Die rot markierte Gerade minimiert den Median der qua-
dratischen Entfernungen zu den vier Eingabepunkten. Die entsprechende mediane
quadratische Entfernung ist als rot gefa¨rbtes Lot angedeutet.
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Abbildung 5.1: Skizzen zur Scha¨tzung einer Steigung durch den Theil-Sen- und
den repeated median-Scha¨tzer sowie zur Scha¨tzung einer Geraden
durch den LMS-Scha¨tzer.
In diesem Kapitel werden randomisierte in-place-Algorithmen mit erwartet op-
timaler Laufzeit zur Berechnung des Theil-Sen- bzw. des RM-Scha¨tzers jeweils fu¨r
zweidimensionale Eingaben vorgestellt.
11In den folgenden Ausfu¨hrungen wird als Ordnung, bezu¨glich der die mediane (bzw. allgemeiner:
die k-te) Steigung zu bestimmen ist, wie in der Literatur u¨blich, die Ordnung nach dem gegen den
Uhrzeigersinn gemessenen Winkel mit der x-Achse verwendet, vergleiche [MN91]. Diese Festlegung
ist konsistent mit der Formulierung der Gleichung 5.2.
12Zu beachten ist, dass die feiner gestrichelt dargestellte Gerade die mediane Steigung in zwei
Punkten der Eingabe besitzt. Da der wiederholte Median als der Median u¨ber die Multimenge
der medianen Geraden gebildet wird, muss diese Gerade bei der Bestimmung des Medians der
medianen Steigungen zweifach beru¨cksichtigt werden.
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5.2 Suche durch randomisierte Interpolation
Der nachfolgend vorgestellte randomisierte in-place-Algorithmus zur Berechnung des
Theil-Sen-Scha¨tzers bzw. zur Bestimmung einer Geraden medianer Steigung nutzt
eine Suchtechnik, die unabha¨ngig voneinander sowohl von Matousˇek [Mat91b] als
auch von Dillencourt et al. [DMN92] vorgestellt wurde. Diese Suchtechnik benennt
Matousˇek als
”
randomisierte Suche durch Interpolation“ (engl.: randomized inter-
polation search). Matousˇek skizziert die Anwendung dieser Technik auch fu¨r weitere
Problemstellungen, fu¨r die er durch praktische und theoretische Evaluation zeigt,
dass die randomisierte Suche durch Interpolation (in den betrachteten Fa¨llen) Ef-
fizienzvorteile gegenu¨ber einfacheren randomisierten Suchkonzepten bietet. Zudem
ist die randomisierte Suche durch Interpolation — anscheinend im Gegensatz zu
vergleichbaren deterministischen Suchverfahren — fu¨r viele Problemstellungen auch
in-place realisierbar.
Diese randomisierte Suchtechnik kann daher als Basis fu¨r in-place-Lo¨sungen von
Suchproblemen verwendet werden, fu¨r die bislang keine laufzeit- und zugleich spei-
chereffizienten Algorithmen publiziert wurden. Belegt wird dies in dieser Arbeit
durch Vorstellung solcher Algorithmen fu¨r die Berechnung des Theil-Sen- und des
repeated median-Geradenscha¨tzers. Diese Technik wird zuna¨chst losgelo¨st von der
slope selection-Problemstellung beschrieben und die Realisierbarkeit einer allgemei-
nen speichereffizienten Variante u¨berpru¨ft.
5.2.1 Das Konzept der randomisierten Suche durch Inter-
polation
Betrachtet wird die folgende allgemein gefasste Aufgabenstellung: Es ist ein Element
K in einer großen Kandidatenmenge an Hand seines Ranges k bezu¨glich einer auf
der Kandidatenmenge definierten Ordnung <K zu identifizieren. Fu¨r die Beantwor-
tung von Aufgabenstellungen dieser Art existieren Techniken, die eine effizientere
Alternative zur expliziten Betrachtung sa¨mtlicher Kandidaten darstellen: Dies sind
zum einen die von Meggido entwickelte deterministische Technik der parametrischen
Suche [Meg83], zum anderen einfachere randomisierte Alternativen, insbesondere die
von Matousˇek [Mat91b] beschriebene Suche durch randomisierte Interpolation. Die
dieser Suchtechnik zu Grunde liegende Strategie besteht darin, eine Suchdoma¨ne S,
die anfa¨nglich alle Kandidaten umfasst, iterativ durch Verwendung von Interpolation
(und deren U¨berpru¨fung) zu verkleinern: In jeder Iteration wird durch Betrachtung
einer MengeR von zufa¨llig ausgewa¨hlten Kandidaten aus S die Position des zu iden-
tifizierenden Elementes K interpoliert. Zusa¨tzlich wird eine verkleinerte Suchdoma¨ne
S ′, die mit hoher Wahrscheinlichkeit K entha¨lt und um die vermutete Position von K
gewissermaßen
”
zentriert“ ist, bestimmt. Da die Position von K nur vermutet wird,
bedarf es einer U¨berpru¨fung, ob K sich tatsa¨chlich in S ′ befindet. Ist dies der Fall, so
wird mit S ′ weiter iteriert, andernfalls erneut mit S. Die Iteration endet spa¨testens,
wenn S nur noch einen Kandidaten fu¨r das zu identifizierende Element entha¨lt. Die
Iteration kann alternativ abgebrochen werden, sobald S bzw. die verbliebene Anzahl
|S| an Kandidaten soweit verkleinert ist, dass die Suche nach K effizient in deter-
ministischer Weise (d. h. ohne weitere Verwendung von Interpolationen) beendet
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werden kann. Das Geru¨st fu¨r eine Suche durch randomisierte Interpolation ist —
abstrahiert von einer konkreten Problemstellung — in Algorithmus 5.1 skizziert.
Algorithmus 5.1 Algorithmisches Geru¨st zur Suche durch randomisierte
Interpolation[Mat91b].
1: Initialisiere die Suchdoma¨ne S. /* Erste
”
Scha¨tzung“ entha¨lt alle
Kandidaten. */
2: repeat
3: Generiere eine zufa¨llige Auswahl R von Kandidaten aus S.
4: Konstruiere eine verkleinerte Suchdoma¨ne S ′ durch
”
Interpolieren“ der Lage
von K an Hand der zufa¨lligen Auswahl R.
5: if S ′ entha¨lt K then
6: Iteriere mit neuer Suchdoma¨ne S ′.
7: else
8: Iteriere mit alter Suchdoma¨ne S.
9: end if
10: until (Suchdoma¨ne hinreichend verkleinert)
11: Beende die Suche nach K in deterministischer Weise.
5.2.2 Laufzeiteffizienz der Suche durch randomisierte Inter-
polation
Die Effizienz der randomisierten Suche durch Interpolation ist unter anderem abha¨ngig
von der Effizienz der U¨berpru¨fung, ob die verkleinerte Suchdoma¨ne das zu suchende
Element entha¨lt (Zeile 5 in Algorithmus 5.1). Fu¨r die Laufzeit des in Abschnitt 5.3
vorgestellten slope selection-Algorithmus ist essentiell, dass eine solche U¨berpru¨fung
keine explizite Aufza¨hlung aller Kandidaten aus S ′ erfordert.
Generell ha¨ngt die Effizienz dieser Suchtechnik davon ab, dass die Suchdoma¨ne S
in mo¨glichst wenigen Iterationen hinreichend verkleinert und damit die Anzahl |S|
der Kandidaten hinreichend verringert werden kann. Fu¨r viele Problemstellungen
kann dies gewa¨hrleistet werden, so dass die randomisierte Suche durch Interpolation
der randomisierten bina¨ren Suche [MR95], auch randomisierte Halbierung genannt,
nachweislich u¨berlegen ist: Diese letztere, simplere und ha¨ufig verwendete Technik
wa¨hlt in iterativen Suchschritten jeweils ein einzelnes ElementR aus den Kandidaten
fu¨r K zufa¨llig aus. Entsprechend der linearen Ordnung auf den Kandidaten separiert
dieses Element die Kandidatenmenge in zwei Teilmengen. An deren Ma¨chtigkeit,
die in linearer Zeit zu ermitteln ist, ist abzulesen, in welcher der beiden Mengen das
zu suchende k-te Element K zu finden ist. Da das separierende Element R jeweils
zufa¨llig gewa¨hlt wird, reduziert sich die Menge der zu betrachtenden Kandidaten
in einem solchen Suchschritt im erwarteten Fall um die Ha¨lfte. Demzufolge bedarf
es im erwarteten Fall einer in der Gro¨ße der Eingabe logarithmischen Anzahl von
Suchschritten, um die Suche erfolgreich abzuschließen [MR95].
Die randomisierte Suche durch Interpolation bedarf hingegen fu¨r geeignete Pro-
blemstellungen nur einer erwartet konstanten Anzahl an Iterationen, um die Su-
che zu beenden. Fu¨r das im Folgenden zuna¨chst betrachtete Problem der Suche in
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einer Menge von durch Zahlen darstellbare Kandidaten ist dies nachweisbar und
tatsa¨chlich werden sich die spa¨ter zu betrachtenden komplexeren Suchprobleme auf
dieses einfu¨hrende Problem reduzieren lassen. Der Nachweis der erwartet konstanten
Anzahl an Suchschritten fußt auf folgendem Lemma:13
Lemma 5.2.1 (Lemma 2.1 in [MMN98]) Sei eine Menge S = {s1, s2, . . . , sn}
von Zahlen sowie ein Index k mit 1 ≤ k ≤ n und eine ganze Zahl r > 0 gege-
ben. Dann ist in O(r) Zeit ein Intervall S ′ = [b′, e′] berechenbar, so dass mit einer
Wahrscheinlichkeit von 1−1/Ω(√r) die k-kleinste Zahl aus S in [b′, e′] liegt und die
Anzahl der in [b′, e′] liegenden Zahlen aus S durch n/Ω(√r) beschra¨nkt ist.
Der Nachweis dieses Lemmas ist insofern konstruktiv, als dass er zu einer konkre-
ten Vorschrift korrespondiert, wie die Intervallgrenzen b′ und e′ zu bestimmen sind.
Diese Vorschrift besteht aus der Selektion zweier Zahlen b und e aus einer zufa¨llig
(mit Wiederholungen) gewa¨hlten Stichprobe R von S nach ihrem Rang kb und ke
bezu¨glich der Zahlordnung < der Zahlen aus R. Die geeignete Wahl der Ra¨nge kb
und ke sichert, dass mit der angegebenen Wahrscheinlichkeit die gesuchte k-te Zahl
der Eingabe in [b′, e′] liegt, aber nur n/Ω(
√
r) weitere Zahlen.
Diese Vorschrift kann iterativ in einem jeden Suchschritt einer randomisierten
Suche durch Interpolation verwendet werden, um den jeweils na¨chsten Suchstrei-
fen S ′ zu mutmaßen. Die entsprechende Konkretisierung der randomisierten Suche
fu¨r eine aus Zahlen bestehende Kandidatenmenge ist nachfolgend in Algorithmus
5.2 skizziert; in den Zeilen 4 bis 6 wird besagte Vorschrift zur Wahl einer neuen
Suchdoma¨ne, bzw. der Intevallgrenzen b′ und e′, angewendet.
Durch die iterative Anwendung von Lemma 5.2.1 ergibt sich, dass fu¨r den Al-
gorithmus NumberSelection die erwartete Anzahl an Suchschritten konstant ist,
sofern die zufa¨lligen Auswahlen R in den einzelnen Suchschritten hinreichend groß
gewa¨hlt sind:
Lemma 5.2.2 (sinngema¨ß nach [MMN98]) Bezeichne S = {s1, s2, . . . , sn} ei-
ne Menge von Zahlen sowie k mit (1 ≤ k ≤ n) und r > 0 ganze Zahlen. Existieren
ein 0 < β < 1, so dass r ≥ c · |S|β gilt, dann ist die k-kleinste Zahl aus S durch O(1)
erwartet viele Iterationen des zu Lemma 5.2.1 korrespondierenden Algorithmus, mit
einer Auswahlgro¨ße r, zu bestimmen.
Beweis:
Nach Lemma 5.2.1 existieren ein r0 und Konstanten c
′ > 0 und c′′ > 0, so dass
fu¨r r ≥ r0 eine Iteration des zu Lemma 5.2.1 korrespondierenden Algorithmus mit
mindestens einer Wahrscheinlichkeit von 1− (c′/√r)
”
erfolgreich“ ist, dass also die
gesuchte k-te Zahl, aber nicht mehr als c′′ ·n/√r der Zahlen aus S im Intervall S ′ lie-
gen. Die Anzahl der
”
erfolgreichen“ Anwendungen dieses Algorithmus, die notwendig
sind, um das sukzessiv verkleinerte Intervall S auf die zu suchende k-te Zahl zu re-
duzieren, ist somit nach oben beschra¨nkt durch log√r/c′′ n = log2 n / log2(
√
r/c′′).
13Matousˇek et al. publizierten Lemma 5.2.1 zusammen mit einer Skizze seines Nachweises und
verweisen fu¨r einen kompletten Beweis auf die Beweisfu¨hrung zu den Lemmata 3.1 und 3.2 in
Dillencourt et al. [DMN92]. Diese Lemmata sind speziell fu¨r das slope selection-Problem formuliert,
aber auch fu¨r den in Lemma 5.2.1 genannte Problemstellung anwendbar.
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Algorithmus 5.2 Algorithmus NumberSelection(A[0, . . . , n− 1], k, r) bestimmt
die bzgl. der Ordnung < auf R k-te Zahl unter den Zahlen in A.
1: Setze b := −∞ und e :=∞. /* Erste
”
Scha¨tzung“ fu¨r ein die gesuchte Zahl
enthaltendes Suchintervall. */
2: repeat
3: Erzeuge eine Multimenge R von r zufa¨llig aus A (mit Zuru¨cklegen) gewa¨hlten
Zahlen.
4: Setze κ := (r/|S|) · (k − |{s ∈ A : s < b}|), κb′ := max(1, bκ − 3
√
r/2c), und
κe′ := min(r, bκ+ 3
√
r/2c).
5: Bestimme Zahlen mit Ra¨ngen κb′ und κe′ (bzgl. der <-Ordnung) in R.
6: Setze b′ bzw. e′ als die Zahlen mit Rang κb′ bzw. κe′ in R.
7: if |{s ∈ A : s < b′}| < k ≤ |{s ∈ A : s < e′}| then
8: Setze b := b′ und e := e′. /* Die k-te Zahl befindet sich in 〈b′, e′〉; verwende
fortan [b′, e′] als Suchintervall. */
9: end if
10: until |S| ≤ r /* Kandidatenmenge hinreichend reduziert. */
11: Bestimme κ wie in Zeile 4 mit R als der Menge aller Zahlen der Eingabe in
〈b, e〉. Gib die Zahl in R mit Index κ in 〈b′, e′〉 als die gesuchte, bzgl. <x k-te
Zahl zuru¨ck.
Fu¨r eine Stichprobengro¨ße r mit r ≥ r0 fu¨r ein β > 0 la¨sst sich dieser Term fu¨r
beliebige Problemgro¨ßen n ≥ r1/β0 gegen (β/2) · log2 n / (log2(c′′−2)/β + log2 n)
abscha¨tzen. Letzterer Ausdruck konvergiert fu¨r große Eingaben, d. h. fu¨r n → ∞,
gegen β/2. Fu¨r Problemgro¨ßen n < r
1/β
0 ist nichts zu zeigen, da das Lemma nur eine
asymptotische Aussage fu¨r n→∞ u¨ber die erwartete Anzahl der Suchschritte trifft.

Bemerkung 5.2.3 Es sei erwa¨hnt, dass bei der randomisierten Suche durch In-
terpolation die erwartete Anzahl an notwendigen Suchschritten fu¨r viele Problem-
stellungen und insbesondere fu¨r praktische Szenarien nicht nur konstant, sondern
a¨ußert gering ist — auch fu¨r relativ kleine Auswahlgro¨ßen r ≈ √n. Dies gilt fu¨r
die in Lemma 5.2.2 dargestellte Problemstellung der Identifizierung der k-ten Zahl,
aber auch fu¨r Problemstellungen des Geradenscha¨tzens: Fu¨r die Bestimmung des
Theil-Sen- oder des repeated median-Scha¨tzers beno¨tigen die bereits publizierten
randomisiert durch Interpolation suchenden Algorithmen fu¨r gleichverteilte (oder
gu¨nstiger: anna¨hernd auf einer Geraden befindliche) Daten zumeist nicht mehr als
vier Suchschritte bei einer Auswahlgro¨ße r ≈ √m mitm als der Anzahl der initial zu
betrachtenden Kandidaten (vergleiche [DMN92, Kapitel 5] bzw. [MMN98, Kapitel
4]).
5.2.3 Speichereffiziente randomisierte Suche durch Interpo-
lation
Die randomisierte Suche durch Interpolation ist — unter anderem fu¨r die Suche in
einer Menge von Zahlen — in-place zu realisieren, was im Folgenden nachgewiesen
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wird.
Lemma 5.2.4 Steht nur konstant viel zusa¨tzlicher Speicher zur Verfu¨gung, so gel-
ten die Aussagen von Lemma 5.2.1 und 5.2.2 mit folgenden Einschra¨nkungen: Die
zula¨ssige Gro¨ße r von R ist durch bn/2c/dlog2 ne beschra¨nkt und die in Lemma 5.2.1
angegebene Laufzeit erho¨ht sich auf O(r · log2 r · log2 n).
Beweis: Die zufa¨llige Auswahl (mit Wiederholungen) und Speicherung von r Zah-
len aus einer Menge von n Zahlen ist in-place in O(r · log2 n) Zeit mo¨glich: Nach
Korollar 4.1.4 sind in der Eingabe bis zu bn/2c/dlog2 ne viele auf Eingabeelemente
verweisende Referenzen kodierbar. Dementsprechend kann eine zufa¨llige Auswahl R
von bis zu b(n/2)c/dlog2 ne vielen Zahlen aus der Eingabe implizit durch kodier-
te Referenzen vorgehalten werden. Die Kriterien fu¨r die Zufa¨lligkeit der Auswahl
ko¨nnen auch von in-place realisierbaren Zufallszahlgeneratoren erfu¨llt werden (siehe
fu¨r eine Beschreibung geeigneter Generatoren beispielsweise Blum et al. [BBS83]).14
Die Laufzeit fu¨r die Auswahl von r Ra¨ngen aus der Menge [1, . . . , n] durch einen
solchen Generator ist in O(r · log2 n).
Jeder ausgewa¨hlte Rang kann durch Permutation von jeweils d2·log2 ne Eingabe-
elementen kodiert werden. Dies impliziert fu¨r die Gro¨ße r der kodierbaren Auswahl
eine obere Schranke von b(n/2)c/dlog2 ne. Vor dem Kodieren werden die 2·r ·dlog2 ne
kodierenden Eingabeelemente zuna¨chst (bzgl. der Zahlordnung <) sortiert. Diese
Sortierung kann durch heapsort in-place und in O(r · log2 n · log2 r) Zeit erfolgen,
vergleiche Abschnitt 4.1.2. Nachfolgend ist die Struktur des Eingabefeldes A nach
der Sortierung der ersten 2 · r · dlog2 ne Elemente und der anschließenden Kodierung
der r Ra¨nge (in einer Datenstruktur DR) durch diese Elemente skizziert.
Das zufa¨llige Auswa¨hlen einzelner Ra¨nge erfolgt unabha¨ngig voneinander; die
Datenstruktur wird daher wie eine fortlaufende Liste sukzessive gefu¨llt. Die Kodie-
rung vera¨ndert dabei die vorher etablierte Sortierung auf den Eingabeelementen nur
lokal, d. h. nur Bitnachbarn tauschen ihre Position.
<-sortiert
0 2 · r · dlog2 ne n− 1
DR
0 2 · r · dlog2 ne n− 1
Ein ausgewa¨hlter und kodierter Rang i wird als Referenz auf das Eingabeele-
ment A[i] — in der Reihenfolge der Elemente von A nach der Sortierung der ersten
2 · r · dlog2 ne Eingabeelemente — interpretiert.
14In den Publikationen von Matousˇek [Mat91b], Matousˇek et al. [MMN98] und Dillencourt
et al. [DMN92] zur randomisierten Suche durch Interpolation und ihren Anwendungen werden
keine Aussagen u¨ber die Kriterien fu¨r die Zufa¨lligkeit der Stichproben R getroffen. Ein U¨berblick
u¨ber Strategien und Kriterien fu¨r zufa¨llige Stichproben findet sich bei Knuth [Knu98b, Kapitel 3].
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Das Selektieren der zwei gesuchten Elemente aus R nach ihrem Rang (bezu¨glich
der Zahlordnung <) erfolgt durch Betrachten der Kodierung von R in DR: Die
in DR kodierten Ra¨nge ko¨nnen zuna¨chst — wie in Abschnitt 4.1.1 dargestellt —
in-place und in O(r · log2 r · log2 n) Zeit sortiert werden. Dabei wird weder die Ko-
dierung selbst noch die (nur lokal permutierte) Sortierung der Eingabe der ersten
2 · r · dlog2 ne Eingabeelemente in A irreversibel korrumpiert; insbesondere ist eine
in DR kodierte Referenz auf eines der ersten 2 · r · dlog2 ne Eingabeelemente A[i] —
wegen der vorab etablierten Sortierung auf diesem Eingabeteil— nach wie vor ein-
deutig und in konstanter Zeit auszulesen. Die zwei notwendigen Selektionen ko¨nnen
nun durch direkten Zugriff (auf das κb′-te und das κe′-te Element) der Sortierung
erfolgen; das Dekodieren der beiden selektierten Zahlen kostet erneut O(log2 n) Zeit.
Die oben beschriebene und gegenu¨ber den Lemmata 5.2.1 und 5.2.2 konkretisierte
Form der Speicherung von R (durch die Struktur DR) hat keinerlei Einfluss auf die
den Lemmata 5.2.1 und 5.2.2 zu Grunde liegende probabilistische Analyse. Folglich
bleiben die weiteren Aussagen der Lemmata auch bei Verwendung von nur konstant
viel zusa¨tzlichem Speicher bestehen. 
Dieses nur einfu¨hrende (jedoch verallgemeinerbare) Beispiel liefert einen in-place-
Elementselektionsalgorithmus mit erwartet linearer Laufzeit, sofern die Stichproben-
gro¨ßen r in jedem Suchschritt aus O(n/ log22 n) und gleichzeitig kleiner oder gleich
bn/2c/dlog2 ne gewa¨hlt werden:
Korollar 5.2.5 Die Elementselektion des k-ten Elementes einer streng linear anord-
baren Menge von Zahlen ist in-place und in erwarteter Zeit von O(n) per randomi-
sierter Suche durch Interpolation mo¨glich.
5.3 Randomisierte Selektion einer Geraden me-
dianer Steigung
Das Scha¨tzen der Steigung einer Geraden durch den Theil-Sen-Scha¨tzer ist auch
im Gebiet der algorithmischen Geometrie ein gut bekanntes und viel diskutiertes
Problem, welches meist als slope selection-Problem bezeichnet wird. Im Folgenden
bestehe eine Probleminstanz aus einer in einem Eingabefeld A u¨bergebenen Menge
P von Punkten in der Ebene. Statt der urspru¨nglich angegebenen Formulierung des
Problems der Bestimmung einer Geraden mit medianer Steigung (unter den von P
induzierten Geraden) wird die allgemeinere slope selection-Problemstellung der Be-
stimmung der bezu¨glich ihrer Steigung k-ten Geraden (unter den von P induzierten
Geraden) betrachtet.
Bislang publizierte Resultate Fu¨r das slope selection-Problem ist eine unte-
re Schranke von Ω(n · log2 n) in folgender Weise nachweisbar [CSSS89]: Das Ele-
menteindeutigkeitsproblem, das als die Entscheidung definiert ist, ob eine u¨berge-
bene Multimenge H von Zahlen duplikatfrei ist, besitzt eine untere Schranke von
Ω(n · log2 n) [PS85]. Eine Instanz dieses Problems ist in linearer Zeit in eine Instanz
des slope selection-Problems transformierbar, indem eine jede Zahl hi der Eingabe
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H auf den Punkt (hi, i) abgebildet wird. Nun ist die betragsma¨ßig gro¨ßte Steigung
unter den Steigungen aller Geraden durch je zwei Punkte (hi, i) genau dann end-
lich, wenn die Eingabe H duplikatfrei ist. Ein slope selection-Algorithmus mit einer
Laufzeit außerhalb von Ω(n · log2 n) wu¨rde somit einen Widerspruch zur unteren
Schranke fu¨r das Elementeindeutigkeitsproblem darstellen.
Es wurden fu¨r das slope selection-Problem mehrere deterministische Algorithmen
mit der optimalen Laufzeit von Θ(n · log2 n) entwickelt: Zuna¨chst wurde von Cole
et al. [CSSS89] ein Algorithmus vorgestellt, der unter anderem Sortiernetzwerke
und die Technik der parametrischen Suche verwendet. Weitere Algorithmen von
Katz und Sharir [KS93] sowie von Bro¨nnimann und Chazelle [BC98] stu¨tzen sich
auf alternative, aber ebenfalls nur aufwendig zu implementierende Techniken: Im
ersteren Fall sind dies Expandergraphen, im letzteren -nets, deren Verwendung
laut den jeweiligen Autoren gegenu¨ber der Verwendung von Sortiernetzwerken und
der parametrischen Suche zu tendenziell praktikableren Algorithmen fu¨hrt.
Des Weiteren wurden randomisierte Algorithmen mit einer optimalen erwarte-
ten Laufzeit von O(n · log2 n) vorgestellt, die gegenu¨ber bekannten deterministischen
Algorithmen einfacher zu implementieren sind [DMN92, SS93]. Zwei Varianten des-
selben Algorithmus sind unabha¨ngig voneinander von Matousˇek [Mat91b] und von
Dillencourt et al. [DMN92] vorgestellt worden. Noch effizienter als diese Varianten,
zumindest fu¨r kleine Probleminstanzen, arbeitet nach Aussage von Shafer und Stei-
ger der von ihnen vorgestellte Algorithmus [SS93].
Die duale Formulierung des slope selection-Problems Fu¨r die Auswahl der
bezu¨glich ihrer Steigung k-ten Geraden wird die folgende duale Form dieser Problem-
stellung betrachtet, fu¨r die die Eingabe des Problems durch eine Dualita¨tsabbildung
f in einen dualen Raum abgebildet wird. Diese Dualita¨tsabbildung transformiert
bijektiv Geraden in Punkte und Punkte in Geraden. Zudem kann die Abbildung f
so definiert werden, dass Lagebeziehungen zwischen Geraden und Punkten bewahrt
bleiben. Zur Lo¨sung des vorliegenden Problems sei die Dualita¨tsabbildung wie folgt
gewa¨hlt: Einem Punkt (x, y) wird die Gerade {(ξ, υ) | υ = x · ξ − y} zugeordnet.
Somit entsprechen die durch je zwei Punkte aus P gebildeten Geraden aus dem ur-
spru¨nglichen Raum den
(
n
2
)
Schnittpunkten im dualen Raum, die jeweils durch ein
Paar aus D(P), der Menge der Duale der Eingabepunkte, bestimmt sind. Die Be-
stimmung der bezu¨glich ihrer Steigung k-ten Geraden la¨sst sich nun im dualen Raum
formulieren: Zu bestimmen ist der bezu¨glich <x, d. h. bezu¨glich seiner x-Koordinate,
k-te Schnittpunkt unter den Schnittpunkten aller Geraden in D(P).15
Im linken Teil der Abbildung 5.2 sind eine Beispieleingabe P sowie alle durch
je zwei Punkte dieser Eingabe definierten Geraden dargestellt; im rechten Teil sind
die Duale der Eingabepunkte und dieser Geraden abgebildet. Die Lo¨sung des slope
selection-Problems fu¨r die dargestellte Eingabe ist in beiden Abbildungsteilen rot
markiert.
Bemerkung 5.3.1 In den folgenden Beschreibungen wird vereinfachend davon aus-
gegangen, dass als Eingabe im Eingabefeld A die Menge der zu P dualen Geraden
15Das Dual einer Geraden durch zwei vertikal u¨bereinander liegende Punkte (x, y1) und (x, y2)
der origina¨ren Eingabe sei als Schnittpunkt bei (+∞,+∞) festgelegt.
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Dualitäts-
abbildung
Abbildung 5.2: Probleminstanz und Lo¨sung zur origina¨ren und dualen slope se-
lection-Problemstellung
vorliegt. Dabei ist zu beachten, dass der im Folgenden beschriebene slope selecti-
on-Algorithmus keine tatsa¨chliche Transformation der Eingabe erfordert: Das Dual
eines Eingabepunktes ergibt sich eindeutig aus der in A vorliegenden Punktdarstel-
lung und la¨sst sich aus dieser bei Bedarf in konstanter Zeit berechnen. Die Kosten fu¨r
Berechnungen von Dualen mu¨ssen folglich in den folgenden asymptotischen Laufzeit-
analysen nicht explizit betrachtet werden, da sie die Kosten fu¨r Zugriffe auf Elemente
aus A nicht dominieren.
5.3.1 Suche durch randomisierte Interpolation nach einer
Geraden mit medianer Steigung
Das Arrangement aller Geraden der (dualen) Eingabemenge D(P) einer slope selecti-
on-Probleminstanz entha¨lt Θ(n2) Schnittpunkte. Fu¨r den zu bestimmenden Schnitt-
punkt mit k-ter x-Koordinate existieren also quadratisch viele Kandidaten. Daher
wa¨re eine explizite Berechnung aller dieser Schnittpunkte nicht in der angestrebten
asymptotischen Laufzeit von O(n · log2 n) mo¨glich. Des Weiteren bedu¨rfte es zur
Speicherung dieser Schnittpunkte einer superlinearen Anzahl von Speicherpla¨tzen.
Im Folgenden wird beschrieben, wie sich durch Verwendung der randomisierten Su-
che durch Interpolation die explizite Berechnung aller Schnittpunkte vermeiden und
ein bezu¨glich Laufzeit und Speicherplatzbedarf asymptotisch optimaler Algorithmus
fu¨r das slope selection-Problem realisieren la¨sst.
Eine Skizze von Matousˇeks Algorithmus
Der unabha¨ngig voneinander von Matousˇek [Mat91b] und Dillencourt et al. [DMN92]
vorgestellte slope selection-Algorithmus verwendet die randomisierte Suche durch In-
terpolation und arbeitet folglich in Suchschritten, in denen die Kandidatenmenge fu¨r
den gesuchten Schnittpunkt bzw. die Suchdoma¨ne S jeweils verkleinert werden soll.
Die Suchdoma¨ne ist fu¨r das (duale) slope selection-Problem ein y-paralleler, d. h.
durch ein x-Intervall definierter, Suchstreifen S = 〈b, e〉 := [b, e)×R ⊂ R2, der initial
alle Schnittpunkte der Geraden der Eingabe entha¨lt16 und welcher in den nachfol-
genden Suchschritten jeweils verkleinert wird. Dabei wird die Invariante aufrecht
16Dies ist nur fu¨r Eingaben ohne parallele Geraden korrekt. Wie mit Eingaben mit parallelen
Geraden zu verfahren ist, wird in Bemerkung 5.3.10 erla¨utert.
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erhalten, dass der gesuchte (bzgl. <x) k-te Schnittpunkt immer im aktuellen Such-
streifen enthalten ist. In jedem Suchschritt wird aus dem aktuellen Suchstreifen eine
Menge R von Schnittpunkten zufa¨llig ausgewa¨hlt. Aus R wird interpolierend eine
Scha¨tzung aus I(b, e) := [b, e) fu¨r die x-Koordinate des gesuchten Schnittpunktes
bestimmt. Ebenfalls durch Interpolation wird ein um diese Scha¨tzung
”
zentrierter“
(Unsicherheits-) Streifen S ′ = 〈b′, e′〉 bestimmt, der mit einer hohen Wahrscheinlich-
keit den gesuchten Schnittpunkt entha¨lt. Ein anschließender Test u¨berpru¨ft, ob der
zu bestimmende Schnittpunkt tatsa¨chlich im Streifen 〈b′, e′〉 liegt, so dass letzterer
als neue Suchdoma¨ne verwendet werden kann. Fu¨r diese U¨berpru¨fung ist fu¨r jeden
der quadratisch vielen Schnittpunkte nur seine Zugeho¨rigkeit zum Streifen 〈b′, e′〉
bzw. zur Halbebene links bzw. rechts dieses Streifens relevant; daher ist dieser Test
in O(n·log2 n) Zeit durch eine in Abschnitt 5.3.2 erla¨uterte Adaption des klassischen
Inversionen za¨hlenden Algorithmus17 durchfu¨hrbar.
Das geschilderte, bereits von Matousˇek [Mat91b] und von Dillencourt et al.
[DMN92] beschriebene algorithmische Geru¨st zur randomisierten Suche fu¨r die slope
selection-Problemstellung ist als Algorithmus 5.3 skizziert. Mit I(b, e) sei hierfu¨r
die Anzahl der Schnittpunkte, deren x-Koordinate in [b, e) fa¨llt, bezeichnet. Fu¨r die
Algorithmus 5.3Algorithmus SlopeSelection(A[0, . . . , n−1], k, r) bestimmt den
bzgl. der <x-Sortierung k-ten Schnittpunkt unter den Schnittpunkten der Geraden
(bzw. der Duale der Punkte) in A [Mat91b].
1: b := −∞; e :=∞. /* Erste
”
Scha¨tzung“ fu¨r einen den gesuchten Schnittpunkt
enthaltenden Suchstreifen. */
2: repeat
3: N := |I(b, e)|. /* Anzahl der Schnittpunkte im Streifen 〈b, e〉. */
4: Erzeuge eine Multimenge von r zufa¨llig aus I(b, e) (mit Zuru¨cklegen) gewa¨hl-
ten Schnittpunkten.
5: κ := (r/N)(k − |I(−∞, b)|); κb′ := max(1, bκ − 3
√
r/2c); κe′ := min(r, bκ +
3
√
r/2c).
6: Bestimme Schnittpunkte mit Ra¨ngen κb′ und κe′ (bzgl. <x-Ordnung) in R.
7: Setze b′ und e′ als x-Koordinaten der Schnittpunkte mit Rang κb′ , bzw. κe′ in
R.
8: if |I(−∞, b′)| < k ≤ |I(−∞, e′)| then
9: b := b′ ; e := e′. /* Der k-te Schnittpunkt befindet sich in 〈b′, e′〉; verwende
fortan 〈b′, e′〉 als Suchstreifen. */
10: end if
11: until N ≤ r /* Kandidatenmenge hinreichend reduziert. */
12: Bestimme κ wie in Zeile 5 mit R als der Menge aller Schnittpunkte in 〈b, e〉.
Gib den Schnittpunkt in R mit Index κ in 〈b′, e′〉 als den gesuchten, bzgl. <x
k-ten Schnittpunkt zuru¨ck.
Mutmaßung eines verkleinerten Suchstreifens wird die zu Lemma 5.2.1 korrespondie-
rende Vorschrift verwendet (Zeile 5 in Algorithmus 5.3); die Aussagen der Lemmata
5.2.1, 5.2.2 und 5.2.4 u¨bertragen sich auf den Fall der Bestimmung des k-ten der von
17Eine Beschreibung des urspru¨nglichen Inversionen za¨hlenden Algorithmus findet sich beispiels-
weise bei Kleinberg und Tardos [KT05].
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den Geraden der Eingabe induzierten Schnittpunkte: Die initiale Kandidatenmenge
in der vorliegenden Problemstellung ist die (Multi-)menge der x-Koordinanten der(
n
2
)
Schnittpunkte; ist diese Multimenge duplikatfrei, so bilden die Kandidaten eine
strenge lineare Ordnung und ko¨nnen jeweils durch eine Zahl (aus {1, . . . , n2}) re-
pra¨sentiert werden. Die strenge Anordbarkeit der Kandidatenmenge bezu¨glich <x,
dass also die origina¨re Eingabe keine drei kollinearen origina¨ren Punkte entha¨lt, ist
jedoch keine zwingende Voraussetzung, um das Resultat von Lemma 5.2.2 zu erhal-
ten. Ein entsprechender Nachweis ist von Dillencourt et al. erbracht worden (siehe
Lemma 3.1 und 3.2 bei Dillencout et al. [DMN92]).18 Folglich lassen sich auch fu¨r
solche Eingaben die Suchstreifen S ′ iterativ so erzeugen (Zeile 4 bis 7 in Algorithmus
5.3), dass fu¨r die Beendigung der Suche nur eine erwartet konstante Anzahl an Such-
schritten notwendig wird. Da die Laufzeit eines Suchschrittes von der Abarbeitung
des Inversionen za¨hlenden Algorithmus, dominiert wird, ist die erwartete Gesamt-
laufzeit von Algorithmus SlopeSelection (Algorithmus 5.3) in O(n · log2 n).
U¨berblick u¨ber die speichereffiziente Realisierung
Im Folgenden wird eine speichereffiziente Realisierung des soeben beschriebenen slo-
pe selection-Algorithmus vorgestellt, die die gleiche erwartete asymptotische Lauf-
zeitkomplexita¨t von O(n · log2 n) wie der urspru¨ngliche Algorithmus von Matousˇek
[Mat91b] besitzt.
Satz 5.3.2 Die Bestimmung der nach ihrer Steigung k-ten Geraden aus der Menge
der Geraden, die durch je zwei Punkte aus einer Menge von n Punkten der Ebene
induziert werden, ist in-place und in O(n · log2 n) erwarteter Zeit mo¨glich.
Da die randomisierte Suche durch Interpolation nach der zu bestimmenden k-
ten Steigung nur konstant viele Suchschritte beno¨tigt, genu¨gt fu¨r den Nachweis von
Theorem 5.3.2 die Angabe einer in-place-Realisierung eines einzelnen Suchschrittes
mit einer erwarteten Laufzeit von O(n · log2 n).
Der Ablauf eines solchen Suchschrittes la¨sst sich wiederum in drei algorithmi-
sche Teilschritte untergliedern, fu¨r die jeweils O(n log2 n) Zeit und konstant viel
zusa¨tzlicher Speicher genutzt werden kann.
Zufa¨llige Auswahl: Die zufa¨llige und speichereffiziente Auswahl von r Schnitt-
punkten (Zeile 4 in Algorithmus 5.3) ist der algorithmisch herausforderndste
Teilschritt. Eine in-place-Realisierung wird in den Abschnitten 5.3.3 bis 5.3.6
beschrieben.
Scha¨tzung: Die Scha¨tzung eines verkleinerten Suchstreifens 〈b′, e′〉 durch speicheref-
fiziente Selektion zweier durch ihre Ra¨nge (bzgl. <x) vorgegebene Schnittpunk-
te aus R (Zeile 5 bis 7 in Algorithmus 5.3) wird in Abschnitt 5.3.7 erla¨utert.
U¨berpru¨fung: Eine in-place-Realisierung der U¨berpru¨fung, ob der Streifen 〈b′, e′〉
den zu bestimmenden k-ten Schnittpunkt entha¨lt (Zeile 8 in Algorithmus 5.3),
wird im folgenden Abschnitt 5.3.2 beschrieben.
18In dieser Arbeit wird an spa¨terer Stelle auf Eingaben in nicht allgemeiner Lage, d.h. mit min-
destens drei kollinearen Punkten sowie auf Duplikate enthaltende Eingaben genauer eingegangen.
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Der letzte Schritt der Suche durch randomisierte Interpolation erfolgt determi-
nistisch, nachdem die Menge der zu betrachtenden Schnittpunkte auf O(r) redu-
ziert wurde. Diese abschließende deterministische Phase (Zeile 12 in Algorithmus
5.3) ist ein Spezialfall des randomisierten Suchschrittes und wird in Abschnitt 5.3.7
erla¨utert.
5.3.2 Za¨hlen von Schnittpunkten innerhalb eines Streifens
Die U¨berpru¨fung in Zeile 8 in Algorithmus 5.3, ob der (bzgl. <x) k-te Schnittpunkt
sich in dem Streifen 〈b′, e′〉 befindet, ist auf das Bestimmen der Anzahl der Schnitt-
punkte in den (rechts offenen) Streifen 〈∞, b′〉 und 〈b′, e′〉 zuru¨ckzufu¨hren. Diese
Aufgabe wird nun genauer betrachtet.
Za¨hlen von Schnittpunkten durch Za¨hlen von Inversionen
Um Inversionen und Schnittpunkte in Beziehung zu setzen, sei vorab der Begriff
der Inversion konkretisiert und die Ordnung von Geraden an den Berandungen von
Streifen 〈b, e〉 definiert:
Definition 5.3.3 Die lexikographische Ordnung <ξ− (bzw. <ξ+) fu¨r ξ ∈ R sei fu¨r
Geraden gi(x) = ai · x+ bi in der Ebene wie folgt definiert:
g1 <ξ− g2 :⇔ g1(ξ) < g1(ξ) ∨ (g1(ξ) = g1(ξ) ∧ ai < a2)
(bzw. g1 <ξ+ g2 :⇔ g1(ξ) < g1(ξ) ∨ (g1(ξ) = g1(ξ) ∧ ai > a2))
Bemerkung 5.3.4 Die Ordnungen <ξ− und <ξ+ sind nicht fu¨r vertikale Geraden
definiert. Dies ist im Kontext des slope selection-Problems auch nicht notwendig, da
die origina¨re Eingabe nur aus Punkten mit endlichen Koordinaten besteht, woraus
folgt, dass die duale Eingabe keine vertikalen Geraden entha¨lt.
Definition 5.3.5 Seien zwei Permutationen pi1 bzw. pi2 einer Eingabe E gegeben,
die Sortierungen bezu¨glich einer linearen Ordnung <1 bzw. <2 von E entsprechen.
Eine Inversion zwischen Sortierungen pi1 und pi2 ist ein Paar von nicht identischen
Elementen e und e′ aus E mit e <1 e′ ∧ e′ <2 e oder e′ <1 e ∧ e <2 e′.
Fu¨r das effiziente Za¨hlen von Schnittpunkten, die in einen y-Streifen 〈b, e〉 fallen,
kann, sofern die Schnittpunkte ausschließlich von Geraden induziert sind, folgende
bekannte Beobachtung ausgenutzt werden:
Lemma 5.3.6 Sei P eine Menge von Gerade in der Ebene. Die Anzahl der Schnitt-
punkte,die von Elementen von P gebildet werden un in einen (rechtseitig offenen)
Streifen 〈b, e〉 fallen, entspricht genau der Anzahl der Inversionen zwischen der <b−-
Sortierung und der <e−-Sortierung von P.
Beweis: Betrachte die lineare Differenzfunktion h zweier nicht paralleler Geraden g1
und g2 aus P . Eine Inversion von g1 und g2 bezu¨glich ihrer <b−- und <e−-Sortierung
entspricht einem unterschiedlichen Vorzeichen der Differenzfunktion an x = b und
x = e. Da h streng monoton sowie linear und damit stetig ist, besitzt h zumindest
eine Nullstelle in I(b, e). Somit existiert ein Schnittpunkt von g1 und g2 in 〈b, e〉.
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Dieser Schnittpunkt ist der einzige von g1 mit g2, da h als lineare Funktion keine
weiteren Nullstellen besitzt.
Besteht andererseits keine Inversion von g1 und g2 bezu¨glich ihrer <b−- und <e−-
Sortierung, so hat h an x = b und x = e dasselbe Vorzeichen. Daraus folgt wiederum
aus der Linearita¨t von h, dass h keine Nullstelle in I(b, e) besitzt.
Der Fall zweier paralleler oder identischer Geraden g1 und g2 entspricht nach
Konvention einem Schnittpunkt bei x = +∞, d. h. außerhalb von 〈b, e〉. Zu zeigen
ist, dass g1 und g2 keine Inversion bezu¨glich <b−- und <e−-Ordnung implizieren.
Fu¨r zwei parallele Geraden ist dies klar, da deren vertikale Ordnung an x = b ihrer
vertikalen Ordnung an x = e entspricht. Fu¨r zwei identische Geraden folgt aus
Definition , dass sie keine Inversion herbeifu¨hren. 
Somit kann die Bestimmung der Schnittpunktzahl in einem Streifen 〈b, e〉 durch
Adaption des nachfolgend beschriebenen bekannten Algorithmus fu¨r das Za¨hlen von
Inversionen (siehe etwa [KT05]) formuliert werden, welcher eine Erweiterung des
iterativen mergesort-Algorithmus ist.
Laufzeiteffizientes Za¨hlen von Inversionen Der erwa¨hnte Algorithmus hat
fu¨r das Za¨hlen der Inversionen, die genau den Schnittpunkten in einem Streifen
〈b, e〉 entsprechen, folgende Vorbedingung herzustellen: Die gesamte Eingabe hat in
der <b−-Ordnung, d. h. der (lexikografischen) vertikalen Ordnung am linken Rand
des Intervalls 〈b, e〉, vorzuliegen. Der Algorithmus folgt nun dem divide & conquer -
Prinzip [CLR01], d. h. er unterteilt die Eingabe rekursiv, um dann Teilprobleme von
konstanter Gro¨ße zu lo¨sen, im konkreten Fall die U¨berfu¨hrung der Eingabeteile in die
<e−-Ordnung. Anschließend verschmilzt der Algorithmus rekursiv Teile der Eingabe,
so dass sich die gesamte Eingabe nach Terminierung in <e−-Ordnung befindet: In
jedem Verschmelzungsschritt werden zwei in A zusammenha¨ngende, bereits <e−-
sortierte Teile A1 = A[i1, . . . , i1 + c1 − 1] und A2 = A[i2, . . . , i2 + c2 − 1] der Eingabe
zu einem <e−-sortierten Eingabeteil A1 ∪ A2 verschmolzen. Diese Eingabeteile sind
jeweils benachbart, insbesondere gilt fu¨r sie, dass alle Elemente von A1 bezu¨glich
<b− kleiner als alle Elemente von A2 sind. Inversionen zwischen der <b−- und der
<e−-Ordnung ko¨nnen in einem Verschmelzungsschritt protokolliert bzw. — fu¨r das
vorliegende Problem ausreichend — geza¨hlt werden, indem die (zum Zwecke der
Etablierung der <e−-Ordnung notwendigen) Positionsvera¨nderungen individueller
Eingabeelemente wie folgt beobachtet werden.
Jedes Eingabeelement li ∈ A1 induziert eine Inversion mit allen Elementen in
A2, die ”
kleiner“ bezu¨glich der <e−-Ordnung als li sind. Alle Inversionen ko¨nnen
mit Hilfe einer Za¨hlvariablen geza¨hlt werden, die in folgender Weise erho¨ht wird:
Wird beim Verschmelzungsprozess eine Gerade li des ersten Eingabeteiles A1 in die
korrekte <e−-Sortierung eingefu¨gt, wird die Za¨hlvariable um die Anzahl der Geraden
aus dem zweiten Eingabeteil A2 inkrementiert, die bereits einsortiert wurden, d. h.
die bzgl. der <e−Sortierung ”
kleiner“ als l1 sind. Diese Anzahl entspricht genau der
Anzahl der Inversionen, die li gemeinsam mit Geraden aus A2 bildet. Das Verfahren
zum Za¨hlen der Inversionen ist nachfolgend als Algorithmus 5.4 skizziert.
In Abbildung 5.3 ist die Abarbeitung der Verschmelzungsschritte des Inversio-
nen za¨hlenden Algorithmus, angewendet auf eine vierelementige Beispieleingabe,
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Algorithmus 5.4 Algorithmus CountInversions(A, b1, b2, c1, c2, 〈b, e〉 , c) erho¨ht
die Za¨hlvariable c fu¨r die bisher gefundenen Schnittpunkte in 〈b, e〉 um die Anzahl
der Schnittpunkte in 〈b, e〉, die von je einer Geraden aus A[b1, . . . , b1 + c1] und einer
Geraden aus A[b2, . . . , b2 + c2] gebildet werden.
Vorbedingung: A[b1, . . . , b1 + c1] und A[b2, . . . , b2 + c2] sind bzgl. <e− sortiert; l1 ∈
A[b1, . . . , b1 + c1] ∧ l2 ∈ A[b2, . . . , b2 + c2]:l1 <b− l2
Nachbedingung: A[b1, . . . , b1 + c1] und A[b2, . . . , b2 + c2] sind bzgl. <e− sortiert.
1: i1 := 0; i2 := 0.
2: for i = 0 to c1 + c2 + 1 /* Das i-te Element in sortierter Reihenfolge ist A[i1]
oder A[i2]. */ do
3: if A[b1 + i1] <e− A[b2 + i2] /* ](Durch A[b1 + i1] bedingte Inversionen) =
](Elemente in A[b2, . . . , b2 + c2] vor A[b1 + i1]) bzgl. <e−). */ then
4: c := c+ i2 + 1. /* Za¨hle Schnittpunkte. */
5: i1 := i1 + 1. /* Inkrementiere i1. */
6: else
7: i2 := i2 + 1. /* Inkrementiere i2. */
8: end if
9: end for
skizziert. Im linken Teil der Abbildung ist die Eingabe im Streifen 〈b, e〉 dargestellt.
Die Ordnungen der Geraden am linken bzw. rechten Intervallrand entsprechen der
<b−- bzw. der <e−-Ordnung der Geraden. Im rechten Teil der Abbildung ist die
rekursive Abarbeitung der links dargestellten Eingabe (nach der Aufteilung der Ein-
gabe in einelementige Teilmengen) veranschaulicht: Auf der untersten Ebene des
Rekursionsbaumes ist sowohl die rekursive Aufteilung der Eingabe in einelementige
Teilmengen als auch die initiale <b−-Sortierung der Eingabeelemente zu erkennen.
In jeder der beiden ho¨heren Rekursionsebenen werden die (bereits <e−-sortierten)
Teile der Eingabe in <e−-Ordnung verschmolzen. Die hierfu¨r notwendigen Positi-
onsvera¨nderungen der Elemente sind durch Pfeile gekennzeichnet. Den jeweiligen
Positionsvera¨nderungen entsprechen die im linken Teil der Abbildung (farblich kor-
respondierend) dargestellten Schnittpunkte.
Zur Korrektheit des Inversionen za¨hlenden Algorithmus Die Korrektheit
des Inversionen za¨hlenden Algorithmus beruht darauf, dass jeweils nur benachbarte
Teile der Eingabe verschmolzen werden, sowie auf den folgenden beiden Beobach-
tungen:
Beobachtung 5.3.7 Seien A1 und A2 zwei (in dieser Reihenfolge) aufeinander fol-
gende Eingabeteile von A, die in einem Schritt des Inversionen za¨hlenden Algorith-
mus zu verschmelzen sind. Dann ist jede Gerade in A1 bezu¨glich der <b−-Ordnung
”
kleiner“ als alle Geraden in A2.
Beobachtung 5.3.8 Seien A1 und A2 zwei (in dieser Reihenfolge) aufeinanderfol-
gende Eingabeteile von A, die in einem Schritt des Algorithmus zum Za¨hlen von
Inversionen zu verschmelzen sind. Des Weiteren sei gmin die bezu¨glich der <b−-
Ordnung
”
kleinste“ Gerade aus A1 ∪ A2 sowie gmax die bezu¨glich der <b−-Ordnung
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Abbildung 5.3: Beispielhafte Abarbeitung des Za¨hlens von Inversionen (bzw.
Schnittpunkten) durch Verschmelzen.
”
gro¨ßte“ Gerade aus A1 ∪ A2. Dann besteht A1 ∪ A2 aus genau den Geraden g aus A,
die gmin ≤b− g ≤b− gmax erfu¨llen.
Beide Beobachtungen ergeben sich direkt daraus, dass die Eingabe initial <b−-
sortiert ist und der Algorithmus als Nachbedingung jeder Verschmelzung die <e−-
Sortierung des verschmolzenen Eingabeteiles zusichert. Aus den obigen Beobach-
tungen ergibt sich zudem, dass die durch den Algorithmus zu verschmelzenden Teile
jeweils zusammenha¨ngende Blo¨cke der Eingabe bezu¨glich der urspru¨nglich etablier-
ten <b−-Sortierung darstellen.
Da vor einem jeweiligen Verschmelzungsschritt jeder der beiden Eingabeteile
bereits rekursiv betrachtet wurde, wurden auch alle Schnittpunkte, die jeweils von
zwei Geraden nur eines Eingabeteiles gebildet werden, bereits geza¨hlt.
Zur Laufzeit des Inversionen za¨hlenden Algorithmus Der beschriebene In-
versionen za¨hlende Algorithmus besitzt als Variante des mergesort-Algorithmus des-
sen asymptotische Laufzeitkomplexita¨t, die sich wie folgt ergibt: Jeder Verschmel-
zungsschritt verursacht Kosten, die linear in der Anzahl der zu verschmelzenden Ele-
mente sind. Da jedes Element der (n-elementigen) Eingabe auf jeder der Θ(log2 n)
Rekursionsebenen der Abarbeitung in genau einem Verschmelzungsschritt betrach-
tet wird, resultiert eine Laufzeit von Θ(n · log2 n).
Die zusa¨tzliche Protokollarbeit des Inversionen za¨hlenden Algorithmus wird in
den einzelnen Verschmelzungsschritten vollzogen und verursacht in diesen nur kon-
stante Kosten pro betrachtetem Element der Eingabe, wie der Beschreibung durch
Algorithmus 5.4 zu entnehmen ist.
Bemerkung 5.3.9 In Algorithmus 5.4 ist nur das eigentliche Za¨hlen der Inversio-
nen skizziert. Da der Inversionen za¨hlende Algorithmus sich jedoch auf die Invariante
stu¨tzt, dass zwei jeweils zu verschmelzenden Eingabeteile in <e−-Ordnung vorliegen,
muss diese Ordnung tatsa¨chlich hergestellt werden und also das das in Algorithmus
5.4 nicht dargestellte tatsa¨chliche Verschmelzen jeweils beider Eingabeteile durch-
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gefu¨hrt werden. Fu¨r die spa¨tere Betrachtung der in-place-Variante des Inversionen-
Za¨hlens ist die Beobachtung wesentlich, dass es sich nicht auf die Korrektheit und die
asymptotische Laufzeitkomplexita¨t des Inversionen za¨hlenden Algorithmus auswirkt,
separat zuna¨chst das Za¨hlen der Inversionen wie in Algorithmus 5.4 vorzunehmen
und erst anschließend einen beliebigen Algorithmus mit linearer Laufzeit fu¨r das
tatsa¨chliche Verschmelzen der Eingabeteile zu nutzen.
Bemerkung 5.3.10 Um mit dem oben beschriebenen Algorithmus Schnittpunk-
te in offenen, links offenen oder geschlossenen Streifen zu za¨hlen, mu¨ssen nur die
verwendeten Sortierungen der Eingabe angepasst werden: Um die Schnittpunkte
an x = b von der Za¨hlung auszuschließen, verwende man die <b+- statt der <b−-
Ordnung; um die Schnittpunkte an x = e in die Za¨hlung mit einzubeziehen, verwende
man die <e+- statt der <e−-Ordnung.
Fu¨r den Fall, dass der k-te Schnittpunkt zu suchen ist, allerdings weniger als k
”
echte“ Schnittpunkte, d. h. Schnittpunkte im rechts offenen Streifen 〈−∞,+∞〉,
existieren, ist ein
”
Schnittpunkt“ zweier paralleler Geraden zuru¨ckzugeben.
Ein solcher Schnittpunkt an x = +∞ kann durch den Inversionen za¨hlenden
Algorithmus, angewendet auf den geschlossenen Streifen 〈+∞,+∞〉, identifiziert
werden. Es genu¨gt allerdings auch ein linearer Durchlauf durch die <+∞-Sortierung
der Eingabe: Parallele oder identische Geraden sind durch Betrachten von bezu¨glich
dieser Sortierung benachbarten Elemente in linearer Zeit zu identifizieren.
Es ist zusa¨tzlich zu beachten, dass die Stabilita¨t desmergesort-Sortieralgorithmus
auch fu¨r den Inversionen za¨hlenden Algorithmus wesentlich ist, sofern die Eingabe
P Duplikate entha¨lt: Die
”
Stabilita¨t“ des Inversionen za¨hlenden Algorithmus garan-
tiert, dass dieser nicht den
”
Schnittpunkt“ zweier identischer Geraden irrtu¨mlich als
Inversion za¨hlt.
Eine Betrachtung degenerierter Konfigurationen, welche durch parallele Geraden
oder Schnittpunkte mit gleichen x-Koordinaten entstehen, sowie Alternativen zur
Auflo¨sung solcher Konfigurationen durch den Inversionen za¨hlenden Algorithmus
findet man auch bei Dillencourt et al. [DMN92, Kapitel 5.1].
Speichereffizientes Za¨hlen von Inversionen
Der beschriebene und bereits von Matousˇek [Mat91b] zur Lo¨sung des slope selecti-
on-Problems instrumentalisierte Algorithmus zum Za¨hlen von Inversionen kann mit
der gleichen Zeitkomplexita¨t als in-place-Variante realisiert werden. Die initiale Sor-
tierung bezu¨glich der <b−-Ordnung kann durch heapsort erfolgen (siehe Abschnitt
4.1.2). Die Laufzeit des Za¨hlens innerhalb eines Verschmelzungsschrittes, wie in Al-
gorithmus 5.4 dargestellt, ist linear in der Gro¨ße der zu verschmelzenden Eingabe-
teile. Zusa¨tzlich zur Eingabe vorzuhalten sind nur die Za¨hlvariable c, die Zeiger i1
und i2 sowie die u¨bergebenen Aufrufparameter. Fu¨r das nachfolgende tatsa¨chliche
Verschmelzen (d. h. fu¨r die hierfu¨r notwendigen Positionsa¨nderungen von Elemen-
ten) kann ein in-place Verschmelzungs-Algorithmus mit linearer Laufzeit verwendet
werden, etwa derjenige von Geffert et al. [GKP00], siehe auch Abschnitt 4.1.2.
Zusa¨tzlich ist folgendes zu beachten: Da der Algorithmus zum Za¨hlen von Inver-
sionen dem divide & conquer -Prinzip folgt und eine Rekursionstiefe von Ω(log2 n)
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besitzt, verursacht der zugeho¨rige Rekursionsstack bei konventioneller Realisierung
zusa¨tzliche Speicherkosten von Ω(log2 n) Wo¨rtern.
Die in-place-Realisierung a¨hnlicher rekursiver Algorithmen ist bereits von Bose
et al. [BMM+06] beschrieben worden (vergleiche Abschnitt 4.1.2 sowie Abschnitt
6.2.1 fu¨r Beispielrealisierungen von konkreten rekursiven Algorithmen). Im vorlie-
genden Fall des Inversionen za¨hlenden Algorithmus ist es zudem mo¨glich, den
”
Re-
kursionsbaum“ in Form eines an den Bla¨ttern beginnenden Breitendurchlaufs ab-
zuarbeiten, so dass das divide & conquer -Prinzip iterativ statt rekursiv umgesetzt
wird und kein expliziter Rekursionsstack vorgehalten werden muss.
Bemerkung 5.3.11 Letztere Form der Rekursionsrealisierung ist zudem auch dann
fu¨r das vorliegende Problem speichereffizient realisierbar, wenn der zugeho¨rige
”
Re-
kursionsbaum“ nicht vollsta¨ndig balanciert ist, also die Gro¨ße n der Eingabe keiner
Zweierpotenz entspricht: Ein Eingabeteil der Ma¨chtigkeit m wird, sofern m keiner
Potenz von 2 entspricht, in zwei Teile der Gro¨ße 2blog2mc und einen Teil der Gro¨ße
2dlog2me − m aufgeteilt. Auf diese Weise wird auf jeder
”
Rekursionsebene“ 19 des
Algorithmus ho¨chstens ein Eingabeteil abgearbeitet, dessen Ma¨chtigkeit nicht einer
Potenz von 2 entspricht. Die jeweiligen Aufteilungen der Eingabe ergeben sich da-
bei deterministisch aus der mit konstantem zusa¨tzlichem Speicher vorzuhaltenden
Eingabegro¨ße n.
Somit ergibt sich fu¨r die beschriebene in-place-Variante dieselbe Laufzeitkomple-
xita¨t wie fu¨r den urspru¨nglichen Inversionen za¨hlenden Algorithmus:
Lemma 5.3.12 Das Za¨hlen aller Inversionen zwischen zwei Sortierungen einer n-
elementigen (Multi-)Menge ist in-place in einer Zeitkomplexita¨t von O(n · log2 n)
mo¨glich.
Als Folgerung ergibt sich mit Lemma 5.3.6 und unter Beachtung von Bemerkung
5.3.10:
Korollar 5.3.13 Das Za¨hlen aller Schnittpunkte einer (Multi-)menge von n Gera-
den in einem Streifen 〈b, e〉 ist in-place in einer Zeitkomplexita¨t von O(n · log2 n)
mo¨glich.
5.3.3 Speichereffiziente Auswahl und Protokollierung von r
Schnittpunkten: U¨berblick
Zur Erzeugung des Suchstreifens 〈b′, e′〉 wird eine Teilmenge R von Schnittpunk-
ten aus dem aktuellen Suchstreifen 〈b, e〉 zufa¨llig ausgewa¨hlt, um durch Betrachtung
dieser die Position des zu suchenden Elementes interpolieren zu ko¨nnen. Dement-
sprechend hat eine Realisierung des skizzierten SlopeSelection-Algorithmus in
jedem Suchschritt die Auswahl von r Kandidaten, d. h. Schnittpunkten aus dem
aktuellen Suchstreifen, zu leisten (Zeile 4 in Algorithmus 5.3).
19Aus Gru¨nden der Anschaulichkeit werden die Begriffe der Rekursion und der Rekursionsebe-
ne des Inversionen za¨hlenden Algorithmus verwendet, auch wenn im Weiteren ausschließlich die
iterative Variante des Algorithmus betrachtet wird.
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Konstruktion einer zufa¨lligen Auswahl
Fu¨r die Effizienz des slope selection-Algorithmus und dessen Analyse ist wesentlich,
dass die Auswahl der Schnittpunkte jeweils zufa¨llig erfolgt.20
Da die Menge der Schnittpunkte nicht explizit vorliegt und von der Ma¨chtigkeit(
n
2
)
und damit zu groß ist, um explizit in akzeptabler Zeit aufgeza¨hlt zu werden,
kann eine zufa¨llige Auswahl nicht in u¨blicher Weise effizient durchgefu¨hrt werden.
Dieses Problem la¨sst sich jedoch durch erneute Adaption des vorgestellten Inver-
sionen za¨hlenden Algorithmus beheben: Da dieser Algorithmus alle Schnittpunkte
innerhalb eines beliebigen, vorgegebenen Intervalles in O(n · log2 n) Zeit entdeckt,
la¨sst sich jedem dieser Schnittpunkte sein Rang in der Reihenfolge zuordnen, in der
der Inversionen za¨hlende Algorithmus die Schnittpunkte entdeckt.
Folglich genu¨gt es, zuna¨chst r Zahlen zufa¨llig (mit Zuru¨cklegen) aus den Ra¨ngen
von 1 bis |I(b, e)| auszuwa¨hlen. Die Zufa¨lligkeit der Auswahl der Ra¨nge ist auch bei
Verwendung von nur konstantem zusa¨tzlichem Speicher zu gewa¨hrleisten, wie im
Beweis von Lemma 5.2.4 ausgefu¨hrt. Die so generierten Zahlen werden in einer Liste
DR abgelegt. Anschließend ko¨nnen durch Verwendung des Inversionen za¨hlenden
Algorithmus genau die Schnittpunkte mit den in DR vermerkten Ra¨ngen (bezu¨glich
der Reihenfolge ihrer Entdeckung durch den Algorithmus) in einer Datenstruktur
DI protokolliert werden.
Diese Adaption des Inversionen za¨hlenden Algorithmus, wie sie bereits von Ma-
tousˇek [Mat91b] beschrieben wurde, ist in Algorithmus 5.5 skizziert. Die in-place-
Realisierungen der Datenstrukturen DR und DI werden in den Abschnitten 5.3.4
und 5.3.5 na¨her erla¨utert.
Bemerkung 5.3.14 Die randomisierte Auswahl eines Suchschrittes muss eventu-
ell modifiziert werden, wenn viele Schnittpunkte auf dem linken Rand x = b des
Streifens liegen;21 fu¨r diesen Fall bietet es sich an, die Punkte auf dem Rand se-
parat zu za¨hlen, was in linearer Zeit durch Betrachtung der ersten Komponente
der <b+-Sortierung, bzw. der <e−-Sortierung der Geraden mo¨glich ist, vergleiche
wiederum [DMN92, Kapitel 5.1]. Ergibt die Za¨hlung, dass der zu suchende k-te
Schnittpunkt auf einem Intervallrand liegt, kann die Suche beendet und ein belie-
biger dieser Schnittpunkte zuru¨ckgegeben werden. Andernfalls kann im folgenden
Suchschritt der beidseitig offene Streifen als Suchdoma¨ne verwendet werden (fu¨r die
Behandlung offener und halboffener Streifen vergleiche Bemerkung 5.3.10).
20Gescha¨he die Auswahl nicht zufa¨llig, sondern wu¨rde einem festen Muster folgen, wa¨re die
gewu¨nschte erwartete Laufzeit von O(n · log2 n) nicht fu¨r alle Eingaben zu garantieren,vergleiche
auch [MMN98, Kapitel 3]. Damit wa¨re das in diesem Kapitel angestrebte Ziel verfehlt, da sich fu¨r
randomisierte Algorithmen die Komplexita¨t ihrer erwarteten Laufzeit als die erwartete Laufzeit
fu¨r die ungu¨nstigste aller mo¨gliche Eingaben bestimmt.
21Es besteht sonst die Mo¨glichkeit, dass dass der neue Suchstreifen nur aus dem linken Rand des
bisherigen Suchstreifens besteht; liegt der gesuchte Punkt nicht auf diesem Rand, ist im aktuellen
Suchschritt keinerlei Verfeinerung des Suchstreifens zu erzielen und in entarteten Fa¨llen ko¨nnte der
Algorithmus nicht terminieren.
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Algorithmus 5.5 Algorithmus CountAndRecord(A, b1, b2, c1, c2, 〈b, e〉 , c) erho¨ht
den Za¨hler fu¨r die bisher gefundenen Schnittpunkte in 〈b, e〉 um die Anzahl der
Schnittpunkte in 〈b, e〉, die von je einer Geraden aus A[b1, . . . , b1 + c1] und einer
Geraden aus A[b2, . . . , b2 + c2] gebildet werden. Zusa¨tzlich werden Schnittpunkte,
deren Ra¨nge in DR vermerkt sind, in DI protokolliert.
Vorbedingung: A[b1, . . . , b1 + c1] und A[b2, . . . , b2 + c2] sind bzgl. <e− sortiert; l1 ∈
A[b1, . . . , b1 + c1] ∧ l2 ∈ A[b2, . . . , b2 + c2] : l1 <b− l2
Nachbedingung: A[b1, . . . , b1 + c1] und A[b2, . . . , b2 + c2] sind bzgl. <e− sortiert.
1: i1 := 0; i2 := 0.
2: for i = 0 to c1 + c2 + 1 /* Das i-te Element in sortierter Reihenfolge ist A[i1]
oder A[i2]. */ do
3: if A[b1 + i1] <e− A[b2 + i2] /* ](Durch A[b1 + i1] bedingte Inversionen) =
](Elemente in A[b2, . . . , b2 + c2] vor A[b1 + i1]) bzgl. <e−). */ then
4: for each Rang ρ in DR ∩ [c+ 1, . . . , c+ i2 + 1] do
5: Aktualisiere DI : Fu¨ge das Paar (A[b1 + i1], A[b2 + ρ − c − 1]) als den
Schnittpunkt mit Rang ρ hinzu.
6: end for
7: c := c+ i2 + 1. /* Za¨hle Schnittpunkte. */
8: i1 := i1 + 1. /* Inkrementiere i1. */
9: else
10: i2 := i2 + 1. /* Inkrementiere i2. */
11: end if
12: end for
Zur Laufzeit von Matousˇeks Konstruktionsalgorithmus
Stehen Ω(r) Wo¨rter an zusa¨tzlichem Speicher zur Verfu¨gung, kann die zufa¨llige Kon-
struktion und Speicherung der r Ra¨nge in O(r log2 n) Zeit erfolgen, was die Kos-
ten fu¨r die Sortierung dieser Auswahl einschließt. Dabei belaufen sich die zusa¨tzli-
chen Laufzeitkosten der Variante CountAndRecord gegenu¨ber dem Algorithmus
CountInversions (Algorithmus 5.4) auf O(r); es ist zu beachten, dass der Zu-
griff auf den Rang (in DR) des jeweils na¨chsten zu protokollierenden Schnittpunktes
wegen der vorab erfolgten Sortierung von DR in konstanter Zeit erfolgen kann.
Strategien zur effizienten Speichernutzung bei der Schnittpunktprotokol-
lierung
Herausforderungen Die verbleibende Schwierigkeit, eine in-place-Variante von
Matousˇeks Algorithmus mit unvera¨nderter asymptotischer Laufzeit zu entwickeln,
liegt in der Protokollierung einer Menge R von r zufa¨lligen Schnittpunkten, ohne
hierfu¨r mehr als konstant viel zusa¨tzlichen Speicher zu verwenden. Dies kann durch
die in Kapitel 4.1.1 beschriebene Kodierungstechnik erfolgen, d. h. die Protokollin-
formationen ko¨nnen implizit durch lokale Permutationen der Eingabe vorgehalten
werden, sofern die Gro¨ße r der Auswahl R genu¨gend klein gewa¨hlt ist. Dies ent-
spricht der Vorgehensweise fu¨r die randomisierte Suche durch Interpolation innerhalb
einer Menge von Zahlen (vergleiche den Beweis zu Lemma 5.2.4). Eine wesentliche
Erschwernis ergibt sich dadurch, dass diese Protokollierung sukzessive wa¨hrend des
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Za¨hlens von Inversionen zu erfolgen hat. Problematisch hierbei ist insbesondere, dass
der beschriebene Algorithmus zum Za¨hlen von Inversionen — als mergesort-Variante
— ha¨ufig Positionsa¨nderungen innerhalb der Eingabe durchzufu¨hren hat.
Mit Hilfe der nachfolgend beschriebenen Techniken lassen sich sukzessive ent-
wickelnde Protokollinformationen durch Bit-Kodierung einer Eingabe, auf der zu-
gleich Verschmelzungen durchzufu¨hren sind, aufrecht erhalten. Die Zeiteffizienz die-
ser Techniken ist insoweit gegeben, als dass sie die Kosten des slope selection-
Algorithmus nicht dominieren und somit die angestrebte erwartete Laufzeit von
O(n · log2 n) bei Verwendung von nur konstantem zusa¨tzlichem Speicher erreicht
wird.
Lo¨sungsansatz Es gilt zu vermeiden, dass Geraden, die zur Kodierung vonR ver-
wendet werden sollen, durch Verschmelzungen verschoben werden: Die kodierenden
Eingabeelemente sollten also von den aktuell durch den Algorithmus CountAnd-
Record (Algorithmus 5.5) zu bearbeitenden Eingabeelementen separiert werden.
Um dies sicher zu stellen, unterteilt sich der Ablauf des folgend beschriebenen in-
place-Algorithmus in drei Phasen: In der ersten Phase werden nur die (Schnittpunk-
te der) Geraden in der ersten Ha¨lfte A[0, . . . , n/2− 1] des Eingabefeldes verarbeitet
und zur Kodierung von Schnittpunktinformationen ausschließlich Geraden aus der
zweiten Ha¨lfte A[n/2, . . . , n− 1] des Eingabefeldes genutzt.22
In der zweiten Phase vertauschen sich die Rollen der beiden Ha¨lften des Einga-
befeldes. In der abschließenden dritten Phase wird die oberste Ebene des
”
Rekur-
sionsbaumes“ des Algorithmus, also die finale Verschmelzung, abgearbeitet, d. h.
es werden ausschließlich Schnittpunkte entdeckt, die von je einer Geraden aus der
ersten sowie einer Geraden aus der zweiten Ha¨lfte des Eingabefeldes induziert wer-
den. Wie erla¨utert werden wird, permutiert der Inversionen za¨hlende Algorithmus in
dieser abschließenden Phase des Protokollierens keine Eingabeelemente , so dass die
kodierten Informationen
”
sicher“ in der ersten Ha¨lfte der Eingabefeldes vorgehalten
und erga¨nzt werden ko¨nnen.
5.3.4 Speichereffiziente Auswahl und Protokollierung von r
Schnittpunkten: Datenstrukturen
Die Unterteilung des Ablaufs des Algorithmus in drei Phasen garantiert, dass wa¨hrend
jeder Phase in einem zusammenha¨ngenden (und sortierten) Teil des Eingabefeldes
von n/2 Elementen keine Verschmelzungen erfolgen. Die folgende Darstellung be-
zieht sich auf die erste Phase des Algorithmus, so dass dieser
”
sichere“ Teil die
zweite Eingabeha¨lfte A[n/2, . . . , n− 1] ist und fu¨r die Kodierung von Schnittpunkt-
informationen genutzt werden kann; die zweite und dritte Phase des Algorithmus
wird in Abschnitt 5.3.7 beschrieben. Zur Kodierung einzelner Bits durch einander
benachbarte Elemente kann die <b−-Ordnung verwendet werden, die zu Beginn des
22Um sicher zu stellen, dass zumindest bn/2c Eingabeunkte als kodierende Elemente verwen-
det werden ko¨nnen, wird die rekursive Aufteilung der Eingabe durch den Inversionen za¨hlenden
Algorithmus wie folgt durchfu¨hrt: Die erste Aufteilung erfolgt in (nahezu) gleich große Eingabe-
teile A[0, . . . , n/2− 1] und A[n/2, . . . , n− 1]. Die weitere Aufteilung dieser beiden Teile kann dann
entsprechend den Ausfu¨hrungen in Abschnitt 5.3.2 erfolgen.
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Algorithmus durch Anwendung von heapsort (siehe Abschnitt 4.1.2) auf der Eingabe
etabliert wird. Bilden zwei Geraden g und h in der Eingabe Bit-Nachbarn und gilt
g <b− h, so kodiert die Permutation gh eine bina¨re 0 und die Permutation hg eine
bina¨re 1 (zur na¨heren Erla¨uterung dieser Kodierungstechnik siehe Kapitel 4.1.1).
Bemerkung 5.3.15 Es ist zu beachten, dass die beschriebene Kodierung durch
Geraden voraussetzt, dass der zur Kodierung verwendete Teil der Eingabe keine
vertikalen Geraden und keine Duplikate entha¨lt. Ersteres ist durch die Gestalt der
urspru¨nglichen Eingabe gesichert (siehe Bemerkung 5.3.4). Die Separierung aller
Duplikate von dem zur Kodierung verwendeten Eingabeteil kann in-place und in
O(n · log2 n) Zeit erfolgen: Zuna¨chst sind die Geraden lexikografisch zu sortieren, et-
wa per heapsort ; anschließend ko¨nnen die Duplikate durch einen linearen Durchlauf
erkannt und durch den Teilmengenextraktionsalgorithmus von Bose et al. [BMM+06]
vom verbleibenden Eingabeteil separiert werden; die verringerte Gro¨ße des zur Ko-
dierung verwendeten Eingabeteils verringert entsprechend die Anzahl der kodierba-
ren Informationen, vergleiche Bemerkung 4.1.3. Eine Analyse fu¨r duplikatbehaftete
Eingaben wird nach Beschreibung des slope selection-Algorithmus nachgeliefert.
Mit Hilfe der beschriebenen Kodierungstechnik werden drei Datenstrukturen DR,
DL und DI aufrechterhalten, die Informationen u¨ber die noch zu protokollierenden
und die bereits protokollierten Schnittpunkte vorhalten:
Datenstruktur DR: Diese Datenstruktur ist der Art nach eine ”sortierte Liste“
und speichert die r zu Beginn des Algorithmus zufa¨llig gewa¨hlten Zahlen,
die den Ra¨ngen der auszuwa¨hlenden Schnittpunkte in der Reihenfolge ihrer
Entdeckung durch den Algorithmus entsprechen. Da diese Zahlen sa¨mtlich
aus dem begrenzten Bereich [0, . . . , n2 − 1] stammen, kann jede dieser Zahlen
durch 2 · log2 n bina¨re Informationen dargestellt werden, also durch (lokale)
Permutation von insgesamt 4·r·dlog2 ne hierfu¨r reservierten Eingabeelementen.
Datenstruktur DL: Diese Datenstruktur wird ebenfalls als eine ”sortierte Liste“
verwendet. Sie protokolliert (Referenzen auf) alle Geraden, die zu bereits pro-
tokollierten Schnittpunkten beitragen. Dabei wird jede dieser bis zu 2 ·r vielen
Geraden in DL durch ihre aktuelle Position innerhalb des Eingabefeldes refe-
renziert, d. h. durch eine Zahl aus dem Bereich [0, . . . , n − 1]: Eine Zahl i ist
genau dann in DL vermerkt, wenn die in A[i] gespeicherte Gerade an mindes-
tens einem der bereits protokollierten Schnittpunkte beteiligt ist.23 Die bis zu
2 · r vielen Referenzen in DL ko¨nnen durch Permutation von 4 · r · dlog2 ne
dargestellt werden.
Datenstruktur DI: Diese Datenstruktur wird wie eine ”fortlaufende Liste“ ver-
wendet und speichert alle protokollierten Schnittpunkte in der Reihenfolge, in
der der Inversionen za¨hlende Algorithmus sie entdeckt. Ein Schnittpunkt s wird
in DI durch zwei Referenzen l1 und l2 in die Datenstruktur DL repra¨sentiert.
23Da eine Gerade an mehr als einem Schnittpunkt beteiligt sein kann, folgt, dass die aktuelle
Anzahl der Elemente in DL sich nicht direkt aus der Anzahl der bereits protokollierten Schnitt-
punkte ergibt. Daher wird die aktuelle Anzahl der in DL vermerkten Referenzen explizit (aber
durch Verwendung von nur O(1) zusa¨tzlichen Speicherwo¨rtern) vorgehalten.
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Die beiden referenzierten Referenzen l1 = DL[j1] und l2 = DL[j2] in DL zeigen
auf die beiden Geraden A[i1] und A[i2], die den Schnittpunkt s induzieren. Fu¨r
diese Form der Kodierung eines Schnittpunktes bedarf es 4 · dlog2 ne Bits; fu¨r
die Kodierung aller r Schnittpunkte werden also 8 ·r ·dlog2 ne Eingabeelemente
beno¨tigt.
Analyse des impliziten Speicherbedarfs Der Bedarf an kodierenden Einga-
beelementen fu¨r die genannten Datenstrukturen kann in folgender Weise optimiert
werden: ein in DI neu protokollierter Schnittpunkt impliziert, dass der entsprechende
in DR vermerkte Rang nicht mehr vorgehalten werden muss. Da die Informationen
in der Datenstruktur DR mit Auffinden der in DR festgelegten Schnittpunkte also
obsolet sind, ko¨nnen dieselben Eingabeelemente fu¨r die Kodierung sowohl von DR als
auch von DI verwendet werden. Hierbei wird ausgenutzt, dass DR linear fortlaufend
abgebaut und DI— induziert jeweils durch den Abbau in DR— linear fortlaufend
gefu¨llt wird.
Aus Gru¨nden, die in Abschnitt 5.3.5 ausgefu¨hrt werden, wird zusa¨tzlich nicht nur
Platz fu¨r die Datenstruktur DL, sondern auch fu¨r eine tempora¨re Kopie D′L von DL
beno¨tigt. Der resultierende Gesamtbedarf an Eingabeelementen fu¨r die Kodierung
aller Schnittpunktinformationen bela¨uft sich somit auf 8 · r · dlog2 ne Elemente. Das
Eingabefeld ist wa¨hrend der ersten Phase des Ablaufs des Algorithmus wie folgt
partitioniert:
Abzuarbeitende Geraden DR / DI D′L DL
0 12n n− 1
Die beschriebene Strategie, die zu protokollierenden Schnittpunktinformationen
kodiert in einer Ha¨lfte der Eingabeelemente vorzuhalten, impliziert eine Beschra¨nkung
fu¨r die Gro¨ße der protokollierbaren AuswahlR an Schnittpunkten. Diese Beschra¨nkung
ist als Konkretisierung von Beobachtung 4.1.2 wie folgt quantifizierbar:
Korollar 5.3.16 Die Verwendung von n/2 geordneten Elementen zur Kodierung
erlaubt die Protokollierung durch die beschriebenen Datenstrukturen von bis zu und
nicht mehr als r = n/(32 · dlog2 ne) Schnittpunkten.
Fu¨r hinreichend ma¨chtige Eingabemengen kann also r =
√
n gewa¨hlt werden.
Fu¨r Eingaben von geringerer Ma¨chtigkeit ist eine entsprechende Verringerung von r
(um einen konstanten Faktor) erforderlich.
Zur Motivation fu¨r die verwendete Indirektion Das Design und die Funkti-
onsweise der Datenstrukturen DR, DL und DI fu¨r die Schnittpunktprotokollierung
wird im Folgenden konkreter beschrieben. Dieses Design bedarf in insbesondere ei-
nem Punkte einer Rechtfertigung: Dies ist die verwendete (doppelte) Indirektion,
genauer das Protokollieren eines Schnittpunktes durch Verweise in die Struktur DL
statt direkt auf Elemente der Eingabe.
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Da die Protokollierung der Schnittpunkte wa¨hrend der Abarbeitung des modi-
fizierten Inversionen za¨hlenden Algorithmus (vergleiche Algorithmus 5.5) erfolgt,
unterliegen die Geraden der Eingabe Positionsvera¨nderungen im Zuge von Ver-
schmelzungen. Da dieser Algorithmus eine mergesort-Erweiterung ist, erfolgen im
allgemeinen Fall sogar O(n · log2 n) viele solcher Positionsa¨nderungen. Um fu¨r die
Protokollierung von R eine Laufzeit von O(n · log2 n) zu erreichen, muss eine jede
dieser Positionsa¨nderungen in jeweils bezu¨glich der Eingabegro¨ße n konstanter Zeit
an die Protokollierung der zufa¨llig ausgewa¨hlten Schnittpunkte propagiert, d. h. alle
Referenzen auf die umpositionierte Gerade aktualisiert werden.
In Abbildung 5.4 ist diese Problematik und die Lo¨sung durch die beschriebene
Verwendung von Indirektion skizziert: Findet der Inversionen za¨hlende Algorithmus
einen Schnittpunkt der Geraden g (etwa denjenigen mit der Gerden h), impliziert
dies im Allgemeinen, dass im Zuge der Verschmelzung in die <e−-Ordnung die Gera-
de g neu positioniert werden muss. Durch Verwendung der Datenstruktur DL wird
es mo¨glich, diese Positionsvera¨nderung an alle protokollierten Schnittpunkte in R,
an denen die Gerade g beteiligt ist, zu propagieren, indem nur ein Zeiger in der
Struktur DL aktualisiert wird. Zusa¨tzlich ist die Struktur DL so konzipiert, dass
besagter zu aktualisierender Zeiger in konstanter Zeit identifiziert werden kann.
Zum Nachweis von Korrektheit und Laufzeiteffizienz der skizzierten Strategie
werden zuna¨chst Realisierungen fu¨r die auf den vorgestellten Datenstrukturen durch-
zufu¨hrenden Operationen vorgestellt und deren Kosten analysiert. In Abschnitt 5.3.5
wird dann auf die Techniken eingegangen, die die Konsistenz und Korrektheit der
Schnittpunktinformationen in DL und DI wa¨hrend des Za¨hlens von Inversionen si-
chern.
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Abbildung 5.4: Aktualisieren der Referenzen auf eine wa¨hrend eines Verschmel-
zungsvorgangs neu zu positionierende Gerade.
Initialisierung und Aufrechterhaltung der Datenstruktur DR
Die Datenstruktur DR wird initialisiert, indem zuna¨chst r natu¨rliche Zahlen aus dem
Bereich [0, . . . , n2− 1] iterativ und jeweils zufa¨llig (d. h. mit Wiederholungen) gene-
riert und in DR kodiert abgelegt werden. Anschließend werden diese Zahlen in DR
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per heapsort aufsteigend sortiert, was wegen deren Darstellung als Permutationen
von Eingabeelementen O(r · log2 r · log2 n) Zeit erfordert, siehe Korollar 4.1.5.
Die Datenstruktur DR wird linear, d. h. entsprechend der etablierten Sortierung,
abgebaut. Die Zahl in DR, die den Rang des na¨chsten zu protokollierenden Schnitt-
punktes angibt, wird in konstantem Zusatzspeicher vorgehalten. Ebenso wird als In-
formation u¨ber den aktuellen Status der Abarbeitung von DR die Anzahl der bereits
abgearbeiteten Zahlen in DR, d. h. die Anzahl der bereits protokollierten Schnitt-
punkte, in konstantem zusa¨tzlichem Speicher aufrecht erhalten. Jede der insgesamt r
Aktualisierungen von DR erfordert die Dekodierung des Ranges des na¨chsten zu pro-
tokollierenden Schnittpunktes in DR und damit O(log2 n) Zeit. Somit ist der globale
Zeitaufwand fu¨r das Initialisieren der Datenstruktur DR und fu¨r das Aufrechterhal-
ten der beno¨tigten Statusinformationen von der Komplexita¨t O(r · log2 r · log2 n).
Initialisierung und Aufrechterhaltung der Datenstruktur DL
In der Datenstruktur DL werden alle Geraden (durch Referenzen auf diese) ver-
merkt, die zu bereits gefundenen Schnittpunkten, deren Rang in DR vermerkt war,
beitragen. Diese (Referenzen auf) Geraden werden in DL sortiert vorgehalten, und
zwar entsprechend der <b−-Ordnung der referenzierten Geraden. Initial ist DL somit
leer und das Einfu¨gen einer neuen Referenz auf eine Gerade kann analog dem klas-
sischen insertion sort-Verfahren erfolgen (siehe Cormen et al. [CLR01, Kapitel 2]),
d. h. alle dem einzufu¨genden Element in der <b−-Ordnung nachfolgenden Elemente
in DL werden um einen Platz in DL nach rechts verschoben. Duplikate werden hier-
bei ignoriert, d. h. nicht eingefu¨gt. Der Zeitaufwand fu¨r das Einfu¨gen einer Referenz
auf eine Gerade in die Struktur DL ist somit in O(r · log2 n), so dass sich die glo-
balen Kosten fu¨r das Aufrechterhalten der Datenstruktur DL zu O(r2 · log2 n) Zeit
summieren.24 Das Entfernen von Referenzen aus DL wird generell nicht erforderlich.
Da die Elemente in der Datenstruktur DI Referenzen sind, die in die Daten-
struktur DL zeigen, muss jede Aktualisierung der Datenstruktur DL wie folgt an
die Datenstruktur DI propagiert werden: Sei das Element x gerade in DL eingefu¨gt
worden, und zwar an die j-te Position in DL, d. h. als j-te Gerade bzgl. der <b−-
24 Alternativ kann eine effizientere Methode der Aufrechterhaltung der Sortierung unter suk-
zessivem Einfu¨gen verwendet werden: Library sort [BFM04] ist eine stabil sortierende inserti-
on sort-Variante, die eine erwartete Laufzeit von O(r · log2 r) fu¨r eine r-elementige Eingabe be-
sitzt. Wie insertion sort ist auch diese Variante ein on-line-Algorithmus, d. h. sie bedarf keiner
Vorab-Kenntnis u¨ber die noch einzufu¨genden Elemente (abgesehen von dem jeweils als na¨chstes
einzufu¨genden Element). Der ursrpru¨ngliche library sort-Algorithmus permutiert die Menge der
einzufu¨genden Elemente vorab in zufa¨lliger Weise, um die angegebene Laufzeit fu¨r jede Eingabe
erwarten zu ko¨nnen. Diese Permutation ist fu¨r den Einsatz von library sort innerhalb des slope se-
lection-Algorithmus nicht notwendig: Die Zufa¨lligkeit der einzufu¨genden Elemente ist bereits durch
die zufa¨llige Auswahl der r zu protokollierenden Schnittpunkte gesichert. Die erwartete Laufzeit des
library sort-Algorithmus erho¨ht sich durch die Notwendigkeit des Kodierens und Dekodierens von
Elementen in DL um einen logarithmischen Faktor auf O(r · log2 r · log2 n). Library sort garantiert
seine gu¨nstige erwartete Gesamtlaufzeit dadurch, dass an geeigneten Stellen freie Speicherpla¨tze
zwischen den bereits eingefu¨gten Elementen bereitgestellt werden, so dass eine Einfu¨gung nur zu
erwartet amortisiert O(log2 r) vielen Positionsvera¨nderungen fu¨hrt. Diese Strategie bedingt, dass
der Speicherbedarf fu¨r die Datenstruktur DL durch die Verwendung von library sort um einen Fak-
tor 1+  wa¨chst, wobei beispielsweise  = 1 gewa¨hlt werden kann, ohne dass dies die asymptotische
Laufzeitkomplexita¨t erho¨ht.
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Sortierung der in DL referenzierten Geraden. Ist x bereits in DL vermerkt, so ist
keine Propagation notwendig, da in DL generell keine Duplikate gespeichert werden,
DL im vorliegenden Fall also nicht modifiziert werden muss. Andernfalls, d. h. falls
x noch nicht in DL vermerkt war, fu¨hrt das Einfu¨gen von x in DL (durch insertion
sort) dazu, dass alle an Position j oder ho¨her in DI gespeicherten Elemente sich
fortan an der na¨chst ho¨heren (relativ zu ihrer bisherigen) Position befinden.
Diese Positionsvera¨nderungen von Referenzen in DL an die Datenstruktur DI zu
propagieren, erfordert einen kompletten Durchlauf durch alle (bis zu 2r) Referenzen
in DI und das entsprechende Aktualisieren all jener Referenzen, die auf Positionen in
DL mit Index i ≤ j zeigen. Ein solcher Durchlauf kostet jeweils O(r · log2 n) Zeit, da
jeweils O(r) Referenzen dekodiert werden mu¨ssen. Der globale Zeitaufwand fu¨r das
Propagieren von A¨nderungen in DL entspricht also in der asymptotischen Analyse
den globalen Kosten von O(r2 · log2 n) fu¨r das Aktualisieren innerhalb von DL unter
Verwendung von insertion sort.25
Initialisierung und Aufrechterhaltung der Datenstruktur DI
Die Datenstruktur DI speichert die bislang gefundenen Schnittpunkte durch jeweils
zwei Referenzen in die Datenstruktur DL, deren konsistente Aktualisierung bereits
in vorigen Abschnitt 5.3.4 analysiert wurde. Um nun einen soeben entdeckten, zu
protokollierenden Schnittpunkt von zwei Geraden g1 and g2 in DI einzufu¨gen, werden
zuna¨chst (Referenzen auf) g1 and g2 in die <b−-Sortierung der Geraden aus DL
eingefu¨gt (wie im Abschnitt 5.3.4 beschrieben). Nachfolgend wird das Paar (i, j),
das diese beiden Geraden referenziert, hinter dem bislang letzten Eintrag in DI
vermerkt.
Die Laufzeitkosten fu¨r das Einfu¨gen in DI belaufen sich auf insgesamtO(r·log2 n)
zusa¨tzlich zu den analysierten Kosten fu¨r die Aktualisierungen in DL (und fu¨r deren
Propagation an DI).
Aus der Beschreibung der Funktionsweise und der Kostenanalyse der impliziten
Datenstrukturen DR, DL und DI ergibt sich, zusammen mit den Ausfu¨hrungen des
folgenden Abschnitts, die Aussage des folgenden Lemmas:
Lemma 5.3.17 Die globalen Laufzeitkosten fu¨r das Initialisieren und Aktualisieren
der Datenstrukturen DR, DL und DI zur in-place-Protokollierung von r Schnittpunk-
ten, die aus den durch n Geraden in der Ebene induzierten Schnittpunkten zufa¨llig
gewa¨hlt sind, belaufen sich auf O(r2 · log2 n).
5.3.5 Speichereffiziente Auswahl und Protokollierung von r
Schnittpunkten: Ablauf
Das Aufrechterhalten und das Zusammenspiel der Datenstrukturen DL und DI
wa¨hrend des Protokollierens von Schnittpunktinformationen bedarf in einigen Punk-
ten hinsichtlich Korrektheit und Laufzeitverhalten einer genaueren Erla¨uterung.
25Bei Verwendung von library sort (vergleiche Fußnote 24) ist die erwartete Laufzeit in
O(r · log2 n · log2 r): Eine einzelne Aktualisierung in DL sowie deren Propagierung nach DI kosten
armortisiert im erwarteten Falle jeweils O(log2 n · log2 r) erwartete Zeit.
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Verschmelzen von zwei Teilen der Eingabe
Wie beschrieben wird eine Variante des Inversionen za¨hlenden Algorithmus zur Pro-
tokollierung der Schnittpunkte in R verwendet. Dieser Algorithmus — als Erweite-
rung des mergesort-Algorithmus — verschmilzt zwei zu bearbeitende Eingabeteile
A1 und A2 in einen komplett <e−-sortierten Eingabeteil A1∪2. Da A1 und A2 vor der
Verschmelzung bereits <e−-sortiert sind, kann diese Verschmelzung in-place und in
linearer Zeit (bezu¨glich der Anzahl der Elemente in A1 ∪ A2) erfolgen, etwa durch
den Algorithmus von Geffert et al. [GKP00].
Die durch diese Verschmelzung notwendigen Aktualisierungen der Referenzen in
DL sind aber bereits in der dem Verschmelzen von A1 und A2 vorangegangenen Za¨hl-
und Protokollierungsphase durch CountAndRecord (Algorithmus 5.5) berech-
net worden: CountAndRecord arbeitet iterativ die Elemente in A1 und A2 ab,
und zwar in der Reihenfolge ihrer neuen Position im verschmolzenen Resultat A1∪2;
wa¨hrend der i-ten Iteration innerhalb einer Abarbeitung von CountAndRecord
wird also das i-te Element (bezeichnet mit g) der <e−-Sortierung von A1 ∪ A2 be-
stimmt (Zeile 2 in Algorithmus 5.5). In dieser i-ten Iteration ist in DL die Referenz
auf die Gerade g zu modifizieren, sofern g mindestens einen der bisher in DI proto-
kollierten Schnittpunkte mit induzierte. Ist dies der Fall, so besteht die notwendige
Modifikation aus dem Ersetzen der (einzigen) Referenz in DL auf die bisherige Positi-
on der Geraden g durch die Referenz auf die Position von g nach der Verschmelzung
von A1 und A2, die im Anschluss an die CountAndRecord-Abarbeitung erfolgt.
Aus noch zu erla¨uternden Konsistenzgru¨nden wird diese vorausgreifende Modifikati-
on von Zeigern auf wa¨hrend der Verschmelzung umzupositionierende Geraden nicht
auf DL durchgefu¨hrt, sondern auf einer Kopie D′L von DL. Hierfu¨r ist zu Beginn der
Abarbeitung einer neuen Rekursionsebene des Inversionen za¨hlenden Algorithmus
der Inhalt von DL nach D′L zu kopieren, was jeweils nicht mehr als O(r · log2 n) Zeit
in Anspruch nimmt.
Auffinden der Zeiger in DL auf zu verschmelzende Geraden
Um effizient die eventuell existierende Referenz in DL auf eine Gerade g, deren
Positionsa¨nderung gerade durch CountAndRecord ermittelt wurde, aufzufin-
den, kann Beobachtung 5.3.8 ausgenutzt werden: Aus dieser Beobachtung und der
<b−-Sortierung der Eintra¨ge in DL folgt, dass diejenigen Eintra¨ge, die Geraden
aus A1 ∪ A2 referenzieren, einen zusammenha¨ngenden Teil DL[jlo, . . . , jhi − 1] von
DL = DL[0, . . . , 2r − 1] bilden. Die Situation in DL vor der Verschmelzung von A1
und A2 stellt sich folgendermaßen dar:
DL Referenzen auf Geraden in A1 ∪ A2
0 jlo jhi 2r − 1
Vor dem Verschmelzen zweier Eingabeteile A1 and A2 durch CountAndRecord
ist es daher nu¨tzlich, die Indizes jlo und jhi zu kennen, d. h. sie vorab zu berechnen.
Dies ist in iterativer Weise mo¨glich; durch die Beobachtungen 5.3.7 und 5.3.8 ist
gewa¨hrleistet, dass fu¨r eine Verschmelzung der na¨chsten beiden Eingabeteile A3 und
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A4 die beiden Indizes jlo und jhi effizient aktualisiert werden ko¨nnen: Der neue Wert
von jlo entspricht dem bisherigen Wert von jhi und der neue Wert von jhi kann durch
lineares Suchen in DL, beginnend bei DL[jhi], bestimmt werden: Genauer bestimmt
sich der Wert von jhi als der Index in DL der letzten (Referenz auf eine) Gerade, die
bezu¨glich der <b−-Sortierung ”
ho¨her “ als die
”
ho¨chste” Gerade gmax in A3∪A4 ist.26
Die Laufzeitkosten fu¨r diese Vorarbeiten fu¨r das Verschmelzen zweier Eingabeteile
ergeben sich daher wie folgt:
Lemma 5.3.18 Die globalen Laufzeitkosten fu¨r das Bestimmen der Indizes jlo and
jhi sind in O(n · log2 n+ r · log22 n).
Beweis: Die Kostenanalyse erfolgt pro
”
Rekursionsebene“ des CountAndRe-
cord-Algorithmus. Auf jeder dieser Ebenen wird die zu bearbeitende Eingabe kom-
plett durchlaufen: Fu¨r jedes benachbarte Paar (A1, A2) von zu verschmelzenden Ein-
gabeteilen ist die
”
ho¨chste“ Gerade gmax zu bestimmen. Die resultierenden Kosten
sind pro
”
Rekursionsebene“ linear in der Eingabe, d. h. global in O(n · log2 n). Eben-
so wird die Datenstruktur DL in jeweils linearer Zeit durchlaufen und jede in DL
referenzierte Gerade mit einer Geraden gmax verglichen. Hierfu¨r sind alle maximal
O(r) vielen Eintra¨ge in DL zu dekodieren. Da das Dekodieren jeweils O(log2 n) Zeit
kostet, belaufen sich die Kosten auf O(r · log2 n) pro ”Rekursionsebene“ und insge-
samt auf O(r · log22 n). Zusa¨tzlich wird nur O(log2 n) Zeit fu¨r jedes Paar (A1, A2) von
benachbarten zu verschmelzenden Eingabeteilen, von deren Geraden keine einzige in
DL referenziert wird, erforderlich. Diese Zeit ist aufzuwenden, um festzustellen, dass
die na¨chste in DL referenzierte Gerade außerhalb von A1∪A2 liegt. Da insgesamt nur
O(n) solcher Paare (A1, A2) verschmolzen werden, folgt die Behauptung. 
Aktualisieren der relevanten Referenzen in DL
Die Teilliste DL[jlo, . . . , jhi−1], die den zu verschmelzenden Eingabeteilen A1 und A2
entspricht und deren begrenzende Indizes nach Lemma 5.3.18 effizient bestimmt wer-
den ko¨nnen, wird vor der Verschmelzung von A1 und A2 bezu¨glich der <e−-Ordnung
sortiert. Ebenso wird mit D′L[jlo, . . . , jhi − 1] verfahren. Auf diese Weise ko¨nnen
wa¨hrend des Durchlaufens durch die <e−-sortierten Eingabeteile A1 und A2 synchron
die Teillisten DL[jlo, . . . , jhi − 1] und D′L[jlo, . . . , jhi − 1] durchlaufen werden.
Fu¨r die Synchronisation der Durchla¨ufe wird die (bzgl. <e−) ”
niedrigste “in DL
referenzierte Gerade µ vorgehalten, die nicht
”
niederiger“als die aktuell durch den
CountAndRecord-Algorithmus in der i-ten Iteration abzuarbeitende Gerade g
ist; die Gerade µ ist damit die na¨chste durch CountAndRecord abzuarbeitende
Gerade, fu¨r deren Referenz in DL eine Aktualisierung no¨tig werden kann. Die Gerade
µ wird mit konstantem Extraspeicher und nicht explizit vorgehalten, sondern u¨ber
ihren Index j, so dass DL[j] =: τ auf µ = A[τ ] verweist.
26Die Beschreibung bezieht sich auf Verschmelzungen der A1 und A2 rechts benachbarten Ein-
gabeteile. Sind solche nicht existent, impliziert dies, dass die Verschmelzung auf der na¨chsten
”Rekursionsebene“ von CountAndRecord fortgefu¨hrt wird; der Index jlo ergibt sich dann als
0, der Index jhi wird durch lineare Suche analog zum geschilderten Fall, aber beginnend bei A[0],
bestimmt.
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Die Positionsa¨nderung der Referenz DL[j] auf µ wird bearbeitet, wenn die in der
Verschmelzung aktuell abzuarbeitende Gerade g die in A[j] befindliche Gerade ist,
so dass DL[j] auf g verweist.
Diese Referenz DL[j] auf µ hat (nach der Verschmelzung von A1 und A2) auf die
i-te Gerade des verschmolzenen Eingabeteiles A1∪2 zu verweisen. Um diese Aktua-
lisierungen und den synchronisierten Durchlauf in den skizzierten CountAndRe-
cord-Algorithmus (Algorithmus 5.5) zu integrieren, sind die Anweisungen in den
Zeilen 8 und 10 zu erga¨nzen: Jeweils muss der Index der aktuell abzuarbeitenden
Gerade g mit dem in PS[j] vermerkten Index verglichen werden. Besteht Gleichheit,
so muss der Aktualisierungsbedarf von DL[j] vermerkt und der Index j inkrementiert
werden. Dieses Vermerken, bzw. das sofortige Ausfu¨hren, dieser erst nach der Ver-
schmelzung von A1 und A2 gu¨ltigen Aktualisierung von PS[j] geschieht nicht (bzw.
nicht sofort) in DL, sondern in der Kopie D′L von DL.
Der zusa¨tzliche Zeitaufwand fu¨r die synchronisierten Durchla¨ufe und das Ak-
tualisieren bestehender Referenzen in D′L ergibt sich wie folgt: Jede Aktualisierung
einer Referenz in D′L kostet O(log2 n) Zeit fu¨r das Dekodieren der urspru¨nglichen
und fu¨r das Kodieren der modifizierten Referenz. Die Anzahl dieser Aktualisierun-
gen ist begrenzt durch 2 ·r pro
”
Rekursionsebene“, da der Index j nur inkrementiert
wird, also jede Referenz in D′L nur einmal pro ”Rekursionsebene“ aktualisiert wer-
den kann. Insgesamt resultieren hieraus Laufzeitkosten von O(r · log22 n). Dieselbe
asymptotische Laufzeitkomplexita¨t ergibt sich fu¨r die globalen Kosten fu¨r das jewei-
lige Sortieren des zu den zu verschmelzenden Eingabeteilen A1 und A2 assoziierten
Teilen der Datenstrukturen DL und D′L in <e−-Ordnung. Zusa¨tzlich ist zu beachten,
dass der dekodierte Wert DL[j] mit konstantem Extraspeicher in der Weise vorge-
halten werden kann, dass in konstanter Zeit auf diesen zugegriffen werden kann.
Konsistente Aktualisierung von DL und DI bei Auffinden eines neuen
Schnittpunktes
Es bleibt zu beschreiben, wie DL und DI effizient und konsistent zu aktualisieren
sind, wenn der Algorithmus CountAndRecord einen weiteren zu protokollieren-
den Schnittpunkt entdeckt.
Eine solche Aktualisierung besteht aus dem Einfu¨gen eines Paares von Referenzen
in DI , die auf Elemente in DL zeigen (vergleiche Abschnitt 5.3.4). Entsprechend
mu¨ssen in DL bis zu zwei neue Elemente, d. h. Referenzen auf Geraden, eingefu¨gt
werden. Das Einfu¨gen einer Referenz τ auf eine Gerade g = A[τ ] inDL ist in mehrerlei
Hinsicht problematisch und auch der Grund fu¨r das Verwenden der Kopie D′L von
DL: Eine neu eingefu¨gte Referenz τ in DL muss in die in DL herrschende Ordnung
eingefu¨gt werden: Da im aktuellen Verschmelzungsschritt nur Schnittpunkte von
Geraden aus A1 mit Geraden aus A2 gefunden werden ko¨nnen, muss ij in den zu A1
und A2 assoziierten — und damit <e−-sortierten — Teil DL[jlo, . . . , jhi − 1] von DL
eingefu¨gt werden. Dabei ist zu beachten, dass dieser Teil durch Einfu¨gen von τ um
einen Eintrag vergro¨ßert wird und der Wert jhi entsprechend inkrementiert werden
muss.
Der Eintrag in DI , der den neu gefundenen Schnittpunkt repra¨sentiert, muss
aber auf die Position von τ nicht bezu¨glich der in DL[jlo, . . . , jhi − 1] etablierten
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<e−-Sortierung , sondern bezu¨glich der im Rest von DL herrschenden <b−-Sortierung
verweisen. Da τ aber bezu¨glich der <e−-Sortierung in DL[jlo, . . . , jhi − 1] eingefu¨gt
wurde, muss die Position in der <b−-Sortierung von DL zuna¨chst berechnet wer-
den. Hierfu¨r ist die Anzahl aller in DL[jlo, . . . , jhi − 1] referenzierten Geraden zu
bestimmen, die bezu¨glich der <b−-Ordnung ”
niedriger“ als die durch τ referenzierte
Gerade sind. Ein Durchlauf durch die Referenzen in DL[jlo, . . . , jhi− 1] liefert die zu
bestimmende Position jτ von τ , da in DL die Positionen aller Geraden vor der Ver-
schmelzung von A1 mit A2 vermerkt sind. Es ist zu beachten, dass diese Information
nicht aus DL zu extrahieren wa¨re, wenn die Umpositionierungen von Geraden durch
das Verschmelzen von A1 mit A2 direkt in DL (statt in der Kopie D′L) vermerkt wor-
den wa¨ren; die Referenzen wu¨rden vor der eigentlichen Verschmelzung die falschen
Geraden referenzieren.
Das Einfu¨gen der Referenz τ auf eine Gerade in DL impliziert das Verschie-
ben aller Referenzen auf Geraden, die in einer komplett <b−-sortierten Struktur
DL rechts der Position jτ der neuen Referenz τ sta¨nden. Diese Verschiebungen
mu¨ssen zusa¨tzlich an DI propagiert werden: Die Referenzen in DI auf Elemente
in DL[jτ , . . . , |DL| − 1] mu¨ssen aktualisiert (d. h. die vermerkten Adressangaben
um eins inkrementiert) werden, um auf die neuen Positionen der verschobenen Ein-
tra¨ge in DL zu zeigen. Hierfu¨r wird das in Abschnitt 5.3.4 beschriebene insertion
sort-basierte Verfahren verwendet (vergleiche auch Fußnote 24 auf Seite 121). Das
beschriebene Einfu¨gen der Referenz τ wird nicht nur in DL sondern auch in D′L
durchgefu¨hrt.
Um die Konsistenz von DI mit DL wiederherzustellen, sind zuna¨chst die in
DL[jlo, . . . , jhi − 1] kodierten Referenzen durch die in D′L[jlo, . . . , jhi − 1] zu erset-
zen und anschließend entsprechend der <b−-Ordnung zu sortieren.
Diese Wiederherstellung der Konsistenz hat im Anschluss an das tatsa¨chliche Ver-
schmelzen von A1 mit A2, etwa durch den Algorithmus von Geffert et al. [GKP00],
zu geschehen.
Lemma 5.3.19 Die gegenu¨ber Lemma 5.3.17notwendigen Zusatzkosten fu¨r die Kon-
sistenzerhaltung von Referenzen in DL und DI belaufen sich auf O(r · log2 r · log2 n).
Beweis: Das Kopieren von Referenzen von DL nach D′L und von D′L nach DL kostet
insgesamt O(r · log2 n) Zeit fu¨r jede der O(log2 n) ”Rekursionsebenen“. Des Weiteren
ist jede Referenz in DL oder D′L auf jeder ”Rekursionsebene“ Gegenstand von ma-
ximal zwei Sortiervorga¨ngen, na¨mlich je einem bezu¨glich <b− und einem bezu¨glich
<e− : Jede Referenz ist Element nur eines zu verschmelzenden Eingabeteiles und je-
der dieser Eingabeteile nimmt pro
”
Rekursionsebene“ nur an einer Verschmelzung
teil. Da nicht mehr als 4 · r Elemente in DL und D′L gespeichert sind, lassen sich
die globalen Laufzeitkosten fu¨r dieses Sortieren (einschließlich der Kosten fu¨r Ko-
dieren und Dekodieren von Zeigern) nach Korollar 4.1.5 durch O(r · log22 r · log2 n)
abscha¨tzen.
Keine der sonstigen in Abschnitt 5.3.5 beschriebenen Operationen fu¨hrt zu einer
Erho¨hung der bereits in Lemmm 5.3.17 analysierten asymptotischen Laufzeitkom-
plexita¨t fu¨r Aktualisierungen der Datenstrukturen DR, DL und DI .

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5.3.6 Speichereffiziente Auswahl und Protokollierung von r
Schnittpunkten: Komplettierung
Abarbeiten der zweiten Ha¨lfte des Eingabefeldes Nachdem die Schnittpunk-
te innerhalb der ersten Ha¨lfte der Eingabe abgearbeitet worden sind, vertauschen
die Eingabeha¨lften ihre Funktionen bezu¨glich der Schnittpunktbearbeitung: Der mo-
difizierte Inversionen za¨hlende Algorithmus hat nun die zweite Ha¨lfte der Eingabe
abzuarbeiten. Gleichzeitig soll die erste Ha¨lfte zur Protokollierung der sowohl in
der ersten Phase ausgewa¨hlten als auch der noch auszuwa¨hlenden Schnittpunkte
verwendet werden. Hierfu¨r mu¨ssen zuna¨chst die Schnittpunktinformationen von der
zweiten in die erste Eingabefeldha¨lfte u¨bertragen, d. h. die Datenstrukturen dort-
hin verschoben werden. Dies ist in linearer Zeit mo¨glich, da fu¨r Bit-Nachbarn ihr
Auslesen (in der zweiten Ha¨lfte) und Vertauschen (in der ersten Ha¨lfte) wa¨hrend
eines synchronisierten linearen Durchlaufs (durch die zweite und die erste Ha¨lfte)
erfolgen kann.27 Zur Kodierung in der ersten Eingabeha¨lfte wird ausgenutzt, dass
diese, wie ein jeder vom Inversionen za¨hlenden Algorithmus abgearbeitete Eingabe-
teil, bezu¨glich <e− sortiert vorliegt. Dementsprechend wird diese Ordnung fu¨r die
Kodierung der Datenstrukturen DR, DL, D′L und DI verwendet. Nachfolgend ist
die Struktur des Eingabefeldes vor der Abarbeitung der zweiten Phase der Schnitt-
punktprotokollierung skizziert.
DR / DI D′L DL Abzuarbeitende Geraden
0 12n n− 1
Die nun in der zweiten Phase des Algorithmus fortzusetzende Za¨hlung und Proto-
kollierung von Schnittpunkten kann analog den Schilderungen fu¨r die erste Phase
des Algorithmus erfolgen.
Verschmelzen der ersten mit der zweiten Eingabefeldha¨lfte Nach der Ab-
arbeitung der zweiten Eingabefeldha¨lfte A[n/2, . . . , n− 1], bleiben noch die Schnitt-
punkte zu betrachten, die jeweils von einer Geraden aus A[0, . . . , n/2− 1] und einer
Geraden aus A[n/2, . . . , n− 1] induziert werden.
Fu¨r die Korrektheit der in-place-Variante der Schnittpunktprotokollierung ist
wesentlich, dass diese letzte Verschmelzung
”
virtuell“ erfolgen kann, d. h. dass Per-
mutationen von Eingabeelementen nicht erforderlich werden: Die einem Za¨hlen von
Inversionen innerhalb eines Verschmelzungsschrittes nachfolgende Verschmelzung
dient nur der Herstellung der korrekten <e−-Ordnung der Vereinigung der verschmol-
zenen Teile. Diese Ordnung ist (im vorliegenden Problemfall) nur als Vorbedingung
fu¨r die effiziente Verschmelzung auf der jeweils na¨chstho¨heren Rekursionsebene not-
wendig. Somit kann die Wiederherstellung der Ordnung auf der ho¨chsten Rekur-
sionsebene und nach Beendigung der Za¨hlphase unterbleiben; eine
”
virtuelle“ Ver-
schmelzung der Teile A[0, . . . , n/2 − 1] und A[n/2, . . . , n − 1], wie im CountAnd-
Record-Algorithmus (Algorithmus 5.5) skizziert, ist ausreichend. Somit besteht
27Die Vorgehensweise beim Verschieben von kodierten Informationen wird in Abschnitt 4.1.1
erla¨utert.
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nicht die Gefahr, dass die kodierten Datenstrukturen wa¨hrend der dritten Phase der
Schnittpunktprotokollierung durch Umpositionierungen von Geraden korrumpiert
wu¨rden.
Die finale dritte Phase erfordert jedoch die Abarbeitung von Eingabeelementen
g, die zur Kodierung einer der Datenstrukturen DR, DL oder DI dienen. Dies ist
unproblematisch, da das (entsprechend der <e−-Sortierung) jeweils na¨chste abzuar-
beitende Eingabeelement g durch die Kodierung maximal um eine Position inner-
halb des Eingabefeldes verschoben ist; es ist also nur die zusa¨tzliche Betrachtung des
Bit-Nachbarn von g erforderlich, um g zu identifizieren. Diese zusa¨tzlichen Betrach-
tungen erfordern nur konstant viel zusa¨tzlichen Speicher und verursachen konstante
zusa¨tzliche Laufzeitkosten pro abzuarbeitendem Eingabeelement, d. h. insgesamt
nur lineare Zusatzkosten.
5.3.7 Komplettieren einzelner Suchschritte und Komplet-
tieren der Suche
Bestimmen eines neuen Suchstreifens durch Betrachtung von R
Nach Abarbeitung der dritten Phase sind alle Schnittpunkte ausgewa¨hlt und proto-
kolliert, deren Ra¨nge in der Datenstruktur DR vermerkt waren: Die Datenstruktur
DI referenziert diese Schnittpunkte durch r Paare von kodierten Zeigern in die Da-
tenstruktur DL, in der bis zu 2 · r Zeiger auf Geraden, d. h. auf Eingabeelemente in
A, verweisen.
Ein neuer (noch abschließend zu u¨berpru¨fender) Suchstreifen wird nun durch
die x-Koordinaten b′ und e′ zweier geeigneter Schnittpunkte der so protokollierten
Auswahl R bestimmt: Hierfu¨r sind die Schnittpunkte mit den Ra¨ngen κb′ und κe′
(bezu¨glich der x-Ordnung in R) zu ermitteln (Zeile 6 in Algorithmus 5.3). Das
folgende Lemma impliziert, dass die Kosten dieser Bestimmung von den Kosten der
Protokollierung von R dominiert werden:
Lemma 5.3.20 Sei eine Auswahl R von r Schnittpunkten in einer Eingabe von n
Geraden wie oben beschrieben kodiert. Die Bestimmung der Schnittpunkte mit den
Ra¨ngen κb′ und κe′ (bezu¨glich der <x-Ordnung in R) ist in-place in O(r·log2 r·log2 n)
Zeit mo¨glich.
Beweis: Die in DI kodierten Schnittpunkte ko¨nnen per heapsort sortiert werden,
was O(r · log2 r · log2 n) Zeit gema¨ß Lemma 4.1.5 erfordert. Etwaige Duplikate in
der Eingabe beeinflussen die Korrektheit des Resultats nicht: Unabha¨ngig davon,
ob die durchgefu¨hrte Sortierung stabil ist oder nicht, ergeben sich dieselben Inter-
vallgrenzen b′ und e′ fu¨r den neuen Suchstreifen. Das abschließende Bestimmen der
x-Koordinaten der gesuchten Schnittpunkte erfolgt in O(log2 n) Zeit durch das Aus-
lesen der κb′-ten und der κe′-ten Referenzen in DI und das abschließende Auslesen
der von diesen Referenzen referenzierten Zeiger in DL. 
Der einen jeden Suchschritt abschließende Test, ob sich der zu bestimmende
Schnittpunkt im so ermittelten gemutmaßten Suchstreifen I(b′, e′) befindet, ist wie
in Abschnitt 5.3.2 beschrieben in O(n · log2 n) Zeit durchfu¨hrbar.
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Abschließen der Suche
Ist die den Suchschritt abschließende U¨berpru¨fung erfolgreich, kann die Suche auf
die im Suchstreifen 〈b′, e′〉 befindlichen Schnittpunkte eingeschra¨nkt werden. Da de-
ren Anzahl |I(b′, e′)| fu¨r diese U¨berpru¨fung bereits bestimmt wurde, kann die Ab-
bruchbedingung des slope selection-Algorithmus (Zeile 11 in Algorithmus 5.3) in
konstanter Zeit u¨berpru¨ft werden. Ist diese Abbruchbedingung erfu¨llt, d. h. gilt
|I(b′, e′)| ≤ r, so kann der beschriebene Algorithmus zur zufa¨lligen Auswahl ei-
ner Menge von Schnittpunkten in modifizierter Form angewendet werden, um alle
Schnittpunkte in 〈b′, e′〉 zu protokollieren. Der gesuchte Schnittpunkt mit Rang k
bezu¨glich der <x-Sortierung der Schnittpunkte der Eingabe bestimmt sich nun als
der Schnittpunkt mit Rang κ = (r/N)(k − |I(−∞, b)|) innerhalb der Menge R
der protokollierten Schnittpunkte; die Selektion dieses Schnittpunktes erfolgt ana-
log zur Selektion der Grenzen fu¨r einen gemutmaßten Suchstreifen (siehe den Beweis
zu Lemma 5.3.20).28
Diese Bestimmung komplettiert den in-place-Algorithmus zur Auswahl einer Ge-
raden mit bezu¨glich ihres Ranges ausgewa¨hlter Steigung. Wa¨hlt man die Stichpro-
bengro¨ßen r der randomisierten Suche geeignet, etwa einheitlich fu¨r alle Suchschritte
durch r ∈ Θ(√n) mit r ≤ n/(32 · dlog2 ne) (vergleiche Korollar 5.3.16), so ergibt
sich eine erwartete Laufzeit von O(n · log2 n) pro Suchschritt.
Durch Wahl von r ∈ Θ(√n) ist zudem gesichert, dass ein 0 < β < 1 existiert, so
dass in jedem Suchschritt r ≤ |S|β gilt. Somit ist die wesentliche Voraussetzung fu¨r
Lemma 5.2.2 und Lemma 5.2.4 erfu¨llt. Diese Lemmata lassen sich auf den vorlie-
genden Fall der Bestimmung des (bezu¨glich <x) k-ten Schnittpunktes u¨bertragen,
sofern <x eine strenge lineare Ordnung auf den Kandidaten bildet. Dies ist genau
dann der Fall, wenn keine drei Punkte der origina¨ren Eingabe fu¨r das slope selec-
tion-Problem kollinear sind. An dieser Stelle — wie schon bei Matousˇek [Mat91b]
und von Dillencourt et al. [DMN92] — sei darauf verwiesen, dass Techniken von
Edelsbrunner und Mu¨cke [EM90] im vorliegenden Kontext zur (virtuellen) Pertur-
bation von Eingabeelementen verwendet werden ko¨nnen, um Kollinearita¨ten in der
Eingabe aufzulo¨sen. Wie sich Kollinearita¨ten im konkreten Anwendungsfall ohne
Verwendung der Techniken von Edelsbrunner und Mu¨cke auflo¨sen lassen, ist bereits
in Bemerkung 5.3.10, analog zu den Ausfu¨hrungen von Dillencourt et al. [DMN92],
beschrieben worden.
Da somit nur eine konstante Anzahl von Suchschritten zu erwarten ist und diese
Suchschritte jeweils eine erwartete Laufzeit von O(n log2 n) und einen Bedarf an
zusa¨tzlichem Speicher in O(1) aufweisen, ist auch der konstruktive Nachweis von
Satz 5.3.2 erbracht.
28Bezu¨glich der Eindeutigkeit des Ergebnisses der abschließenden Elementselektion gilt: Eine
fehlende Stabilita¨t der vorangegangenen Sortierung ist fu¨r die Korrektheit des Ergebnisses des
Algorithmus nicht erforderlich, da ein bezu¨glich der x-Koordinate k-ter Schnittpunkt erwartet wird;
existieren mehrere Schnittpunkte σ1, . . . , σm mit gleicher x-Koordinate, die also diese Bedingung
(jeweils bezu¨glich einer anderen Anordnung von σ1, . . . , σm bezu¨glich <x) erfu¨llen, wird zwischen
diesen nicht unterschieden, und ein beliebiger dieser Schnittpunkte kann zuru¨ck gegeben werden.
Die origina¨re slope selection-Problemstellung erwartet zudem als Ru¨ckgabe keine Gerade (also
keinen dualen Schnittpunkt), sondern nur den numerischen Wert der medianen Steigung. Dieser
ergibt sich fu¨r alle σi als deren x-Koordinate identisch.
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5.3.8 Generalisierungen, Optimierungen und Varianten
Eine randomisierte Optimierung der Schnittpunktprotokollierung
Wird statt dem klassischen insertion sort-Verfahren fu¨r das Einfu¨gen in die Sor-
tierung in DL das randomisierte und erwartet schnellere library sort von Bender
et al. [BFM04] verwendet (vergleiche die Fußnoten 24 und 25 auf den Seiten 121
und 122), so ist die erwartete Laufzeit fu¨r die Protokollierung der Auswahl R in
O(r · log2 r · log22 n).
Dies impliziert, dass auch (noch kodierbare) Auswahlgro¨ßen r aus O(n/ log22 n)
die erwartete asymptotische Laufzeitkomplexita¨t von O(n · log2 n) aus Satz 5.3.2
nicht erho¨hen. Es bleibt zu beachten, dass die Ma¨chtigkeit r zusa¨tzlich durch die
Notwendigkeit der Kodierung aller Informationen der Auswahl R durch n Eingabe-
elemente beschra¨nkt ist: Diese Beschra¨nkung von urspru¨nglich r ≤ n/(32 · dlog2 ne)
verscha¨rft sich durch die Verwendung von library sort mit einem (frei wa¨hlbaren)
Parameter  > 0 um einen Faktor 1 + /2.
Generalisierung fu¨r Eingaben mit Duplikaten
Als Folgerung aus den Ausfu¨hrungen in Bemerkung 5.3.10 zu duplikathaltigen Ein-
gaben fu¨r das slope selection-Problem ergibt sich indirekt, dass das Resultat aus
Satz 5.3.2 auch fu¨r solche Eingaben gu¨ltig ist, sofern sie genu¨gend unterscheidbare
Elemente besitzen, um die Kodierung der Auswahlen R wa¨hrend der Abarbeitung
des Inversionen za¨hlenden Algorithmus zu sichern:
Korollar 5.3.21 Die Aussage von Satz 5.3.2 ist fu¨r ein beliebiges c > 1/2 auch
fu¨r die Menge Pc von Eingaben, die mindestens c · n unterscheidbare Elementen
enthalten, gu¨ltig.
Beweis: Der Nachweis von Lemma 5.2.1, das die konstante erwartete Anzahl an
notwendigen Suchschritten impliziert, wird von Dillencourt et al. auch fu¨r duplikat-
behaftete Eingaben gefu¨hrt: Der Nachweis la¨sst Duplikate bezu¨glich der die Such-
aufgabe definierenden Ordnung <x zu und legt keine weiteren Annahmen u¨ber die
Unterscheidbarkeit der Eingabeelemente zu Grunde (vergleiche Lemma 2.1 und 2.2
sowie Kapitel 5.1 in [DMN92]).
Somit ist die Korrektheit und Effizienz des slope selection-Algorithmus in seiner
originalen Fassung auch fu¨r duplikathaltige Eingaben nachgewiesen. Fu¨r die U¨ber-
tragung dieser Aussage auf die in-place-Variante ist zuvorderst zu beachten, das der
in-place-Algorithmus von Mannila und Ukkonen [MU84] fu¨r das Verschmelzen zweier
Eingabeteile innerhalb des Inversionen za¨hlenden Algorithmus verwendet werden
kann und dieser auch fu¨r Multimengen korrekt und laufzeitoptimal arbeitet.
Es bleibt die Schwierigkeit der Schnittpunktprotokollierung durch implizite Ko-
dierung zu betrachten. Fu¨r eine duplikatbehaftete Eingabe ist zu beachten, dass
nur die unterscheidbaren Elemente der Eingabe durch Permutationen Informatio-
nen kodieren ko¨nnen (vergleiche Bemerkung 4.1.3). Die Anzahl der Duplikate m in
der Eingabe kann in O(n · log2 n) Zeit und in-place durch Sortieren etwa bezu¨glich
der lexikografischen <b−-Ordnung fu¨r ein b ∈ R und einen anschließenden linea-
ren Durchlauf ermittelt werden. Die Separierung der Duplikate eines Eingabeteiles
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A[0, . . . , n/2− 1], bzw. A[n/2, . . . , n− 1] von den unterscheidbaren Elementen in der
jeweiligen Eingabefeldha¨lfte, die zur Kodierung verwendet werden soll, ist in linea-
rer Zeit durch Anwendung des in-place-Teilmengenextraktionsalgorithmus von Bose
et al. [BMM+06] mo¨glich. Die im nachzuweisenden Korollar geforderte Anzahl an
unterscheidbaren Elementen sichert, dass ein duplikatfreier Teil von (c − 1/2) · n
Elementen fu¨r die Kodierung von Schnittpunktinformationen zur Verfu¨gung steht.
Diese Anzahl ist ausreichend, um eine Auswahl R zu kodieren, die groß genug ist,
um die Voraussetzung von Lemma 5.2.1 zu erfu¨llen und damit eine erwartet kon-
stante Anzahl an Suchschritten zu garantieren. Wa¨hrend der dritten Phase der Pro-
tokollierung, d. h. fu¨r die finale Anwendung des Verfahrens CountAndRecord
(Algorithmus 5.5), ist zusa¨tzlich der Durchlauf durch die linke Eingabefeldha¨lfte zu
modifizieren: Dieser Durchlauf hat nun synchron durch die Menge der kodierenden
Elemente und durch die (vorab zu sortierende) Menge der Duplikate zu erfolgen. Die-
se Modifikation hat keine Auswirkung auf die asymptotische Laufzeitkomplexita¨t des
Inversionen-Za¨hlens von O(n · log2 n) und ist mit konstantem zusa¨tzlichem Speicher
(fu¨r einen Zeiger in den Eingabeteil, der die Duplikate entha¨lt) zu realisieren. 
Eine alternative Realisierung der Protokollierung von Schnittpunkten
Im Folgenden wird ein weiterer Algorithmus zur Schnittpunktprotokollierung vorge-
stellt, welcher Kopien von Eingabegeraden statt Referenzen auf diese speichert, d.h.
implizit kodiert.
Motivation fu¨r die Protokollierung durch Referenzen und eine Alternative
hierzu Der vorgestellte slope selection-Algorithmus vermeidet es, Eingabeelemen-
te A∗[i] direkt, d. h. durch ihren in A vermerkten Wert, zu kodieren.29 Stattdessen
werden Referenzen auf Eingabeelemente kodiert. Dies ist zuforderst darin begru¨ndet,
dass im Allgemeinen von einer Zugreifbarkeit der Darstellung der fu¨r Eingabeele-
mente verwendeten Zahl- bzw. Referenztypen nicht auszugehen ist. Insbesondere
ist somit die bitweise Kodierung der Werte eines Eingabeelementes im Allgemeinen
nicht mo¨glich, da diese Werte nicht auf Bit-Ebene auszulesen sind. In diesem Ab-
schnitt wird eine Lo¨sung des slope selection-Problems vorgestellt, die jedoch von der
bitweisen Kodierbarkeit von Eingabeelementen ausgeht und dadurch deutlich simp-
ler als die soeben vorgestellte Lo¨sung konzipiert ist. Insofern kann diese Variante
als eine Anregung verstanden werden, die Vorteile einer transparenten (bitweisen)
Darstellung von Eingabedaten fu¨r (die Entwicklung von) in-place-Algorithmen zu
evaluieren.
Zusa¨tzlich zu genannter Einschra¨nkung bezu¨glich der Verfu¨gbarkeit kodierba-
rer Bit-Darstellungen von Eingabeelementen ist das Kodieren von Eingabewerten
statt von Referenzen in einer weiteren Hinsicht problematisch: Die Kodierung eines
29Mit A∗[i] sei im folgenden das i-te Element des u¨bergebenen Eingabefeldes bezeichnet, um von
der Notation A[i] zu unterscheiden, die das i-te Element des Eingabefeldes in seiner jeweiligen aktu-
ellen Konfiguration bezeichnet. Es ist zudem zu beachten, dass ein Element A∗[i], entsprechend den
Ausfu¨hrungen in Kapitel 4, ein Eingabedatum oder einen Verweis in ein externes Speichermedium
auf ein solches Eingabedatum darstellen kann.
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Eingabeelementes A∗[i] erfordert (je nach Anwendungshintergrund unterschiedlich
deutlich) mehr impliziten Speicherplatz, d. h. permutierbare Eingabeelemente, als
die Kodierung einer Referenz i auf A∗[i]. Sofern A keine Duplikate entha¨lt, sind die
Kosten (in der Anzahl kodierender Eingabeelemente) fu¨r die Kodierung von A∗[i]
mindestens so hoch wie die Kosten fu¨r die Kodierung der Zahl i, was sich aus der
Unterscheidbarkeit der n Eingabeelemente ergibt.
Die Kodierung von Werten A∗[i] ist im Verha¨ltnis um so teurer, je kleiner die
Eingabegro¨ße n ist und je ho¨her die numerische Genauigkeit der Koordinaten der
Eingabepunkte ist. Eine eventuell noch gravierendere Diskrepanz zwischen den Kos-
ten der genannten Alternativen ergibt sich, wenn das Format fu¨r Eingabeelemente
neben Punktinformationen noch weitere (fu¨r die slope selection-Problemstellung ir-
relevante) Attribute entha¨lt. Ein Verwerfen der entsprechenden Attributwerte oder
ein irreversibles Trennen dieser Attributwerte von den fu¨r das Lo¨sen der slope selec-
tion-Probleminstanz relevanten Daten ist nicht zula¨ssig. Dies besagt das in Kapitel
4 beschriebene Modell und begru¨ndet sich durch die mo¨gliche Relevanz der Daten
fu¨r die Anwendung, die die Probleminstanz A liefert.
Die Protokollierung von Schnittpunkten wa¨hrend eines Suchschrittes kann jedoch
signifikant vereinfacht werden, wenn Elemente A∗[i] der Eingabe explizit statt durch
einen Index i vorgehalten werden. Nachfolgend ist eine Variante fu¨r die Protokollie-
rung von Schnittpunktinformationen wa¨hrend eines Suchschrittes des vorgestellten
slope selection-Algorithmus skizziert, welche eine Eingabeelemente A∗[i] kodierende
Struktur DT zur Datenhaltung verwendet.
Protokollierung der Schnittpunktinformationen Die Datenstruktur DT wird
implizit durch Permutation von Eingabeelementen vorgehalten und ist ihrer Art
nach eine sortierte Liste. Ein Eintrag in DT repra¨sentiert einen Schnittpunkt und
besteht aus einem Tripel (ri, A
∗[i1], A∗[i2]), wobei ri den Rang des Schnittpunktes (wie
gehabt bezu¨glich seiner Entdeckung durch den Inversionen za¨hlenden Algorithmus)
und A∗[i1] und A∗[i2] die den Schnittpunkt induzierenden Geraden darstellen. Die
Struktur DT wird zuna¨chst — wie die in Abschnitt 5.3.4 erla¨uterte Datenstruktur
DR— mit den r Ra¨ngen der zu kodierenden Schnittpunkte gefu¨llt. Diese Ra¨nge
werden anschließend sortiert.
Der wesentliche Vorteil der hier geschilderten Variante ist, dass die Positions-
vera¨nderungen der zu Schnittpunkten beitragenden Geraden nicht verfolgt werden
mu¨ssen; die Erga¨nzung um Schnittpunktinformationen A∗[i1] und A∗[i2] sind die ein-
zig notwendigen Aktualisierungen der Protokollinformationen wa¨hrend des Ablaufs
des modifizierten Inversionen za¨hlenden Algorithmus CountAndRecord (Algo-
rithmus 5.5). Ein A¨quivalent der beschriebenen synchronisierten Sortierungen der
Datenstrukturen DL und DI wird nicht beno¨tigt. Auch die Entfernung von Duplika-
ten in DL, so dass jede Gerade nur einmal protokolliert wird, auch wenn sie mehrere
protokollierte Schnittpunkte induziert, ist nicht notwendig.
Die fu¨r die Aktualisierungen von DT notwendigen Statusinformationen sind die
bei der Erla¨uterung der Datenstruktur DR genannten: Vorzuhalten (in konstantem
zusa¨tzlichem Speicher) ist die Anzahl j der bereits gefundenen Schnittpunkte; die-
se Information gibt den Index j des Eintrages in DT vor, der als na¨chstes durch
Schnittpunktinformationen (A∗[j1], A∗[j2]) zu erga¨nzen ist. Wie fu¨r DR wird auch fu¨r
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DT der Rang DT [j] dieses na¨chsten zu protokollierenden Schnittpunktes dekodiert
in konstantem zusa¨tzlichem Speicher vorgehalten.
Fu¨r die Analyse der implizit vorzuhaltenden Struktur DT bezeichne ∫ im Fol-
genden die Anzahl der Bits, die fu¨r die Repra¨sentation eines Elementes des Einga-
befeldes erforderlich ist. Fu¨r die Kodierung der ausgewa¨hlten Ra¨nge der Schnitt-
punkte werden 4 · r · dlog2 ne Eingabeelemente beno¨tigt. Fu¨r die explizite Kodierung
der insgesamt 2 · r Eingabeelemente (mit Vielfachheiten geza¨hlt), die als Geraden
interpretiert die Schnittpunkte aus R induzieren, sind 4 · r · ∫ Eingabeelemente not-
wendig. Hieraus ergibt sich eine maximal darstellbare Gro¨ße r der Auswahl R von
n/(8 · (∫ + dlog2 ne)).
Der Zeitaufwand fu¨r das initiale Sortieren der Ra¨nge in DT ist in O(r · log2 r ·
log2 n). Das Dekodieren des jeweils na¨chsten Ranges erfordert global nur O(r ·log2 n)
Zeit. Der Zeitaufwand fu¨r das Kodieren der Eingabeelemente A∗[i], die (als Geraden
interpretiert) die zu protokollierenden Schnittpunkte induzieren, bela¨uft sich auf
O(r · ∫) Zeit. Der globale Zeitaufwand fu¨r das Protokollieren von Schnittpunktinfor-
mationen ist damit in O(r · (∫ + log2 r · log2 n)).
Komplettieren eines Suchschrittes Wie der bereits beschriebene Algorithmus
protokolliert auch diese Variante die Schnittpunkte in derselben dreiphasigen Un-
terteilung. Nach Abschluss der dritten Phase sind alle Schnittpunkte, deren Ra¨nge
in DR vermerkt waren, in DT kodiert. Die Schnittpunkte in DT ko¨nnen nun per
heapsort bezu¨glich ihrer x-Koordinate in-place und in O(r · log2 r · (∫ + log2 n)) Zeit
sortiert werden.
Ein verkleinerter (noch abschließend zu u¨berpru¨fender) Suchstreifen kann nun
analog der Beschreibung in Kapitel 5.3.7 durch direkten Zugriff auf zwei durch ih-
re Ra¨nge in der Sortierung von R bestimmten Elemente gemutmaßt werden. Der
Zeitaufwand fu¨r diese Nachbearbeitungen der in DT gesammelten Schnittpunkt-
informationen wird daher von den Sortierkosten dominiert und bela¨uft sich auf
O(r · log2 r · (∫ + log2 n)) Zeit.
Um eine Gesamtlaufzeit von O(n · log2 n) fu¨r diese Variante des slope selecti-
on-Algorithmus zu erhalten, muss fu¨r die Ma¨chtigkeit r der Auswahl R an Schnitt-
punkten (r log2 r) ∈ O((n · log2 n)/(log2n + ∫)) gesichert sein. Fu¨r ∫ ∈ O(log2 n)
erlaubt diese Bedingung eine Ma¨chtigkeit r der Auswahl R von O(n/ log2 n), ohne
die asymptotische Laufzeitkomplexita¨t von O(n · log2 n) zu verletzen.
5.4 Randomisierte Berechnung des repeated me-
dian-Scha¨tzers
Der repeated median-Scha¨tzer (vergleiche die Auflistung von Geradenscha¨tzern auf
Seite 97 in Abschnitt 5.1) la¨sst sich durch Betrachten der dualen Problemstellung
berechnen (wie auch der Theil-Sen-Scha¨tzer, siehe Seite 105 in Abschnitt 5.3): Im
dualen Raum ist zu jeder der (dualen) Geraden gi der Eingabe ihr (bzgl. <x) me-
dianer Schnittpunkt mi zu betrachten. Das Dual des repeated median ist dann der
Median u¨ber alle Mediane (mi)i=1,...,n.
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Der repeated median-Scha¨tzer ist mit einem breakdown value von 50 % von
optimaler Robustheit und insbesondere robuster als der Theil-Sen-Scha¨tzer. Nach
Rousseeuws These, dass
”
es tieferliegende Gru¨nde dafu¨r zu geben scheint, dass be-
sonders robuste Scha¨tzer fu¨r die Regressionsanalyse sich nicht in gu¨nstiger Weise
berechnen lassen“ [RL87, Seite 29], besteht ein Zusammenhang zwischen der Ro-
bustheit eines Geradenscha¨tzers und seinem Berechnungsaufwand. Insofern ist es
nicht zwangsla¨ufig, dass auch fu¨r den repeated median-Scha¨tzer ein Algorithmus mit
erwarteter Laufzeit von O(n · log2 n) konstruierbar ist. Matousˇek et al. [MMN98]
stellten drei Varianten eines randomisiert suchenden Algorithmus vor, von denen
eine die genannte erwartete Laufzeit bietet.
Diese effizienteste Variante nutzt Bereichssuchen und -za¨hltechniken, die in der
verwendeten Form nicht in-place realisierbar scheinen. Diese Techniken fußen zudem
auf theoretischen Resultaten u¨ber Halbraum-Bereichsabfragen und die entsprechen-
den asymptotisch optimal arbeitenden Datenstrukturen gelten als wenig praktika-
bel und
”
machen diese Variante fu¨r eine Implementierung unattraktiv“ [MMN98].30
Die randomisierte Suche durch Interpolation arbeitet, wie ausgefu¨hrt, fu¨r viele Pro-
blemstellungen effizienter als die bina¨re Suche (vergleiche [Mat91b, MMN98] sowie
Abschnitt 5.3 dieser Arbeit). Im vorliegenden Problemfall bietet die Suche durch
Interpolation nicht die erwartet konstante Anzahl an zu erwartenden Suchschrit-
ten wie fu¨r die in den Abschnitten 5.2 und 5.3.1 vorgestellten Aufgabenstellungen.
Fundiert durch praktische Laufzeitevaluationen fu¨hren Matousˇek et al. jedoch an,
dass fu¨r viele nicht entartete Eingabekonfigurationen die randomisierte Suche durch
Interpolation zu nur erwartet konstant vielen Suchschritten fu¨hrt. In diesen Fa¨llen
ergibt sich zudem dieselbe erwartete asymptotische Laufzeit wie fu¨r die Variante des
Algorithmus, die sich auf komplizierte Datenstrukturen zur Bereichsabfrage stu¨tzt.
In diesem Abschnitt werden die beiden suboptimalen Varianten mit einer er-
warteten Laufzeit von O(n · log22 n) betrachtet und zu diesen eine jeweilige in-place-
Realisierung vorgestellt. Diese Realisierungen haben gegenu¨ber den Algorithmen zur
Berechnung des Theil-Sen-Scha¨tzers einen erho¨hten Umfang an statistischen Infor-
mationen zu verwalten. Diese Verwaltung ist zwar in-place und durch implizite Ko-
dierung von Informationen zu leisten, allerdings ergibt sich dadurch ein zusa¨tzlicher
logarithmischer Faktor in der asymptotischen erwarteten Laufzeitkomplexita¨t:
Satz 5.4.1 Die Berechnung des repeated median-Scha¨tzers fu¨r eine Menge von n
Punkten der Ebene ist in-place und in erwarteter Zeit von O(n · log32 n) mo¨glich.
Gliederung Beide im Folgenden betrachteten Varianten zur Berechnung des re-
peated median-Scha¨tzers verfeinern iterativ — wie der beschriebene slope selection-
Algorithmus von Matousˇek [Mat91b] — einen Suchstreifen 〈b, e〉, in dem sich der zu
suchende Schnittpunkt (hier der repeated median) befindet; die zum aktuellen Such-
streifen korrespondierende Kandidatenmenge besteht aus genau den Geraden gi der
Eingabe, deren medianer Schnittpunkt mi in den Suchstreifen fa¨llt. Die einfachere
dieser beiden Varianten verwendet
”
nur“ die Technik der randomisierten bina¨ren
30Die Aussage von Matousˇek et al. im originalen Wortlaut: ”Although the algorithm [. . .] is
asymptotically efficient, its reliance on data structures for half-space range queries makes it less
attractive for practical implementation.“
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Suche (vergleiche Abschnitt 5.2.2), die zweite Variante verwendet die randomisierte
Suche durch Interpolation und bietet Laufzeitvorteile fu¨r in praktischen Szenarien
zu erwartende Eingaben [MMN98]. Aus Gru¨nden der U¨bersichtlichkeit der Darstel-
lung wird zuna¨chst die randomisiert bina¨r suchende Variante und eine entsprechen-
de in-place-Realisierung vorgestellt. Anschließend wird eine in-place-Realisierung
der interpolierend suchenden Variante dargestellt und die beiden in-place-Varianten
werden hinsichtlich ihrer Praktikabilita¨t verglichen.
5.4.1 Bestimmung des repeated median-Scha¨tzers durch ran-
domisierte bina¨re Suche
Der urspru¨ngliche randomisiert bina¨r suchende Algorithmus
Bei der randomisiert suchenden Variante von Matousˇek et al. [MMN98] wird die
Verfeinerung des Suchstreifens 〈b, e〉, der den repeated median entha¨lt, durch Wahl
eines einzelnen Schnittpunktes s aus 〈b, e〉, dessen x-Koordinate mit xs bezeichnet
sei, erreicht. Es ist anschließend zu bestimmen, ob sich der repeated median in 〈xs, e〉
oder 〈b, xs〉 befindet, um unter diesen beiden Teilstreifen die neue Suchdoma¨ne zu
identifizieren. Bezeichne M(b, e) die Menge der Eingabegeraden, deren medianer
Schnittpunkt im Streifen 〈b, e〉 liegt. Der rechte Teilstreifen 〈xs, e〉 ist genau dann
der neue Suchstreifen, wenn die Anzahl |M(xs, e)| der in ihm befindlichen Mediane
gro¨ßer als die Anzahl |M(b, xs)| der im linken Teilstreifen befindlichen Mediane ist.
Die Verfeinerung des Suchstreifens wird so lange iteriert, bis dieser den repeated
median als einzigen Schnittpunkt entha¨lt. Nachfolgend ist dieser iterierte Ablauf als
Algorithmus RepeatedMedianBinary in Algorithmus 5.6 skizziert.
Algorithmus 5.6 Algorithmus RepeatedMedianBinary(A[0, . . . , n − 1]) be-
stimmt durch randomisierte bina¨re Suche den repeated median unter den Schnitt-
punkten der Geraden in A [MMN98].
1: b := −∞; e :=∞. /* Erste
”
Scha¨tzung“ fu¨r einen den repeated median
enthaltenden Suchstreifen. */
2: repeat
3: Wa¨hle zufa¨llig einen Schnittpunkt s aus, der im Streifen 〈b, e〉 liegt.
4: if |M(xs, e)| > |M(b, xs)| then
5: b := xs. /* Der repeated median befindet sich in 〈xs, e〉. */
6: else
7: e := xs. /* Der repeated median befindet sich in 〈b, xs〉. */
8: end if
9: until |M(b, e)| = 1 /* Der repeated median ist bestimmt. */
10: Gebe den verbliebenen medianen Schnittpunkt (bzw. sein Dual) als den gesuch-
ten repeated median zuru¨ck.
Die einzelnen Teilschritte des in Algorithmus 5.6 skizzierten Verfahrens lassen
sich wie folgt realsieren.
135
Auswahl Fu¨r die zufa¨llige Wahl eines Schnittpunktes (in Zeile 3 in Algorithmus
5.6) wa¨hlt man zuna¨chst zufa¨llig einen Rang aus den Zahlen 1, . . . , |M(b, e)|.31 Nun
kann der Inversionen za¨hlende Algorithmus (wie fu¨r das slope selection-Problem
in Abschnitt 5.3.3 beschrieben) adaptiert werden, um den Schnittpunkt mit dem
ausgewa¨hlten Rang zu bestimmen.
U¨berpru¨fung Die U¨berpru¨fung, in welchem der beiden Teilstreifen sich der repea-
ted median befindet, erfordert das Zuordnen der Mediane mi der einzelnen Geraden
zuM(b, xs) bzw. zuM(xs, e) (Zeile 4 in Algorithmus 5.6). Dabei gilt mit Li (bzw.
Ri) als der Anzahl der Schnittpunkte in 〈b, xs〉 einer Eingabegeraden gi:
gi ∈ |M(b, xs)| ⇔ Li > Ri
Die Bestimmung der Werte |M(b, xs)| bzw. |M(xs, e)| in 〈b, xs〉, bzw. in 〈xs, e〉
— separat fu¨r jede einzelne Gerade der Eingabe — zu leisten. Das Za¨hlen von
Schnittpunkten in Streifen kann nach Lemma 5.3.6 auf das Za¨hlen von Inversionen
im entsprechenden Streifen zuru¨ckgefu¨hrt werden.
Die fu¨r die Effizienz dieser Strategie zur Bestimmung des repeated median ent-
scheidende, zusa¨tzliche Beobachtung ist, dass dieses Za¨hlen fu¨r alle Geraden der
Eingabe gleichzeitig wa¨hrend einer einzigen Ausfu¨hrung des — geeignet zu modifi-
zierenden — Inversionen za¨hlenden Algorithmus geschehen kann.32 Nachfolgend ist
diese Modifikation von Algorithmus 5.4 als Algorithmus 5.7 dargestellt.
Algorithmus 5.7 Algorithmus CountPerLine (A, b1, b2, c1, c2, 〈b, e〉 , L) erho¨ht fu¨r
jede Eingabegerade gi aus A[b1, . . . , b1 + c1] den Za¨hler L[i] (fu¨r die bisher gefunde-
nen Schnittpunkte von gi in 〈b, e〉) um die Anzahl der von gi mit Geraden aus
A[b2, . . . , b2 + c2] gebildeten Schnittpunkte.
Vorbedingung: A[b1, . . . , b1 + c1] und A[b2, . . . , b2 + c2] sind bzgl. <e− sortiert; l1 ∈
A[b1, . . . , b1 + c1] ∧ l2 ∈ A[b2, . . . , b2 + c2] : l1 <b− l2
Nachbedingung: A[b1, . . . , b1 + c1] und A[b2, . . . , b2 + c2] sind bzgl. <e− sortiert.
1: i1 := 0; i2 := 0.
2: for i = 0 to c1 + c2 + 1 /* Das i-te Element in sortierter Reihenfolge ist A[i1]
oder A[i2]. */ do
3: if A[b1 + i1] <e− A[b2 + i2] /* ](Durch A[b1 + i1] bedingte Inversionen) =
](Elemente in A[b2, . . . , b2 + c2] vor A[b1 + i1]) bzgl. <e−). */ then
4: L[i1] := L[i1] + i2 + 1. /* Za¨hle Schnittpunkte. */
5: i1 := i1 + 1. /* Inkrementiere i1. */
6: else
7: i2 := i2 + 1. /* Inkrementiere i2. */
8: end if
9: end for
31Der Wert |M(b, e)| kann durch den Inversionen za¨hlenden Algorithmus berechnet oder effi-
zienter als Nebenprodukt der U¨berpru¨fung des letzten Suchschrittes (Zeile 4 in Algorithmus 5.6)
ausgelesen werden.
32Wie noch erla¨utert werden wird, ist das simultane Lokalisieren der Medianemi aller n Geraden
gi nur dann wa¨hrend einer einzigen Abarbeitung des Inversionen za¨hlenden Algorithmus mo¨glich,
wenn fu¨r die Speicherung der Za¨hler O(n) Wo¨rter zusa¨tzlich zur Eingabe zur Verfu¨gung stehen.
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Die in Zeile 4 in AlgorithmusCountPerLine auszuwertende Funktion L, die ex-
plizit durch ein Feld L realisiert dargestellt ist, dient der Identifizierung des Za¨hlers,
der zu der (vor der Verschmelzung von A1 = A[b1, . . . , b1+ c1] und A2 = A[b2, . . . , b2+
c2]) in A[i1] befindlichen Geraden geho¨rt. Die Funktion L stellt einen Automorphis-
mus auf der Menge {0, . . . , n − 1} der Indizes von A dar und kann daher durch
ein Feld der Gro¨ße n realisiert werden, dass die Funktionswerte von L entha¨lt und
welches im folgenden Abschnitt zur Laufzeitanalyse genauer erla¨utert wird.
Es ist zu beachten, dass fu¨r jeden Aufruf des Algorithmus CountPerLine ein
weiterer Aufruf mit vertauschten Parametern A2 und A1 (d. h. mit einem Parameter-
tupel (A, b2, b1, c2, c1, 〈b, e〉 , L)) notwendig wird, da in Algorthmus CountPerLine
nur die Schnittpunkte fu¨r die im ersten Eingabeteil A1 befindlichen Geraden geza¨hlt
werden: Um die Schnittpunkte fu¨r die Geraden in A2 zu za¨hlen, ist in CountPer-
Line die Abarbeitungsrichtung der Schleifenanweisung in Zeile 2 und die Parame-
terreihenfolge in der Ordnungsu¨berpru¨fung in Zeile 3 umzukehren.33
Des Weiteren ist fu¨r die U¨berpru¨fung in Zeile 4 von Algorithmus 5.6 die geschil-
derte Adaption des Inversionen za¨hlenden Algorithmus separat fu¨r das Za¨hlen im
Streifen 〈b, xs〉 bzw. fu¨r das Za¨hlen im Streifen 〈xs, e〉 aufzurufen. In beiden Fa¨llen
ist fu¨r jede der n Geraden gi ein Schnittpunktza¨hler Li bzw. Ri aufrecht zu halten.
Fu¨r die Ku¨rze der Darstellung wird im Folgenden ausschließlich die Aufrechthaltung
der Za¨hler L1, . . . , Ln betrachtet, da sich die Aufrechthaltung der Za¨hler R1, . . . , Rn
analog ergibt.
Laufzeitanalyse Die Laufzeitanalyse wird zuna¨chst fu¨r den von Matousˇek et al.
[MMN98] publizierten bina¨ren Algorithmus analysiert, bevor die in-place-Realisie-
rung vorgestellt und analysiert wird.
Die Laufzeit eines Suchschrittes wird von den konstant vielen Aufrufen zweier
Varianten des Inversionen za¨hlenden Algorithmus dominiert: Dies ist zum einen die
Variante fu¨r die zufa¨llige Wahl eines Schnittpunktes (Zeile 3 in Algorithmus 5.6),
zum anderen die Variante fu¨r das Za¨hlen der Schnittpunkte einzelner Geraden in
Intervallen (Zeile 4 in Algorithmus 5.6). Beide Varianten besitzen die gleiche asym-
ptotische Laufzeitkomplexita¨t wie der originale Algorithmus: Die erste ist eine Ver-
einfachung des Algorithmus CountAndRecord (Algorithmus 5.5) und die zweite
fu¨hrt dieselbe Anzahl an Inkrementierungen wie der Algorithmus CountInversi-
ons (Algorithmus 5.4) durch; die Modifikation besteht nur darin, dass die einzelnen
Inkrementierungen verschiedene Za¨hler Li betreffen. Die Identifikation des zu inkre-
mentierenden Za¨hlers Lj der aktuell durch den Inversionen za¨hlenden Algorithmus
abzuarbeitenden Geraden gj ist in konstanter Zeit mo¨glich: Die Funktion L ist durch
ein Feld L der Gro¨ße n realisiert, in dem (fu¨r i = 1, . . . , n) in L[i] der Index j, an
dem sich die aktuell in A[i] vermerkte Gerade vor dem Beginn des Verschmelzungs-
prozesses in A befand, gespeichert wird. Die einzig notwendigen Aktualisierungen
von L sind jeweils in Zeile 4 in Algorithmus 5.7 vorzunehmen, indem die an L[i] und
L[i1+ci1 ] gespeicherten Indizes vertauscht werden.
34 Die Laufzeitkosten fu¨r das Aus-
33Die beiden aufzurufenden Varianten des Algorithmus CountPerLine ko¨nnen alternativ ge-
meinsam als ein einzelner Durchlauf durch die zu bearbeitenden Eingabeteile A1 und A2 realisiert
werden.
34Es ist zu beachten, dass diese Aktualisierung nur im zweiten, modifizierten Aufruf (mit ver-
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lesen und Aktualisieren eines Indexes in L sind jeweils konstant. Die globalen Kosten
entsprechen somit der Anzahl der Positionsvera¨nderungen in A wa¨hrend der Abar-
beitung durch den Inversionen za¨hlenden Algorithmus. Die asymptotische Laufzeit-
komplexita¨t von O(n · log2 n) wird durch die Verwendung der wie oben beschrieben
realisierten Funktion L nicht erho¨ht und die jeweils zu inkrementierenden Za¨hler
Li sind in konstanter Zeit durch Auswertung von L bestimmbar, so dass auch fu¨r
diese Variante des Inversionen za¨hlenden Algorithmus die Laufzeitkosten konstant
pro Betrachtung einer Geraden der Eingabe und damit global in O(n log2 n) sind.
Fu¨r eine jede der n Eingabegeraden gi la¨sst sich nach der Za¨hlphase durch Ver-
gleich der Za¨hler Li und Ri in konstanter Zeit bestimmen, in welchem der beiden
Teilstreifen ihr medianer Schnittpunkt mi liegt. Dieser lineare Zeitaufwand fu¨r das
Extrahieren der Anzahlen |M(b, x0)| bzw. |M(x0, e)| der Mediane mi im linken,
bzw. im rechten Teilstreifen aus den Za¨hlwerten Li bzw. Ri wird somit von der Ge-
winnung dieser Za¨hlwerte durch den adaptierten Inversionen za¨hlenden Algorithmus
dominiert.
Die bina¨re randomisierte Suche erfordert im erwarteten Fall O(log2 n) der soeben
analysierten Suchschritte, um die Menge der initial n Kandidaten fu¨r den repeated
median auf diesen selbst zu reduzieren [MMN98]. Somit ergibt sich eine erwartete
Gesamtlaufzeit von O(n log22 n), sofern linear viele Wo¨rter an zusa¨tzlichem Speicher
zur Verfu¨gung stehen.
Eine speichereffiziente Realisierung
Die wesentliche Schwierigkeit, eine in-place-Version des soeben dargestellten bina¨r
suchenden Algorithmus zu realisieren, liegt in der Speicherung und Aufrechterhal-
tung der n Schnittpunktza¨hler Li (sowie der Realisierung der Funktion L) wa¨hrend
des Inversionen-Za¨hlens zum Zwecke der U¨berpru¨fung, ob der linke oder rechte Teil-
streifen den repeated median entha¨lt (Zeile 4 von Algorithmus 5.6).
Unterteilung der U¨berpru¨fung in Blockbearbeitungen In einer Eingabe-
menge der Gro¨ße n sind nach Beobachtung 4.1.2 nur bn/2c Bits durch Permutation
von Eingabeelementen kodierbar. Folglich lassen sich in einer Eingabeha¨lfte nur
bn/4c/dlog2 ne Za¨hler Li speichern, da diese Werte aus 1, . . . , n annehmen ko¨nnen.
Glu¨cklicherweise ist das separate Betrachten der Za¨hler Li von je bn/4c/dlog2 ne Ge-
raden in insgesamt n/(bn/4c/dlog2 ne) ≈ 4dlog2 ne Abarbeitungen des adaptierten
Inversionen za¨hlenden Algorithmus mo¨glich.
Es sei fu¨r die Einfachheit der Darstellung die Eingabegro¨ße n zuna¨chst als eine
Zweierpotenz 2m fu¨r einm ∈ N vorausgesetzt. Somit kann die Eingabe (entsprechend
der Rekursion des Inversionen za¨hlenden Algorithmus) durch balancierte Aufteilung
von der Rekursionstiefe (log2 log2 n)+4 in 16·log2 n Blo¨cke B der Gro¨ße n/(16·log2 n)
zergliedert werden.
Abarbeiten eines Blockes Fu¨r jeden der 16 · log2 n Blo¨cke B wird die folgende
Variante des Inversionen za¨hlenden Algorithmus aufgerufen: Diese za¨hlt Inversionen
tauschten Parametern A1 und A2) von CountPerLine durchzufu¨hren ist, d. h. nur einmal pro
Verschmelzungsschritt.
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wie Algorithmus 5.7 wa¨hrend des Verschmelzens von Eingabeteilen, beschra¨nkt sich
dabei allerdings auf das Inkrementieren der nur n/(16 · log2 n) Za¨hler fu¨r die Schnitt-
punkte der Geraden in B. Es ist gesichert, dass die Geraden eines jeden Blockes zu
einem vollsta¨ndigen Teilbaum in dem Rekursionsbaum des Inversionen za¨hlenden
Algorithmus assoziiert sind, da sowohl die Eingabegro¨ße n als auch die Gro¨ße ei-
nes jeden Blockes eine Zweierpotenz darstellen: Jeder Block entspricht genau einem
Eingabeteil Aj eines Aufrufes von Algorithmus 5.7 auf der ((log2 log2 n)+ 4-tiefsten)
Rekursionsebene des Inversionen-Za¨hlens, angewendet auf A.
Die Protokollierung der Schnittpunkte aller Geraden eines solchen Blockes B
erfolgt nun in zwei Phasen.
• Zuna¨chst werden alle Schnittpunkte zwischen zwei Geraden aus B betrachtet.
Hierfu¨r kann der bereits beschriebene Inversionen za¨hlende Algorithmus (ver-
gleiche auch Algorithmus 5.4 fu¨r einen entsprechenden Za¨hlschritt) mit B als
Eingabe aufgerufen werden.
• Zum Za¨hlen aller Schnittpunkte zwischen Geraden aus B und Geraden aus
P\B wird eine reduzierte Version desselben Algorithmus verwendet, die aller-
dings mit P als Eingabe aufgerufen wird und nur genau die genannte Art von
Schnittpunkten betrachtet.
Diese phasenunterteilte Abarbeitung la¨sst sich am besten durch die Betrachtung
des Rekursionsbaumes des Inversionen za¨hlenden Algorithmus, angewendet auf die
Eingabe P , motivieren: In der ersten Phase wird der zu B korrespondierende Teil-
baum TB abgearbeitet. Hiernach sind die Geraden in B bezu¨glich <e− sortiert. Um
nun alle weiteren Inversionen der Geraden aus B zu finden, sind nur noch genau
die Verschmelzungsschritte des Inversionen za¨hlenden Algorithmus notwendig, die
den Knoten des Rekursionsbaumes entlang des Pfades von der Wurzel von TB zur
Wurzel des Rekursionsbaumes entsprechen.
In jedem dieser Verschmelzungsschritte bildet B einen der beiden u¨bergebe-
nen Eingabeteile. Die tatsa¨chliche Verschmelzung beider Eingabeteile (in die <e−-
Ordnung) ist in keinem dieser Schritte notwendig: Die Invariante fu¨r die Rekursion
des Inversionen za¨hlenden Algorithmus erfordert zwar die <e−-Ordnung beider zu
verschmelzenden Teile der Eingabe. Diese Invariante bleibt aber fu¨r jeden nachfol-
genden Verschmelzungsschritt zumindest fu¨r den aus B bestehenden Teil erfu¨llt, da
dieser (unvera¨ndert) in jedem weiteren Verschmelzungsschritt als Argument u¨berge-
ben wird.
Dieselbe Invariante ist in jedem Verschmelzungsschritt fu¨r den anderen Teil der
Eingabe zu gewa¨hrleisten, was aufwa¨ndiger ist: Die globalen Kosten fu¨r das Etablie-
ren dieser beno¨tigten <e−-Ordnungen auf (mit B zu verschmelzenden) Teilen der
Eingabe lassen sich grob durch die Kosten fu¨r das Sortieren all dieser Eingabetei-
le abscha¨tzen. Auf Grund der Eigenschaften der geometrischen Reihe werden diese
Kosten von der Sortierung des letzten, d. h. an der Wurzel, mit B zu verschmelzenden
Teiles der Eingabe, dominiert, d. h. durch eine Laufzeit in O(n log2 n).
Die Funktion L kann als Automorphismus allein auf {1, . . . , |B|} gewa¨hlt werden,
da die Geraden aus B ihre Positionen nur untereinander tauschen, aber nicht mit Ele-
menten anderer Blo¨cke verschmolzen werden. Ein die Funktion L realisierendes Feld
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L kann somit in-place kodiert durch Permutation von nur n/(16 · log2 n) · log2(n/(16 ·
log2 n)) Eingabeelementen vorgehalten werden. Die zu einem Block B von Geraden
geho¨renden Za¨hler ko¨nnen durch insgesamt n/(8 · log2 n) · log2 n = n/8 Eingabeele-
mente kodiert werden, da ein jeder Za¨hler ausschließlich Werte aus {0, . . . , n − 1}
annimmt.
Die Laufzeit fu¨r die Aktualisierung der Za¨hler sowie des Feldes L wa¨hrend ei-
ner kompletten Bearbeitung eines Blockes B ergibt sich wie folgt: Auf jeder der
O(log2 n) Rekursionsebenen einer Blockbearbeitung wird jede Gerade gi aus B ein-
mal betrachtet. Im schlimmsten Fall werden bei jeder Betrachtung eine oder mehrere
Inversionen von gi entdeckt, so dass der zugeho¨rige Za¨hler genau einmal aktualisiert
werden muss. Dies kostet jeweils jeweils O(log2 n) Zeit, da das Kodieren und De-
kodieren des Za¨hlers erforderlich wird.35 Somit ergibt sich der globale Zeitaufwand
fu¨r das Aktualisieren der O(n/ log2 n) Za¨hler zu O(n log2 n). Zusa¨tzliche Kosten
entstehen durch Umpositionierungen von Geraden, die bei Auffinden von Inver-
sionen wa¨hrend einer Verschmelzung (von zwei Teilen von B) notwendig werden.
Diese Positionsa¨nderungen mu¨ssen im implizit kodierten Feld L vermerkt werden.
Dieses kann im schlimmsten Fall fu¨r O(n/ log2 n) Geraden des Blockes auf allen
log2 n− log2(16 · log2 n) = log2 n− log2(log2 n)− 4 Rekursionsebenen, in denen die
Geraden des Blockes verschmolzen werden, auftreten. Die Kosten fu¨r eine jede solche
Aktualisierung von L sind in O(log2(n/ log2 n) = O(log2 n), die sich also zu globalen
Kosten von erneut O(n · log2 n) summieren.
Lemma 5.4.2 Fu¨r eine jede der O(n/ log2 n) Geraden eines Blockes ko¨nnen die
jeweiligen Anzahlen ihrer Schnittpunkte in 〈b, xs〉 bzw. in 〈xs, e〉 in-place und in
insgesamt O(n · log2 n) Zeit geza¨hlt werden.
Arrangieren der Blockbearbeitungen Die Bearbeitung der gesamten Eingabe
kann blockweise und in-place durchgefu¨hrt werden, da die durch Bearbeitung eines
Blockes B bestimmten Anzahlen die Lokalisierung genau der Mediane der Geraden
des Blockes B (jeweils bezu¨glich der MengeM(b, xs) bzw. bezu¨glich der der Menge
M(xs, e)) ermo¨glicht.36 Die Speicherung von Schnittpunktenanzahlen ist fu¨r Gera-
den gi aus bereits abgearbeiteten Blo¨cken nicht vonno¨ten. Noch nicht einmal die
hierdurch ermittelte Zugeho¨rigkeit von gi zuM(b, xs) oder zuM(xs, e) wird expli-
zit vermerkt, sondern fu¨hrt nur zu einer Inkrementierung von einem der Za¨hlerwerte
|M(b, xs)| oder |M(xs, e)|, welche sich beide mit konstantem zusa¨tzlichem Speicher
vorhalten lassen. Nach insgesamtO(log2 n) Blockbearbeitungen sind die finalen Wer-
te von |M(b, xs)| und von |M(xs, e)| bestimmt und somit der repeated median in
〈b, xs〉 oder in 〈xs, e〉 lokalisiert.
Da nach Lemma 5.4.2 eine einzelne Blockbearbeitung in-place und in O(n·log2 n)
Zeit mo¨glich ist und in jedem Suchschritt O(log2 n) solcher Bearbeitungen durch-
gefu¨hrt werden, folgt mit der erwarteten Anzahl an Suchschritten von O(log2 n)
35Eine amortisierte Analyse u¨ber alle Inkrementierungen eines Za¨hlers liefert leider keine gerin-
gere Laufzeitkomplexita¨t, da fu¨r eine Inkrementierung eines Za¨hlers im Mittel die Manipulation
von in n logarithmischen vielen Bits notwendig wird.
36Hierfu¨r ist zu beachten, dass wa¨hrend einer Blockbearbeitung nicht nur Eingabeelemente fu¨r
die Kodierung der Za¨hler Li, sondern auch fu¨r die Kodierung der Za¨hler Ri, verwrndet werden
mu¨ssen, damit oben genannte Lokalisierung mo¨glich ist.
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die Aussage von Satz 5.4.1. Die Verallgemeinerung auf Eingabemengen, die keine
Zweierpotenz darstellen, ergibt sich dabei analog zu Bemerkung 5.3.11: Die Gro¨ße
der Blo¨cke wird nach wie vor als Zweierpotenz gewa¨hlt, mit Ausnahme des letzten
Blockes; auch dieser letzte Block entspricht einem Teilbaum des (nicht vollsta¨ndigen)
Rekursionsbaumes der Abarbeitung der kompletten Eingabe.
5.4.2 Bestimmung des repeated median-Scha¨tzers durch ran-
domisierte Suche durch Interpolation
Motivation und Einordnung der randomisierten Suche durch Interpola-
tion Die randomisierte Suche durch Interpolation ist hinsichtlich der Sucheffizienz
eine Verbesserung gegenu¨ber der bina¨ren Suche (siehe [Mat91b, MMN98]). Im vor-
liegenden Problemfall jedoch beno¨tigen beide Suchtechniken O(log2 n) Suchschritte
im erwarteten Fall. Fundiert durch praktische Laufzeitevaluationen fu¨hren Matousˇek
et al. jedoch an, dass fu¨r viele Eingabekonfigurationen eine konstante Anzahl an
Suchschritten zu erwarten ist. Da allerdings
”
pathologische Situationen vorstellbar
sind, die die Konvergenzrate des Algorithmus beeinflussen“ [MMN98],37 wird bei
Erkennen einer schlechten Konvergenzrate die Suchstrategie gewechselt und der in
Abschnitt 5.4.1 randomisiert bina¨r suchende Algorithmus verwendet.
Das Geru¨st des Algorithmus Das Geru¨st des Algorithmus basiert auf dem gene-
rischen Geru¨st fu¨r die randomisierte Suche durch Interpolation (siehe Abschnitt 5.2,
bzw. Algorithmus 5.1): Wie auch fu¨r den vorgestellten slope selection-Algorithmus
wird in mehreren Iterationen ein Suchstreifen, von dem ermittelt wurde, dass er
den gesuchten Schnittpunkt entha¨lt, sukzessive verkleinert. In jeder Iteration wird
hierfu¨r zuna¨chst fu¨r die Lage des gesuchten repeated median eine Scha¨tzung berech-
net und nachfolgend ein Suchstreifen gescha¨tzt, vom dem vermutet wird, dass er den
gesuchten Schnittpunkt entha¨lt. Abschließend wird in jedem Iterationsschritt diese
Vermutung u¨berpru¨ft und im positiven Falle mit dem vermuteten (andernfalls mit
dem bisherigen) Suchstreifen weiter iteriert. Wie beim slope selection-Algorithmus
kann die so iterierte Suche abgebrochen werden, sobald der Suchstreifen nur noch
linear viele Kandidaten, d. h. Medianemi (der x-Koordinaten der Schnittpunkte von
Geraden gi) entha¨lt. Die Suche kann nun deterministisch beendet werden, ohne dass
die Komplexita¨t der erwarteten Gesamtlaufzeit hierdurch wa¨chst. Der entsprechende
Algorithmus ist nachfolgend als Algorithmus 5.8 skizziert.
Auswahl: Die zufa¨llige Auswahl erfolgt nicht wie fu¨r das slope selection-Problem
aus der Menge der Schnittpunkte im aktuellen Suchintervall S. Stattdessen wird
zuna¨chst eine Menge R von r Geraden zufa¨llig (mit Zuru¨cklegen) ausgewa¨hlt. Die-
se Auswahl erfolgt dabei aus der Menge C der Geraden, fu¨r die die mediane x-
Koordinate unter all ihren Schnittpunkten im aktuellen Suchintervall S liegt. Pro
Gerade werden anschließend r˜ ihrer Schnittpunkte zufa¨llig ausgewa¨hlt.
37Die Aussage von Matousˇek et al. im originalen Wortlaut: ”[. . .] pathological situations can be
imagined in which the estimates are so skewed that the algorithm’s rate of convergence is affected.“
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Scha¨tzung: Die x-Koordinate des Medians mi unter den Schnittpunkten einer
ausgewa¨hlten Gerade gi kann durch Medianbildung u¨ber ihre r˜ zufa¨llig ausgewa¨hlten
Schnittpunkte gescha¨tzt werden. Die x-Koordinate des repeated median kann dann
durch Medianbildung u¨ber die r so ermittelten x-Koordinaten gescha¨tzt werden.
Die Bestimmung eines neuen Suchstreifens, vom dem vermutet wird, dass er
die x-Koordinate des tatsa¨chlichen repeated median entha¨lt, erfolgt nun wie folgt:
Bezeichne C, L bzw. R die Menge aller Geraden g, fu¨r die die mediane x-Koordinate
unter allen Schnittpunkten von g im aktuellen Suchintervall S bzw. links davon
bzw. rechts davon liegt. Bezeichne zudem k := dn/2e − |L| den Rang (bezu¨glich der
Ordnung nach der x-Koordinate) des Medians der gescha¨tzten Mediane aller Geraden
in C. Definiere nun zusa¨tzlich die folgenden Ra¨nge innerhalb dieser Ordnung:
kb′ := max(1, br · k/|C| − 3 ·
√
r/2c), (5.3)
ke′ := min(r, br · k/|C| + 3 ·
√
r/2c) (5.4)
Der neue Suchstreifen S ′ = 〈b′, e′〉 definiert sich nun durch die x-Koordinaten der
Schnittpunkte mit den Ra¨ngen kb′ und ke′ bezu¨glich genannter Ordnung.
U¨berpru¨fung: Die eine jede Iteration einer randomisierten Suche durch Inter-
polation abschließende U¨berpru¨fung des gemutmaßten verkleinerten Suchstreifens
S ′ = 〈b′, e′〉 erfordert im vorliegenden Problemfall den tatsa¨chlichen repeated median
relativ zu diesem Streifen zu lokalisieren. Dies wiederum erfordert die Lokalisierung
aller (bzw. fu¨r die Bestimmung des repeated median hinreichend vieler) Mediane mi
der einzelnen Geraden der Eingabe.
Diese Verortung erfolgt durch das Za¨hlen der Schnittpunkte jeder Geraden gi,
die sich links, innerhalb bzw. rechts des Suchintervalls S ′ = 〈b′, e′〉 befinden, durch
entsprechende Za¨hler Li, Ci und Ri.
38 Dieses Za¨hlen von Schnittpunkten und Lo-
kalisieren von Medianen kann fu¨r alle Geraden simultan wie fu¨r die randomisierte
bina¨re Suche in Abschnitt 5.4.1 beschrieben erfolgen.
Eine speichereffiziente Variante Die in-place-Realisierung des beschriebenen
Algorithmus adaptiert fu¨r die zufa¨llige Auswahl die Resultate aus Abschnitt 5.3.
Da nur Geraden bzw. nur Schnittpunkte zu einer Geraden zu protokollieren sind,
ist wa¨hrend dieser Protokollierung keine Abarbeitung des Inversionen za¨hlenden
Algorithmus vonno¨ten, was die Kodierung der Auswahl erheblich erleichtert. Der
Auswahlschritt ist daher in O(r · r˜ · log2 n) Zeit und in-place zu bewa¨ltigen.
Der in-place schwieriger zu realisierende Teil des Algorithmus ist — wie fu¨r die
randomisierte bina¨re Suche nach dem repeated median— die Lokalisierung des repea-
ted median bezu¨glich eines Streifens, um Klarheit u¨ber die im na¨chsten Suchschritt
zu verwendende Suchdoma¨ne zu erzielen. Die Lo¨sung dieser Schwierigkeit ergibt sich
ebenfalls analog zu den in Abschnitt 5.4.1 skizzierten Ausfu¨hrungen: Es bedarf des
Za¨hlens der Schnittpunkte, separat fu¨r n Geraden und in jeweils einer konstanten
Anzahl von Streifen. Folglich ist mit Lemma 5.4.2 die Verortung des fu¨r den ran-
domisiert durch Interpolation suchenden Algorithmus in derselben Laufzeit wie fu¨r
38Da fu¨r jede Gerade gi nach Abschluss des Za¨hlvorgangs Li + Ci +Ri = n gilt, genu¨gt es, nur
die Za¨hler Li und Ci vorzuhalten.
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den bina¨r randomisiert suchenden Algorithmus mo¨glich. Da diese Verortung fu¨r ge-
eignete Wahlen von r und r˜ die Laufzeitkosten eines Suchschrittes dominiert, ist
die erwartete Laufzeit der Suche durch Interpolation nach dem repeated median in
O(n log32 n).
Es bleibt zu bemerken, dass die Beobachtung von Matousˇek et al. [MMN98], dass
in der Praxis fu¨r viele nicht entartete Eingabekonfigurationen die beno¨tigte Anzahl
an Suchschritten konstant (in der Eingabegro¨ße) ist, ohne Einschra¨nkungen auch
fu¨r die in-place-Variante zu erwarten ist — insbesondere da die in-place darstellbare
Gesamtgro¨ße r · r˜ der zufa¨lligen Auswahl in einem Suchschritt mit O(n log2 n) in der
asymptotischen Komplexita¨t nahe an der von Matousˇek et al. verwendeten linearen
Auswahlgro¨ße liegt.
5.4.3 Generalisierung zur Behandlung entarteter Konfigu-
rationen und duplikatbehafteter Eingaben
Matousˇek et al. [MMN98] verweisen fu¨r die Behandlung von nicht in allgemeiner La-
ge befindlichen Eingaben, also fu¨r Eingaben mit zumindest drei kollinearen Punkten,
auf einen technischen Bericht von Mount und Netanyahu [MN91]. Diese Konfigura-
tionen wie auch duplikatbehaftete Eingaben lassen sich wie fu¨r die Bestimmung des
Theil-Sen-Scha¨tzers in Bemerkung 5.3.10 ausgefu¨hrt behandeln.
Somit ergibt sich fu¨r die Bestimmung des repeated median-Scha¨tzers fu¨r Duplika-
te enthaltende Eingaben als Verallgemeinerung von Satz 5.4.1 ein a¨hnliches Resultat
wie fu¨r die Bestimmung des Theil-Sen-Scha¨tzers, vergleiche Korollar 5.3.21:
Korollar 5.4.3 Die Aussage von Satz 5.3.2 ist fu¨r ein beliebiges c > 1/2 auch
fu¨r die Menge Pc von Eingaben, die mindestens c · n unterscheidbare Elementen
enthalten, gu¨ltig.
Beweis: Der Beweis verla¨uft analog zum Beweis von Korollar 5.3.21. Allerdings
werden nicht die Aussagen der Lemmata 5.2.1, 5.2.2 und 5.2.4 beno¨tigt, da keine
konstante Anzahl an Iterationen der randomisierten Suche durch Interpolation zum
Erhalten der in Satz 5.4.1 angegebenen Laufzeit erforderlich ist. Um die gewu¨nschte
Laufzeit zu gewa¨hrleisten, ist im vorliegenden Problemfall und fu¨r den vorgestellten
Algorithmus der Bedarf an kodierenden Eingabeelementen in Θ(n), vergleiche die
Laufzeitanalyse in Abschnitt 5.4.1. Dieser Bedarf ist durch die Wahl von c gedeckt:
In jeder beliebigen Aufteilung der Eingabe in zwei gleich große Ha¨lften stehen zu-
mindest (c− 1/2) · n ∈ Θ(n) unterscheidbare Eingabeelemente zur Verfu¨gung. 
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Algorithmus 5.8 Algorithmus RepeatedMedianInterpolated(A[0, . . . , n −
1], r) bestimmt durch randomisierte Suche durch Interpolation den repeated median
unter den Schnittpunkten der Geraden in A [MMN98].
1: b := −∞; e :=∞. /* Erste
”
Scha¨tzung“ fu¨r einen den repeated median
enthaltenden Suchstreifen. */
2: repeat
3: Wa¨hle (mit Zuru¨cklegen) eine Menge R der Gro¨ße r von zufa¨llig aus der
Eingabe ausgewa¨hlten Geraden
4: for each g ∈ R do
5: Wa¨hle zufa¨llig eine Menge Rg von r˜ Schnittpunkten von g aus.
6: end for
7: Scha¨tze fu¨r alle g ∈ R an Hand von Rg die x-Koordinate des medianen
Schnittpunktes mg von g.
8: Setze κ := b(dn/2e−|M(−∞, b)|)·(r/|M(b, e)|)c, κb′ := max(1, bκ−3
√
r/2c),
und κe′ := min(r, bκ+ 3
√
r/2c).
9: Bestimme Schnittpunkte mit Ra¨ngen κb′ und κe′ in R.
10: Bestimme die Mediane mg mit Ra¨ngen κb′ und κe′ (bzgl. <x-Ordnung) in R.
11: Wa¨hle b′ (sowie e′) als die x-Koordinate des Medians in R mit Index κb′ (bzw.
κe′).
12: if |M(−∞, b′)| < dn/2e ≤ |M(−∞, e′)| then
13: b := b′; e := e′. /* Der repeated median befindet sich in 〈b′, e′〉; verwende
fortan 〈b′, e′〉 als Suchstreifen. */
14: end if
15: until |M(b′, e′)| = 1 /* Der repeated median ist bestimmt. */
16: Gebe den verbliebenen medianen Schnittpunkt (bzw. sein Dual) als den gesuch-
ten repeated median zuru¨ck.
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Kapitel 6
Speichereffiziente Berechnung von
Maximamengen und -schichten
6.1 Einleitung
In diesem Kapitel wird die Berechnung der Maximamenge bzw. der Maximaschichten
von zwei- und dreidimensionalen Punktmengen mit der Zielsetzung der speicher- und
laufzeitoptimalen Realisierung betrachtet [BV06a].
Entsprechend den Begriffsbildungen bei Kung et al. [KLP75] dominiert ein Punkt
p einen Punkt q genau dann, wenn in jeder Dimensionen die Koordinate von p
gro¨ßer als die Koordinate von q ist. Ein Punkt p einer Punktmenge P wird genau
dann als ein Maximum dieser Menge bezeichnet, wenn er von keinem Punkt aus P
dominiert wird. Die Menge aller Maxima in P wird als die Maximamenge MAX(P)
von P bezeichnet.1
Eine Erweiterung dieser Notation fu¨hrt zum Begriff der Maximaschichten einer
Punktmenge P : Die erste bzw. oberste dieser Schichten ist dieMaximamenge MAX(P)
von P . Die weiteren Schichten von P ergeben sich iterativ jeweils aus dem Entfernen
der Maximamenge und dem anschließenden Berechnen der Maxima der verbliebe-
nen Punktmenge P ′ := P \ MAX(P), bis alle Punkte von P einer Maximaschicht
zugeordnet sind.
Verwandte algorithmische Resultate Die Bestimmung der Maxima einer n-
elementigen Menge, die auch als skyline-Operation bezeichnet wird, kann als Ag-
gregationsoperation angesehen werden. Dieses Problem besitzt nach Preparata und
Shamos [PS85] eine Vielzahl von Anwendungen (a¨hnlich wie die in Kapitel 5 vor-
gestellten Operationen) in der Statistik sowie zusa¨tzlich in Operations research-
Anwendungen [HL05], in denen Optimierungen verschiedener o¨konomischer Prozesse
erforscht werden. Es wurde daher als eines der ersten Probleme in der algorithmi-
schen Geometrie eingehender untersucht: Fu¨r zwei- und dreidimensionale Eingaben
1In der Literatur wird ha¨ufig das vom Berechnungsaufwand a¨quivalente Minimaproblem be-
trachtet. In diesem Fall kehrt sich die Ordnungsrelation in der Definition der Dominanz um. Ver-
allgemeinert kann die Dominanz und damit der Begriff Maximum so spezifiziert werden, dass in
jeder Dimension, d. h. fu¨r jede Koordinate der zu betrachtenden Punkte, die Richtung der Ord-
nungsrelation vorgegeben werden kann, vergleiche Bo¨rzso¨nyi et al. [BKS01].
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sind Algorithmen mit optimaler asymptotischer Laufzeit von O(n·log2 n) bereits von
Kung et al. [KLP75] publiziert worden. Die Optimalita¨t folgt aus der Transformier-
barkeit auf das Sortierproblem [KLP75, PS85]. Fu¨r Eingaben beliebiger, aber fester
Dimension d ≥ 4 liefert der Ansatz von Kung et al. [KLP75] einen Algorithmus mit
O(n · logd−2 n) Laufzeit, vergleiche auch die Diskussion bei Bentley [Ben80].
Matousˇek [Mat91a] stellte einen Algorithmus mit einer Laufzeit von O(n2.688)
fu¨r den Fall d = n vor. Das Problem der Maximabestimmung ist ferner fu¨r zwei-
dimensionale dynamische Punktmengen sowie fu¨r ho¨her-dimensionale Eingaben mit
bestimmten Verteilungseigenschaften untersucht worden, vergleiche Kapoor [Kap94]
bzw. Bentley et al. [BCL90] und Dai et al. [DZ04].
Fu¨r die Bestimmung der Maximaschichten zwei- und dreidimensionaler Punkt-
mengen pra¨sentierten Buchsbaum und Goodrich [BG04] jeweils Algorithmen mit
optimaler Laufzeitkomplexita¨t von O(n · log2 n). Ihr Ansatz fu¨r dreidimensionale
Eingaben basiert auf dem plane-sweep-Paradigma [PS85] und verwendet die Tech-
nik des dynamischen fraktalen Kaskadierens [MN90], um eine Datenstruktur zur
Punktlokalisierung effizient aufrecht zu halten. Letztere entspricht einer dynami-
schen Struktur von zweidimensionalen Maximaschichten, die wa¨hrend eines U¨ber-
streichens der Eingabe entlang einer dritten Dimension aufrechterhalten wird.
Ein vergleichbares Problem der Aufteilung einer mehrdimensionalen Eingabe
nach Schichten ist von Overmars and van Leeuwen [OvL81] behandelt worden: Sie
beschreiben einen Algorithmus mit einer Laufzeit von O(n · log22 n), der das plane-
sweep-Paradigma und das dynamische fraktale Kaskadieren nutzt, um die konvexen
Schichten einer Eingabe zu bestimmen.2 Chazelle [Cha85] stellte spa¨ter eine effizi-
entere Variante dieses Algorithmus vor, die die optimale Laufzeit von O(n log2 n)
aufweist.
Das Maximaproblem ist auch in der Datenbankforschung untersucht worden.
Bo¨rzso¨nyi et al. [BKS01] definierten als Erweiterung der Anfragesprache SQL, ver-
gleiche [SKS05, Kapitel 3 und 4], einen skyline-Operator, der die Maxima einer
Menge von Punkten beliebiger, aber fester Dimension berechnet. Die Einbindung
eines solchen Operators wird unter anderem motiviert durch Anfragen der folgen-
den Art:
”
Finde alle Hotels, die zugleich preiswert und in Na¨he zum Strand gelegen
sind.“.3 Im Kontext lokationsbasierter Dienste ist die Na¨he zum Standort des An-
fragestellers ha¨ufig ein weiteres wichtiges Anfragekriterium, vergleiche auch Kapitel
4. Dies impliziert insbesondere, dass fu¨r diese Art der Anfrage in lokationsbasierten
Diensten Ergebnisse nicht vorberechnet, sondern fu¨r einen individuellen Nutzer —
eventuell wiederholt — berechnet werden mu¨ssen, was eine zusa¨tzliche Motivation
fu¨r effiziente und auf mobilen Gera¨ten verwendbare Algorithmen fu¨r Maximaproble-
me liefert.
Fu¨r die Berechnung von Maximamengen in verschiedenen praktischen Szenari-
en, sind in ju¨ngerer Zeit eine Vielzahl von Strategien, die ra¨umliche Indizes nutzen,
2Wie Maximaschichten ergeben sich konvexe Schichten durch iterative Berechnung der jeweils
obersten Schicht (hier: der konvexen Hu¨lle) und der anschließenden Betrachtung der verbleibenden
Eingabe.
3Pra¨zise formuliert liefert die skyline-Operation in diesem Kontext die Antwort auf die Anfrage:
”Finde alle Hotels, die von keinem anderen der betrachteten Hotels sowohl hinsichtlich Preiswu¨rdig-
keit als auch hinsichtlich Strandna¨he u¨bertroffen werden.“
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vorgestellt und untersucht worden [KRR02, PTFS05, TEO01]. Fu¨r keinen dieser
Ansa¨tze, von denen ein Großteil auf progressiven und online-Berechnungen fokus-
siert, sind nicht-triviale obere Laufzeitschranken bekannt.
Bro¨nnimann et al. stellten, wie schon in Kapitel 4 erwa¨hnt, in-place-Algorithmen
fu¨r die Berechnung planarer konvexer Hu¨llen vor und gaben an, dass die vorgestellten
algorithmischen Methoden sich auch fu¨r die ausgabesensitive in-place-Berechnung
planarer Maximamengen in optimaler Zeit von O(n · log2 h) adaptieren lassen, wobei
h die Anzahl der Maxima der Eingabe bezeichnet.
Resultate dieser Arbeit In diesem Kapitel werden in-place-Algorithmen mit
optimaler Laufzeit von O(n · log2 n) fu¨r die Bestimmung der Maximamenge in zwei
und drei Dimensionen sowie fu¨r die Bestimmung und in-place-Arrangierung der
Maximaschichten in zwei Dimensionen vorgestellt.
Abgesehen von der praktischen Relevanz dieser Algorithmen ist insbesondere
der letzgenannte Algorithmus von theoretischem Interesse, da er der erste laufzeit-
optimale in-place-Algorithmus fu¨r ein geometrisches Problem ist, fu¨r dessen Lo¨sung
die Eingabe komplett zu ordnen ist, welches aber nicht allein auf Basis des divi-
de & conquer-Prinzips oder mit Hilfe von Grahams Scan [Gra72], effizient lo¨sbar
scheint.
6.2 Berechnungen von Maximamengen
Wie erla¨utert ist ein Punkt p aus einer Punktmenge P maximal bezu¨glich P genau
dann, wenn die Koordinatenwerte keines anderen Punktes sa¨mtlich gro¨ßer sind als
die von p. Auf Grundlage dieser Definition ergeben sich der plane-sweep-Algorithmus
fu¨r zweidimensionale Punktmengen und der divide-conquer-Algorithmus fu¨r Mengen
ho¨herdimensionaler Punkte, die jeweils von Kung et al. [KLP75] vorgestellt wurden.
Zu diesen Algorithmen lassen sich speichereffiziente und gleichzeitig laufzeitoptimale
Realisierungen konstruieren.
Die Ausgabe dieser speichereffizienten Varianten besteht jeweils aus einer Per-
mutation der Eingabe A und einem Index k, der die Ma¨chtigkeit der Maximamenge
angibt; die Elemente der Maximamenge liegen nach Ablauf des Algorithmus abstei-
gend nach der y-Koordinate (und aufsteigend nach der x-Koordinate) sortiert in
A[0, . . . , k−1] vor. Ein Durchlauf durch die ersten k Punkte im Eingabefeld zeichnet
demnach — von links nach rechts — die Skyline der Eingabe nach.
6.2.1 Skyline-Berechnung in zwei Dimensionen
Der Algorithmus von Kung et al. zur Berechnung der Skyline in zwei Dimensionen ist
ein einfacher Selektionsalgorithmus, der sich fu¨r eine speichereffiziente Realisierung
auf den in Abschnitt 4.1.2 beschriebenen stabilen Teilmengenextraktionsalgorithmus
von Bose et al. [BMM+06] abstu¨tzt.
Der Algorithmus von Kung et al. u¨berstreicht die zuvor absteigend nach <y sor-
tierte Punktmenge und ha¨lt dabei beide Koordinaten des bislang tiefsten Punktes m
der Skyline vor. Fu¨r jeden u¨berstrichenen Punkt p wird seine Zugeho¨rigkeit zur Sky-
line u¨berpru¨ft. Hierfu¨r ist es ausreichend zu testen, ob p von m nicht dominiert wird.
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Dies ist genau dann der Fall, wenn p.x ≥ m.x gilt, da die Abarbeitungsreihenfolge
sichert, dass zusa¨tzlich p.y ≤ m.y gilt.
Ein speichereffizienter Algorithmus ergibt sich durch das initiale Sortieren der
Eingabe nach absteigender y-Koordinate, was in-place und in O(n · log2 n) unter
Verwendung von heapsort [Flo64] mo¨glich ist, vergleiche Kapitel 4.1.2.
Das U¨berstreichen kann durch Anwendung des erwa¨hnten stabilen Teilmengen-
extraktionsalgorithmus in linearer Laufzeit und in-place durchgefu¨hrt werden. Zu
selektieren sind in dieser Anwendung des Algorithmus von Bose et al. [BMM+06]
die Maxima unter den Eingabepunkten. Das Pra¨dikat pi, das die Maximaeigenschaft
eines Punktes u¨berpru¨ft, wird fu¨r jeden u¨berstrichenen Punkt A[i] evaluiert und ist
genau dann erfu¨llt, wenn die x-Koordinate dieses Punktes mindestens so groß ist
wie die x-Koordinate des Punkts m. In diesem Fall wird m aktualisiert (d. h. durch
A[i] ersetzt) und A[i] mit dem Eingabeelement A[k′] getauscht, wobei k′ die Anzahl
der bislang gefundenen Maxima angibt. Die Speicherung und Aktualisierung der
Koordinaten von m sowie des Indexes k′ ist mit konstantem zusa¨tzlichem Speicher
mo¨glich, so dass sich folgendes Resultat ergibt:
Satz 6.2.1 Die Skyline einer Menge P zweidimensionaler Punkte kann in-place
und in optimaler asymptotischer Laufzeitkomplexita¨t von O(n · log2 n) berechnet wer-
den. Ist P bereits nach <y sortiert, reduziert sich die Laufzeitkomplexita¨t auf O(n).
6.2.2 Skyline-Berechnung in drei Dimensionen
Fu¨r dreidimensionale Eingaben entwickelten Kung et al. [KLP75] einen divide &
conquer-Algorithmus. Dieser unterteilt die Punktmenge P bezu¨glich der in P me-
dianen z-Koordinate ζ in Pz≤ζ and Pz>ζ , um fu¨r jede dieser beiden Teilmengen ihre
Maximamenge rekursiv zu berechnen.
Fu¨r diese Berechnung ko¨nnen die beiden folgenden Beobachtungen ausgenutzt
werden:
Beobachtung 6.2.2 Da alle Punkte in Pz≤ζ kleinere z-Koordinaten als alle Punkte
in Pz>ζ haben, kann kein Punkt in Pz>ζ von einem Punkt in Pz≤ζ dominiert werden.
Somit sind Maxima von Pz>ζ generell auch Maxima von P = Pz≤ζ ∪ Pz>ζ.
Beobachtung 6.2.3 Die Maxima von P, die nicht zu Pz≤ζ geho¨ren, sind genau die
Maxima von Pz≤ζ, die von keinem Punkt in (der Maximamenge von) Pz>ζ dominiert
werden.
Die Maxima von P , die aus Pz≤ζ stammen, ko¨nnen wa¨hrend des Schrittes des di-
vide & conquer-Algorithmus zur Verschmelzung von Pz≤ζ und Pz>ζ identifiziert wer-
den. Ein solcher Verschmelzungsschritt muss das Maximaproblem nur in der (x, y)-
Ebene betrachten, da die jeweiligen Teilmengen bezu¨glich eines z-Wertes separiert
sind und somit fu¨r zwei Punkte aus verschiedenen Teilmengen ihre relative Ord-
nung bezu¨glich <z generell bekannt ist. Dieses dimensionsreduzierte Problem kann
(a¨hnlich wie in Kapitel 6.2.1 beschrieben) durch einen Sweep-Algorithmus gelo¨st
werden, in dem simultan die Maximamengen von Pz≤ζ und von Pz>ζ in absteigen-
der <y-Ordnung u¨berstrichen werden. Dabei wird das letzte (d. h. tiefste) bislang
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gefundene Maximum m von Pz>ζ aufrecht gehalten. Ein Maximum p von Pz≤ζ , das
wa¨hrend eines Verschmelzungsschrittes bearbeitet wird, ist genau dann ein Maxi-
mum auch von P , wenn seine x-Koordinate nicht kleiner als die x-Koordinate von
m ist: Da m vor p bearbeitet wurde und da m ein Maximum von Pz>ζ ist, sind
sowohl die y- als auch die z-Koordinate von m kleiner als die von p. Um fu¨r ei-
ne Abarbeitung des beschriebenen divide & conquer-Algorithmus nur konstanten
zusa¨tzlichen Speicher zu verwenden, kann das in Kapitel 4.1.2 erla¨uterte und von
Bose et al. [BMM+06] vorgestellte Geru¨st fu¨r die speichereffiziente Realisierung von
rekursiven Algorithmen genutzt werden, welches als Algorithmus 6.1 schematisch
skizziert ist.
Algorithmus 6.1 Rekursion(A, b, e): Rekursive divide & conquer-Abarbeitung
von A[b, . . . , e− 1] [BMM+06].
1: if e− b ≤ s, mit s als der Gro¨ße der Rekursionsbasis then
2: Base-Code(A, b, e) /* Anweisungen fu¨r kleine Instanzen. */
3: else
4: Pre-Code(A, b, e) /* Behandle Teilproblem 1 in A[b, . . . , b(b+ e)/2c − 1]. */
5: Rekursion(A, b, b(b+ e)/2c) /* Erster Rekursiver Aufruf. */
6: Mid-Code(A, b, e) /* Behandle Teilproblem 2 in A[b(b+ e)/2c, . . . , e− 1]. */
7: Rekursion(A, b(b+ e)/2c, e) /* Zweiter Rekursiver Aufruf. */
8: Post-Code(A, b, e) /* Verschmelze Teilprobleme 1 und 2 in
A[b, . . . , e− 1]. */
9: end if
Das abgebildete Geru¨st fu¨r einen rekursiven Algorithmus zerlegt das Teilfeld
A[b, . . . , e − 1] solange rekursiv in jeweils zwei gleich große Teilfelder, bis diese nur
noch s Eingabeelemente enthalten, wobei s die Anzahl der Elemente angibt, die —
ohne eine weitere rekursive Unterteilung — durch einen Aufruf von Base-Code be-
handelt werden ko¨nnen. Nach einer jeweiligen Unterteilung eines Teilfeldes ruft der
Algorithmus sich rekursiv einmal mit A[b, . . . , e/2−1] und einmal mit A[e/2, . . . , e−1]
als Eingabe auf. Sind diese Teilfelder rekursiv abgearbeitet, werden sie durch die An-
weisungen in Post-Code (der Aufgabenstellung entsprechend) zusammengefu¨hrt.
Die Details der speichereffizienten Organisation der rekursiven Abarbeitung sind
dem Artikel von Bose et al. [BMM+06] zu entnehmen.
Der nachfolde beschriebene in-place-Algorithmus nutzt das skizzierte Geru¨st fu¨r
die rekursiven Berechnung aller Maxima einer Menge dreidimensionalen Punkte und
ha¨lt dabei zwei Invarianten aufrecht:
Invariante (1): Vor der Abarbeitung von Pre-Code ist das im aktuellen Aufruf
betrachtete Teilfeld absteigend bezu¨glich <y sortiert.
Invariante (2): Nach der Abarbeitung von Post-Code ist die Maximamenge des im
aktuellen Aufruf betrachteten Teilfeldes zu Beginn dieses Teilfeldes gespeichert
und absteigend bezu¨glich <y sortiert.
Invariante (1) kann durch Sortierung des gesamten Feldes zu Beginn der Abar-
beitung hergestellt werden. Diese Sortierung kann aufrecht gehalten werden, indem
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die Unterteilung in Teilprobleme durch eine stabile Medianbestimmung (bezu¨glich
der <z-Ordnung) vorgenommen wird, vergleiche Abschnitt 4.1.2 bzw. [BMM
+06].
Invariante (2) kann fu¨r die Basisteilprobleme (fu¨r zwei Punkten, d. h. fu¨r s = 2)
in trivialer Weise (in Base-Code) erfu¨llt werden. Somit darf per Induktion vor
einer Abarbeitung von Post-Code von der nachfolgend skizzierten Struktur des
Teilfeldes A[b, . . . , e−1], das die im aktuellen Aufruf abzuarbeitende Punktmenge P
entha¨lt, ausgegangen werden. Die Indizes ml und mr markieren das jeweilige Ende
der Maximamengen, die in den beiden vorangegangenen rekursiven Aufrufen fu¨r die
entsprechenden Teilfelder A[b, . . . , e/2− 1] und A[e/2, . . . , e− 1] berechnet wurden.
. . . Maxima von Pz≤ζ Maxima von Pz>ζ . . .
b ml be/2c mr e
Das Geru¨st von Bose et al. fu¨r speichereffiziente divide & conquer-Algorithmen
ermo¨glicht leider nicht, mit nur konstantem zusa¨tzlichem Speicher die Anzahl der
Maxima aller Teilprobleme aufrecht zu erhalten. Daher mu¨ssen die Indizes ml und
mr sowie die mediane z-Koordinate ζ fu¨r die Verschmelzung von Pz≤ζ und Pz>ζ
(in Post-Code) algorithmisch rekonstruiert werden. Dies ist in einem einzigen li-
nearen Durchlauf durch A[b, . . . , e − 1] mo¨glich, da zum einen jede Maximamenge
in absteigender <y- und aufsteigender x-Ordnung vorliegt (und das erste nicht ma-
ximale Elemente im jeweiligen Teilfeld an der Verletzung dieser Sortierung erkannt
werden kann) und zum anderen die mediane z-Koordinate ζ sich durch die maximale
z-Koordinate in A[b, . . . , be/2c−1] bestimmen la¨sst. Anschließend kann ein in-place-
Verschmelzungsalgorithmus mit linearer Laufzeit wie der von Geffert et al. [GKP00]
publizierte, siehe Kapitel 4.1.2, verwendet werden, um die Maxima beider Teilmen-
gen in absteigende <y-Ordnung zu u¨berfu¨hren und am Anfang des zu betrachtenden
Feldes zu platzieren.
. . . Maxima von Pz≤ζ ∪ Maxima von Pz>ζ . . .
b m e
Diese Vereinigung der Maxima der Teilprobleme wird nun durch den in Ab-
schnitt 4.1.2 beschriebenen stabilen Teilmengenextraktionsalgorithmus von Bose
et al. [BMM+06] abgearbeitet, wobei das Pra¨dikat pi, das die Maxima der aktu-
ell abzuarbeitenden Probleminstanz identifiziert, die Beobachtungen 6.2.2 und 6.2.3
ausnutzt, was in Algorithmus 6.2 dargestellt ist.
Der Algorithmus von Bose et al. ist in dem Sinne stabil, dass die <y-Sortierung
des selektierten Teiles seiner Eingabe, also der Maximamenge des aktuell abzuarbei-
tenden Teilfeldes, erhalten bleibt. Daher etabliert der Schritt fu¨r das Verschmelzen
zweier Teilprobleminstanzen die Invariante (2). Dies geschieht in linearer Zeit, da
das assoziierte Pra¨dikat in konstanter Zeit ausgewertet werden kann.
Somit fu¨hrt die Laufzeitanalyse des Algorithmus von Kung et al. in Kombination
mit der Analyse des verwendeten divide & conquer-Geru¨stes fu¨r speichereffiziente
Algorithmen zu folgendem Resultat:
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Algorithmus 6.2 Pra¨dikat IstMaximum(A, i, xcurrent, ζ) zur Identifikation der Ma-
xima von P wa¨hrend eines U¨berstreichens der in absteigender y-Richtung sortierten,
vereinigten Maxima von Pz≤ζ und von Pz>ζ .
Vorbedingung: ζ bezeichnet die fu¨r die Problemaufteilung verwendete mediane
z-Koordinate und xcurrent bezeichnet die x-Koordinate des tiefsten (bislang ent-
deckten) Maximums von Pz>ζ .
1: if A[i].z ≤ ζ then /* 1. Fall: A[i] ∈ Pz≤ζ */
2: if A[i].x ≥ xcurrent then
3: Gib true zuru¨ck. /* A[i] ist (in x-Richtung) nicht dominiert, also ein
Maximum. */
4: else
5: Gib false zuru¨ck. /* A[i] ist dominiert, also kein Maximum. */
6: end if
7: else /* 2. Fall: A[i] ∈ Pz>ζ */
8: if A[i].x ≥ xcurrent then
9: Set xcurrent := A[i].x /* Aktualisiere die x-Koordinate des untersten,
bislang gefundenen Maximums von Pz>ζ . */
10: end if
11: Gib true zuru¨ck. /* Jedes A[i] ∈ Pz>ζ ist ein Maximum. */
12: end if
Satz 6.2.4 Die Skyline einer n-elementigen Menge dreidimensionaler Punkte kann
in-place und in optimaler asymptotischer Laufzeit von O(n·log2 n) berechnet werden.
6.3 Berechnen und Arrangieren von Maximaschich-
ten
Die Resultate aus den Sa¨tzen 6.2.1 und 6.2.4 implizieren in trivialer Weise iterati-
ve Algorithmen fu¨r das Berechnen aller Maximaschichten einer zwei- oder dreidi-
mensionalen Punktmenge: Jede einzelne Maximaschicht kann bestimmt werden und
anschließend — entsprechend den Ausfu¨hrungen in Kapitel 6.1 — die verbleiben-
de Punktmenge iterierend betrachtet werden. Da eine Eingabe eine lineare Anzahl
an Maximaschichten aufweisen kann (etwa wenn alle Punkte auf der Diagonalen
y = x liegen), ergibt sich die Laufzeit dieses Ansatzes (im schlimmsten Fall) zu
Θ(n2 log2 n).
In diesem Kapitel wird ein iterativer Algorithmus vorgestellt, der die Maxima-
schichten einer zweidimensionalen Punktmenge berechnet und dabei in einzelnen
Iterationen mehrere oberste Schichten gleichzeitig bestimmt und entfernt, so dass
seine Laufzeit asymptotisch optimal, d. h. von der Komplexita¨t O(n · log2 n) ist.
Zusa¨tzlich arrangiert dieser Algorithmus die Eingabe nach Schichten (von außen
nach innen) und die Punkte jeder einzelnen Schicht sind absteigend nach ihrer y-
Koordinate sortiert. Die einzelnen Iterationen dieses Algorithmus bestehen aus meh-
reren Sweep-Durchla¨ufen, die allesamt als Varianten des in Kapitel 6.2.1 beschrie-
benen Sweep-Algorithmus angesehen werden ko¨nnen.
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6.3.1 Berechnen der Anzahl der Maximaschichten
Der in Kapitel 6.2.1 vorgestellte Algorithmus zur Berechnung der (obersten) Ma-
ximaschicht L0 la¨sst sich insbesondere adaptieren, um die Anzahl k der Maxima-
maschichten L0, . . . ,Lk einer Punktmenge zu bestimmen. Diese Adaption nutzt den
Sachverhalt aus, dass eine jede Maximaschicht monoton sowohl in x- als auch in
y-Richtung ist: Eine Schicht Li setzt sich vom niedrigsten ihrer konstituierenden
Punkte aus vertikal nach y = −∞ fort. Dies impliziert, dass wa¨hrend des U¨ber-
streichens durch den Algorithmus eine Schicht Li hinreichend durch ihren Schnitt
mit der (vertikal absteigenden) Sweep-Geraden bestimmt ist und dass dieser Schnitt
durch die x-Koordinate ihres
”
Ausla¨ufers“, d. h. des Punktes, der zuletzt als zur
Schicht Li geho¨rend klassifiziert wurde, bestimmt ist.
Wie fu¨r in-place-Algorithmen u¨blich, wird davon ausgegangen, dass die Eingabe,
d. h. die zu bearbeitende Punktmenge P , in einem Feld A[0, . . . , n − 1] u¨bergeben
wird. Wa¨hrend des U¨berstreichens kann folgende Invariante zugesichert werden:
Ausla¨ufer-Invariante: Sei kact ∈ {1, . . . , n} die Anzahl der Schichten, die von
der an y = p.y befindlichen Sweep-Geraden geschnitten werden, wobei p der
zuletzt u¨berstrichene Punkt sei. Dann sind die Ausla¨ufer τ0, . . . , τk−1 der Maxi-
maschichten L0, . . . ,Lkact−1 nach absteigender x-Koordinate in A[0, . . . , kact−1]
gespeichert.
Im rechten Teil der Abbildung 6.1 ist diese Invariante wa¨hrend des U¨berstreichens
der Eingabe und direkt vor der Abarbeitung des Punktes p dargestellt und im linken
Teil der Abbildung geometrisch fu¨r Beispielpunkte p = pi1 und p = pi2 veranschau-
licht.
p
i1 pi2
Sweep-
Richtung
Lj-1
Lj
L
k-1
τjτ
k-1
...
.
.
.
τj-1 τ0 . . . τkact−1 p
0 kact − 1 n− 1
Abbildung 6.1: Klassifizierung von Punkten durch bina¨re Suche auf Ausla¨ufern
(links) und die resultierende Struktur des Eingabefeldes (rechts).
Die Ausla¨ufer-Invariante ist trivialerweise nach U¨berstreichen des ersten zu be-
arbeitenden Punktes erfu¨llt: Dieser Punkt ist der (bezu¨glich y) ho¨chste Punkt der
Eingabe und daher der ersten Ausla¨ufer der obersten Maximaschicht L0. Entspre-
chend der Invariante ist er bereits in A[0] gespeichert. Daher sei mit dem Indukti-
onsprinzip angenommen, dass die Ausla¨ufer-Invariante vor dem U¨berstreichen eines
Punktes p := A[j] erfu¨llt ist. Um die Maximaschicht zu identifizieren, zu der p bei-
tra¨gt, genu¨gt eine bina¨re Suche nach der x-Koordinate von p in A[0, . . . , kact − 1].
Falls die x-Koordinate von p kleiner als die von τkact−1 = A[kact− 1] und damit auch
kleiner als die der Ausla¨ufer aller bislang gefundenen Schichten ist, so ist p der erste
Ausla¨ufer einer neuen Schicht Lkact . Dieser Fall tritt in Abbildung 6.1 bei U¨berstrei-
chen des Punktes p = pi1 ein. Die Ausla¨ufer-Invariante wird nun wiederhergestellt,
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indem p = A[j] mit A[kact] vertauscht und kact um eins inkrementiert wird.
4 Falls
andererseits p rechts eines Ausla¨ufers τl und gleichzeitig links eines Ausla¨ufers τl−1
liegt, so ersetzt p den Punkt τl als Ausla¨ufer der Schicht Lj. Folgerichtig ist p = A[j]
mit A[l] zu vertauschen. Dieser Fall ergibt sich beim U¨berstreichen von p = pi2 in
Abbildung 6.1. Analog ersetzt p den Ausla¨ufer τ0, falls p rechts von diesem liegt.
5
Der beschriebene Algorithmus verwendet nur konstanten zusa¨tzlichen Speicher
(fu¨r den Status des U¨berstreichens sowie fu¨r den Index k, der die Anzahl der bisher
gefundenen Schichten angibt), um die Ausla¨ufer-Invariante aufrecht zu halten. Das
Aufrechthalten selbst kostet pro u¨berstrichenem Eingabepunkt O(log2 n) Zeit fu¨r
die bina¨re Suche auf den bislang gefundenen Ausla¨ufern. Die Anzahl an Maxima-
schichten der Eingabe ergibt sich durch k = kact, d. h. als die Anzahl der Ausla¨ufer
nach U¨berstreichen aller Eingabepunkte.
Lemma 6.3.1 Die Anzahl der Maximaschichten einer n-elementigen Eingabe zwei-
dimensionaler Punkte kann in-place und in O(n · log2 n) Zeit berechnet werden.
Der beschriebene Algorithmus kann des Weiteren in seiner Funktionalita¨t er-
weitert werden, so dass er in Form eines Datenstroms jeden Punkt p der Eingabe,
zusammen mit dem Index der Maximaschicht, der p angeho¨rt, ausgibt:
Korollar 6.3.2 Fu¨r jeden Punkt einer n-elementigen Eingabe kann in-place und in
O(n · log2 n) Zeit die Maximaschicht, der er angeho¨rt, identifiziert werden. Existiert
die Mo¨glichkeit der Ausgabe auf ein externes Medium, ko¨nnen diese Informationen
wa¨hrend des Ablaufes des entsprechenden Algorithmus ausgelesen werden.
6.3.2 Berechnen der Anzahl der Punkte auf den κ obersten
Schichten
Der Algorithmus aus Abschnitt 6.3.1 zur Berechnung der Anzahl der Maximaschich-
ten kann fu¨r das Za¨hlen der Punkte der obersten κ Schichten adaptiert werden. Fu¨r
die Versta¨ndlichkeit der Darstellung wird diese Adaption zuna¨chst unter der An-
nahme, dass O(κ) Wo¨rter an zusa¨tzlichem Speicher zur Verfu¨gung stehen, erla¨utert.
Diese Wo¨rter werden verwendet, um jeweils einen Za¨hler ci fu¨r Anzahl der Punkte
der Schicht Li (i = 1, . . . , κ) aufrecht zu halten. Die Annahme, dass ein Speicher
von (in der Eingabegro¨ße) nicht konstanter Gro¨ße zur Verfu¨gung steht, widerspricht
den Bedingungen fu¨r einen in-place-Algorithmus. In Abschnitt 6.3.4 wird daher aus-
gefu¨hrt, wie der Algorithmus zu modifizieren ist, so dass er in-place und ohne Ver-
wendung obiger Annahme operiert.
Das Za¨hlen der Punkte auf einer Schicht Li ist – zusa¨tzlich zum Za¨hlen der
Maximaschichten der Eingabe — zu realisieren, indem bei jedem neu gefundenen
Ausla¨ufer der Schicht Li der Za¨hler ci um eins inkrementiert wird. Da nur die obers-
ten κ Schichten zu betrachten sind, wird der Za¨hler k fu¨r die Anzahl der Maxi-
4Der Punkt, mit dem p getauscht wird, kann von weiteren Betrachtungen ausgeschlossen werden,
da j ≥ k gilt und er wa¨hrend des U¨berstreichens nicht erneut Ausla¨ufer einer Schicht werden kann.
5Auch in den letzten beiden Fa¨llen ist die Korrektheit des Algorithmus gesichert, da kein ehe-
maliger Ausla¨ufer erneut zu betrachten ist und daher in den bereits abgearbeiteten Teil des Feldes
verschoben werden kann.
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maschichten nicht mehr inkrementiert, sobald er den Wert k = κ erreicht hat. Fu¨r
jeden im Folgenden u¨berstrichenen Punkt kann in O(1) Zeit entschieden werden, ob
er links von τκ−1 liegt — und daher auf einer Schicht Li mit i > κ−1. In diesem Fall
braucht der Punkt nicht weiter betrachtet zu werden, da er keine Inkrementierung
eines der aufrecht zu haltenden Za¨hler induziert. Im anderen Fall kann der zu inkre-
mentierende Za¨hler durch bina¨re Suche auf den Ausla¨ufern der bereits betrachteten
Schichten identifiziert werden. Es ergibt sich folgendes Resultat:
Lemma 6.3.3 Die Kardinalita¨ten ci der obersten κ Maximaschichten einer n-ele-
mentigen Menge zweidimensionaler Punkte ko¨nnen in insgesamt O(n · log2 n) Zeit
berechnet werden. Falls die Punkte bezu¨glich y vorsortiert sind, ergibt sich eine Lauf-
zeitkomplexita¨t von O(n+ ξ log2 κ) mit ξ =
∑κ−1
i=0 ci.
6.3.3 Arrangieren von κ Schichten
Wie bereits erwa¨hnt, ergibt sich aus der in Abschnitt 6.2.1 beschriebenen Berech-
nung der Maxima (und deren anschließender Entfernung aus der zu betrachtenden
Punktmenge P) ein Algorithmus, der iterativ alle Maximaschichten von P bestimmt.
Dieses Verfahren weist allerdings eine Gesamtlaufzeit von O(n2 · log2 n) fu¨r Punkt-
mengen P mit einer linearen Anzahl von Maximaschichten auf. Der folgende be-
schriebene Algorithmus orientiert sich an diesem iterativen Verfahren, berechnet
jedoch in einer Iteration κ Schichten.
Extrahieren aller Punkte auf den obersten κ Schichten Der folgende Al-
gorithmus extrahiert aus einer Punktmenge P genau die Punkte, die κ aufeinander
folgende Schichten Lc, . . . ,Lc+κ−1 konstituieren. Da, wie erwa¨hnt, fu¨r das Bestim-
men aller Schichten mehrere Iterationen notwendig sind, sei erwa¨hnt, dass im All-
gemeinen Fall bereits einige (oberste) Schichten L0, . . . ,Lc−1 der Eingabemenge P
bestimmt und in A[0, . . . , `b − 1] arrangiert sind und nun die verbleibende Eing-
be A[`b, . . . , n − 1] zu betrachten bleibt. Fu¨r die Ku¨rze der Darstellung seien die
na¨chsten κ zu bestimmenden Schichten im Folgenden mit L0, . . . ,Lκ−1 (statt mit
Lc, . . . ,Lc+κ−1) referenziert.
Induktiv wird u¨ber alle Iterationen folgende Invariante aufrecht erhalten, die
initial durch Sortieren der Eingabe in A (und durch Festlegen von `b = 0) hergestellt
werden kann:
Sortier-Invariante Die Punkte in A[0, . . . , n− 1], die noch keiner Schicht zugeord-
net sind, liegen absteigend nach ihrer y-Koordinate sortiert in A[`b, . . . , n− 1]
vor.
Es sei ferner mit ξ die Gesamtanzahl aller Punkte auf den na¨chsten obersten κ
Schichten L0 bis Lκ−1 der noch nicht zugeordneten, in A[`b, . . . , n− 1] gespeicherten
Punkte bezeichnet. Es sei diese Anzahl ξ zuna¨chst als genu¨gend klein angenommen,
so dass `b + 2ξ ≤ n gelte.
Im ersten Schritt des Algorithmus werden nun diese ξ Punkte der Schichten L0
bis Lκ−1 extrahiert und nach A[`b, . . . , `b+ ξ− 1] verschoben, wobei die <y-Ordnung
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der weiteren Punkte, welche nach der Extraktion in A[`b + ξ, . . . , n− 1] gespeichert
sind, gewahrt bleibt:
. . . Punkte auf L0 bis Lκ−1 Punkte unterhalb von Lκ−1
`b `b + ξ n− 1
Diese Separation wird wie folgt erreicht: Es wird eine Variante des Algorithmus
aus Abschnitt 6.3.2 genutzt, die mit einer Abarbeitung des stabilen Teilmengen-
extraktionsalgorithmus von Bose et al. gekoppelt ist. Auch diese Variante ha¨lt die
Ausla¨ufer-Invariante (wa¨hrend des U¨berstreichens von A[`b, . . . , n−1]) aufrecht, dass
die jeweils aktuellen Ausla¨ufer von τ0 bis τκ−1 in A[`b, . . . , `b+κ−1] gespeichert sind.
Wa¨hrend der Abarbeitung werden zusa¨tzlich alle Punkte, die auf einer Schicht un-
terhalb von Lκ−1 liegen, in das bei A[`b + κ] beginnende Teilfeld verschoben. Die so
verschobenen Punkte werden sukzessive, beginnend bei A[`b + κ] platziert, so dass
sie in sortierter Reihenfolge verbleiben. Gleichzeitig werden Za¨hler ci fu¨r die An-
zahlen der Punkte auf den Schichten Li, i = 0, . . . , κ − 1 aufrecht gehalten.6 Fu¨r
die Korrektheit des Algorithmus ist die Beobachtung wesentlich, dass keiner der in
A[`b, . . . , `b + κ− 1] vor dem U¨berstreichen befindlichen ersten κ Punkte unterhalb
von Lκ−1 liegen kann, da sich zumindest κ Punkte auf den obersten κ Schichten
befinden.
Der Algorithmus ha¨lt offensichtlich die Invariante aufrecht, dass bei U¨berstrei-
chen eines Punkte A[j] alle Punkte, die bereits als
”
unterhalb“ von Lκ−1 liegend
klassifiziert wurden, absteigend nach ihrer y-Koordinate sortiert in A[`b+κ, . . . , i−1]
gespeichert sind.
. . . τ0. . . τκ−1 Punkte unterhalb von Lκ−1 Punkte auf L0. . .Lκ−1
`b `b + κ i j n− 1
Fu¨r einen jeden zu bearbeitenden, d. h. u¨berstrichenen Punkt A[j] gilt, dass er entwe-
der als
”
unterhalb“ von Lκ−1 klassifiziert wird oder er den Ausla¨ufer τh einer Schicht
Lh ersetzt, wobei h < κ gilt. Im ersteren Fall wird A[j] direkt hinter A[`b+κ, . . . , i−1]
platziert, d. h. mit A[i] vertauscht, und i wird um eins inkrementiert. Im letzteren
Falle hingegen wird A[j] mit dem zu ersetzenden Ausla¨ufer τh vertauscht, also mit
A[`b + h].
Nach Beendigung des U¨berstreichens — und somit nach der Klassifizierung jedes
Punktes in A[`b, . . . , n− 1] hinsichtlich seiner Zugeho¨rigkeit zu L0 ∪ . . .∪ . . .Lκ−1 —
entha¨lt A[`b+κ, . . . , i−1] in sortierter Reihenfolge genau die Punkte, die zu tieferen
Schichten als Lκ geho¨ren.
Des Weiteren ist gema¨ß Definition bzw. durch Berechnung von ξ die gemeinsame
Anzahl an Punkten in den Teilfeldern A[`b, . . . , `b + κ − 1] (in dem die Ausla¨ufer
enthalten sind) und A[i, . . . , n − 1] (in dem die die restlichen Punkte von L0 bis
Lκ−1 enthalten sind) exakt durch ξ vorgegeben. Nun ko¨nnen in linearer Zeit A[`b +
6Dies geschieht analog zu den Ausfu¨hrungen in Abschnitt 6.3.2; die Erla¨uterung, wie diese
Za¨hler in-place aufrecht gehalten werden ko¨nnen, folgt in Abschnitt 6.3.4.
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κ, . . . , i− 1] und A[i, . . . , n− 1] stabil vertauscht werden, so dass sich die ξ Elemente
der Schichten L0 bis Lκ−1 in A[`b, . . . , `b + ξ − 1] befinden.
Fu¨r den folgenden Schritt des Algorithmus ist die Ordnung (nach absteigender
y-Koordinate) auf diesen ξ Punkten wiederherzustellen. Dies ist in O(ξ · log2 ξ) ⊂
O(ξ log n) Zeit mo¨glich, so dass die Sortier-Invariante auf A[`b, . . . , ξ − 1] erneut
etabliert ist. Die Gesamtlaufzeit fu¨r das Bestimmen von ξ, d. h. fu¨r das Za¨hlen der
Punkte auf den obersten κ Schichten, sowie fu¨r das Separieren dieser Punkte und
die Wiederherstellung der Sortier-Invariante bela¨uft sich auf O(n + ξ · log2 n) mit
ξ =
∑κ−1
i=0 ci.
Gruppieren von Punkten nach ihren Schichten Der zuletzt geschilderte Al-
gorithmus hielt Za¨hler ci fu¨r die jeweiligen Anzahlen der Punkte auf den Schichten
L0 bis Lκ−1 aufrecht. An Hand der finalen Za¨hlerwerte la¨sst sich nun ein counting-
sort [CLR01] a¨hnlicher Algorithmus verwenden, um die insgesamt ξ =
∑κ−1
i=0 ci im
letzten Teilschritt separierten Punkte ihren zugeho¨rigen Schichten nach zu gruppie-
ren. Fu¨r jede dieser Schichten wird entsprechend ihrer Ma¨chtigkeit ein Teilfeld in
der Eingabe reserviert, in das die ihr zugeho¨rigen Punkte zu platzieren sind. Die
Positionen dieser Teilfelder ergeben sich aus den Za¨hlerwerten cj durch Berechnen
der Pra¨fixsummen cˆj :=
∑j
i=0 ci. Um diese Teilfelder in-place fu¨llen zu ko¨nnen,
ohne die Struktur wesentlicher Teile der Eingabe zu verletzen, wird das Teilfeld
A[`b+ ξ, . . . , `b+2ξ− 1] als Zwischenspeicher fu¨r die einzelnen Schichten verwendet.
Die Notwendigkeit dieses Zwischenspeichers ist der Grund fu¨r die oben getroffene
Annahme `b + 2ξ ≤ n.
Auch im nachfolgend beschriebenen Teilschritt des Algorithmus wird ein Einga-
beteil — hier das Teilfeld A[`b, . . . , `b + ξ − 1] — u¨berstrichen, wiederum gema¨ß der
(wiederhergestellten)<y-Sortierung. Als Sweep-Struktur werden erneut die Ausla¨ufer
der insgesamt κ Schichten aufrecht erhalten. Wa¨hrend des U¨berstreichens wird ein
jeder Ausla¨ufer τh, wenn er durch einen gerade u¨berstrichenen Punkt zu ersetzen
ist, in genau das Teilfeld von A[`b+ ξ, . . . , `b+2ξ−1] verschoben, das fu¨r die Punkte
der Schicht Lh reserviert ist. Dieses Teilfeld wird von links nach rechts mit Punkten
gefu¨llt, d. h. der ersetzte Ausla¨ufer wird direkt rechts der Punkte, die der Schicht
Lh bereits zugeordnet wurden, erga¨nzt. Folglich sind die einer einzelnen Schicht zu-
geordneten Punkte nach ihrer y-Koordinate sortiert. Das Eingabefeld besitzt somit
nach Ablauf des U¨berstreichens folgende Struktur:
. . . τ0 . . . τκ−1 L0 . . . Lκ−1 . . .
`b `b + ξ `b + 2ξ
Nachdem die <y-sortierten Repra¨sentationen der Schichten L0 bis Lκ−1 komplett
vorliegen, werden nun die beiden Teilfelder A[`b, . . . , `b+ ξ− 1] und A[`b+ ξ, . . . , `b+
2ξ − 1] in-place vertauscht, so dass die Eingabe sich wie folgt darstellt:
. . . L0 . . . Lκ−1 Punkte unterhalb von Lκ−1 . . .
`b `b + ξ `b + 2ξ
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Abschließend sind die Punkte in A[`b + ξ, . . . , `b + 2ξ − 1] absteigend bezu¨glich
ihrer y-Koordinate zu sortieren, um die Sortier-Invariante wiederherzustellen; die
Punkte in A[`b+2ξ, . . . , n−1] werden wa¨hrend des U¨berstreichens nicht verschoben,
so dass die Sortier-Invariante auf diesem Teil der Eingabe erhalten bleibt.
Die Laufzeit fu¨r das Gruppieren der ξ Punkte der κ Schichten bela¨uft sich auf
O(n+ ξ · log2 n). Dies beinhaltet zum einen die Laufzeit fu¨r das U¨berstreichen und
Einordnen einzelner Punkte von insgesamt O(ξ · log2 κ) ⊆ O(ξ · log2 n) als auch
die Kosten von O(ξ) ⊆ O(n) fu¨r das Vertauschen der Blo¨cke A[`b, . . . , `b + ξ − 1]
und A[`b + ξ, . . . , `b + 2ξ − 1] und das Wiederherstellen der Sortier-Invariante fu¨r
A[`b + ξ, . . . , `b + 2ξ − 1].
6.3.4 in-place-Arrangieren aller Schichten
Die obige Beschreibung von Teilen des Algorithmus beruhte auf zwei wesentlichen
Annahmen:
(1) Der Algorithmus verfu¨gt u¨ber genu¨gend Speichermo¨glichkeiten, um κ Za¨hler
zu pflegen und auf diese zuzugreifen.
(2) Das Teilfeld A[`b, . . . , n− 1] der noch nach Schichten zu ordnenden Punkte ist
in jeder Iteration des Algorithmus groß genug, um zwei Teilfelder der Gro¨ße ξ
zu enthalten.
In diesem Kapitel wird ausgefu¨hrt, wie diese beiden Annahmen erfu¨llt werden
ko¨nnen, ohne mehr als konstanten zusa¨tzlichen Speicher zu verwenden. Das erste
Problem hierbei besteht darin, eine nicht-konstante Anzahl κ von Za¨hlern vorzuhal-
ten, ohne dafu¨r Θ(κ) zusa¨tzlichen Speicher zu verwenden. Da ein jeder Za¨hler Werte
bis zu der Gro¨ße von n zu speichern hat, bedarf es zur Speicherung aller Za¨hler ins-
gesamt κ · log2 n Bits. Hierfu¨r la¨sst sich erneut die in Kapitel 4.1.1 beschriebene und
bereits in Kapitel 5 verwendete Kodierungstechnik von Munro [Mun86] adaptieren.
Die Punkte der Eingabe sind linear anordbar, beispielsweise durch die lexikographi-
sche <y-Ordnung. Zudem wird sich als hilfreich erweisen, dass auf Teilen der Eingabe
diese Ordnung aufrecht erhalten wird (Sortier-Invariante).
Bemerkung 6.3.4 Ist die Eingabe duplikatfrei,so ist sie sogar streng linear anord-
bar. Fu¨r eine Eingabe mit Duplikaten, also fu¨r eine Multimenge, ko¨nnen — ohne
die Komplexita¨t der Gesamtlaufzeit zu erho¨hen — zu Beginn des Algorithmus alle
Duplikate entfernt bzw. vom Rest der Eingabe separiert werden. Dies ist eine akzep-
table Vorgehensweise, da (im Gegensatz zu dem in Kapitel 5 behandelten Problem
des geometrischen Scha¨tzens) die geometrische Beschaffenheit der Ausgabe (also
der Maximaschichten) unabha¨ngig davon ist, ob Duplikate in die Betrachtung mit
einbezogen werden oder nicht.
Ein zur Kodierung von der beschriebenen Form reservierter Block von 1
3
n Einga-
beelementen genu¨gt, um 1
6
n Bits, d. h. 1
6
n/ log2 n Za¨hler vorzuhalten, so dass letztere
Werte von 0 bis n darstellen ko¨nnen. Diese Gro¨ße impliziert eine Obergrenze von
κ = 1
6
n/ log2 n fu¨r die Anzahl der Schichten, die in einer Iteration durch die Teilal-
gorithmen aus den Abschnitten 6.3.2 und 6.3.3 bearbeitet bzw. bestimmt werden
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ko¨nnen. Die Laufzeitanalysen zum Abschluss dieses Abschnittes ergeben Kosten von
jeweils O(n+ ξ · log2 n) fu¨r solche Iterationen. Da jede dieser Iterationen ho¨chstens
O(n/ log2 n) Schichten bestimmen kann, sind zumindest O(log2 n) solcher Iteratio-
nen notwendig. Diese Anzahl ist noch akzeptabel, da sie eine optimale Laufzeit von
O(n · log2 n) nicht ausschließt. Um dieses Ziel unter Verwendung nur konstanten Zu-
satzspeichers zu erreichen, ist allerdings sicherzustellen, dass aus dem Vorhalten und
Auswerten von kodierten Za¨hlern keine die Komplexita¨t erho¨henden Laufzeitkosten
und keine zusa¨tzlich durchzufu¨hrenden Iterationen resultieren.
Der Fall `b <
1
3
n: die ersten Iterationen
Falls vor der aktuell abzuarbeitenden Iteration `b <
1
3
n gilt, also noch kein Drittel
der Eingabepunkte in Schichten gruppiert wurde, werden die kodierten Za¨hler ci im
hinteren Teilfeld A[2
3
n, . . . , n− 1] vorgehalten.
. . . Za¨hler-Kodierungen
`b
2
3n n− 1
Za¨hlen der Punkte auf den obersten κ Schichten Entsprechend der Sortier-
Invariante sind die Elemente in A[`b, . . . , n − 1] absteigend bezu¨glich ihrer y-Ko-
ordinate sortiert und somit kodieren alle Za¨hler initial den Wert 0. Nun wird der
Algorithmus aus Abschnitt 6.3.2 zum Za¨hlen der Punkte auf jeder der obersten κ
Schichten abgearbeitet, wobei κ := 1
6
n/ log2 n zu wa¨hlen ist.
Jeder der κ Za¨hler ci wird wa¨hrend des Za¨hlvorgangs aktualisiert, indem Bit-
Nachbarn vertauscht werden. Die Standardanalyse fu¨r das schrittweise Inkrementie-
ren von Za¨hlern liefert eine Gesamtanzahl an Bit-Operationen bzw. Vertauschungen
von Eingabeelementen wa¨hrend des U¨berstreichens von O(ξ) mit ξ =∑κ−1i=0 ci.
Es ist zu beachten, dass wa¨hrend der Abarbeitung des Za¨hlalgorithmus alle
Punkte in A[`b, . . . , n− 1] u¨berstrichen werden und damit auch jeder Punkt q, der in
A[2
3
n, . . . , n − 1] zu Kodierung verwendet wird. Dies ist insofern problematisch, da
ein solcher Punkt an den Anfang des Eingabefeldes getauscht werden muss, sofern er
als Element (und damit zuna¨chst als Ausla¨ufer) einer der obersten κ Schichten iden-
tifiziert wurde. Dennoch ko¨nnen wa¨hrend des Extrahierens von min(κ, κ′) Schichten
(mit noch zu beschreibendem κ′) in nur O(n+ξ ·log2 n) Zeit zusa¨tzlich alle kodierten
Za¨hler korrekt aufrecht erhalten und die Sortier-Invariante wiederhergestellt werden:
Lemma 6.3.5 Im Falle `b <
1
3
n ko¨nnen die jeweiligen Ma¨chtigkeiten der obersten
min(κ, κ′) Schichten in-place und in O(n + ξ · log2 n) Zeit berechnet werden. Fu¨r
κ = κ′ schließt dies die Wiederherstellung der Sortier-Invariante mit ein; andernfalls
sind die Wiederherstellungskosten in O(n · log2 n).
Der Nachweis dieser Aussage wird konstruktiv im folgenden Abschnitt erbracht,
zusammen mit einem analogen Nachweis betreffend die Extraktion der Punkte der
κ obersten Schichten.
Nach dem Za¨hlvorgang, jedoch vor der Wiederherstellung der Sortier-Invariante,
werden aus den finalen Werten der Za¨hler c0 bis cκ−1 die Pra¨fixsummen berechnet,
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d. h. der kodierte Za¨hlerwert cj wird durch cˆj :=
∑j
i=0 ci ersetzt. Dies kann in-place
und in O(log2 n) Zeit pro Za¨hler erfolgen, also in insgesamt O(κ · log2 n) = O(n)
Zeit. Wa¨hrend der Pra¨fixsummenberechnung wird zusa¨tzlich der maximale Index
κ′ bestimmt, so dass `b + 2cˆκ′ < 23n gilt. Dieser Index, sofern existent, spezifiziert
— anstelle des Indexes κ — die Anzahl der in der aktuellen Iteration tatsa¨chlich
abzuarbeitenden Schichten.
Extrahieren der Punkte auf den κ Schichten Falls der beschriebene Index κ′
existiert, wird ein leicht modifizierter Algorithmus zur Extraktion der ξ′ := cˆκ′ Punk-
te auf den κ′ obersten Schichten angewendet, vergleiche Abschnitt 6.3.3. Auf Grund
der Wahl von κ′ kann hierbei die Annahme (2), auf der dieser Algorithmus beruh-
te, auch ohne Verwendung von mehr als konstantem Zusatzspeicher erfu¨llt werden:
Ein Zwischenspeicher der Gro¨ße cˆκ′ zur Vorhaltung aller zu extrahierenden Punk-
te ist innerhalb des Eingabefeldes verfu¨gbar, ohne dass dieser Speicher das Teilfeld
A[2
3
n, . . . , n − 1], welches fu¨r die Kodierung der Za¨hler ci reserviert wurde, mitver-
wendet. Des Weiteren ist durch die Sortier-Invariante gesichert, dass die Elemente in
A[2
3
n, . . . , n− 1] vor dem Za¨hlvorgang absteigend bezu¨glich ihrer y-Koordinate sor-
tiert sind. Diese beiden Sachverhalte garantieren, dass nach der Extraktion aller ξ′
Punkte die Sortierinvariante in A[2
3
n, . . . , n−1] in O(n) Zeit wiederhergestellt werden
kann, indem alle Za¨hlerwerte auf 0 gesetzt werden, d. h. allein durch Vertauschung
von Bit-Nachbarn.
Die sweep-Algorithmen zum Za¨hlen der Punkte auf den obersten κ Schichten
sowie zum Extrahieren der entsprechenden Punkte verkomplizieren sich dadurch,
dass zu den u¨berstrichenen Punkten auch jene geho¨ren ko¨nnen, die die κ Za¨hler
kodieren. Im nachfolgenden Abschnitt wird diese Problematik na¨her erla¨utert und
aufgelo¨st.
Bewahren von Za¨hler-Kodierungen wa¨hrend des Extrahierens Im Falle
`b <
1
3
n ist die Eingabe wie nachfolgend skizziert strukturiert:
. . . Za¨hler-Kodierungen
`b
2
3n n− 1
Der Sortier-Invariante entsprechend ist A[`b, . . . , n − 1] vor dem Extrahieren der
Punkte der obersten der obersten min(κ, κ′) Schichten absteigend bezu¨glich <y sor-
tiert; allerdings ist diese Sortierung durch die dort kodierten Za¨hler in A[2
3
n, . . . , n−1]
lokal permutiert, d. h. einzelne Punkte sind eventuell mit ihren Bit-Nachbarn ver-
tauscht worden. Im Folgenden sei in diesem Abschnitt der Einfachheit der No-
tation halber von κ statt von min(κ, κ′) als der Anzahl der zu extrahierenden
Schichten gesprochen. Es gilt nun den Algorithmus zu modifizieren, der in Ab-
schnitt 6.3.3 fu¨r zusa¨tzlich verfu¨gbaren Speicher von O(κ) Wo¨rtern (fu¨r die externe
Vorhaltung der Za¨hler ci) beschrieben wurde. Dieser Algorithmus ha¨lt als Invarian-
te aufrecht, dass die Ausla¨ufer τ0 bis τκ−1 entsprechend der Ordnung der Schich-
ten im Teilfeld A[`b, . . . , `b + κ − 1] gespeichert sind. Zusa¨tzlich verschiebt er alle
ν := n− `b − ξ Punkte, die sich ”unterhalb“ der Schicht Lκ−1 befinden, in das Teil-
feld A[`b+κ, . . . , `b+κ+ν−1]. Fu¨r die Ku¨rze der Darstellung bezeichnen wir letztere
159
Punkte fortan als Out-Punkte, da sie in der aktuellen Iteration nicht geza¨hlt und
auch nicht gruppiert werden. Dementsprechend werden die Punkte auf den Schich-
ten L0 bis Lκ−1 als In-Punkte bezeichnet. Wa¨hrend die Out-Punkte stabil durch
die Teilmengenextraktion von Bose et al. [BMM+06] selektiert werden ko¨nnen und
also (absteigend bezu¨glich <y) sortiert bleiben, kann dies fu¨r die In-Punkte nicht
garantiert werden.
Nachfolgend wird induktiv aufgezeigt, wie wa¨hrend des Extrahierens bzw. Se-
parierens von In- und Out-Punkten die Za¨hler-Kodierungen und die Sortierungen
innerhalb desOut-Blockes in-place und durch nur linearen zusa¨tzlichen Zeitaufwand
aufrecht erhalten werden ko¨nnen. Mit obigen Bezeichnungen und der Induktionsan-
nahme ergibt sich unmittelbar vor Abarbeitung eines Punktes A[j] folgendes Bild
des Eingabefeldes:
. . . Out (sortiert) In Za¨hler-Kodierungen
`b + κ i j 23n n− 1
Der Punkt A[j] wird nun entweder als Out-Punkt klassifiziert oder er ersetzt
den bisherigen Ausla¨ufer τh einer Schicht Lh. Im ersteren Fall wird A[j] mit dem
Nachfolgeelement A[i] des Out-Blockes getauscht und i als der Index, der das Ende
dieses Teilfeldes anzeigt, um eins erho¨ht. Im letzteren Fall wird A[j] mit τh, d. h. mit
A[`b + h], vertauscht.
7
Die wesentliche Beobachtung, die die Aufrechterhaltung der in A[2
3
n, . . . , n − 1]
kodierten Za¨hlerwerte trotz mo¨glicher Vertauschungen der kodierenden Elemente
erlaubt, ist, dass sich die relative Ordnung der kodierenden Elemente durch die
Inkrementierungen der Za¨hler nur lokal a¨ndert. Konkret kann ein kodierendes Ele-
ment nicht mehr als eine Position von seinem korrekten Platz in der <y-Ordnung
abweichen — solange der Zeiger j außerhalb von [2
3
n, . . . , n− 1] liegt.
Sobald der Zeiger j den Wert 2
3
n u¨bersteigt, besteht die Gefahr, dass das Ver-
tauschen u¨berstrichener Punkte die kodierten Za¨hler korrumpiert. Daher werden ab
diesem Zeitpunkt die Indizes der Za¨hler vorgehalten, in die der Index j bzw. der
Index i zeigen. Es ist zu beachten, dass innerhalb eines kodierten Za¨hlers jeweils
zwei Bit-Nachbarn vertauscht sein ko¨nnen. Daher ist bei U¨berstreichen eines Punk-
tes A[j] auch sein Bit-Nachbar, d. h. A[j − 1] oder A[j + 1], mitzubetrachten. Die
Identifikation des tatsa¨chlich als na¨chstes zu u¨berstreichenden Punktes erfordert die
lokale Rekonstruktion der y-Ordnung der beiden Bit-Nachbarn. Diese U¨berpru¨fung
verursacht, wie bereits ausgefu¨hrt, nur einen konstanten zusa¨tzlichen Aufwand hin-
sichtlich Laufzeit und Speicherplatz.
Es sei zuna¨chst angenommen, dass der eigentlich zu u¨berstreichende Punkt p :=
A[j] und sein Bit-Nachbar A[j + 1] sei. Der u¨berstrichene Punkt p ist nun zu ver-
tauschen — entweder mit A[i] oder mit einem abzulo¨senden Ausla¨ufer τh. Dasjenige
Element, was nach der Abarbeitung von p an der ehemaligen Position von p plat-
ziert ist, sei mit sj bezeichnet. Durch dieses Vertauschen von p und sj a¨ndert sich
eventuell die relative <y-Ordnung von A[j] und seinem Bit-Nachbarn A[j + 1]. Um
7Die Behandlung des letzten Falles ist auch zu vollziehen, wenn A[j] Ausla¨ufer einer neuen
Schicht ist. Der Punkt, der mit A[j] seine Position tauscht, ist bereits wa¨hrend der U¨berstreichung
betrachtet worden. Seine Umpositionierung ist daher unproblematisch.
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die fu¨r die Za¨hlerkodierung notwendige Ordnung wiederherzustellen, sind eventuell
A[j+1] und sj zu vertauschen. Die aus diesem Fall resultierende Situation ist in der
folgenden Skizze unten rechts abgebildet:
. . . p q . . .
j j + 1
:
. . . sj q . . .
j j + 1
oder . . . q sj . . .
j j + 1
Die Vertauschung von A[j + 1] und sj betrifft das na¨chste zu u¨berstreichende
Element A[j + 1]. Die Information u¨ber dessen vera¨nderte Position la¨sst sich jedoch
in konstantem Speicher bis nach seiner Abarbeitung vorhalten.
Folgend sei angenommen, dass A[j− 1] und nicht A[j+1] der Bit-Nachbar des zu
u¨berstreichenden Punktes A[j] ist. In diesem Fall tritt die letztgenannte Problematik
nicht auf, da das Vertauschen von A[j] mit sj den na¨chsten zu u¨bersteichenden Punkt
(d. h. A[j + 1] oder seinen Bit-Nachbarn A[j + 2]) nicht betrifft:
. . . q p . . .
j − 1 j
:
. . . q sj . . .
j − 1 j
oder . . . sj q . . .
j − 1 j
In a¨hnlicher Weise ist der Za¨hler zu behandeln, in dem der Punkt A[i] residiert,
also das erste Element des In-Blocks. Wann immer der aktuell zu bearbeitende
Punkt p := A[j] alsOut-Punkt klassifiziert wird, ist er anschließend mit sj := A[i] zu
vertauschen. Diese Vertauschung wiederum kann den Za¨hler, zu dessen Kodierung
A[i] diente, korrumpieren und in diesem Falle muss A[i] mit seinem Bit-Nachbarn
vertauscht werden. Falls der Bit-Nachbar von A[i] sein Vorga¨nger A[i − 1] ist, so
ist dieser Bit-Nachbar ein Out-Punkt o := A[i − 1] und die Vertauschung von A[i]
und A[i − 1] a¨ndert zwar deren relative Ordnung, jedoch nicht den Index, der die
Trennung von In- und Out-Block anzeigt.
←Out In→
. . . o sj . . .
i− 1 i
:
←Out In→
. . . o p . . .
i− 1 i
oder
←Out In→
. . . p o . . .
i− 1 i
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Falls andererseits der Bit-Nachbar von A[i] sein Nachfolger m := A[i + 1] ist, so
fu¨hrt die Vertauschung der Bit-Nachbarn zu einer
”
unscharfen“ Trennung zwischen
In- und Out-Block, wie in der folgenden Skizze unten rechts dargestellt.
←Out In→
. . . sj m . . .
i i+ 1
:
←Out In→
. . . p m . . .
i i+ 1
oder
←Out In Out In→
. . . m p . . .
i i+ 1
Im diesem Fall hat der na¨chste Punkt p′, der als Out-Punkt klassifiziert wird,
m zu ersetzen. Dadurch entsteht wieder eine eindeutige Trennung zwischen In- und
Out-Block. Die nach einer Ersetzung von m eventuell notwendige Reparatur des
Za¨hlers, den m mit kodierte, ist wie oben ausgefu¨hrt durchzufu¨hren und beeinflusst
die wiederhergestellte Trennung der Blo¨cke nicht. Die Information u¨ber den tem-
pora¨ren Sonderfall der unscharfen Trennung der beiden Blo¨cke kann wiederum mit
konstantem Aufwand an Zeit und Speicherplatz vorgehalten werden. Dies erlaubt
insbesondere auch, die klare Trennung nach Beendigen des U¨bersteichens wieder
herzustellen, falls nach p kein weiterer Punkt als Out-Punkt klassifiziert wird.
Per Induktion ist somit nachgewiesen, dass die Extraktion der Punkte auf den κ
Schichten nach Beenden des U¨berstreichens erfolgreich abgeschlossen ist, die Za¨hler
ihre urspru¨nglich kodierten Werte darstellen und die folgende Struktur des Einga-
befeldes resultiert:
. . . τ0. . . τκ−1 Out (sortiert) In
`b `b + κ i n− 1
Es ist noch die Sortier-Invariante, separat fu¨r In- und Out-Block, zu betrach-
ten: Deren Wiederherstellung zum Zwecke der weiteren Gruppierung von Punkten
in Schichten kann in der gewu¨nschten Zeitkomplexita¨t von O(n + ξ · log2 n) geleis-
tet werden: Hierfu¨r ist zu beachten, dass die Sortierung aller Θ(ξ) In-Punkte durch
heapsort nicht mehr als O(ξ · log2 n) Zeit erfordert und die Out-Punkte nur lokal
durch die (weiterhin vorzuhaltenden) Za¨hler permutiert sind. Letzteres ist darin be-
gru¨ndet, dass alle als Out-Punkte klassifizierten Elemente stabil in den Out-Block
verschoben werden. Da die Kodierung der Za¨hler die Elemente nur um maximal
eine Position von ihrer bezu¨glich der absteigenden y-Ordnung korrekten Position
verschiebt, ist diese Ordnung durch einen linearen Durchlauf wiederherzustellen.
Eine anschließende Vertauschung von Out-Block und IN-Block resultiert in fol-
gender Gestalt des Eingabefeldes:
. . . τ0. . . τκ−1 In Out (sortiert)
`b `b + κ `b + ξ n− 1
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Die Vereinigung der Ausla¨ufer in A[`b, . . . , `b+κ−1] mit den ehemaligen Ausla¨ufern
der κ obersten Schichten entha¨lt genau ξ Punkte (nach der Definition von ξ). Somit
ist eine Sortierung des Teilfeldes A[`b, . . . , `b + ξ − 1] in O(ξ · log2 ξ) ⊂ O(ξ · log2 n)
Zeit durchfu¨hrbar und das Eingabefeld stellt sich anschließend wie folgt dar:
. . . In (sortiert) Out (sortiert)
`b `b + ξ n− 1
Die Extraktion der Punke, die die κ obersten Schichten konstituieren, ist damit
abgeschlossen und die Ordnung sowohl auf den nun zu gruppierenden ξ Punkten als
auch auf den in weiteren Iterationen zu betrachtenden Punkten (gema¨ß der Sortier-
Invariante) hergestellt und wir erhalten das gewu¨nschte Resultat:
Lemma 6.3.6 Im Falle `b <
1
3
n ko¨nnen alle Punkte der obersten min(κ, κ′) Schich-
ten in-place und in O(n+ ξ · log2 n) Zeit extrahiert werden, was die Kosten fu¨r die
Wiederherstellung der Sortier-Invariante miteinschließt.
Aufrechterhalten von Za¨hler-Kodierungen wa¨hrend des Za¨hlens Obige
Ausfu¨hrungen und eine leicht modifizierte Form des vorgestellten Algorithmus lie-
fern auch den Nachweis von Lemma 6.3.5. Auch wa¨hrend des — dem Extrahieren
vorangehenden — Za¨hlschrittes gilt es, durch ein U¨berstreichen einzelne Punkte
ihren Schichten zuzuordnen und dabei kodierte Za¨hler konsistent vorzuhalten.
Die einzige zusa¨tzliche Schwierigkeit, die sich wa¨hrend des Za¨hlschrittes ergibt,
ist, dass wa¨hrend des U¨berstreichens Za¨hlerwerte nicht nur bewahrt, sondern auch
aktualisiert werden mu¨ssen. Dies la¨sst sich jedoch einfach auf die im vergangenen
Abschnitt behandelten Fa¨lle zuru¨ckfu¨hren, indem generell vor der Verschiebung ei-
nes u¨berstrichenen Punktes A[j] = τh die Aktualisierung des Zeigers ch vollzogen
wird. Der Sonderfall, dass diese Aktualisierung des Za¨hlers die Position des zu ver-
schiebenden Punktes A[j] = τh selbst vera¨ndert (also ihn mit seinem Bitnachbarn
vertauscht), kann mit konstantem Zeit- und Speicheraufwand behandelt werden, da
nur eine konstante Anzahl an Eingabeelementen involviert ist.
Zur Wiederherstellung der Sortier-Invariante ist nach dem Za¨hlvorgang zuna¨chst
(analog zum Extraktionsschritt) der In-Block zu sortieren. Ist wa¨hrend des Za¨hl-
vorgangs ein Wert κ′ bestimmt worden, impliziert dies, dass der Extraktionsschritt
nicht den kompletten In-Block, der wa¨hrend der Za¨hlphase bestimmt wurde, zu ex-
trahieren hat (da eine anschließende Gruppierung der Elemente dieses Blockes nicht
genu¨gend Platz fu¨r den notwendigen Zwischenspeicher ließe). Nur in diesem Fall ist
eine nachfolgende Extraktionsphase notwendig. Fu¨r diese brauchen allerdings nur
Punkte des In-Blockes betrachtet zu werden, da dieser eine Obermenge aller Punkte
der obersten κ′ Schichten entha¨lt.8
Insgesamt ergibt sich somit die Aussage von Lemma 6.3.5. Die erho¨hte Lauf-
zeit fu¨r den Fall κ′ < κ (d. h. fu¨r den Fall, dass nicht die Ma¨chtigkeiten aller
8Entsprechend existieren nach Beendigung der zweiten Extraktion zwei Out-Blo¨cke, die nach
Ablauf der Iteration (in linearer Zeit, beispielsweise mit dem Algorithmus von Geffert et al.
[GKP00]) zu verschmelzen sind, um die Sortier-Invariante wiederherzustellen.
163
κ = 1
6
n/ log2 n Schichten geza¨hlt wurden) ergibt sich daraus, dass in diesem Fall
mehr als ξ Punkte als In-Punkte klassifiziert wurden. Dementsprechend fallen fu¨r
die Sortierung des In-Blockes erho¨hte Laufzeitkosten an. Diese erho¨hten Kosten sind
jedoch akzeptabel, da im Falle κ′ < κ in der aktuellen Iteration O(n) Punkte ih-
ren Schichten entsprechend gruppiert werden ko¨nnen, vergleiche die Analyse zum
Abschluss dieses Abschnitts.
Arrangieren der Punkte auf den κ Schichten Fu¨r die Gruppierung von Punk-
ten in die zu Schichten Li korrespondierenden Teilfelder Ai ist fu¨r jedes dieser Teilfel-
der die Position vorzuhalten, an die der als na¨chstes gefundene Punkt dieser Schicht
zu setzen ist. Diese Einfu¨gepositionen werden durch die aus den Za¨hlerwerten ci be-
rechneten Pra¨fixsummen initialisiert, d. h. die in A[2
3
n, . . . , n−1] kodierten Za¨hlerwer-
te werden wie folgt ersetzt und anschließend sukzessive inkrementiert: Setze c0 := 0
und cj := cˆj−1 fu¨r 0 < j ≤ κ′.
Wann immer ein neuer Ausla¨ufer τi gefunden wird, ist der bisherige Ausla¨ufer
p in A[i] mit A[`b + ξ
′ + ci] zu vertauschen und der kodierte Index ci um eins zu
inkrementieren. Die Kosten fu¨r das Dekodieren und Inkrementieren von ci ko¨nnen
durch O(log2 n) abgescha¨tzt und dem Punkt p, der hiermit in das Teilfeld seiner
Schicht verschoben wurde, zugeschlagen werden.
Folglich sind die globalen Kosten fu¨r das Arrangieren (d. h. Gruppieren nach
Schichten) von ξ′ Punkten in O(n + ξ′ log2 n); dies beinhaltet auch die Kosten fu¨r
das Resortieren des Zwischenspeichers A[`b + ξ
′, . . . , `b + 2ξ′ − 1] und das weitere
Wiederherstellen der Sortierinvariante durch das Verschmelzen von A[`b+ξ
′, . . . , `b+
2ξ′ − 1] mit dem sortierten Teilfeld A[`b + 2ξ′, . . . , n− 1], vergleiche Abschnitt 6.3.3.
Liegt der Fall κ′ < κ vor, d. h. werden in der aktuellen Iteration einige, aber
nicht alle der κ = 1
6
n/ log2 n Schichten arrangiert, so wird — als Nachbearbeitung
der Iteration — zusa¨tzlich der Algorithmus aus Abschnitt 6.2.1 zur Extraktion der
Skyline der na¨chstfolgenden Schicht Lκ′ (auf die Eingabe in A[`b, . . . , n−1]) angewen-
det. Falls hingegen kein Index κ′ vorliegt, so entha¨lt die oberste Schicht L0 eventuell
mehr Punkte, als im Zwischenspeicher sicher arrangiert werden ko¨nnen; genauer gilt
c0 >
1
2
(
2
3
n− `b
)
> 1
2
(
2
3
n− 1
3
n
) ∈ Θ(n). In diesem Fall wird in der anstehenden Ite-
ration allein diese oberste Schicht extrahiert — wiederum mit dem Algorithmus aus
Kapitel 6.2.1. Um nach erfolgter Iteration die Sortier-Invariante wiederherzustellen,
ist in beiden Fa¨llen nicht mehr als O(n · log2 n) Zeit aufzuwenden.
Analyse Die folgende Analyse unterscheidet Iterationen danach, ob die ξ Punkte
aller κ = 1
6
n/ log2 n obersten Schichten in den zugeho¨rigen Teilfeldern arrangiert
werden. In diesem Fall gilt ξ ≥ 1
6
n/ log2 n and daher ko¨nnen nur logarithmisch viele
solcher Iterationen durchgefu¨hrt werden. Der Zeitaufwand fu¨r eine solche Iteration
ist jeweils inO(n+ξ ·log2 n). Jeder Iteration sei der lineare AnteilO(n) zugeschlagen;
die restlichen Kosten seien zu je O(log2 n) den ξ in dieser Iteration arrangierten
Punkten zugeordnet.
Wenn hingegen in einer Iteration weniger als κ Schichten arrangiert werden (was
den Fall beinhaltet, dass κ′ nicht existiert), so sind die Kosten der Iteration durch den
Aufwand von O(n · log2 n) fu¨r die Skyline-Berechnung der na¨chstfolgenden Schicht
und die Wiederherstellung der Sortier-Invariante dominiert: Dies gilt sowohl fu¨r die
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O(n+ ξ · log2 n) Kosten fu¨r das Za¨hlen von ξ Punkten auf den obersten κ Schichten
als auch fu¨r die Kosten von O(n+ ξ′ log2 n) fu¨r die anschließende Arrangierung der
ξ′ Punkte auf den obersten κ′ Schichten.
Die Definition von κ′ garantiert, dass in jeder Iteration letzteren Typs (nach der
abschließenden Arrangierung einer einzelnen Skyline) mindestens 1
2
(
2
3
n− `b
)
Punk-
te entsprechend ihrer Schichten angeordnet und der Index `b des Abarbeitungsstatus
entsprechend inkrementiert wurde. Somit folgt, dass die Anzahl der Iterationen letz-
teren Typs, fu¨r die `b <
1
3
n gilt, konstant ist und ihre summierten Kosten sich also
durch O(n · log2 n) abscha¨tzen lassen.
Der Fall `b ≥ 13n: die spa¨teren Iterationen
Nachdem bereits ein Drittel der Punkte in Schichten arrangiert wurde, d. h. sobald
`b ≥ 13n zum Ende einer Iteration gilt, werden die kodierten Za¨hler verschoben.
Konkret wird zu ihrer Kodierung von nun an das Teilfeld A[0, . . . , 1
3
n−1] verwendet.
Das Kopieren bzw. Verschieben von kodierten Werten wurde bereits in Abschnitt
4.1.1 beschrieben und resultiert in diesem Falle in einem Zeitaufwand, der linear in
der Anzahl der kodierenden Elemente, also in O(n) ist. Das Eingabefeld ist nach der
Verschiebung der kodierten Informationen wie folgt strukturiert:
Za¨hler-Kodierungen
0 13n `b n− 1
Fu¨r das Kodieren in A[0, . . . , 1
3
n−1] ist zu beachten, dass in diesem Teilfeld bereits
eine oder mehrere Maximaschichten (oder Teile hiervon) arrangiert sind. Das initia-
le Kodieren und das anschließende Aufrechthalten der Za¨hler ci in A[0, . . . ,
1
3
n − 1]
zersto¨rt daher eventuell die Ordnung nach Schichten sowie die<y-Ordnung innerhalb
einzelner Schichten. Diese zersto¨renden Effekte sind jedoch nur lokal und mu¨ssen
zudem erst nach Ablauf des Algorithmus zur Berechnung aller Maximaschichten
ru¨ckga¨ngig gemacht werden. Wie dies zu bewerkstelligen ist, wird noch na¨her aus-
gefu¨hrt.
Za¨hlen der Punkte auf den obersten κ Schichten Der Algorithmus fu¨r das
Za¨hlen der Gesamtanzahl an Punkten der obersten κ Schichten arbeitet exakt wie
fu¨r fru¨here Iterationen, d. h. fu¨r den Fall `b ≥ 13n, beschrieben: Die Anzahl κ der
Schichten, deren Elemente zu za¨hlen sind, wird durch κ := 1
6
n/ log2 n festgelegt und
die Za¨hlungen selbst durch Inkrementierungen von κ kodierten Za¨hlern vorgenom-
men, die in diesem Fall in A[0, . . . , 1
3
n− 1] residieren.
Der einzige weitere Unterschied zum bereits geschilderten Fall besteht darin, dass
wa¨hrend der Pra¨fixsummenberechnung der maximale Index κ′ mit der Bedingung
`b + 2cˆκ′ < n (anstatt der Bedingung `b + 2cˆκ′ <
2
3
n) identifiziert wird.
Der Ablauf des Algorithmus zum Za¨hlen von Punkten auf den obersten κ Schich-
ten ist gegenu¨ber dem bereits geschilderten Fall analog, gleichzeitig jedoch stark
vereinfacht: Die Punkte, die die Zeiger kodieren, geho¨ren nicht zu noch zu arran-
gierenden Schichten und mu¨ssen daher nicht (als Ausla¨ufer τi einer solchen Schicht)
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verschoben werden. Die Laufzeitkosten fu¨r das Za¨hlen von Punkten in einer Ite-
ration belaufen sich auf insgesamt O(n + ξ · log2 n), was den Zeitaufwand fu¨r die
Wiederherstellung der Sortier-Invariante mit einschließt.
Extrahieren und Arrangieren der Punkte auf den obersten κ Schichten
Wie fu¨r den Fall fru¨her Iterationen werden auch in einer spa¨teren Iteration (d. h. fu¨r
den Fall `b <
1
3
n) entweder alle ξ Punkte der obersten κ Schichten in O(n+ξ · log2 n)
Zeit extrahiert und anschließend arrangiert oder dies wird wegen Platzknappheit fu¨r
weniger als κ Schichten durchgefu¨hrt und abschließend eine einzelne Schicht durch
den Skyline-Algorithmus aus Abschnitt 6.2.1 arrangiert, was einen zusa¨tzlichen Zeit-
aufwand in O(ν log2 ν) mit ν := n− `b mit sich bringt. In beiden Situationen domi-
nieren diese Kosten den Aufwand fu¨r die Wiederherstellung der Sortier-Invariante.
Analyse Fu¨r die Analyse der Gesamtlaufzeit fu¨r den Fall `b >
1
3
n werden einzelne
Iterationen erneut danach klassifiziert, ob alle obersten κ Schichten arrangiert wer-
den konnten. Ist dies der Fall, so wurden ξ ≥ κ = 1
6
n/ log2 n Punkte ihren Schichten
zugeordnet und in die gewu¨nschte Darstellung u¨berfu¨hrt. Somit kann jedem dieser
Punkte O(log2 n) Zeitaufwand zugeordnet werden sowie der Iteration selbst Lauf-
zeitkosten von O(n). Das Arrangieren von ξ ≥ 1
6
n/ log2 n Punkten impliziert zu-
dem, dass die Anzahl von Iterationen dieses Typs durch O(log2 n) beschra¨nkt ist
und daher die globalen Kosten, die Iterationen dieser Art zugeschlagen werden, in
O(n · log2 n) sind.
Iterationen, in denen nur κ′ < κ Schichten wa¨hrend eines U¨berstreichens ar-
rangiert werden ko¨nnen, werden durch die Skyline-Berechnung der na¨chstfolgenden
Schicht abgeschlossen. Nach dieser Berechnung sind (auf Grund der Definition von
κ′) zumindest 1
2
(n − `b) Punkte in dieser Iteration abgearbeitet, d. h. in Schich-
ten arrangiert worden. Demzufolge ist `b um mindestens diese Anzahl inkrementiert
worden und somit ist bei der na¨chsten Iteration diesen Typs das Feld der noch ab-
zuarbeitenden Punkte ho¨chstens halb so groß. Die Gro¨ße dieser Felder verha¨lt sich
daher wie eine geometrische Reihe; die Gesamtlaufzeit u¨ber alle Iterationen diesen
Typs besitzt daher eine Komplexita¨t von O(n · log2 n) — die schon fu¨r die alleinige
erste dieser Iterationen zu veranschlagen ist.9
Wiederherstellen der Ordnung nach Schichten in A[0, . . . , 1
3
n− 1]
Nach der letzten Iteration des Algorithmus, wenn alle Eingabepunkte ihren Schich-
ten zugeordnet wurden, bleibt noch auf den Schichten, die (ga¨nzlich oder teilweise)
im Teilfeld A[0, . . . , 1
3
n− 1] gespeichert wurden, die Ordnung wiederherzustellen, die
durch die kodierten Zeiger lokal permutiert wurde.10 Die Hauptschwierigkeit hierbei
besteht darin, dass die Gro¨ße der Schichten und damit auch die U¨berga¨nge zwischen
9Ein formaler Nachweis ergibt sich aus folgender Ungleichungskette fu¨r die Summe f(n) der
Kosten u¨ber alle Iterationen des angegebenen Typs: f(n) ≤∑log2 ni=0 n/2i · log2(n/2i) =∑log2 2ni=0 2i ·
log2(2i) ≤
∑log2 2n
i=0 2
n = log2 n ·
∑log2 2n
i=0 2
i ≤ 4 · n · log2 n ∈ O(n · log2 n)
10Es ist zu beachten, dass zu Beginn jeder Iteration die kodierten Za¨hlerwerte reinitialisiert (d. h.
auf 0 gesetzt) werden ko¨nnen, ohne dass die eigentliche Ordnung der kodierenden Elemente nach
Schichten hierfu¨r bekannt zu sein braucht.
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zwei Schichten nicht mehr bekannt sind und auch nicht in konstantem zusa¨tzlichen
Speicher vorgehalten werden ko¨nnten. Insbesondere ko¨nnen diese Punkte also nicht
einfach absteigend bezu¨glich <y sortiert werden. Es kann jedoch die Lokalita¨t der
Permutationen, die die Kodierungen verursacht haben, ausgenutzt werden. Der im
Folgenden vorgestellte Algorithmus zur Wiederherstellung der Ordnung nach Schich-
ten sowie bezu¨glich der absteigenden <y-Ordnung innerhalb einzelner Schichten ite-
riert daher u¨ber die in A[0, . . . , 1
3
n − 1] befindlichen Paare von Bit-Nachbarn und
ha¨lt dabei die folgende Invariante aufrecht:
Ordnungs-Invariante Erreicht die Betrachtung die Bit-Nachbarn q := A[2i] und
r := A[2i + 1], so ist die korrekte Ordnung nach Schichten und bezu¨glich <y
innerhalb einzelner Schichten bereits auf A[0, . . . , 2i− 1] wiederhergestellt.
Diese Invariante la¨sst sich initial, d. h. fu¨r das Teilfeld A[0, . . . , 2 − 1] = A[0, 1],
einfach herstellen: Die beiden Elemente mu¨ssen genau dann vertauscht werden, wenn
A[0] <y A[1] gilt. Mit dem Induktionsprinzip sei daher i ≥ 1 angenommen und die zu
betrachtenden Punkte mit q := A[2i] und r := A[2i+1] bezeichnet. Fu¨r den Fall, dass
q von r oder r von q dominiert wird, ergibt sich die korrekte Reihenfolge der Punkte
aus den y-Koordinaten von q und r, da beide Punkte unterschiedlichen Schichten
angeho¨ren und der dominierte der beiden Punkte dem dominierenden nachzufolgen
hat, vergleiche den linken Teil der Abbildung 6.2, in der das Symbol ”|” den Beginn
einer neuen Schicht anzeigt.
r|q
q|r
q
rr
r r
(siehe rechte Abbildung)
(siehe rechte Abbildung
 mit q und r vertauscht)
pq|r
prq
p|rqq
r p
p
pp
p∅
∅
Abbildung 6.2: Wiederherstellung der Ordnung nach Schichten sowie bezu¨glich
<y fu¨r q und r. Das Symbol ”|” steht fu¨r den Beginn einer neuen
Schicht.
Fu¨r den verbleibenden Fall, dass keiner der beiden Punkten den jeweils anderen
dominiert, sei ohne Beschra¨nkung der Allgemeinheit angenommen, dass r bezu¨glich
der lexikografischen Ordnung nach absteigender y- und aufsteigender x-Koordinate
kleiner als q ist. Demzufolge ist die relative Lage von q und r eindeutig, wie im linken
Teil der Abbildung 6.2 oben links und in Abbildung 6.3(a) skizziert.
Nach Induktionsannahme ist p := A[2i−1] in seiner korrekten Position bezu¨glich
der zu etablierenden Ordnung. Folglich ist die korrekte Permutation von p, q und r
entweder pqr oder prq. Fu¨r die Bestimmung der korrekten Permutation ist jedoch
zusa¨tzlich zu bestimmen, ob sich zwischen den Elementen dieser Permutation der
U¨bergang zu einer neuen Maximaschicht befindet, also ob q oder r den Beginn einer
neuen Schicht darstellen. Fu¨r die relative Ordnung von p, q und r sind demnach die
folgenden Fa¨lle denkbar.
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qr
q
r
q
r
(a) (b) (c)
Abbildung 6.3: Geometrische Konfigurationen zur Bestimmung der Ordnung von
q and r nach Schichten.
(1) pqr (2) p|qr (3) pq|r (4) p|q|r
(5) prq (6) p|rq (7) pr|q (8) p|r|q
Die relative Lage von q und r, bzw. das Fehlen von Dominanz zwischen diesen
beiden Punkten, schließt aus, dass r und q in der Reihenfolge qr Elemente derselben
Schicht sind. Somit ko¨nnen die Situationen (1) und (2) in obiger Aufza¨hlung nicht
auftreten. Abbildung 6.3(b) veranschaulicht, warum die Reihenfolge rq nicht auftre-
ten kann, wenn r der letzte Punkt seiner Schicht ist: Wenn r in seiner Schicht keinen
Nachfolger besitzt, mu¨sste diese Schicht sich von r aus vertikal nach y = −∞ fort-
setzen; da sich jedoch q rechts von r befindet, la¨ge q damit
”
oberhalb“ der Schicht
von r und die Reihenfolge rq bezu¨glich der wiederherzustellenden Sortierung wa¨re
inkorrekt. Daher sind auch die Situationen (7) und (8) ausgeschlossen. In Abbil-
dung 6.3(c) ist veranschaulicht, warum q keine eigene Schicht konstituieren kann.
In diesem Fall la¨ge die Situation (4) vor, da die Situation (8) bereits ausgeschlossen
wurde. Die Situation (4) impliziert, dass die Schicht, der q angeho¨rt, sich von q aus
horizontal nach x = −∞ fortsetzt. Da r sich jedoch oberhalb dieser Fortsetzung
befindet, ergibt sich ein Widerspruch dazu, dass r unterhalb der Schicht von q liegt.
Somit ist auch Situation (4) auszuschließen.
Somit stellen nur die Situationen (3), (5) und (6), also nur die Konfiguratio-
nen pq|r, prq und p|rq tatsa¨chlich mo¨gliche Konfigurationen der Punkte p, q und r
bezu¨glich der wiederherzustellenden Ordnung dar. Diese drei Optionen fu¨r die kor-
rekte Anordnung der drei Punkte sind allein an Hand ihrer <x-Ordnung zu unter-
scheiden, was im rechten Teil der Abbildung 6.2 veranschaulicht ist und im Folgenden
ausgefu¨hrt wird.
Wenn alle Punkte derselben Schicht angeho¨ren, also die Konfiguration prq vor-
liegt, ist auch die x-Ordnung dieser Punkte prq, da eine Maximaschicht monoton
sowohl in absteigender y-Richtung als auch in aufsteigender x-Richtung ist.
In der Situation p|rq ist p tatsa¨chlich der letzte Punkt seiner Schicht, da nach
Induktionsannahme p (sowie alle vor p im Eingabefeld befindlichen Punkte) sich
an ihrer korrekten Position bezu¨glich der wiederherzustellenden Ordnung befinden.
La¨gen nun q oder r rechts von p, so wa¨ren sie ebenfalls Punkte der Schicht von
p oder sogar Elemente einer ho¨heren Schicht. Zudem liegt q rechts von r, da nach
obiger Annahme nur Fa¨lle betracht werden, in denen r bezu¨glich der lexikografischen
Ordnung nach absteigender y- sowie aufsteigender x-Koordinate kleiner als q ist.
Somit ergibt sich die x-Ordnung in dieser Situation eindeutig durch rqp.
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In der verbleibenden Situation pq|r liegt p oberhalb und rechts von q, da p und q
Teil derselben Schicht sind. Des Weiteren befindet sich r rechts und oberhalb von q
(wiederum wegen der getroffenen Annahme). La¨ge p links nicht nur von q, sondern
auch von r, so wa¨ren p, q und r Teil derselben Schicht oder p wa¨re von r dominiert.
In beiden Fa¨llen ergibt sich ein Widerspruch zur betrachteten Situation, in welcher
sich die Ordnung der Punkte bezu¨glich <x somit eindeutig zu rpq ergibt.
Somit ist nachgewiesen, dass die korrekte Reihenfolge der betrachteten Bit-
Nachbarn q und r sich eindeutig und eventuell durch zusa¨tzliche Betrachtung des
Vorga¨ngerpunktes p und durch Bestimmung der x-Ordnung dieser drei Punkte her-
leiten la¨sst. Die Kosten hierfu¨r sind hinsichtlich Laufzeit und Speicherplatz jeweils
konstant. Das Induktionsprinzip liefert das gewu¨nscht Resultat:
Lemma 6.3.7 Die lexikografische Sortierung einer n-elementigen Punktmenge nach
Maximaschichten sowie bezu¨glich der y-Koordinate la¨sst sich in-place und in linea-
rer Zeit wiederherstellen, sofern diese Ordnung nur durch Vertauschung von Bit-
Nachbarn verletzt ist.
Zusammenfassung Die Summation der Kosten u¨ber alle (fru¨hen wie spa¨teren)
Iterationen des Algorithmus zur Berechnung der Maximaschichten sowie der Kosten
fu¨r die Wiederherstellung der korrekten Ordnung der Ausgabe nach allen Iterationen
ergibt sich zu O(n·log2 n). Kombiniert mit der Analyse, dass jedem abzuarbeitenden
Punkt zusa¨tzlich O(log2 n) Kosten fu¨r die einzige Iteration, in der er entsprechend
seiner Schicht gruppiert wurde, zuzuschlagen sind, ergibt sich das angestrebte Re-
sultat:
Satz 6.3.8 Es lassen sich alle Maximaschichten einer n-elementigen Menge zwei-
dimensionaler Punkte in-place und in asymptotisch optimaler Laufzeit von O(n ·
log2 n) bestimmen und die Eingabe nach Schichten und zudem die Elemente einzel-
ner Schichten absteigend bezu¨glich ihrer y-Koordinate arrangieren.
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Kapitel 7
Zusammenfassung
7.1 Modellierung von und Algorithmik fu¨r Bewe-
gungsdaten
Ada¨quate Repra¨sentation von Bewegungsdaten Im ersten Teil dieser Arbeit
wurden zuna¨chst Anforderungen an die Repra¨sentation der Bewegungen mobiler Ob-
jekte zum Zwecke der Datenhaltung und -verarbeitung beschrieben. Es wurde belegt,
dass die in bestehenden Systemen verwendete Repra¨sentation durch stu¨ckweise li-
neare Funktionen nicht allen diesen Anforderungen gerecht wird, und alternative
Repra¨sentationskonzepte wurden vorgestellt. Die Modellierung eines Rahmenwerks
wurde pra¨sentiert, das mehrere solcher Repra¨sentationskonzepte fu¨r Bewegungen be-
reitstellt, um auch verschieden charakterisierte Bewegungen jeweils realistisch dar-
stellen zu ko¨nnen. Theoretische Laufzeitanalysen sowie eine erste Evaluation in-
nerhalb des Rahmenwerks zeigen, dass die Performanzverluste beim U¨bergang von
stu¨ckweise linearen Funktionen fu¨r die Bewegungsbeschreibung zu realistischeren
Kurven, wie beispielsweise kubischen Splines, moderat sind. Die Abgeschlossenheit
eines Typsystems fu¨r zeitvariante ra¨umliche Daten gegen zeitvariante Verarbeitun-
gen von Bewegungen kann hingegen nur in eingeschra¨nkter Form erreicht werden,
was in dieser Arbeit veranschaulicht und belegt wurde. Es wurde ein Lo¨sungsvor-
schlag fu¨r dieses Problem pra¨sentiert, der auf ada¨quater Na¨herung solcher Verar-
beitungsergebnisse beruht und innerhalb des vorgestellten Rahmenwerkes realisiert
ist.
Verarbeitung divers repra¨sentierter Bewegungen Die in Kapitel 3 beschrie-
bene Erweiterung der im Rahmenwerk umgesetzten objektorientierten Modellierung
mobiler Objekte ermo¨glicht, verschiedenste ra¨umlich-temporale Anfragetypen und
algorithmische Aufgaben zu realisieren, ohne dabei einen fixierten oder einheitlichen
Typ fu¨r die Repra¨sentation der betrachteten Bewegungen vorauszusetzen. Kapselt
man in
”
klassischen“ Algorithmen fu¨r komplexere Aufgabenstellungen und Anfragen
die Aufrufe von algorithmischen Primitivopertionen, so ko¨nnen diese Algorithmen
mit geringem Aufwand so adaptiert und in das vorgestellte Rahmenwerk integriert
werden, dass sie fu¨r beliebige Bewegungsrepra¨sentationstypen anwendbar sind —
auch wenn sie urspru¨nglich fu¨r einen spezifischen Typ von Bewegungsrepra¨sentatio-
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nen, wie stu¨ckweise linearen Kurven, konzipiert wurden. Zur Realisierung besagter
Primitivoperationen wurden Methoden pra¨sentiert und in das Rahmenwerk inte-
griert, die die Kenntnis u¨ber Restriktionen zu Bewegungen, wie Geschwindigkeits-
und Beschleunigungsbeschra¨nkungen, ausnutzen. Fu¨r mehrere solcher Primitivrea-
lisierungen wurden ihre Korrektheit und ihre numerische Robustheit nachgewiesen
sowie ihre Effizienz analysiert. Hierfu¨r wurde beispielhaft die Aufgabenstellung der
Kollisionserkennung na¨her betrachtet. Zusa¨tzlich erlaubt die Modellierung des Rah-
menwerkes auch die Verwendung klassischer numerischer und algebraischer Metho-
den zur Primitivrealisierung, wie sie in bereits vorgestellten Implementierungen von
Bewegungen verarbeitenden Systemen eingesetzt werden.
Die Zielsetzung der generischen Operabilita¨t des Rahmenwerks — unabha¨ngig
von den verwendeten Konzepten zur Bewegungsrepra¨sentation — ist unter anderem
insofern erreicht worden, als dass die Integration neuer Typen von Bewegungsre-
pra¨sentationen mo¨glich ist, ohne dass die Realisierung von Anfragetypen und weite-
ren Funktionalita¨ten angepasst werden muss, um auch Instanzen diesen neuen Typs
zu verarbeiten. Die Umsetzbarkeit des in Kapitel 3 beschriebenen Ansatzes konnte
durch eine funktionsfa¨hige Implementierung einer entsprechenden Erweiterung des
in Kapitel 2 vorgestellten Rahmenwerks belegt werden.
Ausblick Fu¨r die Fortfu¨hrung der im ersten Teil dieser Arbeit geschilderten For-
schung sind insbesondere die folgenden Bereiche von Interesse. Wie in Kapitel 3.2
geschildert, bildet die Kapselung von Primitiven die Grundlage auch bei der Entwick-
lung kinetischer Datenstrukturen. Hierfu¨r wurde bereits von Guibas et al. [GKR04]
eine Implementierung entwickelt, die allerdings von polynomialen Bewegungsrepra¨-
sentationen ausgeht und entsprechende algebraische und semi-algebraische Primi-
tivrealisierungen anbietet. Das in dieser Arbeit modellierte Rahmenwerk kann bezu¨g-
lich jenes Systems als eine Erweiterung angesehen werden, die die Behandlung von
diversen und insbesondere realistischeren Bewegungsrepra¨sentationen unterstu¨tzt.
Eine Realisierung einer solchen Erweiterung, d. h. eine Integration des hier vorge-
stellten Ansatzes mit der Implementierung zur Entwicklung kinetischer Datenstruk-
turen, scheint daher vielversprechend.
Des Weiteren wa¨re eine ausfu¨hrlichere praktische Evaluation des in Kapitel 3 be-
schriebenen Ansatzes hilfreich, um Aufschluss daru¨ber zu erhalten, ob ein Verlust an
Laufzeiteffizienz in konkreten praktischen Szenarien fu¨r die generische Verarbeitung
verschieden typisierter Bewegungsrepra¨sentationen in Kauf zu nehmen ist und falls
ja, wie hoch dieser Verlust gegenu¨ber Verarbeitungen ist, die auf einen bestimmten
Typ von Bewegungsrepra¨sentation abgestimmt sind.
7.2 Speichereffiziente Algorithmen fu¨r den Ein-
satz in mobilen Umgebungen
Im zweiten Teil dieser Arbeit wurden mehrere Alaufzeiteffiziente Algorithmen vor-
gestellt, die nur eine konstante Anzahl an Wo¨rtern zusa¨tzlich zu dem die Einga-
be enthaltenden Speicher verwenden. Es wurde ausgefu¨hrt, dass die Entwicklung
speichereffizienter Algorithmen im Kontext mobiler Umgebungen wie mobiler Kom-
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munikationssnetze oder Sensornetzwerke relevant ist, wie bereits von Agarwal et al.
[AGE+02] und Roddick et al. [RHE+04] erkannt. Insbeondere wurde fu¨r diesen Kon-
text die Relevanz der in dieser Arbeit betrachteten Aufgabenstellungen des robusten
Scha¨tzens von Geraden sowie der Bestimmung von Maximamengen und -schichten
aufgezeigt. Bezu¨glich dieser Aufgabenstellungen konnten die nachfolgend zusammen-
gefassten algorithmischen Ergebnisse pra¨sentiert werden.
Robustes Geradenscha¨tzen Die Berechnung robuster Geradenscha¨tzer ist in-
place, d. h. unter Verwendung von zusa¨tzlich zur Eingabe nur konstanten Anzahl
an Speicherwo¨rtern, mo¨glich. Fu¨r die Berechnung des bezu¨glich seines breakdown
values optimal robusten repeated median-Scha¨tzer konnte ein Algorithmus mit ei-
ner erwarteten Laufzeit von O(n · log32 n) angegeben werden. Diese Laufzeit weicht
um einen zweifachen logarithmischen Faktor von der optimalen — und mit Verwen-
dung weiteren Speichers erreichbaren — Laufzeit [MMN98] im erwarteten Fall ab.
Fu¨r den ebenfalls sehr robusten Theil-Sen-Scha¨tzer wurde ein in-place-Algorithmus
mit optimaler erwarteter Laufzeitkomplexita¨t von O(n · log2 n) pra¨sentiert. Dieser
Algorithmus ist auch Lo¨sung des klassischen slope selection-Problems der Bestim-
mung einer bezu¨glich ihrer Steigung k-ten Geraden unter den Geraden, die durch
jeweils zwei Elemente aus einer u¨bergebenen Menge von Punkten bestimmt sind.
Der U¨bergang in den Dualraum ermo¨glicht auch die im erwarteten Fall laufzeit-
optimale in-place-Bestimmung des (bezu¨glich einer gewa¨hlten Ausrichtung) k-ten
Schnittpunktes einer Menge von Geraden in der Ebene, welche ein Teilproblem in
vielen Aufgabenstellungen der algorithmischen Geometrie darstellt.
Bestimmen von Maximamengen und -schichten Die Bestimmung der Maxi-
mamenge zu einer zwei- oder dreidimensionalen Punktmenge sowie die Gruppierung
einer zweidimensionalen Punktmenge in Maximaschichten ist jeweils in-place und in
optimaler Zeitkomplexita¨t von O(n · log2 n) mo¨glich. Insbesondere das letztgenannte
Ergebnis ist auch insofern von theoretischem Interesse, als dass der entsprechende
Algorithmus der erste laufzeitoptimale ist, der in-place eine komplette Anordnung
einer mehrdimensionalen Eingabe berechnet, wobei diese Anordnung anscheinend
nicht in effizienter Weise allein mit Hilfe des divide & conquer-Prinzips oder mit
Grahams Scan zu bestimmen ist.
Ausblick Eine naheliegende Richtung fu¨r die weitere Forschung in den im zwei-
ten Teil dieser Arbeit betrachteten algorithmischen Gebieten ist die Erweiterung
der in dieser Arbeit pra¨sentierten Ergebnisse fu¨r ho¨herdimensionale Eingaben. So-
wohl fu¨r die betrachteten robusten Geradenscha¨tzer als auch fu¨r die Bestimmung
von Maximamengen und -schichten existieren laufzeiteffiziente Algorithmen, verglei-
che [MN93] bzw. [KLP75, BG04], fu¨r die eine Realisierung von speichereffizienten
Varianten nicht ausgeschlossen scheint. Gleiches gilt fu¨r Lo¨sungen von Aufgaben-
stellungen, die sich auf slope selection-Algorithmen abstu¨tzen. Zudem fußen die
vorgestellten Berechnungen robuster Scha¨tzer auf der Technik der randomisierten
Suche, die auch fu¨r weitere Problemstellungen dienlich sein kann und fu¨r die somit
laufzeiteffiziente randomsierte in-place-Algorithmen realisierbar scheinen.
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Des Weiteren wa¨re eine praktische Evaluation von speichereffizienten Algorith-
men — insbesondere in konkreten mobilen Umgebungen — hilfreich, um die Lauf-
zeitkosten, die aus der Verwendung einzelner speichereffizienter algorithmischer Tech-
niken resultieren, abscha¨tzen zu ko¨nnen. Mit Hilfe solcher Evaluationen ließe sich
insbesondere ein Anpassen von Algorithmen — wie der hier beschriebenen — pru¨fen,
so dass zwischen eingespartem Speicherplatz und den daraus im Konkreten resultie-
renden Laufzeitkosten abgewa¨gt werden kann.
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