Abstract. An approach for transforming systems of partial differential equations in order to obtain new formulations which are more accessible to numerical solution is studied. An algorithm is developed for generating such transformations automatically, using symbolic computations employing Gröbner bases. The algorithm is implemented using freely available software. This approach, along with planned developments, will potentially provide a powerful set of tools for handling large systems of partial differential equations.
1. Introduction. Systems of partial differential equations (PDEs) are often used for modeling phenomena in science and engineering, spanning such diverse fields as material sciences, physics, chemistry, biology, economics, aeronautics, and oceanography. The formulation of a new PDE or system of PDEs often represents a major advance in the understanding and computational accessibility of the associated discipline. However, solving such problems numerically may be quite challenging.
Solution methods for scalar PDEs are well studied. It is often a straightforward task to establish the type of equation and appropriate boundary conditions and to choose good discretizations and useful solution methods for the resulting linear or nonlinear set of algebraic equations. For systems of PDEs, however, this is often not the case. Systems-even the most straightforward and well studied-are rarely easy to solve.
Consider, for example, the d-dimensional Stokes equations, which model "creeping" flow of a viscous fluid, 
. , ∂ d )
T is the gradient operator, and ∆ = ∂ It is convenient to write (1), (2) in the matrix-operator form,
System (3) is elliptic and symmetric. Given appropriate boundary conditions (usually u is given on ∂Ω d ) and assuming that the compatibility condition obtained from (1) and the divergence theorem (mass conservation) is satisfied, we would expect system (3) to be relatively easy to solve numerically. Nevertheless, it presents certain difficulties, most of which are associated with the coupling between the equations and the fact that the first term on the diagonal of A ST vanishes. (See, e.g., [12] for a comparison of several numerical solvers for the Stokes system.) In principle, we can get rid of both these difficulties by deriving an equation for p to be used instead of (1) . This pressure equation is obtained by applying −∆ to (1) and −(∇·) to (2) and summing up the resulting equations. This yields
In matrix form, this manipulation amounts to applying to (3) the matrix operator
yielding
with
Evidently, the first term on the diagonal of B ST is no longer zero. Furthermore, since B ST is lower-triangular, the equations are now essentially decoupled. That is, we could in principle solve the first equation of (6), (7) for p, then substitute this solution into the second equation and solve for u 1 , plug these into the third equation and solve for u 2 , and so on. Each of these steps only requires solving a Poisson problem, which is straightforward.
This simple approach breaks down at the boundary. Even if we can compute the right-hand side of (6) (which is zero in many applications), the new formulation requires boundary conditions for p, in addition to those given for u, because our manipulation has increased the order of the system. We may be able to derive the additional boundary conditions, but these will depend on the velocities. Thus, although we have eliminated the coupling between the differential equations, it has come back to haunt us through the boundary conditions.
Before we remark on this matter, let us consider a very similar alternative. Suppose that, instead of manipulating the equations of our system, we define a new set of variables:
where
The system for the new variables is then
The resulting system is upper-triangular, hence essentially decoupled as before, and once we solve for the new variables we can compute the original variables directly from (8) . Note, however, that we have again raised the order of the system, and hence we need additional boundary conditions (forp), which are not readily available. In any case, the system remains coupled at the boundaries.
Despite the apparent failure of the suggested transformations to fully decouple the system, such manipulations are often useful for obtaining formulations which are easier to understand and handle. Furthermore, in some cases full or partial decoupling can be achieved without increasing the order of the system. Moreover, if multigrid methods are used for the numerical solution, the problem of coupling at (or near) the boundaries can generally be overcome by inexpensive local processing.
Multigrid solvers for PDE systems.
The idea of exploiting several different grids for accelerating the iterative numerical solution of discretized PDEs was originally explored in the 1960s, and the first practical algorithms were formulated and implemented in the 1970s (see [2] and the historical notes therein). Multigrid solvers for elliptic PDE systems emerged in the late 1970s (see, e.g., [3] ). A fine elementary introduction to multigrid methods is [7] . A comprehensive source for the theory and practice of multigrid methods, with many applications including solutions of difficult PDE systems, is [19] .
The basic idea of multigrid methods is to employ a sequence of progressively coarser grids (which geometrically include the fine-grid domain) to accelerate some basic iterative solver. The latter is usually some classical relaxation method, such as damped Jacobi, Gauss-Seidel, or SOR. In the multigrid method, the relaxation is required only to smooth the error relative to the grid, where the error is defined as the difference between the exact solution (to the discrete equations) and the current approximation, and "error smoothness" can be loosely defined as the property that allows accurate approximation of the error on the next-coarser grid employed. Hence, the relaxation operator is often referred to as a "smoother." Once the error is smooth, it is approximated on the next-coarser grid, using an appropriate coarse-grid correction equation, and the error correction is interpolated back to the fine grid and added to the fine-grid approximation, thereby yielding a much improved approximation. The coarse-grid problem is solved (approximately) by a similar process using a still coarser grid, and so on recursively.
For many problems, in particular definite elliptic PDEs and systems, the convergence rate of the multigrid iterative process is determined to a large extent by the quality of the smoother. For scalar elliptic equations, standard smoothers such as Gauss-Seidel relaxation are often optimal, or nearly so. For systems, this is often not the case. One reason for this is that there may not be a useful one-to-one relationship between equations and unknowns. Indeed, as in the example of the Stokes equations above, the natural ordering of the equations may be such that zeros appear on the diagonal. Various ad hoc relaxation methods for systems have been devised successfully over the years. A more general and systematic approach for designing smoothers for systems is distributive relaxation. The idea is to triangulate the operator in the manner described above, but to do this locally, implicitly, and directly for the discrete equations and/or variables, all within the framework of the smoother. In the appendix, we briefly explain how this is done, using the Stokes example from [4] . Details and many applications can be found in [4] and later in, e.g., [6, 13, 18, 19, 21, 22, 24, 25] .
The process of triangulating the operator, which is the subject of this paper, is a necessary step in the derivation of such distributed relaxations (also called transforming smoothers). There exist additional important technical details and difficulties associated with the particular discretization employed that are not addressed here. A major requirement which we do address is that the transformations should not change the type of the differential operator so as not to introduce spurious singularities or anisotropies, which can hamper the convergence of the numerical method. Accordingly, we adhere to isotypic triangulations, defined in section 2.
Finding appropriate new formulations for PDE systems can be quite tricky, and it very quickly increases in difficulty as systems become larger and more complicated. Our objective here is to automate this process. This objective is also consistent with the trend of the last few years to develop "automatic" algebraic multigrid methods, which do not require fine tuning by experts. The efforts to adapt such methods to PDE systems have so far met with rather limited success. We believe that the process described in this paper can often lead to formulations that are far easier to handle by algebraic multigrid methods.
The paper is organized as follows. In section 2 we set the terminology and formulate the problem of finding a minimal isotypic triangulation (MIT). In section 3 we describe and analyze our algorithm for solving the so-called staircase problem, which yields all possible MITs given an "oracle," which tells us whether a suggested solution is realizable. The realization problem required for the oracle in the staircase algorithm is solved in section 4 using Gröbner bases. In section 5 we mention some related problems, and section 6 provides an example for the full procedure. We conclude in section 7.
Terminology and formulation of the problem.
Here we set the terminology and formulate the triangulation problem. We consider linear partial differential operators on R d , written in the matrix-operator form A = {a i,j }, where A is a d × d matrix whose elements, a i,j , are scalar linear partial differential operators,
Here, we are using the usual multi-index notation:
and, for convenience when operating with the Fourier transformation, the basic derivatives are equipped with the factor 1/i, that is,
We assume constant coefficients, c i,j . (Although this assumption may be restrictive in general, the results we obtain are relevant also for nonconstant coefficients, particularly in the framework of multigrid smoothers so long as the coefficients vary smoothly with respect to the grid; see, e.g., [4, 19, 25] .) Therefore, we may treat A as a matrix whose elements are polynomials by employing the Fourier transform.
Our general objective is to triangulate A by multiplying, on the left, on the right, or both, by some matrix or matrices whose elements are polynomials. However, we must restrict the form of these matrices to avoid changing A's type. For example, if A is elliptic, then the triangulation of A must also remain elliptic, or else we will have introduced a spurious null space and preferred directions. A's type is determined by its determinant, det(A).
1 In order to preserve the character of the system, we therefore allow only isotypic triangulations as defined in Definition 4 below. Throughout this work the polynomials are over the reals, and their coefficients are assumed to be rationals.
Definition 1. A polynomial of degree r is nontrivial if r > 0. A polynomial is irreducible (over the rationals) if it cannot be expressed as a product of nontrivial polynomials. Definition 2. A polynomial matrix A is nonsingular if it is square and its determinant det(A) is not the zero polynomial. Definition 3. The order of a nonsingular polynomial matrix A is defined as the degree of det(A). Definition 4. Let A, L, and R be nonsingular polynomial matrices of size d × d. If B = LAR is upper triangular, then B is called a triangulation of A. If, in addition, any irreducible factor of det(B) is also a factor of det(A), then B is called an isotypic triangulation of A.
Remark 1. Either L or R may be the identity matrix I, which we omit. Remark 2. If B is a triangulation and c is a constant, then B and cB are considered the same triangulation.
Given a matrix A (associated with a partial differential operator) we wish to compute isotypic triangulations B, preferably such that the order of B is not much larger than that of A. Observe that an isotypic triangulation always exists. Proposition 1. Any nonsingular polynomial matrix A has an isotypic triangulation det(A)I. We call this the standard diagonalization.
Proof. We have
i+j times the determinant of the submatrix obtained from A by deleting its ith column and jth row.
Remark. The order of the standard diagonalization of
The factorization of det(A) into its irreducible factors can be written as
where the p j 's are irreducible polynomials and the α j 's are positive integers. The determinant of any isotypic triangulation B is then evidently given by
In particular, if A is a d × d matrix and B is the standard diagonalization, then we have β j = dα j , j = 1, . . . , n. Furthermore, we have the following proposition.
Proposition 2. Let B be an isotypic triangulation of a polynomial matrix A, and let q be any polynomial which divides det(A). Then there exists an isotypic triangulationB such that det(B) = q det(B).
Proof.B can be obtained, for example, by multiplying any column of R (or row of L) associated with B by q.
Such isotypic triangulations are generally of lesser interest, however, as we normally wish to avoid increasing the order of the triangulation (and, correspondingly, the order of the associated differential system) more than necessary. This leads us to the following definition.
Definition 5. If B is an isotypic triangulation of A, and there exists no isotypic triangulationB and nontrivial polynomial q such that det(B) = q det(B), then B is called an MIT.
We now formulate the "staircase problem" (see Figure 1 ) of computing the MITs.
The staircase problem. Given a nonsingular polynomial matrix A of size d × d, and the factorization of det(A) into irreducible factors (12), compute all the MITs of A.
Remark. The computation of det(A) is straightforward, and the factorization of det(A) can usually be obtained by standard available software (e.g., MAPLE) so long as we restrict the coefficients of det(A) to be rational numbers. Furthermore, if some of the factors in our factorization of det(A) are in fact reducible, then our algorithm below will still produce isotypic triangulations, although some of these might not be minimal. We first illustrate the problem, assuming for simplicity that det(A) has only two irreducible factors:
Correspondingly, the determinant of any isotypic triangulation B will be of the form
(17) Figure 1 shows an example. Circles denote nodes (β 1 , β 2 ) which correspond to isotypic triangulations-realizable β's. The gray circle indicates the standard diagonalization, for which (β 1 , β 2 ) = d(α 1 , α 2 ). Black circles denote MITs, and therefore all nodes above or to the right of black circles are indicated by circles (by Proposition 2). Also, all nodes above and to the right of the gray circle are omitted, as they are known in advance to be realizable. The "staircase" emphasizes the boundary between realizable and unrealizable β j 's. Evidently, the MITs provide all the information required to make this distinction.
To solve the staircase problem, we take advantage of the fact that it can be split into d independent similar subproblems, corresponding to the d columns of B (and R). Since B is triangular, det(B) is simply the product of the diagonal terms of B. Furthermore,
where the (k) superscript denotes the kth column. Therefore, the kth diagonal element of B must be of the form 
Finally, we have the following proposition.
Proposition 3. Let B be an MIT with diagonal element b k,k as in (18) . If
B is any other isotypic triangulation with kth diagonal termb
The proof follows directly from Definition 5 and the fact that the columns of B are determined independently of each other. The conclusion is that we can solve a staircase subproblem for each of the columns to find all the β (k) 's which correspond to MITs. It is then straightforward to construct all the MITs by considering all the possible combinations of such diagonal elements and their associated R (k) 's and B (k) 's. Thus, we only need an algorithm for solving the kth staircase subproblem, defined below, which is applied for every k = 1, . . . , d. 
The kth staircase subproblem. Given a nonsingular polynomial matrix A of size d×d, the factorization of det(A) into irreducible factors (12) , and an integer 1 ≤ k ≤ d, compute all the MDE k 's and corresponding R (k) 's and B (k) 's. (Two MDE k 's that differ by a multiplicative constant are considered the same.)
The kth staircase subproblem is illustrated in Figure 2 . Circles correspond to realizable β (k) 's, that is, such that may correspond to the kth diagonal element of some isotypic triangulation of A. Black circles indicate MDE k 's, and the gray circle corresponds to β (k) of the standard diagonalization, which is equal to α because all the diagonal terms are equal to det(A). Note that the staircase might not extend to β (k) j = 0 (see Figure 2) . That is, it may (and very often will) happen that the kth diagonal term of all possible isotypic triangulations will have β (k) j ≥ q j for some 0 < q j ≤ α j , j = 1, . . . , n. (In fact, a similar situation may also occur in the full staircase problem.) Hence, we restrict our search for MDE k 's to 0 ≤ β
The restrictions m j are chosen to be some small factor (say, 2) times α j . Larger values are usually not of interest as they would imply a high-order operator on the diagonal of B, and we then usually prefer to use the column corresponding to the standard diagonalization. In fact, it is possible to determine algebraically whether or not the smallest value that α j can assume is finite. This will be shown in later work on algorithms of a wider scope.
Solution of the
The grid of Figure 2 is considered as a graph, and the staircase is then a path of at most m 1 + m 2 edges. A very simple algorithm for computing the staircase is obtained by defining a vector S, where S(j), j = 0, . . . , m 2 + 1, denotes the smallest value for which β (k) = (S(j), j) is realizable. If S(j) > m 1 , then it remains undefined. S is computed by the following algorithm.
Staircase algorithm.
is either undefined or strictly larger than S(j).
The staircase algorithm requires at most m 1 + m 2 + 1 queries to the oracle. Assume without loss of generality that m 1 ≥ m 2 . We next show that this algorithm is essentially optimal when m 1 ≈ m 2 . On the other hand, if m 2 m 1 , we can perform a similar algorithm using a logarithmic search with an overall cost of about m 2 log 2 (m 1 ), which is similarly optimal.
The staircase path can be denoted as a string of at most m 1 + m 2 bits, where 0 and 1 denote horizontal and vertical edges, respectively. Since there are up to m 1 0's and m 2 1's, the total number of possible paths is at most
(Some of these paths are "impossible" because they pass above and to the right of the gray circle, but this applies only to a constant fraction of the paths, so the computation below remains valid.) Since each query yields one bit of information, at least log 2 (#PATHS) queries are required to ensure computation of the path. Employing Stirling's formula, we obtain
In particular, if m 1 ≈ m 2 , then the lower bound on required queries is approximately m 1 + m 2 , so our algorithm is optimal in this case. On the other hand, if m 2 /m 1 1, then the lower bound is approximately m 2 log 2 (m 1 ), so the alternative which uses a logarithmic search for finding the smallest realizable β
is essentially optimal. Thus, we can always choose our algorithm to be nearly optimal (in fact, we can adapt it as we progress).
This algorithm is very easily generalized to n > 2 by employing it for twodimensional slices. We first order the coordinates such that m 1 ≥ m 2 ≥ m j , j = 3, . . . , n, and run the algorithm for every m 1 × m 2 slice. The overall complexity remains nearly optimal, so long as n is not very large, which is certainly true in all conceivable practical cases.
We now turn to the heart of the solution process (the so-called "oracle"), namely, computing whether or not a given polynomial is a realizable kth diagonal element of an isotypic triangulation.
Solution of the realization problem.
In this section we describe how to solve the realization problem, thereby providing the oracle needed for solving the staircase subproblems.
The realization problem.
Let P be the algebra of polynomials in m variables x 1 , . . . , x m with rational coefficients. We shall be using vectors and matrices with polynomial entries, with the usual linear algebra operations of matrix addition and multiplication defined in the obvious way. Let P t be the set of column vectors v of length t of polynomials so that for each i the ith entry of v is a polynomial v i ∈ P. The realization problem we are concerned with is the following. 
Realization problem. Given a d × t matrix A over P, an integer 1 ≤ k ≤ d, and a polynomial p ∈ P, decide if there is a vector r ∈ P

Gröbner bases of modules.
We need some material from the theory of Gröbner bases (see, e.g., [8] and [11] for more details). Let e i denote the standard unit vector in P d having 1 in the ith coordinate, and 0 elsewhere, so that every vector v ∈ P d is uniquely expressible as a P-linear
, where a is an m-tuple of nonnegative integers. A term of P is any nonzero rational multiple cx a of a monomial. These notions extend to P d : a monomial (respectively, term) of P d is a unit vector multiplied by a monomial (respectively, term) of P, that is, a vector of the form x a e i (respectively, cx a e i with c a nonzero rational coefficient). Note that each unit vector is itself a monomial e i = x 0 e i . Every nonzero polynomial p ∈ P (respectively, nonzero vector v ∈ P d ) can be written uniquely as a sum of terms, that is, as a linear combination of monomials with nonzero rational coefficients p = a c a x a (respectively, v = i a c a,i x a e i ). A monomial order on P is a total order < on the set of monomials in P such that x 0 = 1 is the unique minimal element and
c for all a, b, c. For instance, the grevlex order on P (graded reverse lexicographic), which is the one we will use in our implementation, is the order <, where 
all i). Definition 7. A Gröbner basis of a module M ⊆ P d under a monomial order < on P is any subset G ⊆ M such that for every nonzero v ∈ M there is a u ∈ G with lm < (u) dividing lm < (v).
Every module M ⊆ P d has a finite Gröbner basis G under any monomial order, and it will be convenient to arrange the elements of G as the columns of a suitable matrix over P. Thus, given a d × t matrix A over P and a monomial order < on P, we call a d × g matrix G over P a Gröbner basis of A under < if its set of columns is a Gröbner basis of the module M A generated by A. Then each column G j of G lies in M A , and hence, satisfies G j = AT j for a suitable vector T j ∈ P t . Collecting the T j , it follows that if G is a Gröbner basis of A under some <, then G = AT for a suitable t × g matrix T over P. As the following example shows, the number of columns of a Gröbner basis G of A is typically much larger than the number of columns of A.
Example. Let A be the following matrix of polynomials in variables x ij , 1 ≤ i, j ≤ 3:
By a characterization of Gröbner bases of generic matrices from [14] , a Gröbner basis G = AT of A under any monomial order < on P, and the corresponding matrix T , are provided by A Gröbner basis G = AT , as well as the matrix T , of a given matrix A over P under a monomial order < on P such as the grevlex order, can be computed by the Buchberger algorithm or variants thereof (cf. [8, 11] for more details). Such algorithms are implemented in various computer algebra systems, in particular Macaulay [1] , which is the one we use.
4.
3. An algorithm for the realization problem. Let < be any monomial order on P. Consider the following procedure.
Reduction procedure. Input a vector s ∈ P g and a polynomial p ∈ P. Initialize q := p ∈ P and h := 0 ∈ P g . While q = 0 and lm < (q) is divisible by lm < (s j ) for some s j , pick such s j with smallest j and set
Output q and h.
Proposition 4. On any input, the Reduction Procedure terminates after finitely many steps.
Proof. Suppose indirectly the procedure iterates forever. Consider any iteration of the While loop and let q − and q + be, respectively, the values of q before and after the execution of the assignment statement in that iteration. Since
the term lt < (q − ) cancels out in the assignment statement. However, q + = 0, as we assume the procedure iterates forever; hence lm < (q + ) < lm < (q − ). So lm < (q) strictly decreases at each iteration, contradicting the fact that monomial orders do not have infinitely decreasing chains. Proof. First note that, for any j, the value h j can be set in the Reduction Procedure to be nonzero only if s j = s(G, k) j = 0, which is the case only if the corresponding column of G satisfies G j ∈ P d k . Suppose first that the answer to the realization problem on the given input is positive, and hence that there is a vector
where the last equality is a simple result of the Reduction Procedure. Suppose indirectly that q = 0. Then u k = q = 0 as well, but
, so the Reduction Procedure would have continued and output a q , which is either 0 or has lm < (q ) < lm < (q), a contradiction. We conclude that if the answer to the realization problem on the given input is positive, then q = 0.
Conversely, suppose q = 0 and let r := T h and v := Ar. Then v = Ar = AT h = Gh, and hence lies in
Theorem 1 establishes the correctness of the following algorithm for the realization problem, where we split the computation into a Preprocessing Step that involves the heavy task of computing a Gröbner basis, depending only on the matrix A, and a Reply-to-Queries Step, which solves the realization problem for each query consisting of 1 ≤ k ≤ d and p ∈ P.
Realization algorithm.
Preprocessing
Step: Input a d × t matrix A over P.
Compute a matrix T and a Gröbner basis G = AT for A under the grevlex order < on P. Output G and T .
Reply-to-Queries
Step: Input an integer 1 ≤ k ≤ d and a polynomial p ∈ P.
Apply the Reduction Procedure on s := s(G, k) and p, and obtain q and h. Output either yes, r = T h (if q = 0), or no (if q = 0).
Related approaches.
Here we mention other approaches that are closely related to the triangulation problem.
Nontrivial factorization.
In the first related approach, suggested in [4] , one considers a matrix partial differential operator, whose Fourier transform is a polynomial matrix A, whose determinant is reducible, that is,
where p 1 and p 2 are nontrivial polynomials. The objective is to find a factorization of A,
such that det(A 1 ) = p 1 and det(A 2 ) = p 2 . This allows us to split the system, Au = f , into two simpler systems,
Of course, this approach can be extended to more factors of A. For example (taken from [4] ), consider the splitting of the Fourier transform of the two-dimensional elasticity operator:
Here, λ and µ are scalar constants. This form has obvious advantages, especially when λ/µ 1. The relationship between the factorization (19) and the isotypic triangulation problem is given by the following observation.
Proposition 5. If a nontrivial factorization (19) of a polynomial matrix A exists, then there also exists an isotypic triangulation of the form
Canonical forms.
In [15] , Ta'asan defines the canonical form of a polynomial matrix A as follows. Let S and T −1 be nonsingular polynomial matrices, whose determinants are equal to each other. Then
is the canonical form of A if B is a block upper-triangular matrix, whose blocks have irreducible determinants. Note that det(A) = det(B), so the order of the system is not raised. This approach, which is used to advantage for solution of the steady Euler equations of compressible flows [16, 17] , can be seen as a generalization of the triangulation approach to block-triangulation. (Note that R = det(T −1 )T is a polynomial matrix, so SAR is a block-triangulation using polynomial-matrix multiplications.)
6. An example. The dynamics of stratified flows in a rotating environment (e.g., large-scale flows in the earth's oceans and atmosphere) are usually modeled by the incompressible Navier-Stokes equations with appropriate terms for the rotational and gravitational effects. Employing the usual Boussinesq approximation, and linearizing around a constant-velocity mean flow, we can nondimensionalize the equations and obtain the following associated polynomial matrix:
Here, d represents a scaled material derivative and α = N/f , where N denotes the buoyancy (Brunt Väisälä) frequency due to the gravitational effects and f is the Coriolis frequency associated with the rotating environment.
We choose α = 1 and then modify the resulting system slightly to show various aspects of our algorithm. (We return to (21) at the end of this discussion.) Also, we rename the variables for consistency with section 4 and obtain the following matrix:
The determinant can be written as
The Gröbner basis G with respect to the grevlex order, with x 1 > x 2 > x 3 > x 4 > x 5 , (shown in transpose form for convenience of display) is given by
and the matrix T such that G = AT is given by
The minimal realizable exponents β x 4 0 0 0
. The other MITs can be constructed similarly.
Returning to (21) , still with α = 1, a similar computation reveals that the lowestorder isotypic triangulation is
Note that the determinant of the isotypic triangulation found by our algorithm is
, with β = (1, 2, 1), which is drastically more favorable over the standard diagonalization, whose determinant is
5 , with β = (5, 5, 5).
Conclusions and further research.
The development of numerical methods for systems of PDEs is often facilitated by transformations of the system or its variables. Here we have embarked on a path towards automating this process. The algorithm presented and implemented finds all possible "minimal" isotypic triangulations of a given constant-coefficient partial differential matrix operator, which can be obtained by either a row or a column manipulation (L or R multiplication, respectively). Although we have chosen to allow only isotypic transformations, alternative or additional restrictions can be similarly imposed without introducing substantial changes to the algorithm.
We plan to extend our algorithm to allow both L and R transformations simultaneously, leading to methods that can handle the approaches described in section 5. We shall also research methods that allow reformulations of the PDE system by automatically defining additional variables (motivated, for example, by the FOSLS approach; see, e.g., [9] ).
Furthermore, we also plan to introduce methodological refinements. For example, we are currently developing an algebraic method to compute the MDE k 's directly, without requiring the procedure described in section 3.1.
Appendix: Distributive relaxation for the Stokes system. Consider the Stokes system (1), (2) , discretized by finite differences on a uniform so-called staggered grid of meshsize h, as shown in Figure 3 for the two-dimensional case. The discretized 
where ∂ Standard pointwise Gauss-Seidel relaxation is performed by scanning the variables and, for each equation, changing the value of a single variable so as to satisfy the equation at that point (with "frozen" neighboring values). This method provides very effective error smoothing for the Poisson equation, and therefore works equally well for the triangular system (11) . In practice, we do not perform the actual transformation of variables that yields (11) . Instead, we distribute amongst the original variables the changes that relaxation would have introduced to the transformed variables in such a way that makes the process equivalent to the usual Gauss-Seidel relaxation for the transformed variables. Multiplying (8) by R of (9), and then discretizing, we obtain
where R h is the discretization of R. Observe that the columns of R h indicate how a change in a single transformed variable is expressed in terms of the original variables. (Note that, since R h is the discretization of a partial differential operator, this dependence is spatially localized.) Evidently, by the trivial form of all but the first column of R h , a change in a single variable ofũ 
The relaxation process implied by this is carried out as follows. It is easy to verify that, away from boundaries, the residuals of the momentum equations are unaffected by this relaxation of the continuity equation. This is the essence of the decoupling brought about by the triangulation.
Near the boundaries the equations remain coupled. If necessary, the effects of this are overcome by additionally performing some other ("coupled") relaxation near the boundaries, whose cost is negligible compared to the overall cost of the relaxation for fine grids (because the number of variables for which this extra processing is required is very small compared to the total number of variables). A fairly general analytical justification of this is given in [5] . For the Stokes problem with proper boundary treatment, the convergence rate achieved by the multigrid algorithm is essentially the same as for the Poisson problem [13, 24] .
