Abstract. In this paper, we study the dynamics of an iterative method based on the Ermakov-Kalitkin class of iterative schemes for solving nonlinear equations. As it was proven in "A new family of iterative methods widening areas of convergence, Appl. Math. Comput.", this family has the property of getting good estimations of the solution when Newton's method fails. Moreover, the set of converging starting points for several non-polynomial test functions was plotted and they showed to be wider in the case of proposed methods than in Newton's case, for small values of the parameter. Now, we make a complex dynamical analysis of this parametric class in order to justify the stability properties of this family.
root-finding algorithm is Newton's method, which has order of convergence 2. However, many times Newton's method does not converge, or converges very slowly, to the roots of the equation. In [10] , V.V. Ermakov and N.N. Kalitkin proposed a modification of Newton's scheme, checking that its behavior was better than Newton's method to find the solutions of certain nonlinear equations. The iterative expression is given by
, k = 0, 1, . . . ,
2 ). Following this scheme, in [5] a family of Ermakov-Kalitkin type of iterative methods for solving nonlinear problems was described. The iterative expression corresponding to this family, called PM family, is
1)
where b = , where α = 0 and α = 1. The dumping factor at the second step, f (x k ) 2 / bf (x k ) 2 + cf (y k ) 2 , is called in the following Kalitkin-type factor. The authors show that this family is third-order convergent and that, for specific nonlinear functions, its numerical behavior is better than Newton's method in certain situations. Furthermore, as it observed in [5] , the performance of this family is better than that of Newton's method for systems of nonlinear equations in terms of the set of initial estimations converging to the solution.
Another way to analyze the behavior of a numerical method is to study it from a dynamical point of view, i.e., to consider the iterative method as a discrete dynamical system and to study its stability. This is a line of work that has proven to be especially fruitful in recent years (see, for example, the papers [1] , [2] , [6] , [9] , [11] and, more recently, [8] , [12] , [13] and [14] ).
To carry out this dynamical study, the root-finding algorithm is applied on a low-degree polynomial f . By doing so, we obtain a rational map R : C → C, where C denotes the Riemann sphere, whose dynamics describes how behaves the method when it is applied on function f . Indeed, the starting points which converge to the roots of f by applying the numerical method are exactly those which converge to the roots of f by iterating operator R.
Let us recall some definitions used in complex dynamics that will be useful in this work. A more complete study can be found in [3] and [15] , for example.
Given a rational map R : C → C, where C denotes the Riemann sphere, the set of its iterates can be considered as a discrete dynamical system. The orbit O(w) of a point w ∈ C is given by the subsequent iterates of w under R, i.e.
if it is not periodic but it is eventually mapped under iteration of R(z) to a periodic one. Fixed points are classified depending on their multiplier λ = R (z 0 ). A fixed point z 0 is called:
• attractor if |λ| < 1 and superattractor if λ = 0;
• repulsor if |λ| > 1;
• indifferent or neutral if |λ| = 1.
The multiplier of an indifferent fixed point z 0 can be written as λ = R (z 0 ) = e 2πiθ with θ ∈ [0, 1). Depending on this θ, an indifferent fixed point is called rationally indifferent (or parabolic) if θ = p/q, where p, q ∈ N are coprime numbers; irrationally indifferent if θ ∈ R \ Q.
If R is obtained from a class of iterative methods depending on a parameter α, the value of λ also depends on α. Therefore, we call |λ| = |R (z 0 , α)| the stability function of the point z 0 .
The same classification can be used for periodic points of any given period p since they are fixed points of the map R p (z). The multiplier λ of a fixed point z 0 determines the possible dynamics which might take place in a small neighborhood of it (see [15] ). Those fixed points of rational function R that are not roots of the polynomial f are called strange fixed points.
The basin of attraction A(z 0 ) of an attracting point z 0 consists of the set of points z ∈ C that accumulate on z 0 under iteration of R(z), i.e.
A (z 0 ) = {z ∈ C : R n (z) →z 0 when n→∞}.
Similarly, the basin of attraction A(z 0 ) of a rationally indifferent point z 0 consists of the set of points z ∈ C that accumulate on z 0 under iteration of R(z) but do not fall under iteration on z 0 , i.e.
The dynamics of R(z) provides a totally invariant partition of the Riemann sphere. The Fatou set, F (R), of a rational map R(z) consists of the points z ∈ C such that the family of iterates of R(z), {R(z), R 2 (z), . . . , R n (z), . . .}, is normal in some open neighborhood U of z. Its complement, the Julia set J (R), consists of the points where the dynamics of R(z) is chaotic. The Fatou set is open and the Julia set is closed. The connected components of the Fatou set are called Fatou components and are mapped among themselves under iteration. Let us notice that, while the attractive fixed points are in the Fatou set, the indifferent fixed points are in Julia's set; therefore, although both have attractive basins, the pre-images of the indifferent fixed points are not in their basins of attraction, they must be in Julia's set. On the other hand, the number of basins of attraction of an indifferent fixed point depends on their multiplicity (the Leau-Fatou flower Theorem, see [15] ). The union of the Fatou and Julia sets gives the dynamical plane of the rational function R.
The critical points of a rational map R(z) are defined as the z ∈ C where R(z) fails to be injective in any neighborhood of z or, equivalently, the z ∈ C such that R (z) = 0 (see [3] , for example). Those critical points that do not correspond with any root of polynomial f are called free critical points. All periodic Fatou components are related to critical points being that the basins of attraction of attracting and rationally indifferent points contain, at least, a critical point (see, for example, [15] ). Moreover, when R is obtained from a family of iterative methods depending on a parameter α, a free critical point depending on α can be used as an initial estimation of R. Each value of α is related with a member of the class of iterative methods. In this case, a parameter plane is obtained by iterating a free critical point on R. In this parameter plane, we use different colors depending if the orbit of this critical point converges to the roots or not. So, when the orbit does not converge to the root, it means that there are some values of the parameter for which the corresponding numerical methods have pathological behavior.
The simplest example of complex dynamics is given by the dynamical system that appears by iterating Newton's method on polynomials of degree two. In this case, the Fatou set consists of two basins of attraction of the superattracting fixed points, corresponding to the roots of the polynomial, while the Julia set consists of a straight line which separates these basins of attraction. Nevertheless, this behavior becomes more complicated in the case of other families of iterative methods.
To better study the effectiveness of the proposed family of methods, in [5] the authors applied different and well-known methods to find the solutions of various nonlinear equations. Thereby, for example, in Figure 1 we see the dynamical planes of f (x) = arctan(x) − The small black regions in Newton's dynamical plane did not correspond to strange fixed points, but to pre-images of the infinity. When Traub's method was used (see Figure 1 (c)), the black basin (convergence to the infinity) was "crossed" by orange regions of convergence to zero. Moreover, the pre-images of the infinity inside the bounded region of convergence were bigger than in case of Newton's. In Kalitkin's dynamical plane (see Figure 1 (b)), the real initial estimations with convergence to the roots were able to be very far from them, but with a complicated dynamics. The dynamical plane associated to Ostrowski's procedure was clean and the basins were wider than in previous cases. Indeed, there were no convergence to the infinity in the area under analysis.
These figures are obtained by using the routines described in [7] . To draw these images, a mesh of 400 × 400 initial points has been used, 80 was the maximum number of iterations involved and 10 −3 the tolerance used as the stopping criterion. In this paper, we have used a white star to show the roots of the nonlinear system. A color is assigned to each initial estimation (each point of the mesh) depending on where they converge to, brighter as lower is the number of iterations needed to converge, and black color is adopted when the maximum number of iterations is reached or the process diverges. Let us recall that the iterative scheme of the second-order Newton's method is
The iterative expression of Traub's method (see [17] ), which has order of convergence three, is
and Ostrowski's method ( [16] ), whose order of convergence is four, is
When the performance of the elements of PM family (1.1) was observed on f (x) = arctan(x) − 2x 1+x 2 ( [5] ), the stability of the methods seemed to be directly related with the absolute value of parameter α. In fact, the best results were obtained for α = −0.15 (Figure 2 (c) ) and α = 0.15 ( Figure 2  (d) ), being the first of these cases much more stable than classical methods as Newton, Traub or even Ostrowski. This behavior was also found in [5] for other nonlinear functions, being always the best elements of the family those with α close to zero. As these tests show, PM family has the property of getting good estimations of the solution when Newton's method fails. This behavior is not completely understood from a numerical point of view as it is only tested on some specific functions and the conclusions are not generalizable. Now, we make a deep dynamical analysis with the aim of understanding the stability properties of this family that justify these features.
Thus, we start the dynamical study of this class by calculating its fixed and critical points in Section 2; in Section 3, we explain the parameter planes which represent this family and describe the dynamical planes associated to certain values of the parameter. This last description allows us to explain the reasons for the stability of the family for small values of the parameter, in Section 3.1. Finally, we state some conclusions.
Fixed and critical points
We are going to present a dynamical study of PM family, designed in [5] whose expression is given in (1.1), applied on quadratic polynomial p(z) = (z − a)(z − b). The fixed point function associated to PM family on p(z) is
It is known (see, for example, [3, 4] ) that the roots of a polynomial can be transformed by a map h (z) = z−a z−b with no qualitative changes on the dynamics of the family of polynomials. By applying this conjugacy map
the operator of the PM class is conjugated to the rational function
As we have pointed before, this family has the property of getting good estimations of the solution when Newton's method fails. Our dynamical analysis deeps in the understanding of the stability properties of this family that justify this behavior. The first step of this dynamical study of operator G(z, α), as a function of parameter α, consists of calculating its fixed and critical points. As we will see, the number and the stability of the fixed and critical points depend on parameter α. It is known that any rational map of degree d has d + 1 fixed points (including multiplicity) and 2d − 2 critical points (with multiplicity) (see [3] , for example). In our case, this results in 6 fixed and 8 critical points.
As fixed points satisfy
it can be easily calculated that the fixed points of G(z, α) are z = 0, z = ∞ (both corresponding to the original roots of polynomial p(z)) and also z = 1 and z = −1, with multiplicity 3. These last two points are called strange fixed points.
To study the stability of these fixed points, we need the derivative of operator G(z, α),
where Q(z, α) = α(3 − 2z + 3z 2 ) + (3 + 14z + 3z 2 ). Proposition 1. Given α = a + ib, a, b ∈ R, the stability of fixed point z = 1 satisfies the following statements:
1. z = 1 is an attractor, that is |G (1, α)| < 1 if any of the following conditions is satisfied: (i) a ≤ −17, (ii) −17 < a < 4 −2 − √ 5 and
, (iii) 4 −2 + √ 5 < a < 1 and − −16+32a−15a 2 −a 3 17+a
3. z = 1 is a repulsive fixed point in any other case.
Proof. From the expression of the derivative of the operator, it can be deduced that:
So, given α = a + ib, a, b ∈ R, we study when |G (1, α)| = 1; so, z = 1 is an indifferent fixed point if
This curve corresponds to the values of parameter α where the fixed point z = 1 is an indifferent point and this curve can be separated in two different parts, that can be observed in Figure 3 . The stability function for z = 1, |G (1, α) |, can also be observed in Figure 4 for positive and negative values of parameter α. Moreover, it can be observed that |G (1, α)| = 1 for values of α on the curves of Figure 3 . In it, the complex values of parameter α where the strange fixed point z = 1 is attracting are observed; those values must be avoided in the practical use of the members of the class of iterative methods, as they lead to divergent behavior.
In a similar way, the following result can be proven.
Proposition 2.
Fixed point z = −1 is an indifferent point of G(z, α) for every value of the parameter α ∈Ĉ. In addition, it is always on the boundary of two basins of attraction.
Proof. It is easy to check that |G (−1, α)| = 1. On the other hand, from expression (2.1) we see that the multiplicity of z = −1 is three, the Leau-Fatou flower Theorem (see [15] ) assures that z = −1 is in the intersection of two disjoint attractive basins.
From equation (2.2), we obtain that the number of different critical points of rational operator G(z, α) is eight, that correspond to z = 0 and z = ∞ (both of them with multiplicity 2) and also four free critical points, whose analytical expressions are
where
Proposition 3. The number of critical points decreases only for some values of the parameter:
where they coincide two-by-two.
Proof. The degree of a rational function decreases if the roots of the numerator and denominator coincide or if the coefficient of the higher degree term vanishes. From expression (2.2), the highest-degree term of G (z, α) is
So, if 2α + α 2 − 2 = 0, that is, if α = −1 ± √ 3, the degree of the rational function G (z, α) is five. In fact, the expressions of the operator and its derivative for these value are . On the other hand, if −2 + 2α + α 2 = 0, the number of different critical points decreases if one of the following items is satisfied:
it is deduced
By eliminating the square root and simplifying, it is obtained
Therefore,
and this is true only if
The result is the same as previous one. So, α = 2 −2 ± √ 6 or α = 2 −6 ± √ 42 .
(c) c 1 (α) = c 3 (α) and c 2 (α) = c 4 (α) ⇔ C 1 (α) = C 2 (α).
In this case, 2 (1 − α) 26 − 26α + 3α 2 = 0, so the only values satisfying this equality are α = 1 and α = √ 91.
Remark 1. As we have proven, the number of critical points decreases for some values of parameter α. At this point, some aspects of the resulting rational function must be pointed out:
, the denominator of the critical points vanishes and it can be checked that one of them goes to z = ∞, another one goes to z = 0 and only two free critical points remain.
(ii) When α = 2 −6 ± √ 42 and α = 2 −2 ± √ 6 , c 1 (α) = c 2 (α) = 1 and the fixed point z = 1 becomes a superattractor.
(iii) If α = so the number of free critical points is two, being only one of them independent.
Parameter and dynamical planes
As we have previously stated, the dynamical behavior of operator G(z, α) depends on the value of parameter α and it is deduced by following the orbit of a free critical point. In this family there are four critical points, but only two of them are independent as they are two-by-two conjugated. The fact that they are conjugated implies that if one critical orbit converges to z = 0 then the other one converges to z = ∞; therefore, it is enough to analyze the asymptotic behavior of one of the conjugated critical orbits, i.e. the orbits of the free independent critical points, in order to study the existence of any attractor other than the roots, z = 0 and z = ∞. In fact, we only have two different parameter planes, as can be seen in Figure 5 . To generate these parameter planes, a mesh of 2000 × 2000 points is used. Each point of this mesh corresponds to a value of α and, therefore, to a member of the PM family. For each point of the mesh, the corresponding scheme uses, as initial estimation a free independent critical point. Red color is assigned to each point of the mesh if it converges to one of the roots (that is, 0 or ∞) and in black color in other case.
These planes show us the reason for the bad general behavior of this family, since for all α values there are at least two free critical points that will be in basins of attraction different from those of the roots. However, as we will see below, these "dangerous" regions of attraction will be very small for values of α close to zero.
Firstly, our aim is to study the dynamical planes for this family. Firstly, we study the singular cases where the number of critical points decrease.
√ 91 Figure 6 . Dynamical planes of the operator G (z, α)
As we have proven previously, operator G(z, α) is reduced for the following values of the parameter
Let us recall that we do not consider values α = 0 and α = 1, since PM family of iterative methods is not defined for them. The expressions of the operator for the four first values of the parameter are:
where we can verify that they are simpler or even of higher order of convergence (for quadratic polynomials), as is the case of α = −1 ± √ 3. For these values of the parameter, there are only two free critical points, so, there exists at least one basin of attraction besides those of the roots; their dynamical planes can be seen in Figure 6 . In both, z = 1 and z = −1 are indifferent points; however, only z = −1 has two basins of attraction because of it has multiplicity 3, the black areas around z = −1 in Figure 6 (b).
For α = 2 −6 ± √ 42 , two critical points collapse in z = 1, and this fixed point becomes a superattractor (see Figure 6 (c)); when α = √ 91, there are two free critical points but with double multiplicity, which implies the existence of two large basins of attraction, in addition to those of 0 and ∞, its dynamical plane can be seen in Figure 6 (d). The corresponding operators are:
For any other value of the parameter, different from the previous ones, there are four free critical points; so, there are three or four attraction basins different from those of the roots. Two examples can be seen in Figure 7 : in the first case, corresponding to α = 3, all the black area is the basin of attraction of z = −1, with four critical points inside (Figure 7 (a) ) and z = 1 has not basin of attraction as it lays in the Julia set; in Figure 7 
Dynamical planes for small values of the parameter
To conclude, we study the case of the rational function when α = 0 or it is very close to be null. Although in this case the family of iterative methods is not defined, it is useful for the sake of continuity of the rational function, to analyze this case. For α = 0 the operator is reduced to G (z, 0) = z 3 and so, its dynamical plane is divided in two parts by the unity circle. It is a good explanation of why this method works well for small absolute values of the parameter. Indeed, if we study the dynamical planes for small values of α, it is observed that the basins of attraction that do not correspond to the roots of the polynomial are really small. For small values of the parameter α the dynamical plane can be seen in Figure 8 . Nevertheless, if we see in detail the dynamical planes around z = −1, we observe that the region of non-convergence to the roots increases as the value of α gets higher in absolute value (see Figure 9 ). It is better understood, then, why this method has a good dynamical behavior when small values of the parameter are used: in this case the non-convergence region is very small and the good performance of the Kalitkin-type factor in the iterative expression still holds.
Finally, the following result can be concluded from the dynamical planes showed in Figure 9 . As it is deduced from Figure 5 , the critical points c 1 (α) and c 2 (α) are in the basins of attraction of z = 0 and z = ∞, respectively. Moreover, c 3 (α) and c 4 (α) are in the basin of attraction of z = −1. This behavior is held until α reaches a bifurcation locus, which happens for values of α close to one. This allows us to state that there is no other attraction region outside those two small basins of attraction that correspond to the fixed point rationally indifferent z = −1. Therefore, to ensure the convergence to the roots of the polynomial, it is sufficient to choose a value of α close to zero and, in case of quadratic polynomials, to avoid initial estimations close to z = −1, see Figure 9 .
Conclusions
We have analyzed the dynamical behavior of a class of iterative methods that has, for some problems, better numerical performance than Newton's method. Complex dynamical analysis has allowed us to understand the reason why it happens. The key fact is the existence of some free critical points in the boundary of a rational indifferent fixed point that share an only basin of attraction. This basin is, in general, the source of very unstable behavior but its wideness is extremely reduced when the value of α is almost null. 
