The frequency distribution of different parameters of a powder pattern can be directly sampled by analysing a population of simulated patterns produced by adding computer-generated noise to an exact calculated pattern. The procedure gives statistical estimators (mean, dispersion, correlations) of the parameters, which can be compared to the corresponding singlepattern estimates to test the performance of a strategy for data acquisition and structure analysis, to evaluate the bias introduced by wrong models and to clarify the amount of information actually contained in an experimental pattern. Examples are given for the simple structure of an almost completely inverted spinel (NiAI204).
Introduction
The popularity of structural determinations by powder pattern analysis has greatly increased because of the rapid diffusion of Rietveld refinement methods (Rietveld, 1969; Young, 1993) , together with the widespread availability of powerful computers and specialized software. Profile refinement methods are now fast, easy to use and powerful. They are able to refine complex structures, analyse multiphase patterns with greatly overlapping peaks, can provide microstructural as well as structural parameters, and finally can be coupled with direct methods for ab initio structure determinations (Altomare et al., 1995) . In parallel with these great achievements, many aspects of data treatment have been studied, such as the advantages of different approaches, error analysis, and the reliability and accuracy of the parameter values obtained (Sakata & Cooper, 1979; Hill & Madsen, 1984 , 1986 Schwarzenbach et aL, 1989) .
The present work deals with a different, although related, problem. Simply stated, one must first know the extent of information that is hidden in a powder pattern as a result of experimental errors. Also, one needs to infer from this what can be 'easily' retrieved by routine work and what is so heavily masked by noise (and by the particular crystallographic model) that it requires a specialized strategy for data acquisition and analysis, or cannot be retrieved by whatever kind of pattern treatment.
In general terms, a refinement procedure consists of fitting a set of experimental data to a model with several adjustable parameters. Because of the experimental errors, the pattern to be analysed can be viewed as a particular event in a set of experiments: each experiment in the set is different from the others and, if fitted to the model, gives a more or less different set of best-fit parameters. The problem, then, is to obtain an approximation to the probability distribution of all the sets of parameters, determined as the best-fit parameters for each pattern in the set.
This aspect is typically addressed by analysing, in the parameter space, the shape of an objective function (such as a X 2 or maximum likelihood estimator) of the particular pattern under analysis. One assumes a statistical probability distribution for each experimental point of the pattern and calculates the joint probability distribution of the pattern (at fixed parameters). This is used as an estimate of something different, i.e. as the likelihood of the parameters of the given experimental pattern. Generally, the weakness of this approach lies in the highly nonlinear relation between experimental data and model parameters.
The probability distribution of model parameters can be 'experimentally' obtained, however, by computersimulated experiments. This approach is described by Press et al. (1988) and can be summarized as follows.
Starting from a known model and from a known set of 'true' parameters, one can prepare a 'large' number of synthetic data-sets. Each set of data differs from the others because of random errors added by computer simulation according to assumed statistical distribution laws. Then, each synthetic data-set is fitted to the model. The parameter frequency distribution obtained is a numerical sampling of the desired parameter probability distribution.
This approach is valid, in general, and can be of some help when there are doubts as to the reliability of more direct approaches, or when a direct approach is unmanageable. In the present paper, this approach is taken for a fairly simple structure (the Ni-AI almost completely inverted spinel) with the double aim of illustrating the general features of the method and gaining insight into a real problem which is presently under investigation by our group.
In spite of the popularity and superior performance of one-step (Rietveld) analysis, the present work has been based on a two-step analysis by first fitting each peak to obtain its integrated and then fitting the set of peak intensities to obtain the structural parameters. The well known advantages of one-step powder-pattern profileanalysis methods are their ability (i) to treat simultaneously a range of information, such as instrumental aberrations, microstructural defects, cell dimensions, in addition to strictly structural parameters, and (ii) to deal correctly with patterns having a significant number of greatly overlapping peaks. To avoid the latter problem, we have selected a cubic structure without peak overlap. Our attention is not focused here on the wide range of problems relevant to a Rietveld pattern profile fit, but only on the effect of random noise on the accuracy and reliability of the structural parameters. For this more restricted aim, we felt that a two-step analysis may provide a simpler and more direct, but equally valuable, insight.
Outline
The whole procedure can be summarized as follows: (a) generation of the reference pattern, (b) generation of the synthetic patterns, (c) analysis of the synthetic patterns.
In the first step, an exact powder pattern is deterministically produced from a given model and from a given set of 'true' parameters, i.e. from a number of assumptions about crystal structure, lattice dimensions, background, peak shapes, systematic errors, data acquisition strategy, etc. In the second step, a number of simulated experimental patterns are produced by adding Poisson random noise to the reference pattern.
Each simulated (noisy) pattern is finally analysed in two further steps by first evaluating the peak intensities and then fitting the intensities to the crystallographic model.
As a general rule, we kept things as simple as possible. Consequently, many of the real problems of powder structure determination have not been investigated in this preliminary approach. For example, we have not considered how to model the shape of real diffraction lines or how to weight the line intensities optimally.
Reference pattern
The structure examined is the fairly simple structure of the Ni-AI spinel [nickel aluminate NiAI204 (O'Neill et al., 1991; Becker, 1987) ], which belongs to space group Fd3m (No. 227 in the International Tables of Crystallography, 1983) with tetrahedral metal sites in positions 8(a), octahedral metal sites in positions 16(c) and oxygen atoms in 32(e). The cell length has been fixed at 8.08 A, the oxygen coordinate at u --0.259 and the inversion degree at s = 0.8. A (strongly simplified) model with one thermal factor for each atom [B(A1), B(Ni), B(O)] was assumed.
The background was modelled using a second-order polynomial in 20; the peak shape was modelled using a Pearson VII function, with a slight additional asymmetry for the peaks below 35 ° (20). Background shape and scale-factor parameters were borrowed from a preliminary Rietveld fit of an experimental pattern of an NiAI204 sample. The full width at half-maximum (FWHM) was between 0.18 and 0.58 ° (20). The Rietveld package Wyriet 3.0 (Schneider, 1989) was used to calculate the reference X-ray powder spectrum between 15 and 150 ° (20), with a step scan of 0.02 ° (20) using the scattering factors of the neutral atoms.
Synthetic patterns
Starting from the reference pattern, noisy patterns were simulated using a random number generator which takes I, x T (li --counting rate of the reference pattern at step i, T = fixed counting time) as the mean value of a Poisson probability distribution and returns a random integer number ni (the counts of the synthetic pattern at step i). The routine for the generation of Poisson random numbers is POIDEV of the Numerical Recipes (Press et al., 1988) and is based on a uniform deviate generator, which is in turn composed of three different generators. Each synthetic pattern was obtained starting with a different (known and reproducible) seed.
Evaluation of structural parameters
Each simulated pattern was first analysed to obtain the integrated intensities of each peak. We used a Gaussian approximation to the Poisson statistics: each counting rate at step i (L) was assumed to have a noise distribution with and (li) --ni/T 09(Ii) =ni/T 2 and a Pearson VII profile function was employed, as described for the reference pattern. The minimization was carried out on the angular range around a single peak (including the nearby background) with nine adjustable parameters for each peak: two for a linear background, and one each for peak intensity, peak position, peak width, asymmetry, ct l/ct 2 intensity ratio, RI, and Rh, which are two slope exponents, for the lowangle and the high-angle side, respectively. The 19 integrated intensites were then used to determine the structural parameters of the spinel phase according to the usual machinery.
Both kinds of optimization were carried out by minimizing, with the MINUIT package (James & Roos, 1974) , a X 2 function v 2
where the observations y, were first the individual counting rates at step i (when evaluating the peak intensities), and then the peak intensities (when evaluating the structure parameters). In the latter case, we used as rr(y~) the errors given by the previous step and assumed that the integrated intensities of the various peaks were not correlated. The standard errors on the results of each step of data analysis were obtained by the well known procedure of error propagation (International Tables of Crystallography, 1983) using AX 2 = 1 as the confidence level. 
Results and discussion
The statistical estimators relative to the whole sample of N different synthetic patterns, and the results of the parameter evaluation procedure on a single pattern and their propagated errors are referred to by the following symbols. For each particular parameter (x): xj indicates the individual result obtained from the analysis of the jth synthetic pattern; ej(x) indicates the corresponding standard error as given by the error propagation procedure (Ax 2 = 1); (x) indicates the mean value of x over the set of N synthetic patterns: (x) = (l/N) Y-~)~=I xi; and rr(x) indicates its standard deviation:
We analogously define (e(x)) as the mean value of the propagated errors ei(x) and o[e(x)] as the corresponding standard deviation.
Parameter analysis
Let us start with the patterns simulated with a 7 s step scan time, which corresponds to more than 5 x 104 counts for the maximum of the strongest peak of nickel aluminate. Shorter acquisition times will be discussed later.
The best-fit structural parameters xj of different (j) synthetic parameters are spread out around their mean values, (x), with the dispersion given by rr(x). Both estimates change when the size (N) of the sample of synthetic patterns changes. The upper and middle parts of Fig. 1 show the trend of (s) and (u) and their standard deviations versus N U2. In these diagrams, the zero ordinates correspond to the 'true' values, i.e. to the parameter values of the reference pattern, which is also used as the scale unit, whereas the error bars correspond to one (relative) standard deviation: O'(X)/Xtrue. Each (x) differs from its 'true' value by more than one standard deviation when N = 3, while 50 patterns give accuracies [(X) --Xtrue ] tWO or three times better than tr(x) for s and u. The lower part of the same figure shows the results for B(A1) as an example of the thermal factors: as expected, accuracy and precision are worse by two or three orders of magnitude.
The simulation approach can provide many statistical insights. For instance, Fig. 2 shows that no significant correlation exists between the single-pattern statistical estimates, x/and ej(x), for the same structural parameter. Fig. 3 shows the correlation between single-pattern evaluations for a few pairs of structural parameters. Seemingly, B(O) does not show a significant correlation with B(Ni), s and u, while the main structural parameters (s and u) are strongly correlated with each other. Other results, not shown in the figure, are that B(A1) and B(Ni) are strongly correlated with each other, as expected, and also that B(AI) does not show any particular correlation with B(O), while all the other pairs show some kind of correlation. The simulation approach can be used to give reliable results in this regard or to control the correctness of the correlation factors deter-mined through the single-pattern minimization procedure. Incidentally, the results from the statistical sample are in reasonable agreement with the single-pattern estimates.
Usually, single-pattern errors such as e/(x) are inferred from the Hessian matrix of the g 2 function in the parameter space, i.e. by assuming a parabolic shape, and are therefore known as parabolic errors. A set of more appropriate 'nonparabolic' errors can be obtained by directly sampling the shape of the X 2 function. With this procedure, a constrained X 2 minimum is calculated at fixed values of a single parameter (Xk), allowing the other parameters to change. By sampling enough (Xk) points around the absolute minimum (Xk.rnin), and interpolating between them, it is possible to find two (usually different) intervals [A + and A-] such that [X2(Xk,min + m +)] = [X2(Xk,min --m-)] --[X2(Xk,min)] + /~,)(2 (AX 2 is the selected confidence level). These nonparabolic errors are easily calculated by the MINUIT package (James & Roos, 1974) .
Both kinds of single-pattern error estimators can then be compared with the 'population spread', tr(x). Fig. 4 shows the ratio (e(x))/cr(x) versus N 1/2 for the s, u and B(AI) parameters, while Fig. 5 A well established method of inferring an optimal weighting scheme from the experimental intensity data is to plot the residuals of the individual peak intensities (/exp -Icaic)/e(I) as a function of the corresponding absolute values (Iexp)-This plot is shown, for a subset of simulated patterns, in Fig. 6 , where the filled circles highlight the residuals for one particular simulated pattern. On this plot, the filled circles correspond to what is usually available from the analysis of an experimental pattern, while the whole set is part of the output of the present simulation approach; this demonstrates the larger amount of information available on the effect of the simulated errors and helps to avoid some particular problems (for instance, the outliers associated to some peaks). We therefore note that it is possible, with the present method, to infer which weighting scheme is most appropriate to a particular problem.
Finally, all the above tests were repeated on synthetic patterns corresponding to shorter step scan times: T = 5, 3 or 1 s. Only the most significant insights into the effect of this variable are here reported (Fig. 7) .
As a general comment, reliable asymptotic values of either peak intensities or structural parameters can be retrieved when the size of thc sample of stimulated patterns is larger than ten. The analysis of precision and accuracy of the structural parameters with different counting times may be useful to plan an appropriate acquisition strategy.
Effect of wrong models
In many cases, what is required from a data analysis procedure is not only a set of best-fit parameters and their errors and correlations, but also some estimate of the correctness of the underlying model. To test the performance of the present approach in this regard, we have considered two different cases concerning thermal factors and scattering factors. The test procedure, then, was to analyse further the simulated patterns with a 'wrong' model. This model is different in one particular aspect, but otherwise agrees with the 'right' model, i.e. the model used to produce the simulated patterns. For both cases, we performed two experiments using the largest and the smallest scan step times, T = 1 and 7 s.
For the first case, the right model assumes a thermal factor for each atom, whereas the wrong model assumes a thermal factor for each crystallographic site, regardless of the atom occupying it. The experiment showed that the thermal factors of the metal sites are in some way intermediate between those retrieved for the atoms with the right model. Most importantly, however, the models give practically indistinguishable results for the inversion degree (s), the oxygen coordinate (u) and thermal factor [B(O)]. Fig. 8 in particular shows the good correlation between the results of the two models for the former two parameters and for the T = 7 s experiment. Different results were obtained, however, with the T = 1 s experiment (Fig. 9 ).
For the second problem, the wrong model assumes ions (Ni 2+, AI 3+, 0 2-) instead of the neutral atoms used to build the reference pattern. We now retrieve a bad inversion degree (Fig. 10, upper part) and an almost correct, but highly variable, oxygen coordinate (Fig. 10,  lower part) .
The importance of using the correct set of scattering factors is somewhat underestimated in many refinement procedures: the unwritten rule is to use the scattering factors of the atoms unless one knows that the atoms are ionized and their oxidation state. Our data show that random noise can have a strong effect on the accuracy that can be achieved in retrieving some structural parameters and the method outlined here makes it possible to estimate its effect and to understand when an experimental pattern is not able to give this kind of information.
To this aim, it is useful to compare the X 2 values obtained on the same pattern with two conflicting models. It is noteworthy that the X 2 of the fit with the i G0 10b0 lexp wrong scattering factors is systematically higher by roughly an order of magnitude than the X 2 of the fit with the right scattering factors (Fig. 11, upper part) . For comparison (Fig. 11, lower part) , the model with the wrong thermal factors (but with the right scattering factors) gives X 2 values practically indistinguishable from those of the right model. Therefore, the simulation approach is able to provide a definitive (although negative) conclusion about the first case: even a sufficiently accurate (T = 7 s) experimental pattern does not contain enough information to discriminate between the two models for thermal factors.
With respect to the second case, the situation is not so simple. While the upper part of Fig. 11 seems to indicate that an experimental pattern does contain enough information to discriminate between ions and neutral atoms, we have to point out the limitations of the present example, where only random noise is taken into account. Therefore, no definitive conclusion can be 0.003 
Conclusions
The results of this example show that a reasonable number ( random (Poisson) noise on the accuracy, precision and correlation of structural parameters which can be retrieved from a powder pattern. The approach also assesses the reliability of the statistical estimates that can be obtained for the same parameters from the analysis of a single pattern.
For simplicity, the present work has been based on a two-step pattern analysis (integrated intensities first, then structural parameters). Because of its very general nature, however, the simulation approach can be applied in a similar way to analyse the effect of random noise on the parameters specific to Rietveld-style whole-pattern analysis and can be extended to account for further sources of error. For various reasons, such as inadequacy of data or lack of auxiliary information, one sometimes uses an inaccurate or oversimplified model to fit experimental data. It is then necessary to get some idea of the bias introduced into the data treatment. The problem may easily become analytically unmanageable because of the nonlinearity of the model. The analysis of computergenerated powder patterns thus provides an additional approach to the solution of the problem by demon- strating the kind of information that can be retrieved from an experimental pattern when a particular structure is involved and a particular acquisition strategy is used.
In applications to real cases, when the true values of the structural parameters are not known, one essentially needs a statistical estimator to indicate that a wrong model has been applied to possibly good-quality data. A possible approach, then, is to create different reference patterns according to the structural models under discussion, to synthesize a sufficient number of noisy The data shown are those of the experiment with T = 7 s. patterns for each model, to analyse them with both the right and wrong models, and to look at various statistical estimators. While we warn against a straightforward generalization of the particular results of the present example, we may infer that for the particular structure, data acquisition and analysis strategies, and the particular error model discussed in this paper, an experimental powder pattern does not contain enough information to discriminate between different models for the thermal factors, and that biased occupancy factors can be retrieved from an accurate pattern when no a priori precise information about the ionization states is available. This work has been partially supported by the Department of University and Scientific and Technological Research of the Italian Government (MURST-40%).
