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1. Introduction.
In his paper on the theory of points proches [15], A. Weil, generalizing the notion of jet prolongation
due to C. Ehresmann [3], introduced the idea that to any local algebra A corresponds a covariant
functor which associates with a differential manifold P a fibre bundle AP over P . The bundle AP
is called the prolongation of P of kind A and its elements the A-points, or points proches, on P .
From this paper, several lines of study followed. Among them, the study of the structures one can
lift on the prolongations of a manifold ([4], [11], [12]); the theory of product preserving, or natural
bundles ([2], [5], [6], [7], [8]); the study of differential invariants on sheaves of tangent vector fields
([13], [14]).
Since the starting point is, in any case, a local algebra, it seemed of some interest to study the
category of local algebras and, in particular, the categorial methods for generating new local
algebras from old ones. This is the content of the first section of the paper.
(*) Supported by PRIN SINTESI.
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It is known that each local algebra is isomorphic to an algebra of (generalized) truncated polynomi-
als. Thus, in the second section of the paper, we study these kind of local algebras, performing the
constructions introduced in the previous part and finding, in particular, examples of local algebras
which are isomorphic as A-modules but not as algebras.
Finally, in the third section, we study the differential structure of the prolongation bundles. Weil
stated the existence of this structure, and it has been explicitly shown in [7]. In this paper we
propose an alternative proof, which is more direct and concise.
We consider paracompact manifolds modelled over finite dimensional affine spaces. We make use
of the notion of polynomial function on an affine space and of some related results presented in
[1], which we recall, without proofs, in the Appendix.
We refer to [10] for all basic notions of category theory we use.
2. The Category of Local Algebras.
We will study the category of local algebras and, in particular, the categorial methods for generating
new local algebras from old ones. For the sake of completeness, we will first recall the main
definitions and basic properties.
2.1 Objects and Morphisms.
Let C be the category of associative, commutative, real algebras and algebra homomorphisms.
We will refer to them as algebras and morphisms respectively.
Definition 1. A local algebra A is an algebra with identity such that
(i) A is a finite dimensional vector space over R;
(ii) A has a unique maximal ideal IA and A/IA ≃ R.
A morphism which preserves the identity will be called a local algebra morphism.
We denote by A the subcategory of C of local algebras and local algebra morphisms.
Unless otherwise noted, all commutative diagrams considered in this section will be assumed to be
local algebra diagrams.
As a consequence of condition (ii) of Definition 1, we have an epimorphism of local algebras
0A : A→R
whose kernel is IA. If 1A is the identity of A, it follows that A = R1A + IA. The subalgebra R1A
of A is mapped isomorphically onto R by 0A, via λ1A 7→ λ. This gives a natural way to identify
R1A with R. Then we have that
A =R+ IA , (1)
where the sum is direct. This means that for every element a of A there is a unique decomposition
a = α + a, where α ∈R and a ∈ IA; α will be called the finite part of a. Conversely, for every
object J of C without identity, we can endow the direct product
A =R× J (2)
of real vector spaces with a local algebra structure by defining the product: (α1, a1)(α2, a2) =
(α1α2, α1a2 + α2a1).
Condition (i) of Definition 1 implies that all ideals of A are finitely generated as vector spaces
over R. A fortiori they are finitely generated as modules over A. Hence A is a Noetherian
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ring. Furthermore, finite dimension over R forces the descending sequence of powers of IA to be
stationary. By Nakayama’s Lemma (cf. [9], Th.2.2), this implies that Iℓ+1A = (0) for some integer
ℓ. The least integer ℓ with this property is called the height of A.
Every local algebra morphism ϕ : A → B maps R identically onto R. In particular, ϕ preserves
the finite part of every element; therefore, for all a ∈ IA, we have that ϕ(a) ∈ IB , i.e., ϕ(IA) ⊂ IB .
It follows that 0A is the only local algebra morphism from A to R, and that the inclusion mapping
of R into A is the only local algebra morphism from R to A. Hence, in the category A, R is both
the final and the initial object, i.e., it is the zero object of A.
2.2 Subobjects and Quotient Objects.
(i) A local algebra B is a subobject of the local algebra A in A if there is a local algebra monomor-
phism ι : B → A. Up to an isomorphism, B can be identified with ι(B) =R+ ι(IB). Since ι(IB) is
a subspace of IA which is closed under multiplication, ι(B) is an object of A. We will call it a local
subalgebra of A. Conversely, every subspace J of IA which is closed under multiplication gives rise
to a local subalgebra R+ J of A, and this correspondence defines all subalgebras of A.
The above arguments show that for every local algebra morphism ϕ : A → A′, ϕ(A) =R+ ϕ(IA)
is a local subalgebra of A′: it is the image of ϕ in both categories C and A.
Similarly one sees that R+ ϕ−1(IA′ ) is the inverse image of ϕ in both categories.
On the contrary, the kernel of ϕ in C (kerϕ) and the kernel of ϕ in A (Kerϕ) are distinct, since
Kerϕ =R+ kerϕ .
We will call normal subalgebra of A any subalgebra R + J , where J is a proper ideal of A. The
normal subalgebras of A are the kernels in A of all local algebra morphisms defined on A.
(ii) A quotient in A of the local algebra A is a local algebra C for which there is a local algebra
epimorphism π : A → C. Then C is isomorphic to the quotient algebra A/ kerπ =R+ IA/ kerπ,
which is a local algebra with maximal ideal IA/ kerπ.
This allows us to identify the quotient objects of A in A with the local algebras of the type
A/J =R+ IA/J , where J is any proper ideal of A.
Given a local algebra morphism ϕ : A −→ A′, the cokernel of ϕ in both C and A is
Cokϕ = R+ IA′/
⋂
J proper ideal,
ϕ(IA)⊂J
J .
2.3 Products and Coproducts.
Let A1 and A2 be local algebras.
(i) The usual product in C does not yield a product in A, because the direct product A1 ×A2 is
not a local algebra. In fact it has two maximal ideals, A1 × IA2 and IA1 ×A2.
If we consider the subalgebra without identity IA1 × IA2 , following (2) we can construct the local
algebra
R× IA1 × IA2
which is isomorphic to the following subalgebra of A1 ×A2:
R(1A1 , 1A2) + IA1 × IA2 .
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We denote it by
A1 ×R A2 :=R+ IA1 × IA2 ,
where we have used the convention introduced in (1).
We can now define a functor ×R which associates with every pair of local algebras A1 and A2 the
diagram
A1
A2
A1 ×R A2
................................ .
..
PrA2
............................................................
.....
PrA1
(3)
where
PrAi : A1 ×R A2 −→ Ai
α+ (a1, a2) 7→ α+ ai (i = 1, 2),
are the natural projections, and with every pair of local algebra morphisms ξ1 : A1 −→ B1 and
ξ1 : A2 −→ B2 the diagram
A1 B1
A2 B2
A1 ×R A2 B1 ×R B2
..............................................................................................................................................................................................
.
ξ1
..............................................................................................................................................................................................
.
ξ2
.............................................................................................................................................................
.
ξ1 ×R ξ2
................................ .
..
PrA2
................................ .
..
PrB2
............................................................
.....
PrA1
...........................................................
....
PrB1
where, for any α+ (a1, a2) ∈ A1 ×R A2,
ξ1 ×R ξ2
(
α+ (a1, a2)
)
= α+
(
ξ1(a1), ξ2(a2)
)
.
Since diagram (3) fulfills the universal property of products, we will call ×R the product functor in
A and we will refer to A1 ×R A2 as the product of A1 and A2.
Generalizing the above construction, we can consider the product of any finite number of local
algebras.
The associative property is trivially fulfilled.
(ii) Similarly, the coproduct functor associates with A1, A2 the diagram:
A1
A2
A1 ×R A2
...
...
...
...
...
...
...
...
...
........ InA2
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
.....
...
InA1 (4)
where
InA1 : A1 −→ A1 ×R A2
α+ a1 7→ α+ (a1, 0) ,
and
InA2 : A2 −→ A1 ×R A2
α+ a2 7→ α+ (0, a2)
are the natural injections. It acts in an obvious way on pairs of local algebra morphisms.
It is easy to verify that diagrams (3) and (4) determine a biproduct of A1 and A2 in A.
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2.4 Relative Products.
Definition 2. Let πA1 : A1 → B and πA2 : A2 → B be local algebra epimorphisms. The
following triple product of local algebras
A1 ◦
(πA1 ,πA2)
A2 := B ×R KerπA1 ×R KerπA2
=R+ IB × kerπA1 × kerπA2
will be called the product of A1 and A2 relative to πA1 and πA2 .
Note that, since ker 0Ai = IAi for i = 1, 2, we have that
A1 ◦
(0A1 ,0A2 )
A2 = A1 ×R A2 .
This shows that Definition 2 generalizes the product introduced in 2.3.
We can now define a functor ◦
(·,·)
which associates with every diagram of epimorphisms
B
A1
A2
................................ .
..
πA1
............................................................
.....
πA2
the diagram
B
A1 ◦
(πA1 ,πA2)
A2
.........................................................
....
PrB (5)
and with every diagram
B D
A1 C1
A2 C2
..............................................................................................................................................................................................
.
η
..............................................................................................................................................................................................
.
ξ1
..............................................................................................................................................................................................
.
ξ2
................................ .
..
πA1
................................ .
..
πC1
...........................................................
.....
πA2
............................................................
.....
πC2
the diagram
B D
A1 ◦
(πA1 ,πA2)
A2 C1 ◦
(πC1 ,πC2)
C2.............................................................
ξ1◦
η
ξ2
.............................................................................................................................
.
η
.........................................................
....
PrB
.........................................................
....
PrD
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where, for any α+ (b, a1, a2) ∈ A1 ◦
(πA1 ,πA2)
A2,
ξ1◦ ξ2
(
α+ (b, a1, a2)
)
= α+
(
η(b), ξ1(a1), ξ2(a2)
)
.
Definition 2 can be extended to any finite number of local algebra epimorphisms. For example, for
n = 3, consider the product
B ×R KerπA1 ×R KerπA2 ×R KerπA3 . (6)
In view of diagram (5), we can also consider the product(
A1 ◦
(πA1 ,πA2)
A2
)
◦
(PrB ,πA3 )
A3 . (7)
Since
KerPrB = KerπA1 ×R KerπA2
and ×R is associative, we have that (6) and (7) are equal. Similarly one can prove that (6) is also
equal to
A1 ◦
(πA1 ,PrB)
(
A2 ◦
(πA2 ,πA3 )
A3
)
.
This shows the associativity of functor ◦
(·,·)
.
2.5 Pullbacks and Pushouts.
(i) Let ϕA1 : A1 → B and ϕA2 : A2 → B be local algebra morphisms.
Let us introduce the local algebra
A1 ×
(ϕA1 ,ϕA2)
A2 = R+ {(a1, a2) ∈ IA1 × IA2 | ϕA1(a1) = ϕA2(a2)}. (8)
and notice that it is isomorphic to the following subalgebra of A1 × A2 :
{(a1, a2) | ϕA1(a1) = ϕA2(a2)} = {(α1 + a1, α2 + a2) | α1 = α2 and ϕA1(a1) = ϕA2(a2)}.
We can now define a functor ×
(·,·)
which associates with every diagram
B
A1
A2
................................ .
..
ϕA1
...........................................................
.....
ϕA2
the diagram
B
A1
A2
A1 ×
(ϕA1 ,ϕA2)
A2
................................ .
..
ϕA1
................................ .
..
PrA2
......................................................
......
PrA1
..........................................................
.....
ϕA2
(9)
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where PrA1 and PrA2 , are the restrictions of the natural projections defined in 2.3, and associates
with every diagram
B
A1
A2
D
C1
C2
................................ .
..
ϕA1
..........................................................
......
ϕA2
.................................. .
..
ϕC1
..........................................................
......
ϕC2
.......................................................................................................................................................................................................
.
ξ1
............................................................................................................................................................................................................
.
ξ2
............................................................................................................................................................................................................
.
η
the diagram
B
A1
A2
A1 ×
(ϕA1 ,ϕA2)
A2
................................ .
..
ϕA1
................................ .
..
PrA2
......................................................
.....
PrA1
..........................................................
......
ϕA2
D
C1
C2
C1 ×
(ϕC1 ,ϕC2)
C2
................................ .
..
PrC2
.......................................................
.....
PrC1
.................................. .
..
ϕC1
..........................................................
......
ϕC2
...........................................................................................................................................................................................................
..
η
.......................................................................................................................................................................................................
.
ξ1
..........................................................................................................................................................................................................
.
ξ2
.................................................................................................................................
.
ξ1×
η
ξ2
We will call ×
(·,·)
the pullback functor in A, since diagram (9) fulfills the corresponding universal
property (in both categories A and C) and we will refer to A1 ×
(ϕA1 ,ϕA2)
A2 as the pullback of ϕA1
and ϕA2 .
It is possible to consider the pullback of an arbitrary number of local algebra morphisms following
the usual categorial method. The associative property is trivially fulfilled.
It is worth pointing out that A1 ×R A2 = A1 ×
(0A1 ,0A2)
A2. This shows that the pullback gives one
more generalization of the product defined in 2.3.
(ii) Let πA1 : A→ A1 and πA2 : A→ A2 be local algebra epimorphisms.
Consider the quotient
A/(kerπA1 + kerπA2)
together with the natural epimorphism
π : A −→ A/(kerπA1 + kerπA2) .
It is well known that there are unique local algebra epimorphisms
EpAi : Ai −→ A/(kerπA1 + kerπA2) (i = 1, 2)
such that
EpA1 ◦ πA1 = π = EpA2 ◦ πA2 .
We introduce the local algebra
A1
(πA1 ,πA2)
× A2 := A/(kerπA1 + kerπA2) (10)
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and define a functor
(·,·)
× which associates with every diagram of epimorphisms
A1
A2
A
......................................
..
πA2
...............................................................
......
πA1
the diagram
A1
(πA1 ,πA2)
× A2
A1
A2
A
....................................
.EpA1
......................................
..
πA2
................................................................
.....
πA1
..........................................................
.....
EpA2
(11)
and with every diagram
A1
A2
A
......................................
..
πA2
...............................................................
......
πA1
C1
C2
C
......................................
..
πC2
..............................................................
.....
πC1
.........................................................................................................................................................................................................
.
ξ1
..........................................................................................................................................................................................................
.
ξ2
............................................................................................................................................................................................................
.
η
the diagram
A1
(πA1 ,πA2)
× A2
A1
A2
A
................................ .
..EpA1
......................................
..
πA2
................................................................
.....
πA1
..........................................................
....
EpA2
C1
(πC1 ,πC2)
× C2
C1
C2
C
......................................
..
πC2
..............................................................
......
πC1
..................................
..EpC1
..........................................................
.....
EpC2
.................................................................................................................................
.
ξ1
η
× ξ2
.......................................................................................................................................................................................................
.
ξ1
................................................................................................................ .........................................................................................
.
ξ2
............................................................................................................................................................................................................
.
η
Proposition 3. Diagram (11) fulfills the universal property of pushouts in both categories A
and C.
Proof. Suppose we have a diagram
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DA1
A2A
...........................................................................................
.
σ1
...........................................................................................
.
πA2
..........................
....
πA1
..........................
....
σ2
where πA1 and πA2 are epimorphisms. We first observe that
kerπ = kerπA1 + kerπA2 ⊂ ker(σ1 ◦ πA1) = ker(σ2 ◦ πA2) .
Then, from the Factorization Theorem, we conclude that there is a unique local algebra morphism
τ for which the diagram
A/(kerπA1 + kerπA2)
DA .....................................................................................................................
σ1 ◦ πA1 = σ2 ◦ πA2
..........................
....
π
...........
..........
..........
...........
..........
...........
..........
..........
...........
..........
............
..
τ
is commutative, i.e., τ ◦ π = σ1 ◦ πA1 = σ2 ◦ πA2 , or
τ ◦ EpAi ◦ πAi = σi ◦ πAi (i = 1, 2) ,
or, since πAi are surjective,
τ ◦ EpAi = σi (i = 1, 2) .
This completes the proof.
We will call
(·,·)
× the pushout functor in A and we will refer to A1
(πA1 ,πA2 )
× A2 as the pushout of
πA1 and πA2 .
It is possible to consider the pushout of an arbitrary number of local algebra epimorphisms following
the usual categorial method. The associative property is trivially fulfilled.
(iii) A Special Case. In this subsection we will apply the pullback and pushout functors to
the natural epimorphisms between quotients of a given local algebra. We will thus establish a
connection between the pullback and the intersection of ideals, and between the pushout and the
sum of ideals in the sense that, if A is a local algebra, and J1, J2 are proper ideals of A, the diagram
of natural epimorphisms
A/(J1 + J2)
A/J1
A/J2
A/(J1 ∩ J2)
................................ .
..Π1
................................ .
..
π2
............................................................
.....
π1
............................................................
.....
Π2
is isomorphic to the pullback–pushout diagram
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A/J1
(π1,π2)
× A/J2 ≃ A/J1
(Pr1,Pr2)
× A/J2
A/J1
A/J2
A/J1 ×
(Π1,Π2)
A/J2 ≃ A/J1 ×
(Ep1,Ep2)
A/J2
................................
..Ep1
................................ .
..
Pr2
............................................................
.....
Pr1
............................................................
.....
Ep2
In fact, according to (10), we have
A/J1
(π1,π2)
× A/J2 =
A/(J1 ∩ J2)
kerπ1 + kerπ2
=
A/(J1 ∩ J2)
J1/(J1 ∩ J2) + J2/(J1 ∩ J2)
=
A/(J1 ∩ J2)
(J1 + J2)/(J1 ∩ J2)
≃ A/(J1 + J2),
where the last isomorphism follows from the third isomorphism theorem for rings.
Moreover, according to (8), we have
A/J1 ×
(Π1,Π2)
A/J2 =R+ {(a1 + J1, a2 + J2) ∈ IA/J1 × IA/J2 | a1 + (J1 + J2) = a2 + (J1 + J2)}
and, as a consequence of the first isomorphism theorem for rings, the mapping
A/(J1 ∩ J2) −→ A/J1 ×
(Π1,Π2)
A/J2
a+ (J1 ∩ J2) 7→ (a+ J1, a+ J2)
is a local algebra isomorphism.
2.6 Composition of Functors.
We conclude our study of the category of local algebras by examining the behaviour under com-
position of the functors introduced above together with the tensor product functor, which was
considered by A. Weil [15]. We just recall that for any local algebras A1 and A2, the tensor
product A1 ⊗A2 is a local algebra, whose maximal ideal is IA1⊗A2 = IA1 ⊗A2 +A1 ⊗ IA2 .
We will only take into consideration the cases involving ×
(·,·)
with ⊗ and ◦
(·,·)
with ⊗.
Given a local algebra A and a diagram
B
A1
A2
................................
..
ϕA1
............................................................
.....
ϕA2
we can consider the diagram
A⊗B
A⊗A1
A⊗A2
................................ .
..IdA ⊗ ϕA1
............................................................
.....
IdA ⊗ ϕA2
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Proposition 4. The functor ⊗ is distributive with respect to the functor ×
(·,·)
, in the sense that
we have a natural local algebra isomorphism
A⊗A1 ×
(IdA⊗ϕA1 ,IdA⊗ϕA2)
A⊗A2 ≃ A⊗
(
A1 ×
(ϕA1 ,ϕA2)
A2
)
(12)
Proof. As we already noticed in 2.3(i), the left-hand side of (12) is (isomorphic to) a subalgebra of
(A⊗ A1)× (A⊗A2).
Let (e1, . . . , ed) be a basis in A. We have that, for all ai1 ∈ A1 and ai2 ∈ A2 (i = 1, . . . , d),(
d∑
i=1
ei ⊗ ai1,
d∑
i=1
ei ⊗ ai2
)
∈ A⊗A1 ×
(IdA⊗ϕA1 ,IdA⊗ϕA2)
A⊗A2
if and only if
d∑
i=1
ei ⊗ ϕA1(ai1) =
d∑
i=1
ei ⊗ ϕA2(ai2)
which is equivalent to
ϕA1(ai1) = ϕA2(ai2) ∀ i = 1, . . . , d
i.e., to
(ai1, ai2) ∈ A1 ×
(ϕA1 ,ϕA2)
A2 ∀ i = 1, . . . , d
and, finally to
d∑
i=1
ei ⊗ (ai1, ai2) ∈ A⊗
(
A1 ×
(ϕA1 ,ϕA2)
A2
)
.
It can be easily shown that the resulting local algebra isomorphism is independent of the choice of
the basis in A.
Recall that ×R is a special case of ×
(·,·)
and that ◦
(·,·)
is obtained by means of triple products.
Therefore, as a trivial consequence of the above proposition, we have
Corollary 5. The functor ⊗ is distributive with respect to both the functors ×R and ◦
(·,·)
.
It is easy to check that functor ×R is distributive with respect to functor ×
(·,·)
.
3. Algebras of Truncated Polynomials.
After studying the category of local algebras in general, the next natural step is to look for concrete
examples. The model of the most general local algebra is a finite dimensional quotient of an algebra
of polynomials over a local algebra A, a so-called algebra of ‘generalized truncated polynomials’.
We will apply some of the most significant functors introduced in the previous section in order to
obtain special algebras of this kind. In particular we will find examples of local algebras which are
isomorphic as A–modules but not as algebras.
Let A be a d-dimensional local algebra.
Consider the algebra A[x] of all polynomials with coefficients in A in the indeterminate x.
Let II = 〈x〉 be the ideal of A[x] generated by x; then, for all non negative integers k, II k = 〈xk〉.
The proof of the next proposition is reported for the only sake of completeness.
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Proposition 6. The set of all residue classes mod xk+1 of polynomials in A[x], i.e.,
IPkA[x] := A[x]/II
k+1 ,
is a local algebra.
Proof. Since dimR(IPkA[x]) = (k + 1)d, condition (i) of Definition 1 is fulfilled.
Now consider a maximal ideal J of A[x] containing II k+1. Since J is prime and xk+1 ∈ J , we have
that x ∈ J . Hence II ⊂ J , so that J = I + II for some proper ideal I of A. Therefore J ⊂ IA+ II ,
whence equality follows by maximality. We have thus proved that IPkA[x] has Ik = (IA+II /II
k+1)
as its unique maximal ideal. It also holds that IPkA[x]/Ik ≃ R. Hence condition (ii) of Definition
1 is fulfilled, too.
IPkA[x] can be identified with the set of all polynomials of degree at most k.
We can consider the following algebras:
IPkA[x1, . . . , xn] := A[x1, . . . , xn]/II
k+1 , (13)
where II = 〈x1, . . . , xn〉, and
IPk1,...,knA[x1, . . . , xn] := A[x1, . . . , xn]/II
(k1+1,...,kn+1) (14)
where
II (k1+1,...,kn+1) := 〈xk1+11 , . . . , x
kn+1
n 〉 .
By the same arguments as in Proposition 6, one can easily conclude that all the above algebras
(13) and (14) are local. We will call them algebras of generalized truncated polynomials.
We now apply the categorial constructions described in the previous section to algebras of gener-
alized truncated polynomials. In all the cases considered, the resulting local algebras will still be
of the same kind.
Note that we have the following inclusions:
II k ⊂ II k
′
⇐⇒ k ≥ k′
II (k1,...,kn) ⊂ II (k
′
1,...,k
′
n) ⇐⇒ ki ≥ k
′
i for all i = 1, . . . , n
II k ⊂ II (k1,...,kn) ⇐⇒ k ≥ k1 + · · ·+ kn − n+ 1
II (k1,...,kn) ⊂ II k ⇐⇒ ki ≥ k for all i = 1, . . . , n
In each of the above cases we can consider the corresponding quotients of the local algebras defined
in (13) and (14):
IPk−1A[x1, . . . , xn]/(II
k′/II k) ≃ IPk′−1A[x1, . . . , xn]
IP(k1−1,...,kn−1)A[x1, . . . , xn]/
(
II (k
′
1,...,k
′
n)/II (k1,...,kn)
)
≃ IP(k′1−1,...,k′n−1)A[x1, . . . , xn]
IPk−1A[x1, . . . , xn]/
(
II (k1,...,kn)/II k
)
≃ IP(k1−1,...,kn−1)A[x1, . . . , xn]
IP(k1−1,...,kn−1)A[x1, . . . , xn]/
(
II k/II (k1,...,kn)
)
≃ IPk−1A[x1, . . . , xn]
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All the above isomorphisms are a consequence of the third isomorphism theorem for rings.
We also have the natural isomorphisms
n⊗
i=1
IPkiA[xi] ≃ IPk1,...,knA[x1, . . . , xn]
Let m ∈ N∗.
We will show that the free A–module Am of rank m can be given different local algebra structures.
For any r, s, t ∈ N∗ such that r + t− s+ 1 = m and s ≤ min(r, t), consider the diagram
IPtA[y] IPsA[z]
IPrA[x]
..............................................
.
τst
................................
....
τsr (15)
where τsr
(∑r
i=0 aix
i
)
=
∑s
i=0 aiz
i, and τst is defined similarly (with a slight abuse of notation),
and consider the corresponding (relative) product
IPrA[x] ◦
(τsr ,τ
s
t )
IPtA[y] = IPsA[z]×R Ker τ
s
r ×R Ker τ
s
t . (16)
We introduce the free A–module of rank m
Csr,t =
{(
a0 +
s∑
i=1
aiz
i
)
+
r∑
i=s+1
bix
i +
t∑
i=s+1
ciy
i
}
,
which can be identified in an obvious way with a subset of
IPr,t,sA[x, y, z]/〈xy, xz, yz〉 .
It is easy to see that Csr,t, endowed with the induced local algebra structure, is isomorphic to (16).
We now apply the pullback functor to diagram (15) and consider the corresponding local algebra
IPrA[x] ×
(τsr ,τ
s
t )
IPtA[y] = R+
{
(p
1
, p
2
) ∈ IIPrA[x] × IIPtA[y] | τ
s
r (p1) = τ
s
t (p2)
}
. (17)
We introduce the free A–module of rank m
Bsr,t =
{
a0 +
s∑
i=1
ai(x
i + yi) +
r∑
i=s+1
bix
i +
t∑
i=s+1
ciy
i
}
,
which can be identified, in an obvious way, with a subset of
IPr,tA[x, y]/〈xy〉 .
It is easy to see that Bsr,t, endowed with the induced local algebra structure, is isomorphic to (17).
In both of the above constructions, different decompositions of integer m produce different A–
modules (of the same rank m), which, in general, are pairwise non-isomorphic as local algebras.
This yields different local algebra structures on Am.
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4. Points Proches.
We start this section by recalling the construction of the functor associated with a local algebra,
introduced by A.Weil [15].
4.1 Functors associated with Local Algebras.
Let A be a local algebra. For any differential manifold P consider the set AP of all morphisms
u : C∞(P ) → A which preserve the identity. The elements in AP are called points proches
associated with the local algebra A.
Let u ∈ AP . There is just one point p ∈ P such that the composition
0A ◦ u : C
∞(P ) −→ R
is the evaluation mapping evp at p (cf., e.g., [7], p.296 ).
This defines a surjective mapping (target) αTP : AP −→ P such that
(αTP )
−1(p) = ApP =
{
u ∈ AP |0A ◦ u = evp
}
.
Now consider a differentiable mapping ϕ : P −→ Q and define
Aϕ : AP −→ AQ
by setting
Aϕ(u) : C∞(Q) −→R : g 7→ u(g ◦ ϕ).
For each p ∈ P , this mapping induces by restriction a mapping
Apϕ : ApP −→ Aϕ(p)Q .
Proposition 7.
(i) To any local algebra A corresponds the covariant functor
I
A
.....................................
....
αT
which associates with any differential manifold P the mapping αTP : AP −→ P and with any
differentiable mapping ϕ : P → Q the diagram
P
AP
Q
AQ
.....................................
....
αTP
.....................................
....
αTQ
......................................................................................................
.
ϕ
......................................................................................................
.
Aϕ
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(ii) To a morphism of local algebras κ : A −→ B corresponds the functor
I
A
I
B
.....................................
....
αT
.....................................
....
βT
...................................................................................................
...................................................................................................
......................................................................................................
.κ
which associates with a manifold P the diagram
P
AP
P
BP
.....................................
....
αTP
.....................................
....
βTP
...................................................................................................
...................................................................................................
......................................................................................................
.κP
where
κP (u) = κ ◦ u ,
and with a morphism ϕ : P → Q the diagram
P Q
P Q
BP BQ
AP AQ
.............................................................................................................................................
.
ϕ
.............................................................................................................................................
.
ϕ
.............................................................................................................................................
.
Bϕ
.............................................................................................................................................
.
Aϕ
..................
..................
..................
..................
..................... .
..
κP
..................... .
..
κQ................................................
αTP
..........................................
.....
βTP
..........................................
.....
αTQ
...........................................
....
βTQ
In the first part of the paper we introduced some basic categorial constructions in order to obtain
new local algebras from old ones. In view of the above proposition, to each of these algebras
corresponds a functor. Weil noticed that to the tensor product of local algebras corresponds the
composition of the functors associated with the factors. Here we study what corresponds to the
pullback of local algebras.
Let
A1 B
A1 ×
(ϕA1 ,ϕA2)
A2 A2
.............................................................................................................................................
.
ϕA1
........................................................................................................
.
PrA2
......................... .
..PrA1
......................... .
..
ϕA2
be the pullback diagram of two local algebra morphisms ϕA1 : A1 → B and ϕA2 : A2 → B.
Then, for any manifold P , we have the diagram
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P P
P P
A1P BP
(A1 ×
(ϕA1 ,ϕA2)
A2)P A2P
..........................................................................................................................................
..........................................................................................................................................
..........................................................................................................................................
..........................................................................................................................................
.............................................................................................................................................
.
ϕA1 P
........................................................................................................
.
PrA2P
..................
..................
..................
..................
..........................
...
PrA1P
..........................
...
ϕA2P
...............................................
.....
(α1 ×
(ϕA1 ,ϕA2)
α2)
T
P
........................................
....
αT1P
.............................................
.....
αT2P
...........................................
.....
βTP
On the other hand, consider the pullback diagram of ϕA1 P and ϕA2 P
A1P BP
A1P ×BP A2P A2P
...........................................................................................................................................
.
ϕA1P
.....................................................................................................
.
PrA2P
...........................
..PrA1P
...........................
..
ϕA2P
where
A1P ×BP A2P = {(u1, u2) ∈ A1P ×A2P |ϕA1 P (u1) = ϕA2 P (u2)}.
If we put
τ = ϕA1P ◦ PrA1P = ϕA2P ◦ PrA2P ,
it is easy to prove that in the following diagram
P P
(A1 ×
(ϕ1,ϕ2)
A2)P A1P ×BP A2P.................................................................................................................................
.
(PrA1P , P rA2P )
............................................................................................................................................................................................
............................................................................................................................................................................................
...................................................
....
(α1 ×
(ϕA1 ,ϕA2)
α2)
T
P
...................................................
....
βTP ◦ τ
the upper arrow is a bijection.
This allows us to conclude that the pullback commutes with the operation of associating with a
local algebra the corresponding points proches.
Since the product of local algebras is a special case of pullback, we have the diagram
P P
(A1 ×R A2)P A1P ×P A2P.................................................................................................................................
.
(PrA1P , P rA2P )
............................................................................................................................................................................................
............................................................................................................................................................................................
...................................................
....
(α1 ×R α2)
T
P
...................................................
....
τ
and the upper arrow is still bijective. In this case,
A1P ×P A2P = {(u1, u2) ∈ A1P ×A2P |α
T
1P (u1) = α
T
2P (u2)} ,
is the fibre product of the target mappings.
We conclude that the product of local algebras gives rise to the fibre product of the corresponding
points proches.
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4.2 The Local Character of Points Proches.
Let A be a local algebra and P a differential manifold.
Proposition 8. Let u ∈ ApP . Then u(f) = 0, for any function f vanishing in some neighbour-
hood of p.
Proof. Let f be a function vanishing in the neighbourhood U of p. If β is a bump function at p
with support in U , we have
f = (1− β)f
both on U , where f vanishes, and on P − U , where β vanishes. Therefore
u(f) = u(1− β)u(f) . (18)
Put
u(f) = f(p) + a = a
u(1− β) = (1− β)(p) + b = b .
Owing to (18) we have
a = b a ⇐⇒ (1− b)a = 0 ,
but, since b ∈ IA and 1 /∈ IA, it must be 1 − b /∈ IA. This implies that 1 − b is invertible. Hence
u(f) = a = 0.
Proposition 8 reveals the local character of points proches. It allows us to prove that the functor
associated with a local algebra A preserves open inclusions. Let us apply this functor to the
inclusion mapping
ιU : U −→ P
of the open subset U into P . Then for each p ∈ U , we have the mapping
ApιU : ApU −→ ApP
given by
ApιU (u)(f) := u(f |U ) .
On the other hand, the mapping
η : ApP −→ ApU
given by
η(u)(g) := u(f)
for any differentiable prolongation f of g in P , is well defined, in view of the local character of u,
and is the inverse of ApιU . Hence ApιU is a bijection.
If we identify ApU with ApP and consequently regard AιU as the inclusion ιAU of AU in AP , we
have the following diagram:
U P
AU AP............................................................................................
ιAU
................................
....
αTU
................................
....
αTP
...........................................................................................
.ιU
(19)
This result will be used for introducing the differential fibration structure on AP .
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4.3 Points Proches in Affine Spaces.
In this section we study the special case where the functor associated with a local algebra is applied
to an affine space. We will prove that the result is a fibre bundle whose total space has an affine
structure. In addition, we will show that the functor transforms every differentiable mapping
between affine spaces into a differentiable morphism of trivial bundles.
Proposition 9. Let (M,V ) be an affine space. Then, for each x0 ∈ M , we have a natural
bijection
Ax0M −→ {x0} × IA ⊗ V .
Proof. We denote by Ks(M,x0) the linear space of homogeneous polynomials in M , at x0, of
degree s (cf. Definition 13 in the Appendix). There is a natural isomorphism
K1(M,x0) ≃ V
∗
which allows us to identify IA⊗V with HomR(K1(M,x0), IA). We will prove that there is a natural
bijection
Ax0M −→ {x0} ×HomR
(
K1(M,x0), IA
)
.
Let (e1, . . . , em) be a basis of V , (e
1, . . . , em) its dual basis and
xi :M −→ R : x 7→ ei(x− x0) (20)
the corresponding Cartesian coordinate functions at x0, for i = 1, . . . ,m.
Let us now consider the mapping
Ax0M −→ {x0} ×HomR
(
K1(M,x0), IA
)
u 7→
(
x0, u|K1(M,x0)
)
We will prove that it admits an inverse, i.e., for each u¯ ∈ HomR
(
K1(M,x0), IA
)
there is a unique
u ∈ Ax0M with u|K1(M,x0) = u¯. We are going to construct u starting from its action on polyno-
mials. Let h ∈ Ks(M,x0). In view of Proposition 14 in the Appendix, we have
h(x) =
1
s!
∆sh(x0;x− x0)
=
1
s!
∆sh(x0;x
iei)
=
1
s!
δsh(x0; ei1 , . . . , eis)x
i1 · · ·xis
where ∆sh and δsh are the s-th unidirectional and (multidirectional) polarizations of h, respectively
(cf. Definition 12 in the Appendix) and we have adopted the Einstein convention over repeated
indices. We define
u(h) :=
1
s!
δsh(x0; ei1 , . . . , eis)u¯(x
i1 ) · · · u¯(xis) .
Easy linear algebraic arguments show that this definition is independent of the choice of the basis.
It follows that
u(h) = 0 if s > ℓ
where ℓ is the height of A, and that u preserves the product of polynomials.
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We extend the definition of u from polynomials to arbitrary smooth functions f ∈ C∞(M) by
considering the Taylor polynomial of f of order ℓ at x0 (cf. Note 18 in the Appendix) and setting
u(f) := f(x0) +
ℓ∑
i=1
1
i!
u
(
Dif(x0; · − x0)
)
. (21)
We recall that each Dif(x0; ·−x0) is a homogeneous polynomial at x0 of degree i (cf. Proposition
16 in the Appendix).
The above formula defines u as a linear mapping. We show that u preserves products, too. In fact,
u(f)u(g) =
[
f(x0) +
ℓ∑
r=1
1
r!
u
(
Drf(x0; · − x0)
)][
g(x0) +
ℓ∑
s=1
1
s!
u
(
Dsg(x0; · − x0)
)]
.
Note that
u
(
Dr(f)(x0; · − x0)
)
u
(
Ds(g)(x0; · − x0)
)
= 0 if r + s > ℓ.
Hence, by the Leibniz rule we deduce that
u(f)u(g) = f(x0)g(x0) +
ℓ∑
r+s=1
1
r!s!
u
(
Dr(f)(x0; · − x0)
)
u
(
Ds(g)(x0; · − x0)
)
= f(x0)g(x0) +
ℓ∑
i=1
1
i!
u
( ∑
r+s=i
i!
r!s!
Dr(f)(x0; · − x0)D
s(g)(x0; · − x0)
)
= fg(x0) +
ℓ∑
i=1
1
i!
u
(
Di(fg)(x0; · − x0)
)
= u(fg).
We have constructed a u ∈ Ax0M such that u|K1(M,x0) = u¯. It is the only element in Ax0M
fulfilling this property because, on the one hand, the action of an algebra morphism on polynomials
is uniquely determined by its action on K1(M,x0) and, on the other hand, each element in Ax0M
vanishes on all homogeneous polynomials of degree ℓ + 1 at x0; in particular it vanishes on the
Lagrange remainders of order ℓ at x0 (cf. Note 18 in the Appendix). As a consequence, its action
on a function must be the one defined in (21).
According to Proposition 9 we have a natural bijection
AM −→M × IA ⊗ V (22)
which induces on AM a structure of m(d− 1)–dimensional affine space, d being the dimension of
A.
By virtue of (22) we will identify αTM : AM →M with
PrM :M × IA ⊗ V −→M
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Proposition 10. Let (M,V ) and (N,W ) be affine spaces, and ϕ : M −→ N a differentiable
mapping. Then Aϕ : AM −→ AN is a differentiable mapping.
Proof. Let (e) = (e1, . . . , em) and (ε) = (ε1, . . . εn) be bases of V and W respectively. We can
identify AM with
M ×
(
IA × . . .× IA︸ ︷︷ ︸
m times
)
via the affine isomorphism
AM −→M ×
(
IA × . . .× IA︸ ︷︷ ︸
m times
)
: u 7→
(
x, u(x1), . . . , u(xm)
)
,
where x = αTM (u) and, (x
1, . . . , xm) are the Cartesian coordinate functions at x relative to (e),
defined as in (20). Similarly we identify AN with N ×
(
IA × . . .× IA︸ ︷︷ ︸
n times
)
.
Now consider Aϕ : AM → AN and recall that, for each g ∈ C∞(N),
Aϕ(u)(g) = u(g ◦ ϕ).
From the above identifications it follows that
u =
(
x, u(x1), . . . , u(xm)
)
and
Aϕ(u) =
(
ϕ(x), Aϕ(u)(y1), . . . , Aϕ(u)(yn)
)
,
where (y1, . . . , yn) are the Cartesian coordinate functions at ϕ(x) relative to (ε). Moreover, for all
j = 1, . . . , n we have:
Aϕ(u)(yj) = u(yj ◦ ϕ)
= u(ϕj)
= u
[
ϕj(x) +
ℓ∑
k=1
1
k!
Dkϕj(x; · − x)
]
= ϕj(x) + u
(
hj[x1, . . . , xm]
)
where hj is a formal polynomial in m indeterminates, whose coefficients are differentiable functions
of x. Hence
Aϕ(u)(yj) = ϕj(x) + hj [u(x1), . . . , u(xm)]
which shows that Aϕ(u)(yj) is differentiable as a function of x and u(xi).
The above arguments imply that
M N
AM AN............................................................................................
Aϕ
................................
....
αTM
................................
....
αTN
...........................................................................................
.
ϕ
is a differentiable morphism of trivial bundles.
If ϕ is a diffeomorphism, the diagram is an isomorphism.
In view of the local character of the points proches, all the above results are still true if the affine
spaces are replaced by open subsets.
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4.4 The differential structure.
We now show that the functor associated with a local algebra transforms differential manifolds
into differential fibre bundles.
Proposition 11. Let P be a differential manifold modelled on an affine space (M,V ). Then AP
is a differential manifold modelled on the affine space (AM, IA ⊗ V ).
Proof. Let ξ : U ⊂ P → ξ(U) ⊂M be an admissible chart of P . We have the bijection
Aξ : AU ⊂ AP −→ Aξ(U) ⊂ AM .
where the inclusions are due to (19). Now let ξ′ : U ′ ⊂ P → ξ′(U ′) ⊂ M be another admissible
chart on P such that U ∩ U ′ 6= ∅, then
ξ′ ◦ ξ−1 : ξ(U ∩ U ′) −→ ξ′(U ∩ U ′)
is a diffeomorphism between open subsets of M . By Proposition 11
A(ξ′ ◦ ξ−1) = Aξ′ ◦ (Aξ)−1 : Aξ(U ∩ U ′) −→ Aξ′(U ∩ U ′)
is a diffeomorphism between open subsets of AM . This guarantees that the functor associated
with local algebra A, when applied to a differential atlas of P , produces a differential atlas of AP .
An immediate consequence of the above proposition is that the functor associated with a local
algebra A, applied to chart ξ of P , gives rise to a local trivialization of AP :
U ξ(U)
AU ξ(U)× IA ⊗ V.......................................
.
Aξ
.....................................................................
.
ξ
................................
....
αTU
................................
....
αT
ξ(U )
so that we can conclude that
αTP : AP −→ P
is a differentiable fibre bundle.
4.5 Appendix.
We report from [1] some notions and results on real functions defined on affine spaces.
Definition 12. Let (Q, V ) be a real affine space. The 0-th polarization of a function f : Q →R
is the function itself. For n > 0, the n-th polarization of f is the function
δnf :Q× V n →R
defined by
δnf(q; v1, . . . , vn) = (−1)
n
n∑
m=0
(−1)m
∑
1≤i1<...<im≤n
f(q + vi1 + . . .+ vim).
The term in the above sum corresponding to m = 0 is set equal to f(q).
We introduce the n-th unidirectional polarization of a function, defined by
∆nf :Q× V → R: (q; v) 7→ δnf(q; v, v, . . . , v).
It is the restriction of the n-th polarization to the product of the space Q with the diagonal of V n.
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Definition 13. A function f : Q →R is said to be a homogeneous polynomial of degree n at
q ∈ Q if there is a function F : Q× V n →R, multilinear at q in its vectorial arguments, such that,
for each v ∈ V ,
f(q + v) =
1
n!
F (q; v, . . . , v︸ ︷︷ ︸
n times
).
Polynomials are sums of homogeneous polynomials. The degree of a polynomial is the highest
degree of its non zero homogeneous components.
We denote by Kn(Q, q) the vector space of homogeneous polynomial functions of degree n at q.
Proposition 14. If f ∈ Kn(Q, q), then the polarization δnf is multilinear at q and for each
v ∈ V ,
∆nf(q; v) = n!f(q + v).
Definition 15. The limit
dnf(q; v1, v2, . . . , vn) = lim
s→0
1
sn
δnf(q; sv1, sv2, . . . , svn),
if it exists, is called the n-th multidirectional derivative of f at the point q ∈ Q in the multidirection
(v1, v2, . . . , vn) ∈ V n.
The n-th directional derivative at q in the direction v is the restriction
Dnf(q; v) = dnf(q; v, v, . . . , v)
of the multidirectional derivative to Q times the diagonal of V n.
Proposition 16. If f ∈ C∞(Q) then for each i ∈ N and each q0 ∈ Q,
Dif(q0, · − q0) ∈ K
i(Q, q0).
Theorem (Modified Taylor’s theorem) 17. If f ∈ Cn(Q), then for each q, q0 ∈ Q
f(q) =
n∑
k=0
1
k!
Dkf(q0; q − q0) + r(q, q0) (23)
where r satisfies
r(q, q) = 0 and lim
(q,q0)→(q¯,q¯)
r(q, q0)
‖q − q0‖n
= 0
for each q¯.
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Note 18.
In the formula (23) the function
∑n
k=0
1
k!D
kf(q0; · − q0) is the Taylor polynomial of f of order n
at q′ and the function r(·, q′) is the remainder of f of order n at q0. The latter can be given the
usual form of a Lagrange remainder, i.e., the product of a homogeneous polynomial of order n+1
at q0 and a suitable function belonging to C
n(Q).
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