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Abstract
We present the W1+∞ constraints for the Gaussian Hermitian matrix model, where the
constructed constraint operators yield the W1+∞ n-algebra. For the Virasoro constraints, we
note that the constraint operators give the null 3-algebra. With the help of our Virasoro
constraints, we derive a new effective formula for correlators in the Gaussian Hermitian matrix
model.
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1 Introduction
The various constraints for matrix models have attracted remarkable attention, such as Virasoro/W -
constraints [1]-[5] and Ding-Iohara-Miki constraints [6, 7]. Due to the Bagger-Lambert-Gustavsson
(BLG) theory of M2-branes [8, 9], n-algebra and its applications have aroused much interest [10]-
[17]. In the context of matrix models, usually the Virasoro/W-constraint operators do not yield
the closed n-algebra. Whether there exist such kind constraint operators leading to the closed n-
algebra has recently been investigated for the (elliptic) Hermitian one-matrix models. By inserting
the special multi-variable realizations of the W1+∞ algebra under the integral, it was found that
the derived constraint operators for the Hermitian one-matrix model may yield the closed W1+∞
(n-)algebras [18]. For the case of the elliptic matrix model, one can obtain the constraint operators
associating with the q-operators [19, 20]. The situation is different from that of the Hermitian
one-matrix model, since the derived constraint operators do not yield the closed algebra. However,
it was shown that the (n-)commutators of the constraint operators are compatible with the desired
generalized q-W∞ (n-)algebras once we act on the partition function [20].
The partition functions of various matrix models can be obtained by acting on elementary
functions with exponents of the given operators. For the Gaussian Hermitian matrix model, its
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partition function is generated by the operator Wˆ−2 [21]. This operator is also the constraint
operator for the Hermitian one-matrix model which associates with the Lassalle operator and the
potential of the AN−1-Calogero model [18]. The correlators in the Gaussian Hermitian matrix
model have been well investigated [22]-[28]. A compact formula for correlators has been given by
finite sums over Young diagrams of a given size, which involve also the well known characters of
symmetric group [27]. Moreover, the 2m-fold Gaussian correlators of rank r tensors have been given
by r-linear combinations of dimensions with the Young diagrams of size m [28]. In this letter, we
reinvestigate the Gaussian Hermitian matrix model and present its Virasoro/W -constraints. We
intend to further explore the properties of the constraints and derive a new formula for correlators
in this matrix model.
2 W1+∞ constraints for the Gaussian Hermitian matrix model
Let us consider the Gaussian Hermitian matrix model
ZG =
∫
N×N
dφexp(−trφ2/2 +
∞∑
k=0
tktrφ
k)
= eNt0(1 + Ci1(N)ti1 +
1
2!
Ci1i2(N)ti1ti2 +
1
3!
Ci1i2i3(N)ti1ti2ti3 + · · · ), (1)
where the coefficients Ci1···il(N) are the so-called l-point correlators, which are given by the Gaus-
sian integrals
Ci1···il(N) = 〈trφi1 · · · trφil〉 =
∫
N×N
dφtrφi1 · · · trφilexp(−1
2
trφ2). (2)
Due to the reflection symmetry of the action trφ2, when i1+ · · ·+ il is odd, we have Ci1···il(N) = 0.
The partition function of the Gaussian model (1) can also be expressed as [21]
ZG =
∞∑
s=0
Z
(s)
G = e
Wˆ
−2/2eNt0 , (3)
where
Z
(s)
G = e
Nt0
∞∑
l=0
∑
i1+···+il=s
i1,··· ,il>1
〈trφi1 · · · trφil〉ti1 · · · til
l!
, (4)
and the operator Wˆ−2 is given by
Wˆ−2 =
∞∑
j1,j2=0
(j1j2tj1tj2
∂
∂tj1+j2−2
+ (j1 + j2 + 2)tj1+j2+2
∂
∂tj1
∂
∂tj2
). (5)
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It indicates that the partition function (1) can indeed be generated by the operator Wˆ−2.
The action of the operator Wˆ−2 on Z
(s)
G leads to increase the grading in the following sense:
Wˆ−2Z
(s)
G = (s+ 2)Z
(s+2)
G . (6)
The operator preserving the grading is given by [21]
Dˆ =
∞∑
j=0
jtj
∂
∂tj
, (7)
which acting on Z
(s)
G gives
DˆZ
(s)
G = sZ
(s)
G . (8)
The commutation relation between Dˆ and Wˆ−2 is
[Dˆ, Wˆ−2] = 2Wˆ−2. (9)
Note that the actions of Dˆ and Wˆ−2 on ZG give
DˆZG = Wˆ−2ZG. (10)
For the operators ∂∂t2 and Dˆ, there is the similar commutation relation as (9)
[Dˆ,
∂
∂t2
] = −2 ∂
∂t2
. (11)
The actions of ∂∂t2 and Dˆ on ZG give
∂
∂t2
ZG = (Dˆ +N
2)ZG. (12)
By means of (11) and (12), it is easy to show that
∂
∂t2
Z
(s)
G = (s− 2 +N2)Z(s−2)G . (13)
In contrast with the operator Wˆ−2, we see that the operator ∂∂t2 decreases the grading in the sense
(13).
Let us introduce the operators
W rm = (−
1
2
)r−1(Wˆ−2)m(Wˆ−2 − Dˆ)r−1, m, r ∈ N, r > 2, (14)
which obviously satisfy
W rmZG = 0. (15)
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The remarkable property is that these constraint operators yield
[W r1m1 ,W
r2
m2 ] = (
r1−1∑
k=0
Ckr1−1m
k
2 −
r2−1∑
k=0
Ckr2−1m
k
1)W
r1+r2−1−k
m1+m2 , (16)
and n-algebra
[W r1m1 ,W
r2
m2 , . . . ,W
rn
mn ] := ǫ
i1i2···in
1 2···n W
ri1
mi1
W
ri2
mi2
· · ·W rinmin
= ǫi1i2···in1 2···n
β1∑
α1=0
β2∑
α2=0
· · ·
βn−1∑
αn−1=0
Cα1β1 C
α2
β2
· · ·Cαn−1βn−1
·mα1i2 mα2i3 · · ·m
αn−1
in
W
r1+···+rn−(n−1)−α1−···−αn−1
m1+···+mn , (17)
where Ckr =
r(r−1)···(r−k+1)
k! , βk =


ri1 − 1, k = 1,
k∑
j=1
rij − k −
k−1∑
i=1
αi, 2 6 k 6 n− 1,
and ǫi1i2···in1 2···n is given by
ǫ
i1···ip
j1···jp = det


δi1j1 · · · δi1jp
...
...
δ
ip
j1
· · · δipjp

 .
It is noted that (16) and (17) completely match with the W1+∞ (n-)algebras presented in
Ref.[18]. The W1+∞ n-algebra (17) with n even is a generalized Lie algebra (or higher order Lie
algebra), which satisfies the generalized Jacobi identity
ǫ
i1i2···i2n−1
1 2···(2n−1)[[Ai1 , Ai2 , · · · , Ain ], Ain+1 , · · · , Ai2n−1 ] = 0. (18)
For the constraint operators W rm (14) with fixed r = n + 1, by taking the appropriate scaling
transformations, it is not difficult to show that these operators constitute the subalgebras
[W n+1m1 ,W
n+1
m2 , . . . ,W
n+1
m2n ] =
∏
16j<k62n
(mk −mj)W n+1m1+···+m2n , (19)
and
[W n+1m1 , . . . ,W
n+1
m2n+1 ] = 0. (20)
For the W1+∞ constraints (15), it is noted that the constraint operators (14) contain the oper-
ators increasing and preserving the grading. Let us now introduce the following operators in terms
of the operators decreasing and preserving the grading:
W˜ rm = (−
1
2
)r−1(
∂
∂t2
)m(Dˆ − ∂
∂t2
+N2)r−1, m, r ∈ N, r > 2. (21)
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Straightforward calculation shows that they also yield the W1+∞ algebra (16) and n-algebra (17).
By carrying out the action of the operators (21) on the partition function of the Gaussian model,
it gives another W1+∞ constraints
W˜ rmZG = 0. (22)
3 Correlators in the Gaussian Hermitian matrix model
Let us first recall the correlators in the Gaussian Hermitian matrix model. Harer and Zagier
presented a generating function for exact (all-genera) 1-point correlators in the Gaussian Hermitian
matrix model [22, 23],
Ci
(i− 1)!! = coefficient of x
iλN in
λ
1− λ
1
(1− λ)− (1 + λ)x2 , (23)
where i is even. By using Toda integrability of the model, Morozov and Shakirov derived the
2-point generalization of the Harer-Zagier 1-point function [26],
C(2k+1)(2m+1)
(2k + 1)!!(2m + 1)!!
= coefficient of x2k+1y2m+1λN in
λ
(λ− 1)3/2
arctan( xy
√
λ−1√
λ−1+(λ+1)(x2+y2))√
λ− 1 + (λ+ 1)(x2 + y2) ,
C(2k)(2m)
(2k − 1)!!(2m − 1)!! = coefficient of x
2ky2mλN in
λ(λ+ 1)x2y2
(1− λ) (λ− 1 + (1 + λ)(x
2 + y2))−1(λ− 1 + (1 + λ)(x2 + y2) + (λ− 1)x2y2)−1
−λ(λ+ 1)xy
(1− λ)3/2 (λ− 1 + (λ+ 1)(x
2 + y2))−3/2arctan(
xy
√
λ− 1√
λ− 1 + (λ+ 1)(x2 + y2)). (24)
However, it should be noted that it is difficult to give the higher correlators in this way. Recently
Mironov and Morozov presented a compact formula for correlators by finite sums over Young
diagrams of a given size [27],
Ci1i2···il(N) ≡ OΛ =
∑
R⊢|Λ|
1
dR
χR{tn = 1
2
δn,2} ·DR(N) · ψR(Λ), (25)
where Λ = {i1 > i2 > · · · > il > 0} and R are the Young diagrams of the given size
∑
k ik,
and DR(N), χR{t}, ψR(Λ) and dR are respectively the dimension of representation R for the
linear group GL(N), the linear character (Schur polynomial), the symmetric group character and
the dimension of representation R of the symmetric group S|R| divided by |R|!. Furthermore, a
representation of the correlators in terms of permutations is given by [28]
Oσ =
∑
R⊢m
ϕR([2
m]) ·DR(N) · ψR(σ), (26)
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where ϕR([2
m]) are the symmetric group characters.
Let us turn to consider the Virasoro constraints in (22)
W˜ 2l ZG = 0, l ∈ N. (27)
The constraint operators yield the Witt algebra
[W˜ 2l1 , W˜
2
l2 ] = (l2 − l1)W˜ 2l1+l2 , (28)
and null 3-algebra
[W˜ 2l1 , W˜
2
l2 , W˜
2
l3 ] = 0. (29)
When l 6= 0, by using the expression (21) to calculate left-hand side of (27), we obtain
∞∑
i=1
iti(C2 · · · 2︸ ︷︷ ︸
l
i(N) +
∞∑
i1=1
C2 · · · 2︸ ︷︷ ︸
l
ii1(N)ti1 +
1
2!
∞∑
i1,i2=1
C2 · · · 2︸ ︷︷ ︸
l
ii1i2(N)ti1ti2 + · · · )
+(N2 + 2l)(C2 · · · 2︸ ︷︷ ︸
l
(N) +
∞∑
i1=1
C2 · · · 2︸ ︷︷ ︸
l
i1(N)ti1 +
1
2!
∞∑
i1,i2=1
C2 · · · 2︸ ︷︷ ︸
l
i1i2(N)ti1ti2 + · · · )
−(C2 · · · 2︸ ︷︷ ︸
l+1
(N) +
∞∑
i1=1
C2 · · · 2︸ ︷︷ ︸
l+1
i1(N)ti1 +
1
2!
∞∑
i1,i2=1
C2 · · · 2︸ ︷︷ ︸
l+1
i1i2(N)ti1ti2 + · · · ) = 0. (30)
From the fact that the constant term in the left-hand side of (30) should be zero, we have
C2 · · · 2︸ ︷︷ ︸
l+1
(N) = (N2 + 2l)C2 · · · 2︸ ︷︷ ︸
l
(N). (31)
Taking the special constraint operator W˜ 20 in (27), it is easy to obtain
C2(N) = N
2. (32)
Thus from (31), we obtain
C2 · · · 2︸ ︷︷ ︸
l
(N) =
l−1∏
j=0
(N2 + 2j). (33)
By collecting the coefficients of ti1ti2 · · · tik in (30) and setting to zero, we have
C2 · · · 2︸ ︷︷ ︸
l+1
i1 · · · ik(N) = (N
2 + i1 + · · ·+ ik + 2l)C2 · · · 2︸ ︷︷ ︸
l
i1 · · · ik(N)
=
l∏
j=0
(N2 + i1 + · · ·+ ik + 2j)Ci1···ik(N), l ∈ N. (34)
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Let us take the constraint operator W 20 in (15), i.e.,
(Wˆ−2 − Dˆ)ZG = 0. (35)
After a straightforward calculation of the left-hand side of (35), we obtain
∞∑
j1,j2=1
(j1 + j2 + 2)tj1+j2+2(Cj1j2(N) +
∞∑
i1=1
Cj1j2i1(N)ti1 +
1
2!
∞∑
i1,i2=1
Cj1j2i1i2(N)ti1ti2 + · · · )
+t21N(1 +
∞∑
i1=1
Ci1(N)ti1 +
1
2!
∞∑
i1,i2=1
Ci1i2(N)ti1ti2 +
1
3!
∞∑
i1,i2,i3=1
Ci1i2i3(N)ti1ti2ti3 + · · · )
+2t2N
2(1 +
∞∑
i1=1
Ci1(N)ti1 +
1
2!
∞∑
i1,i2=1
Ci1i2(N)ti1ti2 +
1
3!
∞∑
i1,i2,i3=1
Ci1i2i3(N)ti1ti2ti3 + · · · )
+
∞∑
j1,j2=1
j1+j2>2
j1j2tj1tj2(Cj1+j2−2(N) +
∞∑
i1=1
Cj1+j2−2,i1(N)ti1 +
1
2!
∞∑
i1,i2=1
Cj1+j2−2,i1,i2(N)ti1ti2
+ · · · ) + 2
∞∑
j1=1
(j1 + 2)tj1+2N(Cj1(N) +
∞∑
i1=1
Cj1i1(N)ti1 +
1
2!
∞∑
i1,i2=1
Cj1i1i2(N)ti1ti2 + · · · )
−
∞∑
j1=1
j1tj1(Cj1(N) +
∞∑
i1=1
Cj1i1(N)ti1 +
1
2!
∞∑
i1,i2=1
Cj1i1i2(N)ti1ti2 + · · · ) = 0. (36)
By collecting the coefficients of t21 and setting to zero, we obtain
C1,1(N) = N. (37)
Similarly, for the case of the coefficients of tl1 with l even, we have
C1, · · · , 1︸ ︷︷ ︸
l
(N) = (l − 1)NC1, · · · , 1︸ ︷︷ ︸
l−2
(N). (38)
Substituting (37) into the recursive relation (38), we obtain
C1, · · · , 1︸ ︷︷ ︸
l
(N) = (l − 1)!!N l2 , for l even. (39)
Motivated by the exact l-point correlators C1, · · · , 1︸ ︷︷ ︸
l
(N) and C2, · · · , 2︸ ︷︷ ︸
l
(N), we now proceed to
derive the general l-point correlators Ci1···il(N). Let us consider the Virasoro constraints in (15)
W 2mZG = 0. (40)
The constraint operators W 2m also yield the Witt algebra (28) and null 3-algebra (29). By means
of (9) and (10), we may rewrite (40) as
(Wˆ−2)m+1ZG =
m∏
j=0
(Dˆ − 2j)ZG. (41)
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Let us focus on the coefficients of ti1ti2 · · · til with
l∑
j=1
ij = 2(m + 1) on the both sides of (41).
Note that the form of (Wˆ−2)m+1 appears to become more complicated very rapidly as one proceeds
to higher power. We may formally express the (m+ 1)-th power of Wˆ−2 as
(Wˆ−2)m+1 =
2(m+1)∑
k,l=1
∞∑
j1,j2,··· ,jk=0
∑
i1+i2+···+il=ρ
i1,i2,··· ,il>1
P i1,i2,··· ,ilj1,j2,··· ,jkti1 · · · til
∂
∂tj1
· · · ∂
∂tjk
, (42)
where ρ =
k∑
n=1
jn+2(m+1) and P
i1,i2,··· ,il
j1,j2,··· ,jk are polynomials in iα, α = 1, · · · , l and jβ , β = 1, · · · , k
.
When jβ = 0 for β = 1, · · · , k in (42), the corresponding terms acting on ZG give the coefficients
of ti1ti2 · · · til with
l∑
j=1
ij = 2(m+ 1) on the left-hand side of (41)
2(m+1)∑
k=1
∑
σ
P
σ(i1),σ(i2),··· ,σ(il)
0, · · · , 0︸ ︷︷ ︸
k
NkeNt0 , (43)
where σ denotes all distinct permutations of (i1, i2, · · · , il). By means of (8), the right-hand side
of (41) becomes
m∏
j=0
(Dˆ − 2j)ZG =
∞∑
s=0
m∏
j=0
(s− 2j)Z(s)G
= eNt0
∞∑
s,l=0
∑
i1+···+il=s
i1,··· ,il>1
1
l!
m∏
j=0
(s− 2j)Ci1···il(N)ti1 · · · til . (44)
From (44), we obtain that the coefficients of ti1ti2 · · · til with
l∑
j=1
ij = 2(m + 1) on the right-hand
side of (41) are
eNt0
∑
σ
2m+1(m+ 1)!
l!
Cσ(i1),··· ,σ(il)(N) =
2m+1(m+ 1)!λ(i1···il)
l!
eNt0Ci1···il(N), (45)
where we denote by λ(i1···il) the number of distinct permutations of (i1, i2, · · · , il).
By equating (43) and (45), we obtain the l-point correlators Ci1···il(N)
Ci1···il(N) =
l!
2m+1(m+ 1)!λ(i1 ···il)
2(m+1)∑
k=1
∑
σ
P
σ(i1),σ(i2),··· ,σ(il)
0, · · · , 0︸ ︷︷ ︸
k
Nk, (46)
where
l∑
j=1
ij is even and m =
1
2
l∑
j=1
ij − 1.
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When particularized to the 1-point correlators in (46), we have
Ci(N) =
1√
2i( i2 )!
i∑
k=1
P i0, · · · , 0︸ ︷︷ ︸
k
Nk. (47)
Comparing (46) with (25) and (26), we see that (46) is different from the other two expressions.
Hence (46) is a new formula for correlators, where the operators (Wˆ−2)m+1 play an crucial role to
determinate the polynomials in iα, α = 1, · · · , l in the correlators.
For clarity of calculation, let us consider the m = 1 case in (46), i.e.,
l∑
j=1
ij = 4. From the
expression
(Wˆ−2)2 =
∞∑
i3,i4=0
∑
i1+i2=i3+i4+4
(i3 + i4 + 2)t˜i1 t˜i2
∂
∂ti3
∂
∂ti4
+ 2
∞∑
i1,i2=0
i1i2t˜i1+i2+2
∂
∂ti1+i2−2
+2
∞∑
i1,i2,i3=0
(i1 + i2 − 2)t˜i1 t˜i2 t˜i3
∂
∂ti1+i2+i3−4
+ 2
∞∑
i1,i2,i3,i4=0
t˜i1 t˜i2 t˜i3+i4+2
∂
∂ti1+i2−2
∂
∂ti3
∂
∂ti4
+
∞∑
i1,i2,i3,i4=0
t˜i1 t˜i2 t˜i3 t˜i4
∂
∂ti1+i2−2
∂
∂ti3+i4−2
+
∞∑
i1,i2,i3,i4=0
t˜i1+i2+2t˜i3+i4+2
∂
∂ti1
∂
∂ti2
∂
∂ti3
∂
∂ti4
+4
∞∑
i1,i2,i3=0
i2t˜i1+i2+2t˜i3
∂
∂ti1
∂
∂ti2+i3−2
+ 2
∞∑
i1,i3,i4=0
(i3 + i4 + 2)t˜i1+i3+i4+4
∂
∂ti1
∂
∂ti3
∂
∂ti4
, (48)
where t˜j = jtj , we have
P 40 = 8, P
4
0,0,0 = 16, P
1,3
0,0 = 6, P
3,1
0,0 = 18, P
2,2
0,0 = 8,
P 2,20,0,0,0 = 4, P
1,1,1,1
0,0 = 1, P
1,2,1
0 = P
2,1,1
0 = P
1,1,2
0,0,0 = 4. (49)
Substituting (49) into (46), we obtain
C4(N) =
1
22 · 2! · λ(4)
(P 40N + P
4
0,0,0N
3) = 2N3 +N,
C1,3(N) =
2!
22 · 2! · λ(1,3)
(P 1,30,0 + P
3,1
0,0 )N
2 = 3N2,
C2,2(N) =
2!
22 · 2! · λ(2,2)
(P 2,20,0N
2 + P 2,20,0,0,0N
4) = N4 + 2N2,
C1,1,2(N) =
3!
22 · 2! · λ(1,1,2)
[(P 1,2,10 + P
2,1,1
0 )N + P
1,1,2
0,0,0N
3] = N3 + 2N,
C1,1,1,1(N) =
4!
22 · 2! · λ(1,1,1,1)
P 1,1,1,10,0 N
2 = 3N2, (50)
where λ(4) = 1, λ(1,3) = 2, λ(2,2) = 1, λ(1,1,2) = 3 and λ(1,1,1,1) = 1.
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4 Summary
It is known that the partition function of the Gaussian Hermitian matrix model can be obtained
by acting on an elementary function with exponent of the operator Wˆ−2. This operator increases
the grading in the sense (6). Based on the operators Wˆ−2 and Dˆ preserving the grading, we have
constructed theW1+∞ constraints (15) for the Gaussian model, where the constraint operators yield
not only the W1+∞ algebra, but also the closed W1+∞ n-algebra. In contrast with the operator
Wˆ−2, we observed that the operator ∂∂t2 decreases the grading in the sense (13). Another W1+∞
constraints (22) for the Gaussian model have been presented in terms of the operators ∂∂t2 and Dˆ,
where the constraint operators also constitute the closed W1+∞ (n-)algebras. When particularized
to the Virasoro constraints in (15) and (22), respectively, the corresponding constraint operators
give the null 3-algebra.
Based on the Virasoro constraints (27), we have presented the exact correlators C2···2(N) (33).
However, it appears to be impossible to obtain arbitrary correlators from (27). With the help
of another Virasoro constraints (40), we have derived a new formula (46) for correlators in the
Gaussian Hermitian matrix model. Our results confirm that the constraint operators which lead
to the higher algebraic structures provide new insight into the matrix models.
Acknowledgments
We would like to thank the referee for his/her helpful comments. This work is supported by the
National Natural Science Foundation of China (Nos. 11875194, 11871350 and 11605096).
References
[1] A. Mironov, A. Morozov, On the origin of Virasoro constraints in matrix models: Lagrangian
approach, Phys. Lett. B 252 (1990) 47.
[2] F. David, Loop equations and non-perturbative effects in two-dimensional quantum gravity,
Mod. Phys. Lett. A 5 (1990) 1019.
[3] J. Ambjørn, Yu. Makeenko, Properties of loop equations for the hermitian matrix model and
for two-dimensional quantum gravity, Mod. Phys. Lett. A 5 (1990) 1753.
10
[4] R. Dijkgraaf, H.L. Verlinde, E.P. Verlinde, Loop equations and Virasoro constraints in non-
perturbative 2D quantum gravity, Nucl. Phys. B 348 (1991) 435.
[5] H. Itoyama, Y. Matsuo, W1+∞-type constraints in matrix models at finite N , Phys. Lett. B
262 (1991) 233;
H. Itoyama, Y. Matsuo, Noncritical Virasoro algebra of the d < 1 matrix model and the
quantized string field, Phys. Lett. B 255 (1991) 202.
[6] A. Mironov, A. Morozov, Y. Zenkevich, Ding-Iohara-Miki symmetry of network matrix models,
Phys. Lett. B 762 (2016) 196, arXiv:1603.05467.
[7] H. Awata, H. Kanno, T. Matsumoto, A. Mironov, A. Morozov, A. Morozov, Y. Ohkubo, Y.
Zenkevich, Explicit examples of DIM constraints for network matrix models, JHEP 07 (2016)
103, arXiv:1604.08366.
[8] J. Bagger, N. Lambert, Modeling multiple M2’s, Phys. Rev. D 75 (2007) 045020,
arXiv:hep-th/0611108;
J. Bagger, N. Lambert, Gauge symmetry and supersymmetry of multiple M2-branes, Phys.
Rev. D 77 (2008) 065008 arXiv:0711.0955;
J. Bagger, N. Lambert, Comments on multiple M2-branes, JHEP 02 (2008) 105,
arXiv:0712.3738.
[9] A. Gustavsson, Algebraic structures on parallel M2-branes, Nucl. Phys. B 811 (2009) 66,
arXiv:0709.1260.
[10] J.A. de Azca´rraga, J.M. Izquierdo, n-ary algebras: a review with applications, J. Phys. A:
Math. Theor. 43 (2010) 293001, arXiv:1005.1028.
[11] P. Richmond, Higher derivative BLG: Lagrangian and supersymmetry transformations, JHEP
09 (2012) 090, arXiv:1207.1208.
[12] B. Estienne, N. Regnault, B.A. Bernevig, D-algebra structure of topological insulators, Phys.
Rev. B 86 (2012) 241104(R), arXiv:1202.5543.
[13] T. Neupert, L. Santos, S. Ryu, C. Chamon, C. Mudry, Noncommutative geometry for three-
dimensional topological insulators, Phys. Rev. B 86 (2012) 035125, arXiv:1202.5188.
11
[14] M.R. Chen, S.K. Wang, K. Wu, W.Z. Zhao, Infinite-dimensional 3-algebra and integrable
system, JHEP 12 (2012) 030, arXiv:1201.0417.
[15] K. Hasebe, Higher dimensional quantum Hall effect as A-class topological insulator, Nucl.
Phys. B 886 (2014) 952, arXiv:1403.5066.
[16] A.S. Arvanitakis, Higher Spins from Nambu-Chern-Simons Theory, Commun. Math. Phys. 348
(2016) 1017, arXiv:1511.01482.
[17] C.H. Zhang, L. Ding, Z.W. Yan, K. Wu, W.Z. Zhao, OnW1+∞ n-algebra, arXiv:1606.07570v3.
[18] R. Wang, K. Wu, Z.W. Yan, C.H. Zhang, W.Z. Zhao, W1+∞ constraints for the hermitian
one-matrix model, Phys. Lett. B 792 (2019) 329, arXiv:1901.10658.
[19] A. Nedelin, M. Zabzine, q-Virasoro constraints in matrix models, JHEP 03 (2017) 098,
arXiv:1511.03471.
[20] R. Wang, K. Wu, J. Yang, C.H. Zhang, W.Z. Zhao, Generalized q-W∞ constraints for the
elliptic hermitian matrix model, Phys. Lett. B 783 (2018) 241.
[21] A. Morozov, Sh. Shakirov, Generation of matrix models by Wˆ -operators, JHEP 04 (2009) 064,
arXiv:0902.2627.
[22] J. Harer, D. Zagier, The Euler characteristic of the moduli space of curves, Invent. Math. 85
(1986) 457.
[23] C. Itzykson, J.B. Zuber, Matrix integration and combinatorics of modular groups, Commun.
Math. Phys. 134 (1990) 197;
B. Lass, Demonstration combinatoire de la formule de Harer-Zagier, C. R. Acad. Sci. Paris,
Ser. I 333 (2001) 155;
S.K. Lando, A.K. Zvonkin, Graphs on surfaces and their applications, Springer (2003);
I.P. Goulden, A. Nica, A direct bijection for the Harer-Zagier formula, J. Comb. Theory A 111
(2005) 224;
E. Akhmedov, Sh. Shakirov, Gluing of surfaces with polygonal boundaries, arXiv:0712.2448.
[24] A. Alexandrov, A. Mironov, A. Morozov, Partition functions of matrix models as the first
special functions of string theory I. Finite size Hermitean 1-matrix model, Int. J. Mod. Phys.
A 19 (2004) 4127, arXiv: hep-th/0310113.
12
[25] A. Morozov, Sh. Shakirov, From Brezin-Hikami to Harer-Zagier formulas for Gaussian corre-
lators, arXiv:1007.4100.
[26] A. Morozov, Sh. Shakirov, Exact 2-point function in Hermitian matrix model, JHEP 12 (2009)
003, arXiv:0906.0036.
[27] A. Mironov, A. Morozov, On the complete perturbative solution of one-matrix models, Phys.
Lett. B 771 (2017) 503, arXiv:1705.00976.
[28] A. Mironov, A. Morozov, Correlators in tensor models from character calculus, Phys. Lett. B
774 (2017) 210, arXiv:1706.03667.
13
