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INTRODUÇAO 
Durante o outono de 1979 os médicos de New York começaram a registrar um 
número anormal de casos de sarcoma de Kaposi. Esta forma rara de tumores estava 
começando a se manifestar em um número surpreendente de jóvens homossexuais. 
Esta era a primeira indicação do que viria a ser uma pandemia: a Síndrome da 
!muno-Deficiência Adquirida (AIDS) (23). 
O agente etiológico da AIDS é um vírus linfotrópico, chamado "Virus da lmu-
nodeficiência Humana " (HIV) [6), que pode causar uma série de distúrbios imu-
nológicos que levam a uma susceptibilidade a infecções oportunísticas e cânceres. 
Para propósitos de vigilância epidemiológica, o "Center for Diseases Control" 
(CDC) de Atlanta (EUA) definiu a Síndrome da !muno-deficiência Adquirida como 
"uma doença que indica, de maneira confiável, a presença de acometimento imune 
celular (tais como infecções oportunísticas e/ ou sarcoma de I<aposi em uma pessoa 
com menos de GO anos de idade) em um paciente sem nenhuma outra causa conhe-
cicla de comprometimento imunitário" (11]. 
O CDC deu a seguinte classificação para a infecçào por HIV: 
Grupo I: Infecção aguda. A infeção aguda por HIV pode passar totalmente inad-
vertida ou manifestar-se como um quadro gripal de difícil diagnóstico onde a soro-
logia pode ser negativa. 
Grupo li: Assirdomática. É o grupo mais numeroso e de grande importância epide-
miológica. A maioria das pessoas não conhece sua condição de infectado e portanto 
continua manteudo suas atividades, o que as Íé1zem propensas a transmitir infecções. 
Grupo III: Linfoaodenopalia generalizada persistente. Define-se como a inflamação 
dos gânglios linfáticos por um período superior a três meses. 
Grupo IV: Outr-as doenças. Este grupo inclui os quadros clínicos que em geral são 
diagnosticados como AIDS. 
A. Doença constitucional: perda de peso. 
B. Doença neurológica: alterações do sistema nervoso central ou periférico. 
C. Infecções secundárias: infecções oportunísticas que põem em perigo a vida. 
D. Cânceres secundários: como sarcoma de 1\aposi e linfoma cerebral primário. 
E. Outras alterações [2]. 
O HIV é transmitido principalmente por: 
- Transfusão de sangue infectado, 
-- Uso repetidamente de agulhas contaminadas, 
-- Contato sexual, 
- contato mãe com filho durante a gravidez, no parto e possivelmente du-
rante a Jactância. 
O risco de infecção para um indivíduo, depende de seu comportamento pessoal 
e da conduta do grupo ao qual pertence. Por exemplo, um indivíduo é mais propenso 
a contrair o vin1s se tem múltiplos parceiros sexuais, se tem parceiros sexuais de 
grupos de alto risco, se vive em áreas com grande densidade populacional, se troca 
agulhas quando usa drogas, se tem entre 25 e 30 anos de idade, ou se tem outra 
doença sexualmente transrnissível.[l4]. 
Poucas Yci:cs na história das ciências biomédicas uma nova doenç.a atraiu a 
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atenção de um número tão grande de pesquisadores como a AIDS. A Organização 
Mundial da. Saúde (OMS) estima que o número real de casos de AIDS no mundo é 
mais de cem mil, e 5 a 10 milhões de indivíduos são portadores do vírus HIV [25). 
O problema. de Saúde Pública mais urgente a ser resolvido atualmente, é plani-
ficar estratégias efetivas p·ara minimizar a destruição causada pela AIDS. Os modelos 
matemáticos podem ajudar à comunidade médico/científica a entender e antecipar 
sua propagação em diferentes populações e avaliar as diferentes linhas de ação com 
o objetivo de controlar a epidemia. Comumente, os modelos matemáticos epide-
miológicos modelam epidemias fazendo um ajuste de dados depois que ela terminou 
ou depois de ter atingido o equilfbrio endêmico. Este é o caso da gonorréia e do 
sarampo. Agora, no entanto, estamos enfrentando o problema de criar modelos no 
início da epidemia., com parâmetros variáveis e dados incompletos. O problema é 
agravado pela grande variabilidade do período de incuba.çào. Até o ano de 1988, o 
período de incubação ainda não tinha atingido o máximo (casos de transfusão de 
sangue). 
Serão necessários pelo menos 20 anos para se poder ter urna. visão completa da 
distribuição do período de incubação [8]. 
Os modelos matemáticos propostos até agora, pretendem dar uma estrutura 
lógica que organize a informação existente sobre a AIDS, num esquema coerente e 
sugerir coleta. de novas informações numa. ampla variedade de tópicos, tais como o 
uso de drogas, atividade sexual e as interações entre o virus HIV e o sistema imune. 
Por exemplo, os estudos mostr;:nn que a quantidade de contato sexual e o 
intercâmbio de at;ulhas entre pequenos grupos de alto-risco e grandes grupos de 
pouco-risco, determina que ambos grupos sejam infectados e a. epidemia ava.nce com 
maior rapidez. É necessário também coletar e a11alisar informações sobre tipos de 
contato, para estimar os parâmetros do modelo. 
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Um único modelo que represente todas as questões existentes sobre a AIDS, 
seria muito complexo porque deveria conter muitas variáveis e além do que faltaria 
informações suficientes sobre os valores ela maioria dos parâmetros envolvidos. 
Portanto, devemos desenvolver submodelos sip1plificaclos que respondam per-
guntas específicas. Estes submodelos nos permitirão entender como interagem os 
diferentes fatores na propagação da AIDS. 
Ao propor modelos, primeiramente devemos testá-los para verificar sua con-
sistência com o passado da epidemia, já que não podemos prever o futuro sem antes 
explic.ar o passado. 
De qualquer forma, apresentamos neste trabalho alguns modelos que tentam 
descrever a dinâmica da AIDS e fazemos o uso de simulações numéricas para adaptá-
los à populaçã,o de homossexuais de Campinas. 
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CAPITULO I 
PRELII\1INARES 
Neste capítulo, apresentaremos, sem demonstrações, os principais resultados 
matemáticos que precisaremos na demonstração do Biotcorema 1 do Capitulo IV. 
São resultados relativos à estabilidade de sistemas autônomos não lineares que se 
encontram na literatura (V. [1), [4), [5], [12); [13], [24]). 
Pontos críticos e trajetórias de sistemas autônomos no plano 
Seja o sistema 
1 
dx 
di = g(x, y) 
dy 
di = f(x, y) 
( 1) 
com Xo = x(to) e Yo = y(to). 
O plano - xy denomina-se plano de fase e as curvas definidas por ( x, y) onde 
x = x(t) e y = y(t) sâo soluções de (1), chamam-se ÓTbitas ou tmjciórias. Soluções 
diferentes podem ter a mesma trajetória. 
Quando nas funções g(x,y) e J(.r,y) Il<W figura explicitamente a variável t, 
diz-se que o sistema acima. é auiônonw. 
( :r1, !11) é urn ponto crlt i co ou de fquiHbrio. 
Seja P = (x 1 , y1) um ponto crítico isolado do sistema (1). Seja CJ {:r 
1 
x(t),y = y(t)} uma trajetória arbitrária do sistema acima c seja D(t) = [(x(t)-
x1) 2 + (y(t) - y1)2Jll2 a distância de um ponto arbitrário em cr ao ponto crítico 
(x1, yi). O ponto de equilíbrio P = (x1, y1 ) é dito estável se, e somente se, para todo 
é > O existe 8 > O, tal que qualquer trajetória contendo o ponto (x(t*), y(t*)), para 
o qual D(t*) < 8, então D(t) <é, para todo t ~ t"'. 
Um ponto de equih'brio P(x1 ,y1) é dito local assintoticamente estável se, e 
somente se, ele é estável c existe 8* >O, tal que se D(t*) < 6*, então 
lim x(t) = x1 e lim y(t) = Y1 
X-tOO y-tOO 
Um ponto de equilíhrio isolado P(x 1 , y 1 ) é dito global assintoticamente estável 
se é local assintoticamente estável para qualquier [;• > O. 
Se um ponto de cquih'brio não é estável, diz-se instável. 
Sistemas quase-lineares 
Consideremos o seguinte sistema autônomo não-linear: 
! 
~~=G(x,y) 
dy 
- = F(x,y) 
dt 
(2) 
Suponhamos que o sistema (2) tenha como ponto de equilíbrio a origem (0,0). 
Assumiremos, ainda, que em uma determinada vizinhança da origem, as 
funções G e F podem ser escritas na forma aproximadamente linear, isto é, 
tais que: 
G(x,y)=ax + by + g(x,y) 
F(x,y)=cx + dy + f(:r,y) 
. J(x,y) 
lnn -----=0 
(x,y)--(0,0) (2:2 + ~/)l/2 . 
2 
Nessas condições, diz-se que o sistema é quase-linear. Além disso, podemos 
considerar a origem como ponto de equilibrio do sistema linear associado: 
l 
dx 
-- = ax + by 
dt 
dy 
-=ex+ dy. 
dt 
Teoren1a 1 [13) "Consideremos o sistema quase-linear autônomo: 
com ad - be -::/= O . 
l 
dx 
-d = ax + by + g ( x, y) 
t 
dy 
dt =ex+ dy + f(x, y) , 
(3) 
Sejam m 1 c 1n 2 as raízes da equação característica do sistema linear associado. 
Então: 
1) Se m 1 e m 2 são reais c negativos ou complexos conjngados com parte real 
negativa, então (0,0) é um ponto de equilíbrio assintoticamente estável. 
(2) Se rn 1 ou m 2 são positivos, ou complexos com parte real positiva, então o 
ponto de equilíbrio (0,0) é instável." 
Teorema de Lyapunov [4] "Seja f : D c IFC' -+ IR um campo continuamente 
diferenciável, tal que f(O) = O. 
C . l . ' di f(-) - ( ) ons1c cre ü sJstema autonomo - = x , con1 x = x 1 , x2 , ... , Xn . dt 
Seja a fnnção de Lyapunov V : D c JJr --1 1R continuamente diferenciável tal 
que: 
(1) F(O) ,~-=O 
( 2) V ( x) > O, se x i- O 
(3) V satisfaz uma das seguintes condições: 
d 
a) dt V(t)::;; o para todo X E n,x i- o 
d 
b) dt V(t) <o para todo X E n,x i- o 
d . 
c) dt V(t) > o para todo X E n, X i- o. 
Se a função de Lyapunóv satisfizer a uma das condições a), b) ou c), então o 
ponto de equilíbrio x = O será, respectivamente: 
a) estável 
b) assintoticamente estável 
c) instável. " 
Teorema de Poincaré-Bendixson [12] "Consideremos o sistema autônomo: 
dx G 1 ) -d = lX,y 
t 
dy 
- = F(x y) dt l. 
onde as funções G e F têm derivadas parciais continuas num domínio D. Seja D1 
um subdomínio de D e seja R a região consistindo de D1 e sua fronteira, tal que 
nenhum ponto de equilíbrio do sistema pertença a R. 
Se existe uma solução x = x(t), y :-= y(t) do sistema e um \·alor t = t 0 , tal que 
x(t),y(t) E R para todo t 2: t 0 , então x = x(t), y = y(t) é uma trajetória fechada, 
isto é, uma solução periódica, ou então x = 2·(t), y = y(t) se cspiraliza em direção a 
urna trajetória fechada quando t -+ oo. Em qualquer caso o sistema dado tem uma 
4 
solução periódica." 
Teorema de Bendixson-Du Lac [13] "Seja. o sistema 
1 
dx 
- =-= G(x, y) 
dt 
dy 
dt = F(x,y). 
Suponhamos que as funções 
domínio simplesmente conexo D. 
G c F têm derivadas parCJaJs contínuas num 
S 
BG BF . l D _ 
c - + - tem o mesmo sma ern , en tao 
ax 8y 
nao existe nenhuma solução periódica. do sistema dado, inteiramente contida em 
D." 
Teorema de Perron-Frobenius [24] "Seja A 2: O uma matriz n X n irredutível. 
Então, 
(1) A tem um autovalor real positivo igual a seu raio espectral (p(A)). 
(2) a p(A) existe em correspondência um autovetor i> O. 
(3) p(A) cresce quando qualquer entrada de A cresce. 
( 4) p( A) é um auto valor simples de A." 
Obs: p(A) é definido por: 
p(A) = max 1>-i\ , 
l<t<n 
onde À; são os autovalores de A . 
Teorema (:Método dos multiplicadores de Lagrange) [1] "Sejam X c Y 
espaços de Banach, U aberto em X, fi : U .....__..... IR , i = O, 1, ... , m, F : U --r Y 
uma aplicação estritamente diferenciável no ponto i. 
Consideremos o problema do extremo: 
fo(x) ---r extremo; 
5 
com F(x) =O,f;(x):;, O, i= 1, ... ,m (1) 
O símbolo J;(x) S O significa que a i-ésima restrição é da forma J;(x) =O, ou 
j; (X) ::; 0 OU j; (X) ~ Ü. 
A funçào de Lagrange para o problema (1) é: 
m 
.C(x,y*, >., Ào) = :L>.J;(x) + (y*,F(x)), 
i=O 
onde À= (>. 1 , ... , Àm) E JRm , À0 E IR, y* E Y são os multiplicadores de Lagrange. 
Se x fornece um extremo local ao problema (1) e se a imagem I A1 F'(x) é um 
subespaço fechado de Y*, existem multiplicadores de Lagrange fj*, ~' ~0 , para os 
quais se verifica: 
a) a condição de equilzôrio da função de Lagrange relativa a x: 
.Cx(i, fj*, :\,:\o) =O ; 
b) a condição de concordância de sinais: 
,\0 ~ O para o problema de mínimo, 
Ào ::; O para o problema de máximo, 
~ > 
/\<0, i=1, ... ,m. 
c) as condições de não rigidez complementar: 
~di ( x) = O, i = 1, ... , m . 
Observação: a notação ~i ~ O, significa que se J;(x) > O, então À; < O e se 
J;(x)::; O, então:\;~ 0." 
6 
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CAPITULO li 
l\10DELO BÁSICO PARA A PROPAGAÇÃO DO HIV, 
NUMA POPULAÇÃO HOMOGÊNEA 
Introdução 
Neste capítulo, analisaremos um modelo de desenvolvimento da Aids, numa 
população homogênea de tamanho N(t), variável, proposto por Anderson e al. [3]. 
O tipo .de população considerada é de uma mistura homogênea ou uniforme, isto é, 
a probabilidade de contato entre um elemento susceptível e um infectado é a mesma 
para qualquer par da população. 
Além disso, calculamos também o limiar da epidemia e o estado estacionário 
endêmico, mostrando que este último é assintoticamente estável. 
Fazemos ainda a análise do sistema de equações em períodos iniciais, para ob-
ter algumas informações sobre o tempo de duplicaçãoda epidemia e a previsão do 
r:rttlnero de aidéticos. 
Finalmente, realizamos algumas simulações numéricas usando dados estimados 
por Anderson e al. [3], da "San Francisco City Clinic Cohort", e fazemos uma análise 
comparativa com os dados de Campina.<;. 
O modelo matemático proposto é baseado no seguinte esquema compartimen-
tal: 
u ---+ w 
1 
f L 
Figura 1. 
É um modelo simples que apresenta a propagação do HIV numa população homos-
sexual, onde temos as seguintes variáveis de estado: 
X(t): número de susceptíveis 
Y ( t): nÚmero de sorop o si ti vos 
A(t): número de aidéticos 
Z(t): número de soropositivos que não desenvolvem a doença, 
e os seguintes pa-râmetros: 
U · taxa de recrutamento de susceptíveis 
p: taxa de mortalidade natural ou competitiva 
8: taxa de rnorta.lidade aidética 
À: probabilidade de adquirir a infecção de um parceiro escolhido aleatoriamente 
fJ: probabilidade de transnussão da doença 
c: número de parceiros sexuais por unidade de tempo 
p: proporção de soropositivos que desenvolvem a doença 
8 
v: taxa de contamina~·ão (considerada constante neste modelo). 
As equações 
O modelo baseado no diagrama da figura 1, pode ser representado pelo seguinte 
sistema de equações diferenciais: 
Análise do I\1odelo 
dX T fiY 
- = U - f-LX - ,\eX ,\ = -
di ' N 
dd~ =,\eX- (v+ fl)Y 
dA ( ) dt = pv Y - ó + f-l A 
dZ ( )}" Z -= 1-pv -1L.1 
dt 
N(t) = X(t) + Y(t) + A(t) + Z(t) 
(1) 
(2) 
(3) 
(4) 
(5) 
Faremos o desenvolvimento analítico do modelo proposto, definindo algumas 
características essenciais para se entender sua dinâmica: 
a) Limiar endêmico 
Definimos a taxa reprodutora básica~: como o número de infecções secundárias 
que tem origem a partir de uma infecção primária. Logo, se RD > 1, então tcrn-se 
9 
uma epidemia. 
Veremos agora como se pode obter uma aproximação do valor Ro: 
Suponhamos que na equação (2), para t = O, é introduzido um indivíduo in-
fectado, numa população de susceptíveis, livre de qualquer outra infecção. Teremos 
inicialmente que X -;::::: N quando t =O, logo: 
(6) 
Como o período de incubaçãol/v, é muito menor que a média de vida esperada 
de um susceptívclljp, então v>> p, logo: 
dY T 
-;[t-;::::: (f3c- v)Y = v(f3cjv- 1)} (7) 
Assim, o limiar endêmico procurado é dado por: 
Ro ~ f3cjv > 1 (8) 
Neste caso, a taxa reprodutora básica vem dada em termos do número de 
parceiros sexuais c, a probabilidade de transmissão f3 e o período de incubação da 
doença 1/v. 
b) Estado estacionário endêmico 
Quando começa uma epiderrua, o sistema de equações (1)--(5), tende ao estado 
estacionário endêmico (X*, Y*, Z*,A*), que é obtido da seguinte forma: 
Somando as equações (1)-(4) membro-a-membro, ternos: 
dN 
-- = U - JLN - 8A 
dt 
e igualando a zero as equações (1)-(4) e (9), obtemos o pon~o de equilfbrio: 
U- pN* A. = -----'---
6 
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(9) 
dA . . ( ó + 11) A* 
Mas, - = O 1mphca Y* ~= ---- . & pu 
Fazendo dz =O, obtemos z* = (1 - p)vY* jp. 
dt 
Substituindo Y* em Z*, temos Z* = (1-- p)(8 + 11)(U- pN*)jp8p, 
dY 
e fazendo-= O, temos 
dt 
X*= (v+lt)N*jj3c. 
Finalmente, 
N* = X* + Y* + Z* + A* . 
Substituindo estes valores já calculados, obtemos: 
N* = cj3 U_[f:l ( ó + 11 + v) + vó ( 1 - p)] 
(v+ Jl)[fl{cj3(8 + fl)- pv8}] 
c) Estabilidade do sistema 
Mostraremos em seguida que o estado estacionário endêmico (X\ Y*, z·, A*) 
é assintoticamente estável. 
A derivada jacobia.na do sistema (1)-(5), no ponto de equih'brio endêmico é 
dada por: 
DF= 
,6cY• (N* -x•) 
-p,- (N•)2 
(icY•(N*-X") 
(N•)2 
o 
o 
O polinômio característico de DF é 
,6cX"(N*-Y•) 
(N•)2 
pv 
(1--p)v 
(JcX • Y • §_eX • }'" 
(N•)2 - (N•) 2 
pcx•y• _ pcx•y• 
(N•) 2 (N•)2 
--(8+p) 
o 
o 
-- f1 
det(-\1- DF)= (À+ Jt)l::. 44 + (1- p)v!::.42 =O, 
onde 
11 
-012 
À - (122 
-a32 
---(l13 l 
----(223 
,\ -- (133 
-al4] 
-(124 
-a34 
com 
{JcY*(N*- X*) {JcX*(N*- Y*) 
an = --p- · (JV*)2 , a12 = ---[N·) 2 --, 
{JcX*(N•- Y*) 
an = (N•)2 -(v+ p), a33 =pu, a34 = -(5 + p), a31 = a34 =O 
Sabemos que p, {3, c, 5, v, X*, Y*, z·, A*, N* são positivos e O< p < 1. Também 
temos que: 
(N* ---X'") > O , (N*- Y'") > O. Logo, 
{JcX'"(N*- Y*) [(N*- }''*) ] 
a22= (N*)2 -(v+p)=(v--1-,u) N* --1 <0 
isto é, 
(-) (-) (-) (-) (-) (-) 
oll a12 013 oll 0]3 úH 
DF1 = (+) (-) (-) DF2 = (+) 
(-) (-) 
021 an 023 ' 02J 023 02i 
o (+) (-) o (+) o 0.~)2 033 023 
Obs: t;) significa que o elemento aij da matriz DFk é negativo, e ~t) significa que 
o elemento a;j é positivo. 
Vamos ana1isar agora o valor de ,6. 44 : 
1v1ostrarcrnos que cada a; é positi,·o: 
12 
i) o:1 correspondc ao traço negativo da matriz DF}, isto é, 
Como cada elemento da diagonal da. matriz DF1 é negativo, então a 1 >O. 
ii) a 2 corresponde à sorna dos menores principais da matriz DF1, logo 
Analisando os sinais dos a;j correspondentes, concluímos que 0:2 também é 
positivo. 
iii) a 3 = - dct DF]. e 
Logo, a:3 > O. 
Vamos analisar agora o valor de .642 : 
i) 
Como au e a23 são negativos e a 34 = O, então 1 1 > O. 
i i) 
Analisando os sinais dos aij da matriz D F2 , concluímos que /z > O. 
iii) ; 3 = -- det DF2, c 
13 
como a33 e a11 são negativos e a14 , a21 positivos, logo { 3 > O. 
Voltando ao polinômio característico de DF: 
(À+ p)(,\3 + a 1À
2 + azÀ + a3) + (1- p)v(À3 + {1À2 + {zÀ + /3) =O 
À4 + (a1 + J1 + (1- p)v)À3 + (a2 + pa1 + (1- p)v{I)À2 
+(a3 + J-Laz + (1- p)viz)À + (JW3 + (1 -- p)v/3) =O. 
Temos então, que os coeficientes do polinômio característico de DF são posi-
ti vos. Logo, pela regra de sinais de Descartes [21], cada raiz do polinômio, deve ser 
negativa ou ter a parte real negativa. Portanto, o estado estacionário endêmico, é 
localmente assintoticamente estável. 
Estapas iniciais da epidemia 
Podemos obter informações interessantes, analisando o sistema durante suas 
etapas iniciais. Neste caso, X ~ N e a equação para o crescimento da classe Y, vem 
dada por: 
que tem como solução 
dY 
-- = v(I4J- 1)Y 
dt 
Y(t) = 1'(0) exp[v(F4J- l)]t = Y(O) exp(d) , ( 10) 
onde Y(O) é o número inicial de soroposit.ivos introduzidos na população de sus-
ceptíveis; r = v(Ro - 1) é a taxa de crescimento intrínseco, que é positiva somente 
se I4J > 1, isto é, se a epidemia existe de fato. 
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Outra informação interessante, é o tempo de duplicação da epidemia, isto é, 
quando 
Y(td) = 2Y(O) , 
que pode ser obtido diretamente da equação (10), ou seja, 
Portanto, quanto maior for a taxa reprodutora básica, menor será o tempo de du-
plicação de infectados. 
Substituindo (10) na equação (:3) para pacientes com Aids, temos: 
Logo, 
9_:::~ = pvY(O) exp(rt)- (8 + ft)A 
dt 
exp(5 + ;t)t~!!_ + exp(ó + p)t(ó + p)A = pvY(O) exp(rt) exp(ó + ;t)t 
dt 
d(exp(8+p)tA) Y(O) ( ~ ) ---'-- d = pu exp r + 6 + JL t . 
t 
A(t) -- A(O) = exp(-(ó + p)Jt lt pvY(O) exp(r + 8 + p)sds. 
. 1 
A(t)- A(O) = pvY (O) exp[-(8 + p)]t--,-[exp(r + b + p)t- 1) 
· r+o+JL 
Como nas etapas iniciais da epidemia, se supôe que A(O) = O, então 
pvY(O) . 
A(t) = 
6 
[exp(rt) -- exp( --(8 + p))t]. 
r+ +p 
1.5 
(11) 
Simulação do Modelo 
Na primeira simulação, empregamos os parâmetros epidemiológicos sumariza-
dos na tabela 1, que correspondem aos parâmetros estimados pela "San Francisco 
City Clinic Cohort" no período 1978-1985, descritos por Curra.n e al. [7] e Jaffe e 
ai. [16]. 
Tabela 1 
Sumário dos parâmetros estimados 
Parâmetro Valor 
R{) 5,15 
1/v 5 anos 
jJ 1/32 anos 
p 0.3 
fj 1 (anot 1 
/3c 1,03 
u 13333,3 
As condições iniciais utilizadas na simulação são: 
JV(O) = 100.000, .. :r(O) = 99.999, Y(O) = 1, A(O) = Z(O) =O 
O resultado da simulação do modelo pode ser visto nas figuras 2-A e 2-B. 
Observa-se nas figuras o padrão oscilatório amortecido das variáveis, tendendo ao 
equilíbrio estável: 
(X, .. y· z·"' A*)--· ("' 0 ::-r::1 47 ~?r:: '>'Y) ..,1..,? '"C'Q) , , , - lo.OO 1 .1~0,~~~.1 f,~.lu . 
Observamos que o número de infectados atinge um máximo aproximadamente 
18 anos depois da introdução J.o vinis HIV na população e o número de casos de 
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AIDS atinge um máximo aproximadamente 19 anos depois. 
O mesmo resultado anterior agora expresso em proporções está representado 
nas figuras 2-E c 2-F. O número de casos de AIDS se estabiliza em 0,79% da po-
pulação em estudo. 
Os casos acumulados de AIDS, resultado da simulação do modelo com os dados 
ela "San Francisco City Cohort", estão representados na figura 2-I. Observamos por 
exemplos, que para t = 20, o número ele casos acumulados é 3.5.150 pessoas. 
Na segunda simulação, correspondente aos dados de Campinas, obtidos no 
Núcleo de Vigilância Epidemiológica do Hospital das Clínicas da UNICAMP, em-
pregamos os parâmetros epidemiológicos sumarizados na tabela 2. 
Tabela 2 
Sumário doa parâmetros estimados 
(Campinas) 
Parâmetro Valor 
Ro 3,96 
1/v 6 anos 
fi 1/40 anos 
p 0.3 
8 1/1,13 anos 
fJc 0,66 
u 10.000 
As condições iniciais utilizadas são: 
N(O) = 100.000, X(O) = 99.999, Y(O) = 1, A(O) = Z(O) =O 
Os resultados da simulação do modelo com os dados de CampiHas, pode ser 
visto nas figuras 2-C e 2-D. Observa-se nas figuras o paJr,io oscilatório amortecido 
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das variáveis, tendendo ao cquihbrio estável: 
(X*, Y", z•, A*) = (93.251, 40.150,186.618, 2.209). 
Observamos que o número de infectados atinge um máximo aproximadamente 
30 anos depois da introdução do vírus na populaçã.o (YMAX = 99.588) e o número 
de casos de AIDS atinge um máximo aproximadamente 31 anos depois (A~.1AX = 
5.383). 
O mesmo resultado anterior, agora expresso em proporções está representado 
nas figuras 2-G e 2-H. O número de casos de AIDS se estabiliza em 0,68% da po-
pulaçã.o em estudo. 
Os casos acumulados de AIDS, resultado da simulação do modelo, estão repre-
sentados na figura 2-I. Observamos por exemplos, que para t = 20, o número de 
casos acumulados é 1.094 pessoas e para t = 31, o número de casos acumulados é 
36.226 pessoas. 
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CAPÍTULO III 
MODELO l'v1ULTICOMPARTIMENTAL PARA A PROPAGAÇAO 
DO HIV, NUT\1A POPULAÇÃO HOMOGÊNEA 
Introdução 
Neste ca.pítulo, analisaremos um outro modelo de desenvolvimento da Aids, 
numa população homogênea de tamanho N(t), variável, proposto por E. Massad 
[19]. 
Essencialmente, t;tl modelo é uma ampliação do analisado no capitulo anterior, 
proposto por Anderson c Jvlay [3], com algumas modificações específicas, corno por 
exemplo: um indivíduo infectado pelo HIV pode seguir uma das três trajetórias 
clínicas, 
i) a Aids propriamente dita, 
ii) o chamado " Aids-Related-Complex" (ARC), uma síndrome caracterizada 
por uma linfadenopa.tia gener;:tlizada e algumas ca.racterísticas da Aids, e finalmente, 
iii) uma pessoa infectada pode permanecer assintomática indefinidamente (so-
ropositi vos sadios). 
Para ser diagnosticado com ARC, um indivíduo tem que apresentar um sJn-
toma, um sinal c uma anormalidade la.boratorial da lista elaborada por Danícls, a 
qual é citada por Massad [19]. 
Fazemos uma aná.lise do sistema de equ<tr~ões, para obter o limiar da ('pidcruia 
c o ponto de equilibrio endênüco. 
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Finalmente, os resultados da simulação foram comparados com os dados cpi-
derniológicos da "San Francisco City Clinic Cohort", descritos por Curran e al [7], 
e Jaffe at al [16J. 
O modelo 
tal: 
O modelo matemático proposto é baseado no seguinte esquema compartimen-
JL 
Figura 3 
[I] ------7 JL 
w~ (!r+6) 
i 
É essencialmente o mesmo modelo apresenta,do no capítulo anterior, diferindo 
daquele por incorporar o estado clínico AHC como condição .inicial. 
O modelo consider<l uma comunidade homossexual de tamanho N(t), variável, 
consistindo de oito tipos de indivíduos: 
X(t): número de susceptíveis, 
Y1 (t),Y2 (t),l'3(t): mímero de infectados de cada grupo, que dep~nclem do cs-
tado clínico que eles descm'olvcm após um período de incubação, 
A(t): número de aidóticos,· 
Z(t): número de soropositivos sadios, 
W(t): número de indivíduos na forma ARC definitiva, 
V(t): número de indivíduos na forma ARC "pré-Aids", 
e os seguintes parâmetros: 
U: taxa de recrutamento de susceptíveis, 
11: taxa de mortalidade natural, 
8: taxa de mortalidade aidética, 
/3;: probabilidade de transrnissã.o da doença para cada classe de infectados 
c: número médio de parceiros sexuais por unidade de tempo, 
1/v, 1/01,1/02: período de incubaçã.o para cada classe de infectados (onde el + 02 = 
v). 
As equações 
O modelo b;:tscado no diagrama da figura 3, pode ser representado pelo seguinte 
sistema de equações diferenciais: 
~ ~~~ = U- ((31c + (3,c + (33 c)XY / N- !'X 
dY1 . , -dt = f3Ic){ YjN- (JL + 01 + 02 )1 1 
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(1) 
(2) 
(3) 
i 
I 
Análise do modelo 
d13 (3 X ,'jN ( -}' -dt = 3c } -- fl + v) ~' 
JZ Z - = vY1 -11 _.) àt ' 
dN 
--- = U - 1uV - 8 A 
dt 
(4) 
(.5) 
(G) 
(7) 
(8) 
(9) 
Em seguich definiremos algumas características essencia.is do modelo para en-
tender sua dinârn1ca, através de seu desenvolvimento analítico. 
a) Limiar endênlico 
No início clct epidemia, a grande maioria da comuuidade é susceptível (X ;::;;; N). 
O crescimento de infcct~tdos é, portanto, aproximadamente exponencial: 
9_~~ = (!3c ·-- (11 + v))Y 
dt 
( 1 o) 
sendo D = --~- o tempo durante o qual os iudivíduos permanecem infectados, a 
JL i V 
taxa reprodutora bitsica R0 , 'ê dada por: 
( 11) 
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teremos, apos a. integraÇão de (lO) e a.plícando (11 ), 
Y(t) = Y(O)exp(((Ro -1)/D)t) (12) 
Conhecendo-se o tempo que esta. população leva. para se duplicar, td, pode-se, 
a partir da equação (12), estimar a taxa. reproputora básica. R{J: 
(13) 
O va.lor de fJc pode então ser estimado igualando-se (11) e (13): 
(14) 
b) Estado estacion<:irio endêrnico 
O sistema de equações (1 )--(9) exibe oscilações amortecidas tendendo a um 
ponto de equilíbrio estável, desde que R{) seja maior que 1. 
As componentes do ponto de equilíbrio endêmico são: 
·v• "''*( '/f-' ./\. = J\' J.l +V) JC 
'J* TT/( ) 7\!* '(> I ~= u ,JL +v -···fln j 1Jc 
A*= (U -- fLN")/8 
lF~ = (Od3t/(!1(fl + v)))((UfJc- p(p + v)N*))/((fJc) 2 ) 
V*= (02j3lcX*Y*)j((f1 + 04)(p + v)N*) 
r. vj33c (UlJc -- p(fl + v).N*) z = ----- --------------
fl(/1 +v) (;5c)2 
onde Pi = /3,c / (i1 + v). 
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Simulação do modelo 
E. Massad simulou numericamente o rnod.clo, 11sando o programa DIFSOL [19]. 
A simulação empregou os parámetros epidemiológicos sumarizados na, tabela. 
3. Os resultados da. simulaçiio foram comp<trados com os dados epidemiológicos da 
"San Francisco City Clinic Cohort", descritos por Curran c al [7] e Jaffc e al [J 6]. 
Considerando as quz~.ntidadcs Y(t) = Y1 (t) + Y2 (t) + 1'3(t);,B = ,81 + ,82 + ,83; e 
v= 02 + OJ, as equações (2), (~)) e ( 4) podem ser tratadas corno uma única ccp1ação: 
dY 
dT == (JcXY/N - (;t + v)Y (15) 
Tabela 3 
Sumário dos parâmetros estimados 
Parâmetro Valor 
Jk) 5.7134 
td 7.5m 
,Bc 1.3443 
/31 c 0.258 
f12c O.OG·1 
f3:~C 0.678 
l/v 4.5 anos 
u 91.6G6 
fl 1/75 anos 
b 1 ano 
o1 0.2v 
02 0.8v 
As condiçôcs inicidis utilizadas nas simulações são: 
e lV(O) = F(O) = A(O) = Z(ü) :--=O . 
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O resultado da simulação do modelo da Aids pode ser visto na figura 4. 
Observa-se na figura o padrão oscilatório amortecido das variáveis, tendendo a um 
equilíbrio estável. 
Os casos acumulados de Aids, resultado da simulação do modelo, são compa-
rados aos dados de Curran e al [7] na tabela 4. A forma gráfica desta tabela está 
representada pelo histograma da figura 5. 
Tabela 4 
Casos de Aids acumulados por ano. Resultado da simulação 
comparada aos dados de Curran e al 
Ano Curran c al Modelo 
78 o o 
79 o 1.9 
80 2 5.3 
81 14 1.5.3 
8') l ~ 41 40.4 
8:3 84 90.8 
84 ] 66 165.5 
----------
A proporção de soropositivos estimadas pelo modelo é comparada com os dados 
dos mesmos autores na tabela 5, cuja forma gráfica pode ser vista na figura C. 
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Tabela 5 
Porcentagem de Soropositivos. Comparação 
dos dados de Curran c al com o modelo 
Ano Curran c al Modelo 
78 4% 0.5% 
79 12% 1,6% 
80 24% 4,8% 
81 35% 13,57% 
82 46% 32,40% 
83 57% 58,11% 
$4 68% 78,36% 
Na tabela 6 e na figura 7 é analisado o comportamento do modelo frente à 
variação da taxa reprodutora básica ~ 
Tabela 6 
Comportamento do modelo frente à variação de RD 
!lo Pico de Casos 
--~------
1 20,0 
2 29,9 
3 54,8 
4 70,9 
5 81,9 
6 89,2 
7 94,6 
10 104,2 
13 107,3 
1.5 110,0 
20 112,3 
-~--~------
O comportamento do modelo frente à variação de 1/ ó, o tempo de sobrevi da 
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dos pacientes com Aids, cxpres'io novamente em termos do pico de casos, pode ser 
visto na tabela 7 e figura 8. 
Tabela 7 
Comportamento do modelo frente à variação de 1/b 
1/bo Pico de Casos 
3 23,0 
4 30,8 
5 39,8 
6 45,0 
8 55,3 
9 67,.5 
12 85,0 
17 112,0 
24 150,0 
40 213,0 
A tabela 8 e figura 9 mostram a variação do pico de casos como função do 
período de incubação da doença. 
32 
Tabela 8 
Comportamento do modelo frente à variação do período de incubação (P.I.) expresso em anos 
----·-------
P.I. Pico de Casos 
2 115,9 
3 108,2 
4 90,8 
5 81,7 
6 73,6 
7 66,5 
10 52,6 
12 45,9 
15 38,4 
20 30,8 
·----
O padrão temporal do número de casos de Aids é mostrado na figura 10, para 
dois valores diversos do período de incubação ( 4,5 e 10 anos), nos primeiros 25 anos 
de epidemia. 
Conclusões 
O modelo apresentado neste capítulo, proposto por E. Massad [19), embora 
contenha muitas simplificações, pode proporcionar alguns resultados epidemiológicos 
importantes. 
Um dos resultados mais interessantes elo modelo é mostrado na figura 7, onde 
o número rnáxi1110 de casos de Aids é relacionado a 11o. Como R{J = /3cD, a variação 
de Ro na figura 7 pode ser encarada como uma variação em c, o número mé~clio ele 
parceiros sexuais. Para valores RD > 10, existe uma variação muito pequena no 
número máximo de casos. Por outro lado, para valores de !?0 menores que 10, uma 
pequena va.ri<tção neste parâmetro causa uma importante vanaçao no máximo de 
casos. Este efeito tem uma consequéncia epidemiológica importante. Na ausência 
de vacina ou tratamento específico, as alterações culturais relativas aos hábitos se-
xuais é o único meio de controle efetivo. 
Como, para a comunidade estndada o valor de R0 está em torno de 6, vale de 
fato a pena reduzir o número médio de parceiros sexuais. 
Na figura 8, nota-se que um aumento no tempo ele sobrevida implica num au-
mento do número máximo de pacientes. Este fato, é devido ao ma.ior número de 
pacientes sobreviventes que podem ser "contados", o que implica num número de 
casos maior. lsto não quer dizer que um aumento na sobrevida resulte em maior 
incidência da doenr;a. 
Nas figuras 9 e 10 vemos o efeito da vanaç.ao do período de incubação IJO 
número máximo e no número de casos novos. Aqui também temos um aparente 
paradoxo: quanto maior o período de incubaçã.o, e portanto, maior a probabilidade 
de iníectar um outro susceptível, menor é o número máximo de casos e o número de 
casos novos. Isto é cxplic.--ulo pelos indivíduos que permanecem por mais tempo no 
compartimento anterior de infectados, ainda não doentes. 
Também pode ser visto na figura 10, que a epidemia, atinge um valor máximo 
após um intervaJo de aproximadamente 1 O anos, decaindo em seguida para se esta-
bilizar num HÚmero baixo Je casos novos após alguns anos, mesmo sem nenhuma 
medida de controle. De fato, parece que a doença atingiu seu máximo no ano ele 
1986 (nos ETJA) e j;~ começou a decair. 
Uma importé~nte questão permanece, a. saber, se os indivíduos infcdantcs per-
manecem, ou não, ínfcctautcs para o resto da vida. O modelo considera os pacÍcl!tcs 
com ARC c Aids C(Hno não iufedantcs, uma vez que estes tendem a ser segrega-
dos pela comunidade. Os soropositivos sadios, entretanto, por nã.o aprcscnt;nem 
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qualquer sinal de doença, podcri<tm, se infcctantcs, serem grandes propagadores da 
doença. No modelo estes são considerados infectados mas não mais infcctantes. 
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CAPÍTULO IV 
MODELO COMPARTIMENTAL GENERALIZADO 
-PARA A PROPAGAÇAO DO HIV, 
EM POPULAÇÕES HETEROGÊNEAS DE HOMOSSEXUAIS 
Introdução 
Neste capítulo, assim como nos anteriores, apresentamos um modelo compar-
. timental para a propagação do HIV em uma população homossexual. 
Os modelos anteriores consideravam uma população homogênea, onde o tipo 
de mistura era uniforme. No modelo deste capítulo, proposto por Jacquez e al. [15], 
a população é dividida em subgrupos conforme os graus de atividade sexual. Ana-
lisaremos três tipos diferentes de mistura: restrita, proporcional e escolhida, dando 
maior ênfase na segunda, que corresponde de certa forma à generalização do modelo 
de Anderson e May [3]. 
Além disso, generalizamos a definição clássica de taxa reprodutora básica, de-
finida no segundo capítulo; para mostrar que em populações heterogêneas, em geral, :·'. ·. '~ 
o limiar endêmico é {3Dc..,, onde c.., é a média :de contatos por infectado~ -Em ~ 
guida, calculamos limites superiores para o número máximo de infectados no estado 
estacionário endê~co, propostos por Kaplan e Lee (17]. 
Finalmente, realizamos algumas simulações numéricas, usando os mesmos da-
dos do segundo capítulo. 
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l\1odelo de expansao numa população homossexual 
O modelo matemático proposto é baseado no seguinte esquema compartimen-
tal: 
Figura 11 
Suponhamos que a população esteja subdividida em n-subgrupos, de acordo 
com o número de contatos por unidade de tempo. O esquema da figura 11, representa 
o modelo compartimental do i-ésimo grupo. Neste modelo não existe migração entre 
os grupos, eles interagem por meio de contatos sexuais. Para o i-ésimo grupo, as 
variáveis de estado são: 
X;(t): número de susceptíveis 
Yi(t): número total de infectados, e 
A;(t): número de aidéticos. 
Desde a primeira iufecç:.1,o até o desenvolvimento da Aids, o infectado passa 
m 
por uma seqüência de rn etapas, Yi1 , li2, ... , 1im, com l'i I)ir· Estas etapas 
r=1 
modelam a evolução da doença no período de incubação. 
Assim, o modelo consiste de um conjunto de n modelos SI [22], que interagem 
por meio de contatos entre os susceptíveis c infectados dos submodelos. 
Temos ainda os scgu.illtes piirâmetros, já definidos no capítulo anterior: 
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U;: taxa de recrutamento de susceptíveis do i-ésimo grupo (considerada constante 
neste modelo) 
p: taxa de mortalidade competitiva ou natural (considerada constate para X; e "Y;· 
e pequena em relação a !c) 
8: taxa de mortalidade aidética 
Pijr: probabilidade de transmissão, isto é, a fração de contatos entre um susceptível 
do grupo i e um infectado de }jr· Neste modelo, f3ijr varia somente com 
r ((Jijr = {3,.) 
c;: taxa de atividade sexual. Corresponde ao numero de contatos sexuais por 
pessoas do grupo i, por unidade de tempo 
E os novos parâmetros: 
p;j: proporção de contatos de uma pessoa do grupo i, com pessoas do grupo j. 
k: taxa de transferência fracionária de Yir para Yi,r+l· 
O Modelo 
De acordo com a notação anterior, o valor 
representa a taxa de susceptíveis do grupo i que e infcct.ada, por contatos com 
membros de Yjr· 
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Assim, o modelo baseado no diagrama da figura 11, pode ser representado pelo 
seguinte sistema de equações diferenciais 
Í . n m y. 
X"· = -e-X·"""' p· · """'(3 _ _2_r- - jLX· + U· 
~ t 1 1 ~ •J L..t r X. + y , 1 
;=1 r=1 J J 
n m y 
yl.l = --c- X. """' p . . """' (3 _ __}_!___ - ( k + fl.) },0: I' 
1- 1 L..t IJ L..t r X.+ y. 1 
J=l r=1 J J 
lir = kYi,r-1 - (k + p)Y;r , r= 2, ... , m 
(1) 
(2) 
(3) 
(4) 
Este modelo difere ern alguns aspectos dos modelos epidemiológicos comumente 
utilizados, já. que: 
(1) Na maioria deles o tamanho da população é constante, isto é, a natalidade é 
igual à morta.lidade. 
(2) O modelo inclue uma seqüência de etapas, que correspondem às fases de m-· 
cubação da doença. 
(3) Usamos um tipo de mistura diferente, denominada mistura escolhida. 
Uma conseqüência importante destas mudanças é que as taxas de variaçào de 
susceptíveis não são funções quadráticas em relação a X; e Y;, e sim funções racionais 
não lineares. 
I\1odelando a~ etapas da infecção 
Os subgrupos Y; 1 , ... , 1·im indicam a progressao nas etapas da infecção que 
culminam no desenvolvimento da Aids. Se I' == O, a função de densidade do período 
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de incuba.çãD pa,ra uma cadeia de m compartimentos com coeficiente de transferência 
uniforme k, é a distribuição Gama com m inteiro: 
(5) 
Esta distribuição tem moda (m -1)/k, média mfl• e variãncia m/k2 . 
Para f1 > O e para. uma entrada de impulso unitário com }~ 1 em t = O, a quantidade 
que sai de }im em t é: 
(G) 
A quantidade que sai. de 1im é a razão km /(k + f.l)m da quantidade injetada. 
1·1istura e a }natriz de mistura 
A mistura entre os grupos, é especificada pela matriz P = (p;j), que chamare-
mos : matriz de mistura. Os elementos Pij indicam a proporção de contatos de um 
indivíduo do grupo i com indivíduos do grupo j. 
Restrições 
A matriz de mistura está sujeita a duas restrições. Como os elementos sao 
proporções, a soma de cada linha deve ser 1: Lj Píi = 1. 
Além disso, o número de contatos por unidade de tempo do grupo com o 
grupo j, deve ser igual ao número de contatos de j com i, isto é: 
(7) 
Em seguida, examinaremos os trê's tipos de mistura que trataremos neste 
capítulo: restrita, proporcional e escolhida. 
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Tviistura restrita ou segregada 
Neste tipo de mistura, todos os contatos são restritos dentro do mesmo grupo, 
conscquentemente, p;; = 1 e P é a matriz identidade. 
Mistura proporcional ou aleatória 
, 
E utilizada na maioria dos modelos epidemiológicos que envolvem populações 
heterogêneas. 
A taxa de contatos do grupo i com o grupo j é igual a: 
Xi + 1j 
Pii = Cj C para todo i,j (8) 
onde 
(9) 
consequentemcnte, Pé uma matriz cujas linhas são iguais. 
Nas próximas seções daremos ênfase a este tipo de mistura, porque: 
i) equivale à mistura uniforme do modelo básico, 
ii) requer dados rninimos e é mais fácil de calcular, 
iii) Kaplan e Lce[l7], mostram que "basta" analisar este tipo de mistura, para 
obter uma boa aproximação do número máximo de infectados no estado estacionário 
endêmico. 
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Mistura escolhida 
Para este tipo de mistura, reservamos taxas arbitrárias e distintas para os 
contatos dentro de cada grupo, e os contatos não reservados estão sujeitos à mistura 
proporcional. 
Neste caso temos: 
c;(1- p;)(X; +li) 
p;; = p; + (1 - p;) '\"" . (1 _ )(X + Yz) , Lk Ck Pk k k 
(10) 
(11) 
Nas equações (10) e (11), p; é a taxa dos contatos do grupo i, reservada para 
contatos dentro do grupo. Observamos que "p; = O para todo i", implica mistura 
proporcional, enquanto que "p; ::= 1, para todo i", significa mistura restrita. 
Análise Qualitativa do sistema 
LemLrarnos que o sistema (1)-(4), difere em três pontos fundarr1entais do sis-
tema genérico, que inclui os modelos SI, SIS, SIR e SIRS [22], que são: 
(1) Os termos em interação não são quadráticos, mas são funções racionais com 
d . d . , . X;Yj enornma ores vanave1s: X. + y. 
) ) 
(2) O modelo incorpora diferentes etapas de infecciosidade, com graus de contágio 
diferentes. 
( 3) As taxas de contato p;j podem depender dos tamanhos dos vários subgrupos, 
portanto devem variar com o tempo. 
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O seguinte teorema resume os resultados teóricos para nosso sistema (1)-(4): 
Bioteorema 1. "Consideremos o sistema (1 )-( 4) com fl > O e uma mistura restrita, 
proporcional à escolhida. Então, 
i) Existe um conjunto C compacto, conexo, invariante, no octante não negativo, de 
modo que todas as soluções que começam em C permanecem em C para todo 
t > O. 
ii) O estado estacionário não-endêmico: Xi = U;j fl , Yi = O, para todo ·i, sempre é 
uma solução estacionária de (1 )-( 4). 
iii) Existe uma função f dos parâmetros c uma constante b com a propriedade que 
quando f(À) < b o equilíbrio não endêmico é a única solução estacionária, e 
quando f( À) > b, aparece também um ponto de equilíbrio endêmico do sistema 
(1 )-( 4). 
iv) Para o caso de mistura restrita, quando f()..) < b, o equilíbrio não-endêmico 
é globalmente assintoticamente estável. Quando f(>-) > b o equilíbrio nã.o-
cndêmico é instável e o endêmico é localmente assintoticamente estável. 
Para JL = o, o equilíbrio não-endêmico ocorre quando xj tende a +oo e 1i = o. 
Neste caso não existe conjunto compacto invariante." 
Obs. A propriedade iii) é apalisada na seção seguinte deste trabalho. 
Demonstraç5o 
i) Para JL > O, seja 1'·/i 
.Ni(t):::; U;jp, para todo t. 
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Em particular, 
X; 2: O , rir 2: O , A; 2 O , para todo i, r} 
é um conjunto compacto, conexo, invariante em R:j'1 . 
De fato, somando as equações (1)-(4), membro a membro, temos: 
(12) 
onde 8 - fl > O. 
11ultiplicando a desigualdade 
c integrando de O a T, temos: 
T T T la N; exp(flt )dt + la JlN; exp(Jlf )dt ~ la U; exp(flt )dt ( 13) 
Fazendo: 
u = exp(Jli) , dv = N;dt 
e integrando por partes: 
Substituindo em (13) 
Como N;(O) ~ U;j {L, então 
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Logo, N;(T) < UJp., para todo T. 
Para terminar a demonstraçào de que C é invariante, devemos mostrar que as 
soluções que começam nas fronteiras X; = O ou Yir = O de C movem-se em direçãD 
a C. Por exemplo, quando Xi .= O, );i = U; > O, logo a órbita move-se em direçãD 
a C; e quando 1ir =O, li, ~O, portanto, a órbita move-se em direção a C, também. 
Observação: Para f.l = O, a solução do sistema, com condições iniciais X;(O) 
Xf > O, Yir(O) = O, A;(O) =O é 
que tende a infinito quando t -t +oo. 
ii) Para p > O, podemos obter diretamente que: 
X i = Utf p , Yi1 = · · · = Yim = A; = O , 
é o equilíbrio não-endêmico. 
Para p = O, o estado correspondente é 
iii) Na seção seguinte, calcularemos o limiar endêmico e estados estacionários 
os quais são listados na tabela 9. Quando os parâmetros do sistema (1)-(4), se 
encontram abaixo do limiar, temos um único equilíbrio, que não é endêmico; c se 
este limiar é excedido, aparece um novo equilibrio, que é o endêmico. 
iv) Como não existe intcr:ação entre as subpopulações no caso de misturares-
trita, então podemos analisar uma só, sem perda de generalidade. 
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Duas características especiais de nosso modelo são o papel da morte e a multi-
plicidade das etapas da doença. Estudaremos duas generalizações do sistema (1 )-( 4 ), 
introduzindo estas complicações uma de cada vc-.z;. 
Primeiramente, an<tlisarcmos o papel da morte competitiva p, no modelo. 
Neste caso, as equações são: 
r · -o:XY X = ---- -- 11X + U X+Y 
· o:XY 
Y= X+Y--(l~+p)Y 
. ~ 
Â = kY- 8A. 
\.. 
(14) 
(15) 
(16) 
Como as duas primeiras equações são independentes de A, podemos considerá-
las isoladas. 
Analisaremos inicialmente o caso em que f1 = 0: 
"" 
X
·r _ -o:XY U -----+ 
X+Y 
~ Y= aXY -kY 
(17) 
(18) L X+Y 
Quando ~Y =O, temos a curva Y = U Xj(o:X- U), e fazendo }'=O, obtemos 
as retas 
Y =O e 
o:-k 
Y= ----X. 
k 
Existem dois casos particulares a serem analisados, segundo o sinal de o -- k: 
(a) Se o:- k < O, as isóclinas se interceptam como na figura 12. Neste caso, 
todas a~ ôrbiL<LS tendem <l )( = oo, Y =O. 
Além disso, todas as .órbitas são monotonicameiJte decrrscent.es em Y, "de modo 
que V(X, Y) = Y é uma função de Ly<tpunov [14-] p;•ra este sistema 
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k 
Figura 13 
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b) Quando o: - k > O, as isóclinas são como na figura 13. Podemos provar 
diretamente que a derivada. jacobiana do sistema tem determinante positivo e traço 
negativo, de modo que seus autovalores têm parte real negativa [10]. Portanto, o 
equilíbrio endêmico é localmente assintoticamente estável, qmmclo existe. 
Tornando X = O e Y = O, obtemos 
u 
e y• = k ' 
que corresponde ao ponto de equilíbrio endêmico. 
Para provar que este ponto é globalmente assintoticamente estável, usaremos 
o critério Je Bendixson Du Lac [10] para excluir a existência de órbitas periódicas. 
Primeiro, multiplicamos as equações (17) e (18) por 1/Y. Isto mudará a mag-
nitude do campo vetorial do sistema, mas não a direção dos vetores. O novo sistema 
é dado por: 
}' =-o:X-- k 
X+Y 
O traço do jacobiano deste sistema é: 
. . 
ax ay -aY ax -a 
ax· + 8Y =(X+ Y)2 --(X+ Y) 2 = (X+ Y) <O ,para todo par (X, Y) 
Pelo critério de Bendixson -Du Lac, não existem órbitas periódicas e pelo Te-
orema de Poincaré-Bendixson [13], todas as órbitas tendem ao equilíbrio endêmico. 
Analisaremos agora o caso 11 > O, isto é, 
y - --o:XY - X U 
.. - X+Y 11 + 
"V}/' 
• 0:.-"1. (k ,,/ y = ---- - -+ ")1 
X+Y ' 
Tomando X =O, obtemos as curvas: 
y = X(U- pX) 
(o:+ p)X- U 
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e ao fazer }'· = O, obtemos as retas 
Novamente, temos dois planos de fase, de acordo com o sinal de [a- (k + p)]. 
y 
Figura 14 
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Figura 15 
(a) Se a- (k + p) < O, as isóclinas se interceptam como na figura 14. Cla-
ramente, percebemos que o equilíbrio não-endêmico ( U f p, O), é o único estado es-
tacionário não nulo, globalmente assintoticamente estável, já que V(X, Y) = Y é 
uma funçã.o de Lyapunov para este sistema., isto é, o número de infectados decresce 
monotonicamente a zero sobre qualquer curva de solução. 
b) Se a- (k + fl) >O, as isóclinas estão representadas na figura 15. Utili-
zando o jacobia.no, podemos mostrar que o equilibrio endên1ico é localmente assin-
taticamente estável. E aplicando novamente o teorerna ele Poincaré-Benclixson e o 
critério de Bendixson-Du Lac, provamos que o equilíbrio endêmico é globalmente 
assintóbcamente estável qu;mdo existe. 
Portanto, concluímos que a propriedade (iv) é válida para o ~istema (H)-(15), 
que mode1a a propagação da doença para o caso de uma única etapa da infecção, 
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com uma mistura restrita.. 
Agora, ampliaremos este modelo, permitindo múltiplas ctapa.c; da doença: 
( 19) 
(20) 
"'!:>. -- k·}'· --- (k -+· /')}'· ). - ') no IJ- J-1 ")1 --~, ... , ''· (21) 
. . 
Fazendo X = O e }j = O para j = 1, ... , m, obtemos o equilíbrio nã.o endêmico 
X* = U / fl e lj* =O para j = 1, ... , 1n . 
Usando a mudança de coordenadas S = U/i-t-X, o sistema (19)--(21), torna-se 
Agora, corno 
escrevendo 
; eX L B , , S = -- ·} · - J.LO X+ y . ; J 
}j=kYj_1 -(k+p)1j, j=2, ... ,m 
X y 
---=1----
X+Y X+Y 
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(22) 
(23) 
(24) 
s í --p cj31 c/32 CPm-1 cf3m 
yl I o cj31 - ( k + p.) c/32 cf3m-1 cf3m 
1"2 l o k -(J.~+Ll) o o y o o o k --(k+Ji) m 
cY 
L: /3j }j ----
X+Y 
s cY 
Yí X+Y 
'E,(3j}j 
X y2 + 
o 
Y,n 
o 
Fazendo X= (S, 1"í, ... , Ym)T, podemos escrever este sistema como: 
X = AX + Q(X) , onde 
(1) A= ( -JL * ) 
O A1 
(2) A1 é uma matriz Metzler, isto é, todas suas entradas fora da diagonal são não 
negativa..s. 
(3) Q(X) = o(X), isto é, Q(X)/IIXII -tO, quando X-tO. 
( 4) Q(X) ::S O, para todo X no domínio de definição. 
Agora, provaremos que quando o ponto X = O é localm~nte estável, então é 
globalmente cst?.vcl [18]. 
Suponhamos que os parâmetros c, Pi, k, são estritamente positivos, e portanto 
A1 é irredutível, isto é, alguma potência de A1 , tem entradas não nuias. 
Como A1 é uma matriz :tv1ctzlcr irredutível, sua transposta A[, também é. 
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Logo, pelo Tcorermt de Perron-Frobenius [24], A[ tem um único autovalor r (li-
miar endêmico) com a parte real maior; este autovalor r· é real, tem multiplicidade 
algébrica e geométrica unit<lria, e tem um autovetor associado v em IRm com com-
ponentes positivas. 
Quando r· < O, A{, A1 e A têm somente autovalores com partes reais negativas. 
Neste caso, X = O é localmente assintoticamente estável. 0 
1v1as 
Para mostrar que é globalmente estável, usaremos a função de Lyapunov: 
V(S, Y) 
V(S, Y) =(o, vl(S, Y) = v7 Y 
\lV(S, Y) · (S, }r) 
[ ~t ]· [AX + Q(X)) 
[ ~' ]· [ ~ ;, l [ ~ l + [ ~' l Q( S, Y) 
[ ~' ]· [ ,,sA~1~y l + (0, v )Q(S, Y) 
vT A1Y + (o,v)Q(S, Y) 
= 1·v 7 Y + (o,v)Q(S, Y) :S: O ,pois A1v = rv. 
já que v > O, Y 2: O, Q ::; O e r < O. 
Ainda mais, Í7 = O se, somente se, Y = O. Quando Y = O, o sistema (22)-
(2 .. 1) se reduz a S' = --pS, logo todas as soluções tendem a zero quando t _,. oo. 
Estas afirmações irnplicun que o equilíbrio não-êndemico é assintoticamente est;ivel 
quando r< O. 
Se T > O, a ongem e instável. Os cálculos mostram que existe um noYo 
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equilíbrio, que é único. Em seguida, provaremos que este equilíbrio endêmico é 
localmente assintoticamente estável. 
Analis<tremos a estabilidade local para o caso f1 = O, pois a prova para o caso 
J.l > O é similar. Também por simplicidade de notação, faremos m = 2. Neste caso 
(19)-(21) vem dada por: 
}2 = kY1 - k~ , onde Y = 1í + 1'2 . 
S . q (31 + P2 o •J:b . dA . ' eJa fJ = --- eqmu no cn emiCD e: 2 . 
e a condição limiar: 
e/3m --- > 1 
k 
(25) 
(26) 
(27) 
(28) 
(29) 
O polinômio característico da derivada jacobiana do sistema (25)-(27), no 
equilíbrio endêmico (28) é: 
onde ai= ( -l)i+l vezes a soma dos (i x i)-menores principais da matriz jacobiana. 
Usando o mesmo argumento do segundo capítulo, isto é, mostrando que cada 
ai é positivo, pela regra dos sinais de Descartes, cada raiz do polinômio é negativa 
ou tem parte real negativa. Portanto, o eq11ilibrio endêinico é localmente assintoti-
carnente estável. 
Embora as numerosas simulações numcncas sug1ram que a estabilidade do 
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equilíbrio endêmico se relacione com o limiar e que o equilíbrio endêmico parece 
ser globalmente assintoticamente estável, para os casos de mistura proporcional e 
escolhida, o problema fica ainda em aberto. 
Estados estacionários c limiares endêmicos 
Nesta seção analisaremos os resultados de estados estacionários e limiares, para 
f1 = O .. Como o tipo de estudo é o mesmo para p > O, é o dlculo para f1 > O é 
complicado, apresentaremos os resultados para p = O, como um guia para se obter 
os de p > O. [Vide Apêndice de [15]] 
Estados estacionários para fl = O 
Existe um <"-Stado estacionário, quaiJdo }j = O, para todo j. Isto implica que 
X; = Ui, e a população de susceptíveis cresce sem limite. 
Analisaremos os estados estacionários quando Xi e l'i sao ambos zero, para 
todo i. 
Os valores X i e li nestes estados estacionários, são denotados por X; e Yt, res-
pectivament.e. Para p = O, as equações ( 1 )--(3) são reduzidas, no estado estacionário, 
a: 
/ 
n rn }/~ 
U; = c;X; L Pij L f3r )(~ : Y" 
;=1 r=l ·· J J 
(30) 
I 
I ] n m ·v.· U· 
I
~ Y* . X* '\:""' '\:""' !J JT -- I 
il = kci i ~PiJ ~f)r x~ -t~···- k 
;=I r=l J J 
(31) 
},. }'" ui . l.'' = ;,,_1 = k- , para·,.= 2, ... , m. (32) 
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Deduzimos de (32) que: 
Y.* = ;::-.. .y• = rnU; 
1 ~ 1T ~· • 
r=l · 
No estado estacionário endêmico, o tamanho da população infectada é uma 
expressão bastaute simples e é independente do tipo de mistura em consideração. 
Este fato faz com que os cálculos para p = O, sejam muito mais simples que pa.ra 
p >o. 
Os estados estacionários dependem dos valores médios de f3r 
Das equações (15) e (16), teinos que: 
[! U y.• 
Y.• --- _j . }'.* -- m j J e onde y.•r = --
p· k 1 k 1 n~ 
Substituindo este valor em (13) e reordenando, vem: 
(34) 
onde /3 é média dos f3r· 
Mistura restrita 
Para este tipo de mistura, a equação (34) é reduzida a: 
U av·· Yi* i= C;pJl..; X'!'+ y.• 
l 1 
já que p;; = 1, Pij =O, pa.ra í =/: j. 
Fazendo alguns cálculos simples, obtemos: 
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A taxa de infecciosidade, no estado estacionário, é dada por: 
Y* ~cím/ 1~ - 1 ---' - = -==--"---
x; + }~* f3Cim/ k 
a qual define o limiar endêmico em~' para o grupo i: 
- 1 -
f3 > -(m/ k )ci = f3T,í 
Mistura proporcional 
Substituindo a equação (8), para Pii, na equação (34) obtemos: 
Fazendo alguns cálculos, vem 
X*= (mjk)cuUi 
' Ci(Pcu(m/k)-1) 
e 
lT* 
---'---- ( cJcu) [~cu ( m I k) - 1] 
x~ + Y" --
, I 1 + ( cJcu )[f]cu(m/ k) - 1] ' 
- L ciUj 'd' d d · d. 'd . f t d com cu = -
0 
, que representa. a me 1a e contatos os m JVJ uos m ec a os, no 
L j 
estado estacioná.rio. 
Também a taxa de infecciosidade define um limiar endêmico em ~' com a 
diferença que este limiar é populacional: 
- 1 -
f3 > ---- = j3T . 
(mjk)cu 
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!\1istura escolhida 
Quando .substituimos Pii de (10) e (11) na equação (34), obtemos: 
u. __ -!3 .x· ( PiYi* (1 ) 2:: cj(1- Pi )rj* ) 
' - c, i x; + 1i" + - Pi t Cj(l- Pi)XJ +L c;(l- Pi)YJ" 
Definimos: 
J{y = --- L Cj ( 1 -_p.::...;j )_Y..:....j ---
L Cj(l - Pi )Xj + ::>: Cj(1 - Pi )1~ 
como sendo a taxa de contatos com indiv:íduos infectados, em uma mistura propor-
cional. 
Fazendo alguns cálculos, obtemos uma equação quadrática para X;, em função 
de K},, que tem por solução: 
X~= U· ( -P; + {if+(i) onde 
' . ' 2f3ci(1 - Pi)Ky ' 
P; = )3c;(mjk)[(l- Pi)Ky + p;)- 1, 
Q; = 4f3Ci(mfk)(I- Pi)K):-. 
Calculamos as soluções i ter ativamente, isto é, estimando primeiro Ky, logo X;* 
e assim sucessivamente. No apêndice B de [15], se mostra a unicidade do equilíbrio 
endêmico, porque o procedimento iterativo funciona bem e se estabelece o limiar 
endêmico: 
T = Limax{O,l-fici(m/k)pj}Uj 
f3(m/ k) Li cj(1 - Pi )Ui 
Quando T ::; 1, existe um {uüco equilíbrio endêmico e quando T > 1, este não 
... 
eXlSLC. 
Os resultados desta seção são resumidos na seguinte tabela 
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Tabela 9 
Resultados para estados estacionários no caso p = O 
-----------
Restrita Proporcional Escolhida 
x:- (m/k)U; (m/k)U; U;( -P; + /Pl + Q;) 
~ ' /3c;(m/k) -- 1 ( c;/cu )(fJcu( m/ k) - 1 2{Jc;(1- p;)Ky 
y• 
' 
U;(m/k) U;(m/ k) U;(m/k) 
limiar 
endêmico /3 c; (m/ k) .> 1 /3cu(m/ k) > 1 T :::; 1 
li r,; Ijc;(m/k) 1/cu(m/ k) 1/cu(m/k) 
Y* 
1- 73r,d f3 
( c;/cu )[(/3/137 )- 1] QJ2 ' 
x; + y;· 1 + (cJcu)[(/3//37 ) -1) Q;/2- P; + [P? + Q; 
Nesta tabela, 
Q; = 4/3c;(m/k)(l -- p;)IC 
Dependência do equilíbrio em relação aos parâmetros 
Na seção anterior calculamos os estados estacionários e limiares endêmicos, 
agora veremos como os parâmetros do modelo agem sobre os valores de equilíbrio 
e limiares endêmicos. Isto é importante, já que a sensibilidade dos estados esta-
cionários às v<tria.ções dos parâmetros, proporciona informação p-ara planificar es-
tratégias de controle c campanhas educacionais. 
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Nos e<tsos de mistura restrita e proporcional, somente precisamos calcular as 
derivadas da.s entradas nas colun0....s do meio da ta.bcla 9. Embora, par<t mistura 
escolhida, este processo seja mais difícil porque só temos equações implícitas para 
os equilíLrios. Estes c;ilculos são encontrados IJO apêndice D de Jacqucz caL [15]. 
Cada um dos parâmetros serão analisados separadamente, para o caso 11 = O. 
Os result<1dos correspondentes para Jl > O, se derivam diretamente com o mesmo 
método. 
A taxa de atividade sexual c1 
Podemos calndar que para mistura restrita vale: 
(35) 
o mesmo aconLece para mistura escolhida., isto é, 
Para o caso de mistura proporcional, 
éJ){t fJ . Yj* ) 
-- < O c - (-- >O , Vi,j 
OCí OCí X} + Y/ 
(3G) 
Quando a. atividade sexual em qu;dqucr grupll cresce, a taxa de infecção nesse grupo 
cresce também. 
Para mistura cscolbicla, (3.5) é v(tlida p;1ra todo i, c (36) (~válida para todos os 
grupos i, cuja taxa de infecção é menor que a média: 
AnmenL:tndo a atividade sexual dos grupos de baixa atividade, aumenta a taxa 
de infecção de todos os grupos. Por outro lado, aumentar a atividade sexual de um 
grupo <dtarnente infectado, poderia reduzir a população de equilíbrio desse grupo 
gran:mente, de modo que existiriam poucos membros desse grupo, disponíveis para 
iuLerações com outros grupos. Isto realmente diminuiria as taxa de infecção dos 
outros grupos. 
O valor do limi<1r para o subgrupo i diminui quando c; cresce para o caso de 
mistura restrita, e diminui também quando qualquer Cj cresce, para os casos de 
mistura proporcional e escolhida. Isto é, aumentando o nível ele atividade sexual em 
qualquer grupo, é mais provável que o sistemil alcance o equilíbrio endêmico. 
A taxa de transmissão /3ijr 
Na seção anterior, mostramos que os equih1)rios e limiares dependem somente 
da taxa de transmissão média: 
-;- 1~ 1:::... 
IJ- -- ~!3·· -- \.--...(3 t - L t)r- L r· 
rn. r::::l rn r=:l 
Portanto, precisamos trabalhar só com 7J que é uma função crescente de Pijr. 
Para os três tipos de mistura, obtemos facilmente que 
éJX~ 
-=--'- < O e 
é! (-i 
Logo, quando qua.lquer probabilidade de transmissão cresce, a razão de infec-
tados tambén1 aurnenta; ainda, mais, como é mais fcícil scüisfazer a condiçã.o limiar, 
então (~ mais provável que o equilíbrio endêmico seja atingido. 
A taxa de recrutamento subgrupal Ui 
Os resultados para o parfLmetro ui, dependem do tipo de mistura. 
Para mistura restrita, 
oX~ oY* [) ( }'T.* ) _ _:__--'->0 '>0 e ' -O· a ui · ' a ui · a ui x t + }/ - ' 
logo a taxa de infectados e indepeudente da taxa de recruLunento, assm1 con1o o 
limiar. 
Para mistura proporcional, 
Para grupos de pouca 
éJXt auj pode ser negativa. 
.. l l éJXt O 1 . atnnc ace --- > , e para grupos a Lamente aLJvos, 
a ui 
O efeito do crescimento de Uh sobre a taxa de infectados em equilibrio de qual-
quer grupo i, é a mesma para todos os grupos i. Por exemplo~ se ch = rnax Cj, então 
todas as taxas de infectados crescem quando [!h cresce, C se Ch = mÍn Cj 1 então todas 
essas taxas de~;crcscem quando uh cresce. 
Os grupos com taxa de atividade relativamente alta, atingiram o limiar 
endêmico mais facilmente, quando sua correspondente l<txa de recrutamento cresce; 
acontecendo o contrário com os grupos de taxas de contato i:1feriorcs. 
Para o caso de mistura escolhida, os resultados ainda siw nMis complexos. Po-
demos mostrar que para o grupo i, com uma taxa infectaclct <tbaixo da rné,dia, o 
aumento de Ui, <UlrrlCilta o tarnanho do ccplÍlíbrio de x;' Cllt.retanto, tem um efeito 
indeterminado nas populações dos outros grupos. 
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A proporçao da atividade intra-grupal p; 
Para grupos com nível de atividade abaixo da média, o crescimento de p" di-
minui a ta.xa. de infect?..dos para esse grupo, porque reduz as interações com grupos 
mais infectados. 
Quando p; é pequeno, o crescimento de p;, faz com que o equilíbrio endêmico 
seja mais fácil de atingir. 
A média dos períodos de incubação rn/ h 
Quando m/ k cresce, cada. X;* decresce, cada Y/ cresce e cada taxa de infectados 
cresce. O limiar endt~mico cresce, de mudo que é mais provável que o equilíLrio 
endêmico apareça. 
A taxa reprodutora, limiares e estados endêmicos 
A taxa reprodutora 
Uma idóia chave na. teoria matemática das epidemias é o número de casos se-
cundá.rios que um caso pode gerar durante seu período infeccioso. 
Lembraremos esta idéia primeiramente para populações homogêneas c logo a 
geucralizaremos para populações heterogêneas. 
Seja ]) o período illfcccioso médio, c o número d<:> conLttos por unidade de 
tempo e j3 a probabilidade de transmissão num contato. Então, um infectado tem 
a = (3c contatos por unidade ele tempo que podem lc\·ar ~:t transmitir a doença 
(contatos efcti\os). Se Sé a taxa de susccptÍ\'cÍs na popuhç~o, então fJcS' corres-
ponde aos contatos cfebvos com susceptíveis por unidade de tempo. Logo, pcSD 
é o número de contatos efetivos com susceptíveis durante o período infeccioso para 
um infectado. Este número, portanto é o número de casos gerados por infectado e 
se denomina taxa reprodutora R. Se um infectado é introduzido numa população 
de susceptíveis maior, S =-.::: 1, R se denomina taxa reprodutora inicial, R0 = f3cD. 
P<tra. que comece uma. epidemia.. deve existir pelo menos um infectado, R0 deve 
ser maior que um, originando a condição limiar f3cD > 1. 
Quando a epidemia. se desenvolve, a. taxa de susceptíveis decresce e a epidemia 
declina.. Agora., corno declina vai depender se os infectados se recuperam com ou sem 
imunidade ou se morrem. Se aparecerem outros susceptíveis, quer por recrutamento 
ou por recuperação sem imunidade, podemos obter um estado endêmico quando 
cada infectado é substituído por exatamente um infectado, isto é, pcDS = 1. Como 
no estado endêmico, O < S < 1, isto também estabelece a condição 
{3cD > 1 (38) 
Generalização às populações heterogêneas 
Consideremos urna. população heterogênea composta de 11 subgrupos. A ex-
tensão natural da idéia de taxa reprodutora, é considerar uma m.airiz n:pmduiom 
R; cada elerncnt.o R-;1 é o número de casos gerados no grupo i, por um caso de j. 
Assim, Rij deve ser dado pelo produto de: 
(1) o num(~ro de contatos por unidade de tempo, de uu1 infectado em J co!ll 
pessoas do grupo i, CJP.ii: 
(2) A taxa de transmissiío para cada contato de un1 elemento elo grupo j com 
1' (3ji; 
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(3) A fração de susceptíveis em i, dada por S;, c 
(4) A duração media da infecciosiclacle para uma pessoa em j, Dj 
(39) 
Consideraremos populações nas quais a taxa de transmissã.o e a cluraç.ã.o média 
são as mesmas para todos os grupos ((Jji = f3 e Dj = D). Logo, se S é a matriz 
diagonal das taxas de susceptíveis e C é a matriz diagonal de contatos por unidade 
de tempo, então 
onde P é a matriz de mistura. 
Seja Y* o vetor coluna de infectados no estado estacionário. As condições de 
endemicidade detalhada devem ser 
( 40) 
onde, P* é o valor de P no estado estacionário. Denominaremos endcmicidade 
detalhada ou estável, aquela na qual o vetor Y" é reproduzido por componentes. 
Poderíamos definir também outro tipo de endernicidade, exigindo somente que o 
número total de infectados seja constante, mas permitindo que a distribuição sobre 
os subgrupos varie com o tempo. 
Limiar geral para endemicidade global para populações heterogêneas 
Em seguida, mostraremos um limiar gera.l para cndcmicidaclc global para po-
pulações heterogêneas de qualquer tipo. 
Somando as colunas da cquaçã.o (·10): 
J 
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A equação ( 41) pode ser escrita na forma 
[
"' ·("'· s~p":.)c·J''.•] ~ y.· =/3D L-; L.-. I Jl 'J J '\' ·}'.* 
~ ' "'. c. y• ~ cJ J • 
L-; ) ) ) 
('12) 
Notemos que L c)j" é o número total de contatos dos infectados, e o termo 
entre parêntesis é a. taxa de contatos com susceptíveis, que se dcJJominará S'xy; O :S 
Sxy S 1. Dividindo a equação ( 42) por L~-, obtemos a condição para. cndcmici-
dade: 
l = j3DSxycy , (43) 
onde cy é a média ponderada dos infectados, das taxas de contato. Como supomos 
c1ue 2:1'~* > O, então O < S XY < 1 c obtemos a condiçã.o limiar 
f3Dcy > 1 , ( 44) 
análoga à equação (38). 
A equação ( 44) é obviamente um limiar geral estabelecido para todas as po-
pulações, se bem que para usá-lo em qualquer problema particular, devemos conhecer 
r:·, e isto implica resolver os estados estacionários endêmicos desse modelo. Note-
mos que Zy não depende expliciténncnte da estrutura da matriz de rnistura, mas 
depende implicitamente através de seu efeito sobre 1'~*. 
Relação com os resultados obtidos para nosso modelo 
Os resultados obtidos nos modelos propostos, em relação à condiç.ão limiar 
geral ( ,14) para populações heterogêneas, são os mesmos, sah·o o caso fi > O para 
mistura escolhid<t. Não foi estabelecida a relaçào entre o limiar geral e o limi;u- dcst 
caso. 
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Cálculo dos lin1ites superiOres para o número n1áximo de infectados no 
estado estacionário endêmico [17] 
O pior exemplo de mistura entre subgrupos é aquela que maximiza o uúmero 
de infectados no estado de equilíbrio. Nesta parte vamos determinar os limites su-
periores relativos a este máximo, usando somente os dados dos modelos de mistura 
proporcional. Estes limites podem ser muito úteis para os "planificadores" da área 
da saúde, que devem avaliar as consequência.s dos programas de controle. Aplicando 
estes resultados a nosso modelo compartimental, ligeiramente modificado, pCJdernos 
concluir que os modelos de mistura aleatória são suficientes para programas ra.zoáveis 
de controle epidêmico. 
Definição do problema 
Considerando constante a probabilidade de tr<msmissão [3, temos as seguintes 
equações de equil:íbrio: 
Í 
n X-
[r- ) Ycp-- ' f3- u){· =-= O z = 1, .... , n 
• "----' ; J Jl ){- + y r 1 , 
j=l - l l 
l n \:" '\' Yc 1J ______ ::: _ _i__fJ- (Jt + 5)Y =O 1 = 1, ... , n G ) ) ) I ' -. -!- \( I l j=l .\I 11 
( 1S) 
( 4G) 
Nosso objetivo é~ resolver o seguinte problema de otimização: 
Para valores conhecidos n, U; e c; (i= 1, ... , n), e JL, !i c {J, 
m;txHmzar :z=:~ 1 1i (função objdi\·o) 
{p;j, X; 1 .i i : j = l, ... , n} 
(-17) 
sujeito às equações ( 45)-( 116); com X,- ;:::: O e }i > O, 1, ... ,n; c Pii >O, z,J 
1, ... , n. 
Os dados requeridos são n taxas de recrutamento U;, n taxas de atividade sexual 
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ci e as constantes /1,15 e fi. Notemos que estes dados são os mesmos que precisamos 
para os modelos de mistura aleatória ou proporcional. 
Como a solução direta parece impraticável, tentaremos determinar limites su-
periores para a função objetivo (47). 
Limites naturais para o pior caso: 
O pior que poderia acontecer seria que toda a população se tornasse infectada. 
Somando as equações (45) c ( 46), para todos os subgrupos, obtemos: 
n n n 
LU;- f1 LX;- (!1 + 15) L y;. =o' ( 48) 
i o:: 1 . i:::l 
e fazendo X; =O, para todo i, obtemos o ~pior de todos os casos" (toda a população 
está infectada): 
~Y<-1-~u 
6 I- +156 I 
Í=l f1 i=l 
( 49) 
Obtemos outro limite óbvio, fazendo c;= max(cj) para cada i, denotando esta 
] 
taxa de atividade sexual por Cmax· 
Neste caso, o número de infectados no estado estacionário é: 
se Cmax ~ (!L+ 5)/ fJ . 
(50) 
se Crnax > (,u + 15) fJ ; 
Observemos que quando Crnax é muito grande, a desigualdade (.50) tende ao pior 
de todos os casos (equação (49)). 
O modelo de segregação equivalente 
A segun mostr<uemos que qualquer modelo de wi~;tura hctcrogt]J('a nao .. 
aleatória em cqui}íbrio, pode ser substituído por um muclclo de segregM;âo ou rcs-
7J 
trito, preservando o número de infectados por subgrupo. 
O número de infectados em equihbrio do grupo i, é dado por: 
1 n xj 
li = -+ c ~ }jciPii X· + V; f3 , i = 1, ... , n . 
Jl U J=l I I 
(51) 
Para substituir este sistema por outro segregado, onde Pii = 1 e Pii = O, para 
i =/: j; introduzimos novas taxas de atividade sexual C:, de modo que: 
É claro que: 
i=l, ... ,n. 
n 
lici = L }jciPii , i= 1, · · ·, n . 
j=l 
Analogamente à equação (50), temos que: 
se ci < (p, + 6) / f3 . 
seci > (p,+6)j3, i= l, ... ,n. 
Limites para as taxas de atividade sexual segregadas 
(52) 
(53) 
(54) 
Como cada li pode ser expressa em função de ci, vía equação (54), então 
n 
limitando estas taxas de atividade sexual, estaremos limitando Y = 2)i. 
Substituindo a equação (6), na equação (53), temos: 
lici = t(xi + li)ciPii X·}j Y.· , i= 1, ... , n 
j=l J + J 
n 
e como LPii = 1 , então 
j=l 
, 
• i=l 
* li ~ }j { }j } . 1 
ci X· + v: = !- CiPii X. + Y.· 5 Cj m~x Y. , t = , ... , n . 
I I. i J=l J J J Xj + j 
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(55) 
(56) 
I 
(57). 
Sabemos que para o modelo homogêneo, 
y ó 
I = 1. - fli_ • 1 d ,_.. o -v-r--v j3 , z = , ... , n, quan o 1; > . 
. /\.j+1j c; (57) 
Além disso, max{}j/(Xj + }j)) não é maior que o valor dado pela equação 
Substituindo estes resultados na equação (56), obtemos: 
C~ < f + ~ -+ c. ( 1 - j1 + ó ) = c+ ; - 1 7, 
t- j3 'I j3- I)<- l"'l< 
- Cmax 
(58) 
Para }i = O, sabemos que: 
< ~ (p + 6) I fJ ~ ct . 
Logo, os limites definidos em (58), são válidos para as c'[ de todos os subgrupos. 
Assim, temos o seguinte limjte superior o número máximo de infectados em 
equilíbrio: 
n n U· ( fl ) L li= Y ~I:---· 1- ---,-+-
i=l i::=l f1 + Ó C; j3 - Ó 
(59) 
Como ct < Cxnax, a desigualdade (59) é melhor que a anterior (desigualdade 
(50)). 
Limitando a taxa de atividade sexual segregada média 
Em geral, as taxas de atividade sexual segregadas c'i não são iguais às verda-
deiras taxas de atividade sexual c;. Entretanto, existe uma interessante equivalência 
que nos permite limitar a taxa média de risco sexual segregada. Este limite é wenor 
que a média dos ct. 
A equação (53) em: 
r~ n n n 
L Yici = L }'jc; L Pji = L }'jcJ ( GO) 
i=1 i::::l j:::1 
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Assim, o sistema segregado preserva a frequência de contatos sexuais dos infectados 
do modelo de mistura heterogênea. 
Somando as equações ( 45) e ( 46), obtemos, 
U; ::: pX; - (Jl + ó) Yi = O , i = 1, ... , n (61) 
Como o número de susceptíveis e infectados crn cada subgrupo, é igual tanto 
para o sistema segregado como para o sistema originnJ, a equação (61) é válida para 
ambos modelos. 
Multiplicando a equação (61) por e; c somando; logo fazendo o mesmo com ci 
e usando a equação (60), obtemos 
n n n 
L 1ici =L U;c; + J1 zx;(ci- c;). (G2) 
j::::l i=l 
Limitando o segundo termo do lado direito da equação (G2), temos: 
n 
< \.~['· . _ ~ U·(Jl + ó _ ·) '\.""' fLUi(c[ --c;) 
~ J,C, -t L I c, + L é (3- ó 
i=l c;~S//3 j3 c,>ój(J ' 
n 
< I: U;c[ (63) 
Compa.rando termo-a-termo com os limites das taxas de atividade sexual c; e 
supondo que (~naxP j (p + ó) > 1, obtemos a última desigualdade de ( 63). 
Usaremos este resultado para melhorar o llmite do número máximo de ínfecta-
dos na população. 
O limite Lagrangiano 
Fazendo uso da dcsigualda.de (63), definiremos um limite supenor c pMa a 
média das taxas de atividade sexual segregadas, como 
(G4) 
7·± 
Tl 
onde U = L,U;. 
i=l 
A solução do seguinte problema de otimização, melhora o limite da desigualdade 
(59): 
com 
maxnmzar .L?.-=1 Y; ( ci) 
{c i, i = 1 , ... , n} 
1 Tl 
sujeito a -[ L U;c"; s; c 
J i=l 
O< c:< c+ 
-- '- 1 ' 
i=l, ... ,n. 
(65) 
(G6) 
(G7) 
Lembremos que o número de infectados no subgrupo i, como função de ci, é 
dado pela. equação ( 5L1). 
O problema Lagrangiano condicional [1] é dado por: 
rnaxrrTnzar 
{À, ci , i = 1, ... , n} 
sujeito às restrições (67). 
(68) 
Continuando, esboçaremos a solução do problema La.ngragiano condicional. 
O limite do pior caso será o valor da função objetivo do problema Lagrangiano 
condicional usando o multiplicador de Lagrange ótimo À •. 
Introduzimos a seguinte notação para facilitar a resolução: 
Y/\C:):=Y;(c:)-Àl~i(ci-c) 1 i=l 1 ••• 1 71. ( G9) 
Com esta notaç·ão, o problema Lagrangiano condicional é: 
maxumzar 
p, c;, i = 11 ... 1 n} 
\'n y>-(c:) 
L ... :=l 1 'tI (70) 
sujeito à.s restrições (G?), que é cqui\·alcnte a [9]: 
" L max }~\(c7), O :S ( :S ct 
i=1 P.<} 
("11) 
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que por sua vez, é equivalente a: 
(72) 
onde 
• / (;t + b) 
se c, 2::: -h-
(73) 
).. ui . • ) U; ( P ) --(c- c- + --- 1 - ---u I p+5 c'[/3-f 
Primeiramente resolveremos maxY:\(c*), O< c:< c+ na.ra i= 1,2, ... ,n c).. • t 1 - , - 1 r , c, 
fixo. 
O valor ci = O é o máximo local para ci S (p + 5) / (3, e 
(74) 
é o máximo locai para ci > (p +· 5)/ (3, sem considerar a restrição c; S ct. 
Da equação (74), obtemos que: 
,\ ~ U(Jj(p(JL + fJ)) 
C • /-+ '. 1 1 * p+D' orno c; ::::: c;-, o maxnno oca para c; > -jJ e: 
,O - • { O + } . ·- l 2 c1 - rrun c , c1 , z - , , ... , n (75) 
Portanto, dado o multiplicador de Lagrange À, o máximo global será obtido 
por: 
c;().) = (76) 
para i = 1, 2, ... , n. 
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Quando a. condição da. equação (7G) é igual a um, se torna os valores O ou c? 
para as taxa.''> de risco sexual c;().), da forma mais conveniente. 
Portanto, a solução do pior caso, é equivalente a determiuar o multiplicador de 
Lagrange À •, tal que: 
(77) 
As seguintes observações sã.o úteis: 
c? é monotonicamente decrescente em relação a )., 
Àc~1 é monotonicamente crescente em relação a ,\. 
Estas observações implicam que c;().) é rnonotonicameute clecrescciJte em 
relação a )., logo o lado esquerdo de (77) decresce monotonicamente com /\. As-
sim, podemos usar uma simples bissecção no domínio O < À < U fJ / (JL(fl + ô)) para 
determinar À*. 
n 
A figura 16, mostra vários declives verticais em '2.:.U;c';().)jU, devido à dcscon-
i=1 
tinuidade em c7().), que se produz quando a condição da equação (76) é igual a um, 
para algum subgrupo. Tal declive vertical pode começar acima de c e acabar em-
baixo de c. Uma solução para este problema, é permitir que para alguns elcrnentos 
do subgrupo em questâ.o, tomemos uma taxa de risco sexual nula e para o resto do 
subgrupo, uma taxa de risco sexual c'i, de modo que a equaçào (77) seja válida. 
Em resumo, o que fizemos aqui foi determinar o seguinte limite para o uúmcro 
máximo de infectados no estado estacionário 
n 
y ~ L:Y/.(c7(,\*)). (78) 
i=::l 
77 
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Simulação do modelo 
Na simulação numérica , empregamos os parâmetros epidemiológicos sumari-
zados na tabela 10, que correspondem aos parâmetros utilizados por Jacquez c al 
[15]. 
Tabela 10 
Sumário dos parâmetros estimados 
Parâmetro Valor Parâmetro Valor 
cl 24 f.1 1/32 anos 
c2 48 n 0.6 
c3 192 8 1/1,:3 anos 
U1 576 Pn = P21 = P31 0.177 
[}2 384 P12 = P22 = P32 0.235 
u3 240 PIJ = P23 = P33 0 .. 588 
E os seguintes valores para. {J;: 
Tipo I Tipo I1 Tipo IIl 
f1] 0.01 0.012 0.025 
P2 0.01 0.001 0.025 
/h 0.01 0.016 0.025 
!34 0.01 0.023 0.025 
As três sirm:.laçõcs que diferem somente 11os valores dos Pn correspondem a uma 
população diYidida em três subgrupos de~ acordo com o grau de atividade sexual, 
onde o período de incubação tem quatro etctÍ)élS e os grupos se misturam proporcio-
na.lmeiJte. 
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As condições iniciais usadas na simulação são: 
N(O) = 40.000, X1 (O) = 19.200, ..-\'AO) = 12.800, X3(0) = 8.000, l';1 (O) = Y2(ü) = 
Y31(0) = 1, 1í2(0) = Y13(0) = 1';4(0) = Yn(O) = Y23(0) = }24(0) = 1;n(O) = 
}33(0) = Y31(0) =O, A1 (O) = A2 (0) = A3(0) =O. 
Os resultados das simulações do modelo para o tipo I, tipo li e tipo IlJ, estão 
representados nas :figuras ] 7, 18 e 19 respectivamente. Observamos que o número 
de casos de AIDS para o tipo I se estabiliza em: 
Grupo 1: 536 casos/ ano 
Grupo li: 358 casos/ ano 
Grupo III: 324 casos/ ano 
O número de casos de AIDS para o tipo II se estabiliza em: 
Grupo I: 481 casos/ ano 
Grupo li: 338 casos/ ano 
Grupo III: 221 casos/ ano 
E número de casos de AIDS para o tipa III se estabiliza em: 
Grupo I: 510 casos/ ano 
Grupo li: 3~19 casos/ ano 
Grupo III: 223 casos/ ano 
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