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This study focuses on an essential precondition for reproducibility in computational linguistics:
the willingness of authors to share relevant source code and data. Ten years after Ted Pedersen’s
influential “Last Words” contribution in Computational Linguistics, we investigate to what
extent researchers in computational linguistics are willing and able to share their data and code.
We surveyed all 395 full papers presented at the 2011 and 2016 ACL Annual Meetings, and
identified whether links to data and code were provided. If working links were not provided,
authors were requested to provide this information. Although data were often available, code was
shared less often. When working links to code or data were not provided in the paper, authors
provided the code in about one third of cases. For a selection of ten papers, we attempted to
reproduce the results using the provided data and code. We were able to reproduce the results
approximately for six papers. For only a single paper did we obtain the exact same results. Our
findings show that even though the situation appears to have improved comparing 2016 to 2011,
empiricism in computational linguistics still largely remains a matter of faith. Nevertheless, we
are somewhat optimistic about the future. Ensuring reproducibility is not only important for the
field as a whole, but also seems worthwhile for individual researchers: The median citation count
for studies with working links to the source code is higher.
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1. Introduction
Reproducibility1 of experimental research results has become an important topic in the
scientific debate across many disciplines. There now even is a Wikipedia page on the
topic entitled “Replication Crisis,”2 with a description of some of the most worrying
results and links to the relevant studies. In a survey conducted by Nature in 2016,
more than half of over 1,500 participating scientists claim that there is a “significant
reproducibility crisis.”3
For computational linguistics, one might initially be optimistic about reproduc-
ibility, given that we mostly work with relatively “static” data sets and computer
programs—rather than, for instance, with human participants or chemical substances.
Yet, Pedersen (2008) points out in a very recognizable “Last Words” contribution in
Computational Linguistics that it is often impossible to obtain the relevent data and
software. Our study, ten years later, investigates whether this basic prerequisite for
reproducibility is now in a better state.
Reproducing the outcome of an experiment is often difficult because there are
many details that influence the outcome, and more often than not those details are not
properly documented. Observations about reproducibility difficulties have been made
frequently in the past. Bikel (2004), for instance, attempted to reproduce the parsing
results of Collins (1999) but initially did not obtain nearly the same results. Bikel then
continued to show that implementing Collins’ model using only the published details
caused an 11% increase in relative error over Collins’ own published results.
Fokkens et al. (2013) report on two failed reproduction efforts. Their results indicate
that even if data and code are available, reproduction is far from trivial, and they
provide a careful analysis of why reproduction is difficult. They show that many details
(including pre-processing, the experimental set-up, versioning, system output, and
system variations) are important in reproducing the exact results of published research.
In most cases, such details are not documented in the publication, nor elsewhere. Their
results are the more striking because one of the co-authors of that study was the original
author of the paper documenting the experiments that the authors set out to reproduce.
It is clear, therefore, that in computational linguistics reproducibility cannot be
taken for granted either—as is also illustrated by recent initiatives, such as the IJCAI
workshop on replicability and reproduciblity in NLP in 2015, the set-up of a dedicated
LREC workshop series “4Real” with workshops in 2016 and 2018, and the introduction
of a special section of Language Resources and Evaluation (Branco et al. 2017).
Our study extends the study of Mieskes (2017). She investigated how often studies
published at various computational linguistics conferences provided a link to the data.
She found that about 40% of the papers collected new data or changed existing data.
Only in about 65% of these papers was a link to the data provided. A total of 18% of
these links did not appear to work.
In our study, we focus on another essential precondition for reproduction, namely,
the availability of the underlying source code. We evaluate how often data and source
code are shared. We did not only follow up on links given in the papers, but we
contacted authors of papers by e-mail with requests for their data and code as well. In
1 In line with Liberman (2015) and Barba (2018), we reject the unfortunate swap in the meaning of
reproduction and replication by Drummond (2009). Consequently, with reproduction (or reproducibility),
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addition, we investigate to what extent we are able to reproduce results of ten studies
for which we were able to obtain the relevant data and software. Our study is related
to the study of Collberg, Proebsting, and Warren (2015), who investigated the fre-
quency with which they could obtain the source code and data for publications in
ACM conferences and journals, and whether the received code could be compiled. They
found that only in about one third of the cases were they able to obtain and build the
code without any special effort.
Importantly, we also evaluate (a rough indication of) the impact of each study via
the citation counts of each study. Specifically, we assess whether there are observable
differences in impact when comparing papers whose authors share their code directly
(i.e., via a link in the paper) versus those that do not. Because we establish that papers
that provide links to the code are typically somewhat more often cited than papers
that do not, we hope to provide researchers in computational linguistics with addi-
tional motivation to make their source code available.
2. Methods
2.1 Obtaining Data and Source Code
The goal of this study is to assess the availability of the underlying data and source
code of computational linguistics studies that were presented at two ACL conferences.
We selected all full papers from the 2011 and 2016 ACL Annual Meetings (in Portland
and Berlin), enabling us to compare the willingness and ability to share data for older
(i.e., over 6 years ago at the time our study was conducted) versus more recent studies
(i.e., about 1 year ago at the time our study was conducted).
Our procedure was as follows. For all 2011 and 2016 ACL full papers, we manu-
ally assessed whether data and/or software (i.e., source code) was used, modified, or
created. For each paper, we subsequently registered whether links to data and/or the
software were made available.4 If data and/or source code were used and not made
available, we contacted the first author of the study with a request for the data and/or
source code (depending on what was missing).
Given that we wanted to obtain a realistic estimate of the number of authors who
were willing to provide their data and/or source code, we constructed the e-mail text
(included in the supplementary material, see Section 4) in such a way that the recipients
had the impression that their specific study would be reproduced. Although this is
not completely fair to the authors (since we only reproduced a small sample), simply
asking them about their willingness to provide the data and/or source code without
actually asking them to send the files would have resulted in overly optimistic results.5
In addition, we explicitly indicated in the e-mail that one of the senders was a past
president of the ACL. Given that the request for source code and/or data came from
an established member of the ACL community, it is likely that our request was not
dismissed easily. We will return to this point in the Discussion.
The first e-mail was sent on 9 September 2017 to the first author of each study for
which data and/or source code was not available. If the e-mail address (extracted from
the paper) no longer existed, we tried to obtain the current e-mail address via a Google
4 Data were also registered as being available if it could be obtained for a fee, such as data sets provided by
the Linguistic Data Consortium.
5 This is exemplified by the fact that over a dozen authors replied to us indicating that they would provide
us with the files before the deadline, but failed to do so.
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search. In the very few cases where this did not work, we sent the e-mail to another
author of the paper. If the author did not send the data and/or source code (nor replied
that it was not possible to send the requested information), we sent a second and final
e-mail on 24 October 2017. In contrast to the first e-mail, this second e-mail was sent to
all authors of the paper, and the deadline for sending the information was extended to
19 November 2017.
A slightly different procedure was used for those authors who provided links in the
paper to their source code and/or data that were no longer accessible. In that case we
immediately contacted all authors with a request (similar to the other e-mail) to send
us the updated link to the data and/or source code within two weeks. As these authors
had already made this information available earlier, we only sent a single e-mail and no
reminder.
Finally, for each of the 395 papers in this study, we obtained citation counts from
Google Scholar on 10 March 2018.
2.2 Reproducing Results from Selected Studies
After having obtained the underlying data and/or code, we attempted to reproduce the
results of a random selection of five studies from 2011 (Nakov and Ng 2011; He,
Lin, and Alani 2011; Sauper, Haghighi, and Barzilay 2011; Liang, Jordan, and Klein
2011; Branavan, Silver, and Barzilay 2011) and a random6 selection of five studies from
2016 (Coavoux and Crabbe´ 2016; Gao et al. 2016; Hu et al. 2016; Nicolai and Kondrak
2016; Tian, Okazaki, and Inui 2016) for which the data and source code was provided,
either through links in the paper, or to us after our request.
Our approach to reproduce these results was as follows: We used the information
provided in the paper and accompanying the source code to reproduce the results. If we
were not able to run the source code, or if our results deviated from the results of the
authors, we contacted the authors to see if they were able to help. Note that this should
only be seen as a minimal reproduction effort: We limited the amount of human (not
CPU) time spent on reproducing each study to a total of 8 hours. The results obtained
within this time limit were compared with the original results of the aforementioned
studies. The second author (a Language and Communication Technologies Erasmus
Mundus Master student) conducted the replication using a regular laptop.
3. Results
3.1 Availability of Data and/or Source Code
The distribution of the links that were available and the responses of the authors we
contacted is shown in Table 1. Whereas most of the data were already provided or
uniquely specified in the paper (i.e., links worked in 64% and 79% of cases for 2011
and 2016, respectively), this was not the same for the source code (provided in 19% and
36% of cases, respectively). After having contacted the authors, and including that data
and source code as well (i.e., providing the updated link or sending the data and/or
source code), these percentages increased to 76% and 86% for the data availability,
and 33% and 59% for the source code availability. When contacting the authors, the
6 The study of Nicolai and Kondrak (2016) was included as the authors explicitly asked if we could include
them in the experimentation process.
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Table 1
Distribution of data and code availability in both 2011 and 2016.
2011: data 2016: data 2011: code 2016: code
Data / code available 116 75.8% 196 86.3% 48 33.1% 131 59.3%
- working link in paper 98 64.1% 179 78.9% 27 18.6% 80 36.2%
- link sent 11 7.2% 15 6.6% 17 11.7% 50 22.6%
- repaired link sent 7 4.6% 2 0.9% 4 2.8% 1 0.5%
Data / code unavailable 37 24.2% 31 13.7% 97 66.9% 90 40.7%
- sharing impossible 19 12.4% 14 6.2% 46 31.7% 42 19.0%
- no reply 17 11.1% 12 5.3% 43 29.7% 32 14.5%
- good intentions 0 0.0% 2 0.9% 5 3.4% 12 5.4%
- link down 1 0.7% 3 1.3% 3 2.0% 4 1.8%
Total 153 100% 227 100% 145 100% 221 100%
No data/code used 11 4 19 10
Total nr. of papers 164 231 164 231
most frequent response type was that sharing was impossible due to (for example,)
having moved to another institute or company and not having access to the data, being
prohibited from sharing source code that used proprietory company tools, or having
lost the data or source code. The second-most frequent type we observed was the
absence of action. In those cases, we did not receive any reply to our e-mails. The third-
most frequent response type was authors with good intentions, who replied that they
were going to send the requested data and/or code, but did not end up doing so. In only
a very few cases (1–2%), the link to the source code and/or data was not provided anew,
if they were initially present in the paper and no longer working. The total percentage of
available data and/or source code is informative, but another important measure is how
often the source code and/or data were provided when it had to be requested (i.e., the
sum of the sent and repaired link sent frequencies in the appropriate column in Table 1
as a proportion of the sum of these two frequencies and the number of papers in the
corresponding column for which data or code was unavailable). Unfortunately, these
percentages are rather low, with 32.7% for requested 2011 data, 35.4% for requested 2016
data, 17.8% for requested 2011 source code, and 36.2% for requested 2016 source code.
In sum, if data and/or source code were not referenced through a link to a repository in
the paper, authors will most likely not (be able to) supply this information.
Nevertheless, there is a clear improvement between 2011 and 2016. The number
of papers containing a working link to source code almost doubled. Of course, the
improvement can be explained at least partly by observing that it is much easier to
share recent data and source code, rather than older data and code from 5 years ago.
Subsequently, another important question is, if we get access to the data and/or
code, how likely is it that the results reported therein are reproducible? The following
subsection attempts to provide a tentative answer to this question.
3.2 Reproducibility of Selected Studies
For the 2011 papers we selected, we were only able to reproduce the results of a single
study (Liang, Jordan, and Klein 2011) perfectly (time invested: 4 hours). For the study
of He, Lin, and Alani (2011), we were able to reproduce the results almost (but not
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quite) perfectly: Their reported performance was 94.98%, whereas the performance
we obtained was 94.8% (using the same version of the underlying MAchine Learning
for LanguagE Toolkit the authors used). Interestingly, the performance was reduced
to 83.3% when the most recent version of the MALLET toolkit was used (which was
also noted by the authors). We were not able to reproduce any results for the three
remaining 2011 studies we selected (Branavan, Silver, and Barzilay 2011; Nakov and Ng
2011; Sauper, Haghighi, and Barzilay 2011).
The results are better for the 2016 papers we selected. For the paper of Coavoux
and Crabbe´ (2016), we were able to reproduce (within 5.5 hours) most of the results
exactly as reported. There was only a single value out of ten that we were not able to
compute. For the study of Gao et al. (2016), the reproduction results (obtained within
2 hours) were also similar. On the basis of all data, two accuracy scores out of four
were identical, and the other two deviated by 0.7 and 1.1 points. The results for the
corresponding baseline deviated by 0.3 and 1.0 points. The results regarding indi-
vidual verbs (i.e., subsets of all data) were much more variable, with deviations of up to
16.7 points. However, this was caused by the smaller sample sizes (ranging from 6 to 58).
For the study of Hu et al. (2016) we obtained results (within 3.5 hours) that were (almost)
identical to those reported in the paper (i.e., 88.8 and 89.1 versus 88.8 and 89.3 reported
in the paper). The models used by Nicolai and Kondrak (2016) took a long time to train
and for this reason we were only able to validate two accuracy values (out of nine). Both
values we obtained (taking 8 hours to compute) were similar, but not identical to those
reported in the paper (reported performance: 98.5 and 82.3, our performance: 94.8 and
80.8). Finally, we were able to reproduce (within 3.5 hours) most of the results reported
by Tian, Okazaki, and Inui (2016). Four out of six performance values were reproduced
exactly, the remaining two performance values we checked only differed slightly (0.41
and 81.2% compared to the reproduced values of 0.42 and 81.1%, respectively).
In sum, we were only able to reproduce the identical results of a single study
(Liang, Jordan, and Klein 2011). Of course some variability may be expected, due to
(for example) randomness in the procedure. If we are a bit more flexible and ignore the
single value we were not able to compute during the reproduction of Coavoux and
Crabbe´ (2016) and the small sample results of Gao et al. (2016), and also ignore de-
viations for reproduced results of up to 2 percentage points, then two 2011 studies
(Liang, Jordan, and Klein 2011; He, Lin, and Alani 2011) and four 2016 studies (Coavoux
and Crabbe´ 2016; Gao et al. 2016; Hu et al. 2016; Tian, Okazaki, and Inui 2016) were
reproduced successfully.
3.3 Citation Analysis
To see if there is a tangible benefit for authors to share the source code underlying their
paper, we contrasted the number of citations for the papers that provided the code
through a link in the paper to those that did not. Comparing the citation counts for
the papers from 2011 showed a non-significant (p > 0.05) higher mean citation count
for the studies that did not provide the source code compared with those that did
provide the source code: t(117.74) = −0.78, p = 0.44, msc = 71, mno-sc = 84. Note that
the higher mean for the studies that did not provide the link to the code is caused by
12 highly cited papers. Excluding these outliers (and the single outlier from the 2011
papers that did provide a link to the code) yields the opposite pattern, with a significant
higher mean citation count for the 2011 papers providing the source code than those
that did not: t(52.19) = 2.13, p = 0.04, msc = 62, mno-sc = 44. For 2016, we observe a
significant difference, with a higher citation count for the papers providing the source
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code than those that did not: t(115.12) = 2.1, p = 0.04, msc = 27, mno-sc = 15. Excluding
the outliers (9 papers providing the source code, 15 papers that did not provide the
source code) strengthened this effect: t(94.68 = 3.7, p < 0.001, msc = 14.3, mno-sc = 7.3).
Papers providing the source code had a mean citation count almost double that of the
papers that did not provide the source code.
Even though the t-test is highly robust to deviations from normality (Zar 1999,
pages 127–129), we also analyzed the results using (quasi-)Poisson regression. This
supplementary analysis supported the findings resulting from the t-test: when ana-
lyzing all data including outliers, the difference between the 2011 papers providing
a link to the underlying source code versus those which did not was not significant
(p = 0.58). For the 2016 papers, the difference was significant (p = 0.01). When exclud-
ing the outliers, the differences were significant for both 2011 and 2016 (all p’s < 0.04).
Given that citation counts are highly skewed, we also compared the medians (that
are influenced less by outliers). For 2011, the median citation count for the papers
that provided a link to the source code was 60, whereas it was only 30 for those that
did not provide a link to the source code underlying the paper. Despite the large dif-
ference in medians, this difference was not significant (Mann-Whitney U test: p= 0.15).
For the papers published in 2016, the median citation count for the papers providing
a link to the source code was 8, whereas it was 6 for those which did not. As with the
t-test, this difference was significant (Mann-Whitney U test: p= 0.005). When excluding
the outliers, the median group differences were significant for both years (all p’s < 0.02).
In sum, papers that provided a link to the source code were more often cited than
those that did not. Although this may suggest that providing a link to the source code
results in a greater uptake of the paper, this relationship is not necessarily causal. Even
though providing the source code may make it easier for other authors to build upon the
approach of the other authors, it is also possible that authors who provide links to the
source code may have spent more time carefully planning and working on the paper,
thereby increasing the quality of the work and thus the uptake by the community.
4. Discussion
In this article we have assessed how often data and/or source code is provided in order
to enable a reproducibility study. Although data are often available, source code is made
available less often. Fortunately, there is a clear improvement from 2011 to 2016, with
the percentage of papers providing a (working) link to the source code approximately
doubling (from 18.6% to 36.2%). Unfortunately, requesting the source code (if it was
not already provided) is unlikely to be successful, as only about a third of the requests
was (or could be) granted. It is likely that the (relatively low) success of our requests is
an upper bound. The reason for this is that we signed our e-mails requesting the data
and/or source code with the name of an established member of the ACL community
(a past ACL president).
Finally, even if the source code and data are available, there is no guarantee that
the results are reproducible. On the basis of five studies selected from 2011 and five
studies from 2016, we found that at most 60% of the studies were reproducible when
not enforcing an exact reproduction. If an exact reproduction was required, then only a
single study (from 2011) was reproducible. Approaches such as providing a virtual (e.g.,
Docker) image with all software, source code, and data, or using CodaLab worksheets
as done by Liang, Jordan, and Klein (2011) might prove to be worthwhile in order to
ensure a more effortless reproduction.
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We would like to end with the following recommendation of Pedersen (2008,
page 470) made ten years ago, but remaining relevant today:
[Another course of action] is to accept (and in fact insist) that highly detailed empirical
studies must be reproducible to be credible, and that it is unreasonable to expect that
reproducibility be possible based on the description provided in a publication. Thus,
releasing software that makes it easy to reproduce and modify experiments should be
an essential part of the publication process, to the point where we might one day only
accept for publication articles that are accompanied by working software that allows
for immediate and reliable reproduction of results.
Because we established that papers that provide links to the code are typically more
often cited than papers that do not, we hope to provide researchers in computational
linguistics with additional motivation to make their source code available in future
publications.
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