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Abstract Land subsidence as a result of groundwater overpumping in the San Joaquin Valley, California,
is associated with the loss of groundwater storage and aquifer contamination. Although the physical
processes governing land subsidence are well understood, building predictive models of subsidence is
challenging because so much subsurface information is required to do so accurately. For the ﬁrst time, we
integrate airborne electromagnetic data, representing the subsurface, with subsidence data, mapped by
interferometric synthetic aperture radar (InSAR), to model deformation. By combining both data sets, we are
able to solve for hydrologic and geophysical properties of the subsurface to effectively model the complex
spatiotemporal process of deformation. The resulting model reveals that roughly 3 m of subsidence has
occurred at one location of our study area from 1990 to 2018. This model also allows us to predict subsidence
more accurately under future hydrologic scenarios, which is needed to develop plans for sustainable
groundwater use.

1. Introduction
Land subsidence due to groundwater extraction is a signiﬁcant global problem affecting many of the world's
major aquifers (Galloway& Burbey, 2011). Efforts to monitor and model land subsidence can help mitigate
its negative effects. One promising tool that has been used recently to monitor land subsidence is interferometric synthetic aperture radar, or InSAR. This satellite‐based technique can map land subsidence with an
accuracy of ~1 cm and spatial resolution of ~100 m. In spite of the ability of InSAR to measure subsidence,
large temporal data gaps exist. Additionally, the key hydrogeological factors inﬂuencing the spatial variation
in subsidence are typically not well constrained. In order to identify new practices for groundwater
management that will prevent ongoing subsidence, an accurate model is needed that accounts for the
time‐dependent deformation in each of the subsurface layers from which water is being pumped.
In this study, we developed a deformation model for three selected locations in the Tulare Irrigation District,
in the Central Valley of California; the locations are shown in Figures 1a and 1b. This model ﬁlls in temporal
gaps where InSAR data are not available and can be used to project future subsidence given different hydrologic scenarios. It can also be extended to large spatial areas. We used InSAR data acquired from 2003 to 2008
with the Envisat satellite, and from 2007 to 2010 with the ALOS satellite, to calibrate the model. But the
deformation model could not be developed using the InSAR data alone, as the deformation seen at the
ground surface is an integrated measurement of the deformation occurring in all subsurface layers.
Additional information was needed about the properties of the subsurface.
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Traditional approaches characterize subsurface hydrostratigraphy using lithology data from wells. These
data, while useful, are expensive to acquire and leave large lateral gaps. Geophysical methods provide a
cost‐effective way to image the subsurface, along with improved lateral resolution. We combined InSAR data
with data acquired using the airborne electromagnetic (AEM) method to obtain the required information
about the properties of individual subsurface layers. The AEM method uses a helicopter‐deployed system
to collect ~200 line kilometers per day, collects stacked (reduced noise) data every ~30 m along the ﬂight
lines where the data are acquired (Sorensen & Auken, 2004), and has been shown in a previous study to
image to depths of 400 m or greater in our study area (Knight et al., 2018). Knight and colleagues acquired
AEM data along the ﬂight lines shown in Figure 1b in October 2015 with the SkyTEM 508 system (Knight
et al., 2018). The AEM data were inverted to obtain a model of the electrical resistivity of the subsurface using
a spatially constrained inversion (Viezzoli et al., 2009), then a rock physics transform, linking electrical resistivity to lithology, was used to map out the large‐scale hydrostratigraphy of the subsurface. In the
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Figure 1. (a) Satellite image of the Central Valley, with our study area outlined in yellow. (b) Mean land subsidence rate in our study area from 2007 to 2010 processed from the ALOS satellite. The three points a, b, c on the map indicate the three locations used for the joint inversion. Airborne electromagnetic ﬂight lines are
shown in black.

development of the deformation model, we used the AEM data from the Knight et al. (2018) study but
incorporated InSAR data from the area as an additional constraint on the AEM inversion and rock
physics transform.
In this study we present a novel approach to jointly invert the InSAR‐derived subsidence and the AEM data.
Central to our approach is the fact that both the subsidence signal and the AEM signal are controlled to some
extent by the amount of clay in the subsurface; these data sets therefore have the potential to complement
each other in parameter estimations. The integration of these two forms of data provides a new way to obtain
the models of subsidence, as well as hydrologic properties for groundwater modeling, needed to support the
development of plans for sustainable groundwater management in areas at risk of ongoing subsidence due to
overpumping of groundwater.
We used an existing numerical AEM model and developed a deformation model based on existing theory.
With this joint inversion model, we simultaneously estimated the total sand and clay thickness of each
model layer, the resistivity of sand and clay needed to transform the AEM resistivity model to lithology,
the hydrologic properties that control deformation, and the poorly characterized depth of the lower aquifer
in the area. This allowed us to model subsidence at three locations that are representative of different levels
of subsidence in the study area.
By combining InSAR data, which provide an integrated measure of subsidence, with AEM data, which provide high‐resolution images of the subsurface hydrostratigraphy, we can develop an accurate model that
describes the response of an area to pumping from, or recharge to, various subsurface layers. This ﬁlls a critical need for groundwater management in areas susceptible to subsidence, providing a way to assess the efﬁcacy of various management strategies as a way to limit subsidence. The developed method, with some slight
modiﬁcations, could be implemented over much larger areas due to the spatial coverage of available InSAR
data and the typical scale at which AEM data are acquired, covering several hundred line kilometers in a day.

2. Background
Our method leverages the link between the hydrostratigraphy of the subsurface and both InSAR‐derived
land subsidence and AEM data. In this section we introduce the study area and discuss the general theory
of the measured subsidence and the relevant components of the AEM method.
2.1. Study Area: The Tulare Irrigation District
The Tulare Irrigation District, in the southern part of the San Joaquin Valley, is an agricultural area, with
water‐intensive land use dominated by dairy, fruits, and nuts. While a system of irrigation canals provides
SMITH AND KNIGHT

2802

Water Resources Research

10.1029/2018WR024185

surface water to growers in the district, in times of drought there has been
extensive pumping of groundwater, leading to serious concerns about the
ongoing overpumping in this area (Poland et al., 1975). A recent study
(Smith et al., 2017) estimated that 98% of the observed total subsidence
during the drought of 2007 to 2010 was permanent, with a loss of groundwater storage volume equivalent to 9% of the groundwater used between
2007 and 2010. In addition, it has been found that the overpumping,
which draws water from the clays and causes the subsidence, draws
arsenic‐rich water from the clays, resulting in a link between subsidence
and the presence of arsenic in drinking water (Erban et al., 2013; Smith
et al., 2018). There is obviously tremendous local interest in the development of water management strategies to prevent the ongoing overpumping of the groundwater system, and the associated subsidence.
Hydrostratigraphic characterization of the Tulare Irrigation District using
available well data deﬁnes an unsaturated zone, an upper aquifer, a conﬁning unit known as the Corcoran clay, a lower aquifer, and underlying,
less permeable sediments that are not well characterized (Page, 1986;
Kaweah Delta Water Conservation District, KDWCD, 2015). The upper
and lower aquifers contain a mix of thin sand and clay layers (Knight
Figure 2. Conceptual model that shows the subsurface hydrostratigraphy of et al., 2018). This hydrostratigraphy is shown conceptually in Figure 2
and is the basis for the subsurface model that we use in this study—ﬁve
our study area, represented by a ﬁve‐layer model.
layers, each composed of a mixture of sand and clay. These layers have
been previously mapped by KDWCD (2015). The thickness of the upper aquifer and Corcoran clay are well
constrained by the well data, but the thickness of the lower aquifer is not due to limited well data at the depth
of the lower aquifer. In addition, the exact amount of clay and sand in each of the model layers, and at each
location, is not well known due to the sparse well data.
Pumping in the irrigation district is from both the upper and lower aquifers. It is clear, however, that it is not
the volume of extracted water alone that determines the magnitude of subsidence. Although similar volumes
of groundwater are extracted throughout the study area (KDWCD, 2015), the rate of subsidence during the
recent drought from 2007 to 2010 ranges from 2 to 25 cm/year (Smith et al., 2017), with similar variations in
magnitude from the more recent 2012–2017 drought (Farr, 2016; Murray & Lohman, 2018; Ojha et al., 2018).
One of the management strategies currently being pursued in the irrigation district is the use of managed
aquifer recharge (MAR) to supplement the amount of water that naturally recharges the groundwater system. Methods for MAR include the ﬂooding of ﬁelds and orchards in the winter season when there is excess
water, and the construction of ponds designated as areas to receive excess surface water. In both of these
approaches, it would be of great value to know the areas and depths where recharge would provide the most
beneﬁt in terms of reducing subsidence. A model of deformation, which can predict the subsidence of individual subsurface layers given changing water level or head conditions, could be used to evaluate various
sites for MAR and to support the design and implementation of recharge activities.
2.2. The Link Between Hydrostratigraphy and Subsidence
One of the signiﬁcant causes of surface subsidence or uplift is deformation of the underlying sedimentary
layers due to a change in effective stress resulting from a change in pore pressure due to groundwater extraction or recharge.
Pore pressure changes are equivalent to a change in water level, or hydraulic head (h). The relationship
between a changing hydraulic head, Δh, and deformation, Δb, of sedimentary layers, is given by the following equation (Fetter, 2001), where a negative value for Δb indicates subsidence:
Δb ¼ ΔhSk ;

(1)

where Sk is the skeletal storage coefﬁcient and is a function of the thickness of the sedimentary layer that is
experiencing a change in head during the time period of the deformation, b0, and the speciﬁc skeletal storage, Ssk:
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Sk ¼ Ssk b0 :

(2)

Δb ¼ ΔhSsk b0 :

(3)

Combining equations (1) and (2) gives

The subsurface is composed of numerous layers that experience differing changes in head, have different
thicknesses, and different skeletal storage properties. The total subsidence measured at the surface, Δbtot,
is the sum of the deformation experienced by all of the layers, given by
N

Δbtot ¼ ∑i Δhi Sski b0i ;

(4)

where N is the total number of layers and Δhi, Sski, and b0i are the change in head, skeletal storage, and thickness within each individual layer, i, that is experiencing a change in head over the time that deformation is
measured.
Equations (1) and (2) show how the amount of deformation due to the change in head is related to the thickness of the material that is deforming, the magnitude of the change in head, and the speciﬁc skeletal storage.
Speciﬁc skeletal storage values vary based on the head history of the compacting sediment. If the head drops
below the lowest previous head (preconsolidation head), then inelastic deformation occurs in clays, with a
much higher Ssk value. Inelastic deformation does not occur in sands at the depths of our aquifer system.
If the head stays above the preconsolidation head, the deformation is elastic in sands and clays, and the
Ssk value is signiﬁcantly lower. Inelastic deformation only occurs in clays. Because of this, clays dominate
the deformation signal during inelastic deformation. Inelastic and elastic deformation are denoted with
an added subscript ‐v and ‐e, (Sskv and Sske), respectively.
The change in head within subsurface layers is governed by the process of groundwater ﬂow, which is
dependent on the head at the boundaries (above and below the subsurface layer), as well as the hydraulic
conductivity, Kv, the speciﬁc storage, Ss, the vertical location, z, and time, t. This process is described mathematically below (Fetter, 2001):


∂
∂h
∂h
Kv
¼ Ss :
∂z
∂z
∂t

(5)

Ss ¼ Ssk þ Ssw ;

(6)

The parameter Ss is deﬁned as follows:

where Ssw is the compressibility of water, and for a porosity typical of our study area of 0.3 (Faunt et al.,
2009), is estimated to be 1.35 × 10−6 m−1 (Smith et al., 2017). The average Sske measured in sands and clays
in the San Joaquin Valley is 9 × 10−6 m−1, and the average Sskv is 9.3 × 10−4 m−1. Since both of these are
signiﬁcantly higher than Ssw, in our study area it is a reasonable approximation to say that Ss ≈ Ssk.
In this study, we use equation (5) to determine the change in head over time at all depths within a clay
layer. We solve equation (5) using a ﬁnite difference numerical solution to the one‐dimensional groundwater ﬂow equation (Recktenwald, 2004), also referred to in other disciplines as the diffusion equation.
The one‐dimensional assumption is valid if the clay layers are much wider than they are thick and is typically considered valid in groundwater modeling of sedimentary basins (Hoffmann et al., 2003). Based on
the sedimentary nature of the San Joaquin Valley, described by Faunt et al. (2009), we consider this
assumption to be valid for our study. In the ﬁnite difference approximation to equation (5), the clay layer
is discretized, so that each discrete interval of the clay layer that is modeled has a change in head that is
solved for at each time step of the model. The thickness of each discrete interval would be the b0i referred
to in equation (4), and the change in head solved for at this interval would be the Δhi in equation (4).
Thus, by solving for the change in head at each discrete interval in a clay layer, and summing the deformation caused by this change in head at each interval using equation (4), one can estimate the total
deformation experienced by that clay layer. This can be done for all clay layers in the subsurface to estimate the surface deformation.

SMITH AND KNIGHT
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When an aquifer experiences a storage ﬂux, a change in head in the most permeable sediments occurs
quickly. Wells are designed to tap these most permeable sediments, so measurements at a well are typically
indicative of the head in these sediments. Less permeable sediments (e.g., clays) within an aquifer system
take some time to respond to the change in head experienced at their boundaries. As a result, the sum of b0i
for a clay layer, which is the thickness of clay that deforms due to a change in head, will be less than the total
thickness of the clay layer, if the entire layer cannot equilibrate with changes in head on the time scale of
those changes. The head boundary above and below the less permeable layers is typically assumed to be
the head in the more permeable sediments that are surrounding them, which can be estimated by the head
measured at the well.
2.2.1. Measuring Subsidence With InSAR
InSAR is a method that can map land deformation over large areas, with accuracy on the order of centimeters to millimeters depending on the terrain, at a spatial resolution of ~100 m. This method has been used
extensively to study groundwater systems (Chaussard et al., 2014; Chen et al., 2017; Hoffmann et al., 2001;
Miller & Shirzaei, 2015; Reeves et al., 2011; Smith et al., 2017). Satellites orbiting Earth emit electromagnetic
pulses, with wavelengths commonly at the C band (5.6 cm) or L band (24 cm), and measure the amplitude
and phase of the returning electromagnetic wave. These measurements are processed to form synthetic aperture radar images, at a resolution of ~5 m, but are typically averaged spatially to reduce noise, resulting in the
estimated spatial resolution of ~100 m. With the InSAR method, one computes the change in phase from one
pass to another (known as an interferogram), which can be used to estimate the land surface deformation. By
combining hundreds of interferograms over several years, one can make a time series of land deformation
corresponding to changes in the groundwater system. Key limitations in the use of InSAR include signal decorrelation due to plant growth, as well as atmospheric and ionospheric effects.
2.3. Introduction to the AEM Method
Here we brieﬂy describe how AEM data are related to the subsurface variation in resistivity corresponding to
the hydrostratigraphy. A more detailed description can be found in Nabighian and Corbett (1988). In the
time domain EM method, a primary electric ﬁeld is generated by passing current through a loop. This creates
a primary magnetic ﬁeld, which propagates into the subsurface. This magnetic ﬁeld creates secondary electric ﬁelds in the subsurface, the strength of which is proportional to the conductance of the subsurface units.
Before taking measurements, the current in the loop is quickly turned off so that the primary magnetic ﬁeld
decays. Thus, the only measurements taken are a result of the secondary electric ﬁelds (those resulting from
subsurface units), which create secondary magnetic ﬁelds that are recorded by the receiver. The measurement taken is the change in magnetic ﬁeld with respect to time (dB/dt).
Once acquired, the dB/dt data can be inverted to solve for the resistivity structure of the subsurface. This is
done by forward modeling the dB/dt response due to a given resistivity structure, comparing with the measured AEM response, then repeatedly modifying the resistivity structure until it converges at a resistivity
structure that ﬁts the observed data.
2.4. The Link Between Hydrostratigraphy and AEM Data
Central to our method is the ability of the AEM inversion to accurately resolve subsurface layers. This
depends upon the thickness and resistivity of the layers. Thick layers with a low resistivity produce a strong
signal and are relatively easy to resolve with an inversion (see Figure S2 in the supporting information for an
example). Thinner layers with higher resistivity are more difﬁcult to resolve. The vertical resolution of AEM
decreases with depth; near the surface, layers on the order of 5 m can be resolved, while at depths of 100 to
200 m, layers on the order of tens of meters can be resolved.
Rock physics transforms are used to convert geophysical properties, in our case resistivity, to the property
of interest, which in our case is lithology. Many years of laboratory and theoretical studies of the controls
on the electrical resistivity of sediments, reviewed by Knight and Endres (2005), provide insights into the
link between resistivity and the properties of the sediments. The dominant mechanism for electrical conduction in water‐containing sediments is ionic conduction through the pore water. In such materials, the
electrical resistivity is primarily determined by the volume of water‐ﬁlled porosity and the salinity of the
pore water, with resistivity decreasing with increases in either of these. There is an additional conduction
mechanism at the solid/ﬂuid interface in all materials, surface conduction, which can contribute to the
SMITH AND KNIGHT
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measured electrical resistivity if the surface area of the sediment is sufﬁciently high and/or the salinity of
the pore ﬂuid is sufﬁciently low. Surface conduction becomes important in the presence of high surface
area clays, resulting in a general decrease in resistivity with an increase in clay content. Because of the
large number of parameters that affect resistivity of sands and clays, rock physics transforms tend to have
signiﬁcant uncertainty.
In this study, we solved for the resistivity of the sand and clay, in the development of our model, but needed a
way to account for the impact of changes in porosity with depth on the resistivity of the clay. For this we used
the Waxman‐Smit equation (Waxman & Smits, 1968), written in a form that assumes fully water‐saturated
clay:
ρclay ¼ ϕ−m




1
þ BQV ;
ρw

(7)

where ϕ is the porosity, m is the cementation exponent, ρw is the resistivity of the pore water, B is the equivalent conductance of the clay counterions, and QV is the cation exchange capacity per unit pore volume. This
equation shows that if all factors besides ρw and ϕ are held constant, decreasing ϕ leads to an increase in ρclay.
Thus, as the porosity of clay decays with depth, the resistivity increases if the other parameters do not
change.
If the process, of going from the AEM data through inversion to a resistivity model and then to a 3‐D model
of sand and clay, were completely accurate, we could use the ﬁnal 3‐D model directly in our calculations of
deformation. But both the inversion and rock physics steps have a high degree of uncertainty. In our
approach, we mitigate this uncertainty by solving for the hydrostratigraphy using both AEM data and
InSAR‐derived deformation.
With these limitations of the AEM method in mind, in our joint inversion we deﬁned our ﬁve‐layer model to
include hydrostratigraphic units that are either thick enough to be resolved by AEM or have very low resistivity, so that they are also expected to be resolved by AEM. The thick model layers are the unsaturated layer,
the upper and lower aquifers, the bottom impermeable layer, and the thin model layer that is the low resistivity Corcoran Clay. We also constrained these model layers with InSAR‐derived deformation data. We
incorporated the depth‐dependent nature of the resistivity of sediments in our rock physics transform. We
accounted for the uncertainty in all of the parameters we solved for by using a stochastic inversion that provided robust estimates of the uncertainty of each parameter.

2.5. Using the Markov Chain Monte Carlo Approach to Invert Data
In order to estimate the resistivity structure, and the resistivity and hydrologic properties of the sand and
clay, we needed a method to invert the AEM and InSAR data. Many methods of inversion exist, but one common challenge is avoiding local minima (suboptimal solutions), and in estimating parameter uncertainty.
The Markov Chain Monte Carlo (MCMC) approach has been successfully used to estimate parameters in
AEM studies (Minsley, 2011) and has been used to combine geophysical and hydrological data (Hinnell
et al., 2010). The key advantage of MCMC over traditional methods is its ability to estimate parameter uncertainty and to avoid settling on local minima. We elected to use an advanced implementation of the MCMC
method, the Differential Evolution Adaptive Metropolis algorithm (Vrugt, 2016). In this approach, a distribution of values is deﬁned for each parameter (in our case the total sand and clay thickness of each model
layer, the resistivity of sand and clay, the hydrologic properties that control deformation, and the depth of
the lower aquifer).
In the MCMC method, after deﬁning prior distributions, the prior distribution of each parameter is sampled
and the forward models are run. This occurs simultaneously at N chains, where N is typically three or more.
The initial values are sampled randomly from a bounded, uniform distribution. Following the ﬁrst step, the
parameters are randomly modiﬁed. The amount by which they are modiﬁed, or jump, is calculated with the
collection of chains using differential evolution, described in detail by Vrugt (2016).


b2 , is computed using the following
After each forward model run, the likelihood function, L xjYe ; σ
equation:
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2πb
σ 2t

(8)

b
where x are the parameters used in that model run, Ye are the measured data, Y are the modeled data, and σ
are the standard deviation of the measurements. The log‐likelihood function essentially computes the error
residual relative to the measurement error.
The log‐likelihood derived using the parameters of the currently accepted model (xp) is compared with the
log‐likelihood derived from the parameters of the previous step (xt − 1). This comparison then determines the
probability that the current step is accepted. If the step is accepted, the parameters replace those of the previously accepted model. If it is discarded, then the parameters remain the same. The probability that the current set of parameters are accepted is given by
"

pacc

  
#
p x p q x p →x t−1

 ;
¼ min 1;
pðx t−1 Þq x t−1 →x p

(9)

where p (xp) is the probability of the parameters of the current step, p(xt − 1) is the probability of the parameters of the previously accepted step, q (xt − 1 → xp) is the conditional probability to change the parameters
from xt − 1 to xp, and q (xp → xt − 1) is the conditional probability to change the parameters from xp to xt − 1.
The initial model runs, during which the model has not yet converged, are referred to as the “burn in” period. After the model has converged, a suitable number of simulations must be run to sample the parameter
space. The number of model runs required depends upon the number of unknown parameters.
The MCMC method is capable of jointly inverting our AEM and InSAR data. Our implementation of this
method resulted in a model of deformation that provided the predictive capability to assess the impact of
future groundwater withdrawal or recharge on land subsidence. The parameters solved for in this model
could also be used to run a 3‐D groundwater ﬂow model, although additional parameters would
be required.

3. Development of the Deformation Model
3.1. Overview of approach
Here we describe our method to jointly invert InSAR‐derived deformation as well as the AEM data at the
three locations shown in Figure 1. The framework for this joint inversion is shown in Figure 3. First, we
chose a set of input parameters—the resistivity values of the model layers and depth of the lower aquifer
for each of the three locations; the parameters ρsand and ρclay, which are the resistivities associated with sand
and clay (the two dominant lithologies in our study area), as well as λm, which describes how the resistivity
of clay changes with depth; and the hydrologic properties, Kv, Sskv, and Sske, to model groundwater ﬂow and
sediment deformation.
Our model also required a knowledge of the depth to which compaction is occurring. Lofgren (1969) and
Galloway et al. (1998) both found that the majority of compaction occurs above the bottom of wells drilled
for aquifer pumping. This suggests that ﬂow induced by head changes, required to drive compaction, occurs
over relatively small distances beneath the zone of active pumping. Geologic reports in our study area suggest that an impermeable boundary at depths of 200–500 m exists, below which little vertical ﬂow could
occur if no wells were drilled to these depths (KDWCD, 2015). Over the period of our model calibration
(2003–2010), most of the wells drilled within ~3 km of each of the three locations selected for model development were drilled either just above or just below the Corcoran Clay. We thus assumed in our model that
any model layers below the Corcoran Clay with the fraction of clay above a set threshold would be impermeable and experience no signiﬁcant ﬂow and thus no compaction. This fraction clay was an additional parameter that we solved for.
In addition to the input parameters described above, we needed a time series at each location for the changes
in head in the two model layers corresponding to the upper and lower aquifers. We also needed to know the
thickness of individual clay, which is approximated with a clay layer equivalent thickness.
SMITH AND KNIGHT
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Figure 3. Framework for joint inversion. AEM = airborne electromagnetic.

With the input parameters and data described above, the AEM and deformation forward models were run.
The simulated data were compared to the observed AEM response (dB/dt) and InSAR‐derived deformation
data, and a total error term was computed. This process was iterated, modifying the input parameters and
running the forward models, tens of thousands of times to develop robust estimates of parameter uncertainty. In this section, we ﬁrst describe the data sets needed for the joint inversion: the head time series
needed for modeling deformation, the thickness of clay layers, the InSAR‐derived deformation data, and
the AEM data. Next, we describe the rock physics transform we developed, as well as our implementation
of the AEM and deformation forward models. Finally, we detail the MCMC inversion approach used in
this study.
3.2. Data Preparation
3.2.1. Estimating the Head Time Series at Each Location
The deformation model predicts subsidence due to the change in head in the model layers. The change in
head is the physical mechanism responsible for subsidence, so obtaining a good record of head changes at
each of the three locations was key in the development and calibration of the model. We used water level
data for the time period 1990 to 2018 from California's CASGEM database (California Department of
Water Resources, 2010) as an input for the model. Almost all water level data in our study area were measured from irrigation wells, which presented two main data quality issues. First, irrigation wells are frequently used for pumping. Although they are typically turned off for several days prior to taking a
measurement, this is generally not enough time for the water level to recover. For this reason, during times
of heavy pumping, water level measurements tend to have a cone of depression surrounding the well. To
address this issue, we chose to only use spring water level measurements, taken between January and
March. During this period of time, there is less water demand from the crops, and typically more surface
water available than late in the growing season, thus resulting in much less groundwater pumping and measurements that are more representative of the aquifer as a whole. To further reduce the cone of depression
effects, we averaged all well data within an ~12 × 12‐km spatial window surrounding each of the three
study locations.
A second issue, which impacted data quality, was that irrigation wells are often screened across their entire
interval, thus tapping several aquifers at once and limiting our ability to quantify the changes in head in the
upper and lower aquifers, two separate model layers. This inability to isolate head measurements in different
aquifers is common in agricultural areas, where the density of irrigation wells is much higher than monitoring wells. However, this also served to simplify the system. Several researchers have found that, in the San
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Figure 4. Average head, averaged across entire study area and near locations a, b, and c in study area, relative to 1990 levels.

Joaquin Valley, the screening of wells across multiple aquifers has dramatically increased ﬂow between
them, resulting in a strong hydrologic connection (Faunt et al., 2009; Williamson et al., 1989). Our
analysis of water level data from shallow and deep wells indicated that both experience water level
ﬂuctuations of similar magnitude that coincide temporally. This is likely due the hydrologic connection
between the aquifers. For this reason, we treated the aquifer system as one, following the approach of
Smith et al. (2017), with the head levels in the upper and lower aquifers assumed equal.
We quantiﬁed the change in head from a 1990 reference point for all wells in the study area. The resulting
water level time series for each of the three locations, as well as the average across our whole study area, is
shown in Figure 4. Note that signiﬁcant groundwater level declines happened during the multiyear droughts
in the early 1990s, early 2000s, from 2007 to 2010, and from 2012 to 2016. These data, in combination with
the InSAR‐derived deformation and AEM data, were used to develop a predictive deformation model. This
model, when calibrated, could be used to predict future deformation for various hypothetical head level scenarios, as long as the model assumption that pumping wells are drilled above the impermeable boundary
remains valid.
3.2.2. Estimating the Thickness of Clay Layers
We assumed that the change in head in sands equilibrated instantaneously with that measured at the well,
due to their high hydraulic conductivity. Clays, however, have much lower hydraulic conductivity (Fetter,
2001) and take some time to equilibrate with the change in head measured by the well. We modeled this
change in head using equation (5), which requires knowledge of the thickness of the compacting clay layer.
Rather than model the compaction of each layer, which is computationally intensive, and requires knowledge of the thickness of every clay layer in the subsurface, virtually impossible to obtain, Helm (1975) and
Hoffmann et al. (2003) computed an equivalent layer thickness. This layer thickness essentially accounts
for the distribution of clay layer thicknesses in the subsurface, so that modeling the compaction of a layer
of this thickness produces the equivalent response to modeling the compaction of all layers of varying thicknesses, saving signiﬁcant time. The equivalent thickness, bequiv, is computed with the following equation:
bequiv

rﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 N 2
∑ b;
¼
N i¼1 i

(10)

where N is the number of layers and bi is the thickness of an individual clay layer. The number of equivalent
clay layers is then computed as the total clay thickness divided by bequiv.
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We assumed that the thickness of individual clay layers was stationary throughout our study area. We
formed a distribution of clay layer thicknesses from drillers' logs at 12 locations throughout our study area,
described in Knight et al. (2018). We used this distribution to compute bequiv, arriving at 10 m. We used this
as the equivalent clay layer thickness for each location. The number of clay layers modeled was computed by
taking the total clay thickness, which was determined from the AEM data and varied at each location,
divided by bequiv.
3.2.3. Processing InSAR Data to Obtain Deformation Data
The InSAR‐derived deformation data were used, along with the AEM data, to calibrate our model, basically
ensuring that our modeled deformation matched the actual measured deformation. We processed InSAR
data from Envisat and ALOS satellite missions. This method resulted in a time series of land deformation
across our study area, with a spatial resolution of roughly 100 × 100 m, spanning from 2003 to 2010.
We processed the InSAR data as described in the background using the GMTSAR code base (Sandwell et al.,
2011), and unwrapped them using the snaphu code (Chen & Zebker, 2000). We produced interferograms on
many (~50) overlapping time frames to improve the signal to noise in deformation modeling. We then used
information from each interferogram to produce a time series, with a deformation estimate at each satellite
pass. We used the small baseline subset method, developed ﬁrst by Berardino et al. (2002), to do this. Figure
S1 shows the mean deformation velocity, virtually all of which is subsidence, from the Envisat and ALOS
satellites. Note that the subsidence was greatest at location a, slightly less at location b, and least at location
c (locations a, b, and c are shown in Figure 1). Table S1 shows the satellites, frames, number of scenes, and
the time windows that we processed.
We estimated error by taking the standard deviation of neighboring pixels within an ~3‐km radius. The highest error from these estimates were ~1.5 cm for Envisat and ~1 cm for ALOS. To be conservative, we chose
the higher error estimates of 1.5 and 1 cm for Envisat and ALOS, respectively. These values were used as the
standard deviation in equation (8).
These deformation data sets are crucial for providing a more complete picture of subsidence in the San
Joaquin Valley, with high spatial and temporal resolution relative to water level data. They are also necessary for predicting why certain areas subside more than others. Some temporal gaps remain, however,
due to a lack of satellite data availability. The model that we developed in this study ﬁlls those temporal gaps.
3.2.4. AEM Data Selection
The main purpose of using the AEM data was to estimate the total sand and clay thickness of the model
layers that experienced deformation. Since the water table was located at a depth of roughly 50 m, no deformation was expected to occur in the top model layer, which is above the water table. For this reason, we were
less concerned with its properties. In this current study, we used the AEM data set from the Knight et al.
(2018) study but excluded the low moment data to improve the speed of our inversion because those data
are known to be primarily sensitive to the top 100 m (Auken et al., 2009). The AEM data were stacked to estimate noise levels, estimated as the standard deviation of the dB/dt observation. These values ranged from 3%
to 13% of the observed dB/dt and were incorporated in the inversion using equation (8).
3.3. Development of a Joint Model and Inversion
The output of our forward modeling is the prediction of deformation and the AEM response at three locations. Both are a function of the sand and clay thickness in the hydrostratigraphic model. The AEM response
is a function of the resistivity, which is linked to the clay thickness through a rock physics transform. The
deformation prediction is a function of the clay thickness, but also the measured head data, and the
unknown hydrologic parameters.
We have our ﬁve‐layer model, shown in Figure 2. In order to model deformation, we required, for each of the
four model layers below the water table, the total contained thickness of sand and clay, which was computed
with the rock physics transform, the Kv of clay (assuming the head in the sand to be equivalent to the measured head), and the Ssk of the sand and clay. We had, from the InSAR data, a measure of the total deformation at each location. In order to model the AEM response, we needed the resistivity values of each layer for
the forward model. We also had the measured AEM response from the AEM sounding at each location.
We developed a joint inversion model that simulated the AEM forward response, as well as the deformation,
given the resistivity of the subsurface, a rock physics transform to convert to the sand and clay thickness of
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the subsurface, as well as hydrologic parameters. We solved for these by matching the modeled to observed
AEM and deformation data. We describe below the rock physics transform used to convert resistivity to sand
and clay thickness, as well as the forward models used to compute the AEM response and deformation.
3.3.1. The Rock Physics Transform
In order to link AEM data to deformation, we needed to quantitatively link resistivity values to sand and clay
—the link we have referred to as the rock physics transform.
The AEM method has sensitivity to meter‐scale sand and clay layers but can only resolve the thickness and
resistivity of large packages of aquifer or aquitard material at the scale of tens of meters; the thin layers of
sand and clay within the model layers are averaged with the AEM method, so the exact location or thickness
is not resolved. In our approach, we have presumed that the AEM method can resolve the ﬁve model layers
of our model (unsaturated, upper aquifer, Corcoran Clay, lower aquifer, and bottom layer) with each model
layer composed of multiple sand and clay layers based on the study of Knight et al. (2018), and preliminary
modeling. Since the upper layer is unsaturated and will not experience a change in head or compaction, we
did not include it in our sand and clay calculations. For the other four layers, we modeled the relationship
between the AEM‐derived resistivity of the model layer and the resistivity of the ﬁner contained sand and
clay layers using the approach developed in Knight et al. (2018):

ρmodel ¼

t sand
t model





1


þ

ρsand

t clay



1
ρclay

t model

!!−1
;

(11)

where t represents thicknesses and ρ represents resistivity. The “model” subscript refers to the model layer
used in the inversion, which is composed of thinner sand and clay layers. The “sand” and “clay” subscripts
refer to the thinner sand and clay layers within the model layer. We refer to the method described by this
equation as the layer parallel averaging method.
We can use equation (11) to solve for the thickness of clay in any given model layer by substituting tmo− tclay for tsand and rearranging it as follows:

del


t clay ¼

t model

1
ρmodel

1
ρclay

−ρ1

sand

−ρ1


:

(12)

sand

We can then solve for the thickness of sand by subtracting clay thickness from the thickness of the model
layer. To use equation (12), we need an estimate for ρclay and ρsand. We will solve for those properties in
our inversion. Figure S4 shows how we then convert resistivity from the model layer to fraction clay and
sand. Each fraction is then multiplied by the thickness of the model layer to determine the total sand and
clay thickness.
Previous approaches have assumed that ρclay and ρsand are constant with depth (Barfod et al., 2016; Knight
et al., 2018). However, two factors could impact the lithology‐resistivity relationship with depth: changes in
salinity of the pore water and changes in porosity. Williamson et al. (1989) made estimates of the depth of
fresh water in the Central Valley using a groundwater model. According to these estimates, there is
~1,000 m of fresh water under our study area, so there will likely not be a strong signature from changing
salinity with depth. However, we recognize that there will be some variation in pore water salinity both laterally and with depth in our study area. Our parameter estimation approach produces a suite of possible
resistivity values for sand and clay, each of which are a function of pore water resistivity. Thus, the range
of values gives us an idea of the range in pore water resistivity in our study area.
While we do not explicitly account for the variation of pore water resistivity, porosity is widely accepted to
decay with depth in an exponential fashion, particularly in clays (Athy, 1930; Rieke & Chilingarian,
1974). At the depths of our aquifer system, we do not expect the porosity of sands to decay signiﬁcantly,
so we do not consider the depth‐dependent changing resistivity of sand. We do expect that clays will signiﬁcantly compact as the effective stress increases at the depths observed in our aquifer system, due to their
weak geomechanical properties.
The decay of porosity with depth can be approximated with the following function:
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ϕðzÞ ¼ ϕ0 e−λz ;

(13)

where λ is the porosity decay constant and z is depth. Thus, inserting equation (13) into the Waxman‐Smit
Equation (equation (7)), ρclay can be approximated by



−m 1
(14)
þ BQV :
ρclay ðzÞ ¼ ϕ0 e−λz
ρw
If we let ρclay0 be the resistivity of saturated clay when z is 0 and assume that all variables in the Archie and
Waxman‐Smit equations besides ρt and ϕ are constant, then we have

 −λz −m  1
ϕ0 e
ρclay ðzÞ
ρw þ BQv

 ¼ eλzm :
¼
ρclay0
ðϕ0 Þ−m ρ1 þ BQv

(15)

w

Rearranging equation (15) allows us to estimate ρclay(z): ρclay(z) = eλzmρclay0. Thus, if we can solve for ρclay0,
and λm, then we can have an estimate of ρclay (z) for all z. To demonstrate this, we show the depth‐resistivity
and depth‐porosity relationships for different values of λm in Figure S5. For the purposes of our model, we
solved for the combined term λm, since that is all that is needed to estimate resistivity. To convert from resistivity to porosity for the purpose of the ﬁgure, we used 1.3, which is within the range reported for unconsolidated materials (Knight & Endres, 2005).
With the rock physics transform described, we were able to convert resistivity data to total sand and clay
thickness in each model layer.
3.3.2. Forward Modeling Deformation and the AEM Response
We modeled surface deformation using equations (4) and (5). We assumed that the change in head in sands
equilibrated instantaneously with that measured at the well, due to their high hydraulic conductivity. Thus,
their change in head was equal to that described in section 3.2.1. Their thickness was determined by transforming the resistivity values with the rock physics transform. The thickness of clay layers was determined
as described in section 3.2.2. We modeled this change in head within clay layers using equation (5), which
requires knowledge of the hydraulic conductivity and speciﬁc storage. We assumed that Ssw was negligible
compared to Ssk, so that Ss ≈ Ssk. Thus, to model deformation we needed estimates for Kv, Sske, Sskv, and the
total thickness of the clays. The total clay thickness was then divided by bequiv (described in section 3.2.2) to
determine the number of individual clay layers to model. The compaction of these layers was summed to
compute the surface deformation at each location. We implemented equation (5), the one‐dimensional
groundwater ﬂow equation, with a ﬁnite difference approximation (Recktenwald, 2004).
We modeled the AEM response using the resistivity values and thicknesses of the model layers as input. We
used Geoscience Australia's open source forward model code (Brodie & Richardson, 2015).
3.3.3. Joint Inversion Parameter Constraints
Our joint inversion models the AEM response and deformation with input parameters of the resistivity of
each of the ﬁve layers at each of the three locations, the depth of the bottom aquifer (equivalent to the thickness of layer 4), Kv, Sskv, Sske, ρclay, ρsand, λm, and the percent clay at which no ﬂow occurs (to determine
whether signiﬁcant deformation occurs below the lower aquifer). For each of these parameters we deﬁned
a uniform prior distribution with bounds, meaning that all values within the bounds had an equal probability. The bounds are shown in Table S2.
We allowed the resistivity of the upper, unsaturated layer and the bottom layer to vary between 0.1 and
2,000 Ωm. We did this because the top and bottom layers could have a wide range of resistivities; for example, the top layer could have high resistivity due to unsaturated sands, or low resistivity due saturated clays.
The bottom layer had very little data to inform us of its resistivity, so the values could potentially be low
or high.
Since the upper and lower aquifers are known to be a mix of sand and clay, we constrained the resistivity of
these layers to values between those associated with 5% and 95% clay. We rearranged equation (12), with
ρclay and ρsand, to compute the resistivity of the model layer. We allowed the composition of the Corcoran
Clay to vary between 0% and 100% clay but used ρclay and ρsand that were 50% lower and higher than the
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determined values, respectively, in computing ρ. This allowed the resistivity of the Corcoran Clay to vary
over a larger range than that of the upper and lower aquifers. We did this because the Corcoran Clay is
hydrologically disconnected from the rest of the aquifer system, and thus is likely to have different pore
water resistivity.
We allowed the fraction clay threshold, or the threshold above which no ﬂow occurs in layers below the
Corcoran Clay, to vary between 0.1 and 1. We allowed the thickness of the lower aquifer to vary between
30 and 400 m (resulting in a depth for the base of the aquifer ranging from ~120 to 500 m), which we considered to be reasonable lower and upper limits on the lower aquifer thickness based on the report by
KDWCD (2015).
In addition to the above parameters, we also needed to solve for ρclay and ρsand, as well as the hydrologic
parameters Kv, Sske, and Sskv. We allowed ρclay and ρsand to vary between 0.1 and 2000 Ωm, values well above
and below the expected resistivities. We allowed Kv to vary between 1 × 10−10 and 1 × 10−2 m/day. We
allowed Sske to vary between 1 × 10−7 and 1 × 10−4 m−1, and Sskv to vary between 1 × 10−5 and
3 × 10−3 m−1. These values were chosen based on a range of values reported in the literature (Faunt et al.,
2009; Sneed, 2001). The values are shown in Table S2.
We used three time series of deformation colocated with AEM soundings as the observation data to compare
with the output of the joint inversion model. We estimated the resistivity of all model layers, the thickness of
the bottom aquifer layer, ρclay, ρsand, λm, Sske, Sskv, and Kv using MCMC methods.
3.3.4. Performing Joint Inversion With MCMC
We used the MCMC approach as described in section 2.3 to jointly invert the AEM and deformation data.
Our problem has 25 unknown parameters. Vrugt (2016) has found that for this number of unknowns,
roughly 50,000 accepted models after burn in are needed. We used ﬁve parallel chains for our
MCMC inversion.
The Markov chains for all parameters are combined and shown in Figure S6. Each point indicates the parameters used for that forward model run. The burn in period is typically during roughly the ﬁrst 10% of the
forward model iterations, as the parameter space is being searched broadly prior to convergence. After this,
the parameters converge on a smaller area of the parameter space, if they are well constrained by the model.
Note that some parameters, like λm and the percentage clay in the third layer of location c are not well constrained, indicated by the large spread of the values in the chain. The spread of the parameter values after
this convergence indicates the parameter uncertainty. We show the posterior parameter correlations in
Figure S7. Note that some parameters, including thickness and percent clay of the fourth layer, are negatively correlated, while others, like Kv and Sskv, are positively correlated. Our method used multiple parallel
chains, which helps account for correlated parameters (Vrugt, 2016). Other inversion approaches could be
implemented but would need to account for parameter correlation.
Once we had run an adequate number of models to sample the parameter space, we had a distribution of
values for the resistivity of each model layer at each location. We also had a distribution of values for
ρclay, ρsand, λm, and hydrologic parameters. With these parameter estimates, we were able to model deformation, along with the uncertainty in deformation, given the change in head.

4. Results
Let us ﬁrst consider the clay fraction at each of the three study locations, obtained through the joint inversion of the AEM and InSAR data. The median of the determined clay fraction at each location and at depths
ranging from the water table to 450 m is shown in Figures 5a–5c in blue, with the gray bar representing the
region within the 5th and 95th percentiles. The gray bars become broader at greater depths, indicating that
the model is less sensitive to changes in resistivities at these depths. Note that the upper and lower aquifers
have clay fractions ranging from 0.1 to 0.6, while the Corcoran Clay has a clay fraction ranging from 0.7 to 1.
The resistivity structure of the subsurface, which is related to the fraction clay by the rock physics transform,
is shown in Figure S8. The resistivity structure obtained from the joint inversion (Figures S8a–S8c) is very
well constrained compared to inversions that only include AEM data (e.g., Minsley, 2011). Figures S8d–
S8f shows what is obtained if only AEM data are included in the inversion, with much higher uncertainty.
This highlights the beneﬁt of combining InSAR and AEM in hydrogeologic studies.
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Figure 5. Distribution of fraction clay values determined by Markov Chain Monte Carlo inversion. Median estimate
(blue), with the areas within 5th and 95th percentiles in gray. Panels (a)–(c) show the results from the joint inversion at
locations a, b, and c, respectively.

The ﬁt of modeled to observed AEM data is shown in Figure 6, with the modeled data falling within the error
bounds of the observed AEM data. The estimated hydrologic parameters (Kv, Sske, Sskv, and the fraction clay
at which no compaction occurs) and rock physics parameters (ρclay, ρsand, λm) are shown in Table 1. The
hydrologic parameters were used to compute deformation at each layer and surface subsidence as a response
to changes in head. The rock physics parameters were used to relate resistivity data to fraction clay. The estimated parameters are on the same order of magnitude as estimates from previous studies in the area (Knight
et al., 2018; Sneed, 2001). We note very good agreement between the posterior distribution for ρsand and ρclay
and the results obtained using a different method to develop the rock physics transform (Knight et al., 2018)
suggesting that both provide reasonable estimates of the resistivity of sand and clay in this area.
With estimates of resistivity, the parameters in the rock physics transform, and hydrologic properties, we
modeled the past deformation that occurred due to changes in head. The ﬁt of modeled to observed deformation data at locations a, b, and c (referenced in Figure 1) is shown in Figure 7. We used Envisat (2003–2008)
and ALOS (2007–2010) data, along with the dB/dt data from AEM, to calibrate the model. Sentinel‐1 InSAR
data from 2015 to 2018, made available by the Department of Water Resources and processed as described in
Farr (2016), were left out of the calibration and used to validate our model. As Figure 7 shows, the calibration
InSAR data ﬁt the modeled deformation well. The validation data at the ﬁrst two locations (Figures 7a and
7b) are predicted very accurately, while our model slightly underpredicts deformation at the third
location (Figure 7c).
We can see in Figure 7 the differences in the observed and modeled deformation between the three locations.
Our parameter estimations clearly reveal the reason for these differences. While Figure 4 shows that the
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Figure 6. Fit of modeled and observed airborne electromagnetic data at locations (a), (b), and (c), respectively.

head variation at these locations is very similar. In Figure 5 we show the determined depth at which no
ﬂow/deformation occurs. This indicates that a larger portion of the aquifer is experiencing deformation at
location a (~400 m) than at locations b (~180 m) and c (~160 m). This results in more clay deforming and
a larger subsidence signature at the surface.

5. Discussion
In order to manage groundwater so as to prevent or reduce subsidence at a location, it is essential to have a
model of deformation that allows for the prediction of the subsidence that will occur given changes in the
groundwater system that result in changes in head. The starting point for developing a model of deformation, at any location, is the availability of InSAR data, which quantify the integrated deformation of all subsurface layers. In this work we have shown that the acquisition of AEM data in an area can allow for the
development of a model of surface deformation, through the joint inversion of these two data sets. This
model allows a groundwater manager to consider various scenarios resulting in changes in head, and then
use the head changes, predicted to occur at speciﬁc locations, to determine the corresponding subsidence. It
is important to note that the model is setup assuming pumping from deﬁned model layers. If wells are drilled
to deeper depths so that deformation can occur at other depths, the model would need to be updated, and
recalibrated, to account for pumping from new depth intervals.
Let us demonstrate how our new model could be used in Tulare Irrigation District to design strategies for
both pumping and recharge. We can model the impact of variations in head caused by pumping and
recharge at speciﬁc locations and observe how our model predicts very different outcomes at the different
locations. We consider four different scenarios over a 20‐year time period, shown in Figure 8 as continued
drawdown, no head change, gradual recharge, and rapid recharge. Continued drawdown is deﬁned as a 1‐
m/year decline in head (following the trend from 1990 to 2018). No head change means that any pumping
is balanced by recharge, resulting in constant head. Gradual recharge
Table 1
is deﬁned as a 1‐m/year increase in head. Rapid recharge is deﬁned as
Parameter Estimates From Inversion
a 4‐m/year increase in head for 4 years, which then tapers to steady
Parameter
MAP
5th percentile
95th percentile
head levels over the next 3 years and is then maintained at this constant head level for the remaining 13 years. Figure 8a shows the preHydrologic parameters for deformation modeling
−4
−4
−3
dicted surface displacement for each scenario at location a (from
4.9 × 10
4.0 × 10
1.1 × 10
Kv (m/year)
−1
−5
−5
−5
Sske (m )
8.6 × 10
3.1 × 10
9.9 × 10
Figure 1), and Figure 8b shows the predicted surface displacement
−1
−3
−3
−3
Sskv (m )
1.8 × 10
1.4 × 10
2.9 × 10
at location c (from Figure 1).
fraction clay (unitless)
0.87
Parameters for rock physics transform
ρclay (Ωm)
12
ρsand (Ωm)
25
−4.1
λm (unitless)
1 × 10
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0.62

0.99

9.9
20
−3.1
1 × 10

15
40
−4.9
1 × 10

Continued drawdown, not surprisingly, results in continued subsidence at both locations. When there is no head change, subsidence
still continues at both locations due to the delayed drainage from
the low permeability clay. The other two scenarios, which explore
2815

Water Resources Research

10.1029/2018WR024185

Figure 7. Fit of modeled and observed deformation data. (a), (b), and (c) correspond to the locations shown in Figure 1.
The blue line is the median estimate from the model, while the gray area represents the area within the 5th and 95th
percentile estimates. The orange markers represent interferometric synthetic aperture radar‐derived deformation estimates, and the red markers and line represent the total displacement measured by the Sentinel‐1 satellite from 2015 to
2018.

the impact of rapid and gradual recharge, also show some amount of subsidence continuing, but the more
rapidly the head increases, the more quickly the subsidence is arrested. In Figure 8a, rapid recharge prevents
~0.9 m of subsidence relative to gradual recharge, ~2.6 m of subsidence relative to constant head, and ~5 m
of subsidence relative to continued drawdown over the 20‐year time period considered. Figure 8b shows that
at location c, rapid recharge prevents ~0.4 m of subsidence relative to gradual recharge, ~1.2 m of subsidence
relative to constant head, and ~2.3 m of subsidence relative to continued drawdown.
Note that in these predictions, we assume that the skeletal speciﬁc storage is constant over time, where in
reality it likely will gradually decrease as subsidence continues (Hoffmann et al., 2003). While this could
result in an overestimation of future subsidence over long time periods (~100 years), over relatively short
time periods the effect is not as signiﬁcant. Thus, our tool is most useful for predicting future subsidence over
relatively short (<20 years) time periods. The ability to make these types of predictions will allow water managers to plan for future deformation under different water scarcity scenarios and prioritize locations for
MAR. This ability is crucial as drought risk increases due to climate change.
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Figure 8. Hypothetical future scenarios for location a from Figure 1 (a) and location c from Figure 1 (b). The solid line
represents continued drawdown (−1 m/year for 20 years), the dotted line represents no head change for 20 years, the
dot‐dashed line represents gradual recharge (1 m/year for 20 years), and the dashed line represents rapid recharge (4 m/
year for 4 years), tapering to no change in head after 3 years.

Another key contribution of our model is that it ﬁlls in gaps of missing deformation data. From 2012 to
2015, no synthetic aperture radar satellites offering public data access were in orbit. This resulted in a
large time window of missing deformation data during one of the worst droughts in California's modern
history. Our model can now estimate how much deformation occurred from 2012 to 2015 at locations a,
b, and c: 60, 40, and 15 cm, respectively, with a total subsidence since 1990 of 3, 1.6, and 0.9 m,
respectively (Figure 7).
While our study area is known for exceptionally high levels of subsidence, InSAR has been used successfully
to monitor groundwater systems in many other areas experiencing lower amounts of subsidence (e.g.,
Amelung et al., 1999; Chaussard et al., 2014; Chen et al., 2017). Our method can be extended to any area
experiencing deformation measurable by InSAR due to groundwater extraction, although our model
assumptions must be carefully considered in extending the method. In our model, we assume ﬁve layers that
the resistivity of sand and clay do not change spatially and that the resistivity of pore water does not change
with depth. While we consider these assumptions reasonable for our study area, to implement this model in
other areas, these assumptions would have to be considered and likely modiﬁed. Since most of the existing
InSAR data come from periods of drought and subsidence, recalibrating our existing model as the aquifer
system responds to large recharge events could signiﬁcantly improve the model. An additional limitation
in the widespread adoption of this method is the cost of acquiring AEM data. However, when acquired over
large spatial areas, the cost of AEM acquisition is much lower than traditional monitoring techniques, such
as drilling wells.
Our method for the development of a deformation model, while useful, was quite computationally intensive
due to the large number of parameters solved for. One simulation of the joint forward model took roughly
0.07 s (including three AEM forward model runs and one deformation model run) to run. Because of the
large number of parameters, roughly 1.5 million model runs were required to reach convergence,
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resulting in ~30 hr of processing time. This process can be run in parallel if n chains are used, speeding the
process by a factor of n.
To further reduce the processing time, one could run the inversion at each location separately, rather than at
multiple locations together, which allows one to run each location in parallel. The key disadvantage of running each location separately is that the hydrologic parameter estimates may have lower accuracy, as there
are less data to constrain the model. However, it could also provide advantages, such as providing the ability
to observe spatial changes in parameter values. In order to scale to a larger study area, we recommend initially running a joint inversion at multiple locations as we did in this study, then parallelizing by running
many locations independently and comparing the results.

6. Conclusions
In this study, we demonstrated, for the ﬁrst time, that AEM and InSAR data can be used together to
model deformation in a cost‐effective way, which can be extended to larger spatial areas. The complementary nature of these data sets results from their sensitivity to clay content in the subsurface, which has a
strong deformation signal, as well as a strong signal in the AEM response. The model we developed can
be used to predict subsidence given different hydrological scenarios. This can be used to prioritize MAR to
minimize subsidence, which has been associated with the permanent loss of groundwater storage and
arsenic release.
Additionally, the hydraulic conductivity and skeletal speciﬁc storage parameters derived can be used to
improve groundwater models, which can provide valuable information about groundwater availability.
This can be used to mitigate the negative effects of land subsidence, including a loss of groundwater storage
capacity, potential groundwater contamination, as well as damage to infrastructure.
As groundwater demand grows globally due to climate change, more basins are experiencing land subsidence, making it essential that we can accurately model the impacts of groundwater depletion and design
effective management strategies to reduce or avoid subsidence. InSAR data are being acquired at a global
scale, and there is increasing acquisition of AEM data to map groundwater systems. The integration of these
two data sets provides a new way to obtain accurate models of the deformation driven by changes in the
groundwater systems.
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