A thermodynamically consistent phase-field (PF) theory for phase transformations (PTs) between three different phases is developed with emphases on the effect of a stress tensor and interface interactions. The phase equilibrium and stability conditions for homogeneous phases are derived and a thermodynamic potential which satisfies all these conditions is introduced using polar order parameters. Propagation of a solid-solid (SS) interface containing nanometer-sized intermediate disordered interfacial phases (IP) and particularly an interfacial intermediate melt (IM) is studied for an HMX energetic material using the developed PF model. The scale effects (the ratio of widths of SS to solid-melt (SM) interfaces, k d ), the effect of the energy ratio of SS to SM interfaces (k E ), and the temperature on the formation and stability of IM are investigated. An interaction between two SM interfaces via an IM, which plays a key role in defining a well-posed problem and mesh-independent solution, is captured using a special gradient energy term. The influence of the elastic energy on the formation and retainment of IM and its structure, hundreds of degrees below the melting temperature, is investigated. Elastic energy promotes barrierless IM in terms of an increasing degree of disordering, interface velocity, and width of IM, but it surprisingly increases nucleation temperature for the IM. The key effect, however, is the drastic reduction (by more than an order of magnitude) of the energy of the critical nucleus of the IM within the SS interface, which is caused by the elastic energy. The developed PF model is applicable for the general case of PT between three phases and can be applied (adjusted) to other physical phenomena, such as premelting/disordering at grain boundaries, martensitic PTs, surface-induced premelting and PTs, and developing the interfacial phase diagrams.
Introduction
The formation and stabilization of IP (e.g., surfacial amorphous films and intergranular amorphous films) have many important applications, e.g., in the electronic industry (Luo and Chiang, 2008) . Interfacial phases also play an important role in sintering, alloying, and strengthening ceramic materials (Luo et al., 1999; Becher et al., 2000) . In addition, the properties of IP are different from the constituent homogeneous phases. A sample with a large volume fraction of IP shows different overall properties (e.g. creep, superplasticity, and electrical conductivity), compared to the sample of homogeneous phases (Cantwell et al., 2014) . Therefore, any advancement in the theoretical and computational modeling of IP can have a significant scientific and industrial impact.
Interfaces between different phases can undergo PTs similar to bulk materials and can be treated as quasi-two-dimensional phases. The chemical and structural properties of the interfaces change abruptly or continuously during their PT during a variation of the corresponding driving forces. Although the interfaces can be analyzed using equilibrium thermodynamics, the equilibrium IPs have varying properties. The Gibbs definition of a phase cannot be applied because of its inhomogeneous structure and composition (Cantwell et al., 2014) . The presence of IPs can change thermodynamic properties of materials and can lead, for example, to liquid-metal embrittlement (Luo et al., 2011) . It also alters the kinetics of processes, e.g., PTs and grain growth (Dillon et al., 2007) . Interfacial phases emerge in a wide range of processes such as premelting and prewetting, surface-induced premelting and PT (Levitas and Samani, 2011a,b; Levitas and Javanbakht, 2011, http://dx.doi.org/10.1016/j.ijsolstr.2015.05.027 0020-7683/Ó 2015 Elsevier Ltd. All rights reserved. 2010), intrinsic PT that occurs in pure materials, and extrinsic PT that happens in non-pure materials involving an adsorption of an impurity or dopant (Levitas et al., 2004 Levitas, 2005; and confirmed experimentally for an HMX energetic material Henson et al., 2002; Levitas et al., 2004 , PbTiO 3 piezoelectric nanowires , and for amorphization in an insulin enhancer pharmaceutical substance called avandia (Randzio and Kutner, 2008) . The PT via formation of IM was also suggested as the mechanism for crystal-crystal PT and amorphization for materials with reducing melting temperature under pressure (e.g., ice, Si, and Ge) (Levitas, 2005) . Furthermore, stresses may also be due to an applied external loading. Formation of IMunder a high strain rate loading was predicted thermodynamically and confirmed using MD simulations for aluminum and copper (Levitas and Ravelo, 2012) .
The thermodynamic condition for the appearance of an IM between solid-1 and solid-2 (S 1 MS 2 interface) is See Ref. (Levitas and Momeni, 2014) ). Here, E 10 ; E 20 , and E 21 are the energies of the S 1 M; S 2 M, and SS interfaces, respectively; E e is the elastic energy of the coherent SS interface; d Ã is the width of the IM, and G 0 and G s are the bulk thermal energies of melt and the solid phase with a smaller melting temperature h m e , respectively. Reduction of the total interface energy and relaxation of the elastic energy are the driving forces for the formation of melt significantly below h m e . Theoretical models based on the sharp-interface approach Levitas, 2005; Levitas et al., 2004) have neglected the change in interface energy during melting as well as the interfacial interactions. The main driving force for the formation of IM in these models was the relaxation of internal stresses due to large volumetric transformation strains. This driving force vanishes as soon as melt forms which results in a supercooled melt and immediate resolidification of melt to the stable solid phase. This intermediate transient melt is a special form of IMwhich is called virtual melt (Levitas et al., 2004 . Formation of the virtual melt is predicted in materials with large volumetric transformations that generate large elastic energy when other stress relaxing mechanisms, such as plastic deformation and twinning, are suppressed; e.g., in materials with complex molecular or atomic structures.
Different techniques are utilized for characterizing and modeling the IP. The developed models, based on the sharp-interface approach which considers zero-thickness interfaces, are oversimplified because the IPhas a width in the range of a few nanometers, which is comparable with the width of a SS interface. Furthermore, a sharp-interface approach considers a bulk phase sandwiched between two interfaces of zero-thickness and cannot capture formation of the IPwith partial melting. Molecular dynamics (MD) simulations have been utilized to investigate interfacial PTs in pure materials . However, investigating such PTs in multiphase materials using the MD technique is limited by an inevitable long simulation time for producing equilibrated composition profiles. Properties of IP have also been studied using ab initio techniques (Painter et al., 2002; Rulis et al., 2005; Shibata et al., 2004) . A phase-field crystal model (Elder and Grant, 2004) was also used to investigate the effects of IP, such as grain boundary premelting (Mellenthin et al., 2008 ).
An advanced PF approach to formation of the IM was developed in Ref. but without mechanics. The interaction between two SM interfaces through melt are modeled using an SS interface energy contribution within complete melt. A new force-balance model was introduced that could match the results of PF simulations up to temperatures significantly below the melting temperature. Shifting from a jump-like first-order type to a continuous second-order type PT that are separated by an IM-free region was captured during IM-formation as k d reduced. The presence of three solutions associated with stable and metastable IM, as well as a critical nucleus (CN) of IM were revealed. A retainment of IM at temperatures significantly below melting temperature for k E < 2:0 was also illustrated. The dependence of the interface energy on a 0 and k d in the presence of IM was demonstrated using the numerical simulations.
The goal of this paper is to generalize a model for the case when elastic energy and stresses are important. An advanced PF approach to PTs with a strong focus on the effect of the stress and transformation strain tensors has been developed for martensitic PT (Levitas et al., 2003; Levitas and Preston, 2002a,b; Levitas et al., 2009; Cho et al., 2012; , surface-induced PT in solids Javanbakht, 2011, 2010) , melting (Slutsker et al., 2006; Levitas and Samani, 2011a,b) , dislocation evolution Javanbakht, 2013, 2015b) , and the interaction between PT and dislocations (Levitas and Javanbakht, 2012 , 2015a ,b, Javanbakht and Levitas, 2015 . Here, a thermodynamically consistent phase field approach for IM at the SS interface under a general stress tensor will be developed, combining our PF approaches to PT in solids, melting, and the model without mechanics. Some preliminary simulations with mechanics have been presented in short communications in Ref. Levitas and Momeni (2014) and Momeni et al. (2015) .
The remainder of this paper is organized as follows. In Section 2, a strict thermodynamic approach is developed for the free energy potential that depends on the polar order parameters and their gradients, as well as elastic strain and temperature. The constitutive equations are derived for the general case of a three-phase material under a stress tensor. Specific expressions for the Helmholtz free energy and thermal and transformation strains are presented, which (as we will show in Section 4) satisfy all the formulated thermodynamic equilibrium and stability conditions for homogeneous states. The time-dependent GL equations are derived in Section 3 for a nonequilibrium propagating interface. In Section 4 thermodynamic stability conditions are derived in the general form and for our specific model. A detailed description of the numerical implementations of the model, including the initial conditions used to study the kinetics and capture the CN, are described in Appendix. The developed model is then specified for the properties of an HMX energetic material, and the effects of different parameters on the formation of IM and SS PT are studied in Section 5. In Section 6, formation and structure of the CN of IM within the S 1 S 2 interface and CN of the S 1 S 2 interface within the S 1 MS 2 interface are studied in detail for the models with and without mechanics. Finally, the results of this study are summarized in Section 7.
We have designated the contraction of tensors A and B over one and two indices with A Á B and A : B, respectively. The subscripts s and a label the symmetric and the skew-symmetric part of a second-rank tensor. The unit tensor and Kronecker delta are designated by I and d ij , respectively; $ is the gradient operator.
Thermodynamic theory

Polar order parameters
Following Refs. Levitas et al. (2003) and Momeni and Levitas (2014) , the polar order parameters, the radial ! and the angular #, are introduced in a plane (Fig. 1) . Geometrically, p#=2, is the angle between the radius vector !, and the axis 1. The origin of the coordinate system, described by ! ¼ 0 for any #, corresponds to the reference phase 0. In the current paper, it is a melt M; however, it can be any phase for a general three-phase system, in particular, austenite for multivariant martensitic transformations (Levitas and Preston, 2002b; Levitas et al., 2003 Levitas and Roy, 2015) . Points (! ¼ 1 and # ¼ 0) and (! ¼ 1 and # ¼ 1) correspond to solid phases S 1 and S 2 , respectively.
Transformations S s $ M are described by varying ! between 0 and 1 at # ¼ 0 or 1; Transformations S 1 $ S 2 occur by variation of # between 0 and 1 at ! ¼ 1. In our applications, phases S 1 and S 2 correspond to the HMX d and b phases, respectively.
Kinematics
In the small-strain approximation the additive decomposition of the strain tensor is e ¼ ð$uÞ s ¼ e e þ e t ð!; #Þ þ e h ð!; #; hÞ; ð1Þ where u is the displacement vector, h is the temperature, e e ; e t , and e h are the elastic, transformational, and thermal strains, respectively.
Laws of thermodynamics
The first law of thermodynamics for an arbitrary volume V of a three-phase material with a boundary S is
where p is the traction vector, v is the particle velocity, h, is the heat flux, n, is the outward unit normal to S, d dt is the time derivative, U is the internal energy per unit mass, f represents the body forces per unit mass, and r is the specific volumetric heat supply rate per unit mass, and q is the mass density, which will be considered as a constant within small-strain approximation. The introduced generalized forces Q ! and Q # originate from the dependence of the thermodynamic potential on $! and $#, respectively. These thermodynamic forces allow us to write the energy equation for an arbitrary volume and consequently transform the global energy balance to its local form.
Applying the second law of thermodynamics in the global form of the entropy balance along with the Clausius-Duhem inequality gives
where s is the entropy per unit mass. Utilizing the Gauss theorem and conservation of mass (dðqVÞ=dt ¼ 0), both thermodynamics laws transform to integrals over the volume after some mathematical manipulations
The constitutive equations must be objective and independent of the motion of the observer. Therefore Eq. (4) should be invariant with respect to the superposition of the rigid body motion. In par- 
Thus, introducing thermodynamic forces Q ! and Q # does not affect the local momentum balance Eq. (6). Since Eqs. (4) and (5) are valid for an arbitrary volume, they have to be valid for all individual points in that volume:
whereS is local total entropy production rate per unit mass. Defining the local dissipation rate as D ¼ hS, multiplying Eq. (8) by h gives qD. Eliminating qr À $ Á h from Eqs. (7) and (8) results in the local dissipation inequality,
Assuming independence of the heat conduction and other thermodynamic processes, Eq. (9) splits into the Fourier's inequality, À $h h Á h P 0 and the remaining inequality without the last term (for which we keep using the D designation): where the Helmholtz free energy, w ¼ U À hs, was introduced.
Constitutive equations
We postulate that w ¼ wðe e ; !; #; h; $!; $#Þ. 
The last two terms in Eq. (10) can be expanded as 
Assuming the dissipation rate to be independent of _ e; _ h; $ _ !, and $ _ # leads to the elasticity rule, the equation for the entropy, and the definition of thermodynamic forces Q ! and Q # :
Dissipative (viscous) stresses can be introduced in a standard way (see, e.g., Ref. 
with the definition of generalized thermodynamic forces
To satisfy the inequality Eq. (15), one has to prescribe the proper
#Þ, which together with definitions Eqs. (16) and (17) result in the generalized GinzburgLandau equations for the evolution of the order parameters. Onsager's cross effects will be neglected for simplicity.
Boundary conditions for the order parameters
One of the boundary conditions that we will use is ! ¼ 0 or 1 and #ðtÞ ¼ 0 or 1, which corresponds to the prescribed phases at the boundaries. Alternatively, we can prescribe the normal component of the introduced generalized forces Q ! and Q # (similar to the traction, heat or mass flux):
where H ! and H # are given functions. Also, one can prescribe periodic boundary conditions for the order parameters, which is always the case when spectral methods of solutions of the boundary value problems are used (Wang et al., 2001; Chen, 2002) . Functions H ! and H # can be expressed in terms of th the variation of the surface energy during a phase transformation under study Samani, 2014, 2011a,b; Lipowsky, 1984; Pluis et al., 1990; Levitas and Javanbakht, 2010) . In this study we are not interested in surface-induced phenomena and will use H ! ¼ H # ¼ 0, which corresponds to the unchanged surface energy during any PTs.
Helmholtz free energy for SS phase transformation via IM
The Helmholtz energy function per unit mass is defined as
with the elastic energy qw e ¼ 0:5e e : Cð!; #Þ : e e ;
Cð!; 
where w l is the local energy. Elastic energy has the simplest form corresponding to the linear elasticity rule. All other terms are justified in Ref. Momeni and Levitas (2014) . They reduce to the equations in Ref. are SM and SS gradient energy coefficients, respectively. While the capital S in the super-and subscripts refers to solid and usually designates some function of #, small s (s ¼ 1; 2), designates a specific solid S s ; the value of the phase indicator i is 0for M, 1 for S 1 , and 2 for S 2 . The monotonous interpolating functions connecting properties of phases are justified in Ref. Momeni and Levitas (2014) :
which have the following derivatives
The 
The first two conditions ensure that each of the materials parameters changes from its known value in one phase to that in other phase; the second two conditions guarantee fulfillment of the thermodynamic equilibrium conditions for each phase for all temperatures and stress tensors, see Section 3, and the last inequality guarantees monotonous behavior of the connecting functions. For a 0 ¼ 0 both functions coincide, /ðy; a; 0Þ ¼ qðy; aÞ. The parameter a 0 is included for gradient energy only (Eq. (27)) and penalizes solid-solid gradient energy even in melt (! ¼ 0), which is propor-
Otherwise, the width of the IM is zero and the problem is ill-posed (see Ref. Momeni and Levitas (2014) ). The parameter a 0 controls the interaction between S 1 M À S 2 M interfaces, which significantly affects the final structure of IM. Also, the above equations satisfy the desired instability conditions, which represent PT criteria (see Section 4). The double-well connecting function mðyÞ has a zero value and derivative at y ¼ 0 and 1, to satisfy the thermodynamic equilibrium conditions and also to avoid introducing any contribution to the energy function of homogeneous phases. 
where a i is the tensor of the linear thermal expansion coefficient of phase i and h 0 is the reference temperature for all three phases for both thermal expansion and transformation strain. If h 0 belongs to the region of metastability of all three phases, then transformation strain represents an actual jump in the stress-free strain (interpolated with the help of thermal expansion coefficients) at h ¼ h 0 . If some of the phases do not exist at h ¼ h 0 , then transformation strain is defined as the jump in stress-free strain extrapolated (utilizing thermal expansion coefficients) to h ¼ h 0 . Because the splitting of the total inelastic strain into thermal and transformational parts depends on the choice of the reference temperature h 0 and is therefore somewhat arbitrary, the same extrapolating functions will be used for them, i.e., a h# ¼ a t# and a h! ¼ a t! . It is clear that for melt the thermal expansion is isotropic, a 0 ¼ a 0 I. Usually, transformation strain for solidification/melting is also considered isotropic and is determined by the change in mass density. In Refs. Levitas and Samani (2011a,b) the deviatoric part of the transformation strain for melting/solidification was introduced, which is proportional to the deviatoric stresses and describes their relaxation within a solid-melt interface. For simplicity, we will neglect this type of deviatoric transformation strain here. However, because we need to distinguish between crystal lattices of two solid phases and because transformation strain between these lattices, e t2 À e t1 , is well defined, we have to define tensorial transformation strains e t1 and e t2 for the solidification of each phase. The transformation strain of cubic lattices from melt is isotropic, e c t ¼ 1=3e t0 I, where e t0 is the volumetric transformation strain. If e t0 ¼ 0, then there is no difference from the continuum point of view between the melt and cubic lattice. Thus, for the definition of tensorial transformation strain for solidification/melting, we will consider melt as the cubic lattice with the same volume and define e ti with respect to it.
The effect of stresses can be illustrated using the local part of the Gibbs potential, Gðr; h; !; #Þ ¼ wðe e ; h; !; #Þ À 1 q r : e, where the stress tensor is an independent variable. For simplicity, i.e., to focus on transformation strain rather than on elastic compliances, we will use in Figs. 1 and 2 the modified Gibbs potential e Gðr; h; !; #Þ ¼ Gðr; h; !; #Þ þ 1 2q
w for pure hydrostatic and shear loading, respectively. Each phase is designated and has contour plots for different material parameters.
Using the constitutive Eq. (13) 1 and the developed Helmholtz free energy, Eqs. (19)- (30), the relation for the stress tensor is
For a two-phase system the developed potential can be simplified significantly by substituting # ¼ 0 (or 1) in Eqs. (19)- (30) for M-S s PT and ! ¼ 1 for S 1 -S 2 PT, respectively. This potential func-
e e ¼ e À e h0 À ðe ts þ e hs À e h0 Þqð!; a t! Þ ð 40Þ
and for S 1 -S 2 PT is
e e : Cð1; #Þ : e e þ DG
which coincide with Ref. Levitas et al. (2003) . Eqs. (40) and (41) are equivalent (except an unimportant constant shift DG h 10 ), and are one-to-one with the models proposed in Ref. Levitas and Samani (2011a) for melting and in Ref. Levitas and Preston (2002a) for austenite-martensite PT.
Ginzburg-Landau equations
The governing equations for the evolution of order parameters (GL equations) can be obtained by assuming a linear relation between the time derivative of the order parameters and their conjugate dissipative driving forces:
where subscript e emphases that the derivative is evaluated at fixed e, and L ! and L # are the kinetic coefficients. To obtain a more explicit expression for the local driving force, we utilize the definition in Eqs. (11) and (39) to elaborate: 
Substituting Eqs. (44) and (45) in Eqs. (42) and (43), respectively, results in a more detailed form of GL equations: 
Local thermodynamic equilibrium conditions
It is evident that each of three homogeneous phases, M f! ¼ 0 and any #g; S 1 f! ¼ 1 and # ¼ 0g and S 2 f! ¼ 1 and # ¼ 1g, make the thermodynamic driving forces for a change in ! and # (i.e., the right-hand side of Eqs. (44) and (45)) equal to zero for any stress and temperature; i.e., they correspond to the local thermodynamic equilibrium. This was one of the main requirements to the thermodynamic potential, which in particular imposed zero derivatives of approximating functions in Eqs. (35), (36) for each of three phases. Note that since melt is defined as ! ¼ 0 for any #, then the disappearance of the term with j$#j 2 in Eqs. (42) for melt requires @/ð0; a / ; a 0 Þ=@! ¼ 0, which does not have a counterpart in the previous theories (Levitas et al., 2003; Levitas and Preston, 2002a,b) . At the same time, for homogeneous solid phases all gradients should be zero and the condition @/ð1; a / ; a 0 Þ=@! ¼ 0 in Eq. (36) does not follow from the condition of thermodynamic equilibrium. It is just a convenient condition that provides q y; a ð Þ ¼/ y; a; 0 ð Þ . The /ðy; a / ; a 0 Þ function describes the energy of the interaction between two SM interfaces versus the distance between them . While more general functions can be used, the chosen /ðy; a / ; a 0 Þ, Eq. (30), results in the interaction energy between two SM interfaces versus the distance between them, which matches with the available sharp interface models (see Ref. Momeni and Levitas (2014) 
The Gibbs energy barriers for the S 1 $ S 2 PTs are Gð# III Þ À Gð# I Þ and
II , an energy barrier disappears and the corresponding phase loses its thermodynamic stability and transforms into an alternative phase under the combination of r and h that follows from these equalities. For the stress-free case this happens at the corresponding instability temperature (see a few lines below). The same is valid when
. Instability conditions will be considered in more detail in Section 4.
Some specifications
Further specification of the temperature-dependent parameters is outlined below and described in more detail in Ref. Momeni and Levitas (2014 Momeni and Levitas (2014) ). While a more general temperature dependence of the energy barriers height is possible, the simplest linear relationship is generally accepted in literature and allows one to describe experiments on size-dependence of the melting of nanoparticles and surface melting in a broad range of temperatures (Levitas and Samani, 2011a,b).
Interface profile, energy, width, and velocity
Solving the GL equations without mechanics for PT between two phases lead to the following relations for the interface profile, energy (E), width (d), velocity (v) (Levitas et al., 2003; Momeni and Levitas, 2014) :
where p ¼ 2:415 (Levitas et al., 2003) . The main parameters of the system that determine formation and stability of IM are the energy ratio (k E ) and width ratio (k d ) of the SS to SM interfaces. These parameters are determined using Eqs. (53) and (54), which are functions of temperature . For a particular case A ij c ¼ À3Ds ij , energy and widths of interfaces are becoming temperature-independent and we obtain:
In the numerical simulations, we have considered an SS interface width of 1 nm, Porter (1981) then the width of the SM interface to be equal to 1=k d nm. The energy of the interface with IM is defined as 
where x # is the location of the sharp interface (Gibbsian dividing surface), which should be determined using a static equivalence approach . For the interface without IM and 2-3-4 potential that is symmetric with respect to # ¼ 0:5, the location of the corresponding sharp interface is x # ¼ 0:5. Here, we assume the same position of the dividing surface for the case with IM and will treat this problem in a stricter way in the future.
Thermodynamic stability conditions
The PT criteria between different phases in the phase-field theory are derived using the condition for a loss of stability of the homogeneous crystal lattice under spontaneous variation of the order parameters. Instability analyses of the crystal lattice have been used for determining the ultimate strength of perfect crystals (Milstein and Hill, 1979; Hill and Milstein, 1977; Hill, 1975; Born and Fürth, 1940; Born and Misra, 1940; Misra, 1940; Born, 1940) , melting (Born, 1939; Wang et al., 1993; Ida, 1969) , and crystal-to-amorphous transition (Wang et al., 1993; Li and Johnson, 1993) . Investigating the stability of a loaded crystal requires a specification of the loading type -i.e., conservative, extrinsic, or intrinsic loadings. The extrinsic loading accounts for the rotation of the specimen during the loading process as in conventional mechanical tests. The intrinsic loading assumes that the stresses follow the material boundaries. The stability of a crystalline lattice under conservative external loading has been studied using the continuum mechanics approach and large deformation formulation by applying the Lagrange stability criteria (Milstein and Hill, 1979; Hill and Milstein, 1977; Hill, 1975) . Stability of the crystalline systems under a special type of nonconservative loading was studied in Refs. Wang et al. (1995) and Wang et al. (1993) . A strict thermodynamic approach for a stability analysis of the homogeneous crystalline material under external loading and finite rotations is developed in Refs. Levitas and Preston (2005) and .
Here, we limit ourselves to small strain formulation and specify an approach from Ref. to determine conditions for the instability of homogeneous crystalline phases S s , and extend this approach to describe the instability of homogeneous melt toward solidification. We formulate the following thermodynamic definition of instability under the prescribed stress tensor r: equilibrium phases (# eq ¼ s À 1 for S s and ! eq ¼ 0 or 1 ) are unstable under prescribed stress tensor r if a spontaneous deviation of order parameters results in a non-negative dissipation rate -i.e., D P 0:
Here, De e is the change in elastic strain due to changing elastic moduli that depend on the order parameters. Using Taylor series expansion around the equilibrium phases and imposing 
6 a t! r : ðe ts þ e hs À e h0 Þ þ 0:5a C e e : ðC 0 À C s Þ : e e ;
6 a t# r : ðe t2 þ e h2 À e t1 À e h1 Þ À 0:5a cS e e : ðC 2 À C 1 Þ : e e ;
Formally, Eqs. (65)- (68) are similar to the instability conditions in Refs. Levitas et al. (2003) , Levitas and Preston (2002a,b) . For zero stresses they reduce to the instability conditions in Ref. Momeni and Levitas (2014) . An essential difference should be elaborated for the melt instability condition (65), because applied stresses reduce to the hydrostatic pressure p 0 ¼ À1=3I : r and elastic strain reduces to volumetric strain e v e . Therefore, Eq. (65) can be rewritten as
where e v ts ; e v hs ; e v h0 are the volumetric transformation and thermal strains; and K is the bulk modulus. Phase transformation criteria (66)-(69) have the desired form: transformation work exceeds the thermal threshold plus the threshold related to jump in elastic compliances.
We will remind that the stability conditions (65)- (68) represent PT criteria for a PT between two homogeneous phases; they are independent of a third phase and are necessary for the formulation of a consistent local part of the thermodynamic potential. However, our main problem in this paper is to find conditions for instability of an S 1 S 2 interface with respect to the formation of IM. Since both initial and final states in this problem are heterogeneous, this problem (i.e., finding the conditions for the formation of IM) will be studied here numerically using the developed PF model. During the formation of the S 1 MS 2 diffuse interface, ! reduces from 1 to some smaller value (in particular, to 0 for complete melt) and increases back to 1, while # varies from 0 to 1 inside the IM.
Barrierless nucleation and disappearance of IM
Effects of system parameters on the formation and stability of IM within a vertical interface in a rectangular sample of 40 nm height and 300 nm width (in the reference liquid state) are investigated for a wide range of temperatures. Various PT processes are studied in this section such as jump-like first-order type PTs and continuous second-order type PTs, both barrierless. Two different initial conditions are considered for each simulation -i.e., a perturbed SS interface and a pre-existing melt confined between two solids S 1 MS 2 . Problem formulation, material properties, and numerical approach are summarized in the Appendix. The presented results revealed multiple phases, which have different properties and can play a key role in designing advanced materials with new applications.
Effect of k E and k d -The effect of two main dimensionless parameters will be studied: (i) the ratio of SS interface energy to the energy of the SM interface (k E ) and (ii) the ratio of SS interface width to SM interface width (k d ). The first parameter characterizes the change in interface energy during IM formation, and the second one characterizes the change in energy distribution that is responsible for the scale effects.
The effect of k E on the formation and stability of IM is studied for different values of k d at a fixed temperature h ¼ h 21 e ¼ 432 K. The results for melting and solidification processes for models with and without mechanics are shown in Fig. 3 . The results show that increasing k E promotes formation and retainment of disordered IM. Decreasing k d changes a first-order jump-like PT to a continuous reversible PT. Furthermore, the range of stability and retention of IM decreases (i.e., width of IM hysteresis reduces) with decreasing k d (Fig. 3) . While IM with 0 < ! < 0:15 is captured when 2:5 < k E < 2:8 for k d ¼ 0:7, this range is broadened to 1:6 < k E < 3:4 with 0 < ! < 0:08 for k d ¼ 1:1. Although the sharp interface approach imposes a k E > 2 condition as a requirement for the formation of IM, our phase field simulations indicate the emergence and retention of IM for k E < 2 by appropriate choice of k d values. A comparison of the results presented in Fig. 3b with the results for the system with no elastic energy (Fig. 3a) demonstrates a promotion of the IMformation in the presence of elastic energy: all lines are shifted to smaller k E . Distribution of the order parameters ! and # at the SMS interface, which indicates the structure of IM, is shown for cases without and with mechanics in Fig. 4 .
Distribution of elastic stress components r y e and r z e are plotted in Fig. 5 for S 1 S 2 and S 1 MS 2 interfaces. Stresses in bulk which are determined by thermal and transformation strains in a clamp in the z-direction sample do not change during formation of the IM. However, stresses in melt relax which provides an additional driving force for the IM appearance.
Formation and retainment of IM as a result of the scale effect is studied in detail by performing simulations for a wide range of k d values at a fixed temperature (h ¼ h 21 e ¼ 432 K) for different k E values. The results are presented in Fig. 6 (Figs. 7-9 ). All S 1 MS 2 interface velocities are calculated with respect to the fixed frame for a steady-state moving interface, of which the profile does not change during the interface propagation.
Elastic energy plays a dual role: it reduces ! min promoting IM but surprisingly increases nucleation temperature for the IM, i.e., suppresses IM (Fig. 7 ). An increase in nucleation temperature for IM is caused by the extra elastic energy that needs to be overcome during the initial stage of IM-formation before it can be compensated by the relaxation of the elastic energy during melting. The interface profile and velocity during the PT between two phases with negligible elastic energy are studied numerically for a steady-state moving interface in the fixed frame. The results of numerical simulations quantitatively match the analytical solutions, Momeni and Levitas (2014) which indicates the validity of the developed numerical model. This model is then utilized to perform the simulations for the samples with elastic energy, for which an analytical solution does not exist. The simulation results indicate that the interface velocity increases with increasing temperature and interfacial interaction coefficient a 0 . The simulations for the model without elastic energy indicate a zero S 1 MS 2 interface velocity at equilibrium temperature h ¼ h 21 e and its magnitude increases with deviation from h 21 e in both directions. However, the elastic energy increases the S 1 MS 2 interface velocity from metastable to stable solid phases and produces nonzero interface velocities at h 21 e (Fig. 10) . With elastic energy, S 1 MS 2 interface velocity is positive only, because IM does not appear at a lower temperature that may cause negative velocity.
Nucleation and disappearance of IM via thermally-activated processes and critical nuclei
The results on the effect of different system parameters (Section 5) revealed the presence of two different steady solutions for IM corresponding to the local energy minima, which are separated by an energy barrier. This barrier corresponds to the third solution or saddle point of the energy functional and represents the CN. The presence of multiple minima emphasizes the importance of thermally-activated processes and kinetics on the final structure of an interface. The method to study CN for the IM without mechanics was developed in Ref. Momeni and Levitas (2014) . In this section, a generalized version of this method for the case with mechanics is utilized for finding CN of the IM within an S 1 S 2 interface, and study the morphology and energetics of the CN during a heterogeneous nucleation at the horizontal interface between two solid phases in an infinitely long cylindrical sample of radius 20 nm (see the Appendix for details of problem formulation and numerical procedure).
Two main solutions are found: CN 1 at the center of a sample and CN 2 at the surface. The structures of the CN 1 and CN 2 are shown in Fig. 11 for the solution without mechanics. Structures of these two critical nuclei for the problem with mechanics are presented in and a half-oval-shaped CN 2 of the IM at the surface are formed. The CN of the IM for the model without any elastic energy has the smaller aspect ratio. The width of the S 1 S 2 interface narrows down inside the CN 1 and CN 2 of the IM, with and without elastic energy. Although the S 1 S 2 interface is a plane for the model without an elastic energy, it is curved when the effect of elastic energy is considered. This is due to complete relaxation of the radial stress at the surface due to the stress-free boundary condition, while it cannot relax in the central part of the cylindrical sample. Also, phase S 2 in an upper part of the sample has a larger contraction compared to the phase S 1 in the bottom part.
We utilize the following definitions of the energies. Momeni and Levitas (2014) for three phases). Consequently, deviations are due to two-dimensional correction (without mechanics) and elastic stresses (with mechanics). Despite this small difference, the energy of the S 1 S 2 interface without mechanics is equal to its analytically prescribed value of 1 J=m 2 . For both cases (without and with mechanics), the energy of S 1 MS 2 is smaller than that of the S 1 S 2 interface. The contribution of elastic energy to the total energy is relatively small for all cases; for the S 1 MS 2 interface it is almost two times smaller than for the S 1 S 2 interface. While elastic energy increases total energies of both S 1 S 2 and S 1 MS 2 interfaces, it reduces the energies per unit area because the area of the interface that is curved due to elastic energy is larger than the area of initial plane interfaces. To experimentally detect a thermally-activated process within a reasonable time the kinetic nucleation criterion, DE 6 ð40 À 80Þk B h, should be satisfied (Ref. Porter (1981) ), where k B is the Boltzmann constant and DE is an activation energy. After forming the CN, thermal fluctuations may lead to further growth of the CN and formation of the alternative stable steady nanostructure. A more detailed model should include a stochastic term within the Langevin dynamics that satisfies the fluctuation-dissipation theorem. However, computationally it is more time consuming for our purposes. At h ¼ h e ¼ 432 K, the energy of thermal fluctuations is 80k B h ¼ 0:48 Â 10 À18 J. The calculated activation energies and their components are listed in Table 3 . The minimum activation energy is obtained for the CN 1 of the S 1 MS 2 at the center of the sample within the S 1 S 2 interface, DE CN 1 sms , when mechanics is included. It is smaller than the magnitude of thermal fluctuations at simulation temperature. Therefore, a S 1 S 2 ! S 1 MS 2 phase transformation can occur as a thermally-activated process when mechanics is included.
Remarkably, the elastic energy for the CN 1 of S 1 MS 2 makes a larger contribution to the activation energy DE CN 1 sms than two other contributions together. However, it slightly changes the distribution of the order parameters and geometry of the CN in comparison with the case without mechanics which, surprisingly, drastically reduces contributions of W h and W r to the activation energies:
by a factor of 46 and 31, respectively. The total activation energy of CN 1 reduces due to mechanics by a factor of $16, which makes this nucleation kinetically possible. Such a strong effect of mechanics seems to contradict the small changes in the structure and geometry of the CN. To understand this one has to look carefully at the data in Table 1 ss , due to a similar reason. However, it is still too large to satisfy nucleation criterion. An interesting point is that the elastic energy makes a negative contribution to the activation energy DE CN 2 ss . Still, with a reduction in sample size, the volume and energy of CN 2 reduces and it may appear below some critical sample radius. At the same time the activation energy of CN 1 is independent of the sample radius for a much smaller radii. Another important point is that the activation energy for a S 1 MS 2 ! S 1 S 2 phase transformation is much larger than the energy of thermal fluctuations for CN 1 (and CN 2 ) ; thus, the formed IM is metastable and retains.
We have to be sure that the small activation energies obtained as the difference of two large numbers do not contain large numerical errors, which would compromise our conclusions. Away from the CN the ground state solution is not disturbed, so we can evaluate the activation energy as DE ss . Our results on the CN in Ref. Momeni and Levitas (2014) without mechanics were disappointing, since they led to a conclusion that thermally-activated nucleation of the IM is impossible. This was in contradiction with the experimentally-observed thermally-activated interface kinetics for a b-dPT in HMX (Levitas et al., 2004 . Now these contradictions are resolved.
In summary, considering mechanics is crucial for the correct determination of the activation energy for both critical nuclei, the description of thermally-activated nucleation, and the disappearance of the IM, as well as the kinetics of the S 1 MS 2 and S 1 S 2 interface propagation.
Concluding remarks and future directions
In this paper, a thermodynamically-consistent PF approach for PTs between three different phases is developed using polar order parameters. It includes the effect of the stress tensor, interface interactions via IP, and phase equilibrium and stability conditions for homogeneous phases. Explicit expressions for the Helmholtz free energy and transformation and thermal strains, which satisfy all formulated conditions are derived. The GL equations are derived and coupled to the full system of equations of continuum mechanics. They are implemented in the FE package COMSOL Multiphysics. Propagation and equilibrium of the SS interface containing nanometer-sized intermediate disordered IP and, particularly, an interfacial IM are studied in detail for an HMX energetic material. Melting releases the energy of internal stresses at a coherent SS interface, which provides an additional thermodynamic driving force that promotes IM significantly below the bulk melting temperature. The main focus of the study is the effect of mechanics on the structure of the IM and parameters at which it nucleates and disappears, either barrierlessly or via the CN and thermal fluctuations. However, results depend strongly on the ratio of widths of SS to SM interfaces, k d , the energy ratio of SS to SM interfaces, k E , temperature, and the parameter a 0 that describes the interaction of two SM interfaces via an IM. Most of the results are presented for temperatures that are more than hundreds of degrees below the bulk melting temperature. In particular, formation of the IM(! min $ 0:07) with a width of $ 1:4 nm is captured at $ 0:8h 21 e ¼ 0:65h 02 e , which is almost 185 K below the melting temperature. This is even below the 120 K reduction in melting Fig. 10 . Effect of IM formation on the interface velocity. Square points designate temperatures below which the IM cannot nucleate barrierlessly within the SS interface. Black dashed line is the velocity of the SS interface when elastic energy is negligible, which is obtained using an analytical solution. The upper line is the velocity of the SS interface while allowing for mechanics. All other lines with dots (indicating nucleation temperature of the IM) are for velocities of the S1MS2 interfaces. Simulations are performed for kE ¼ 4:0 and kd ¼ 1:0. For these parameters, the magnitude of the velocity of the SS interface is larger than velocity of the S1MS2 interface. Allowing for mechanics increases the magnitude of all interface velocities. (Levitas et al., 2004 . Size-dependent melting hysteresis, transition from a first-order type, jump-like, IM to a second-order type, continuous and reversible IM, and formation of an IM-free gap are obtained without and with mechanics. Unexpectedly, mechanics plays a dual role in barrierless IM nucleation: it promotes IM in terms of decreasing the stationary value of ! min and energy and increasing interface velocity and width of IM but it increases the temperature for barrierless IM nucleation. An increase in nucleation temperature for IM is caused by the extra elastic energy that needs to be overcome during the initial stage of IM-formation before it can be compensated by the relaxation of the elastic energy during melting. Although the sharp interface approach predicts the formation of IM for k E > 2, our PF simulations demonstrated the nucleation and retainment of IM for k E < 2 even without mechanics. With mechanics the critical k E for IM nucleation reduces. The difference in results is because the sharp-interface model assumes bulk properties of the melt while PF approach operates with incomplete intermediate nanostructures and includes the scale effect parameter k d . The results on the scale effect and presence of an IM-free gap is not limited to the specific modeled material (i.e., HMX); they are expected for a wide range of materials, such as Si, Ge, and other materials with reducing melting temperature as a function of applied pressure (Levitas, 2005) .
The most important and surprising result is in the revealed strong (more than an order of magnitude) reduction of the activation energy of the CN of the S 1 MS 2 within the S 1 S 2 interface due to mechanics in comparison with the model without mechanics. Elastic energy only slightly changes the structure of the CN, the geometry of the S 1 S 2 interface, and the total energy. However, allowing for mechanics increases energies of the ground S 1 S 2 state more than the energy of the CN. Since activation energy for the sms . For simplicity, simulations have been performed assuming the same interface energy and width for both SM interfaces, as well as a linear dependence of the SM interface interactions on gradient energy of the SS interface inside the melt. Also, pure volumetric transformation strain tensors and temperature-independent energy and width of each individual interface were accepted. These limitations can be avoided in more detailed simulations and when corresponding experimental data is available. Also, relaxation of the elastic stresses at the solid-melt interface can be introduced, similar to that in Ref. Levitas and Samani (2011a) . The effect of IMformation on the elimination of the athermal friction and amorphization via IM formation (Levitas, 2005) will be studied in the future. Note that change of the material parameters (k d ; k E , and a 0 ) may change some of the conclusions of the current paper.
The developed model can be adjusted and implemented to study the PT between any three non-equilibrium phases (Tiaden et al., 1998; Folch and Plapp, 2005) , austenite and multiple martensitic variants (Levitas et al., , 2003 (Levitas et al., , 2001 (Levitas et al., , 2002 , grain boundary pre-melting (Lobkovsky and Warren, 2002; Mishin et al., 2009) , and surface induced PT and pre-melting (Levitas and Samani, 2011b; Levitas and Javanbakht, 2010) , especially, for the finite width of the external surface (Levitas and Javanbakht, 2011; Levitas and Samani, 2014) . It will advance the above studies by adding the effect of the stress tensor and new scale parameters, like k d and a 0 . The diagrams on the effect of system parameters such as temperature, k d , and k E can be utilized as a guideline to develop new materials and alloys.
Our model can also be used to study the nucleation of solid phases from melt (T 'oth et al., 2011) , heterogeneous nucleation at the interface or an external surface (Gránásy et al., 2007) , as well as the effect of mechanics on the morphology and structure of nuclei and nucleation kinetics. One potential direction of research would be extending the current model to capture diffusive PTs in multi-component systems. Other areas of inquiry could encompass the study of interfacial and inter-granular phases (also called complexions) and their phase diagrams (Cantwell et al., 2014; , as well as a comparison with the results obtained using other simulation techniques such as MD and phase-field crystal (Heo et al., 2011 (Heo et al., , 2013 (Heo et al., , 2008 (Heo et al., , 2005 . Material properties -The energetic crystal cyclotetramethylenetetranitramine (C 4 H 8 N 8 O 8 ) (also known as 1,3,5,7-tetranitrooctahydro 1,3,5,7-tetrazocine), which is called HMX, is chosen as the model material for our simulations. Parameters of the developed model were calibrated by the thermodynamic properties of d-and b-HMX which are designated by S 1 and S 2 , respectively. Mechanical and thermophysical properties of HMX are extensively studied in Refs. , , and and parameters for the PT kinetics are described in Ref. Momeni and Levitas (2014) . Here, we will use 
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an isotropic approximation for thermal expansion a i ¼ a i I and for tensors of elastic moduli:
ðA:1Þ
where K i and l i are the bulk and shear modulus of phase
is the deviatoric part of the forth rank unit tensor (Landau and Lifshitz, 1970) . Thermophysical properties of the homogeneous phases and interfaces between them are listed in Tables 4 and 5 Table 4 . Unknown parameters k d and k E and a 0 were varied in our simulations in order to understand their effect and predict possible microstructures and phenomena. Proper atomistic simulations or experimental studies are necessary to determine the exact value of these parameters.
The large negative value of h 21 c indicates high stability of S 1 at h ¼ h 21 e ¼ 432 K and loss of stability cannot occur in reality. A negative instability temperature has also been reported for the NiAl by fitting it to the MD simulations (Levitas and Preston, 2002b) . All non-strain related material parameters are the same as in Ref. Momeni and Levitas (2014) .
Problem formulation -Two different problem formulations and methods of solutions were applied to study barrierless IM nucleation and microstructure evolution and for finding the CN of the IM.
(a) The GL evolution equations for barrierless IM nucleation and microstructure evolution are solved for a rectangular sample of 40 nm height and 300 nm width with a roller boundary condition (i.e., zero normal displacement and zero shear stress) on the left side and a fixed lower left point. Note that all initial sample sizes are for initial molten state and they are reduced during solidification into S 1 S 2 state. Axis x is along the width of the rectangular sample and perpendicular to the interface, axis y is along the height of the sample, and axis z is orthogonal to both of them (see Fig. 14) . Plane strain conditions are imposed along the z-axis. Stresses at the faces orthogonal to the x-and y-axis are zero and stresses in the z-direction are due to confinement of the sample in this direction and transformation strains. Sample sizes with dimensions at least an order of magnitude larger than the largest interface width (equal to the largest 1=k d > 1 in examples under study) are chosen and simulations are performed for different sample sizes to ensure size-independent results. For propagating vertical interface studies, an even larger sample size of up to 50 times larger than the largest interface width is considered to get a steady interface velocity and profile.
(b) For the problem of finding the CN, an axisymmetric problem formulation is used and an infinitely long cylindrical sample with a radius of 20 nm (in an initial molten state) and free boundaries are considered. We defined ''perfectly matched'' layers in COMSOL code (see below) with the height of 10 nm at both ends of the sample in the z-direction for mimicking the infinitely long sample. The interface is orthogonal to the axis of symmetry z. The gradient of the order parameters is assumed to be zero at the boundaries, i.e., constant surface energy during PT is assumed.
Numerical approach -Our model is implemented in the finite element commercial software package COMSOL. The standard PDE and Structural Mechanics modules are used. The relative calculation error is set to be 10 À4 and a 0 values larger than this numerical zero (a 0 ¼ 0:01 and a 0 ¼ 0:1) are utilized in the simulations. A mapped mesh of quadratic Lagrange elements with five elements per SS interface width is used to ensure a mesh-independent solution . All the simulations presented here are performed without applying any external force, i.e. stress-free boundary conditions are assumed.
The time scale of the simulations is determined by L # =A 21 and is on the order of magnitude of 1 ns. A time-dependent solver is utilized to study the evolution of microstructures and barrierless nucleation (problem formulation (a)). Time-dependent GL equations are integrated using an implicit time-stepping method, which uses variable-order variable-step-size backward differentiable formulas. An initial time step on the order of 1 ps and a relative tolerance of 10 À4 are chosen. It is worth noting that the integration time step will be chosen automatically during the simulations and it reaches larger values (e.g. 0:1 ns) when steady state interface motion is reached. Typical simulation time for the problem under study for simulating up to 1 s is a few hours using a conventional desktop computer. A stationary solver is used for finding the CN associated with the maximum energy of the structure by solving stationary GL equations (problem formulation (b)). A nonlinear solver is used that is an affine invariant form of the damped Newton method. Different initial guesses are utilized to initialize the problem and find a configuration close to the CN so that the solution of the nonlinear solver converges and gives the final structure of the CN. When the numerical model was calibrated by the properties of an austenite ! martensite PT in NiAl, we could reproduce the results for surface-induced PT, which were reported in the literature (Levitas and Javanbakht, 2011; Levitas and Javanbakht, Table 5 Thermophysical properties of melt (phase 0), d (phase 1), and b (phase 2) HMX.
Ds ðJ=kg Á KÞ he ðKÞ (McCrone, 1950) Lðl Á s=kgÞ hc ðKÞ b ðnJ=mÞ e 0t (Menikoff and Sewell, 2002) (Porter, 1981) .
Fig. 14. Distribution of !ðx; yÞ in the sample that is used for studies of barrierless IM-nucleation at the S1S2 interface (Section 5). This result is obtained for S1S2 initial condition at h ¼ 432 K for kE ¼ 3:6 and kd ¼ 1:0, when elastic energy is neglected. Axis x is along the width and y-axis is along the height of the sample. The axis z is perpendicular to both x-and y-axes.
2010), indicating correct implementation of our model. Without mechanics numerical simulations perfectly matched the analytical solutions, see Ref. Momeni and Levitas (2014) . There is an analytical solution for a sample under external homogeneous stresses in Ref. , and our model also describes it well. But because of the homogeneity of the stresses, this is equivalent to rescaling the homogeneous temperature and does not complicate the problem. Initial conditions for a critical nucleus -The problem of finding CN consists of finding a stationary solution for GL and mechanics equations corresponding to the saddle point of the energy functional. It is equivalent to the maximum of the energy functional versus size for the given shape of the CN. However, a stationary solution to the time-dependent GL equations corresponds to the local minimum of the energy functional. Thus, time-independent GL equations need to be solved to find the solution corresponding to the saddle point of the free energy functional. We have used a modified Newtonian numerical technique (Deuflhard, 1974) to solve the stationary GL equations. Two geometries of the CN are considered: (i) IMforms at the center of a sample, CN 1 , and (ii) IM is located near the external surface, CN 2 .
The convergence of a numerical algorithm is drastically affected by initial conditions. Therefore, choosing initial conditions close to the final morphology of the CN is a key step in this process and involves many iterations. To introduce the CN 1 of melt with different widths determined by a free parameter r 0 within a SS interface, the following function is used in the cylindrical coordinate system with the symmetry axis z and radial coordinate r:
where W is the width of the sample, the plane SS interface is orthogonal to z, and H is the smoothened Heaviside function. The degree of smoothness of the Heaviside function depends on the choice of system parameters and should be chosen to avoid numerical instabilities. To find the configuration of the CN, different initial conditions with different widths need to be considered. It can be achieved by substituting different z 0 values. The chosen value of z 0 that results in the solution of the CN strongly depends on the system parameters, especially k E and k d . However, during the simulations we found out that an initial guess of z 0 $ 0:5d 21 commonly leads to a proper solution for CN 1 . Furthermore, including mechanics makes the system of equations extremely sensitive to the chosen initial conditions. In this case, a final configuration of the CN cannot be found only by adjusting the z 0 and r 0 values and a tedious trial process of different initial conditions. Faster convergence to the final CN configuration can be achieved by first solving the system without mechanics and using this solution as the initial condition for the model with mechanics. During this process gradually increasing the thermodynamic driving force (i.e., temperature) in order to equilibrate the contribution due to elastic energy might be necessary. The CN 2 can be obtained by defining ! CN 2 ðz; rÞ ¼ 1 À ! CN 1 ðz; rÞ, with a large z 0 value -e.g., z 0 ¼ 8d 21 .
Initial conditions for barrierless SS $ SMS phase transformationFormation and stability of IM are studied using two different initial conditions: (i) a perturbed SS interface and (ii) a pre-existing melt confined between two SM interfaces. The final result is sensitive to the chosen initial conditions, because of the existence of two different stationary solutions corresponding to the local energy minimum, namely, with and without the IM. This is in contrast to the previous models for multivariant martensitic PTs, for which the final results were not sensitive to the initial conditions because one solution without intermediate phases exists only. For a perturbed SS interface, the order parameter ! is initialized as 0.99 in the entire sample and the SS interface is modeled by a variation of # according to Eq. (52) for a stationary interface with v 21 ¼ 0.
Alternatively, using a step function for initializing # in a SS interface is easy to implement and would not affect the final results for multivariant martensitic PTs. However, using this function leads to a large gradient energy at the interface and unphysical IM (i.e., IM which cannot appear barrierlessly from the SS interface) forms in our simulations.
To study the stability of IM during the solidification process we need to initialize the system with a pre-existing melt, which can be treated as a specific form of the S 1 MS 2 CN in the S 1 S 2 interface. Thus, we can use a specific form of the CN initializing function ! CN 1 ðr; zÞ, Eq. (A.2), as an initial condition. In this case, we choose a large value for z 0 -e.g. z 0 ¼ 10d 21 and substitute the Heaviside function H with 1. For the plane strain problem and the rectangular sample, where the x and y axes are respectively along the width and height of the sample, we need to substitute r with y and z with x in Eq. (A.2).
