A simple method for the dynamic scheduling on a heterogeneous computing system is proposed in this paper. It was implemented to minimize the parallel program execution time. The proposed method decomposes the program workload into computationally homogeneous subtasks, which may be of the different size, depending on the current load of each machine in a heterogeneous computing system.
Introduction
A computer system of PCs, workstations, minicomputers etc., connected together in a local area network or wide area network represents a large pool of computational power 19] .
Research in the field of heterogeneous computing began in the mid 1980s; since then it has grown tremendously 8]. From the scientific community to the federal government, heterogeneous computing has become an important area of research and interest.
Heterogeneous computing includes both parallel and distributed processing 9, 13] . The virtual heterogeneous associative machine concept makes the distributed machines appear as one single machine. By exploiting the different features and capabilities of a heterogeneous environment, higher levels of performance can be attained.
In general, the goal of heterogeneous computing is to assign each subtask to one of the machines in the system so that the total execution time (computation time and inter-machine communication time) of the application program is minimized 23, 12, 7, 11, 16, 18, 24] . Mapping can be specified statically or determined at runtime by load balancing algorithms. In heterogeneous computing the structure of a problem may be known, but the structure of the system can change dynamically.
In a heterogeneous system that consists of PCs or workstations, individual subtasks can be matched to the best-suited processor. During the design/synthesis of a heterogeneous system, the designer must 8]:
consider all relevant factors, costs, constraints, and objectives during the design; decide on the number and type of processors to be included in the system; decide on the interconnection between the selected processors; determine the effective use of the designed heterogeneous system to perform the given application task; map and schedule the subtasks for execution on the processors.
The dynamic scheduling strategies fall under different models, which include the schemes based on predicting the future from the past loads, the task queue model, and the diffusion model 26].
The paper introduces a heuristic algorithm for dynamic scheduling for distributed computing and provides case studies for two computationally intensive tasks. An improved load balancing strategy in master-slave structures, where the size of task to be assigned to a slave is determined by the last two packets and their execution time, is presented.
The rest of the paper is organized as follows. In Section 2 a brief overview of the heterogeneous computing is given. In Section 3 the task scheduling and the load balancing are described. A simple task scheduling scheme and the algorithm for dynamic scheduling on heterogeneous computing system are presented. The results of the implemented algorithm on two classes of optimization problems are presented in Section 4. In Section 5 the conclusion remarks are given.
Heterogeneous Computing
High performance networks of workstations are becoming increasingly popular as a parallel computing platform 14]. Both message passing and software distributed shared memory paradigms have been developed on such distributed platforms. An important performance bottleneck in these systems is network latency, which is poorer than that in high-speed parallel computer interconnection networks.
A heterogeneous computing (HC) system consists of a number of autonomous and independently scheduled heterogeneous computers. A primary objective in many research projects dealing with heterogeneous computing is the minimization of the job completion time 3, 4]. Figure 1 shows a part of the heterogeneous computing system that has been used in our experiments. There are many different operating systems (Solaris, Linux, etc.) on computers connected in a local-area network. We used LAM/MPI tool as parallel environment.
Task Scheduling and Load Balancing
The problem of load partitioning and scheduling in a multiple-processor system has been the area of active and sustained research over the past two decades 8, 25] .
The most critical aspect of a task-scheduling algorithm is the strategy used to allocate problems to slaves. Generally, the chosen strategy will represent a compromise between the conflicting requirements for independent operation (to Fig. 1 . An example of a heterogeneous computing system, which consists of PCs and workstations. reduce communication costs) and global knowledge of computation state (to improve load balance). In the so-called embarrassingly parallel problem, computation consists of a number of tasks that can be executed more or less independently, without communication 9]. These problems are usually easy to adapt for parallel execution. The same computation must be performed using a range of different input parameters. The parameter values are read from an input file, and after parallel program execution, the different computation results are written to an output file.
Master/Slave

Arbitrarily Divisible Jobs
The problem of heterogeneous load balancing and task scheduling is examined for two practical workload paradigms 10]: indivisible-task jobs and arbitrarily divisible jobs. This paper deals with load balancing and task scheduling in the context of arbitrarily divisible jobs. The arbitrarily divisible load model can be used in an application where the load consists of a large number of small elements with identical processing requirements. Examples can be found in the application for image and signal processing, and also in iterative algorithms 14].
If the execution time per task is constant and each processor has the same computational power, then it is a good idea to decompose the available problems into equal-sized sets and allocate one such set to each processor. In other situations, each slave task repeatedly requests parameter values from the input task, computes using these values, and sends results to the output task. The execution time can vary. The input and the output task cannot expect to receive messages from various slaves in any particular order. This nondeterminism affects only the allocation of problems to slaves and the ordering of results in the input file, but not the actual results computed.
Our Method
We have modeled the computing performance of each computer with a single parameter: its response time needed for the execution of the task.
At time t + 2 the new task size s p (t +
This single parameter includes more aspects of heterogeneity of each computer during the given operating conditions. The task size (chunk size) should be smaller than number of total size number of processors .
Algorithm
The algorithm for dynamic scheduling on a heterogeneous computing system is presented in this section.
There is one node that represents master or manager, all other nodes are slaves or workers (see Fig. 2 ). The master does not compute, but it collects global status information of the system, performs the dynamic scheduling algorithm that also distributes tasks and/or parameter values, collects the results.
Additionally, the master reads data from the input file, distributes the data, makes comparisons between temporary solutions to find the best one, etc. the new task size is too sensitive to all small changes in the system load. In the latter case, the dynamic scheduling strategy is rigid. In both cases lower levels of performance were observed. Of course, there are lower and upper limits of minimum and maximum task size. We have obtained the highest performance for 0:05 0:1. We have decided to use factor 2 because of the following reasons: increasing (dividing) the task size is a simple operation, the increase of the sequence 1, 2, 4, 8,: : : is rather high. The disadvantage of using factor 2 is that the sequence contains some values only.
Results
We have evaluated proposed dynamic scheduling strategy on two classes of optimization problems, where heuristic search algorithms were used. Both of the optimization problems belong to NP-hard problems, and therefore we used dynamic scheduling on computers connected in a local area network to solve the problem faster and/or better.
The first one was the problem of continuous speech recognition. We have implemented an algorithm for bigram word clustering 17, 22] on a heterogeneous computing system. The corpus consisted of approximately 750.000 words and the vocabulary size was 20.000. We used master and slave algorithms, described in previous section, and 10 PCs and workstations (one slave per computer) connected into a local area network, and LAM/MPI tool.
The total execution time of parallel program is the sum of communication time and computation time. Utilization can be defined as the ratio between the computation time and the total execution time. Table 1 shows utilizations of slaves, which were about 0:9 (the total execution time of parallel program was 700:437s). The parallel version of the algorithm for bigram word clustering found a better final solution (approximately 10%) than the sequential version, if the execution times of both algorithms were equal. Note that obtained 10% better final solution in the bigram word clustering is very good. If computers are heterogeneous, they have processors of different power, so it is difficult to measure the speedup of the parallel computation, since it is not clear which computer to use as a reference of the sequential computation. Figure 3 shows the comparison of our method (initially, the is set to the chunk size of the task) with scheduling algorithm when there is no change of the chunk size. It can be noticed that the simple method gives better results in terms of the execution time (up to 10%) compared to the scheduling algorithm with no change in chunk size. The disadvantage of dynamic scheduling with no change in chunk size is that the execution time is increased when the chunk size is too small or when the chunk size is too big. The obtained results show that our dynamic scheduling algorithms perform better when the initial chunk size is small.
The second class of optimization problem used to evaluate presented dynamic scheduling method was asymmetric traveling salesman problem (ATSP) 15, 20, 1] . In this experiment we used a homogeneous computing system, which consists of 41 computers (one processor per computer) connected using ATM network. Results of the execution time and speedup for two ATSP instances with 358 and 443 nodes, respectively, are presented in Table 2 .)
The proposed method is simple, but the results are comparable to other approaches described in the literature.
Conclusion
This paper presents dynamic scheduling on a heterogeneous computing system. Our method decomposes the program workload into computationally homogeneous subtasks, which may be of different size, depending on the current load of each machine in the heterogeneous computing system. Experimental results of two practical applications are presented to evaluate the described dynamic scheduling.
In future research, we intend to apply the power of the proposed method to a wider range of practical problems.
