Based on the generalized continued-fraction method for finding the nth roots of real numbers, this paper presents a fast computation method for finding the principal nth roots of complex matrices. Computation algorithms with high convergence rates are developed, and their global convergence properties are investigated from the viewpoint of systems theory.
I. INTRODUCTION
Computation methods for finding the nth roots of some specific matrices have been proposed in [l] - [7] . Th e matrix sign-function method [l, 71, the matrix continued-fraction method [2, 5, 6] , and the Newton-Raphson method [3, 4] have successfully been used to determine the square roots of real and complex matrices. Applications of the above methods have been made to solve systems problem, such as the matrix Lyapunov and Riccati equations, spectral factorization and solvents of matrix polynomials, etc. Recently, Hoskins and Walton [4] have proposed an accelerated, stable Newton- Raphson method for computing the nth root of a positive definite matrix, whereas Denman and Leyva-Ramos [7] have used the extended matrix sign function [8] , which is a variant of the Newton-Raphson method [9] , for finding the nth root of a positive semidefinite matrix. However, the existing Newton-Raphson methods [4, 7] , in general, cannot be applied to determine the principal nth roots of complex matrices which may not be positive or positive semidefinite.
In this paper, we shall extend the generalized continued-fraction method [lo], which was developed for determining the nth root of a positive real number, to find the principal nth roots of a complex number and a complex matrix. Also, we shall establish a fast computation algorithm for determining the principal nth roots of complex matrices which may not be positive or positive semidefinite. Moreover, we shall investigate the global convergence properties of the proposed algorithm from the viewpoint of systems theory.
II. THE PRINCIPAL nTH ROOTS OF COMPLEX NUMBERS
The principal nth root of a complex number is defined as follows: DEFINITION 2.1. Let a = pei' E %?, where p, 8 E 6%' and p 2 0, 8 E [vr, -vr). The principal nth root of a is defined as (1) where the real number '6 with & > 0 is the principal nth root of p.
Based on the generalized continued fractions [lo], a recursive algorithm with the help of matrix operations has been developed for finding the nth root of a positive real number and associated fractional powers of the positive real number. The algorithm is described below.
Consider a discrete state equation
where Hence the eigenvalues of H, which are defined as Xi for i = 1,2,. . . , n, are ,o(f~W'-i) for i =1,2 ,,.., n, and their associated eigenvectors of H are
where e, is the ith column of I,. It also follows that the modal matrix of H, denoted by M, is D-'F. Employing the similarity transformation
The solution of (5b) is and the solution of (2a) From (2), we can compute each state x,(k) as follows:
The algorithm to compute the pth power of the principal nth root of a complex number a becomes (SC)
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The direct use of (9) to compute ("&)p may result in numerical overflow if the magnitude of any eigenvalue of H in (2) is larger than unity. However, the numerical difficulty may be overcome by normalizing r,(k) in (9) to be unity for all k.
To analyze the convergence rate of the algorithm in (9), we assume Therefore, the algorithm in (9) has a linear convergence rate. The derivation of the convergence in (10) for the algorithm in (9) is similar to that of the Bernoulli-Aitken method [15, 16] , which is the well-known power method for finding the largest real or complex root of an algebraic equation. The linear convergence of the algorithm in (9) is not realistic for practical computations. We shall now develop alternative algorithms with higher-order convergence rates. . . . . . . . . . . . . . . . ..*............ Therefore, the algorithm in (12) converges quadratically.
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Algorithms with higher-order convergence rates are established below: 
IV. THE PRINCIPAL nTH ROOTS OF COMPLEX MATRICES
The methods described in Sections II and III for computing the principal nth roots of complex numbers can be extended to compute the principal nth roots of complex matrices. The principal nth root of a complex matrix is defined below: To derive a fast algorithm for computing the principal nth roots of complex matrices, we extend the discrete-state equation in (2) to the block discrete-state equation as follows: it is desired to find "fi with n = 5.
1,
The matrix A has an eigenvalue -1 with arg( -1) = 71. Thus, Algorithm 
