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The usual justification for talking about signal-to-noise ratio is 
in terms of a Gaussian model. This model can be treated either by 
means of information theory or by means of (earlier) methods of 
statistical inference. In either case the justification is often achieved 
by assuming that sampling is done at the Nyquist rate. This justifi- 
cation collapses if we are given a record of finite duration, since the 
sampling theorem is then inapplicable. In fact the Gaussian model 
itself collapses ince it leads to the absurd conclusion that an infinite 
amount of information can be obtained in a finite time. But the math- 
ematical convenience of the Gaussian model cannot be lightly brushed 
aside. The intention of this paper is primarily to try to salvage the 
Gaussian model by assuming that there is an effective sampling rate 
that cannot be exceeded. This rate could be slower or faster than the 
Nyquist rate. If an inefficient, but pleasantly simple statistic (the 
"power statistic") is used, then there is less point in sampling faster 
than the Nyquist rate. 
For the reader's convenience, some material on spectral analysis 
and other matters is collected together in the Appendices. Most of it 
could be found, explicitly or implicitly, in previous literature. The 
notion of interaction for weight of evidence, and its relationship to 
spectral analysis, is explained in Appendix 6, and does not seem to 
have been previously published. 
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1. Let S and N represent a Gaussian source, or sent signal, and a sta- 
tistically independent Gaussian noise, from ensembles S and N. Let the 
received signal, R = S + N, have values x(t l) ,  . . .  , x(tm) at times 
tl, t2, . - . ,  tin. Then (Good and Doog, 1958; Gelfand and Yaglom, 
1957) the expected amount of information concerning the signal, S, is 
= aR, J (S :R)  = ~(S:R) = ~/~ log l I  + SN-' I, (1) 
where S and N are the covarianee matrices of the ensembles S and N 
corresponding to times tl, • • • , tm, and N is assumed to be non-singular. 
(The double meanings for S and lg should give rise to no confusion.) If 
the spectra of S and N are proportional, then S = aN for some scalar, 
a, and 
at  = ~/~m log(1 + ~). (2) 
This fact also follows as an approximation from the asymptotic equa- 
tion (Pinsker, 1954), for large m, 
8I ~-~ ~ log 1 -t- dy, (3) 
q•(y)J 
where qs and qN are the spectral densities of S and N. (For the relevant 
parts of generalized harmonic analysis, for discrete and continuous time, 
see Appendices 1 and 2.) 
We therefore see that gI --~ ~ when m -+ ~ even if h ,  h ,  "" • , t~ 
belong to a bounded interval. Thus, for this continuous Gaussian model, 
there is an infinite expected amount of information concerning S pro- 
vided by R in any time interval however small. I t  may be observed that 
this somewhat paradoxical conclusion does not depend on whether the 
processes are "deterministic" (as defined by Doob, 1953, p. 564). I t  is 
valid even if the processes are Markovian in which case, for extrapola- 
tion, only the earliest and latest values of the x's would be relevant. In 
other words the conclusion is not tied up with questions of prediction 
or "postdiction." 
2. This conclusion should not be regarded as a criticism of the defini- 
tion of amount of information, since a similar result applies also for the 
expected "weight of evidence" (Good, 1950a) concerning S provided by 
R, 8W -- W(S :R) .  This is the expectation of the logarithm of the Bayes 
factor or simple likelihood ratio corresponding to the two hypotheses 
Hs+N and Hz¢ (i.e,, the hypotheses that S is present besides N, and that 
N alone is present). (A Bayes factor is equal to a likelihood ratio only for 
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simple statistical hypotheses. It is defined as the ratio of the final odds 
that S is present o the initial odds. The expression "factor in favor of a 
hypothesis" was suggested by Turing in 1940. See also Appendix 6.) 
If N is nonsingular (otherwise see Appendix 8), we see at once that 
w = -~/i  log lI + s~- l l  + ~/x'{N -I - (s  + N)-l}x, (4) 
where x' is the row vector (x(t0, . . .  , x(tm)) and x is its transpose (a 
column vector). (This statement must be at least implicit in Middleton 
and van Meter, 1955.) Therefore, by Appendix 7, 
~(W(S:R) [H~+~) = -~t log  [I + SWl l  + ½ tr(SN-~), (5) 
and, when the spectra of S and N are proportional, 
8(WIHs+s)  = a/im(a - log(1 + a)). (6) 
This again tends to infinity when m --+ ~. (It may be remarked in pass- 
ing that, if a is much less than 1, then the expected weight of evidence 
is much smaller than the expected amount of information. ) The distribu- 
tion of W, given H~+N, when S = a_N, is that of 
-~m log(1 + ~) + ~/~ x2[m], (7) 
where x2[m] is a chi-squared istribution with m degrees of freedom. 
Given HN, the distribution is obtained by replacing a in the second 
term of (7) by a/(1 -k a); and the expectation is obtained by making 
the same replacement in the first term of (6). 
3. Clearly, it is not the definition of information or of weight of evi- 
dence, but the Gaussian model that needs modification in order to give 
reasonable results. (Good and Doog, 1948; Slepian, 1958.) The question 
arises how best to salvage the model, i.e., to modify it in order that it 
should be applicable to the problem of detecting a signal in noise from a 
record of finite duration, i.e., from an actual record. 
4. One suggestion is to allow for "rounding-off noise," as proposed in 
the references just cited, i.e., allow for amplitude quantization; but this 
would I think be mathematically very complicated. It would not be 
adequate to replace the rounding-off by the addition of an unbiased is- 
tribution for each t, for by making m large enough (while remaining in 
a bounded time interval) we would effectively be back at the original 
model. Another suggestion is to regard our observations as moving 
averages of an underlying process, but this again would not resolve the 
difficulty, since a linear transformation of a Gaussian process is again 
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Gaussian. Next we might regard the observations of time to be subject 
to an unbiased normal error, but this again would be mathematically 
complicated. (This "random phase modulation" may repay study.) 
5. Next we might think of the record of R to be on a photographic 
plate, and to consist of numerous spots of silver nitrate. This model has 
the advantage of being discrete, and would therefore be adequate for 
removing the paradox of infinite transmission rates. In effect it introduces 
both spacial (amplitude) and temporal quantization. In view of the 
large number of spots it would be adequate to regard this number as pre- 
assigned, i.e., its standard eviation would be relatively negligible. (This 
assumes that the square root of the number of spots is large.) The model 
is therefore much the same as one in which sampling is done at regular 
instants of time, separated by a small interval, e. This is indeed a very 
familiar method of making time discrete. 
6. K. Ca] Doog (private communication) therefore suggests that we 
should introduce what may be called an effective sampling rate, i.e., that 
we should make use of the discre{e model just mentioned whatever may 
be the true sources of loss of information. The unit, e, will not usually be 
directly measurable but it may be possible to estimate it from the theory 
that follows. The difference between Doog's proposal and the familiar 
device of using discrete time instead of continuous time lies simply in 
that e is not arbitrary and is not allowed to tend to zero after the theory 
is worked out. In any application, e will be related to such things as the 
time constants ofthe receiving and recording apparatus, to the distances 
apart of the specks of silver nitrate, to the magnitude of the standard 
deviation in measurements of the amplitudes and of time, and to (small) 
errors in the specification of S and N. Doog's conjecture is that, whatever 
the receiving, recording, and analyzing apparatus, there will always be 
at least an approximate effective value of e (a "natural gauge" so to 
speak) which could be obtained by experiment combined with the for- 
mulas that follow from the theoretical model. In this paper only the 
theoretical spects will be considered, and therefore the conjecture will 
not be confirmed or refuted. Probably e would depend on the duration 
of the record. 
The experiment would consist in the derivation of the empirical dis- 
tribution, or at least the expected value, of W, varying in turn: 
(a) The presence or absence of the signal, S. 
(b) The sampling rate (gradually increasing it). 
(c) The duration of the record. 
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(d) The shapes and sizes of the spectra of S and N. 
(e) The receiving, recording, and measuring or analyzing equipment. 
The plan would be to derive a value of e from (a) an d (b), and then to 
see if this value of e remained the same under variations (d). The rele- 
vant formulas are (4), (5), (6), and (7). (If the specification of S and 
N were too inaccurate one would get an unfairly large value of e. Com- 
pare Slepian, 1958.) Variations under (e) could be regarded as con- 
stituting various experiments. (Any analog devices used for calculation 
could be regarded as lumped in with the measuring equipment.) 
7. It should be emphasized that the effective sampling rate, if it exists, 
has no necessary relation to the "Nyquist sampling rate" (Whittaker, 
1915; Nyquist, 1928; Shannon, 1949) i.e., twice the maximum frequency 
(if any) in the spectrum of R. The effective sampling rate may be slower 
or faster than the Nyquist rate. It is tempting, but mistaken, to assume 
that the Nyquist rate is appropriate for the detection of signals in noise, 
from a finite record. 
One immediate advantage of avoiding the assumption of a Nyquist 
sampling rate is that we can then, with a clear conscience, make use of 
mathematical models in which the frequencies in R are unbounded. 
8. It will be convenient, in what follows, to consider separately the 
cases where the spectra of S and N are, and are not proportional. 
9. Proportional spectra. Let us suppose that R is observed for time T, 
where Tie is an integer, m -- 1. Write S and N for the m by m covarianee 
matrices, and suppose that S = aN. Then formulas (2), (6), and (7) 
are applicable. They show, for example, that the expected amount of 
information and also weight of evidence concerning S, provided by R, 
are both proportional to the effective sampling rate. Note that the weight 
of evidence (not its expectation) is here equal to 
ot 
1 m log(1 + ~) 4- 2(1 -5 a) x'N-lx" (8) W=-~ 
Thus, in order to calculate W, it is necessary to make use of a quadratic 
form that is liable to be more complicated than a mere sum of squares. 
In the special case in which N is white noise of (positive) bandwidth 
w, and if e = 1/~w (this is the Nyquist interval if the band is (0,w)), 
then the simple statistic x'x (a sum of squares) would exhaust all the 
information available from these dbservations. It should be noted how- 
ever that, even for white noise, it is better to sample faster than at the 
Nyquist rate, the gain being proportional to the sampling rate. This is so 
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provided that the model remains valid, i.e., until the effective sampling 
rate is reached. (This last gloss, as worded, assumes the approximate 
validity of Doog's coniecture.) 
10. If however we insist on using the nice simple statistic (the "power 
statistic" as it may reasonably be called, although it is of less "statistical 
power" than W): 
2 2 n = x 'x= xl 2+x2 + "-" q -x~,  
then, as we shall see, the advantage of a faster sampling rate would be 
largely lost. In order to see this we can calculate the expected weight of 
evidence that is derivable from a knowledge of 7 alone. I t  is necessary to 
distinguish between 
W = W(S:R)  and W' = W(S:7) ;  
naturally W' < W, and the question is how much less. 
11. If m is large (say m > 50) we may assume that the distributions 
of '7, given Hs+s and HN, are approximately normal in the neighbor- 
hoods of their means. (A condition more precise than m > 50 is given 
in Appendix 9.) These distributions have means and variances 
~1 = #1'(7 I Hs+~¢) = tr(S + N), 
72 = ~1'(7 I H~) = tr N, 
~12 = 2t r (S+N)  ~, 
a2 ~ = 2 tr N ~, 
where tr means trace (spur). Then 
if (,71 - 72)/z~. is not large, say 
m - 7~ < 2z2. (9) 
The approximate xpectation of W' can be derived as a very special 
ease of Appendix 7, or otherwise, assuming condition (9). We get 
(m - 7~) 2 
8 (W'  I Hs+N) ~ log ~2 + .~_L_ ~ -- 1 + 
z l  2z2 ~ 2 2z2 ~ ' 
provided that the last term is small. Moreover, the expectation must be 
zero if the last term is zero (for all the eigenvalues of S are non_negative 
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so that its trace can vanish only if it is the zero matrix, in which case 
it would be impossible to detect a signal). We may therefore improve 
the approximation by writing 
~(W' IH~+N) ~ (~ - "2)2 (10) 
2o-22 
valid when the answer is less than about 1. (The above argument shows 
that condition (9) cannot be satisfied unless a is small.) In the special 
case  S = aN~ 
2 (tr N) 2 (11) 
~(W' I H~+~) ~ ~" tr N ~ ' 
if the answer is less than 1. 
If the underlying process is band-limited, in fact if p(~) = 0 when 
I ~ I > 2~rw (where p(~) -- pN(~) is the spectral density of noise), then 
(Appendix 3, example (1)), 
_ -  o 
when 
[Yl < min(2~ew, 2~(1 -- ew)), 
where q~(y) is the spectral density of N, regarded as a discrete process. 
Suppose that the effective sampling rate exceeds the Nyquist rate, i.e. 
that e < ~w,  then 
qN(Y) e p 
when ] y ] < 2~ew. By Appendix 4, 
tr N 2 ~-~ m i ~ 2~ (q~(y))2 dy 
~r 
f 
2rw 
2T 'E  d - -2~w 
F m )2 2~ (p(~) d~ 
2m j~ (~(~))2 dr, 
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by Parseval's formula. On the other hand 
tr N -= m~(O) = m¢(O) = raN, 
where N is the noise power. 
Therefore, in the band-limited case, with sampling faster than the 
Nyquist rate, 
/f/ 8(W' I Hs+N) --~ 1/la~vTN 2 (p(~0)) 2d~0 
(12) / ;  = ~/~a2TN ~ (~b(r)) 2 dr, 
provided that the answer is less than 1. Subject o this condition we see 
that the expected weight of evidence derivable from the power statistic, 
v, does not increase appreciably when the sampling rate is increased 
above the Nyquist rate, when the expectation is less than 1. Matters 
are entirely different when the more powerful statistic, W, is used, as we 
know from Eq. (6). When the expectation of W t exceeds 1, there may be 
less to choose between the two statistics, but the above argument makes 
a prima facie case that the statistic W is much more powerful. 
12. If the underlying process is not band-limited, we see similarly 
that (under the same circumstances), 
l a2rTN2/ f_ : ; :  (2~s 
if e --+ 0. In other words, even if the underlying process is not band- 
limited, the approximate xpectation of W' tends to a limit given by 
formula (12), when e --+ 0, if the answer is less than 1. 
13. In passing, it may be noted that the integral, 
f~  (qN(y)) 2 dy 
which occurred above, may also be written as 
2v{[~(0)] 2 + 2[~(u)] ~+ 2[~(2)1 ~+ ...}, 
in virtue of Parseval's theorem for Fourier series. 
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14. Spectra not proportional. If the covariance matrix, S, is not pro- 
portional to N, then formulas (4) and (5) are still valid, and (Appendix 
7) the cumulant 
~r(W I H=+=) = ~/i(r - 1)! tr(SN-1) r (r > 1). (13) 
Therefore, by Appendix 4, if q=(y) vanishes in at most a set of measure 
zero, 
8(W ] H=+~) --~ Av I qs(y) [ qs(Y) 7\ (14) 2 - [q~3 logL1 + q~(y)3J  m y 
which is approximately 
Sq=(v) I" Av ]q-7~ f , (15) 
Y 
if [ qs(y)/qN(y) ] is small for all y. 
If pa(oa) = p.(o~) = 0 when ] ~o ] > 2rrw, then we know from Appendix 
3, example (1), that 
q=(Y) ~ 
when [y [ < min(2~ew, 2~r(1 - ew)). Therefore if e -<_ ~w,  and if the 
conjecture of Appendix 4 is valid, we have 
2 8(WIH~+~) ---* Av I p=(y/~) - log[1 + P=(Y/*) 7\ 
m y [P~(Y/~) L p~. J J  
le=(') log[1 + 
= Av [~(~)  L P-~J J '  
50 
where the average is over all values of o~ at which pN(x) ~ 0, and where 
it is assumed that ps(~) = 0 wherever pN(o~) = 0. This formula is a 
generalization of formula (6) (for which p~(~) was proportional to 
pN(~) ). Thus, 
--- ; s .~  ,_=.. [ ~  ~J / '  
if e _-< ~/~w and is small. The limits of integration may of course be re- 
placed by ( -  ~,  oo ). 
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If the signal-to-noise ratio is small at all frequencies, we have 
If also S = aN, where a is small, then 
8(W IH~+~) = Ta2/4e. 
If e = 1/~w (the Nyquist interval), then 
a(W I H~+~) 1 2 -"- /~a Tw; 
and also 
(17) 
a(W' l H~+,~) -- ~t JT~,  
when the answer is less than 1. So, when sampling at the Nyquist rate, 
and when there is not much evidence, v is almost as powerful a statistic 
as W, but not for faster sampling rates. 
APPENDIX 1. GENERALIZED HARMONIC ANALYSIS FOR A 
PROCESS WITH DISCRETE TIME 1 
1. Let x, (s . . . .  , --2, --1, 0, 1, 2, . - . )  be a stationary process 
with discrete time. Let the autocovariance function be 
¢(~) = 8(x~x~+.), 
which is mathematically independent of t. Let 
q(y) = ~ ~(~)~-~°~ = ~(o) + 2 ~ ~(~) cos(sy), 
the "spectral density", which I assume xists, so that 
17- ¢(s) = ~ q(y) cos sy dy. 
7r  
(The above formalism is more rigorously expressed in terms of the inte- 
grated spectrum. But in this paper I am more concerned with formal 
meat than with rigor.) We have 
':1 ~ Xse -1By 2 q(y) = lira ~ > 0. 
See, for example, Whittle, 1951,~'Chapter 2. 
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2. A process is called "deterministic" if it is completely determined by 
its whole infinite past. A necessary and sufficient condition (due to 
Kolmogorov) for a process with discrete time to be indeterministic (or 
"regular," i.e., to be a full-blooded stochastic process) is that q(y) > 0 
almost everywhere and 
f~ log  q(y) dy > --oo. 
(See, for example, Doob, 1953, p. 577.) If q(y) exists anywhere and is 
positive, then the process is not determined by any finite number of ob- 
servations (not "finitely deterministic" to coin a phrase), since none of 
the covariance matrices vanish. (Good and Doog, 1959, p. 195.) 
APPENDIX 2. GENERALIZED HARMONIC ANALYSIS FOR A 
PROCESS WITH CONTINUOUS TIME 2 
1. Let x(t)  (-- o¢ < t < ~ ) be a stationary process with continuous 
time. Let its autocovariance function be 
~(~) = ~(x(t)x(t + ~-)). 
Formally, let 
F p(~) = ¢(~)e -"~ dr, 
the spectral density. Then 
~(~) = ~ p(o~)e -i,~ d~. 
We have the Wiener-Khinehin relation 
lira 1 I f  T p(~) = x(t)e -it~ dt > O. 
The process is regular if p(~0) > 0 almost everywhere and 
f~ log  d~o > -oo p(¢o) 
l+w 2 
See, for example, Doob, 1953, pp. 581-584. 
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APPENDIX 3. RELATIONSHIP BETWEEN THE SPECTRAL DENSITIES 
OF A PROCESS WITH CONTINUOUS TIME AND A CORRESPONDING 
OBSERVED PROCESS WITH DISCRETE TIME 
In the notations of Appendices 1and 2, let xr = x(r~). Write 
P~ (Y)= q(y) 
for the spectral density of the discrete process. Clearly 
~b(re) = ¢(r), (A3.1) 
and we may deduce (compare Doob, 1949, p. 323; or Blackman and 
Tukey, 1958, section B12) that 
1 ~ (21rs--y)  (A3.2) p,(y) = ; P ~ • 
8~- -O0 
More precisely, the sth term should be written 
{2~rs y -F 2-1{p (21rs -- y -- O) + p ~  \ --e 0)}. 
(As a check the reader may like to derive the relation 
f] f[ p~(y) dy = p(o~) do~ (A3.3) 
from (A3.2), a relation that expresses 4(0) = ~(0).) 
PROOF: Poisson's ummation formula (see, for example, Titchmarsh, 
1932, p. 443) can be written 
- -ao  - -o¢  
where 
£ G(x) = F(t)e -~t dt. 
~o 
Put F(s) = q~(s) exp(isy) and use (A3.1), and (A3.2) follows at once. 
Examples 
(1) If p(o~) = 0 when t ~ 1 > 27rw (a band-limited underlying proc- 
ess), then 
p (Y)when I y , < min(2~ew, 2~r(1 - ew)) , 
p. (y )  = 
for other values of y, if e < ~w.  
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(2) If  p(co) = 0 when I oo I > 27rw, but p(oo) ¢ 0 when 1~o ] < 2rrw, 
and if we take e -- 1/~w (i.e., assume that the sampling rate is the Ny- 
quist rate), then p~(y) never vanishes (except perhaps when y is an odd 
multiple of ~r) and the discrete process is regular although the underly- 
ing process is deterministic. I f  e < 1/~w, then p~ vanishes in a set of 
positive measure and the observed process is deterministic. But it is not 
determined by only a finite amount of its past, since all covariance mat- 
rices are nonsingular (corresponding to distinct time instants). 
(a) If 
p(w) = 1 e_~l,oj (a > 0) ,  
then 
= 1/{2 (a + 
1 ~ e -i~u 
p~(y) = ~ . . . .  a 2 ~- s% 2 
1 cosh(a(Tr -- y) /e)  
- 2ca sinh(arr/e) (0 =< y =< 2~r). 
APPENDIX 4. THE CONNECTION BETWEEN COVARIANCE 
MATRICES AND SPECTRAL DENSITIES a 
1. Whittle calls a matrix of the form 
A = {alr_,l } (r, s = 1, 2, . - .  , m)  
a Laurent matrix. For example, a covariance matrix is a Laurent matrix. 
If, by convention, we write ar = a_,., then 
A = 
We see by calculation that the trace 
tr(AB) = m{aobo A- 2(1 -- 1/m)alb, 
mf- -~ 2(1 -- 2/m)a2b~ q- . . .  (2/m)a,~_tb,,_l} ~,~ ~ a(y )b( - -y )  ely, 
where 
a Cf. Whittle, 1951, Chapter 4. 
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provided that the product Fourier series is convergent. If the elements 
of A and B are real, we have 
mr_ tr(AB) ~ ~ a(y)b(y) dy. 
For three Laurent matrices we can see that 
f m a(y)b(y)c(y) dy. tr(ABC) ~-~ ~ 
We can clearly generalize this result to give 
f_" m G(a(y),b(y),c(y), . . . )  dy (A4.1) tr G(A,B,C, . . . )  --~ ~ 
where G is any polynomial. Further, formally, 
t rA  -1 = t r ( I+A-  I) -1 
= t r ( I+  ( I - -A )  + ( I -A )  2+ .- . )  
N m--- (1 + {1 - a (y )}  + {1 - a (y )}  2 + ...) dy (A4.2) 
m f~ dy 
2~r J-~ a(y) " 
A necessary condition for the validity of this argument is that the in- 
tegral has meaning, i.e., that a(y) > 0 almost everywhere. We may use 
(A4.2) to extend (A4.1) formally to rational functions G, or even to 
meromorphic functions. 
As an example, we have, formally at least, 
f'~ qs(Y) dy (A4.3) t r (SN -1) N ~  • 7~(~
where S and N are m by m covariance matrices, and qs and q~ are the 
corresponding spectral densities. The formula will break down if 
qs=qN=O 
in a set of angular frequencies, y, of positive measure. (If qs ~ 0 at a 
frequency at which q~ = 0, then the expected weight of evidence would 
be very large, and formula (A4.3) would be hardly misleading.) It  may 
be conjectured that (A4.3) could be generalized to 
tr(SN -1) ~-~ m AvIqs(y)/q~(y)}, (A4.4) 
EFFECTIVE SAMPLING RATES FOR SIGNAL DETECTION 131 
averaged over values of y for which qs/qN is determinate. The special 
case in which S = aN (S proportional to N) corroborates this conjecture. 
(See also Appendix 8.) 
APPENDIX  5. COVARIANCE BLOCK MATRICES 4 
1. The expression "covariance matrix," as applied to time series, is 
used in two senses in the literature: 
(1) If x( t )  is a stationary random function of time, and 
~(r )  = 8(x ( t )x ( t  + r ) ) ,  
then 
{~k(t~ -- t~)} r, s = 1, 2, . . . ,  m 
is a covariance matrix. 
(2) If  x(t) = (x(1)(t), x(2)(t), . . .  , x(n)( t ) )  ' is a real stationary ran- 
dom vector function of time, and 
~j,~ = s(x( J ) ( t ) .x(k)(t  + ~)), 
then 
{~ki,k(~)} j, k = 1, 2, . . .  , n 
is also called a covariance matrix (Grenander and Rosenblatt, 1957, p. 
In the first type of covariance matrix we have m time instants, with a 
single scalar function; in the second type we have a single time delay and 
n scalar components. The two types may be combined into a third type, 
a block (partitioned) matrix 
• F = { IF j ,k} j ,  k = 1, 2 ,  . . .  , n ,  
where 
Wj.k = {$j,k(t~ -- t~)} r, s = 1, 2, . . -  , m. 
Thus the covariance block matr ix,  W has mn rows, and mn columns. Let 
the spectral representation (see Grenander and Rosenblatt, 1957, p. 45; 
or Cram6r, 1940) be 
f 1 e ~ dF  r ~ 
Cf. Whittle, 1953. 
132 GOOD 
which may also be written in the matrix form 
1 e ~'~ dF(co), 
where 
, r (~)  = {~;,k(~)}, 
F(x )  = {Fj-,k(~)} j, k = 1, 2, . . .  , n. 
Here F(~o) is a symmetric matrix (Hermit ian in the obvious generaliza- 
tion to time series that  are complex). Note that  qe(r )  is an n by n 
matrix, whereas ~I z is mn by mn, so that  the notation is a little confusing. 
If each function F~.,k(~) is the integral of its derivative, p~'a(o~), then 
where 
f~  
1 e i''~ p(~o) .d~ ~(~)  = ~ 
p(o0) = {pj.k(¢o)} j, k = 1, 2, . . -  , n. 
2. For the discrete case we may write q, y, ¢, (I), etc. in place of 
p, ~, ~b, W; and replace the limits of integration by ( -rr , r r ) .  
3. The main purpose of this appendix is to point out that,  for a wide 
class of functions, G(u) ,  we have, for large m, when x is real, 
m f~r tr G((1)) ~ ~ tr G(q(y) )  dy; (A5.1) 
7¢ 
and, more generally, 
f m q(2), tr G((I) (1), (I) (2), - . .  ) --~ ~ tr G(q (1), ". • ) dy, (A5.2) ~r 
where (I) (1), (I) (2), • .. are the block covariance matrices, and qm q(2), . . .  
the spectral density matrices, corresponding to several real vector proc- 
esses. For example, if n = 1, i.e., for scalar processes, 
f m q(~), tr G((I) (1), (I) (2), . . .  ) N ~ G(q (1), . . .  ) dy, (A5.3) lr 
where now G(q (1), q(2), . . . )  is a scalar. This is the same as formula 
(A4.1). 
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4. In order to give a formal justification of (A5.1) we may argue as 
follows: 
tr * = tr ~ + tr *~ + . . . .  2~ (q~(Y) + q~(Y) + "") dy, 
7r 
by Appendix 4. Again, by the formula for the multiplication of parti- 
tioned matrices (e.g., Aitken, 1958, p. 24), we have 
tr W 2 = ~ tr(IFjk~IZkj) 
j , k  
mr_ ~ ~'~ 2--~ ~-" qjk2 dy 
~r 
_ m tr(q ~) dy, 
2~" 
and the extension to arbitrary polynomials, G, is similar. In order to 
prove (A5.2) for arbitrary polynomials in several variables, it is necessary 
to note that Laurent matrices commute. Extension to arbitrary con- 
tinuous functions may be made by means of Weierstrass's polynomial- 
approximation theorem for several variables. (See, for example, Courant 
and Hilbert, 1953, p. 68.) 
5. Examples 
(1) A stationary Gaussian vector process has entropy 
{ i } l 1 1 1 tr(log q) dy mn log(27re) - ~ log ] q) I ~'~ m ~ n log(2~re) - ~ 
1; } 
= m n log(2~-e) -- ~ log I q I dy . 
7r 
(2) Given two discrete-time Gaussian vector processes, one having 
n~ components and the other n2 components, then the expected amount 
of information concerning one of the processes, provided by the other 
one, per step, is 
lira --1 log(I ~(1)j.f v(~) i / l~(1, ,  I) 
m-~ 2m 
(A5.4) 
1 J_~ lo~(f 4" I.J q(~ J/t q(l~ I) dy, 4~r 
where (I) (') is the mn~ by mn~ block covariance matrix of process v(v = 
1, 2), q(~) is the n~ by n~ spectral density matrix of process v, (P(~'~) is 
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the re(n1 + n2) by re(n1'+ n2) block covariance matrix of the ioint 
process, regarded as being a vector process of nl + n~ components, and 
q(i,2) is the corresponding (nl -~ n2) by (nl -~ n~) spectral density matrix. 
For the case nl = n2 = 1 (scalar processes), the right-hand side was 
given by Pinsker (1954), and the left-hand side by Gelfand and Yaglom 
(1957). 
(3) The next appendix constitutes a third example. 
APPENDIX 6. INTERACTION FOR WEIGHT OF EVIDENCE 
1. By analogy with the term "interaction" in the design and analysis 
of statistical experiments we can define interaction for information, 
weight of evidence, expected information, and expected weight of evi- 
dence. (It was done for expected information by, for example, McGill, 
1954.) Of these four types of interaction, those for weight of evidence 
and expected weight of evidence have the clearest meaning, though they 
can be defined in terms of interaction for information, as I shall now ex- 
plain. 
2. Let E, F, and G be experimental or observational results, corre- 
sponding to experimental setups E, F, and G, and let H be a simple 
statistical hypothesis. Use a vinculum (bar) for negation, and assume 
that/~ is also a simple statistical hypothesis. (For example, H might be 
the hypothesis that a signal is present, and/~ that it is absent, both situa- 
tions being statistically fully specified.) The amount of information in 
E.F.H (i.e. in E, F, and H) is denoted by 
I ( E.F.H) = - log  P( E.F.H),  
and the weight of evidence for H (against/7) provided by E and F is 
W(H:E .F )  = I (H :E .F )  - I(Irt:E.F) 
= log IP (E .F IH) /P (E .F I I : I ) I  
= log IO(H IE .E ) /O(H) I  ,
the log-factor in favor of H provided by E and F (0 means "odds," i.e. 
p/(1 - p), where p is a probability). 
A simple notation for interactions i exemplificed by 
I~(H:E.F.G) = I (H:E.F .G)  - I (H:F .G)  
- I (H :E .G)  - I (H :E .F )  -}- I (H :E )  -b I (H :E)  -t- I (H :G) ,  
a second-order interaction. 
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A(H:E.F) = I(H:E.F) - I (H:E)  - I (H:F).  
W~(H:E.F) = W(H:E.F) - W(H:E) - W(H:F).  
W:(H:E.F.G) = I:(H:E.F.G) - I~(I:I:E.F.G). 
W(H:E.F.G) = W(H:E) + W(H:F)  + W(H:G) -[- WI(H:F.G) 
+ W~(H:E.G) + W~(H:E.F) + W2(H:E.F.G). 
The interpretation of the last of these equations i that the weight of 
evidence concerning H provided by E.F.G. is equal to the sum of the 
weights from E, F, and G separately, plus the first-order interactions 
plus the second-order interaction. 
Expectations could be denoted by making use of boldface type (as 
has occasionally been done in tile present paper, and also in Good, 1955), 
but it may be better to be explicit; for example, 
8~,F(II(H:E.F) I H) 
means the expectation, given H, of 1i (H:E.F), when E and F roam over 
E and F. Clearly 
~,u(W,(H:E.F) [ H) = 8E,F(I,(H:E.F) [ H) 
(A6.1) 
- ~E.~(I~(I~:E.F) IH ). 
This is the correction that must be added to the expected weight of 
evidence in favour of H, provided by E and F separately, in order to get 
their joint effect. 
(1) X~2), (3) 3. Now let x8 , x8 be three dependent s ationary and mutually 
stationary Gaussian time series (s = 1, 2, -.- , m), with an assumed 
block covariance matrix (I) (1'~'~). We can identify E and F with realiza- 
tions of the first two of these series, and H with the hypothesis that the 
third ensemble is a specified one rather than some other specified en- 
semble. Using a self-explanatory notation we see that the second-order 
interaction for the expected information per step is 
3E,FI~(E.F.H) = ~-~ log I O(%8) I I O(3'~) I I O(1'2) I 
(A6.2) 
1 f~ q(~)q(2)q(3)A 4~ • log (q(2)q(3) ~. . . ) ( . . . )  dy 
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where 
A = q(2,1) q(2) q(2,3) 
q(3.2) q(3,2) q(S) , 
where the notation is self-explanatory in the light of Appendix 5. 
For expected weight of evidence the corresponding result can be de- 
duced from (A6.1) and (A6.2). 
APPENDIX 7. THE DISTRIBUTION OF A QUADRATIC FORM 
1: Let a vector x' = (xl,  x2, . ." , x.) have a multivariate normal 
distribution with characteristic function 
exp ( -- 1/~u'Bu), 
where B is the covariance matrix. As pointed out by Cram~r (1946), p. 
311, this defines a distribution even if B is singular, the distribution 
being then called singular. If B is nonsingular and B = A -z, then the 
probability density is 
I / lx,nx  exp,,- ] 
For the nonsingular case it was pointed out by Cochran (1934), that 
the distribution of Q = x'Qx is that of 
Z xx [1], 
where ~ runs through the eigenvalues of QB, and each x~[1] is an inde- 
pendent chi-squared istribution having one degree of freedom. By means 
of a continuity argument we see that the same formula is true even if 
B is singular. (Cf. the special case Q - I in Cromer, 1946, p. 314.) 
The cumulants of Q are 
~, = (r - 1)!2 " -~ t r (QB) ". 
The moments about the mean can be calculated, for example, from M. G. 
Kendall (1945), p. 63. Or the cumulants may be used directly to ex- 
press the distribution of Q as a Gram-Charlier series. (Cf. Whittle, 1951, 
p. 40.) 
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APPENDIX 8. THE DISTRIBUTION OF WEIGHT OF EVIDENCE WHEN 
DISCRIMINATING BETWEEN NOISE ON THE ONE HAND AND 
SIGNAL PLUS NOISE ON THE OTHER 
1. We assume that S and N are Gaussian and independent, with co- 
variance matreies S and N. If N is nonsingular, and therefore positive 
definite, we have 
W = W(Hz+N) -- -}~. log  I I + SN-11 -I- 1/~x'(N -~ - (S -1- N)-~)x. 
(S -[- N cannot be singular, since its corresponding quadratic form 
is the sum of two quadratic forms, one of which is positive definite and 
the other at least positive semidefinite.) 
We have 
1 1. tr(SN-1). ~(w [ H~+~) = -~- log[Z + SN-~[ + 
K~(W I Hz+N) (r -- 1)! - 2 tr(SN-~)~ (r > 1). 
2. If N is singular, then we can effect a change of coordinates corre- 
sponding to two orthogonal subspaees, one of them taking up all the 
zero eigenvalues of N. If S has zero eigenvalues in the manifold where 
N has, then we can work in the other manifold; if not, then the expected 
weight of evidence is infinite. 
3. For example, if we use a periodic model, in which N and S are of 
the cireulant form ("circuliees"), we have (el. Good, 1950b; Whittle, 
1951), 
g(W t Ha+N) = - -1 / t~ '  log(1 + s,*/n~*) + ]/~ ~__,' s,*/n,*, 
where  
m--1 
8vg¢ ~ 2wir~ Ira 
r~0 
m--1 
n~$ 2 2~rir~ /m nre , r~O 
are the eigenvalues of S and N, and where ~ '  is a sum over all values of 
v for which s~*/n~* is not indeterminate. 
It would however be dangerous to "brush aside" indeterminate val- 
ues of s~*/n~* in the above manner. For when such values exist, a 
very slight modification i the model would easily lead to a very different 
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value for the expected weight of evidence. The same remark applies to 
the nonperiodic model. 
APPENDIX 9. THE DISTRIBUTION OF THE POWER STATISTIC 
1. The moments of ~ - x'x are at once derivable from Appendix 8. 
We have 
~(vlHs+N) = t r (S+N) ,  
~(~ I Hs+N) = 2tr(S + N) 2, 
~3(vlHs+~) = 8tr(S + N) 3, 
v4(v 1Hs+~) = 48 tr (S + N) 4 + 12{tr(S + N)~} 2, 
and the moments, given H~,  are obtained by putting S -- O. 
In the special case S = aN, we have 
a(v lHs+~)  = ( l+a) . t rN ,  
~( ,  I H~+~) = 2(1 + ~)~.tr N ~, 
p3(v 1HS+N) = 8(1 + a)~'tr N 3, 
~(~ I HZ+N) = 48(1 + a) 4 tr N'  + 12(1 + a)* (tr N2) 2. 
When m --+ ~,  the distribution of v tends to normality. The speed of 
approach will depend on the eigenvalues of N, and a reasonable cri- 
terion for approximate normality near the mean is ]~  I < 1, I ~/~ { < 1, 
where (see Appendix 5) 
/~3 2%/2 tr N 3 2%/2 
~1 ~/~ (tr N2) ~ a/m 
12tr N 4 12 
f'~ [qN(y)]3 dy 
"~312 ' 
f_~ [qN(y)] 4 dy 
2c ~t3 
")'2= - -  -- 3 - 
/.t2 2 (tr N~) ~ m [qN(y)] 2 dy 
where q~(y) is the power spectral density of N (with discrete time), 
calculable from formula (A3.2). A reasonable condition for approximate 
normality near the mean (given Hs+N) is then 
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If: 1 Ii ii ! 8 [q~(y)]~ dy <= m [q~(y)]2 Y ?r 
~ ~ . (Ag .1 )  
I f  we apply H61der's inequality (Hardy, Littlewood, P61ya, 1934, The- 
orem 189) we get inequalities going the wrong way. 
A sufficient condition for (A9.1) is 
m > _4 { q~(0) ~6 /
(a9.2) { q (O) y|" 1 
m _>_ 
y 
These inequalities may often be satisfiable in practice, but I should 
guess that m > 50 would usually be more than adequate for approxi- 
mate normality in the neighborhood of the mean, giving Hs+N. An im- 
proved estimate of the probabil ity density can be obtained from Edge- 
worth's series (Cram6r, 1946, p. 229). 
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