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Abstract
In this paper, a discontinuous Galerkin method for the two-dimensional time-harmonic Maxwell equations in composite materials
is presented. The divergence constraint is taken into account by a regularized variational formulation and the tangential and normal
jumps of the discrete solution at the element interfaces are penalized. Due to an appropriatemesh reﬁnement near exterior and interior
corners, the singular behaviour of the electromagnetic ﬁeld is taken into account. Optimal error estimates in a discrete energy norm
and in the L2-norm are proved in the case where the exact solution is singular.
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1. Introduction
Discontinuous Galerkin ﬁnite element methods have become rather popular during the last few years. They have
been widely applied to elliptic problems (see [6] and references herein) and, more recently, in computational electro-
magnetism. For the time-harmonic Maxwell equations, different approaches, based on a classical or mixed formulation,
have been presented for example in [12,13,18]. The success of discontinuous Galerkin methods is mainly due to its
ﬂexibility in the choice of the approximation space. Indeed, meshes and shape functions can be chosen locally which
allows non-matching grids and hp-adaptive algorithms [18].
In this paper, we are concerned with the time-harmonic Maxwell equations in composite materials with perfect
conducting boundary. The electromagnetic coefﬁcients are piecewise constant functions of the space variable x and
therefore, the electromagnetic ﬁeld has singularities at the exterior corners and edges as well as at the interior ones.
The regularity is in general very poor: the ﬁeld is of class Hs in each component where s > 0 may be arbitrarily small
(see [7]). From the numerical point of view, the lack of regularity has important consequences. Indeed, the application
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of an H 1-conforming ﬁnite element method will lead in general to a discrete solution converging to a ﬁeld that is not
the solution of Maxwell’s equations, even in the case of a homogeneous material (see [3,4,10]). ClassicalH(curl)-
conforming edge elements on reﬁned meshes are able to deal with the singularities (see [16]), but do not take into
account the divergence constraint. In this context, DG-methods gather several advantages: they overcome the problemof
approximability since they involve discretization spaces spanned by discontinuous ﬁelds and the divergence constraint
may be taken into account either via a mixed approach or a regularized formulation. However, to our knowledge all
existing error estimates need a minimal regularity of the exact solution which should be globally of class H 1/2+ for
> 0 and hence do not apply in our setting of composite materials.
In this paper, we present an interior penalty method based on the regularized formulation of the time-harmonic
Maxwell equations (see [9,4]) which allows for the control of a discrete divergence and the normal jumps over the
element interfaces. The singular behaviour is taken into account by an appropriate mesh reﬁnement near the geometric
singularities. The technique of mesh grading has been developed for elliptic problems in two dimensional and prismatic
three-dimensional domains (see [20,1] for H 1-conforming elements and [11] for a DG-approach). It has been proven to
apply to standard edge elements in the context of the homogeneous time-harmonic Maxwell equations (see [16]). Here,
we prove optimal error estimates for a discretization space based on discontinuous ﬁrst order elements on a graded
mesh. Our method can be seen as an alternative of the so-called singular ﬁeld method [3,10], where the exact singular
functions have to be added to the approximation space (made of H 1-conforming elements).
From a practical point of view, it is interesting to observe that all estimates in this paper apply if instead of standard
shape functions of type P1, we use a discretization space based on discontinuous ﬁrst order edge elements (see [15]
for theH(curl)-conforming element). This means that we are able to reduce the computational cost since the number
of degrees of freedom is divided by 2. Note that we mainly focus on ﬁrst order elements because of the poor regularity
of the solution. However, in the context of adaptive methods, higher order elements may be of interest far from the
singular points. We therefore present a variant of the previous regularization method based on higher order elements
and prove global convergence results in the discrete H(curl)-norm as well as for the jumps of the normal components.
We loose, however, the control of the divergence.
As in [19,12], the error analysis of our method is done in the case of a conforming mesh since we need to deﬁne an
appropriate interpolate. However, the implementation is possible on non-matching meshes as well.
In this paper, we dealwith two-dimensional domains only.The generalization to three-dimensional prismatic domains
should be straightforward, adapting the approach in [16]. For general three-dimensional domains, this is on-going work.
The outline of the paper is the following. Section 2 is devoted to the setting of the problem in the case of a divergence-
free constraint, and regularity results in weighted Sobolev spaces are proved. In Section 3, we present the numerical
method and prove the main properties of the discrete bilinear form. Section 4 is devoted to some technical results
that will be used in the sequel to get the main error estimates. In the stationary case (Section 5), convergence results
derive from an abstract error estimate of Céa’s type, whereas we use a duality approach in the general case (Section 6).
In Section 7, we present a variant of the previous regularization method for higher order elements and state some
convergence results. Finally, we generalize in Section 8 our DG-method to the case of a source with non-vanishing
divergence and prove the corresponding error estimates.
2. Regularity results in weighted Sobolev spaces
2.1. Setting of the problem
Let  be a bounded domain of R2 with a polygonal boundary  (called polygon for shortness). For the sake of
simplicity, we assume that is simply connected and that its boundary is connected.We deduce from the time-harmonic
Maxwell equations that the electric ﬁeld E = (E1,E2)t ∈ R2 satisﬁes
curl −1 curl E − 2E = J in , (1)
E × n = E1n2 − E2n1 = 0 on , (2)
where0 is the frequency of the electromagnetic wave and  and  are, respectively, the electric permittivity and the
magnetic permeability of the medium occupying . We assume that  and  are uniformly bounded from below and
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above, i.e., there are constants m,M,m,M> 0 such that
m(x)M a.e. in ,
m(x)M a.e. in . (3)
The datum J is the impressed current density which we assume to be divergence free
div J = 0 in . (4)
The general case div J = 0 is dealt with in Section 8. The boundary condition is the one of a perfect conductor where n
denotes the unit outer normal on. The notations curl and curl distinguish between the scalar and vector curl operators:
curl u = u2
x1
− u1
x2
and curl=
(

x2
,− 
x1
)t
.
In the case of composite materials, the electromagnetic coefﬁcients  and  are given by two piecewise constant
functions. We deﬁne a partitionP of  into a ﬁnite number of subdomains 1, . . . ,P such that on each p, we have
(x) = p and (x) = p. We assume that each subdomain is itself a polygon of R2. LetS denote the set of vertices
of  (i.e., vertices of at least one p). We splitS into the set of exterior verticesSext =S ∪  and interior vertices
Sint =S\Sext.
The variational formulation of problem (1)–(2) naturally involves the space
H0(curl) = {u ∈ L2()2 | curl u ∈ L2(); u × n = 0 on },
endowed with the graph norm and is given by{Find E ∈H0(curl) such that
(−1 curl E, curl E′) − 2(E,E′) = (J,E′) ∀E′ ∈H0(curl), (5)
where (·, ·) denotes the scalar product in L2()2. If = 0, we add the divergence constraint div E = 0 and (5) has a
unique solution. Otherwise, problem (5) enters within the framework of the Fredholm alternative and thus has a unique
solution provided 2 does not belong to the countably inﬁnite discrete spectrum 	(curl) of the involved operator. It
follows that for 2 /∈ 	(curl), there is a positive constant c such that
‖E‖H(curl)c‖J‖0,. (6)
Moreover, taking into account that the solution of (1)–(2) satisﬁes
div E = 0 in ,
we have the following regularized formulation of problem (5) given on the vector spaceH0(curl) ∩H(div ) = {v ∈
H(curl) | div v ∈ L2()}:{Find u ∈H0(curl) ∩H(div ) such that
(−1 curl u, curl v) + s(div u, div v) − 2(u, v) = (J, v) ∀v ∈H0(curl) ∩H(div ). (7)
For a given frequency , the parameter s > 0 may be chosen such that
2
s
< 
0, (8)
where 
0 > 0 is the smallest eigenvalue of the operator −Dir deﬁned on
D(Dir ) = { ∈ H 10 () | div  grad ∈ L2()}
by
(−Dir ,) =
∫

 grad · grad dx ∀ ∈ H 10 ().
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Condition (8) guarantees that any solution of the regularized problem satisﬁes
div u = 0 in  (9)
and is thus a solution of the classical problem (5).
2.2. Regularity results
Owing to [7], any element u inH0(curl) ∩H(div ) splits in a regular part
uR ∈ PH 1()2 = {v ∈ L2()2 | v|p ∈ H 1(p)2 ∀p}
and a singular part. In order to describe the singularities, we introduce the set ,S for S ∈ S as the set of positive
singular exponents of the operator Dir . More precisely, for S ∈ Sext, a real number 
 belongs to ,S if and only if
there exists a non trivial solution 
 ∈ H 10 (]0,S[) of the problem∫ S
0
′
()
′() d= 
2
∫ S
0
′
()
′() d ∀ ∈ H 10 (]0,S[),
where S is the opening angle at the vertex S. If S ∈Sint, we replace the space H 10 (]0,S[) by
{ ∈ H 1(]0, 2[) |(0) = (2)}.
We then get the following splitting of any u ∈H0(curl) ∩H(div ):
u = uR +
∑
S∈S
∑

∈,S∩]0,1[
c
 grad(Sr
S
(S)), (10)
where (rS, S) denote the local polar coordinates with respect to the vertex S, S = S(rS) is a cut-off function and
c
 ∈ R are the singular coefﬁcients. Moreover, according to Theorems 3.4 and 3.5 of [7], we have the estimate
‖uR‖PH 1() +
∑
S∈S
∑

∈,S∩]0,1[
|c
|c‖u‖H0(curl)∩H(div ). (11)
Decomposition (10) implies that u belongs to some weighted Sobolev spaces, that we now recall. For > 0, we
deﬁne the space PHm,() by
PHm,() =
{
 ∈ Hm−1(|)|rD(|p ) ∈ L2(p),∀|| = m,∀p
}
,
where r(x) is the distance of a point x to the set of verticesS. PHm,() is a Hilbert space for the norm
‖‖m, =
⎛
⎝‖‖2m−1, +
P∑
p=1
∑
||=m
‖rD(|p )‖20,p
⎞
⎠
1/2
.
Using (10) and (11), we get the following theorem:
Theorem 2.1. Let u ∈H0(curl) ∩H(div ). Then for all  ∈]0, 1[ satisfying
> 1 − min
{⋃
S∈S
,S
}
, (12)
u ∈ PH 1,()2 with the following a priori estimate
‖u‖1,C‖u‖H0(curl)∩H(div ). (13)
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Applying this result to the solution of (7) yields the
Theorem 2.2. Let u ∈H0(curl) ∩H(div ) be the solution to (7) with J ∈ L2()2 and div J = 0 in . Assume that
2 /∈ 	(curl) and that s satisﬁes (8). Then u ∈ PH 1,()2 for all  ∈]0, 1[ satisfying (12). Moreover, the following a
priori estimate holds
‖u‖1,C‖J‖0,. (14)
Proof. The condition on s guarantees that (9) holds. Moreover, the condition on  implies that
‖u‖H(curl)C‖J‖0,.
This yields
‖u‖H0(curl)∩H(div )C‖J‖0,.
and we conclude thanks to Theorem 2.1. 
We further need some regularity results for v = −1 curl u.
Corollary 2.3. Under the assumptions of Theorem 2.2, the function v = −1 curl u belongs to H 1() and there is a
constant c > 0 such that
‖v‖1,c‖J‖0,. (15)
Proof. We ﬁrst note that div u = 0 in  and thus
curl −1 curl u = J + 2u ∈ L2()2.
This proves the ﬁrst result. The estimate now follows directly from (6) since
‖v‖0,m−1 ‖curl u‖0,cm−1 ‖J‖0,,
‖ grad v‖0,‖J‖0, + 2M‖u‖0,(1 + c2M)‖J‖0,. 
3. Discretization
3.1. Graded meshes
In the sequel, we shall consider meshes that are reﬁned near the geometric singularities, i.e., the vertices S ∈ S.
More precisely, let Th be a triangulation of  into triangles satisfying the usual assumption of conforming shape
regular meshes and respecting the partition P of 
Assumption 1.
1. Two arbitrary triangles K,K ′ ∈ Th (K = K ′) are either disjoint, or have a common vertex or a common edge.
Further, we have
=
⋃
K∈Th
K .
2. The triangulation is shape regular, i.e., if hK denotes the diameter of the element K and K the diameter of the
largest disc contained in K, there is a constant 	> 0, independent of K, such that
hK
K
	. (16)
3. For all K ∈Th, there exists p ∈ {1, . . . , P } such that (x) = p and (x) = p on K.
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Now, we suppose thatTh is reﬁned near the vertices S ∈S according to the following rule, see for example [17,20]:
Assumption 2. Leth> 0be theglobalmeshparameter, let  ∈]0, 1]be thegradingparameter and rK=infP∈K,P0∈S|P−
P0| be the distance from the triangle K to the set of vertices of . There are constants 	i , 0< 	i1 (i = 1, 2, 3), and
R> 0, independent of h such that
	1h1/  hK  	−11 h1/ ∀ K ∈Th : rK = 0,
	2hr
1−
K  hK  	
−1
2 hr
1−
K ∀ K ∈Th : 0<rK <R,
	3h  hK  	−13 h ∀ K ∈Th : rKR.
(17)
We ﬁnally denote by E and EI, the union of all the edges ofTh and the union of the internal edges, respectively.
For any edge e ∈ E we denote by he its diameter, i.e., its length.
3.2. Traces
Following [19], we introduce some notations for the traces of functions in
Hs(Th) =K∈ThH s(K)
for s > 12 . To this end, let e ∈ EI be an interior edge shared by the elements Kl and Km. Let nl (resp. nm) be the outer
unit normal vector on e with respect to Kl (resp. Km). Let v be a vector ﬁeld belonging to Hs(Th)2. We denote by vl
(resp. vm) the restriction of v to Kl (resp. Km). Then, we deﬁne on e the average, the tangential and the normal jump
of v by
{v} = 12 (vl|e + vm|e),
vT = vl|e × nl + vm|e × nm,
vN = vl|e · nl + vm|e · nm.
Similarly, we deﬁne the average and the normal jump of a scalar function  ∈ Hs(Th) by
{} = 12 (l|e + m|e),
N = l|enl + m|enm.
Finally, for any edge e ∈ E\EI supported by the boundary , we set
{v} = v|e,
vT = v|e × n.
3.3. The discrete problem
In order to discretize problem (7) by means of a discontinuous Galerkin method, we deﬁne the following ﬁnite-
dimensional discretization space
Vh = {v ∈ L2()2 | v|K ∈ PK ∀K ∈Th},
where PK is a ﬁnite-dimensional space of polynomial vector ﬁelds. Due to the poor regularity of the solution, we
restrict ourselves to ﬁrst order elements. More precisely, we will takePK =P1(K)2 orPK =RK whereRK denotes
the space of lowest order edge elements of the ﬁrst kind, see Section 4.1. We introduce the piecewise curl operator
deﬁned on the space
H(curlh) = {v ∈ L2()2 | curl v|K ∈ L2()}
by
(curlh v)|K = curl v|K .
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In the same way, the operator divh is deﬁned on
H(divh) = {v ∈ L2()2 | div v|K ∈ L2()}
by
(divh v)|K = div v|K .
For a datum J ∈ L2()2 such that div J = 0 in , the discrete problem associated with (7) is then given by{Find uh ∈Vh such that
Bh(uh, vh) − 2(uh, vh) = (J, vh) ∀vh ∈Vh, (18)
where the bilinear form Bh(·, ·) is deﬁned as follows:
Bh(uh, vh) =
∫

−1 curlh uh curlh vh dx + s
∫

divh uh divh vh dx
+
∑
e∈E
∫
e
{−1 curlh uh}vhT ds +
∑
e∈E
∫
e
{−1 curlh vh}uhT ds
+ T
∑
e∈E
h−1e
∫
e
uhT vhT ds + N
∑
e∈EI
he
∫
e
uhNvhN ds,
depending on two real parameters T > 0 and N0. The ﬁrst parameter T guarantees coercivity of the bilinear form
Bh(·, ·) onVh for an appropriate norm provided that T is taken large enough. The second parameter depends on the
frequency , namely N0 for = 0 and N = 0 for  = 0. This choice will be motivated in Sections 5 and 6. Note
that in the case N = 0 we do no longer penalize the normal jump of the discrete solution.
3.4. Properties of the discrete bilinear form Bh
As a ﬁrst result, we prove that the discrete bilinear form is consistent with the partial differential operator involved
in problem (7).
Proposition 3.1. Let u ∈ H0(curl) ∩H(div ) be the solution of problem (7) for a datum J ∈ L2()2 such that
div J=0 in. Assume that the parameter s satisﬁes condition (8). ThenBh(u, vh) is well deﬁned for any vh ∈Vh and
Bh(u, vh) = (curl −1 curl u, vh) ∀vh ∈Vh.
Proof. Let u ∈H0(curl) ∩H(div ) be the solution of (7). Since div J = 0 in , we have div u = 0 in . Hence, the
integrals in Bh(·, ·) involving divh u and uN vanish.
Next, we have curl u=curlh u ∈ L2(). Consequently, the tangential jumps uT are equal to zero in H−1/200 (e) (and
thus also in L2(e)) for any e ∈ EI. Concerning the edges supported by the boundary , uT vanishes since u×n= 0
on .
Finally, since −1 curl u ∈ H 1(), the average {−1 curl u} is well deﬁned in H 1/2(e) for any edge e ∈ E.
We thus get
Bh(u, vh) =
∑
K∈Th
∫
K
−1 curl u curl vh dx +
∑
e∈E
∫
e
{−1 curlh u}vhT ds
=
∑
K∈Th
(∫
K
−1 curl u curl vh dx +
∫
K
(−1 curl u)|K(vh|K × n)
)
since {} = |e on E for any  ∈ H 1(). Partial integration ﬁnally shows that
Bh(u, vh) = (curl −1 curl u, vh)
for all vh ∈Vh. 
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The following orthogonality relation follows directly from Proposition 3.1:
Corollary 3.2. Let u and uh be respectively the solutions of (7) and (18). Under the assumptions of Proposition 3.1,
we have
Bh(u − uh, vh) − 2((u − uh), vh) = 0 ∀vh ∈Vh. (19)
In order to prove coercivity and continuity of the discrete bilinear formBh(·, ·), we introduce the following discrete
semi-norm | · |DG,N onVh, depending on the parameter N ,
∀ vh ∈Vh : |vh|2DG,N = ‖curlh vh‖
2
0, + ‖divh vh‖20,
+
∑
e∈E
h−1e ‖vhT ‖20,e + N
∑
e∈EI
he‖vhN‖20,e. (20)
Remark 3.3. The semi-norm | · |DG,N actually deﬁnes a norm on Vh for all N0. Indeed, let vh ∈ Vh with
|vh|DG,N =0.We have vhT =0 for all interior edges and vh ×n=vhT =0 for any edge supported by the boundary.
Hence, vh belongs toH0(curl). Moreover, we deduce from curl vh=curlh vh=0 in the existence of a scalar potential
p ∈ H 10 () such that vh = gradp. Next, we know that divh vh = 0 in  and thus p = 0 in each element K. Since p
vanishes on the boundary , we have p = 0 on any element K such that meas(K ∩ )> 0. But then p = 0 on any
element of the mesh by the same argument. Hence vh = gradp vanishes identically in .
In the sequel, the following inverse estimate will be useful (see, e.g. [5]).
Lemma 3.4. For all p ∈ Pk(K) we have
‖p‖0,KCinvh−1/2K ‖p‖0,K ,
where Cinv is a positive constant depending only on k and the shape regularity parameter 	 of the mesh.
The next proposition shows that the discrete bilinear form Bh(·, ·) is coercive on Vh with respect to the norm
| · |DG,N provided the parameter T involved in the deﬁnition of Bh is chosen large enough. The technique of the
proof is similar to the proof of Theorem 4.3. in [11].
Proposition 3.5. Assume that
T >
C2invM
m2
, (21)
where Cinv is the constant in Lemma 3.4. Then there is a positive constant C(T , s) independent from h such that
Bh(vh, vh)C(T , s)|vh|2DG,N ∀vh ∈Vh.
Proof. Let vh ∈Vh. We have
Bh(vh, vh)
1
M
‖curl vh‖20, + s‖divh vh‖20,
− 2
∑
e∈E
∫
e
{−1 curlh vh}vhT + T
∑
e∈E
h−1e ‖vhT ‖20,e
+ N
∑
e∈EI
he‖vhN‖20,e.
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Using Cauchy–Schwarz’s inequality andYoung’s inequality (2aba2 + (b2/), > 0), we get
Bh(vh, vh)
1
M
‖curl vh‖20, + s‖divh vh‖20,
− 
∑
e∈E
he‖{−1 curlh vh}‖20,e +
(
T −
1

)∑
e∈E
h−1e ‖vhT ‖20,e
+ N
∑
e∈EI
he‖vhN‖20,e.
The application of Lemma 3.4 yields∑
e∈E
he‖{−1 curlh vh}‖20,eC2inv‖−1 curlh vh‖20,
and thus
Bh(vh, vh)
(
1
M
− C
2
inv
m2
)
‖curl vh‖20, + s‖divh vh‖20,
+
(
T −
1

)∑
e∈E
h−1e ‖vhT ‖20,e + N
∑
e∈EI
he‖vhN‖20,e.
Finally, the coercivity of Bh follows if T > 0 and > 0 are chosen such that
T >
1

>
C2invM
m2
. 
In a similar way, we get the continuity of Bh onVh.
Proposition 3.6. There is a constant C1 > 0 independent from h such that
|Bh(uh, vh)|C1|uh|DG,N |vh|DG,N
for all uh, vh ∈Vh.
Proof. Applying Cauchy–Schwarz’s inequality to the different terms of Bh, we get
Bh(uh, vh)m−1 ‖curlh uh‖0,‖curlh vh‖0, + s‖divh uh‖0,‖divh vh‖0,
+
(∑
e∈E
he‖{−1 curlh uh}‖20,e
)1/2(∑
e∈E
h−1e ‖vhT ‖20,e
)1/2
+
(∑
e∈E
he‖{−1 curlh vh}‖20,e
)1/2(∑
e∈E
h−1e ‖uhT ‖20,e
)1/2
+ T
(∑
e∈E
h−1e ‖uhT ‖20,e
)1/2(∑
e∈E
h−1e ‖vhT ‖20,e
)1/2
+ N
(∑
e∈E
he‖uhN‖20,e
)1/2(∑
e∈E
he‖vhN‖20,e
)1/2
.
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Continuity with respect to the | · |DG,N -norm now follows from the inverse inequality in Lemma 3.4 since the third
term of the preceeding right-hand side (and in a similar way, the fourth term) may be bounded by
Cinvm
−1
 ‖curlh uh‖0,
(∑
e∈E
h−1e ‖vhT ‖20,e
)1/2
. 
Proposition 3.5 together with the Lax–Milgram theorem yields the following existence and uniqueness result in the
stationary case = 0.
Corollary 3.7. Let = 0. Under the assumptions of Proposition 3.5, problem (7) has a unique solution uh inVh.
As we have seen in the proof of Proposition 3.6, the continuity of the bilinear form Bh(·, ·) with respect to the
| · |DG,N -norm relies on the application of an inverse estimate which is true only on the discretization spaceVh. In
order to get a more general continuity result, we therefore introduce a second norm, equivalent to | · |DG,N onVh,
and which takes into account the terms that may not be handled by the inverse inequality.
For vector ﬁelds w ∈H(curlh) ∩H(divh ) satisfying wT ∈ L2(e) and wN ∈ L2(e) for all edges e ∈ E, the
norm | · |DG,N is well deﬁned. If in addition, (curl wK)|e belongs to L2(e) for all e ∈ K and all K ∈Th, we introduce
the following norm
|w|h,N =
⎛
⎝|w|2DG,N + ∑
K∈Th
∑
e⊂K
he‖curl wK‖20,e
⎞
⎠
1/2
. (22)
We have the following equivalence result.
Lemma 3.8. For all vh ∈Vh, we have
|vh|DG,N  |vh|h,N C|vh|DG,N
with a positive constant C independent from h.
Proof. The ﬁrst inequality is trivial. For the second one, we remark that for all e ⊂ K , we have hehK . Thus
|w|2
h,N
= |w|2DG,N +
∑
K∈Th
hK‖curl wK‖2K
 |w|2DG,N + C
2
inv‖curlh w‖20,
by Lemma 3.4. 
The following continuity result follows from similar arguments as in the proof of Proposition 3.6.
Proposition 3.9. There is a constant C2 > 0 independent from h such that
|Bh(u, vh)|C2|u|h,N |vh|DG,N
for any vh ∈Vh and u ∈H(curlh) ∩H(divh ) such that |u|h,N is well deﬁned.
Proof. In a ﬁrst step we proceed in the same way as in the proof of Proposition 3.6. It follows then from the deﬁnition
of the average operator that∑
e∈E
he‖{−1 curlh u}‖20,em−2
∑
K∈Th
∑
e⊂K
he‖curl u|K‖20,e
m−2 |u|2h,N
which yields the result. 
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4. Analytical tools
Error estimates for the discrete solution of (18) follow from estimates for the approximation error inVh, |u−vh|h,N ,
with an appropriate choice of vh ∈ Vh. Note however, that, due to the poor regularity of the exact solution u, the
standard Lagrange interpolant of u is not deﬁned. We therefore use the interpolation operator based on the ﬁrst kind
of edge ﬁnite elements of lowest order (see [15,14]) which are frequently used in the context of Maxwell equations.
Since these elements are introduced in the literature in general in the 3D case, we recall here the deﬁnition and some
properties for two-dimensional elements.
4.1. Edge elements of the ﬁrst kind
Let K ∈Th be a triangle and E(K) the set of its edges. For e ∈ E(K) we denote by ne and te the outer unit normal
and the unit tangential vector on the edge e, respectively. On K, we introduce the following polynomial space
RK = {p = (p1, p2)t ∈ P1(K)2 | ∃a ∈ R2, b ∈ R,∀x ∈ K : p(x) = a + b × x}
where b × x = b(x2,−x1)t . Further, we deﬁne the set of linear forms
MK = {le, e ∈ E(K)}
by
le : L1(e)2 → R,
le(u) =
∫
e
u · te ds.
Now, let FK be the afﬁne transformation that maps the reference triangle Kˆ onto an element K of the mesh
FK : xˆ ∈ Kˆ → x = BK xˆ + b ∈ K .
If we transform vector ﬁelds as gradients, i.e.
v ◦ FK = B−tK vˆ, (23)
the moments inMK are invariant under FK (see [14] for instance).
A simple calculus shows that the elements of RK are divergence-free.
Lemma 4.1. For all p ∈ RK , we have div p = 0 ∈ K .
The following result has been proved in [15] for the three-dimensional elements.
Proposition 4.2. Let p ∈ RK such that le(p) = 0 for all le ∈MK . Then p = 0 in K.
Proposition 4.2 shows that any vector ﬁeld p in RK is uniquely determined in K by the set {le(p), e ∈ E(K)}.
Moreover, the approximation isH(curl)-conforming. We thus introduce the spaces of edge elements of the ﬁrst kind
Nh = {vh ∈H(curl) | vh|K ∈ RK ∀K ∈Th},
Xh = {vh ∈H0(curl) | vh|K ∈ RK ∀K ∈Th}.
We further introduce the interpolation operator K deﬁned for vector ﬁelds u satisfying u|e ∈ L1(e)2 by
le(K(u)) = le(u) ∀e ∈ E(K).
The global interpolation operator h is then given by
(hu)|K =Ku|K ∀K ∈Th,
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and takes its values inNh. If in addition, u belongs toH0(curl), then also hu has a vanishing tangential trace on ,
namely hu ∈ Xh.
We ﬁnally deﬁne the local basis (te,K)e∈E(K) on the element K by{
te,K ∈ RK ∀e ∈ E(K),
le′(te,K) = ee′ ∀e, e′ ∈ E(K),
(24)
where ee′ = 1 if e = e′ and 0 else.
4.2. Interpolation error estimates
The ﬁrst step in the proof of a priori error estimates is to show that the interpolation error in the norm ofH(curl) is
of order h provided the mesh is reﬁned in an appropriate manner. The proof uses essentially the same techniques as in
[16] where a similar result has been proved for prismatic three-dimensional domains.
Proposition 4.3. For < 1, let u ∈ PH 1,()2 be such that curl u ∈ L2(). Let the grading parameter  of the mesh
satisfy 0< < 1 − . Then there is a constant C > 0 independent from h such that
‖u −hu‖0,Ch(‖r grad u‖0, + ‖curl u‖0,). (25)
If in addition −1 curl u belongs to H 1(), we have
‖u −hu‖H(curl)Ch(‖r grad u‖0, + ‖−1 curl u‖1,). (26)
Proof. We ﬁrst show that u|e belongs to L1(e)2 for all edges e ∈ E and therefore hu is well deﬁned. Indeed, we
deduce from u ∈ PH 1,()2 that
ru ∈ H 1(K)2 ∀K ∈Th
and thus
(ru)|e ∈ H 1/2(e)2 ↪→ Lp(e)2 ∀1p<∞.
Now, a mere application of Hölder’s inequality yields∫
e
|u| ds =
∫
e
r−r|u| ds
(∫
e
r−q ds
)1/q(∫
e
(r|u|)p ds
)1/p
with
1
p
+ 1
q
= 1.
Since ru ∈ Lp(e)2 for all p1, the last product is ﬁnite for all q ∈]1,∞[ such that 1 − q > 0 (if = 1 − , take for
example q = 1 + /2).
We now prove local estimates for v = −1 curl(u − Ku) in the L2-norm. It follows from the assumptions that v
belongs to H 1(K). We further note that∫
K
v dx = −1K
∫
K
curl(u −Ku) dx = −1K
∑
e⊂K
∫
e
(u −Ku) · te ds = 0.
Taking into account that grad(curlKu) = 0 in K (since curlKu is constant), it follows from standard scaling
arguments and the Poincaré–Friedrich’s inequality for functions vˆ ∈ H 1(Kˆ) with vanishing average over the reference
triangle Kˆ that
‖curl(u −Ku)‖0,KchK‖−1 grad curl u‖0,K , (27)
with a constant c > 0 independent from K.
A similar estimate foru−Ku in theL2-norm is a bitmore involved. First, we note that the function=(u−Ku)·te
belongs to H 1,K (K) with K =  if rK = 0 and K = 0 if rK > 0. Moreover,  has vanishing average over any edge e
of K: ∫
e
 ds = 0.
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Let Kˆ = F−1(K) be the reference triangle and F : xˆ → x = Bxˆ + b the afﬁne mapping from Kˆ onto K. The function
ˆ = ( ◦ F)(xˆ) belongs to H 1,K (Kˆ) and has vanishing average over eˆ = F−1(e). We further remark that the space
H 1,K (K) is compactly embedded in L2(K) for all K < 1. For K = 0 this is clear. If 0< K < 1, the application of
Hölder’s inequality shows that H 1,K (K) is continuously embedded in W 1,p(K) for all p satisfying 1< t < 2/(K +1)
(see [8]). A standard Sobolev embedding theorem then yields the compact embedding in L2(K). As for the standard
Poincaré–Friedrichs inequality, we therefore deduce the existence of a constant cˆ, depending on Kˆ such that
‖ˆ‖
H 1,K (Kˆ) cˆ‖rˆK grad ˆ‖0,Kˆ
for any function ˆ ∈ H 1,K (Kˆ) satisfying ∫
eˆ
ˆ dsˆ = 0 for at least one edge of Kˆ . Taking into account that r  hKrˆ if
rK = 0 then yields
‖‖0,K = | det B|1/2‖ˆ‖0,Kˆ cˆ| det B|1/2‖rˆK grad‖0,Kˆch1−KK ‖rK grad‖0,K
with a constant c > 0 independent from K. Now, note that for any triangle K containing one of the singular vertices, we
have rK = 0 and thus rK hKK . Hence,
‖(u −Ku) · te‖0,Kch1−KK ‖rK grad u‖0,K + chK‖ gradKu‖0,K
ch1−KK ‖rK grad u‖0,K + chK‖curlKu‖0,K
where we used that
‖ grad p‖0,K =
√
2
2
‖curl p‖0,K ∀p ∈ RK .
Let us further show that
‖curlKu‖0,K‖curl u‖0,K .
Indeed, curlKu being constant on each element K, Green’s formula and the deﬁnition of Ku yield
curlKu = 1|K|
∫
K
curl u.
The requested estimate follows from Cauchy–Schwarz’s inequality.
Finally, ﬁxing two distinct tangential vectors t1 and t2 forming an angle , we observe that
N(u −Ku) =
(
(u −Ku) · t1
(u −Ku) · t2
)
,
where N is the 2 × 2-matrix whose rows are formed by the vectors t1 and t2. Now,
‖N−1‖ 2| det N | =
2
sin 
since det N=sin , and the shape regularity of the mesh guarantees that there is a minimal angle 0 ∈]0, [ independent
from K such that 0. We therefore deduce that
‖u −Ku‖0,K 2
sin 0
( 2∑
i=1
‖(u −Ku) · ti‖20,K
)1/2
which ﬁnally yields the estimate
‖u −Ku‖0,Kch1−KK ‖rK grad u‖0,K + chK‖curl u‖0,K . (28)
Now, we take into account the grading of the mesh. We distinguish the cases rKR, 0<rK <R and rK = 0. We
shall prove that there is a constant c > 0 independent from h and K such that
‖curl(u −Ku)‖0,Kch‖ grad −1 curl u‖0,K (29)
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and
‖u −Ku‖0,Kch(‖r grad u‖0,K + ‖curl u‖0,K) (30)
for any K ∈Th.
If rKR, we have hK	3h and (27) reads
‖curl(u −Ku)‖0,Kch‖ grad −1 curl u‖0,K .
With K = 0, estimate (28) becomes
‖u −Ku‖0,KcR−h‖r grad u‖0,K + ch‖curl u‖0,K
taking into account that r−r−K R−.
Next, if 0<rK <R, we have hK	2hr1−K 	2hR1−. We thus get
‖curl(u −Ku)‖0,KchR1−‖ grad −1 curl u‖0,K
and (29) follows. Further, since r−r−K and 0< < 1 − , we get
‖u −Ku‖0,Kchr1−−K ‖r grad u‖0,K + chr1−K ‖curl u‖0,K
chR1−−‖r grad u‖0,K + chR1−‖curl u‖0,K
and (30) follows.
Finally, we consider those triangles which contain a singular vertex, i.e. rK = 0. Thus, hK	1h1/ and 0< < 1
implies h1/h provided that h< 1. (29) follows from (27). In the same way, (28) yields
‖u −Ku‖0,Kch(1−)/‖r grad u‖0,K + ch1/‖curl u‖0,K + ch2/‖−1 grad −1 curl u‖0,K
since < 1 −  and (30) follows.
Summing up (29) and (30) with respect to all triangles inTh ﬁnally yields the requested estimate. 
The next proposition deals with the term in | · |h,N involving the normal jumps of u −hu.
Proposition 4.4. Under the assumptions of Proposition 4.3, there is a constant C > 0 independent from h such that⎛
⎝∑
e∈EI
he‖(u − vh)N‖20,e
⎞
⎠
1/2
C(‖u − vh‖0, + h‖ divh((vh − u))‖0,) ∀vh ∈Vh. (31)
Proof. Let u ∈H0(curl) ∩H(div ) be the solution of (7). Since div u belongs to L2(), we have
uN = 0 ∀e ∈ EI.
The remaining term that we have to estimate is thus∑
e∈EI
he‖vhN‖0,e.
Let e ∈ EI be an interior edge shared by the elements Kl and Km. Further, denote by M1e and M2e the endpoints of the
segment e. We introduce the function be deﬁned on e by
be(s) = 
1e(s)
2e(s),
where 
ie are the local basis functions of P1(e) satisfying{
ie ∈ P1(e),

ie(M
j
e ) = ij ∀ i, j = 1, 2.
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Obviously, be vanishes at M1e and M2e and there is a constant c > 0, independent from e such that
‖vhN‖20,ec
∫
e
bevh
2
N ds.
We denote ge = vhN ∈ P1(e). Let Fl : Kˆ → Kl be the afﬁne mapping between the reference triangle Kˆ and Kl .
For any function  deﬁned on e we denote ˆ =  ◦ Fl|eˆ the corresponding function deﬁned on eˆ = F−1l (e). We then
introduce the function gˆ deﬁned on Kˆ by
gˆ =
{
bˆegˆe on eˆ,
0 on Kˆ\eˆ.
Since gˆ belongs to ∈ H 1/2(Kˆ), there is a continuous lifting wˆ ∈ H 1(Kˆ) such that wˆ|Kˆ = gˆ. This implies that
‖wˆ‖1,Kˆ cˆ‖bˆegˆe‖0,eˆ,
taking into account that the norms ‖ · ‖0,eˆ and ‖ · ‖1/2,eˆ are equivalent on P3(eˆ). Finally, we get the following estimates
for wl = wˆ ◦ Fl ,
h−1e ‖wl‖0,Kl + ‖ gradwl‖0,Klc‖wˆ‖1,Kˆc‖bˆegˆe‖0,eˆch−1/2e ‖vhN‖0,e. (32)
In the same way we deﬁne wm on Km. Finally, the function w deﬁned by
w =
{
wl ∈ Kl,
wm ∈ Km
belongs to H 10 (Kl ∪ Km). Reintroducing the term uN = 0 and applying Green’s formula then yields
‖vhN‖20,ec
∫
e
bege(vh − u)N ds
= c
∫
Kl
div(wl(vh − u)) dx + c
∫
Km
div(wm(vh − u)) dx
= c
∫
Kl∪Km
gradw · (vh − u) dx +
∫
Kl∪Km
w divh((vh − u)) dx.
Cauchy–Schwarz’s inequality together with (32) implies
‖vhN‖20,ec‖ gradw‖0,Kl∪Km‖u − vh‖0,Kl∪Km + ‖w‖0,Kl∪Km‖divh((vh − u))‖0,Kl∪Km
c(h−1/2e ‖u − vh‖0,Kl∪Km + h1/2e ‖divh((vh − u))‖0,Kl∪Km)‖vhN‖0,e
or equivalently
he‖vhN‖20,ec‖u − vh‖20,Kl∪Km + h2e‖divh((vh − u))‖20,Kl∪Km .
Summing this estimate on e ∈ EI yields the conclusion. 
The last proposition deals with the term involving he‖curl(u −hu)‖20,e.
Proposition 4.5. Under the assumptions of Proposition 4.3 there is a constant c > 0 independent from h such that⎛
⎝ ∑
K∈Th
∑
e⊂K
he‖curl(u −Ku)‖20,e
⎞
⎠
1/2
c(‖curl(u −Ku)‖0, + h‖−1 curl u‖1,). (33)
Proof. We recall that for all K ∈Th, we have curl(u −Ku) ∈ H 1(K). Taking into account the transformation
curlx u = (det B)−1 curlxˆ uˆ
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we get by change of variables x = Bxˆ + b and a standard trace theorem
‖curl(u −Ku)‖20,e =
he
| det B|2 ‖curl(uˆ − ˆuˆ)‖
2
0,eˆ
 he| det B|2 ‖curl(uˆ − ˆuˆ)‖
2
1,Kˆ
 he| det B| ‖curl(u −Ku)‖
2
0,K +
he‖B‖2
| det B| ‖ grad curl u‖
2
0,K
ch−1K ‖curl(u −Ku)‖20,K + chK‖ grad curl u‖20,K .
It follows from the deﬁnition of the mesh grading that hKch for all triangles and thus summing up the preceeding
inequality with respect to e and K, we get∑
K∈Th
∑
e⊂K
he‖curl(u −Ku)‖20,ec‖curl(u −Ku)‖20, + ch2‖ grad −1 curl u‖20,.
The result directly follows. 
4.3. The discrete Helmholtz decomposition
In the case  = 0, our error analysis relies on a duality argument [14,12]. For that purpose, we need to approximate
any discrete -divergence free function by an exactly -divergence free function. For  = 1, this has been done in
Section 7.2.1 of [14]. Here, we generalize the results to the case where  is a piecewise constant function.
We ﬁrst recall the continuous Helmholtz decomposition (see Lemma 4.5 of [14]). Denote for shortnessX=H0(curl)
and
X0 = {u ∈ X : (u,∇) = 0, ∀ ∈ H 10 ()},
the subspace of -divergence free functions. Then, we have the decomposition
X = X0 ⊕ ∇H 10 ()
the sum being direct and orthogonal for the inner products (u, v) := (u, v) and (u, v)X, := (u, v)+ (curl u, curl v).
Since  is simply connected and its boundary is connected, a function w ∈ X satisﬁes curl w = 0 if and only if
w ∈ ∇H 10 (). By the above Helmholtz decomposition, we deduce the following result:
Lemma 4.6. Any v ∈ X0 satisﬁes
(v,w) = 0 ∀w ∈ X : curl w = 0.
Let us pass to the discrete version of the above results. Introduce the subspaceX0,h ofXh madeof discrete -divergence
free function, namely
X0,h = {uh ∈ Xh : (uh,∇h) = 0, ∀h ∈ Sh},
where
Sh = {qh ∈ H 10 () | qh|K ∈ P1(K) ∀K}
is the space of scalar conforming ﬁnite elements of type P1. As ∇Sh is clearly included in Xh, we deduce the discrete
Helmholtz decomposition:
Xh = X0,h ⊕ ∇Sh, (34)
the sum being direct and orthogonal for the inner product (u, v) := (u, v).
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Lemma 4.7. For any vh ∈ X0,h, there exists zh ∈ curlXh such that
(vh,h) = (zh, curlh) ∀h ∈ Xh.
Proof. Let Yh be the space of piecewise scalar constant functions onTh, namely
Yh := {zh ∈ L2() : zh|K ∈ P0(K) ∀K ∈Th}.
This space Yh is equipped with the inner product (·, ·). Introduce the operator curl from Xh to Yh by
curl : Xh → Yh
uh → curl uh.
This operator is clearly a bounded linear operator. Denote by ker(curl), the kernel of this operator.
Now denote by curlh, the adjoint of the operator curl for the above inner product, namely for any zh ∈ Yh, curlh, zh
is the unique element in Xh such that
(curlh, zh,wh) = (zh, curlwh) ∀wh ∈ Xh.
Then by a standard functional analysis theorem (see for instance Theorem 2.15 of [14]), we deduce that
ker(curl)⊥ = curlh, Yh = curlh,curlXh,
this last identity following from the decomposition Yh = curlXh ⊕ (curlXh)⊥ = curlXh ⊕ ker curlh, Yh.
Since it is proved in [14, p. 170] that ker(curl) = ∇Sh, the above results show that
X0,h = ker(curl)⊥ = curlh, curlXh.
This proves the lemma, since for any vh ∈ X0,h, there exists zh ∈ curlXh such that vh = curlh, zh. 
Remark 4.8. The above lemma is a discrete version of Lemma 4.6, it is more precise since we are working in a
ﬁnite-dimensional space. We will use this lemma in the particular case curlh = 0, which implies that
(vh,h) = 0 ∀h ∈ Xh : curlh = 0.
As in the continuous case this last property can be directly obtained from the discrete Helmholtz decomposition and
from the identity ker(curl) = ∇Sh.
Now following [2,14], we prove the
Proposition 4.9. For any vh ∈ X0,h, there exists vh ∈H0(curl) satisfying
curl vh = curl vh, (35)
div(vh) = 0. (36)
Furthermore if the triangulation satisﬁes (17) with the grading parameter  such that 0< < 1 − , then there exists
C > 0 independent of h such that
‖vh − vh‖0,Ch‖curl vh‖0,. (37)
Proof. Since vh belongs to X, vh admits the Helmholtz decomposition
vh = vh + ∇t
with vh ∈ X0 and t ∈ H 10 (). From this decomposition, vh directly satisﬁes (35) and (36).
It remains to prove the estimate (37). For that purpose we recall that
curlhvh = 1|K|
∫
K
curl vh,
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and by (35), we get
(curlhvh)|K = 1|K|
∫
K
curl vh.
Since curl vh is piecewise constant, we deduce that
curlhvh = curl vh.
This implies that hvh − vh is curl free. Therefore by taking w = hvh − vh in Lemma 4.6 and h = hvh − vh in
Lemma 4.7, we deduce that
(vh,hv
h − vh) = (vh,hvh − vh) = 0.
This allows us to write
((vh − vh), vh − vh) = ((vh − vh), vh −hvh).
By the property (3), we have obtained
‖vh − vh‖20,
M
m
‖vh −hvh‖20,.
The application of estimate (25) in Proposition 4.3 together with Theorem 2.1 yields
‖vh − vh‖0,Ch‖curl vh‖0,.
The conclusion follows from (35). 
4.4. Conforming approximation of discontinuous functions
In this section, we aim to prove that any vector ﬁeld belonging to the DG-spaceVh based on the lowest order edge
elements of the ﬁrst kind, can be approximated by aH0(curl)-conforming vector ﬁeld inXh. The technique of the proof
is similar to the one in [12] where the elements of the DG-space based on polynomials of degree k are approximated
by three-dimensional edge elements of the second kind.
Here, we give the 2D-version in the case of edge elements of the ﬁrst kind on a graded mesh (see Section 5.1 of [12]
for edge elements of the second kind in 3D).
Proposition 4.10. Assume that the triangulationTh satisﬁes the Assumption 1. Let
Vh = {v ∈ L2()2 | v|K ∈ RK ∀K ∈Th}. (38)
For any vh ∈Vh there is a vector ﬁeld vch ∈ Xh such that for all K ∈Th
‖vh − vch‖20,K + h2K‖curl(vh − vch)‖20,KCh2K
∑
e∈E(K)
h−1e ‖vhT ‖20,e (39)
with a constant C > 0 independent from vh and K.
Proof. In a ﬁrst step we prove that for any p ∈ RK , we have
‖p‖20,K + h2K‖curl p‖20,K cˆ
∑
e∈E(K)
|pe,K |2, (40)
where pe,K ∈ R are the components of p in the local basis (te,K) introduced in Section 4.1, i.e.,
p =
∑
e∈E(K)
pe,K te,K .
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Indeed, we deduce from Lemma 4.12 below that
‖p‖20,K + h2K‖curl p‖20,K cˆ(‖pˆ‖20,Kˆ + ‖curl pˆ‖20,Kˆ ). (41)
Taking into account that the degrees of freedomMK are invariant under the transformation (23), we have
pˆ =
∑
eˆ∈E(Kˆ)
pe,K tˆeˆ,Kˆ
where (tˆ
eˆ,Kˆ
) are the local basis functions on the reference element Kˆ . Introducing this decomposition into (41) then
leads to
‖pˆ‖20,Kˆ + ‖curl pˆ‖20,KˆCˆ
∑
e∈E(K)
|pe,K |2 (42)
where the constant
Cˆ =
∑
eˆ∈E(Kˆ)
‖tˆ
eˆ,Kˆ
‖20,Kˆ + ‖curl tˆeˆ,Kˆ‖20,Kˆ
depends only on the reference element.
Now, let e ∈ E(Kl) ∩ E(Km) be the interface between two elements Kl and Km. Let pl ∈ RKl and pm ∈ RKm and
denote by pe,Kl (resp. pe,Km ) the components of pl (resp. pl) in the basis (te,Kl ) (resp. (te,Km)). Taking into account
that te′,Kl · te = 0 on e for any edge e′ = e, we can show that
|pe,Kl − pe,Km |2Che
∫
e
|(pl − pm) · te|2 ds. (43)
Indeed, let eˆ ∈ E(Kˆ) be the edge of the reference element such that e is the image of eˆ under the afﬁne mapping Fl .
We note that the application
x →
(∫
eˆ
|xˆeˆ · teˆ|2 dsˆ
)1/2
actually deﬁnes a norm on R. We thus get from the equivalence of norms in ﬁnite dimensional vector spaces and
standard scaling arguments that
|pe,Kl − pe,Km |2 cˆ
∫
eˆ
|(pe,Kl − pe,Km)ˆeˆ · teˆ|2 dsˆ
= cˆ
∫
eˆ
|(pˆl − pˆm) · teˆ|2 dsˆ
 cˆhe‖(pl − pm) · te‖20,e
with a constant cˆ > 0 depending only on the reference element.
Now, let vh ∈Vh be given and denote by (ve,K)e∈E(K) its degrees of freedom on the element K in the basis (te,K).
We deﬁne vch ∈ Xh by its degrees of freedom (vce)e∈E
vce =
{ 1
2 (ve,Kl + ve,Km) if e ∈ EI is the interface of Kl and Km,
0 otherwise.
Hence,
(vh − vch)|K =
∑
e∈E(K)∩EI
1
2
(ve,K − ve,K ′)te,K +
∑
e∈E(K)∩
ve,K te,K .
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From the former results we thus get for any element K ∈Th
‖vh − vch‖20,K + h2K‖curl(vh − vch)‖20,KCˆ
∑
e∈E(K)∩EI
|ve,K − ve,K ′ |2 +
∑
e∈E(K)∩
|ve,K |2
Cˆ
∑
e∈E(K)
he‖vhT ‖20,e,
where K ′ is the element of Th adjacent to K by the edge e. The result then follows since hehK for all
e ∈ E(K). 
Corollary 4.11. Let vh ∈ Vh and vch the H0(curl)-conforming approximation in Xh of vh from Proposition 4.10.
There is a constant C > 0 independent from vh and the mesh parameter h such that
‖vch‖H(curl)C‖vh‖DG,N . (44)
Proof. We deduce from the triangular inequality and estimate (39) in Proposition 4.10 that
‖vch‖20,K + ‖curl vch‖20,K2‖vh‖20,K + 2‖curlh vh‖20,K + C
∑
e∈E(K)
h−1e ‖vhT ‖20,e.
Summing up with respect to K yields (44). 
The following transformation formulæ have been used in the proof of Proposition 4.10:
Lemma 4.12. Let Kˆ and K =F(Kˆ) be two afﬁne-equivalent triangles, where F : xˆ ∈ R2 → x=BK xˆ+ b ∈ R2 is an
invertible afﬁne mapping. If a vector ﬁeld uˆ belongs to the spaceH(curl; Kˆ), the vector ﬁeld u(x)=B−tK uˆ(xˆ) belongs
toH(curl;K) and
‖u‖0,K cˆ‖uˆ‖0,Kˆ , (45)
‖curl u‖0,K cˆh−1K ‖curl uˆ‖0,Kˆ (46)
with a constant cˆ independent from h.
Proof. Eq. (45) follows from the deﬁnition of u and the transformation formula for integrals taking into account that
‖B−tK ‖ = O(h−1K ) and | det BK | = O(h2K). In order to prove (46), we apply the chain rule for derivatives of composite
functions. This yields
curlx u = (det BK)−1 curlxˆ uˆ
and (46) again follows from the transformation formula for integrals. 
5. Convergence results in the case = 0
In the stationary case  = 0, the convergence of our method relies on a lemma of Céa’s type. We recall that the
discretization space is based on discontinuous polynomial vector ﬁelds of degree 1,
Vh = {vh ∈ L2()2 | vh|K ∈ P1(K)2 ∀K ∈Th}.
Proposition 5.1. Let u ∈H0(curl)∩H(div ) be the solution of problem (7) with J ∈ L2()2 such that div J=0 and
 = 0. We assume that the parameter N in the deﬁnition of Bh satisﬁes N0. Let the assumptions of Proposition
3.5 hold true and uh be the discrete solution of (18). Then there is a constant c > 0 such that
|u − uh|h,N c infvh∈Vh |u − vh|h,N . (47)
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Proof. As we have seen in Section 2, the solution u of (7) satisﬁes −1 curl u ∈ H 1() and thus |u − vh|h,N is well
deﬁned for any vh ∈Vh. Due to the equivalence of the norms | · |DG,N and | · |h,N onVh, we can write for vh ∈Vh
|u − uh|h,N  |u − vh|h,N + C|vh − uh|DG,N .
The coercivity of Bh onVh (Proposition 3.5) and its consistency (see Corollary 3.2) then yields
C(T , s)|vh − uh|2DG,N Bh(vh − uh, vh − uh)
=Bh(vh − u, vh − uh).
The result now follows from the continuity result of Proposition 3.9. 
The principal result of this section is the following estimate of the error:
Theorem 5.2. Let u ∈H0(curl) ∩H(div ) be the solution of the regularized problem (7) with = 0 and div J = 0.
Assume that the parameter T of the discrete bilinear formBh satisﬁes (21) and that N0 in the deﬁnition ofBh. Let
uh ∈Vh be the solution of the discrete problem (18). We choose 0< < 1 such that u ∈ PH 1,()2. Let the grading
parameter  of the mesh satisfy 0< < 1 − . Then there is a constant C > 0 independent from h such that
|u − uh|DG,N  |u − uh|h,N Ch‖J‖0,. (48)
Proof. Owing to Proposition 5.1, we only have to evaluate |u −hu|h,N . We notice that
‖u −huT ‖0,e = 0 ∀e ∈ E
since u −hu belongs toH0(curl). Moreover, it follows from Lemma 4.1 that
‖div (u −hu)‖0,K = 0 ∀K ∈Th.
The interpolation error thus leads to
|u −hu|2h,N = ‖curl(u −hu)‖
2
0,
+ N
∑
e∈EI
he‖(u −hu)N‖20,e +
∑
K∈Th
∑
e⊂K
he‖curl(u|K −Ku)‖20,e.
By Propositions 4.3–4.5 we conclude that
|u −hu|h,N Ch(‖r grad u‖0, + ‖−1 curl u‖1,). (49)
which proves (48) due to the a priori estimates in Section 2 (see Theorem 2.2 and Corollary 2.3). 
Remark 5.3. 1. We note that the same estimates hold true if the discretization space is given by
Vh = {vh ∈ L2()2 | vh|K ∈ RK ∀K ∈Th}.
From a practical point of view, this allows to reduce the complexity of the method, since we only have 3 degrees of
freedom on each element compared to 6 for the method based on the full P1(K)-space.
2. Similarly to [13], we can also consider meshes with hanging nodes. We do not go into the details and refer to [13].
6. The case  = 0
In the case = 0, error estimates are usually based on a duality approach [14,12]. For that purpose, the approximated
solution should be discretely divergence free in an appropriated way, which is not automatically satisﬁed if we keep the
penalization terms corresponding to the divergence operator (see below). In [12], the method is based on the classical
formulation of the time-harmonic Maxwell equations. Hence, these terms do not occur and the approximation can be
shown to be discretely divergence free.We remark that no convergence results are obtained for the piecewise divergence
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and the normal jumps. Here, following the analysis made in [12], we present an alternative which allows to obtain
estimates of these terms. Namely we simply take the smaller spaceVh deﬁned by (38)
Vh = {vh ∈ L2()2 | vh|K ∈ RK ∀K ∈Th}.
This implies that divh uh = 0 by construction, and we will see in Theorem 6.5 that the normal jumps can be controlled
as well.
We introduce the following norms onVh:
‖vh‖DG,N = (|vh|2DG,N + ‖vh‖
2
0,)
1/2
, (50)
‖vh‖h,N = (|vh|2h,N + ‖vh‖
2
0,)
1/2
. (51)
We then get the following abstract estimate for the error u − uh which is true for any N0:
Proposition 6.1. Let u ∈ H0(curl) ∩H(div ) be the solution of problem (7) with J ∈ L2()2. We assume that
div J = 0 in  and  = 0. Let the assumptions of Proposition 3.5 hold true and uh be a solution of (18). Then there is
a constant c > 0 such that
‖u − uh‖h,N c
(
inf
vh∈Vh
‖u − vh‖h,N + (1 + 2) sup
wh∈Vh
((u − uh),wh)
‖wh‖DG,N
)
. (52)
Proof. We have
‖u − uh‖h,N ‖u − vh‖h,N + C‖vh − uh‖DG,N
due to the equivalence of the norms ‖ · ‖h,N and ‖ · ‖DG,N onVh. Applying the coercivity result of Proposition 3.5,
the consistency identity (19) as well as the continuity of the discrete bilinear form Bh, we get
‖vh − uh‖2DG,N C(T , s)
−1Bh(vh − uh, vh − uh) + (vh − uh, vh − uh)
C(T , s)−1(Bh(vh − u, vh − uh) + 2((u − uh), vh − uh))
+ (vh − u, vh − uh) + m−1 ((u − uh), vh − uh)
C|vh − u|h,N |vh − uh|DG,N + ‖vh − u‖0,‖vh − uh‖0,
+ C(1 + 2)((u − uh), vh − uh)
which yields the result by division by ‖vh − uh‖DG,N . 
The estimation of the second term of the right-hand side of (52) relies on the fact that the discretization error u − uh
is discretely divergence free if we choose N = 0.
Proposition 6.2. Let u ∈ H0(curl) ∩H(div ) be the solution of problem (7) and uh ∈ Vh the discrete solution of
(18). We assume that the parameter N in the deﬁnition of Bh is equal to zero. Then
((u − uh),∇rh) = 0 ∀rh ∈ Sh. (53)
Proof. It is obvious that ∇Sh ⊂Vh. Taking vh = ∇rh with rh ∈ Sh in (19) yields
((u − uh),∇rh) = −2Bh(u − uh,∇rh) = 0.
Indeed, we clearly have divh ∇rh = 0 and curlh ∇rh = 0. Further ∇rhT = 0 for all edges e∈E since
rh ∈ H 10 (). 
Let us note that if N = 0, then Bh(u − uh,∇rh) = 0 for rh ∈ Sh and therefore (53) does no more hold. As this
property is not necessary in the case = 0, we can take N0. Similarly, if Sh is made of higher order elements, then
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divh ∇rh = 0 for rh ∈ Sh and therefore (53) does not hold. Therefore, for higher order elements, our analysis below
fails and we need to modify our approach (see Section 7).
Now, we are able to prove an error estimate in the ‖ · ‖h,N -norm with N = 0.
Theorem 6.3. Assume that2 /∈ 	(curl). Let u ∈H0(curl)∩H(div ) be the solution of problem (7) with J ∈ L2()2
such that div J = 0 in . Let 0< < 1 be given such that u ∈ PH 1,()2. We assume that the parameter T in the
deﬁnition ofBh satisﬁes (21) and that N is equal to zero. Let uh be a solution of (18). If the grading parameter of the
triangulationTh satisﬁes 0< < 1 − , then there is a constant C > 0 and h0 > 0 such that
‖u − uh‖h,N Ch‖J‖0,. (54)
for all h<h0.
Proof. Let wh ∈Vh. In order to estimate ((u − uh),wh), we write
wh = (wh − wch) + wc0h + ∇rh,
where wch ∈ Xh is theH0(curl)-conforming approximation of wh obtained in Proposition 4.10 that admits the discrete
Helmholtz decomposition (see (34))
wch = wc0h + ∇rh,
with wc0h ∈ X0,h and rh ∈ Sh. According to Proposition 4.9, wc0h can be approximated by an -divergence free vector
ﬁeld wc0 ∈H0(curl). The above splitting together with property (53) leads to
((u − uh),wh) = ((u − uh),wh − wch)
+ ((u − uh),wc0h − wc0) + ((u − uh),wc0). (55)
The ﬁrst two terms are estimated via Propositions 4.10, 4.9 and the estimate (44). This leads to
((u − uh),wh)ch‖u − uh‖0,‖wh‖DG,N + ((u − uh),wc0). (56)
In order to estimate the remaining term, we introduce the following dual problem⎧⎨
⎩
curl −1 curl z − 2z = wc0 in ,
div z = 0 in ,
z × n = 0 on .
(57)
According to the regularity results of Theorem 2.2, the solution of (57) inH0(curl)∩H(div ) belongs to PH 1,()2.
Now, let u be the solution of problem (7) and uh ∈ Vh a solution of the discrete problem (18). Multiplying the
differential equation of (57) with u − uh, integrating over the elements K and summing up yields
Bh(u − uh, z) − 2((u − uh), z) = ((u − uh),wc0).
We apply the consistency result of Corollary 3.2 with vh =hz and get the following estimate
((u − uh),wc0)c(1 + 2)‖u − uh‖h,N ‖z −hz‖h,N
c(1 + 2)h‖wc0‖0,‖u − uh‖h,N
c(1 + 2)h‖wh‖DG,N ‖u − uh‖h,N ,
taking into account the error estimates for the interpolation error in Section 4.2 and Proposition 4.9. Introducing the
latter estimate into (56) ﬁnally yields
sup
wh∈Vh
((u − uh),wh)
‖wh‖DG,N
ch‖u − uh‖h. (58)
This estimate as well as (49) and (26) together with the estimate (52) lead to the conclusion. 
As usual the above error estimate leads to the existence and uniqueness of discrete solutions.
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Corollary 6.4. Under the assumptions of Theorem 6.3, there exists h0 > 0 such that for all h<h0, problem (18) has
a unique solution uh inVh.
Since the solution uh ∈ Vh is piecewise divergence free, Proposition 4.4 allows to get the following optimal error
estimate including an estimate for the normal jumps of the error, which is missing in [12].
Theorem 6.5. Under the assumptions of Theorem 6.3, there is a constant C > 0 such that
‖u − uh‖DG,1Ch‖J‖0,. (59)
Proof. We have
‖u − uh‖2DG,1 = ‖u − uh‖2DG,0 +
∑
e∈EI
he‖(u − uh)N‖20,e.
Applying Proposition 4.4 to the second term and taking into account the estimate (54) of Theorem 6.3 then yields the
result. 
7. Higher order elements
In this section, we address higher order elements in the deﬁnition of the discretization space. In the stationary case,
we get the same convergence rate O(h) if we take
Vh = {vh ∈ L2()2 | vh|K ∈ PK ∀K ∈Th}, (60)
where PK is a subspace of Pl (K)2. Note that no higher convergence rate may be expected due to the poor regularity
of the exact solution.
The situation is more involved if  = 0. Indeed, the analysis in Section 6 relies partially on the approximation by
ﬁelds that are piecewise divergence free. If the discretization space is given by (60), we thus modify slightly the discrete
bilinear form by taking a regularization parameter s depending on the mesh parameter h. More precisely, we deﬁne
Bh(uh, vh) =
∫

−1 curlh uh curlh vh dx +
∑
K∈Th
sK
∫
K
divh uhdivh vh dx
+
∑
e∈E
∫
e
{−1 curlh uh}vhT ds +
∑
e∈E
∫
e
{−1 curlh vh}uhT ds
+ T
∑
e∈E
h−1e
∫
e
uhT vhT ds + N
∑
e∈EI
he
∫
e
uhNvhN ds,
where
sK = h2(1+)K with 0< < 1.
The discrete semi-norm | · |DG,N will now be given by
|vh|2DG,N = ‖curlh vh‖
2
0, +
∑
K∈Th
sK‖divh vh‖20,K +
∑
e∈E
h−1e ‖vhT ‖20,e + N
∑
e∈EI
he‖vhN‖20,e,
and in the same way, we modify ‖ · ‖DG,N and ‖ · ‖h,N . The results of Section 4 keep true provided we take the space
of Nédélec’s elements of the second kind of order l for Xh and the space of H 1-conforming Lagrange ﬁnite elements
of order l + 1 for Sh in the discrete Helmholtz decomposition.
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Taking into account the new deﬁnition of Bh(·, ·) and ‖ · ‖h,N , we get the following result instead of Proposi-
tion 6.2:
Proposition 7.1. Let u ∈ H0(curl) ∩H(div ) be the solution of problem (7) and uh ∈ Vh the discrete solution of
(18) whereVh is given by (60). We assume that the parameter N in the deﬁnition of Bh is equal to zero. Then there
is a constant c > 0 independent of the mesh size such that
((u − uh),∇rh)c−2h‖∇rh‖0,‖u − uh‖h,N ∀rh ∈ Sh. (61)
Proof. Let rh be an element of Sh. Taking into account the orthogonality relation (19) with vh = ∇rh, we get
((u − uh),∇rh) = −2
∑
K∈Th
sK
∫
K
divh (u − uh)divh ∇rh dx.
Applying Cauchy–Schwarz’ inequality as well as the inverse estimation
‖div ∇rh‖0,Kch−1K ‖∇rh‖0,K ∀K ∈Th, ∀rh ∈ Sh
together with the deﬁnition of sK then yields the result. 
Theorem 7.2. Let the discretization spaceVh be given by (60) and assume that the regularization parameters sK are
such that sK = h2(1+)K ∀K ∈ Th with 0< < 1. Under the assumptions of Theorem 6.3, there is a constant C > 0
and h0 > 0 such that
‖u − uh‖h,N Ch‖J‖0, (62)
for all h<h0.
Proof. The proof is similar to the proof of Theorem 6.3. Taking wh ∈Vh, we write its decomposition
wh = (wh − wch) + wc0h + ∇rh,
where wch ∈ Xh is theH0(curl)-conforming approximation of wh and wc0h + ∇rh is the discrete Helmholtz decompo-
sition of wch.
According to Proposition 7.1, we get
sup
wh∈Vh
((u − uh),wh)
‖wh‖DG,N
ch‖u − uh‖h,N
since the term ((u − uh),∇rh) does no longer vanish but may be estimated by (61). The result then follows from
Proposition 6.1 together with interpolation estimates. 
As in [13] for singular solutions, we loose the control on the discrete divergence since the choice of the regularization
parameters sK = h2(1+) leads to
‖divh (u − uh)‖0,Ch−‖J‖0,.
Note however, that we still get an estimation for the normal jumps: according to Proposition 4.4, we have⎛
⎝∑
e∈EI
he‖(u − uh)N‖20,e
⎞
⎠
1/2
C‖u − uh‖0, + h‖divh (u − uh)‖0,Ch1−‖J‖0,.
In conclusion, higher order elements may be interesting in the context of adaptive methods since they may lead locally
to higher convergence rates. The global error, however, depends on the global regularity of the exact solution which
motivates the use of ﬁrst order elements together with mesh reﬁnement near to the singular points in order to recover
standard convergence rates.
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8. The case div J = 0
In this section we deal with the general case where div J = 0. The electric ﬁeld thus satisﬁes the following equations:⎧⎨
⎩
curl −1 curl E − 2E = J in ,
−div E = −2div J in ,
E × n = 0 on ,
(63)
where  = 0 is a given frequency. We further assume that 2 /∈ 	(curl). Now, consider the solution of the following
transmission problem:{Find  ∈ H 10 () such that∫
 ∇ · ∇′ dx = −2
∫
 div J′ dx ∀′ ∈ H 10 ()
(64)
The vector ﬁeld
u = E − ∇ (65)
clearly satisﬁes
curl u = curl E in ,
div u = 0 in ,
u × n = 0 on .
Moreover,  belongs to PH 2,() with > 1 − min{⋃S∈S,S} and thus
∇ ∈ PH 1,().
Substituting E by (65) in the weak formulation of problem (63) yields⎧⎨
⎩
curl −1 curl u − 2u = f in ,
div u = 0 in ,
u × n = 0 on 
(66)
with f = J + 2∇ ∈ L2()2 and div f = 0 in .
The discretization of problem (65) may now be done in three steps, based on the DG-space
Vh = {vh ∈ L2()2 | vh|K ∈ RK ∀K ∈Th}.
1. Compute an approximation h of  by means of standard ﬁnite elements or an interior penalty method similar to
the one presented in [11].
2. Solve the problem{Find uh ∈Vh such that
Bh(uh, vh) − 2(uh, vh) = (fh, vh) ∀vh ∈Vh
(67)
with fh = J + 2∇hh where ∇hh ∈ L2()2 denotes the discrete gradient of a piecewise regular function
(∇hh)|K = ∇(h|K) ∀K ∈Th.
3. Set Eh = uh + ∇hh.
Since the discrete problem (67) involves an approximated right-hand side, the error analysis of Section 6 has to be
adapted. First, we note that the abstract error estimate now reads as follows:
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Proposition 8.1. Let u ∈H0(curl)∩H(div ) and uh ∈Vh be, respectively, the solutions of problems (66) and (67).
Assume that the stabilization parameter T in the deﬁnition of Bh satisﬁes (21). Then there is a constant c > 0 such
that
‖u − uh‖h,N c
(
inf
vh∈Vh
‖u − vh‖h,N + (1 + 2) sup
wh∈Vh
((u − uh),wh)
‖wh‖DG,N
)
+ c2‖∇h(− h)‖0,. (68)
Proof. We ﬁrst note that the consistency result now reads as follows:
Bh(u − uh, vh) − 2((u − uh), vh) = 2(∇h(− h), vh) ∀vh ∈Vh. (69)
We thus get
‖vh − uh‖2DG,N c(|vh − u|h,N |vh − uh|DG,N + ‖vh − u‖0,‖vh − uh‖0,
+ (1 + 2)((u − uh), vh − uh) + 2(∇h(− h), vh − uh))
which yields (68) after dividing by ‖vh − uh‖DG,N in the same way as in proof of Proposition 6.1. 
If h has been computed via an H 1-conforming ﬁnite element discretization of type P1, it follows from standard
error estimates and the mesh grading that
‖− h‖1,Ch−2‖div J‖0.. (70)
If instead, we compute h by a DG-method based on the space
{h ∈ L2() |h|K ∈ P1(K) ∀K ∈Th},
the results from [11] apply and we have
‖∇h(− h)‖0,Ch−2‖div J‖0.. (71)
Hence, the third term in the abstract error estimation (68) is of order h.
However, we note that the approximation uh is no longer discretely divergence free, and we thus have to modify the
approach of Theorem 6.3. Indeed, taking vh = ∇rh in (67) yields
((u − uh),∇rh) = −2(∇h(− h),∇rh) ∀rh ∈ Sh (72)
sinceBh(u−uh,∇rh)= 0 for the same reasons as in Proposition 6.2. Applying the technique of the proof of Theorem
6.3, we thus get
((u − uh),wh)ch‖u − uh‖h,N ‖wh‖DG,N + c2‖∇h(− h)‖0,‖∇rh‖0, ∀wh ∈Vh,
where ∇rh with rh ∈ Sh is the divergence part of the discrete Helmholtz decomposition of theH(curl)-conforming
approximation wch ∈ Xh of wh. We thus get
‖∇rh‖0,‖wch‖0,C‖wh‖DG,N .
Finally, due to the error estimate (70) (resp. (71)), the second term in (68) may be estimated by
sup
wh∈Vh
((u − uh),wh)
‖wh‖DG,N
ch‖u − uh‖h,N + ch‖div J‖0, (73)
which yields the following convergence theorem.
Theorem 8.2. Let u ∈H0(curl)∩H(div ) the solution of problem (66) with f = J +2∇. Let 0< < 1 be given
such that u ∈ PH 1,(). We assume that the parameter T in the deﬁnition of Bh satisﬁes (21) and that N is equal
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to zero. Let uh be a solution of (67) with fh = J + 2∇h. If the grading parameter  satisﬁes 0< < 1 − , then
there is a constant C > 0 and h0 > 0 such that for all h<h0 the following estimate holds true
‖u − uh‖DG,1Ch(‖J‖0, + ‖div J‖0,).
Theorem 8.2 allows the following estimate of the total error E − Eh in L2().
Corollary 8.3. Under the assumptions of Theorem 8.2, we have
‖E − Eh‖0,Ch(‖J‖0, + ‖div J‖0,).
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