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Self-dual solitons in a Maxwell-Chern-Simons baby Skyrme model
Rodolfo Casana,∗ Andre´ C. Santos,† Claudio F. Farias,‡ and Alexsandro L. Mota§
Departamento de F´ısica, Universidade Federal do Maranha˜o, 65080-805, Sa˜o Lu´ıs, Maranha˜o, Brazil.
We have studied the existence de self-dual solitons in a gauged version of the baby Skyrme model
in which the gauge field dynamics is governed by the Maxwell-Chern-Simons action. For such
a purpose, we have developed a detailed implementation of the Bogomol’nyi-Prasad-Sommerfield
formalism providing the self-dual equations whose solutions saturate the energy lower bound. Such
a bound related to the topological charge of the Skyrme field becomes quantized whereas both the
total magnetic flux and the total electrical charge are not. We have found two types of self-dual
Skyrme field profiles: the first is described by a solution which decays following an exponential-law
(e−αr
2
, α > 0); the second is portrayed by a solution having a power-law decay (r−β, β > 0). On
other hand, in both cases the asymptotic behavior of the gauge field is similar to the one presented
in the context of the Abelian Higgs models describing Abrikosov-Nielsen-Olesen charged vortices.
Other interesting feature we highlight is the localized magnetic flux inversion, a property does not
observed in others gauged baby Skyrme models already studied in literature. Numerical results
are presented for rotationally symmetrical field configurations by remarking some of its essential
features.
I. INTRODUCTION
The Skyrme model [1] is a non-linear field theory,
which is originally defined in (3 + 1) dimensions and
whose soliton solutions are called Skyrmions, it has been
a prolific subject in several branches of physics. Initially,
it was proposed as an effective field theory for nuclear
phenomena that avoid some technical difficulties present
in its underlining theory, more specifically the Quantum
Chromodynamics. This model was reasonably success-
ful in obtaining several hadrons and nucleons properties
[2–5], with the latter emerging as topological soliton solu-
tions called Skyrmions. Further, recently it has found an
exciting research field in the realm of condensed matter
physics. The Skyrme model has been studied for physical
systems such as liquid Helium [6, 7], quantum hall effect
[8–10], Bose-Einstein condensates [11] and chiral nematic
liquid crystals [12]. However, most promising results were
found in magnetic materials [13–15] and superconductors
[16–24]. The first one provides some theoretical and ex-
perimental realizations that can yield important techno-
logical applications such as data storage and spintronic.
The (2 + 1)-dimensional version of the full model [1]
is called baby Skyrme model [25] being described by the
Lagrangian density
L = ν
2
2
∂µ~φ · ∂µ~φ− λ
2
4
(∂µ~φ× ∂ν ~φ)2 − V (φn). (1)
The first contribution is the well-known nonlinear σ-
model term. The second term is the counterpart of the
Skyrme term in Ref. [1]. The last term, V (φn) ≡ V (~n·~φ),
is an appropriate self-interacting potential added with
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aim to guarantee the stability of the soliton solutions
[26]. The vector ~φ is the Skyrme field denoting a triplet
of real scalar fields ~φ = (φ1, φ2, φ3) satisfying the con-
straint ~φ·~φ = φ21+φ22+φ23 = 1, which stands an unit two-
sphere (denoted by S2), and the unitary vector ~n ∈ S2
provides a preferred direction in the internal space. The
σ-model and Skyrme terms are invariant under the SO(3)
global symmetry whereas the potential breaks partially it
but preserving the U(1) subgroup. The potential has an
unique vacuum configuration and must satisfy the condi-
tion V (φn)→ 0 when φn → 1.
In absence of the σ-model term, the resulting is the
named restricted baby Skyrme model which was firstly
considered in Ref. [27]. The Bogomol’nyi structures [ob-
tained via the Bogomol’nyi-Prasad-Sommerfield (BPS)
formalism] in this model were investigated in Ref. [28],
there has been found the energy lower bond (Bogomol’nyi
limit or BPS bound) and the respective self-dual or BPS
equations satisfied by the soliton configurations saturat-
ing such a bound.
A natural physical extension in the study of the baby
Skyrme model is the possibility of its coupling to the
electromagnetic field in order to investigate their electric
and/or magnetic properties. It is achieved by promoting
the U(1) global symmetry to be a local gauge symmetry
by means of the introduction of an Abelian gauge field,
whose dynamics can be governed solely by the Maxwell
term [29–32] or the Chern-Simons term [33], or also by
both the Maxwell and the Chern-Simons terms [34–37].
Even though of investigations involving BPS structures
in the gauged versions of the nonlinear σ-model (for ex-
ample, when it is minimally coupled to the Maxwell term
[38] or the Chern-Simons term [39], or still both the
Maxwell and the Chern-Simons terms [40]) has been suc-
cessful, similar results by applying the BPS formalism
have never been obtained for a baby Skyrme model. Such
a limitation can be partially circumvented by adopting
gauged versions of the restricted baby Skyrme model.
2Thus, BPS solitons has been obtained in a gauged re-
stricted model whose gauge field dynamics is governed
by the Maxwell term [41]. All these results have inspired
the development a wide range of applications, includ-
ing topological phase transitions [30], Bogomol’nyi equa-
tions based in the strong necessary conditions limit [42],
gauged BPS baby skyrmions with quantized magnetic
flux [43] and even in supersymmetry [44–48] and gravi-
tational theories [49].
Recently was well established the existence of self-
dual configurations in a generalized Chern-Simons baby
Skyrme model by means of a successful implementation
of the BPS technique [33]. Further, in Refs. [34, 35] has
been studied some properties of the solitonic solutions
emerging in the Maxwell-Chern-Simons baby Skyrme
model, nevertheless, still remains open the obtaining
of self-dual solitons via direct application of the BPS
formalism. On the other side, the existence of BPS
structures in gauged baby Skyrme models including the
Chern-Simons term also has been revealed by using su-
persymmetry techniques [48], specifically, these models
possess N = 2 SUSY extension. The matching of the
BPS structures arising via the direct use of the BPS tech-
nique and SUSY formalism in the Chern-Simons baby
Skyrme model has been discussed in [33].
Our aim is the construction of a BPS description of
the solitonic solutions (and their main features) emerg-
ing in a gauged baby Skyrme model whose gauge field
dynamic is governed by the Maxwell-Chern-Simons ac-
tion. The manuscript is divided as follows. In Secs. II
and III, we present the essential features of the Maxwell-
Chern-Simons restricted baby Skyrme model and the ne-
cessity to introduce an auxiliary dynamical field with the
aim to gain a BPS model. Immediately, the develop-
ing of the BPS formalism provides the BPS potential,
the self-dual equations and the Bogomol’nyi bound for
the total energy. In Sec. IV, we restrict our analysis
to the study of rotationally symmetric solutions by dis-
cussing the boundary conditions and obtaining the phys-
ical quantities, namely, the magnetic flux and the elec-
trical charge. In Sec. V, we depict some relevant profiles
and discuss their quantitative and qualitative features.
In Sec. VI, we present our remarks and conclusions.
II. MAXWELL-CHERN-SIMONS RESTRICTED
BABY SKYRME MODEL
The gauged version of the baby Skyrme model which
consider the Skyrme field minimally coupled to the
Maxwell-Chern-Simons field [34, 35] is described by the
following Lagrangian density
L = E0
∫
d2x
[
− 1
4g2
F 2µν −
κ
4g2
ǫρµνAρFµν
+
ν2
2
(Dµ~φ)
2 − λ
2
4
(Dµ~φ×Dν ~φ)2 − V (φn)
]
, (2)
where Dµ~φ is the covariant derivative [29, 38]
Dµ~φ = ∂µ~φ+Aµ~n× ~φ, (3)
defining the coupling between the Abelian gauge field Aµ
and the Skyrme field ~φ. The first contribution in Eq. (2)
is the Maxwell term with Fµν = ∂µAν−∂νAµ and Aµ be-
ing the U(1) gauge field. The other contributions listed in
order are: the Chern-Simons term, the nonlinear σ-model
term, the Skyrme term, and the self-interacting potential.
Besides, we have extracted a common energy factor E0
[29, 41] setting the model energy scale which for our ob-
jectives we shall always consider E0 = 1. Also, it will
be assumed all the coupling constants are non-negative
quantities. Moreover, the Chern-Simons coupling con-
stant κ and the electromagnetic coupling g have mass
dimension 1, the Skyrme coupling constant λ has mass
dimension −1, and ν is dimensionless.
We restrict our study of the model (2) to the case with-
out the σ-model term (ν = 0), thus, the starting point of
our analysis will be the following Lagrangian density
L = − 1
4g2
F 2µν −
κ
4g2
ǫρµνAρFµν
− λ
2
4
(Dµ~φ×Dν ~φ)2 − V , (4)
it can be named the Maxwell-Chern-Simons restricted
Skyrme model. The respective equation of motion of the
gauge field reads
∂σF
σµ − κ
2
ǫµαβFαβ = g
2~n · ~Jµ, (5)
and the one for the Skyrme field results
Dµ ~J
µ = − ∂V
∂φn
~n× ~φ. (6)
The conserved current density jµ = ~n · ~Jµ is defined in
terms of the vector ~Jµ given by
~Jµ = λ2[~φ · (Dµ~φ×Dν ~φ)](Dν ~φ). (7)
Our effort will be focused to the study of stationary
soliton solutions, this way, below we write the field equa-
tions ruling this regimen. Thus, from Eq. (5), the Gauss
law reads,
∂iEi − κB = g2j0, (8)
with j0 = −λ2A0(~n·∂i~φ)2, the electric charge density. We
have defined the electric field components by Ei = F0i =
−∂iA0 while the magnetic is given by B = F12 = ǫij∂iAj .
The Gauss law point out the mixing of the electric and
magnetic sectors, an effect due to the presence of the
Chern-Simons term. Clearly, Eq. (8) implies the field
configurations besides to possess a nonzero magnetic flux
Φ they also carry a nonzero total electric charge Qem.
The relation between both physical quantities is obtained
3by integrating (under appropriated boundary conditions)
the Gauss law,
Qem = − κ
g2
Φ, (9)
where
Qem =
∫
d2x j0, Φ =
∫
d2xB. (10)
For the stationary Ampe`re law we get
∂iB − κEi + λ2g2(~n · ∂i~φ)Q = 0. (11)
Above, we have defined the quantity
Q ≡ ~φ · (D1~φ×D2~φ), (12)
which also can be expressed by
Q = ~φ · (∂1~φ× ∂2~φ) + ǫijAi(~n · ∂j~φ). (13)
The first term ~φ · (∂1~φ×∂2~φ) is related to the topological
charge or topological degree (also named winding num-
ber) of the Skyrme field [50],
deg[~φ] = − 1
4π
∫
d2x ~φ · (∂1~φ× ∂2~φ) = k, (14)
being k ∈ Z \ 0.
Similarly, the stationary equation of motion of the
Skyrme field is given by
0 = λ2ǫijDi(QDj~φ) + λ
2∂j [A
2
0(~n · ∂j~φ)](~n× ~φ)
+
∂V
∂φn
(~n× ~φ). (15)
Until now all researches about solitons solutions ob-
tained from the Lagrangian density (4) have not been
able to engender self-dual or BPS configurations. Then,
in order to obtain such a BPS structures we propose to
next a modified version of the model (4) such that the
gauge field equation remains unchanged.
III. SELF-DUAL MAXWELL-CHERN-SIMONS
BABY SKYRME MODEL
The corresponding self-dual model is constructed by
introducing a neutral scalar field which besides to inter-
act only with the Skyrme field also modify the potential.
Such a BPS Maxwell-Chern-Simons baby Skyrme model
is described by the following Lagrangian density
L = − 1
4g2
F 2µν −
κ
4g2
ǫρµνAρFµν − λ
2
4
(Dµ~φ×Dν ~φ)2
+
1
2g2
∂µΨ∂
µΨ+
λ2
2
(~n ·Dµ~φ)2Ψ2 − U , (16)
where Ψ is the neutral scalar field, and U is the potential
which now is a function of both the variable φn and the
neutral scalar field, i.e., U = U(φn,Ψ). The procedure
used to achieve the model (16) by means of the intro-
duction of a neutral scalar field with the aim to attain a
successful implementation of the Bogomol’nyi technique
is already well known in literature. It was firstly used
in the context of Maxwell-Chern-Simons-Higgs models
[51]. Similar approaches in subsequent investigations
have also successfully implemented as in [52, 53] and in
some Lorentz-violating scenarios [54–57]. Further, it is
important to mention the Lagrangian density (16) has a
matching to a N = 2 SUSY model, such a property can
be verified in Ref. [48].
Furthermore, it is worthwhile to point out the penul-
timate term in (16) can be expressed as
(~n ·Dµ~φ)2 = (Dµ~φ)2 − (~n×Dµ~φ)2, (17)
which allows us to write the Lagrangian density at form
L = − 1
4g2
F 2µν −
κ
4g2
ǫρµνAρFµν
−λ
2
4
(Dµ~φ×Dν~φ)2 + 1
2g2
∂µΨ∂
µΨ
+
λ2
2
(Dµ~φ)
2Ψ2 − λ
2
2
(~n×Dµ~φ)2Ψ2 − U . (18)
In other words, the model given in (18) can be con-
sidered a type of generalized Maxwell-Chern-Simons-
Skyrme model in (2+1) dimensions, including a σ-model
like term, (Dµ~φ)
2Ψ2, in which the function Ψ would play
the role of the generalizing function.
As already mentioned, the gauge field equation corre-
sponding to the model (16) is the same one of the model
(4), i.e., the introduction of the neutral scalar field Ψ
does not modify the gauge field equation which is given
by Eq. (5). However, the Skyrme field equation of mo-
tion (6) suffers modification and now it reads
Dµ ~J
µ =
[
−λ2∂µ[(~n ·Dµ~φ)Ψ2]− ∂U
∂φn
]
(~n× ~φ). (19)
The respective stationary version reads
∂U
∂φn
(~n× ~φ) = λ2∂i[(~n · ∂i~φ)
(
Ψ2 −A20
)
](~n× ~φ)
−λ2ǫijDi(QDj~φ). (20)
For last, the equation of motion of the neutral scalar
field is
∂µ∂
µΨ− λ2g2(~n ·Dµ~φ)2Ψ+ g2 ∂U
∂Ψ
= 0. (21)
In the next section, we will show how the BPS formal-
ism is implemented. Along the procedure, the self-dual
potential U(φn,Ψ) is determined allowing to obtain the
energy lower bound and the self-dual equations satisfied
by the solitonic configurations saturating such a bound.
4A. The BPS structure
The stationary energy density of the model (16) is
ǫ =
1
2g2
B2 +
1
2g2
(∂iA0)
2 +
λ2
2
(A0)
2(~n · ∂i~φ)2 + λ
2
2
Q2
+
1
2g2
(∂iΨ)
2 +
λ2
2
Ψ2(~n · ∂i~φ)2 + U(φn,Ψ), (22)
where we have used
Q2 =
1
2
(Di~φ×Dj~φ)2. (23)
Before we establish the field boundary conditions un-
der the requiring for energy density be null when |~x| →
∞, we set the vacuum condition for the Skyrme field
lim
|~x|→∞
~φ = nˆ, (24)
which provides
lim
|~x|→∞
~n · ∂i~φ = 0, or lim
|~x|→∞
∂i~φ = ~0. (25)
The other boundary conditions arising from energy den-
sity (22) are
lim
|~x|→∞
B = 0, lim
|~x|→∞
Q = 0, (26)
lim
|~x|→∞
∂iA0 = 0, lim
|~x|→∞
∂iΨ = 0, (27)
lim
|~x|→∞
U(φn,Ψ) = 0. (28)
We still are able to set boundary conditions on the
gauge field and the neutral scalar. Firstly, from (13) and
lim
|~x|→∞
Q = 0, we conclude the potential vector satisfies
lim
|~x|→∞
Ai <∞. (29)
Secondly, from the energy density (22), the terms
(A0)
2(~n · ∂i~φ)2 and Ψ2(~n · ∂i~φ)2 provide the fields A0
and Ψ must remain finite when |~x| → ∞.
The total energy is defined by integrating the energy
density (22),
E =
∫
d2x ǫ. (30)
Now, with the aim to implement the BPS formalism, we
introduce two auxiliary functions, namely Σ ≡ Σ(φn,Ψ)
and Z ≡ Z(φn) which we shall determine later. Thus, af-
ter some algebraic manipulations, the total energy reads
E =
∫
d2x
[
1
2g2
(B ± Σ)2 + λ
2
2
(Q∓ Z)2
+
1
2g2
(∂iA0 ∓ ∂iΨ)2 + λ
2
2
(A0 ∓Ψ)2 (~n · ∂i~φ)2
±λ2A0Ψ(~n · ∂i~φ)2 ∓ 1
g2
BΣ− 1
2g2
Σ2
±λ2QZ − λ
2
2
Z2 ± 1
g2
(∂iA0) ∂iΨ+ U
]
. (31)
By using the expression (13) and the Gauss law (8), we
arrive at
E =
∫
d2x
[
1
2g2
(B ± Σ)2 + λ
2
2
(Q∓ Z)2
+
1
2g2
(∂iA0 ∓ ∂iΨ)2 + λ
2
2
(A0 ∓Ψ)2 (~n · ∂i~φ)2
±λ2Z~φ · (∂1~φ× ∂2~φ)± 1
g2
∂i (Ψ∂iA0)
∓ 1
g2
ǫji(∂jAi) (Σ− κΨ)± λ2ǫijAiZ(~n · ∂j~φ)
− 1
2g2
Σ2 − λ
2
2
Z2 + U
]
. (32)
where in the fourth row we have used B = ǫji∂jAi.
At this point, we transform the fourth row of Eq. (32)
in a total derivative. To achieve this, we set
Σ ≡ λ2g2W + κΨ, (33)
beingW ≡W (φn) and, thus, the fourth row in (32) leads
to
± λ2ǫij
[
(∂jAi)W +AiZ(~n · ∂j ~φ)
]
. (34)
It becomes a total derivative by setting
∂jW = Z(~n · ∂j ~φ) such that Z = ∂W
∂φn
. (35)
Therefore, the total energy becomes
E =
∫
d2x
{
1
2g2
[
B ± (λ2g2W + κΨ)]2
+
λ2
2
[
Q∓ ∂W
∂φn
]2
+
λ2
2
(A0 ∓Ψ)2 (~n · ∂i~φ)2
+
1
2g2
(∂iA0 ∓ ∂iΨ)2 ± λ2
(
∂W
∂φn
)
~φ · (∂1~φ× ∂2~φ)
± 1
g2
∂i(Ψ∂iA0)∓ λ2ǫij∂j(AiW )
− 1
2g2
(
λ2g2W + κΨ
)2 − λ2
2
(
∂W
∂φn
)2
+ U
}
, (36)
5To continue with the implementation of the BPS for-
malism we require the potential U(φn,Ψ) be defined as
U(φn,Ψ) =
λ2
2
(
∂W
∂φn
)2
+
λ4g2
2
(
W +
κ
λ2g2
Ψ
)2
, (37)
which is the one able to generate self-dual configurations.
Notably, W (φn) plays the role of a “superpotential func-
tion”, being its structure analogous the one we found in
the literature, e.g., in the context of self-gravitating do-
main walls [58–60] or scalar field inflation [61–64] models.
From henceforth, we shall call the function W (φn) as the
superpotential.
The function W (φn) must be constructed (or pro-
posed) such the self-dual potential U(φn,Ψ) satisfies the
vacuum condition expressed in Eq. (28). Consequently,
a brief analysis of the relation (37) allows us to impose
the following boundary conditions for the superpotential
lim
φn→1
W (φn) = 0, lim
φn→1
∂W
∂φn
= 0, (38)
and for the neutral scalar field,
lim
|~x|→∞
Ψ = 0. (39)
Considering the boundary conditions (38) and (39), we
observe the contributions of the total derivatives in the
fourth row of Eq. (36) vanish, i.e.,∫
d2x ǫij∂j(AiW ) = 0,
∫
d2x∂i(Ψ∂iA0) = 0. (40)
It is important to emphasize that the second expression
in (40) also would be satisfied by the boundary condition
on the electric field given in Eq. (27).
Therefore, we consider the total energy written as
E = E¯ + E
BPS
, (41)
where E¯ represents the integration composed by the
quadratic terms,
E¯ =
∫
d2x
{
1
2g2
[
B ± (κΨ+ g2λ2W )
]2
+
λ2
2
[
Q∓ ∂W
∂φn
]2
+
1
2g2
(∂iA0 ∓ ∂iΨ)2
+
λ2
2
(A0 ∓Ψ)2 (~n · ∂i~φ)2
}
, (42)
and E
BPS
defines the energy lower bound,
E
BPS
= ±λ2
∫
d2x
(
∂W
∂φn
)
~φ · (∂1~φ× ∂2~φ). (43)
The total energy (41) satisfy the inequality
E ≥ E
BPS
, (44)
because E¯ ≥ 0. Then, the energy lower bound will be
achieved when the fields possess configurations such that
E¯ = 0, i.e., the field configurations be solutions of the
following set of first-order differential equations:
B = ∓g2λ2W ∓ κΨ, (45)
Q = ±∂W
∂φn
, (46)
∂iΨ = ±∂iA0, Ψ = ±A0. (47)
They are the so-called self-dual or BPS equations corre-
sponding to the model (16). This set of equations possess
a correspondence [65, 66] with the BPS equations of an
extended supersymmetric model. Indeed, the model (16)
is related to the bosonic part of a N = 2 SUSY exten-
sion [48], so that the solutions of the BPS equations are
classified as being of the type 1/4-BPS associated to the
existence of a nontrivial phase of the SUSY extended
model.
From (47), we observe that Ψ = ±A0 automatically
satisfies both equations, consequently, the self-dual or
BPS charged solitons are described by the equations
B = ∓g2λ2W − κA0, (48)
Q = ±∂W
∂φn
, (49)
together with the Gauss law (8),
∂i∂iA0 + κB = g
2λ2A0(~n · ∂i~φ)2. (50)
In addition, the boundary condition (39) in the BPS limit
implies the scalar potential must satisfy
lim
|~x|→∞
A0 = 0. (51)
B. Equivalence between the BPS and
Euler-Lagrange equations
In this section let us to show that from the BPS equa-
tions we recover the stationary Euler-Lagrange equations
provided by the Lagrangian density (16), namely, the
Ampe`re law (11) and the Skyrme field equation (20).
1. Recovering the Ampe`re law
First, we take the partial derivative of the BPS equa-
tion (48) getting
∂iB = ∓g2λ2 ∂W
∂φn
∂iφn ∓ κ∂iΨ, (52)
and now by using the BPS equations (49) and (47) we
obtain
∂iB = −g2λ2Q∂iφn − κ∂iA0, (53)
being exactly the stationary Ampe`re law.
62. Recovering the Skyrme field equation
With the aim to recover the stationary field equation
(20) for the Skyrme field we begin rewriting the BPS
equation (49) as
Q(Dj~φ) = ±∂W
∂φn
(Dj~φ), (54)
and applying the quantity λ2ǫijDi in both sides results
λ2ǫijDi(QDj~φ) = ±λ2ǫijDi
(
∂W
∂φn
Dj ~φ
)
= ±λ2ǫij ∂
2W
∂φ2n
(∂iφn)Dj~φ
±λ
2
2
∂W
∂φn
ǫij [Di, Dj ] ~φ. (55)
Now, we use the following identities
ǫij (∂iφn)Dj ~φ = −Q(~n× ~φ), (56)
ǫij [Di, Dj] ~φ = 2B(~n× ~φ), (57)
to arrive at
λ2ǫijDi(QDj~φ) = ∓λ2 ∂
2W
∂φ2n
Q(~n× ~φ)
±λ2 ∂W
∂φn
B(~n× ~φ). (58)
Inserting the BPS equations (48) and (49), just in the
right side, we obtain
λ2ǫijDi(QDj~φ) = −λ2 ∂
2W
∂φ2n
∂W
∂φn
(~n× ~φ)
− λ2 ∂W
∂φn
(
g2λ2W + κΨ
)
(~n× ~φ). (59)
The right-hand can be write in terms of the derivative of
the potential (37) with respect to φn, thus,
λ2ǫijDi(QDj~φ) = − ∂U
∂φn
(~n× ~φ). (60)
It is the Skyrme field equation (20) in Bogomol’nyi limit.
Therefore, we have verified that the BPS equations imply
in both stationary field equations, Ampe`re law and the
Skyrme field equation.
IV. ROTATIONALLY SYMMETRIC
SKYRMIONS
We investigate solitons rotationally symmetric satu-
rating the energy lower bound (43). Henceforth, without
loss of generality, we set ~n = (0, 0, 1) such that φn = φ3
and set the usual ansatz for the Skyrme field [29],
~φ (r, θ) =

 sin f(r) cosNθsin f(r) sinNθ
cos f(r)

 , (61)
where r and θ are polar coordinates, N = deg[~φ] is the
winding number introduced in (14) and f(r) a regular
function satisfying boundary conditions
f(0) = π, lim
r→∞
f(r) = 0. (62)
The representation (61) is a two-dimensional version
of the hedgehog ansatz used in the three-dimensional
Skyrme model [67].
For the gauge field Aµ, we consider the ansatz
Ai = −ǫijxjNa(r)
r2
, A0 = ω(r), (63)
where the profile functions a(r) and ω(r) are well behaved
functions satisfying the boundary conditions,
a(0) = 0, lim
r→∞
a(r) = a∞, (64)
ω(0) = ω0, lim
r→∞
ω(r) = 0, lim
r→∞
dω
dr
= 0, (65)
where a∞ and ω0 are finite constants.
By convenience, we now introduce the field redefinition
[41] as follows:
φ3 = cos f ≡ 1− 2h, (66)
with the field h = h(r) obeying
h(0) = 1, lim
r→∞
h(r) = 0. (67)
The boundary conditions for the superpotential W (h)
are
lim
r→0
W (h) =W0, lim
r→∞
W (h) = 0, lim
r→∞
dW
dh
= 0,
(68)
where W0 is a positive finite constant and the two last
conditions are consequence of Eq. (38).
The magnetic field and the electric field result be
B =
N
r
da
dr
, Er = −dω
dr
. (69)
whereas the energy lower bound (43) or BPS bound be-
comes
E ≥ E
BPS
= ±2πλ2NW0. (70)
where W0 is a constant defined in Eq. (68).
Under the ansatz, the BPS equations become
N
r
da
dr
+ λ2g2W + κω = 0, (71)
74N
r
(1 + a)
dh
dr
+
dW
dh
= 0, (72)
while the Gauss law (50) gives
d2ω
dr2
+
1
r
dω
dr
+
κN
r
da
dr
= 4λ2g2ω
(
dh
dr
)2
. (73)
Note that in the BPS equations (71) and (72), without
a loss of generality, we have chosen the upper sign. Such
a assumption will be considered in the remaining of the
manuscript.
Similarly, we write the self-dual potential
U(h, ω) =
λ2
8
(
dW
dh
)2
+
λ4g2
2
(
W +
κ
λ2g2
ω
)2
, (74)
and by using the BPS equation the energy density be-
comes
ǫ
BPS
=
B2
g2
+
1
g2
(
dω
dr
)2
+ 4λ2ω2
(
dh
dr
)2
+
λ2
4
(
dW
dh
)2
,
(75)
we call it the BPS energy density.
In the next subsections we study the behavior at origin
and when r → ∞ of the self-dual profiles by solving the
BPS equations (71), (72) and the Gauss law (73).
A. Behavior of the profiles at origin
We perform the analysis around the origin (r = 0) by
considering the following boundary conditions
h(0) = 1, a(0) = 0, ω(0) = ω0, lim
r→0
W (h) =W0,
(76)
where the superpotentialW (h) is considered to be a well-
behaved function withW0 being a positive finite quantity.
Hence, we find the following behavior for the field profiles:
h(r) ≈ 1− (Wh)h=0
8N
r2 +
(Wh)h=0 (Whh)h=0
128N2
r4, (77)
a(r) ≈ −C0r2 + g
2λ2 (Wh)
2
h=0 − 4κ2N2C0
32N2
r4, (78)
ω(r) ≈ ω0 + κNC0
2
r2
− κg
2λ2 (Wh)
2
h=0 − 4κ3N2C0
128N
r4, (79)
where Wh = dW/dh, Whh = d
2W/dh2, and we have
defined the constant
C0 =
g2λ2W0 + κω0
2N
. (80)
The behavior for magnetic and electric field near to
the origin are
B(r) ≈ −2NC0 + g
2λ2 (Wh)
2
h=0 − 4N2κ2C0
8N
r2, (81)
Er(r) ≈ −κNC0r + κg
2λ2 (Wh)
2
h=0 − 4κ3N2C0
32N
r3,
(82)
respectively, while the BPS energy density gives
ǫ
BPS
≈ 4N
2C20
g2
+
λ2
4
(Wh)h=0 +
[
3κ2N2C20
g2
+
λ2ω20 (Wh)
2
h=0
4N2
− λ
2C0 (Wh)
2
h=0
2
− 1
16
λ2 (Wh)
2
h=0 (Whh)h=0
N
]
r2. (83)
It is verified that the amplitude of the BPS energy density
at the origin increase in accordance with the growth of
the electromagnetic coupling g.
B. Behavior of the profiles for large values of r
The behavior of the fields when r → ∞ is performed
by taking the following boundary conditions,
h(∞) = 0, a(∞) = a∞, ω(∞) = 0, lim
r→∞
W (h) = 0.
(84)
Besides that, we consider a superpotential W (h) behav-
ing as
W (h) ≈ h
σ
λ2
, (85)
with the parameter σ ≥ 2. Under the boundary condi-
tions (84), the asymptotic analysis leads us to two type of
Skyrme field profiles: (i) for σ = 2 we have found soliton
solutions whose tail decays following an exponential-law
type e−αr
2
(α > 0); (ii) for σ > 2 the profiles of the
Skyrme field have a power-law decay r−β (β > 0). At
same time, for σ ≥ 2 the gauge field profiles a(r) and ω(r)
decay following an exponential-law type e−mr (m > 0).
1. Behavior of the profiles for σ = 2
We take a superpotential whose behavior is
W (h) ≈ h
2
λ2
, (86)
8such that the field profiles possess the following asymp-
totic behavior
h(r) ≈ C(h)∞ e−Λr
2
, (87)
a(r) ≈ a∞ − C∞
√
re−κr, (88)
ω(r) ≈ −C∞ N√
r
e−κr, (89)
where C
(h)
∞ and C∞ are arbitrary constants and the quan-
tity Λ has been defined as
Λ =
1
4Nλ2 (1 + a∞)
. (90)
In addition, the magnetic and electric fields for large
values of r behave as
B(r) ≈ C∞Nκ√
r
e−κr, (91)
Er(r) ≈ −C∞Nκ√
r
e−κr, (92)
respectively. We must highlight the gauge field behav-
ior (including the electric and magnetic fields) resembles
the one of the Abrikosov-Nielsen-Olesen vortices aris-
ing in Abelian Higgs models [68–70]. Remembering the
Maxwell-Higgs electrodynamics is the relativistic coun-
terpart of the Ginzburg-Landau theory of superconduc-
tivity and, the BPS limit separates the phases describing
the Type-I and Type-II superconductivity. Furthermore,
the behavior shows explicitly the Chern-Simons coupling
constant κ plays the role of the effective mass of the gauge
field.
2. Behavior of the profiles for σ > 2
In this case, we consider a superpotential that obeys
W (h) ≈ h
σ
λ2
. (93)
Hence, when r →∞, the field profiles have the following
asymptotic behavior:
h(r) ≈
(
C(h)∞
r2
)1/(σ−2)
, (94)
a(r) ≈ a∞ − C∞
√
re−κr, (95)
ω(r) ≈ −C∞ N√
r
e−κr, (96)
where C∞ is an arbitrary constant and C(h)∞ defined as
C(h)∞ =
8Nλ2 (a∞ + 1)
σ (σ − 2) . (97)
We note the profiles of the Skyrme field follow a power-
law decay contrasting the behavior for σ = 2 given in
Eq. (87). Field profiles following a power-law decay for
large distances are named delocalized. This type of solu-
tions have appeared in the study of two-component su-
perconductors [72], diamagnetic vortices [74] and in some
k-generalized Abelian Higgs models [75]. On the other
hand, the gauge field profiles a(r) and ω(r) remain local-
ized because they follow the same behavior of the ones
analyzed in the previous case σ = 2 and, consequently,
the magnetic and electric field behaviors are given by
Eqs. (91) and (92), respectively.
V. NUMERICAL SOLUTIONS
A. Numerical solutions for σ = 2
Our first numerical analysis is devoted to solve the BPS
equations (71), (72) and the Gauss law (73) by consider-
ing the superpotential
W (h) =
h2
λ2
. (98)
Further, we set N = 1, λ = 1, κ = 1, and running
the electromagnetic coupling constant g. The resulting
solutions are shown in Figs. 1-6.
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FIG. 1. Skyrme field profiles h(r).
The profile functions h(r) characterizing the Skyrme
field are plotted in Fig. 1. Note that for increasing
values of g the profiles become more localized around
the origin. Also, for sufficiently large values of g (in our
analysis, g & 2.5), the profiles rapidly attain the vacuum
value acquiring a structure seeming the one of a com-
pacton (soliton of finite extent having its exact vacuum
value outside of the compact region [71]). The arising
of the compactonlike structure is consistent with the be-
havior (87) of the Skyrme field profile which yielding a
fast exponential decay in the strong coupling limit of g,
9i.e., the parameter Λ→∞ as a consequence of a∞ → −1
(see Fig. 2).
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FIG. 2. Vector potential profiles a(r). The profile for g = 0.1
(red line) has been rescaled by multiplying by 100. Conven-
tions as in Fig. 1.
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FIG. 3. Scalar potential ω(r). The profile for g = 0.1 (red
line) has been rescaled by multiplying by 10. Conventions as
in Fig. 1.
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FIG. 4. BPS energy density ǫ
BPS
(r). Conventions as in Fig.
1.
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FIG. 5. Electric field Er(r). The profile for g = 0.1 (black
dotted line) has been rescaled by multiplying by 50. Conven-
tions as in Fig. 1.
Figure 2 depicts the vector potential profiles a(r). Un-
like of the case of the uncharged BPS solitons solutions
approached in [41], here the vector potential profiles
present a inverted ringlike shape (in our analysis such
a feature is better seen in the interval 0 < g < 2) which
goes vanishing for sufficiently large values of g when
the vector potential achieves a constant vacuum value
a∞ → −1. As previously commented, when the vacuum
value a∞ → −1 the format of the soliton profiles become
compactonlike structures. It is worth emphasize that the
arising of ringlike structures is associated to the presence
of Chern-Simons term. In order to better visualize the
ringlike effect for weak coupling, the profile for g = 0.1
(red line) was rescaled by multiplying it by 100.
The profiles for the scalar potential ω(r) and BPS en-
ergy density ǫ
BPS
(r) are shown in Figs. 3 and 4, respec-
tively. In both cases the amplitude at origin (in absolute
value) increases with the growing of g. It is again ob-
served the profiles for sufficiently large values of g present
the compactlike format.
The profiles of the electric field Er(r) are present in
Fig. 5. The profiles are rings whose maximum amplitude
is localized closer to the origin as the coupling constant
g grows besides, they gain the compactonlike form. Fur-
thermore, we have do a rescaling (multiplying by 50) the
profile for g = 0.1 (red line) in order to the ring format
becomes more visible. The numerical solutions tell us the
electric field is negative for all values of r and g.
Figure 6 depicts the profiles of the magnetic field B(r)
for a set of values of the coupling constant g. At first
sight, we observe whenever g increases, the absolute value
of the amplitude in r = 0 also increases besides the pro-
files become more localized around the origin acquiring
a compactonlike format. However, for sufficiently large
values of r, a close zoom on the profiles (see insertion in
Fig. 6) revels a flipping (signal inversion) of the magnetic
field which directly implies in a localized magnetic flux
inversion. Such a flipping of the magnetic field becomes
clearer by seeing Eqs. (91) and (92) given the behavior of
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the magnetic and electric fields, they telling us that for
large values of r the fields have opposite signals. Thus,
being the electric field always negative, for large distances
the magnetic field will be positive. In our analysis the
maximum amplitude of the inversion grows in the inter-
val of 0 < g ≤ 1.2, thereafter, decreases continuously for
g > 1.2 until it disappears for sufficiently large values of
the coupling constant g. We can highlight such a local-
ized magnetic flux inversion in the present BPS model is
a genuine effect due to presence of the Maxwell-Chern-
Simons term, once that such a effect is absent in others
gauged BPS baby Skyrme models in which the Maxwell’s
contribution [41] or the Chern-Simons contribution [33]
have been analyzed individually.
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FIG. 6. Magnetic field B(r).
The flipping of the magnetic field is a peculiar phe-
nomenon which also has been reported on some other
(2+1)-dimensional systems. For example, such a behav-
ior arises in the study of two-component superconduc-
tors whose fractional vortices present a delocalized mag-
netic field [72]. It also occurs in some Lorentz-violating
Maxwell-Higgs electrodynamics [54, 55, 73] or in the con-
text of Lorentz-violating gauged O(3) σ-model [56].
B. Numerical solutions for σ > 2
Our second numerical analysis is performed by consid-
ering the superpotential
W (h) =
hσ
λ2
, (99)
to solve the set of equations (71), (72), (73) for different
values of the parameter σ and fixing N = 1, λ = 1, κ = 1,
g = 1. The numerical profiles are shown in Figs. 7-12.
Figure 7 shows clearly that for σ > 2 the Skyrme field
profile h(r) decay more slowly to its vacuum value when-
ever σ increases, in according with the power-law given
in Eq. (94).
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FIG. 7. Skyrme field profiles h(r) for different values of σ in
superpotential (99).
0 5 10 15
-0.4
-0.3
-0.2
-0.1
0.0
r
a
FIG. 8. Vector potential profiles a(r). Conventions as in
Fig.7.
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FIG. 9. Scalar potential ω(r). Conventions as in Fig. 7.
The general characteristics for profiles of the vector
potential a(r), scalar potential ω(r), electric field Er(r),
self-dual energy density ǫ
BPS
(r) and magnetic field B(r)
are similar to the ones already described in previous sub-
section, but becomes more and more localized near to at
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FIG. 10. Electric field Er(r). Conventions as in Fig. 7.
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FIG. 11. BPS density energy ǫ
BPS
(r). Conventions as in Fig.
7.
origin with the growth of the parameter σ, see Figs. 8-
12. Nevertheless, it is worthwhile some comments about
the vector potential and magnetic field. In Fig. 8, we
note the ringlike structures of the vector potential pro-
files are vanishing as increasing of σ whereas a(r) tends
to zero. As consequence of such a behavior, the flip of
the magnetic field also is present and its maximum am-
plitude diminishes with the increasing of the σ, see Fig.
12.
C. Magnetic flux and electric charge
The numerical results presented in the cases of σ = 2
allow us to analyze important results about the magnetic
flux and the total electric charge.
The total magnetic flux is
Φ = 2π
∫ ∞
0
rdr B ≡ 2πNa∞, (100)
where we have considered the boundary conditions es-
tablished in Eq. (64), because of the boundary condition
(29) the parameter a∞ is a finite real constant. There-
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σ = 2.5
σ = 3.0
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FIG. 12. Magnetic field B(r) for other values of σ in super-
potential (99).
fore, the magnetic flux is in general a nonquantized quan-
tity (in the topological sense), unlike the one belonging to
the Chern-Simons Abelian Higgs models [76, 77]. How-
ever, recent investigations have been shown it is possible
to obtain quantized magnetic flux in some Skyrme mod-
els [31, 32, 78].
From expression (9), the total electric charge yields
Qem = −2πκN
g2
a∞, (101)
showing it is nonquantized, too.
0 1 2 3 4 5
0
1
2
3
4
5
6
|Φ|
N
g
FIG. 13. The magnetic flux |Φ| in units of N as a function of
the gauge coupling g for the superpotential (98), fixing λ = 1
and κ = 1.
We observe in the description of the Fig. 2 that for
a sufficiently strong coupling g the vacuum value of the
potential vector a∞ → −1, thus, the magnetic flux (100)
becomes quantized in this limit, such as it is shown in
Fig. 13. This effective quantization implies that the to-
tal electric charge (101) also becomes quantized in such
regime.
Figure 14 we depict the behavior of the total electric
charge as a function of the coupling constants g [Qem(g)
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FIG. 14. The total electric charge in units of N as a function
of both the constant electromagnetic coupling Qem(g) and
Chern-Simons coupling Qem(κ) for the superpotential (98)
with λ = 1.
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FIG. 15. The gauge vacuum value a∞ as a function of the
Chern-Simons coupling κ by assuming the superpotential (98)
with g = 1, λ = 1 and N = 1. The insertion shows the loga-
rithm of the absolute value of a∞ as function of the logarithm
of κ.
with κ fixed] and κ [Qem(κ) with g fixed] by adopting the
superpotential (98) with λ = 1. For the first analysis, it
is fixed κ = 1 (black line-squared), we note the total elec-
tric charge Qem(g) increases in accordance with g until
it attains its maximum value at gmax ≃ 1.387, after the
electric charge diminishes when g increases continuously,
i.e., Qem(g) ∼ g−2 for g ≫ gmax, compatible with Eq.
(101).
The second analysis presented in Fig. 14 is performed
by considering the gauge coupling constant fixed, g = 1
(red line-squared). We observe the the total electric
charge Qem(κ) grows as κ and reaches its maximum
value at κmax ≃ 1.045, from then on, gradually lessens
with the continuous growth of the Chern-Simons cou-
pling. Although that behavior is not directly explained
by Eq. (101), we find numerically that for the interval
0 < κ < κmax the vacuum value a∞ seems to grow lin-
early with κ, see Fig. 15. Already for κ > κmax, the
values of a∞ increase slower than growth of coupling κ;
this behavior can be better understood by analyzing the
insertion into Fig. 15, where we have ln |a∞| as func-
tion of lnκ: we note that |a∞| ∼ κ−2 for κ ≫ κmax.
Such an offbeat behavior is similar to the one of topolog-
ical vortices obtained in the Chern-Simons O(3) σ-model
discussed in [79].
Now let us briefly comment about the magnetic flux
and total electric charge for the case σ > 2. In Fig. 8, we
note that for a fixed value of the gauge coupling g, the
vacuum value a∞ goes to zero continuously as σ grows,
i.e., lim
σ→∞
a∞ = 0. Consequently, the magnetic flux and
the total electric charge become null. An analogous re-
sult was obtained in the generalized Chern-Simons baby
Skyrme model [33].
VI. CONCLUSIONS AND REMARKS
We have shown the existence of BPS charged configura-
tions in a gauged baby Skyrme model (16) whose gauge
field is governed by the Maxwell-Chern-Simons action.
The BPS model (16) is constructed by introducing a
scalar field Ψ into the model (2) which couples adequately
to the Skyrme field ~φ but it does not couples to the gauge
field. The successful implementation of the BPS tech-
nique allows to obtain the energy lower bound (is related
to the topological charge of the Skyrme field) and hence
the self-dual or BPS equations whose solutions saturate
this bound. We point out the introduction of a super-
potential function determining the self-dual potential is
the important step in the successful implementation of
the BPS technique. Such a superpotential is considered
to be a well-behaved function in the whole target space
and plays the important role by defining the BPS con-
figurations. It is worth mentioning the model (16) has
a correspondence with a N = 2 SUSY extension model
possessing self-dual or BPS structure. Besides, the solu-
tions of the Eqs. (48) and (49) correspond to the type
1/4-BPS related to the nontrivial phase of the supersym-
metric model [48].
With the aim to study the properties of the BPS con-
figurations we have used a rotationally symmetric ansatz.
In such ansatz it is verified the total energy (70) of the
self-dual configurations is proportional to the topologi-
cal charge N of the Skyrme field, thus, it is quantized.
Then, we analyze the asymptotic behavior (r → ∞) of
the solutions by choosing a superpotential function that
in such a limit behaves as W (h) ≈ hσ/λ2. It has al-
lowed to found two classes of self-dual profiles for the
Skyrme field: the first class was obtained by consider-
ing σ = 2 which provides solutions whose tail decays
following an exponential-law e−Λr
2
with Λ given in Eq.
(90). The second class occurs for σ > 2, they are so-
lutions whose tail decays following a power-law r−β(σ),
with β(σ) = 2/(σ − 2), see Eq. (94). For both classes of
Skyrmions profiles, the respective gauge fields possess an
exponential-law type e−κr (i.e., the Chern-Simons cou-
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pling constant becomes the gauge field mass) very similar
to behavior found for such fields in Abelian Higgs models
describing Abrikosov-Nielsen-Olesen vortices.
Next, we dedicate our effort to solve numerically the
differential equations describing the BPS configurations
in order to attain the main properties or characteristics.
For such a purpose we consider the superpotential defined
by W (h) = hσ/λ2 and we study the solitons for σ ≥ 2.
It is shown the soliton profiles exhibit a compactonlike
format for sufficiently large values of the electromagnetic
coupling constant g. Further, the soliton solutions carry
magnetic flux and possess nonzero total electric charge
and, despite of both be proportional to the winding num-
ber N , they are nonquantized quantities because the vac-
uum value a∞ is a noninteger number [see Eqs. (100) and
(101), respectively]. However, it is shown numerically
that for sufficiently large values of the electromagnetic
coupling g the vacuum value a∞ → −1, thus, both the
quantities becomes effectively quantized, in accordance
with previous investigations [29, 33, 35, 41].
The more remarkable property is the emergence of the
flipping of the magnetic field which implies in a localized
magnetic flux inversion. This interesting feature emerges
due to presence of both the Maxwell and Chern-Simons
terms in the BPS model (16). We emphasize such a fea-
ture is absent in the previous investigations of gauged
restricted baby Skyrme models with the Maxwell term
[41] or the Chern-Simons term [33] solely .
We now are investigating the existence of BPS solitons
in a gauged baby Skyrme models into the presence of
Lorentz violation. The results will be reported elsewhere.
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