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Abstract
Joint Spatial Division and Multiplexing (JSDM) is a recently proposed scheme to enable massive MIMO like gains
and simplified system operations for Frequency Division Duplexing (FDD) systems. The key idea lies in partitioning
the users into groups with approximately similar covariances, and use a two stage downlink beamforming: a pre-
beamformer that depends on the channel covariances and minimizes interference across groups and a multiuser MIMO
precoder for the effective channel after pre-beamforming, to counteract interference within a group. We first focus
on the regime of a fixed number of antennas and large number of users, and show that opportunistic beamforming
with user selection yields significant gain, and thus, channel correlation may yield a capacity improvement over the
uncorrelated “isotropic” channel result of [1]. We prove that in the presence of different correlations among groups, a
block diagonalization approach for the design of pre-beamformers achieves the optimal sum-rate scaling, albeit with a
constant gap from the upper bound. Next, we consider the regime of large number of antennas and users, where user
selection does not provide significant gain. In the presence of a large number of antennas, the design of prebeamformers
reduces to choosing the columns of a Discrete Fourier Transform matrix based on the angles of arrival and angular
spreads of the user channel covariance, when the base station (BS) is equipped with a uniform linear antenna array.
Motivated by this result, we propose a simplified user grouping algorithm to cluster users into groups when the number
of antennas becomes very large, in a realistic setting where users are randomly distributed and have different angles of
arrival and angular spreads depending on the propagation environment. Our subsequent analysis leads to a probabilistic
scheduling algorithm, where users within each group are preselected at random based on probabilities derived from
the large system analysis, depending on the fairness criterion. This is advantageous since only the selected users are
required to feedback their channel state information (CSIT).
Keywords: JSDM, Opportunistic Beamforming, User Grouping, Probabilistic Scheduling.
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1I. INTRODUCTION
Multiuser MIMO is one of the core technologies that has been adopted for the next generation of wireless
communication systems. A considerable amount of effort has been dedicated to the study of such systems, where a
transmitter (BS) equipped with multiple antennas serves a number of single antenna user terminals (UTs). Looking
at the downlink scenario, we know that from an operational perspective, the high throughput promised by multiuser
MIMO depends on the availability of accurate channel state information at the transmitter (CSIT). In Frequency
division duplexing (FDD) systems, where uplink and downlink transmissions occur in separate bands, CSI is made
available at the transmitter through downlink training and uplink feedback. In principle, the base station (BS) sends
a sequence of orthogonal pilots which enables the users to estimate their own channels. These estimated channels
are then fed back to the BS in a separate band. Analysis shows that for an appropriately designed feedback scheme,
the channel estimation error due to feedback is negligible compared to the channel estimation error due to downlink
training. The amount of training resources scales with the number of antennas at the BS.
In contrast, for a time division duplexing (TDD) system, channel reciprocity can be used to get estimates of the
downlink channels through uplink training, thereby eliminating the need for feedback. Since the training dimension
is now determined by the number of user terminals, the number of antennas can be made as large as desired.
This approach, dubbed “massive MIMO” has garnered considerable interest because of simplified system operations
in terms of scheduling and signal processing while maintaining the high performance gains promised by multiuser
MIMO technology. Recently, Joint Spatial Division and Multiplexing (JSDM) was proposed to enable massive MIMO
like gains and simplified operations for FDD systems, which represent the majority of currently deployed cellular
networks. Making use of the fact that the channel between a UT and BS is correlated, the key idea lies in partitioning
users into groups with similar covariance eigenspaces, and split the downlink beamforming into two stages: a pre-
beamforming matrix that depends on the channel covariances, and a MU-MIMO precoding matrix for the effective
channel formed by pre-beamforming. The pre-beamforming matrix is chosen in order to minimize the interference
across different groups, and the MU-MIMO precoding matrix takes care of the interference within a group. The
training dimensions required are for the design of the MU-MIMO precoder, which is significantly reduced after the
pre-beamforming stage.
In our previous work [2], we have shown that under some conditions of the channel covariance eigenvectors, JSDM
is optimal and achieves the capacity region. In the case when the BS is equipped with a uniform linear antenna array
and the number of antennas is very large, the design of the pre-beamforming reduces to choosing certain columns of
the Discrete Fourier Transform matrix based on the angles of arrival and angular spread of the user channel covariance.
As long as the different user groups have non-overlapping supports of their angles of arrival and angular spreads,
JSDM achieves optimality. This scheme is extremely beneficial in the sense that it requires only a coarse knowledge
2of the angular support, instead of the whole channel covariance matrix. The work in [2] assumed that users in a
particular group had the same channel covariance structure. Furthermore, no user selection was considered, i.e., a
certain number of users in each group was selected and scheduled for transmission at random, such that their channel
vectors preserve mutual statistical independence and some known technique based on large random matrix theory for
the performance analysis of the various pre-beamforming and precoding schemes can be applied in this context and
provide an easy alternative to extensive system simulation. In this work, we consider two different set of results and
regimes of operation.
• First, we focus on a non-asymptotic regime in the number of base station antennas, while we let the number of
users in each group become large. In this context, we examine the performance of the well-known opportunistic
beamforming scheme that serves on each downlink beam the user achieving the maximum SINR on that beam.
It is well-known that opportunistic beamforming with user selection does not provide any gain in the regime
of large number of antennas [3]. In contrast, in the regime of fixed number of antennas and large number of
users per group, we show that opportunistic beamforming yields significant gain, and in fact channel correlation
may yield a capacity improvement over the classical uncorrelated “isotropic” channel result of Sharif and Hassibi,
because of the fact that users come in groups, and in each group we can achieve both beamforming gain and
multiuser spatial multiplexing. More specifically, in this regime of large number of users and fixed number of
antennas, the problem of sum capacity scaling with user selection has been widely investigated for uncorrelated
channels under random beamforming [1] and zero forcing beamforming [4], and also for correlated channels
under random beamforming [5]. Our work differs from these earlier works in the sense that we consider different
correlations for different groups, which is an extension of [5] for multiple correlated channels. We show that
following a block diagonalization approach for the design of pre-beamformers achieves the optimal sum
rate scaling, albeit with a constant gap from the upper bound.
• Then, we focus again on the more interesting regime of a large number of antennas and users, where user
selection becomes useless. Differently from [2], we consider the more realistic setting where the users are
randomly distributed in the cellular region and, as such, have different angles of arrival and angular spreads
depending on the propagation environment. We look at the problem of clustering users into groups based
on different user grouping algorithms, and evaluate their performance. We show through finite dimensional
simulations that choosing the pre-beamforming matrices as the columns of a discrete Fourier transform matrix
gives good results and, based on this observation, we propose a simplified user grouping algorithm when the
number of antennas becomes very large (massive MIMO). Motivated by the work of [6], [7], we focus on
the regime where the number of users is proportional to the number of antennas, and propose a probabilistic
scheduling algorithm, where users within each group are pre selected at random based on probabilities derived
3from the large system analysis and only the selected users are required to feedback their CSIT. Notice that in
comparison with the regime of random beamforming and user selection considered before, in this regime the
CSIT feedback is limited because only the pre-selected (scheduled) users need to feed back their effective
channels (after pre-beamforming). In contrast, in the previous regime, CSIT feedback is limited by the fact
that it is very simple (only CQI and the beam index, as in [1]).
This report is organized as follows. In Section II, we briefly describe the channel model and the basic principles of
the JSDM scheme. We derive the sum capacity scaling result in Section III, by providing an upper and lower bounds
to the sum capacity in the presence of a large number of users. The user grouping problem is addressed in Section
IV, and two algorithms are presented with their performance evaluation through simulations. In Section V, we focus
on the large system limit, when the number of users is proportional to the number of antennas and the number of
antennas grows to infinity. We derive a simplified user grouping algorithm that only requires the knowledge of the
angles of arrival of the users, and then propose our probabilistic scheduling algorithm along with some results.
Notation : We use boldface capital letters X for matrices, boldface small letters for vectors x, and small letters
x for scalars. XT and XH denote the transpose and the Hermitian transpose of X, ||x|| denotes the vector 2-norm
of x, tr(X ) and det(X ) denote the trace and the determinant of the square matrix X . The n × n identity matrix is
denoted by In, and ||X ||2F = tr(XHX ) indicates the squared Frobenius norm of a matrix X . We also use Span(X ) to
denote the linear subspace generated by columns of X and Span⊥(X ) for the orthogonal complement of Span(X ).
x ∼ CN (µ,Σ) indicates that x is a complex circularly-symmetric Gaussian vector with mean µ and covariance
matrix Σ.
II. REVIEW OF JSDM
In this section, we briefly describe the JSDM scheme proposed in [2]. The scheme relies on the fact that users
are partitioned into different groups such that users within a group have approximately the same channel covariance
structure and the different groups are have almost orthogonal covariances. The structure of the channel covariances is
then exploited to form a reduced dimensional effective channel that enables the scheme to achieve large throughput
gains with reduced training and feedback.
Consider the downlink of a cellular system formed by a BS having M antennas and serving K single antenna user
terminals. We assume that the M ×K dimensional channel matrix H is fixed for a certain block length of T channel
uses, which is known as the coherence time of the channel, and changes from block to block according to a ergodic
4stationary spatially white joint Gaussian process. A single channel use of such a system is denoted as
y = HHx + z =

hH1
hH2
...
hHK
BPd + z (1)
where y denotes the collection of received symbols for all the K users, hk is the M × 1 dimensional channel
realization between the BS and UT k, x = V d is the transmitted signal vector satisfying a power constraint P such
that E[||x||2] ≤ P , V = BP is the downlink beamforming matrix consisting of two parts: B is the pre beamforming
matrix of dimensions M × b and P is the multiuser MIMO precoding matrix of dimensions b × S, which is a
function of the reduced dimensional effective channel H = BHH . d is the S × 1 vector of transmitted data streams.
In general, we have S ≤ min{b,K}, and this represents the number of simultaneously served users per channel use.
z ∼ CN (0, IK) is the corresponding additive white Gaussian noise vector whose entries and i.i.d. with zero mean
and variance 1. hk is a correlated random vector with mean zero and covariance Rk.
A. Channel Model
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Fig. 1. A UT at AoA θ with a scattering ring of radius r generating a two-sided AS ∆ with respect to the BS at the origin.
In line with [2], for analytical simplicity, we model the channel covariance Rk for a UT k according to the one-ring
model of Figure 1, where a UT k located at an azimuth angle θ and distance s is surrounded by a ring of scatterers
of radius r, giving the angular spread ∆ = tan−1
( r
s
)
. This model makes use of the fact that the BS antennas are
located at the top of a tall building such that there is no significant scattering around the BS antennas. Assuming
a uniform distribution of the received power of the planar waves impinging on the BS antennas, the entries of the
channel covariance Rk are given by
[Rk]m,p =
1
2∆
∫ θ+∆
θ−∆
ejk
T (α)(um−up)dα (2)
5where [Rk]m,p represents the channel correlation coefficient between the mth and pth transmit antennas of the BS,
k(α) = −2piλ (cos(α), sin(α))T is the wave vector for a planar wave with angle of arrival α, λ is the carrier wavelength
and um,up ∈ R2 are vectors indicating the position of the BS antennas in the two dimensional coordinate system.
Performing the Karhunen Loeve decomposition on Rk, we have Rk = U kΛkUHk , where U k is the M × rk matrix
containing the eigenvectors of the rk non-zero eigenvalues of Rk and Λk is the rk×rk matrix of non-zero eigenvalues.
With this representation, we write the channel hk of user k as
hk = U kΛ
1
2
kwk (3)
where the entries of wk are independent and identically distributed with mean zero and variance 1.
B. The Basic Principle
In JSDM, the K UTs are partitioned into G groups based on the similarity of their channel covariances. Denoting
by Kg and Sg the number of UTs and the number of independent data streams in group g, we have
∑G
g=1Kg = K
and
∑G
g=1 Sg = S, with the index gk used to denote the k
th user in group g. The channel vector of each user gk
is given as hgk = U gkΛgkwgk according to (3). Denoting by H g = [hg1 . . .hKg ] the concatenated channel matrix
of UTs in group g, we have the overall M ×K system channel matrix as H = [H 1 . . .HG]. JSDM is a two stage
precoding scheme, with the JSDM precoding matrix V = BP consisting of two parts: the pre-beamforming matrix
B of dimensions M × b, and the MU-MIMO precoder P of dimensions b×S. The design of B is independent of the
instantaneous channel realizations and is a function of the channel covariances of users in group g, i.e., it depends
on the sets {U gk ,Λgk}. Alternately, B can be fixed apriori, for example, like the schemes of random beamforming
[1], Grassmannian beamforming [8], etc. The multiuser MIMO precoding matrix P is dependent on the instantaneous
“effective” channel H = BHH . Denoting the pre-beamforming matrix of group g as Bg of dimensions M × bg such
that
∑G
g=1 bg = b, we have B = [B1, . . . ,BG]. As a result, the received signal in (1) can be written in the following
manner:
y = HHPd + z (4)
where
HH =

HH1B1 H
H
1B2 . . . H
H
1BG
HH2B1 H
H
2B2 . . . H
H
2BG
...
...
. . .
...
HHGB1 H
H
GB2 . . . H
H
GBG
 (5)
and HHgBg′ denotes the effective channel matrix between the users of group g and the pre-beamformers of group g
′.
6We focus of Per Group Processing (PGP), proposed in [2], where the MU-MIMO precoding matrix P takes on
the block diagonal form, i.e., P = diag(P 1, . . . ,P G) with P g of dimensions bg × Sg. In other words, the MU-
MIMO precoding matrix is designed independently across groups, meaning P g is a function of the effective channels
Hg = H
H
gBg only. This approach is attractive since it requires only the knowledge of the effective channels instead
of the whole channel H. Focusing only on the received signal for users in group g, we have
yg = H
H
gP gdg +
 G∑
g′=1,g′ 6=g
HHgBg′P g′dg′
+ zg (6)
where the bracketed term denotes the inter-group interference.
A suitable design goal for choosing Bg is to make the inter-group interference close to zero, meaning HHgBg′ =
0 ∀ g′ 6= g. In [2], assuming that users within a group have the same channel covariance and users across groups have
different channel covariances, conditions for exact and approximate block diagonalization (BD) are obtained. For the
purpose of approximate BD, in the event that exact BD is infeasible, the notion of approximate rank1 is introduced,
which is a design parameter that can be optimized. In the general system model considered here, where users in
general have different channel covariances, the conditions for exact and approximate BD are given as follows:
• Exact BD : This is possible when Span(U g1 , . . . ,U gKg ) has a non-empty intersection with Span
⊥(U g′1 , . . . ,U g′K
g′
:
g′ 6= g). Since we are sending Sg independent data streams to users in group g, this requires
dim
(
Span(U g1 , . . . ,U gKg )
⋂
Span⊥(U g′1 , . . . ,U g′K
g′
: g′ 6= g)
)
≥ Sg (7)
• Approximate BD : Denoting by U ∗gk the set of eigenvectors corresponding to r
∗
k dominant eigenvalues of user k in
group g, we require Span(U ∗g1 , . . . ,U
∗
gKg
) to have non-empty intersection with Span⊥(U ∗g′1 , . . . ,U
∗
g′K
g′
: g′ 6= g).
In order to be able to send Sg independent data streams to users in group g, we need
dim
(
Span(U ∗g1 , . . . ,U
∗
gKg
)
⋂
Span⊥(U ∗g′1 , . . . ,U
∗
g′K
g′
: g′ 6= g)
)
≥ Sg (8)
Remark 1. For finite M and K, design methodologies for the pre-beamforming matrices to satisfy the conditions
of exact and approximate BD are given in [2]. Furthermore, when M is large, in the special case of uniform linear
arrays, the channel covariance takes on a Toeplitz form. Owing to Szego’s asymptotic theory [9], [2], the eigenvectors
of the channel covariances can be well approximated by the columns of a Discrete Fourier Transform (DFT) matrix.
In this special case, if users in different groups have disjoint angular support, their eigenvectors would be orthogonal
(due to the property of the DFT matrix) and therefore, designing the pre-beamformers to attain exact BD is much
simpler.
1Approximate rank is the number of dominant eigenvalues of the channel covariance.
7III. SUM CAPACITY SCALING FOR FINITE M AND LARGE K
In this section, we focus on the regime of finite M and large K, and obtain an asymptotic expression for the sum
capacity when all the users within a group have the same channel covariance. The case G = 1 is treated in [5]. Here,
we consider the non-trivial extension to the case G > 1. Denoting the covariance matrix of users in group g as Rg
we have, by Karhunen Loeve decomposition
Rg = U gΛgU
H
g ,
where U g is the M × rg matrix of eigenvectors, rg is the rank of Rg and Λg is the diagonal matrix containing the
eigenvalues of Rg. The channel of a user k in group g now takes the form hgk = U gΛ
1/2
g wgk , wgk ∼ CN (0, I rg).
For the sake of mathematical simplicity, we assume that all groups contain the same number of users Kg = K ′ =
K/G, for all g. We have:
Theorem 1. The sum capacity of a MU-MIMO downlink system with M antennas, total transmit power constraint of
P , and K users divided into G groups of equal size K ′ = K/G, where users have mutually statistically independent
channel vectors with common covariance matrix Rg to all users of each group g, behaves, for K ′ →∞, as
Rsum = β log log(K
′) + β log
(
P
β
)
+O(1) (9)
where β = min{M,∑Gg=1 rg} and where O(1) denotes a constant, independent of K ′.
Theorem 1 is proved by developing an upper and a lower bound. The upper bound analyzes directly the sum
capacity of the underlying vector broadcast channel, exploiting the sum capacity expression provided by the dual
uplink channel [10] (see Section III-A). Interestingly, in order to prove the lower bound we consider an explicit
achievability strategy based on simple beamforming and user selection in each group. This strategy generalizes the
scheme of [1] (random beamforming) to the case where the user are clustered in groups, each of which has a very
strong directional component. As we shall see in Section III-B, the achievability strategy consists of allocating the user
achieving the highest SINR on each beam of the pre-beamforming matrix, for each group. Since the pre-beamforming
matrices depend only on the channel second-order statistics, the feedback required from each user is just the SINR
achieved on each pre-beamfomring beam (or, equivalently, the max SINR and the index of the beam achieving this
max SINR). Hence, the achievability scheme has some practical interest since it is similar to the present “opportunistic
beamforming” schemes with Channel Quality Indicator (CQI) (see for example [11], [12]).
A. Converse
a) Case M >
∑G
g=1 rg: Denoting the power allocated to a user k in group g as Pgk , lettingQg = diag(Pg1 , . . . , Pg(K′))
with trace Pg =
∑K′
k=1 Pgk , H g = [hg1 . . .hg(K′) ] and owing to the uplink-downlink duality [10], we can write the
8sum capacity as
Rsum = E
 max∑G
g=1
∑K′
k=1
Pgk≤P
log det
IM + G∑
g=1
K′∑
k=1
hgkh
H
gkPgk

= E
 max∑G
g=1
∑K′
k=1
Pgk≤P
log det
IM + (H 1 . . . HG)

Q1 . . . 0
...
...
...
0 . . . QG


HH1
...
HHG



= E
 max∑G
g=1
∑K′
k=1
Pgk≤P
log det
IK +

HH1
...
HHG
(H 1 . . . HG)

Q1 . . . 0
...
...
...
0 . . . QG



(a)
≤ E
 max∑G
g=1
∑K′
k=1
Pgk≤P
log det
IK +

HH1H 1Q1 . . . 0
...
...
...
0 . . . HHGHGQG



= E
[
max∑G
g=1 Pg≤P
(
G∑
g=1
log det
(
IK′ +H
H
gH gQg
))]
= E
[
max∑G
g=1 Pg≤P
(
G∑
g=1
log det
(
IM +H gQgH
H
g
))]
= E
[
max∑G
g=1 Pg≤P
(
G∑
g=1
log det
(
IM +U gΛ
1/2
g W gQgW
H
gΛ
1/2
g U
H
g
))]
= E
[
max∑G
g=1 Pg≤P
(
G∑
g=1
log det
(
I rg +Λ
1/2
g W gQgW
H
gΛ
1/2
g U
H
gU g
))]
= E
[
max∑G
g=1 Pg≤P
(
G∑
g=1
[
log det(Λg)det
(
Λ−1g +W gQgW
H
g
)])]
≤
G∑
g=1
log det(Λg) +E
[
max∑G
g=1 Pg≤P
(
G∑
g=1
rg
[
log
tr(Λ−1g +W gQgW
H
g )
rg
])]
(b)
≤
G∑
g=1
log det(Λg) +
[
max∑G
g=1 Pg≤P
(
G∑
g=1
rg log
[
tr(Λ−1g )
rg
+E
[
max
k
‖wgk‖2
] Pg
rg
])]
(c)
=
G∑
g=1
log det(Λg) + max∑G
g=1 Pg≤P
[
G∑
g=1
rg log
[
tr(Λ−1g )
rg
+ log(K′)
Pg
rg
+O(log logK′)
]]
=
G∑
g=1
log det(Λg) + max∑G
g=1 Pg≤P
[
G∑
g=1
rg log
[
log(K′)
Pg
rg
[
tr(Λ−1g )
Pg logK′
+ +O
(
log logK′
logK′
)]]]
=
G∑
g=1
log det(Λg) + max∑G
g=1 Pg≤P
[
G∑
g=1
rg log
[
log(K′)
Pg
rg
]
+ o(1)
]
(10)
where (a) is due to the Hadamard inequality for block matrices, where (b) follows from Jensen’s inequality and (c)
follows from the fact that, for large K ′,
E[max
k
‖wgk‖2] = logK ′ +O(log logK ′)
9(see Appendix B). When K →∞, the upper bound can be further simplified as
Rsum ≤
G∑
g=1
log det(Λg) +
 G∑
g=1
rg
 log log(K ′) + max∑G
g=1 Pg≤P
 G∑
g=1
rg log
Pg
rg
+ o(1) (11)
Optimizing the power allocation over groups, we obtain Pg =
rg∑G
g=1 rg
P , which gives
Rsum ≤
G∑
g=1
log det(Λg) +
 G∑
g=1
rg
[log log(K ′) + log P∑G
g=1 rg
]
+ o(1) (12)
b) Case M <
∑G
g=1 rg: In this case, we write the sum capacity as
Rsum = E
 max∑G
g=1
∑K′
k=1 Pgk≤P
log det
IM + G∑
g=1
K′∑
k=1
hgkh
H
gkPgk

≤ E
 max∑G
g=1
∑K′
k=1 Pgk≤P
M log
tr
(
IM +
∑G
g=1
∑K′
k=1hgkh
H
gkPgk
)
M

= E
 max∑G
g=1
∑K′
k=1 Pgk≤P
M log
1 + G∑
g=1
K′∑
k=1
tr
(
hgkh
H
gkPgk
)
M

= E
 max∑G
g=1
∑K′
k=1 Pgk≤P
M log
1 + G∑
g=1
K′∑
k=1
||hgk ||2Pgk
M

= E
 max∑G
g=1
∑K′
k=1 Pgk≤P
M log
1 + G∑
g=1
K′∑
k=1
wHgkRgwgkPgk
M

(a)
≤ E
 max∑G
g=1
∑K′
k=1 Pgk≤P
M log
1 + G∑
g=1
K′∑
k=1
||wgk ||2λmaxPgk
M

(b)
≤ max∑G
g=1
∑K′
k=1 Pgk≤P
M log
1 + G∑
g=1
E
[
maxk ||wgk ||2
]
λmax
∑K′
k=1 Pgk
M

= max∑G
g=1
∑K′
k=1 Pgk≤P
M log
1 + G∑
g=1
λmaxPg logK
′
M
+ o(1)
= M log
(
1 +
λmaxP logK
′
M
)
+ o(1)
= M log λmax +M log
P
M
+M log logK ′ + o(1) (13)
where (a) follows from the Rayleigh Ritz Theorem, for which wHgkRgwgk ≤ λmax,g||wgk ||2, where λmax,g is the
maximum eigenvalue of Rg and we let λmax = maxg λmax,g. (b) is due to Jensen’s inequality. Thus, we have
established that
Rsum ≤M log λmax +M log P
M
+M log logK ′ (14)
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Combining (12) and (14), we can see that
Rsum ≤ β log P
β
+ β log logK ′ +O(1) (15)
where β = min{M,∑Gg=1 rg}
B. Achievability
We consider a specific JSDM strategy with PGP (see (6)) by letting the number of downlink data streams per
group be given by bg = Sg = r∗g and the MU-MIMO precoding matrix in each group g be the identity, i.e.,
P g = I r∗g ∀ g. In order to allocate the downlink data streams to the users, the scheme selects r∗g out of K ′ users
in each group g according to a max SINR criterion to be specified later. Notice that since the achieved SINR for
each user and pre-beamforming beam is a function of the channel matrix realization, this scheme serves r∗g out of
K ′ users “opportunistically”, depending on the channel matrix realization. The pre-beamforming matrices Bg are
designed according to the approximate Block Diagonalization scheme, where r∗g denotes the effective rank, as said
before. For any pair of groups g, g′, since the m-th column of Bg′ , denoted by bg′m , is in the null space of the first
r∗g eigenvectors of Rg (dominant eigenvectors), we have that
UHg bg′m =
 0r∗g×1
xg,g′,m
 (16)
where xg,g′,m is some not necessarily zero vector of dimension rg− r∗g . Notice that when exact block diagonalization
is possible and we choose r∗g = rg, then U
H
g bg′m = 0rg×1.
For the sake of convenience, let us focus on users in group g. We assume that all the users gk have perfect
knowledge of their SINR, with respect to beamforming vectors bgm for m = 1, . . . , r∗g , given by
SINRgk,m =
|hHgkbgm |2
1
ρ +
∑
n 6=m |hHgkbgn |2 +
∑
g′ 6=g ||hHgkBg′ ||2
, (17)
where we let ρ = P∑G
g=1 r
∗
g
, assuming that the total transmit power is distributed evenly over all downlink beams. Notice
that such SINR is easily and accurately measured by including downlink pilot symbols in the downlink streams passing
through the pre-beamforming matrix, as currently done in opportunistic beamforming schemes [13], [14]. Each user
feeds back the SINRs on all beams, i.e., for all m = 1, . . . , r∗g , and the BS decides to serve the user with the maximum
SINR on a beam m.2 With this type of user selection, the achievable sum rate of group g is given by
Rg =
r∗g∑
m=1
E
[
log
(
1 + max
1≤k≤K′
SINRgk,m
)]
. (18)
2Following [1], it is well-known that if each user feeds back just its maximum SINR and the index of the beam achieving such maximum
the achievable sum throughput in the limit of large K remains the same. Hence, instead of r∗g real numbers, the CQI feedback can be reduced
to one real number and an integer beam index. We omit this case since it follows trivially from previous work and does not change the final
result.
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Notice that with our assumptions it is possible that some user achieves the maximum on more than one beam, in
which case the BS selects to send multiple streams to that user.
Remark 2. It is proven in [2] that JSDM with PGP is optimal when the eigenvectors of the different groups satisfy
the tall unitary condition. When this is true, i.e., choosing Bg = U g makes the inter-group interference term equal to
zero (
∑
g′ 6=g ||hHgkBg′ ||2 = 0) and the numerator and denominator of the SINR term independent. The analysis thus
reduces to the approach of [1], which gives the sum capacity scaling of log logK ′ when K ′ → ∞. When the tall
unitary condition is not satisfied, choosing Bg = U g gives a residual inter-group interference term and the numerator
and denominator of the SINR term are no longer independent. It can be shown that in this case this simple user
selection strategy does not achieve the log logK ′ scaling. When exact BD is possible, the inter group interference is
zero and the problem decouples into an independent opportunistic beamforming scheme for each group, which can
be analyzed by direct application of the analysis technique of [5] in each group. However, if exact BD is not possible
(e.g., when
∑
g rg > M ), we show in the following that by using approximate BD the scaling log logK
′ can also be
achieved. In order to prove this result we combine the technique of [5] with some properties of approximate BD.
In order to find the scaling of the sum rate expressions (18) for large K ′, we consider the extremal statistics of
SINRgk,m, i.e., we study the distribution of the random variable max1≤k≤K′ SINRgk,m. For this purpose, we find the
distribution of a single term SINRgk,m, whose CDF is given by F (x) = 1− P (SINRgk,m > x). Define the quantity
Z = |wHgkΛ1/2g UHg bgm |2 − x
1
ρ
+
∑
n6=m
|wHgkΛ1/2g UHg bgn |2 +
∑
g′ 6=g
||wHgkΛ1/2g UHgBg′ ||2

= wHgkAm1wgk − xwHgkAm2wHgk −
x
ρ
(19)
Following the analysis of [1] (see Appendix A), we get
P (SINRk,m > x) =
1
2pij
∫ ∞
−∞
e−(jω+c)x/ρ
jω + c
1∏rg
i=1(1− (jω + c)µm,i(x))
dω
where {µm,i(x) : i = 1, . . . , rg} are the eigenvalues of Am(x) = Am1 − xAm2 .
In order to derive the CDF of the SINR, we need to make some remarks on the eigenvalues of Am(x). Ordering
the eigenvalues of Am(x) as
µm,1(x) ≥ µm,2(x) ≥ . . . µm,rg(x),
we have the following lemmas
Lemma 1. The maximum eigenvalue of Am(x), i.e., µm,1(x) is strictly positive ∀ x ≥ 0.
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Proof: Rewriting Am(x) as
Am(x) = Am1 − xAm2
= Λ1/2g U
H
g bgmb
H
gmU gΛ
1/2
g − x
∑
n6=m
Λ1/2g U
H
g bgnb
H
gnU gΛ
1/2
g +
∑
g′ 6=g
Λ1/2g U
H
gBg′B
H
g′U gΛ
1/2
g
 (20)
we see that Am1 is a rank-1 matrix and Am2 has rank at most rg − 1. This is because Am2 is the sum of r∗g − 1
rank-1 matrices and the matrix
∑
g′ 6=g Λ
1/2
g U
H
gBg′B
H
g′U gΛ
1/2
g has at most rank rg − r∗g because of (16). Since Am2
is of dimension rg × rg and has rank at most rg − 1, there is a non-trivial nullspace of dimension 1, meaning we can
find a vector q such that Am2q = 0. In order to prove the lemma, we first prove that
UHg bgm /∈ Span
{
UHg bgn : n 6= m,UHg bg′n : g′ 6= g, n = 1, . . . , r∗g′
}
. (21)
In order to see this, we writeU g = [U ∗g,U
′
g], whereU
∗
g is of rank r
∗
g andU
′
g is of rank rg−r∗g . LetBg = [bg1bg2 . . . bgr∗g ],
of rank r∗g by construction. Then, we have
UHgBg =
U ∗Hg Bg
U
′H
g Bg
 ,
where the upper part U ∗Hg Bg has rank r∗g . Reasoning by contradiction, let’s assume that (21) is false. Then, there
exist coefficients {αgn : n 6= m} and {βg′n : g′ 6= g, n = 1, . . . , r∗g′} such that
UHg bgm =
∑
n6=m
αgnU
H
g bgn +
∑
g′ 6=g
r∗
g′∑
n=1
βg′nU
H
g bg′n .
Recalling (16), we have that the second term in the right-hand side of the above equality takes on the form
∑
g′ 6=g
r∗
g′∑
n=1
βg′nU
H
g bg′n =
0r∗g×1
z
 ,
where z is some non-zero vector of dimension rg − r∗g . Since the upper part of UHg bgm , formed by the first r∗g
components U ∗Hg bgm , is non-zero. It must be
U ∗Hg bgm =
∑
n6=m
αgnU
∗H
g bgn .
However, this cannot be, since it contradicts the fact that U ∗Hg Bg has rank r∗g . Therefore, we conclude that (21) holds.
Now, choosing q to be a unit vector in the orthogonal complement of Span{UHg bgn : n 6= m,UHg bg′n : g′ 6= g, n =
1, . . . , r∗g′} and such that qHUHg bgm 6= 0, we have that
0 < qHUHg bgmb
H
gmU gq ≤ maxq q
HUHg bgmb
H
gmU gq
∆
= µm,1(x),
implying µm,1(x) > 0 for all x ≥ 0.
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Lemma 2. The eigenvalues µm,2(x), . . . , µm,rg(x) are non-positive ∀ x ≥ 0.
Proof: Denoting by λi(Am1) and λi(Am2) the ith largest eigenvalues of Am1 and Am2 , we have for i > 1, using
Weyl’s inequality [15], we have
µm,i(x) ≤ λi(Am1)− xλrg(Am2)
≤ 0− xλrg(Am2)
≤ 0 (22)
implying µm,i(x) ≤ 0, ∀ i > 1
Since the eigenvalues µm,2, . . . , µm,rg are negative and do not contribute to the integral (20), we can use Cauchy’s
integral theorem and the fact that there is a single pole in the right half-plane of the complex plane in order to obtain
P (SINRgk,m > x) =
e
−x
ρµm,1(x)∏rg
i=2
(
1− µm,i(x)µm,1(x)
) , (23)
such that the SINR CDF F (x) is given by
F (x) = 1− e
−x
ρµm,1(x)∏rg
i=2
(
1− µm,i(x)µm,rg (x)
) . (24)
From the well known results on extreme value theory (see Appendix B, [1], [5]), we have that max1≤k≤K′ SINRgk,m
for a group g behaves as ρµ∗m,1 logK ′ +O(log logK ′) as K ′ →∞, where
ρµ∗m,1 = limx→∞ g(x), (25)
and g(x) denotes the growth function of the CDF F (x) (see Appendix C).
As a result, the sum rate for a group g behaves as
Rg =
r∗g∑
m=1
log
(
ρµ∗m,1 log(K
′)
)
+ o(1)
= r∗g log ρ+ r
∗
g log logK
′ +
r∗g∑
m=1
log
(
µ∗m,1
)
+ o(1)
as K ′ → ∞, where ρ = P∑G
g=1 r
∗
g
, assuming that each downlink stream is allocated equal power. Following a similar
approach for all the groups, we arrive at the sum rate achievable asymptotic formula
Rsum =
 G∑
g=1
r∗g
 log ρ+
 G∑
g=1
r∗g
 log logK ′ +O(1). (26)
When
∑G
g=1 rg < M , it is possible to choose r
∗
g = rg such that the above achievable sum rate matches (in the
leading terms) the upper bound (12). If
∑G
g=1 rg > M , we can choose r
∗
g such that
∑G
g=1 r
∗
g = M , such that again
the achievable rate matches, in the leading terms, the upper bound (14). Hence, in all cases, we have
∑G
g=1 r
∗
g =
min{M,∑Gg=1 rg} = β, such that Theorem 1 is proved.
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IV. USER GROUPING
As a matter of fact, in reality users do not come naturally partitioned in groups with the same covariance matrix. In
order to exploit effectively the JSDM approach, the system must partition the users’ population into groups according
to the following qualitative principles: 1) users in the same group have channel covariance eigenspace spanning
(approximately) a given common subspace, which characterizes the group; 2) the subspaces of groups served on
the same time-frequency slot (transmission resource) by JSDM must be (approximately) mutually orthogonal, or at
least have empty intersection. In this section, we focus on this user grouping problem when the BS is equipped with
a uniform linear array. According to the single scattering ring model (see [2] and references therein), the channel
covariance matrix for a user located at angle of arrival (AoA) θ with an angular spread (AS) ∆ has (m, p)-th elements
[R]m,p =
1
2∆
∫ ∆+θ
−∆+θ
e−j2piD(m−p) sin(α)dα, (27)
where λD denotes the minimum distance between the BS antenna elements. Here we assume that users are charac-
terized by the pair (θ,∆) of their AoA and AS, depending on their location relative to the BS antenna array, and on
this local scattering environment. We consider two user grouping algorithms and demonstrate their performance by
simulation. In Section V, we focus on the most promising scheme and consider the system performance analysis in
the large system regime [2], i.e., when both K and M are large. We assume that the BS has perfect knowledge of
the user channel covariance, which can be accurately learned and tracked since it is constant in time.3
A. Algorithm 1: K-means Clustering
K-means Clustering is a standard iterative algorithm which aims at partitioning K observations into G clusters
such that each observation belongs to the cluster with the nearest mean [16], [17]. This results in a partition of
the observation space into Voronoi cells. In our problem, the K user covariance dominant eigenspaces, i.e., {U ∗k :
k = 1, . . . ,K} form the observation space. Hence, in order to apply the K-means principle, we consider the chordal
distance between the covariance enigenspaces.4 Given two matrices X ∈ CM×p and Y ∈ CM×q, the chordal distance
denoted by dC(X,Y ) is defined by
dC(X,Y ) =
∥∥∥XXH − Y Y H∥∥∥2
F
. (28)
3As a matter of fact, the channel covariance is slowly varying in time, depending on the user mobility. However, especially for nomadic
users, the scattering environment characteristics and the AoA evolve in time much more slowly than the actual channel fading process, and can
be considered “locally constant”. Algorithms for covariance estimation and signal subspace tracking are well known and widely investigated,
and are out of the scope of this work.
4Note that K-means is usually formulated in terms of the Euclidean distance since the observation space is typically a subset of Cn.
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In a similar fashion, we need to define a notion of the mean of (tall) unitary matrices. Given N unitary matrices
{U ∗1,U ∗2, . . . ,U ∗N}, the mean U¯ ∗ ∈ CM×p is given as [18]
U¯
∗
= eig
[
1
N
N∑
n=1
U ∗nU
∗H
n
]
, (29)
where eig(X ) denotes the unitary matrix formed by the p dominant eigenvectors of X .
At this point, we can formulate the K-means algorithm for the user channel eigenspaces. Given K user covariance
eigenspaces {U ∗k ∈ RM×r¯
∗
k : k = 1, . . . ,K}, we need to cluster them into G groups, where each group g is
characterized by its subspace (tall unitary matrix) V g ∈ RM×r∗g , such that
∑G
g=1 r
∗
g ≤ M . We denote by V ∗(n)g the
group g “mean” obtained by the algorithm at iteration n, and by S(n)g the set of users belonging to group g at iteration
n. We have:
• Step 1: Set n = 0 and S(0)g = ∅ for g = 1, . . . , G. Randomly choose G different indices from the set {1, . . . ,K}
and do the following assignment
V ∗(n)g = U
∗
pi(g), for g = 1, 2, . . . , G, (30)
where pi(g) returns a random number from the set {1, 2, . . . ,K} \ {pi(1), . . . , pi(g − 1)}
• Step 2: For k = 1, . . . ,K, compute
dC(U
∗
k,V
∗(n)
g ) = ||U ∗kU ∗Hk − V ∗(n)g V ∗(n)Hg ||2F (31)
• Step 3: Assign user k to group g such that
g = arg min
g′
dC(U
∗
k,V
∗(n)
g′ )
S(n+1)g = S(n)g ∪ {k} (32)
• Step 4: For g = 1, . . . , G and ∀ k ∈ Sg compute
V ∗(n+1)g = eig
 1
|S(n+1)g |
N∑
k∈S(n+1)g
U ∗kU
∗H
k
 (33)
• Step 5: Compute the total distance at the nth and (n+ 1)th iteration
d
(n)
tot,C =
G∑
g=1
∑
k∈S(n)g
dC(U
∗
k,V
∗(n)
g ) (34)
• Step 6: If |d(n)tot,C − d(n+1)tot,C | > d(n)tot,C , go to Step 7. Else, increment n by 1 and go to Step 2.5
• Step 7: For g = 1, . . . , G, assign
V ∗g = V
∗(n)
g , Sg = S(n)g .
5 is a threshold for stopping the algorithm when the relative difference between the total distances at the previous and current iterations is
sufficiently small.
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B. Algorithm 2: fixed quantization
In this case, the group subspaces {V ∗g ∈ RM×r
∗
g : g = 1, . . . , G} are fixed and given a priori, based on geometric
considerations. They act as the representative points of a minimum distance quantizer, where distance in this case is
the chordal distance defined in (28). Explicitly, we have:
• Step 1: For g = 1, . . . , G set Sg = ∅.
• Step 2: For k = 1, . . . ,K, compute the distances
dC(U
∗
k,V g) = ||U ∗kU ∗Hk − V ∗gV ∗Hg ||2F , (35)
find in the minimum distance group index
g = arg min
g′
dC(U
∗
k,V
∗
g′),
and add user k to group g, i.e., let Sg := Sg ∪ {k}.
It is clear that the performance of the JSDM scheme resulting from fixed quantization depends critically on how
we choose the group subspaces. We have considered two methods to choose {V ∗g}. The first method relies on the
fact that, for large M , the channel eigespaces are nearly mutually orthogonal when the channel AoA supports are
disjoint [2]. Hence, we choose G AoAs θg and fixed AS ∆ such that the resulting G intervals [θg − ∆, θg + ∆]
are disjoint, and compute the eigenspace corresponding to these artificially constructed covariance matrices using the
one-ring scattering model (27). This method consists essentially to form pre-defined “narrow sectors” and associate
users to sectors according to minimum chordal distance quantization.
Example 1. Suppose G = 3. Choosing θ1 = −45o, θ2 = 0o, θ3 = 45o and ∆ = 15o, we note that the angular
supports are disjoint. Letting R1(θ1,∆),R2(θ2,∆) and R3(θ3,∆) denote the covariance matrices obtained by (27)
for given AoA and AS, we let V ∗g = U
∗
g for g = 1, 2, 3, where U
∗
g is the M ×r∗g tall unitary matrix of the r∗g dominant
eigenvalues of Rg(θg,∆) and the effective ranks r∗g are chosen such that r∗1 + r∗2 + r∗3 = M .
A different way to choose V ∗g consists of maximizing the minimum distance between the group subspaces. Defining
dV ∗g:g∈{1,2,...,G} = ming,g′ dC(V
∗
g,V
∗
g′) (36)
as the minimum chordal distance of the set of group subspaces {V ∗1,V ∗2, . . . ,V ∗G}, we wish to find such set such that
dV ∗g:g∈{1,2,...,G} is maximized. It is easy to see that, if
∑G
g=1 r
∗
g = M , the we can choose {V g} as disjoint subsets of
the columns of a unitary matrix of dimensions M ×M such that all group subspaces are mutually orthogonal and
dV ∗g:g∈{1,2,...,G} is maximized. Using the fact that, for large M , the eigenvectors of covariance matrices of the type
(27) are well approximated by the columns of a DFT matrix (see [2] for details), here we propose to use disjoint
blocks of adjacent columns of the M ×M unitary DFT matrix as group subspaces.
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Example 2. Suppose again G = 3. Assign r∗g = bM3 c = r and let F denote the unitary M ×M DFT matrix. Then,
we have
V g = F (:, (g − 1)r + (1 : r)),
i.e., V g is formed by taking the (g − 1)r + 1 to (g − 1)r + r columns of F .
C. Simulations
We present some simulation results to show the performance of the different user grouping algorithms proposed in
Section IV, under the pre-beamforming and user selection JSDM scheme used in the achievability of Theorem 1 (see
Section III-B). Having chosen the group eigenspaces {V ∗g} and the set of users Sg for each group g, we obtain the pre-
beamforming matrices {Bg} by block diagonalization (see [2] for details). In particular, we have (V ∗g)HBg = 0 for all
g 6= g′. Notice that this does not mean that the system has no inter-group interference, since the actual user channels
eigenspaces do not coincide exactly with the group subspaces. Within a group, we adopt user selection to choose
a subset r∗g of users among Kg = |Sg| to be served during each particular time-frequency slot. The user selection
algorithm used in the achievability of Theorem 1 is denoted here as JSDM-GBF-ALL (group beamforming with all
SINRs CQI feedback). For the sake of comparison we consider other two selection schemes. The first, denoted as
JSDM-GBF-MAX, consists of feeding back just the index of the beam with max SINR. Such scheme was considered
and analyzed in [1] for i.i.d. channel vectors. The second, denoted as JSDM-ZFBF-SUS, consists of performing ZFBF
precoding for each group, where users in each group g are chosen by semi-orthogonal user selection (SUS) proposed
in [4], on the basis of the effective channel vectors including pre-beamforming, {BHg hk : k ∈ Sg}. The selected users
are served by ZFBF MU-MIMO precoding, where the precoding matrix P g is the column-normalized Moore-Penrose
pseudo-inverse of effective channel matrix formed by selected users. Notice that JSDM-ZFBF-SUS requires feeding
back the effective channel vectors and therefore incurs in a much larger feedback overhead.
We consider two specific cases: M = 8 and M = 16. We fix the total transmit power P = 10dB assuming equal
power per stream and normalize the noise variance to 1, and denote SNR = P in the plots. We set G = 8. The angles
of arrival for the users are generated randomly between −60o to 60o and the angular spreads are generated randomly
between 5o to 15o. For the K−means clustering algorithm, the entire set of user covariances is clustered into G = 8
groups. For the fixed quantization algorithm, we choose θ ∈ {−57.5o,−41.5o,−23o,−7.5o, 7.5o, 23.5o, 41.5, 57.5o}
and ∆ = 12o for choosing our group subspaces, as shown in Example 1. For the DFT based fixed quantization scheme
as in Example 2, we choose V ∗g = F (:,ModM [(g − 1)r + (1 : 2r)]), where the ModM operation ensures that the
column indices are in the set {1, 2, . . . ,M}, and we use r = 1 for M = 8 and r = 2 for M = 16. Once the clustering
is done, we further separate the groups into two disjoint subsets, referred to as “patterns”, each containing G/2 = 4
groups. Groups in the same pattern are served on the same time-frequency slot, while users in different pattern are
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Fig. 2. Comparison of sum spectral efficiency (bit/s/Hz) vs. number of users for JSDM with DFT-based fixed quantization user grouping and
different user selection algorithms.
served in different slots. This partitioning into patterns is needed in order to keep the inter-group interference under
control. For the K−means clustering algorithm, the partitioning of the group eigenspaces into two disjoint patterns
is done such that the sum of the minimum distances of the two patterns is maximized. For the fixed quantization
algorithm, the patterns are obtained by considering the geometry of angular separation. In particular, we have the
two patterns: {V ∗1,V ∗3,V ∗5,V ∗7} and {V ∗2,V ∗4,V ∗6,V ∗8}. Within each group, a specific user selection algorithm (JSDM-
ZFBF-SUS, JSDM-GBF-MAX or JSDM-GBF-ALL) is applied for selecting the users which are served at any given
time-frequency slot.
Figures 2(a) and 2(b) shows the sum spectral efficiency (in bits/sec/Hz) versus the number of users in the system,
averaged over the two patterns with different user selection algorithms for M = 8 and M = 16 respectively, when
DFT-based user grouping is applied. For the sake of comparison, we show also the performance of ZFBF with
greedy user selection [19] (denoted by ZFBF-GUS) and ZFBF with semi-orthogonal user selection [4] (denoted
by ZFBF-SUS), where instead of restricting to JSDM with per-group processing, the selection is performed across
all users without grouping, on the basis of the full channel state information (i.e., without multiplication by the pre-
beamforming matrices). These performances are shown here to compare how JSDM performs with respect to classical
linear beamforming schemes without the structure constraint of fixed pre-beamforming. Notice that these schemes
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Fig. 3. Comparison of sum spectral efficiency (bit/s/Hz) vs. number of users for JSDM-ZFBF-SUS and JSDM-GBF-MAX with different user
grouping algorithms for M = 8.
require full channel state feedback from all users, and therefore are typically too costly in terms of feedback in order
to be practical.
Figure 3(a) shows the sum spectral efficiency versus the number of users for different user grouping algorithms with
M = 8 and JSDM-ZFBF-SUS. Figure 3(b) shows analogous results for JSDM-GBF-MAX. Figures 4(a) and 4(b) show
the corresponding results for M = 16. These results indicate that user grouping by DFT-based fixed quantization
performs generally better than the other user grouping algorithm considered in this work. Hence, because of its
simplicity, this appears to be the preferred method for practical user grouping.
V. LARGE SYSTEM LIMIT
In this section, we focus on the large system limit, i.e., when the number of antennas and the number of users go to
infinity with a fixed ratio. Specifically, we modify the system model of Section II and introduce a parameter N , such
that the BS has MN antennas and serves KN single antenna users. Then, we consider the system performance for
N →∞. In this limit, we shall see in Section V-A that the user grouping scheme with DEF-based fixed quantization
takes on a very simple form, corresponding to a quantization of the AoA/AS plane. This requires only the knowledge
of the AoAs and ASs of the users, instead of the whole covariance matrix. As far as user selection is concerned, we
notice from [3] that in the limit of N →∞ user selection schemes max SINR or SUS) become less and less effective
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Fig. 4. Comparison of sum spectral efficiency (bit/s/Hz) vs. number of users for JSDM-ZFBF-SUS and JSDM-GBF-MAX with different user
grouping algorithms for M = 16.
because of “channel hardening”, and require CQI feedback or effective channel state feedback from a large number
of users, such that the benefit of “opportunistic” user selection is quickly offset by the extra cost of the feedback.
Hence, following the idea of [6], we consider a probabilistic user selection scheme where users are selected with a
certain probability distribution, which is optimized in order to maximize the system ergodic sum rate. in this way,
only the users actually scheduled for transmission will have to feed back their channel state information, in line with
the observations made in [12].
A. DFT-based user grouping in the large system limit
When the number of antennas MN is large, and the BS is equipped with a uniform linear array, the eigenvectors
of the channel covariance can be approximated by a subset of the columns of the DFT matrix [2]. Thus, U k, i.e.,
the matrix of eigenvectors of the channel covariance of a user k with angle of arrival θk and angular spread ∆k, is
well approximated by a matrix F uk, formed by a subset of the columns of the DFT F , where the subscript denotes
the user index k and the superscript is to indicate that this matrix is specific for user k. In a similar fashion, F grpg
denotes the DFT-based group eigenspace V ∗g for a particular group g.
Letting F = [f−MN
2
+1 f−MN
2
+2 . . . f−1 f 0 f 1 . . . f MN
2
] denote the MN×MN DFT matrix, the vector f i denotes
the Fourier vector corresponding to frequency iMN . The matrices F
u
k and F
grp
g ) are formed by blocks DFT columns
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corresponding to adjacent frequencies, i.e., they take on the form
[f lf l+1 . . . f u], (37)
from some interval of DFT frequencies corresponding to the integer indices in [l, u]. From the analysis in [2], we
know that F uk for a certain (θk,∆k) contains the DFT frequencies with indices in Fuk = [lk, uk], with lk = b−MND sin(θk + ∆k)cuk = d−MND sin(θk −∆k)e (38)
For the group eigenspace, we denote the frequency index interval forming F grpg by Fgrpg = {Lg, Lg + 1, . . . , Ug}, for
some Lg, Ug suitably defined (see later).
With the notations in place, the fixed quantization grouping scheme assigns user k to group g if
g = arg min
g′
||U ∗kU ∗Hk − V ∗g′V ∗Hg′ ||2F
= arg min
g′
||F ukF uHk −F grpg′ F grpHg′ ||2F
= arg min
g′
(
r¯∗k + r
∗
g′ − 2||F uHk F grpg′ ||2F
)
(39)
where r¯∗k and r
∗
g denote the number of columns (rank) in F
u
k and F
grp
g′ respectively. For the sake of analysis, we
assume that r∗g = r ∀ g. This reduces the decision rule in (39) to
g = arg max
g′
||F uHk F grpg′ ||2F . (40)
Letting N →∞ and normalizing by 1/N , we obtain
lim
N→∞
1
N
||F uHk F grpg′ ||2F = lim
N→∞
1
N
∑
m∈Fuk
∑
n∈Fgrpg
∣∣∣∣∣∣ 1MN
MN
2∑
k=−MN
2
+1
ej
2pi
MN
(n−m)k
∣∣∣∣∣∣
2
= lim
N→∞
1
N
∑
m∈Fuk
∑
n∈Fgrpg
∣∣∣∣∣ 1MN 1− ej
2pi
MN
(n−m)MN
1− ej 2piMN (n−m)
∣∣∣∣∣
2
= lim
N→∞
1
N
∑
m∈Fuk
∑
n∈Fgrpg
δm,n (41)
where δm,n is the Kronecker delta function.6
For finite N ,
∑
m∈Fuk
∑
n∈Fgrpg δm,n gives the number of identical columns in F
grp
g and F
u
k. In the limit N →∞,
the term 1N
∑
m∈Fuk
∑
n∈Fgrpg δm,n reduces to MΦ
k
g , where Φ
k
g denotes the overlap between the intervals (
lk
MN ,
uk
MN )
and ( LgMN ,
Ug
MN ). Hence, (39) reduces to
g = arg max
g′
Φkg′ (42)
6δm,n =
 1 m = n0 m 6= n
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We can further simplify (42), leading to a much simpler expression for the user grouping algorithm. For notational
convenience, we make the following change of notations ak = lk+uk2MN , bk =
uk−lk
2MN , Ag =
Lg+Ug
2MN , Bg =
Ug−Lg
2MN . The
overlap Φkg between the intervals (ak − bk, ak + bk) and (Ag −Bg, Ag +Bg) is given by
Φkg =
 min(ak + bk, Ag +Bg)−max(ak − bk, Ag −Bg) min(ak + bk, Ag +Bg)−max(ak − bk, Ag −Bg) > 00 min(ak + bk, Ag +Bg)−max(ak − bk, Ag −Bg) ≤ 0
(43)
Denote ∆int = |bk −Bg|. We consider two cases:
• Case 1: bk−Bg = ∆int > 0. Considering only the case of min(ak + bk, Ag +Bg)−max(ak− bk, Ag−Bg) > 0,
we have
Φkg = min(ak + bk, Ag +Bg)−max(ak − bk, Ag −Bg)
= min(ak +Bg + ∆int, Ag +Bg)−max(ak −Bg −∆int, Ag −Bg)
= 2Bg + min(ak + ∆int, Ag)−max(ak −∆int, Ag)
=

2Bg +Ag − ak + ∆int Ag < ak −∆int
2Bg ak −∆int ≤ Ag ≤ ak + ∆int
2Bg + ak −Ag + ∆int Ag > ak + ∆int
(44)
• Case 2: Bg − bk = ∆int > 0 Proceeding similarly as Case 1, we get
Φkg = 2bx + min(ak, Ag + ∆int)−max(ak, Ag −∆int)
=

2bk +Ag − ak + ∆int ak > Ag + ∆int
2bk Ag −∆int ≤ ak ≤ Ag + ∆int
2bk + ak −Ag + ∆int ak < Ag −∆int
(45)
From (44) and (45), it is easy to see that, for a given k,
max
g
Φkg = ming
|Ag − ak| (46)
Using expressions (38) for lk and uk as N →∞ we have:
ak = lim
N→∞
=
lk + uk
MN
=
−D sin(θk + ∆k) + (−D sin(θk −∆k))
2
= −D sin(θk) cos(∆k), (47)
reducing (46) to
max
g
Φkg = ming
|Ag − (−D sin(θk) cos(∆k))|. (48)
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Example 3. Let us assume θk ∈ (−60o, 60o), ∆k ∈ (5o, 15o) and G = 4. Lg = bMN g−1G − MN2 c and Ug =
dMN gG − MN2 e. Thus, we have Ag =
g− 1
2
G − 12 . Figure 5 shows the partition of the (θk,∆k) space into G = 4 groups
using (48). The different colors indicate the different groups.
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Fig. 5. Illustration of user grouping in the large system limit. ’black’ denotes g = 1, ’magenta’ denotes g = 2 and ’red’ and ’blue’ denote
g = 3 and 4.
B. Probabilistic user selection
We assume that users are arranged into K co-located “user subgroups” with N users in each location. Notice that
this assumption is made for analytical convenience, and corresponds to the quantization of the user spatial distribution
into a number of discrete points in the coverage area. In this case, if the user locations correspond, on average, to an
area A = total coverage areaK (m
2), then N/A is the user average density (users/m2). For a fixed coverage area, both
the number of BS antennas and the user density grows to infinity, such that the total number of users per BS antenna
is fixed and equal to K/M . Users in each subgroup k are statistically equivalent, with common covariance matrix
Rk(θk,∆k) that depends only on the location (AoA) and local scattering (AS). We define a group as a collection of
subgroups, obtained by the application of the user grouping algorithm. The number of subgroups forming a group g
is indicated by Kg, such that K =
∑
gKg. Defining the MN×N channel matrix of a user subgroup gk, i.e., the k-th
subgroup of the g-th group, as H¯ gk , we have H g, the effective channel matrix of group g as H g = [H¯ g1 . . . H¯ gKg ].
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As a result, the received signal vector for users in subgroup g served by JSDM with PGP can be written as
yg =

H¯
H
g1Bg
...
H¯
H
gKg
Bg
P gdg +

G∑
g′=1,g′ 6=g

H¯
H
g1Bg′
...
H¯
H
gKg
Bg′
P g′dg′
+ zg (49)
Note that Bg is MN × bgN , H g is MN ×KgN and P g is bgN × SgN , i.e., the dimensions of all matrices scale
linearly with N .
The BS now needs to perform downlink scheduling, i.e., selecting a subset of SgN ≤ min(bgN,KgN) out of
KgN users in order to serve them in a particular time-frequency slot. The scheduling problem is formulated as
the maximization of a strictly increasing and concave Network Utility Function G(·), representing some notion of
“fairness” over the set of achievable ergodic rates, or “throughputs”. Since users within a subgroup are statistically
equivalent, they all have the same throughput. Denoting the normalized 7 throughput of a subgroup k as R¯k, i.e.,
the sum rate of the users in subgroup k divided by N , the scheduling problem reduces to solving the following
optimization:
maximize G(R¯1, . . . , R¯K)
subject to R¯k ∈ R¯ ∀ k ∈ {1, 2, . . . ,K} (50)
where R¯ is the system throughput region. For the sake of simplicity, we focus on ZFBF multiuser precoding with
equal power allocated to each downlink data stream, such that R¯ denotes the throughput region obtained using such
scheme.
With zero forcing precoding, the BS can serve a maximum of min{KgN, bgN} users in a given time frequency
slot in group g. In realistic scenarios of interest, Kg > bg for all groups g. This condition can be always verified
assuming that the system has a sufficiently large number of users and by discretizing sufficiently finely the user spatial
distribution such that the number of co-located subgroups in each group is large enough.8 Therefore, the BS should
select a subset of users, not larger than
∑G
g=1 bgN to be served at each time slot. In order to find the optimal subset,
an exhaustive search over all possible subsets of size less than or equal to
∑G
g=1 bgN over KN users is required.
This search is combinatorial and it would be infeasible for a large number of users. Furthermore, it requires all users
to feed back their effective channel vectors, which may be very costly when the number of users is much larger
7Since the number of downlink streams scales linearly with N , the sum rate per group also increases linearly in N . Then, in order to obtain
meaningful limits and a meaningful network utility maximization problem, we divide the sum rate per group by N .
8If the number of users is not large enough, the system achievable sum rate is limited by the number of users, i.e., the system is not fully
loaded. Instead, here we are interested in a fully loaded system where the biting constraint is given by the number of possible downlink streams,
not by the number of users. Hence, we assume to have a large enough number of users in order to exploit all the available JSDM multiplexing
gain.
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than the number of possible downlink streams, i.e., the number of active users on each time-frequency slot. Hence,
following the idea proposed in [6], we make the following simplifying assumption in order to make the problem in
(50) analytically tractable and, at the same time, obtain a practical probabilistic user selection scheme that achieves
good results at moderate complexity and requires only the active users (users effectively scheduled) to feed back
their channel state information. In this scheme, the BS selects γkN users in each subgroup k by random selection,
independent of the channel matrix realization, where γk ∈ [0, 1] is referred to as the “fraction” of active users. Notice
that while γk is a constant that depends only on the system statistics, the set of active users changes randomly at
each slot and is uniformly distributed over all possible
(
N
γkN
)
active user subsets. Then, only these selected users feed
back their effective channel and the BS serves them using JSDM-ZFBF (i.e., ZFBF in each group, irrespectively of
the inter-group interference).
Denoting by P u the per-stream downlink power (same for all streams) and noticing that the number of downlink
streams per group is SgN =
∑Kg
k=1 γkN , we have the constraints
Sg =
Kg∑
k=1
γgk ≤ bg ∀ g = 1, . . . , G (51)
NP u
G∑
g=1
Sg ≤ P, (52)
where P is the total power of the BS. The channel matrices H¯ gk are now functions of γgk , i.e., H¯ gk = H¯ gk(γgk) and
have dimension MN × γgkN . In order to find an expression for the instantaneous rate of a generic n-th active user
in subgroup k of group g, we need to to find a convenient asymptotic expression for its SINR, given by
SINRngk =
P u|h¯Hgk,nBgK gBHg h¯gk,n|2
1 +
∑G
g′=1,g′ 6=g
∑
l∈Sg′
∑N
m=1 P
u|h¯Hgk,nBg′K g′BHg′h¯g′l,m|2
(53)
where h¯gk,m denotes the m-th column of H¯ gk , the ZFBF precoding matrix for group g is given by
P g = ζgB
H
gH g
(
HHgBgB
H
gH g
)−1
where ζg is a power normalization factor to be defined later, and where we let
K g = ζ
2
gB
H
gH g
(
HHgBgB
H
gH g
)−2
HHgBg, (54)
Notice that in the SINR denominator we have only the contribution of the inter-group interference, since the intra-
group interference is completely eliminated by ZFBF precoding. In order to determine ζg, notice that the total transmit
power for group g is given by P uNSg, with Sg =
∑Kg
k=1 γgk as defined before, and where NSg is the number of
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downlink data streams served to group g using spatial multiplexing. Then, we have
tr
(
BgP gE[dgdHg ]P HgBHg
)
= P uNSg
=⇒ ζ2tr
(
BgB
H
gH g
(
HHgBgB
H
gH g
)−2
HHgBgB
H
g
)
= NSg
=⇒ ζ2g =
NSg
tr
(
BgB
H
gH g
(
HHgBgB
H
gH g
)−2
HHgBgB
H
g
) . (55)
When Bg is tall unitary (e.g., with the choice Bg = F grpg discussed before, (55) simplifies to
ζ2g =
NSg
tr
(
HHgBgB
H
gH g
)−1 .
In the limit of N → ∞, the terms SINRngk for all users in the same subgroup converge to the same deterministic
quantity, that depends only on the subgroup index gk [20], [6]
SINRngk
N→∞−→ SINRogk (56)
As a result, the achievable normalized throughput fora subgroup k of group g is given by R¯gk = γgk log(1+SINR
o
gk),
reducing the optimization problem (50) to
maximize G ({γgk log(1 + SINRogk) : g = 1, . . . , G, k = 1, . . . ,Kg})
subject to Sg =
Kg∑
k=1
γgk ≤ bg
0 ≤ γgk ≤ 1 ∀ g = 1, . . . , G, k = 1, . . . ,Kg. (57)
with respect to the optimization variables {γgk}, which define how many downlink streams should be dedicated to
each user subgroup by the JSDM scheme.
In the next section, we provide methods to calculate SINRogk using the technique of [20] and propose a greedy
user selection algorithm to calculate the fractions γgk in order to provide a good heuristic solution for the non-
convex problem (57), which mimics the well-known greedy user selection for the combinatorial optimization of the
finite-dimensional sum rate of the ZFBF multiuser precoding [19].
C. Analysis
Following the analysis technique developed in [20], and widely used in our previous work [2], the sought SINR
limit SINRogk is given by
SINRogk =
ζog
2P/S
1 +
∑G
g′=1,g′ 6=g ζ
o
g′
2Υog′,gkP/S
, (58)
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where P indicates the total transmit power and we define S =
∑G
g=1 Sg to be the total number of downlink data
streams across all groups, normalized by N . The expressions of Υog′,gk and ζ
o
g
2 are obtained by a sequence of
converging approximations for increasing (finite) N , given as follows:
Υg′,gk =
1
bg
Kg′∑
l=1
γg′ln
o
gk,g′l
(mog′l
)2
n′gk =
(
IKg′ − J g′
)−1
v ′gk
{J g}i,j =
γgi
bg
tr(R¯giT gR¯gjT g)
Nbg(mogk)
2
{v ′gk}i =
1
Nbg
tr(R¯g′iT g′B
H
g′RgkBg′T g′)
ζog
2 =
Sg
Γog
Γog =
1
bg
Kg∑
k=1
γgkqg,k
(mgk)
2
qg =
(
IKg − J g
)−1
vg
{vg}i = 1
Nbg
tr(R¯giT gB
H
gBgT g) (59)
where mogk is given by the solution of a set of fixed point equations
mogk =
1
Nbg
tr(R¯gkT g)
T g =
I bgN + 1bg
Kg∑
l=1
γgl
mogl
R¯gl
−1 , (60)
and R¯gk = B
H
gRgkBg ∀ g = 1, . . . , G, k = 1, . . . ,Kg, n′gk = [nogk,g′1 , . . . , nogk,g′K
g′
]T , qg = [qg,1, . . . , qg,Kg ]
T .
From [2], we have that as N →∞, the covariance matrix Rgk , for the users in the k-th subgroup of the g-th group
can be approximated as
Rgk = F gkΛ¯gkF
H
gk (61)
where F gk is composed of a subset of columns of the DFT matrix F , and Λ¯gk is a diagonal matrix containing the
eigenvalues obtained by using the Toeplitz-Circulant approximation (see [2] for details). Denoting the AoA and AS
for this specific subgroup as θgk and ∆gk , respectively, we have
F gk =
[
f lgkf lgk+1 . . . f ugk
]
(62)
with  lgk = b−MND sin(θgk + ∆gk)cugk = d−MND sin(θgk −∆gk)e.
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Also, Λ¯gk is given as [2]
Λ¯gk =
1
2∆gk
diag
(
1√
D2 − (lgk/MN)2
,
1√
D2 − ((lgk + 1)/MN)2
, . . . ,
1√
D2 − (ugk/MN)2
)
(63)
Since we choose the group subspaces to be the span of blocks of mutually orthogonal columns of the DFT matrix
F , there is no need for BD and we just consider DFT pre-beamforming Bg′ = F
grp
g′ . Hence, for large N we have
BHg′RgkBg′ = F
grpH
g′ F gkΛ¯gkF
H
gkF
grp
g′
=
1
2∆gk
diag
 0, . . . , 0︸ ︷︷ ︸
Lg′−max(Lg′ ,lgk )−1
,
1√
D2 − (max(Lg′ , lgk)/MN)2
,
1√
D2 − ((max(Lg′ , lgk) + 1)/MN)2
, . . . ,
1√
D2 − (min(Ug′ , ugk)/MN)2
, 0, . . . , 0︸ ︷︷ ︸
Ug′−min(Ug′ ,ugk )−1

(64)
In the limit of large N , the set {max(Lg′ ,lgk )MN ,
max(Lg′ ,lgk )+1
MN , . . . ,
min(Ug′ ,ugk )
MN } corresponds to an interval (ag
′
gk , b
g′
gk) ⊂
(0, 1) on the DFT “frequency” axis, which becomes the continuous interval (−12 , 12) for N →∞. Define a function
f(gk, g
′, x) for x ∈ (−12 , 12) corresponding to the terms of the form BHg′RgkBg′ . We have
f(gk, g
′, x) =
 12∆gk 1√D2−x2 x ∈ (a
g′
gk , b
g′
gk)
0 elsewhere
(65)
Based on (65), expressions involving the trace of BHg′RgkBg′ or functions of B
H
g′RgkBg′ reduce to one-dimensional
integrals over the interval (−12 , 12). For the sake of clarity, consider the following example:
lim
N→∞
1
Nbg
tr(R¯gk) =
∫ 1
2
− 1
2
f(gk, g, x)dx. (66)
Following this observation, we arrive at a much simplified set of equations to calculate SINRogk in (58), given directly
in terms of the limit for N →∞, and not just as a sequence of convergent approximations for increasing N as before.
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In this case, Υog′,gk and ζ
o
g
2 in (58) are given by
Υg′,gk =
1
bg
Kg′∑
l=1
γg′ln
o
gk,g′l
(mog′l
)2
n′gk =
(
IKg′ − J g′
)−1
v ′gk
{J g}i,j =
γgi
bg
∫ 1
2
− 1
2
f(gi,g,x)f(gj ,g,x)
h(g,x)2 dx
(mogk)
2
{v ′gk}i =
∫ 1
2
− 1
2
f(g′i, g
′, x)f(gk, g′, x)
h(g′, x)2
dx
ζog
2 =
Sg
Γog
Γog =
1
bg
Kg∑
k=1
γgk
(mgk)
2
qg,k
qg =
(
IKg − J g
)−1
vg
{vg}i =
∫ 1
2
− 1
2
f(gi, g, x)
h(g, x)2
dx (67)
and mogk given by the solution of a set of fixed point integral equations
mogk =
∫ 1
2
− 1
2
f(gk, g, x)
h(g, x)
dx
h(g, x) = 1 +
1
bg
Kg∑
l=1
γgl
mogl
f(gl, g, x), (68)
Having an efficient method for calculating the users SINR for given total power P and user group “fractions” {γgk},
we propose the following greedy approach to find a good heuristic solution to the non-convex optimization problem
(57), where optimization is with respect to the variables {γgk}.
c) Greedy Algorithm for optimizing the user fractions γgk: The greedy algorithm considers incrementing the
user fractions in small steps δγ, until the objective function cannot be increased further. We start with γgk = 0 for
all subgroups within every group and find gk such that incrementing the user fraction γgk by δγ yields the largest
possible increase in the objective function. This procedure is repeated until the objective function cannot be increased
further. We denote an iteration by i and, with some abuse of notation, the objective function as G(γ), where γ is the
vector of all optimization variables {γgk}.
• Step 1: Initialize i = 0, γ(i)gk = 0 ∀ g = 1, . . . , G, k = 1, . . . ,Kg and G(γ(i)) = G(0).
• Step 2: For δγ  1, set γgk = γ(i) + δγegk , where e is a vector containing all zeros but a 1 corresponding
to the k-th subgroup of group g. Obtain the corresponding value of the objective function G(γgk) for all pairs
(g, k) : g = 1, . . . , G, k = 1, . . . ,Kg such that γgk ≤ 1 and
∑Kg
k=1 γgk ≤ bg ∀g. For the pairs (g, k) for which
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Fig. 6. Partition of the θ −∆ plane into different patterns. Within each pattern, there are different groups.
the conditions are not satisfied, set G(γgk) = G(γ(i)). If no such pair can be found, then set γ = γ(i) and exit
the algorithm.
• Step 3: Compute (gˆ, kˆ) = arg maxg=1,...,G, k=1,...,Kg G(γgk) and set G(γ(i+1)) = G(γ gˆkˆ) and γ(i+1) = γ gˆkˆ .
• Step 4: If G(γ(i+1)) > G(γ(i)), increment i by 1 and go to Step 2, else set γ = γ(i) and exit the algorithm.
D. Results
We present some numerical results demonstrating the performance of the simplified user grouping algorithm based
on quantization of the AoA-AS plane in conjunction with the proposed probabilistic user selection, for user fractions
obtained by greedy optimization as seen before, for different network utility functions G(·). Specifically, we focus
on two cases: 1) Proportional fairness scheduling (PFS), corresponding to the choice G(R¯1, . . . , R¯K) =
∑
k log R¯k;
2) Sum rate maximization, corresponding to the choice G(R¯1, . . . , R¯K) =
∑
k R¯k. We assume a uniform distribution
for the users’ angle of arrival θk ∈ (−60o, 60o), and angular spread ∆k ∈ (5o, 15o), set the number of groups equal
to 8 and divide these user groups into two overlapping patterns containing G = 4 groups each. Pattern 1 contains
the groups 1,3,5 and 7, and pattern 2 contains the groups 2,4,6 and 8. Similar to Example 3, for pattern 1, we have
Ag =
g− 1
2
G − 12 where g ∈ {1, 2, 3, 4}. For pattern 2, we have Ag = gG − 12 and g ∈ {1, 2, 3, 4}. We partition the user
population based on their angles of arrival and angular spreads using the simplified user grouping algorithm described
in Section V-A. Figures 6(a) and 6(b) show the quantization regions in the AoA-AS plane. After solving (off-line)
for the optimal user fractions, we apply the probabilistic user selection scheme of Section V-B in order to schedule
the users within each pattern. The two patterns are served in orthogonal time-frequency slots, with equal sharing of
the transmission resource.
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Fig. 7. Optimization of user subgroups fractions for proportional fairness scheduling in the large system limit, for Pattern 1. G = 4, b1 =
b2 = b3 = b4 = 2, δγ = 0.01 and P = 10 dB.
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Fig. 8. Optimization of user subgroups fractions for sum rate maximization in the large system limit, for Pattern 1. G = 4, b1 = b2 = b3 =
b4 = 2, δγ = 0.01 and P = 10 dB.
32
Figures 7(a) and 8(a) shows the network utility objective function versus S =
∑G
g=1
∑Kg
k=1 γgk for proportional
fairness and sum rate maximization for Pattern 1, respectively. In this example we have M = 8, G = 4, b1 = b2 =
b3 = b4 = 2, δγ = 0.01 and P = 10 dB. The optimization is performed by applying the greedy heuristic algorithm
while omitting Step 4, in order to find the value of the objective function for increasing S even beyond its maximum,
for the sake of illustration. In this case, we terminate the algorithm when no pair (g, k) can be found such that γgk ≤ 1
and
∑Kg
k=1 γgk ≤ bg ∀g. Figures 7(b) and 8(b) show the distribution of the rates in different subgroups under the
two considered network utility functions. In these figures, we plot the normalized rates corresponding to a subgroup
versus the subgroup index for pattern 1. We notice that the user rate distribution is fair under PFS whereas for sum
rate maximization only a few subgroups have positive rates, leaving many other users completely starving.
In a practical finite-dimensional system, for given user fractions {γgk}, the users to be scheduled are selected
randomly in the following manner: the BS can transmit a maximum of bgN independent data streams in each group
g. At each slot, within each group g, the BS generates bgN i.i.d. random variables X1, . . . , XbgN taking on values
from the set of integers {0, 1, . . . , bg} such that P(Xm = k) = γgkbg ∀ k 6= 0 and P(Xm = 0) = 1 −
∑Kg
k=1
γgk
bg
. A
user in the k-th subgroup of group g is then served by the m-th downlink stream on the current time-frequency slot
if Xm = k. The next few results demonstrate the effectiveness of the simplified user grouping, greedy heuristic for
optimization of user fractions and corresponding probabilistic selection.
Figures 9(a) and 9(b) show the sum rate obtained for PFS and Sum rate Maximization, when simplified user
grouping algorithm is applied and the optimal user fractions are obtained using the greedy heuristic based algorithm
of Section V-B. The “sum rate” refers to the normalized sum rate averaged over the patterns. We fix M = 64 and
compare the finite dimensional simulations (obtained for N = 1 and N = 2 and denoted by the “red” and “blue”
curves) with the large system approximations (shown by the “black” curve). The finite dimensional simulations differ
from those obtained using the large system results because of the intergroup interference, which does not vanish for
finite N . With increasing N , the finite dimensional results will ultimately coincide with the large system limit. Figures
10(a) and 10(b) show the cumulative distribution of the normalized subgroup rates for M = 64 for a fixed SNR =
10 dB, with varying N . It is apparent that as N increases, the distribution of the normalized rates for the subgroups
approaches to that obtained from the large system analysis. We observe that, as expected, the group rates in the case
of PFS are all positive, indicating that groups are served with some fairness. Instead, the group rate CDF for the case
of sum rate maximization shows a “jump” at zero, indicating the fraction of groups that are given zero rate. In this
case, the users in these groups are not served at all, and the system is unfair in favor of a higher total throughput.
Also, as already noticed before, we wish to stress the fact that the proposed probabilistic user selection scheme
involves a reduced channel state information feedback with respect to the standard greedy user selection that needs
all users to feed back their effective channels. For example, user selection based methods proposed in Section IV-C
require feedback of the order of the total number of users in the system, whereas the proposed scheme requires
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Fig. 9. Comparison of sum spectral efficiency (bit/s/Hz) vs. SNR for JSDM with M = 64 and varying N for simplified user grouping and
probabilistic user scheduling with different fairness functions.
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Fig. 10. CDFs of the normalized subgroup rates for JSDM with M = 64, SNR = 10 dB and varying N for simplified user grouping and
probabilistic user scheduling with different fairness functions.
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feedback only from a subset of users (the size of this subset is always less than the number of spatial dimensions
available for multiplexing), that are pre-selected based on the user fractions computed using approximations in the
large system limit.
VI. CONCLUSION
JSDM is a multiuser MIMO downlink scheme that aims to serve users by clustering them into groups such that
users within a group have approximately similar channel covariances, while users across groups have near orthogonal
covariances. JSDM was proposed in [21] and analyzed in the large system limit in [2] under the assumption that
the user channel covariance matrices are grouped into sets with exact the same eigenspace. In this paper, we have
significantly extended these results in two ways. For the case of a finite number of BS antennas and large number of
users, we obtained the scaling laws of the system sum capacity and showed that the sum capacity scales as log logK,
where K is the number of users in the system, with a coefficient that depends on the sum of the ranks of the user group
covariance matrices. Then, we investigated the general problem of clustering the users into groups (user grouping)
when, realistically, each user has its own individual channel covariance matrix (i.e., no a priori groups with same
covariance matrix are assumed). We proposed a simplified algorithm requiring only the knowledge of the users AoA
and AS (i.e., the angular support of the scattering from which the BS transmit power is received at the user antenna).
The proposed simplified grouping corresponds to the quantization or the AoA-AS plane and works well when the
number of BS antennas is large. Finally, we considered the performance analysis in the large system limit (both large
number of users and large number of BS antennas), obtained appealing closed-form fixed-point equations that enable
to calculate the SINR for each user, and based on these expression, we proposed a method to optimize the number
of downlink streams to be served by JSDM for each (discretized) point in the AoA-AS plane. This can be optimized
depending on a desired network utility function of the user rates, which can be chosen to implement a desired notion
of fairness. Based on this optimization, we also proposed a probabilistic user selection that implicitly allocates the
number of streams to the users according to the optimal downlink stream distribution. Finite dimensional simulations
show the effectiveness of the proposed method.
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APPENDIX
A. Computation of P (SINRk,m > x)
Denoting by u(Z) the unit step function of Z, we have
P (SINRk,m > x) = P(Z > 0)
=
∫ ∞
−∞
u(Z)f(wgk)dwgk
=
1
pirg
∫ ∞
−∞
u(Z)e−||wgk ||
2
dwgk
=
1
pirg
1
2pij
∫ ∞
−∞
∫ ∞
−∞
e(jω+c)Z
jω + c
e−||wgk ||
2
dwgkdω
=
1
pirg
1
2pij
∫ ∞
−∞
e−(jω+c)x/ρ
jω + c
dω
∫ ∞
−∞
e−w
H
gk
[Irg−(jω+c)(Am1−xAm2 )]wgkdwgk
=
1
2pij
∫ ∞
−∞
e−(jω+c)x/ρ
jω + c
1
det(I rg − (jω + c)(Am1 − xAm2))
dω
=
1
2pij
∫ ∞
−∞
e−(jω+c)x/ρ
jω + c
1
(
∏rg
i=1 1− (jω + c)µi,m(x))
dω
(a)
=
∑
k:µk,m>0
e−(jω+c)x/ρ
µk,m(x)(jω + c)
1
(
∏rg
i=1,i 6=k 1− (jω + c)µi,m(x))
∣∣∣∣∣
jω+c= 1
µk,m(x)
(69)
where (a) follows from invoking Cauchy’s integral theorem.
B. Extreme Value Theory
For the sake of completeness, we recall here some known results on the asymptotic behavior of the maximum of
K ′ random variables as K ′ → ∞ (see [1], [22] and references therein). For an arbitrary distribution, the density of
the maximum does not necessarily have a limit as K ′ goes to infinity. (Gnedenko, 1947) lists all possible limiting
distributions for the cumulative distribution of the maximum of K ′ i.i.d. random variables.
Theorem 2 (Gnedenko,1947). Let x1, . . . , xK′ denote a sequence of i.i.d. random variables with
xmax = max(x1, . . . , xK′)
Suppose that for some sequences, {an > 0}, bn of real constants, an(xmax−bn) converges in distribution to a random
variable with distribution function G(x). Then, G(x) must be one of the following three types:
1) G(x) = ee
−x
2) G(x) = e−x−αu(x), α > 0
3) G(x) =
 e−(−x)
α
α > 0, x ≤ 0
1 x > 0
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where u(x) denotes the unit step function.
The class of distribution functions in our work are of Type 1. Denoting by fX(x) and FX(x) the probability density
and probability distribution functions of a random variable x for x > 0, define the growth function as g(x) = 1−FX(x)fX(x) .
Also, let uK′ be the unique solution to
1− FX(uK′) = 1
K ′
. We have the following result:
Theorem 3 (Uzgoren, 1956). Let x1, . . . , xK′ denote a sequence of i.i.d. positive random variables with fX(x) > 0
and growth function g(x).
log{− log{FK′(uK′ + ug(uK′))}} = −u− u
2g′(uK′)
2!
− . . .− u
mg(m−1)(uK′)
(m− 1)! +O
(
e−u+u2g′(uK′ )
K ′
)
C. Proof of (25)
We have
g(x) =
1− FX(x)
fX(x)
=
1− FX(x)
F ′X(x)
=
1
1
ρµ1,m(x)
− xµ′1,m(x)ρ(µ1,m(x))2 +
∑rg
i=2
µi,m(x)µ′1,m(x)−µ1,m(x)µ′i,m(x)
(µ1,m(x)−µi,m(x))µ1,m(x)
(70)
As x→∞, µ1,m(x)→ µ∗1,m, xµ′1,m(x)→ 0, µi,m(x)µ
′
1,m(x)
µ1,m(x)−µi,m(x) → 0 and
µ′i,m(x)µ1,m(x)
µ1,m(x)−µi,m(x) → 0, giving
lim
x→∞ g(x) =
1
1
ρµ∗1,m
= ρµ∗1,m
REFERENCES
[1] M. Sharif and B. Hassibi, “On the capacity of mimo broadcast channels with partial side information,” Information Theory, IEEE
Transactions on, vol. 51, no. 2, pp. 506–522, 2005.
[2] A. Adhikary, J. Nam, J.-Y. Ahn, and G. Caire, “Joint spatial division and multiplexing,” arXiv preprint arXiv:1209.1402, 2012.
[3] G. Caire, S. Bellini, A. Tomasoni, and M. Ferrari, “On the selection of semi-orthogonal users for zero-forcing beamforming,” in IEEE
International Symposium on Information Theory, 2009. ISIT 2009. IEEE, 2009, pp. 1100–1104.
[4] T. Yoo and A. Goldsmith, “On the optimality of multiantenna broadcast scheduling using zero-forcing beamforming,” Selected Areas in
Communications, IEEE Journal on, vol. 24, no. 3, pp. 528–541, 2006.
[5] T. Al-Naffouri, M. Sharif, and B. Hassibi, “How much does transmit correlation affect the sum-rate scaling of mimo gaussian broadcast
channels?” Communications, IEEE Transactions on, vol. 57, no. 2, pp. 562–572, 2009.
[6] H. Huh, A. M. Tulino, and G. Caire, “Network mimo with linear zero-forcing beamforming: Large system analysis, impact of channel
estimation, and reduced-complexity scheduling,” Information Theory, IEEE Transactions on, vol. 58, no. 5, pp. 2911–2934, 2012.
37
[7] H. Huh, G. Caire, H. C. Papadopoulos, and S. A. Ramprashad, “Achieving” massive mimo” spectral efficiency with a not-so-large number
of antennas,” arXiv preprint arXiv:1107.3862, 2011.
[8] D. J. Love, R. W. Heath Jr, and T. Strohmer, “Grassmannian beamforming for multiple-input multiple-output wireless systems,” Information
Theory, IEEE Transactions on, vol. 49, no. 10, pp. 2735–2747, 2003.
[9] U. Grenander and G. Szego˝, Toeplitz forms and their applications. Univ of California Press, 1958.
[10] S. Vishwanath, N. Jindal, and A. Goldsmith, “Duality, achievable rates, and sum-rate capacity of gaussian mimo broadcast channels,”
Information Theory, IEEE Transactions on, vol. 49, no. 10, pp. 2658–2668, 2003.
[11] Q. Li, G. Li, W. Lee, M.-i. Lee, D. Mazzarese, B. Clerckx, and Z. Li, “MIMO techniques in WiMAX and LTE: a feature overview,”
IEEE Communications Magazine, vol. 48, no. 5, pp. 86–92, 2010.
[12] N. Ravindran and N. Jindal, “Multi-user diversity vs. accurate channel feedback for mimo broadcast channels,” in IEEE International
Conference on Communications, 2008. ICC’08. IEEE, 2008, pp. 3684–3688.
[13] P. Viswanath, D. N. C. Tse, and R. Laroia, “Opportunistic beamforming using dumb antennas,” Information Theory, IEEE Transactions
on, vol. 48, no. 6, pp. 1277–1294, 2002.
[14] H. Holma and A. Toskala, HSDPA/HSUPA for UMTS: High speed radio access for mobile communications. Wiley, 2007.
[15] J. N. Franklin, Matrix theory. Courier Dover Publications, 2012.
[16] T. Y. Young and T. W. Calvert, Classification, estimation and pattern recognition. American Elsevier Publishing Company, 1974.
[17] S. Lloyd, “Least squares quantization in pcm,” Information Theory, IEEE Transactions on, vol. 28, no. 2, pp. 129–137, 1982.
[18] A. Barg and D. Y. Nogin, “Bounds on packings of spheres in the grassmann manifold,” Information Theory, IEEE Transactions on, vol. 48,
no. 9, pp. 2450–2454, 2002.
[19] G. Dimic and N. Sidiropoulos, “On downlink beamforming with greedy user selection: performance analysis and a simple new algorithm,”
Signal Processing, IEEE Transactions on, vol. 53, no. 10, pp. 3857–3868, 2005.
[20] S. Wagner, R. Couillet, M. Debbah, and D. T. Slock, “Large system analysis of linear precoding in correlated miso broadcast channels
under limited feedback,” Information Theory, IEEE Transactions on, vol. 58, no. 7, pp. 4509–4537, 2012.
[21] J. Nam, J.-Y. Ahn, A. Adhikary, and G. Caire, “ Joint spatial division and multiplexing: Realizing massive MIMO gains with limited
channel state information,” in 2012 46th Annual Conference on Information Sciences and Systems (CISS), March 2012, pp. 1–6.
[22] H. A. David and H. N. Nagaraja, Order statistics. Wiley Online Library, 1970.
