We apply L. Schwartz' theory of vector valued distributions in order to simplify, unify and generalize statements about convolvability of distributions, their regularization properties and topological properties of sets of distributions. The proofs rely on propositions on the multiplication of vector-valued distributions and on the characterization of the spaces OM (E, F ) and O ′ C (E, F ) of multipliers and convolutors for distribution spaces E and F .
Introduction
This work has three objectives:
(a) The generalization of statements about the equivalence of various definitions of convolvability of distributions.
(b) The unification and simplification of regularization properties.
(c) The simplification of proofs of characterizations of topological properties (boundedness and relative compactness) of sets of distributions and kernels.
The simplifications alluded to in (b) and (c) consist in the use of the theory of vector valued distributions as presented in [18, 20, 19] . This way, one can avoid the use of parametrices on which previous proofs rest (cf., e.g., [21, p. 202] and [7, p. 544] ). The reformulation of classical statements referred to in (a) and (b) is done by means of de Wilde's closed graph theorem.
Let us now describe these aims and their background in more detail.
ad (a): convolvability. Textbooks on distribution theory mostly mention only the following convolution mappings (for distribution spaces on R n ):
• E ′ × D While (Σ) and (C) impose conditions on the supports, (D) restricts the growth of the distributions to be convolved. Already very basic examples in R 2 show that these mappings are not sufficient to treat certain problems by convolution. Indeed, choose for Γ the forward light cone Γ = { (t, x) ∈ R 2 | t ≥ |x| } and consider the fundamental solutions Y (t)δ(t + x) of ∂ t − ∂ x and Y (t)δ(t − x) of ∂ t + ∂ x (where Y is the Heaviside function). Convolving them by (C) then gives the uniquely determined fundamental solution For this reason, more general definitions of convolution and convolvability were given already 1954 in [17, exp. 22] and 1974 in [9] :
The equivalence of (S) to partial summability in y of the kernel S(x−y)T (y), i.e., 
where the index b refers to the topology of uniform convergence on bounded subsets of D z . Because D ′ L 1 ,xy is invariant under linear nondegenerate coordinate transformations the equivalence (S) ⇔ (SH) can then be written as
Replacing the special kernels S(x − y)T (y) by kernels K(x, y) ∈ D ′ xy , we obtain the general formulation
Section 2 is dedicated to the generalization of statements of this kind.
, which by means of the closed graph theorem can be written in a test function free way as
A generalization of this statement to E-valued kernels
Applying this equivalence to
where we applied the kernel theorem, i.e., D
zx , in the first line and the linear change of coordinates x+z = ξ, z = η for the second equivalence. This proves (again by the closed graph theorem) the equivalence of (S) to Chevalley's following convolvability condition given in 1951:
This equivalence was first shown in 1959 by R. Shiraishi ([23] ). Section 3 is concerned with generalizations of such regularization properties.
Our notation and terminology follows [18, 20, 19, 21] . However, instead of K(x,ŷ) (as in [20, 19, 7] ) we write K(x, y) for kernels K ∈ D ′ (R 2n xy ). The symbol "֒→" denotes continuous injection.
An early version of this article is based on a talk given by the third author at the conference on Generalized Functions, Vienna, September 2009. Moreover, suppose that E is a normal space of distributions such that
Then for K ∈ D ′ xy we have: 
Conversely, we have
After applying the linear coordinate transformation z − x = ξ, x = η, we obtain δ(ξ)K(η, y) ∈ H ξη ⊗E y ∼ = H ξ ⊗H η ⊗E y which results in K(x, y) ∈ H x ⊗E y .
Remark 3. The last part of the proof shows that in case the equivalence holds, δ necessarily is an element of H.
The first part of requirement (1) is obtained in many cases from the following Lemma.
Proof. Consider the following diagram.
The map in question is ⊗ • (ι 1 ⊗ π id E ), which is injective if and only if its composition with ι 2 . is. By commutativity of the diagram, this is equivalent to injectivity of id • ((ι 2 • ι 1 ) ⊗ ε ι 2 ), which we have by assumption.
Proposition 1 reads as follows:
Corollary 5. Suppose E is a complete, normal space of distributions such that
x ⊗E y , the following equivalence holds:
We give some remarks concerning the assumptions of Proposition 1.
Considering the first part of the proof of Proposition 1, we remark that if
Using vector valued integration with respect to x, these statements are in fact equivalent. As we will see from the next two propositions this equivalence can also be formulated as 
Recognizing that for
xy , we see: Proposition 8. Let K and L be spaces of distributions such that K is normal and carries the topology γ. Then
we can obtain the vector valued multiplier statements (2) from the next proposition.
is linear and continuous. Because of M = O M (K, L) and Proposition 8 this is equivalent to continuity of
Remark 10. Let us state some special cases of Proposition 1. 
(convolvability) and in [23, Theorem 3, p. 26] , the equivalences
R. Shiraishi's proof uses a parametrix of ∆ n . The first proof without a parametrix is in [16, p. 194 
Regularization
For distributions S ∈ D ′ (R n ) we find the following regularity statements in [21] : 
L p and S ′ , respectively, which means that the implications "⇐" also hold under the weaker regularity assumptions
By means of the closed graph theorem one can formulate these regularity statements without test functions also in terms of belonging to certain spaces:
We furthermore have:
These well-known results can be summarized as follows:
Proposition 11. Let E and F be spaces of distributions from the same row of the following table:
Then we have:
Here, D 0 is the space of continuous functions with compact support and C 0 =Ḃ Proof. "⇒" follows from standard theorems of distribution theory as cited above. "⇐" can be shown using the theory of vector valued distributions by multiplication with δ(z − y). We will give the proof for (iii), the other cases being analogous.
(iii): Multiplication with
gives, by [20, Prop. 25, p . 120],
By Lemma 4 this implies
The coordinate transformation x − y = ξ, y = η and the invariance of D
under it then gives
We remark that the proof of "⇐" in the case of (iii) in [21, pp. 201-202 ] relies on the use of a parametrix of ∆ n . 
Proof. Again we use [19, Prop. 13, p. 52] for
Hence we can reformulate Proposition 11 under the respective conditions on the (normal) spaces of distributions E, F as follows: for S ∈ D ′ ,
(2) A table of spaces of convolutors was also given in [26, Theorem 5, p. 22] .
The terminology therein differs from ours:
By vector valued integration with respect to y and Proposition 13 this implies
which proves Theorem 3 (1) in [26] under a weaker assumption, i.e., K has the topology γ. In order to prove the reverse inclusion L ⊇ O 
The next result extends Proposition 11 to vector valued spaces of distributions, i.e., we characterize when a kernel belongs to a completed tensor product of distribution spaces in terms of regularity properties of the kernel on the "same level" (E = F in Prop. 11) or "different level" (E = F in Prop. 11). This generalization of Proposition 11 is motivated by the equivalence of L. Schwartz' condition for convolvability,
for two distributions S, T on R n ( [19, p. 130] ), and C. Chevalley's condition 
The statement with S ′ in place of D ′ is shown the same way. 
instead of Proposition 11 (iii). For the proof Schwartz employs formula (VI, 6; 23) in [21, p. 191 ], i.e.,
n and test functions γ, ζ ∈ D, which amounts to a refined method of parametrices. We will prove the following "finer" form of Proposition 11:
Proposition 17. Let E and F be normal, complete spaces of distributions such that the inclusions E F ) , are continuous. Moreover, assume that E is ultrabornological, F has a complete web, E xy is invariant under linear nondegenerate coordinate transformations and E x ⊗ π E y ֒→ E xy ֒→ E x ⊗D ′ y . Then we have the following characterization:
i.e., ∀ϕ ∈ D S we have that ϕ * H is bounded (relatively compact) in F (the index "s" denotes the topology of pointwise convergence).
Proof. "⇒": As in the proof of Proposition 15, the mapping
is well-defined, linear and continuous. Hence,
"⇐": Because D and S are barreled, a bounded (relatively compact) subset
, F y ) is equicontinuous and hence also bounded (rela- For sequences of distributions we have: Proposition 19. Under the conditions of Proposition 17 on the spaces E and F , with (T j ) j∈N ⊆ E the following equivalence holds:
The proof is analogous to that of Proposition 17. An analogon of Proposition 17 for bounded (or relatively compact) sets of kernels (i.e., of vector valued distributions) and therewith a "finer" form of Proposition 15 is Proposition 21. Let E, F and H be normal, complete spaces of distributions, H nuclear, such that the inclusions
O O are continuous. Moreover, assume F has a completing web, E is ultrabornological and satisfies E x ⊗ π E y ֒→ E xy ֒→ E x ⊗ D 
