Abstract. In order to extract impulse components from bearing vibration signals with strong background noise, a fault feature extraction method based on multi-scale average combination difference morphological filter and Frequency-Weighted Energy Operator is proposed in this paper. The average combination difference morphological filter (ACDIF) is used to enhance the positive and negative impulse components in the signal. The double-dot structure element (SE) is used instead of zero amplitude flat SE to improve the effectiveness of fault feature extraction. The weight coefficients of the filtered results at different scales in multi-scale ACDIF are adaptively determined by an optimization algorithm called hybrid particle swarm optimizer with sine cosine acceleration coefficients (H-PSO-SCAC). At last, as the Frequency-Weighted Energy Operator (FWEO) outperforms the enveloping method in detecting impulse components of signals, the filtered signal is processed by FWEO to extract the fault features of bearings. Results on simulation and experimental bearing vibration signals show that the proposed method can effectively suppress noise and extract the fault features from bearing vibration signals.
Introduction
Vibration signals are often used in the condition monitoring and fault diagnosis of mechanical equipment. If a localized defect occurs in rolling element bearing, periodic transient impacts will occur during rotation, by analyzing the vibration signals, the fault features can be extracted. Bearing faults mainly occur on the inner race, the outer race and the rolling elements. The vibration produced by these defects are often non-stationary and non-linear, and the fault information contained in the periodic impacts is always affected by strong background noise [1] . As a result, the fault feature extraction from vibration signals under strong background noise has been one of the hot topics and one of the unsolved difficulties.
Scholars have put forward many solutions to this problem, such as envelope demodulation [2] , wavelet transform [3] , empirical mode decomposition [4] (EMD), minimum entropy convolution [5] (MED), spectral kurtosis [6] , cepstrum pre-whitening [7] , cyclostationary theory [8] and so on. All these methods have achieved some effects on fault feature extraction, but some problems still exist. For example, the EMD is seriously affected by mode mixing and end effect. Thus, ensemble empirical mode decomposition (EEMD) method is proposed by Wu and Huang [9] to reduce the influence of mode mixing, however, the amplitude of white noise and the number of ensembles are still hard to choose. The MED method can be used to reduce the background noise but only the single pulse signal is sensitively detected. To overcome the shortcomings of MED, maximum correlation kurtosis deconvolution [10] (MCKD) is proposed which is able to extract periodic impact components in the signal. However, there are also many disadvantages exist in MCKD. One is the rigorous requires for input parameters, only when all the parameters are set properly, can the superiority of MCKD be highlighted. Another is the number of sampling points are changed in the resampling process. Recently, the propose of improved MCKD reduces the number of input parameters [11] , and the stability of the filtered results is better than the traditional MCKD.
Morphology filter is used as a nonlinear analysis method, which was firstly used to analyze images, has received widely acceptance and has become a popular method for fault detection in rotating machines. The theory is used to extract the morphological characters of a signal by geometrical shape matching between it and the SE. If the morphological characters of the signal are similar to those of SE, they can be preserved. Nikolaou et al. [12] first using the morphology filter to extract the impulsive signals produced in bearing faults. They paid much attention to the relationship between the SE length and the filtering effect, and also suggested that the length was around 0.6 times the pulse repetition period. Hu et al. [13] used the morphological gradient (MG) operator to pick up both positive and negative impulses from vibration signals successfully. Dong et al. [14] put forward the average operator (AVG) for the impulse components extraction, and the length of SE was determined by an indicator called signal-to-noise ratio (SNR). Raj et al. [15] introduced the self-complementary Top-Hat (STH) operator for fault feature extraction, the filter is easily constructed with high computational efficiency which proved to be effective. Recently, A new morphology filter construction method is proposed in Ref. [16] called the average combination difference morphological filter (ACDIF), which is the fusion of four basic operators. The ACDIF is able to extract positive and negative impulses for suppressing the background noise. The method is also proven to be more effective than some typical morphology filters, such as, the AVG. The above studies are part of single-scale morphology filters, however, the bearing fault features are usually distributed over multi-scales, only single-scale analysis will lead to the lose of valid information. As a result, multi-scale morphology filter is proposed in Ref. [17] where the original signal is filtered at different scales by using different SEs, and the final filtered result is obtained by averaging the results acquired at different scales.
Recently, multi-scale morphology filter has been widely used [18, 19] , but when the scale is too large, the morphology filter will ignore some useful components in the original signal when reducing noise, which may lead to the loss of fault features. So, the traditional multi-scale morphology filter by averaging may not be the optimal choice. Particle swarm optimization is used in Ref. [20] to adaptively obtain the weight coefficients of the filtered results at different scales, and the weighted results at different scales are used to construct the final filtered result. Y. Li [21] et al. pointed out the existing problems of multi-scale morphology, then diagonal slice spectrum is introduced to select the optimal scale in morphology analysis, which is also proved to be capable of extracting the impulsive feature of the bearing vibration signals.
As a result, in this paper, multi-scale ACDIF and Frequency-Weighted Energy Operator (FWEO) is used to extract fault features from bearing vibration signals immersed in heavy background noise. The main contribution of this paper is the use of multi-scale ACDIF which is adopted only in single scale previously for the preservation and enhancement of the information concerning bearing fault. The proposed multi-scale ACDIF uses the double-dot SE instead of zero amplitude flat SE to improve the fault feature extraction ability and the optimal weight coefficients in the multi-scale ACDIF is selected adaptively by hybrid particle swarm optimizer with sine cosine acceleration coefficients (H-PSO-SCAC) algorithm. Moreover, to highlight the demodulation performance, an envelope-derivative operator called FWEO is adopted to extract the information about fault features of bearing, which improves the performance over the traditional enveloping method.
The organization of the rest of this paper is as follows: Section 2.1 and 2.2 provide the basic operator of morphology filter and the construction method of ACDIF. Section 2.3 reviews the definition of multi-scale morphology filter briefly. In Section 2.4, the H-PSO-SCAC based optimal weight coefficients selecting method is introduced. The basic principle of FWEO is introduced in Section 3. Section 4 summarizes the proposed method of fault feature extraction for rolling element bearing. The effectiveness of the method is verified by simulation and experimental bearing fault signals respectively in Section 5 and 6. Finally, some conclusions are drawn in Section 7.
Multi-scale morphology filter

Basic operator of morphology filter
Mathematical morphology was first proposed by Matheron and Serra as an image processing tool [22] , which can simplify the amount of data in the images and removes irrelevant information while retaining important features. Then, in 1987, morphology filter was used as a nonlinear data processing method for 1-D time series [23] .
There are four basic operators when using morphology filter, including, erosion, dilation, opening and closing, meanwhile the opening and closing operators are composed of erosion and dilation operators. Let ( ) be the 1-D discrete signal that is the function over a domain = {0,1,2, … , − 1} . Let ( ) be the SE and the discrete function over a domain = {0,1,2, … , − 1}. Both and are integers, > . Thus, four basic operators can be defined as:
Dilation:
Erosion:
Opening:
Closing:
where in Eq. (1)-(4), Θ, ⊕,∘ and • represent erosion, dilation, opening and closing operator respectively while max and min represent maximum and minimum values. In theory, the erosion operator can smooth negative impulses and reduce positive ones while the dilation operator has an opposite effect. The closing operator can be used to preserve positive impulses and eliminate negative ones. In contrast, the opening operator is able to extract negative impulses.
The definition of ACDIF
ACDIF [16] is constructed by combining four basic operators. At first, a combination of dilation operator and closing operator is defined called Dilation-Closing operator and Closing-Dilation operator:
Then, a combination of erosion operator and opening operator is defined called Erosion-Opening operator and Opening-Erosion operator:
Thus, the ACDIF can be defined as:
where the and can be defined as:
By using ACDIF, it can not only suppress noise, but also improve the impact characteristics of signals
Multi-scale morphology filter
The main idea of multi-scale morphology filter is to analyze the signal at different scales by using different SEs. The denoising ability of large-scale SE is relatively strong, and it can reflect the contour features of signals, but some detail information may be neglected. A small-scale SE can preserve the detail features of the signal, but the ability of denoising is relatively weak. Thus, multi-scale morphology filter seems to be more proper than single-scale morphology filter when applied to complicated bearing fault signals.
Let be the scale, the SE at scale is defined as:
Then the multi-scale ACDIF at scale can be expressed as:
The multi-scale filtered results are usually obtained by averaging the filtered results at all scales or the sum of weighted filtered results at all scales. In this paper, the weighted results are calculated which can be expressed as:
where , denotes the minimum and maximum SE scale, represents weight coefficient of the filtered result at scale and denotes the number of all selected SE scales.
The process of adaptive selection of weight coefficients
SE is also an important operator for morphology filter, which has a great influence on the filtered results. SE is mainly distinguished in shape, amplitude and length, commonly used shapes of SEs include cosine, semicircle, triangle, flat and their combination. Due to the focus of many studies are the optimal selection of SE scale, to improve the computational efficiency, flat SE with a magnitude of zero has been widely used. Recently, a new SE called double-dot is proposed by Chen [24] , which is proved to be better than flat SE in fault feature extraction. Therefore, in this study, the double-dot SE is used instead of the commonly used flat SE. For double-dot SE, when the scale = 1, the SE is {1,0,1}; when = 2, the SE is {1,0,0,1}; when = 3, the SE is {1,0,0,0,1}, and so on.
To adaptively select the weight coefficients of SE scale, a newly proposed H-PSO-SCAC method is used. The H-PSO-SCAC is proposed to solve the problem existing in the traditional particle swarm optimization (PSO) method, such as premature convergence and easily trapped in the local optimum solution, which has been proved to achieve good results [25] .
Assuming that the size of the population is and the dimension of the search space is , the position of the th particle can be represented by a vector as = ( , , …, ). The velocity of a particle is denoted by vector = ( , , …, ). The optimal position vector of th particle is represented by = ( , , …, ), called personal best position and the best position of the population is denoted as = ( , , …, ). The position and velocity are initialized randomly and updates to the D-dimension of the particle. The process of the standard PSO is expressed as:
where and are the cognitive component and the social component respectively. denotes the inertia weight and , are random number between 0 to 1. In H-PSO-SCAC, the modification is as follows: First, and are defined as:
where represents the th iteration and denotes the maximum number of iteration. Second, is defined as:
where ∈ (0,1), denotes a random number between 0 to 4, and is the current iteration number. Third, the population initialization method is changed which can increase the opportunities of reaching the global optimal solution by fifty percent [25] :
The initial population is randomly chosen as ( = 0)= { }, =1, 2, …, and =1, 2, …, , then, the reverse population ′( = 0) = is calculated as:
where , and , are population position at dimension's max value and min value respectively. Finally, the smaller half of and are selected and combined as the initial position. Forth, the search form described in Eq. (16) is modified as:
where , and are defined as:
where is the mean fitness value in the first iteration, is the current iteration and ( ) is the fitness of th particle.
As the correlation kurtosis (CK) can evaluate the impact characteristics of a signal, which means the larger CK value corresponds to the more obvious impact components in the signal. Hence, the maximum CK is chosen as the fitness function in the optimization process which can be expressed as:
where represents the discrete signal, denotes the length of the signal, denotes the period of interest, represents the order of shift. CK overcomes the disadvantage that kurtosis cannot reflect specific signal characteristics. When CK is applied to fault diagnosis of rolling element bearings, the is set to be failure cycle. As a result, when a localized defect occurs, the impulse signal corresponds to the bearing fault cycle has the maximum CK, while the CK of other signals is relatively small.
The definition of FWEO
The Teager-Kaiser Energy Operator (TKEO) is original proposed to non-linear speech processing, which can effectively enhance transient impacts. As a result, it has been widely used in feature extraction of bearing faults in recent years.
For continuous signals ( ), the TKEO can be expressed as [26] :
where the ( ) and ( ) represent the first and second derivative respectively. For discrete signals ( ), the TKEO can be expressed as:
Eq. (26) shows that only three discrete points are used when the TKEO is calculated each time which provides both better time resolution and demodulation speed, so it is suitable for detecting transient components in signals.
For general modulated signal ( ), its analytical signal is defined by:
where ( ) is the Hilbert transform of ( ), denotes the the instantaneous amplitude of the signal, ( ) is instantaneous phase. Thus, the instantaneous energy can be defined by the amplitude square of the signal:
To conserve the similarity with TKEO, Toole et al. [27] proposed the FWEO by applying the weighting filter to Eq. (28) . If the Fourier transform of ( ) is ( ), the harmonic property ( ) = ( ) is used which is then selected as the weighting filter [27] :
For discrete signals ( ), the FWEO can be expressed as:
where ℎ( ) represents the Hilbert transform of discrete signal, and ℎ( ) = ( ) . The FWEO has a better demodulation ability for both amplitude and frequency modulation signals. At the same time, research shows that the FWEO method is able to detect signal impulsiveness and improves performance over the TKEO and enveloping method [28] .
Summary of the proposed method
The ACDIF has the properties of positive and negative impulse components enhancement, which is conveniently calculated and multi-scale ACDIF is proposed to prevent the loss of some valid information by using signal-scale ACDIF. Double-dot SE is used instead of zero amplitude flat SE. The weight coefficients of multi-scale ACDIF are utilized as the particle in H-PSO-SCAC, and CK is regarded as fitness value while maximum CK denotes the optimal result. Hence, the particle that corresponds to the largest fitness value can be used to get the final filtered result of multi-scale ACDIF. At last, FWEO is applied to the filtered results by multi-scale ACDIF to extract the fault features of bearings. The flowchart of the proposed method in this paper is shown in Fig. 1 and the detailed processes are described below.
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Step 1. The original bearing fault vibration signal is obtained, the SE scales are selected from to and the filtered results of single-scale ACDIF at different SE scales are calculated. Step 2. Initialize some important parameters in H-PSO-SCAC. To select the optimal weight coefficients of the multi-scale ACDIF adaptively, the number of particles is set to be 50, = 0.8 and = 3.5 which are mentioned in Eq. (19) . The weight coefficients are chosen between 0 and 1 and the maximum iteration number is 100.
Step 3. Based on the results of Step 2, the original signal is processed by multi-scale ACDIF and the final filtered result is achieved.
Step 4. The FWEO is applied to the results in step 3, and the fault features of bearings are extracted.
Simulation verification
Simulation signal
To verify the effectiveness of the proposed fault feature extraction method in this paper, a simulation signal is established and the model of simulation signal is:
In Eq. (31), the value of the rotating frequency is 42 Hz, is the amplitude modulation which cycle is 1/ , and = 42 Hz. = 3200 is the natural frequency of the system and = 0.05 is the damping coefficient, = 0.01 represents the delay caused by rolling element slippage in th cycle. The repetition period of the impulses is 1/185 s which means the fault characteristic frequency is 185 Hz. The harmonic ( ) is applied to simulate the interference components existing in the signal while the and denotes 50 Hz and 100 Hz, respectively. The signal ( ) is used to simulate the random noise which can be applied by MATLAB using (1, ) , while equal to the length of the signal. The sampling frequency in simulation is 32768Hz while the length of the signal is 1 second. Fig. 2 describes the simulation signal ( ) and its FFT spectrum. It can be seen from Fig. 2 (a) that periodic impulses are submerged by strong background noise which can hardly be observed. Due to the influence of noise and interference components 50 Hz and 100 Hz, it is difficult to find the fault characteristic frequency and its harmonics in Fig. 2(b) . This means some other method is needed for the fault feature extraction of simulation signal. 
Simulation analysis
Then the proposed method is applied to the simulation signal. As is shown in Ref. [29] 
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optimal SE scale is closely related to both the sampling frequency of the signal and the points in a fault cycle. To get a better preference of multi-scale morphological filter, the maximum SE scale should between 0.2 to 0.3 times of the points in a fault cycle and 0.2 times is chosen in this study. In the simulation, the sampling frequency is 32768 while the fault characteristic frequency is 185 Hz, so the points in a fault cycle is about 177 and the maximum SE scale is 35. What's more, as the adjacent SE scale has the similar filtering result [16] , the SE scales are set to: Hence, 12 SEs are used in the multi-scale ACDIF. Fig. 3(a) shows the convergence curve, the optimal fitness value is 3.03×10 -14 after 12th iteration while the optimal weight coefficients are: After the acquiring the optimal weight coefficients, the filtered result of multi-scale ACDIF is obtained which is shown in Fig. 3(b) . Fig. 3(c) shows the demodulation result of the filtered signal by FWEO where the rotating frequency 42 Hz and its harmonic 84 Hz, the fault characteristic frequency 185 with two of its harmonics 370 Hz and 555 Hz are prominent. Moreover, the sidebands modulated by rotating frequency are able to be observed. As a result, the extracted fault features indicate the existence of a defect on the inner race. energy kurtosis (TKE), then the optimal single-scale ACDIF will still be demodulated by FWEO and the results are shown in Fig. 4 . Fig. 4(a) shows the relationship between the SE scales 1-35 and the TEK. The SE scale of 35 corresponds to the maximum TEK will then be used in optimal scale ACDIF. Fig. 4(b) displays the FWEO spectrum of the optimal filtered result where the fault characteristic frequency is prominent but its harmonics can hardly observed which is no better than the result in Fig. 3(c) . Hence, the proposed method may be more suitable for the fault feature extraction in this simulation.
Experimental verification
Experimental data
In this study, a bearing test rig is used to further evaluate the effectiveness of the proposed method for fault feature extraction of rolling element bearing. The test rig showed in Fig. 5(a) consists several main components which are bearing support structure, main shaft, experimental bearing, lubricating oil system, servo-driven motor, radial loading device, axial loading device and control system. The experimental bearing type is 6010, the outer and inner diameter of the bearing are 80 mm and 50 mm respectively, thus the pitch diameter is = 65 mm. The diameter and number of rolling elements are = 9 mm and = 13. The contact angle is = 0°.
The experimental signals are collected by the B&K vibration test system where the models of the acceleration sensor, the signal conditioning and acquisition module are B&K4354B-004 and B&K3053-B-120, respectively. Two conditions are simulated in the experiment when collecting the vibration signals: (1) normal bearing condition (signal 1) (2) bearing with a defeat on the inner race generated by laser wire-electrode cutting (shown in Fig. 5(b), signal 2) .
To make the fault feature extraction more difficult, the measuring point is chosen on the outside of bearing support structure (12 o'clock, shown in Fig. 5(a) ), the driving motor is set to rotate at a speed of = 3000 r/min. The sampling frequency of the data acquisition device is set to 65536 Hz. The fault characteristic frequencies for different localized defects can be calculated by the following equations:
where , and represent the ball pass frequency of the inner race (BPFI), the ball pass frequency of the outer race (BPFO) and the ball spin frequency (BSF), respectively. Therefore, the theoretical BPFI, BPFO and BSF are 370 Hz, 280 Hz and 177.09 Hz. The time domain waveform of the collected vibration signals (all the experimental signals are collected in the radial direction) and their FFT spectrum are shown in Fig. 6 . Fig. 6(a) and (b) shows the time domain waveform of signal 1 and its FFT spectrum, respectively. Fig. 6(c) shows the time domain waveform of signal 2 with the length of 32768 points, where periodic impulses are submerged by strong background noise and can hardly recognized. The FFT spectrum of signal 2 is shown in Fig. 6(d) which displays a complicated frequency map containing many frequency components. The BPFI cannot be detected easily, hence, judging whether the bearing is damaged or not by the FFT spectrum of the original signal is difficult. 
Fault feature extraction based on proposed method
Then the proposed method is applied to the experimental signals. For bearings with inner race failure, as the sampling frequency and BPFI are 65536 Hz and 370 Hz respectively in the experiment, so the points in a fault cycle is about 177 and the maximum SE scale is 35 (0.2 times of the points in a fault cycle). To avoid selecting the adjacent SE scales, the SE scales are set to: = 2,5,8,11,14,17,20,23,26,29,32,35 , which is similar to the simulation. So, 12 SEs are used in the multi-scale ACDIF and the H-PSO-SCAC is used to select the optimal weight coefficients. Similarly, for bearing with outer race failure, fifteen SE scales are chosen which are: = 2,5, 8,11,14,17,20,23,26,29,32,35,38,41,44 , for bearing with rolling element failure, totally 25 SE scales are selected which are: 5,8,11,14,17,20,23,26,29,32,35,38,41,44,47,50,53,56,59,62,65,68,71 ,74 .
For signal 1, as the selection SE scales are closely related to the fault characteristic frequency, for a bearing with no defects, the proper SE scales may be hard to choose. So, all three range of SE scales mentioned above are used, results are shown in Fig. 7 , where the filtered results are shown in (a), (c) and (e), corresponding FWEO spectrum are shown in (b), (d) and (f). As can be seen from Fig. 7(b) , (d) and (f), only the spectral lines of 50 Hz and 100 Hz are prominent which represent the rotating frequency and its harmonic (mainly caused by the misalignment existing in the test rig). The BPFI, BPFO and BSF are unable to be observed which is consistent with the actual working condition of the rolling element bearing. Fig. 7 . Processing results of signal1 using the proposed method: a) the filtered result using 1 , b) FWEO spectrum of a), c) the filtered result using 2 , d) FWEO spectrum of c), e) the filtered result using 3 , f) FWEO spectrum of e)
Subsequently, signal 2 is analysed. As depicts in Fig. 8(a) , based on the convergence curve, the optimal fitness value is achieved after 8th iteration which value is 3.03×10 -14 . Thus, the corresponding best position of the population at 8th iteration is considered as the optimal weight coefficients which is: Then the final filtered result of multi-scale ACDIF is obtained which is shown in Fig. 8(b) . The FWEO spectrum of the final filtered signal is shown in Fig. 8(c) where the rotating frequency 50 Hz and its harmonic 100 Hz, the frequency component 368 Hz (close to the theoretical value of BPFI, the difference may cause by size error of bearing or the slippage of rolling elements) with two of its harmonics 736 Hz and 1104 Hz are prominent. Moreover, the sidebands modulated by rotating frequency around the BPFI and its harmonics are able to be observed. All the features above clearly indicates the existence of a defect on the inner race. Two methods are used to make comparisons when analysing signal 2, one is similar to the method used in simulation, where the TEK of filtered results at scales 1-35 are calculated and the results are shown in Fig. 9(a) . Fig. 9 (a) depicts when using the SE scale of 35, the maximum TEK can be achieved. So, the optimal-scale ACDIF is employed by using the SE length of 35, then the FWEO is applied to the filtered signal to extract the fault features of bearing. Fig. 9(b) shows prominent rotating frequency 50 Hz and its harmonic 100 Hz, the BPFI 368 Hz along with one of its harmonic 736 Hz, but the frequency line corresponds to 1104 Hz are unable to observed. Moreover, as the TEK at scale 6 is prominent compared with the adjacent scales, the FWEO spectrum using the SE scale 6 is also calculated and the result is shown in Fig. 9(c) where the BPFI and its harmonics can be clearly observed, which surely indicates the existence of a fault on the inner race. Hence, when the method in Ref. [16] is applied to the experimental signal in this study, using the SE scale corresponds to the maximum TEK may not achieve the optimal result. Another method used for comparison is the Fast Kurtogram proposed in [29] and the results are shown in Fig. 10 . In Fig. 10(a) , the central frequency and bandwidth of the optimal analysis frequency band can be determined as 30208 Hz and 1024 Hz whose square envelope spectrum is shown in Fig. 10(b) . In Fig. 10(b) , the BPFI 368 Hz and its harmonic 736 Hz are able to be observed but not prominent while the interference frequency components are obvious. Thus, the Fast Kurtogram cannot achieve the ideal results when analysing the signal 2, which further verifies that the proposed method is effective in impulse components extracting from the vibration signal with heavy background noise. 
Conclusions
This paper has proposed a new fault feature extraction method for rolling element bearings that can achieve good result by using multi-scale ACDIF and FWEO. The ACDIF is used to extract positive and negative impacts existing in bearing vibration signal and the H-PSO-SCAC can deal with the problem of choosing the optimal weight coefficients. Subsequently, FWEO is applied to the filtered results by using multi-scale ACDIF and the fault features are extracted. Simulation and experimental results show that the proposed method can extract the fault features of rolling element bearing effectively. Moreover, the proposed method would be more suitable for the bearing fault signal with strong background noise when compared with some other methods. The proposed method, however, is time-consuming due to the use of optimization algorithm. Hence the next step in research work is finding more efficient weight coefficients selection method.
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