We study the problem of communicating over a discrete memoryless two-way channel using non-adaptive schemes, under a zero probability of error criterion. We derive inner and outer bounds on the zero-error capacity region, based on random coding, linear programming, and linear codes. Our work generalizes arguments of Holzman and Körner, and of Tolhuizen, obtained in the special case of the binary multiplying channel.
I. INTRODUCTION
The problem of reliable communication over a discrete memoryless two-way channel (DM-TWC) was originally introduced and investigated by Shannon [11] , in a seminal paper that has marked the inception of multi-user information theory. A DM-TWC is characterized by a quadruple of finite input and output alphabets X 1 , X 2 , Y 1 , Y 2 , and a conditional probability distribution P Y1,Y2|X1,X2 (y 1 , y 2 |x 1 , x 2 ), where x 1 ∈ X 1 , x 2 ∈ X 2 , y 1 ∈ Y 1 , y 2 ∈ Y 2 . The channel is memoryless in the sense that channel uses are independent, i.e., for any i,
(y 1i , y 2i |x i 1 , x i 2 , y i−1 1 , y i−1 2 ) = P Y1,Y2|X1,X2 (y 1i , y 2i |x 1i , x 2i ).
In [11] , Shannon provided inner and outer bounds for the vanishing-error capacity region of the DM-TWC, in the general setting where the users are allowed to adapt their transmissions on the fly based on past observations. We note that Shannon's inner bound is tight for non-adaptive schemes, namely when the users map their messages to codewords in advance. The non-adaptive DM-TWC is also called the restricted DM-TWC in [11] . Shannon's inner and outer bounds have later been improved by utilizing auxiliary random variables techniques [3] , [5] , [14] , and sufficient conditions under which his bounds coincide have been obtained [13] . However, despite much effort, the capacity region of a general DM-TWC under the vanishing-error criterion remains elusive. In fact, a strong indicator for the inherent difficulty of the problem can be observed in Blackwell's binary multiplying channel, a simple, deterministic, common-output channel whose capacity remains unknown hitherto [5] , [8] , [9] , [14] .
In yet another seminal work, Shannon proposed and studied the zero-error capacity of the point-to-point discrete memoryless channel [10] , also known as the Shannon capacity of a graph. This problem has been extensively studied by others, most notably in [2] and [7] , yet remains generally unsolved. In this paper, we consider the problem of zero-error communication over a DM-TWC. We limit our discussion to the case of non-adaptive schemes, for which the capacity The authors are with the Department of EE -Systems, Tel Aviv University, Tel Aviv, Israel {emails: yujiegu@mail.tau.ac.il, ofersha@eng.tau.ac.il}. This work was supported by an ERC grant no. 639573. region is known in the vanishing-error case [11] . Despite the obvious difficulty of the problem (the point-to-point zero-error capacity is a special case), its two-way nature adds a new combinatorial dimension that renders it interesting to study. To the best of our knowledge, this problem has not been studied before, except in the special case of the binary multiplying channel, where upper and lower bounds on non-adaptive zeroerror sum capacity have been obtained [4] , [6] , [12] . Our bounds are partially based on generalizations of these ideas.
The problem of non-adaptive communication over a DM-TWC can be formulated as follows. Alice and Bob would like to simultaneously convey messages m 1 ∈ [2 nR1 ] and m 2 ∈ [2 nR2 ] respectively to each other, over n uses of the DM-TWC P Y1,Y2|X1,X2 . To that end, Alice maps her message to an input sequence (codeword) x n 1 ∈ X n 1 using an encoding function f 1 : [2 nR1 ] → X n 1 , and Bob maps his message into an input sequence (codeword) x n 2 ∈ X n 2 using an encoding function f 2 : [2 nR2 ] → X n 2 . We call the pair of codeword collections (f 1 ([2 nR1 ]), f 2 ([2 nR2 ])) a codebook pair. Note that the encoding functions depend only on the messages, and not on the observed outputs during the transmission, hence the name non-adaptive. When transmissions end, Alice and Bob observe the resulting (random) channel outputs Y n 1 ∈ Y n 1 and Y n 2 ∈ Y n 2 respectively, and attempt to decode the message sent by their counterpart, without error. When this is possible, i.e., when there exist decoding functions
, for all m 1 , m 2 , with probability one, then the codebook pair (or the encoding functions) is called (n, R 1 , R 2 ) uniquely decodable. A rate pair (R 1 , R 2 ) is achievable for the DM-TWC if an (n, R 1 , R 2 ) uniquely decodable code exists for some n. The non-adaptive zero-error capacity region of a DM-TWC P Y1,Y2|X1,X2 is the closure of the set of all achievable rate pairs, and is denoted here by C ze (P Y1,Y2|X1,X2 ).
In this paper, we provide single-letter outer and inner bounds on the non-adaptive zero-error capacity region of the DM-TWC, described in Section II and Section III respectively.
II. OUTER BOUNDS
In this section, we provide an outer bound for the nonadpative zero-error capacity region of the DM-TWC. Our bound is based on a combination of Shannon's vanishing-error non-adaptive capacity region and a two-way analogue of the linear programming bound for point-to-point channels, but is generally better than both.
A. Preliminaries and simple bounds
We say two distinct letters x 1 , x 1 ∈ X 1 satisfy an adjacency relation w.r.t. x 2 ∈ X 2 , denoted as
where
Similarly, two distinct letters x 2 , x 2 ∈ X 2 satisfy an adjacency relation w.r.t.
The adjacency of a DM-TWC is the collection of all the satisfied adjacency relations.
The following simple observation is analogues to the pointto-point case. The proof is omitted. Proposition 1. If P Y1,Y2|X1,X2 and Q Y1,Y2|X1,X2 have the same adjacency up to some relabeling on input symbols, then
Next, we note that Shannon's vanishing-error non-adaptive capacity region of the DM-TWC [11, Theorem 3] contains its zero-error counterpart. Together with Proposition 1, this immediately yields the following outer bound.
The first intersection is taken over all DM-TWCs Q Y1,Y2|X1,X2 with the same adjacency as P Y1,Y2|X1,X2 , and the maximum is taken over all product input probability distributions P X1 × P X2 .
We remark that the bound (3) could also be written as
Here we prefer the form (3) for ease of comparison with the forthcoming bounds. We now proceed to obtain a combinatorial outer bound. A pair of subsets S ⊆ X 1 and T ⊆ X 2 is called a dual clique pair of a DM-TWC, if t s ∼ t and s t ∼ s for any distinct s, s ∈ S and distinct t, t ∈ T . Note that if two channels have the same adjacency, then they have the same collection of dual clique pairs.
We are now ready to state our outer bound. All logarithms henceforth are taken to base 2.
and the maximum in (5) is taken over all the input probability distributions P X1 and P X2 , and the maximum in (6) is taken over all the dual clique pairs (S, T ) of P Y1,Y2|X1,X2 .
Proof: The argument is similar to the first part of the proof of Theorem 5, and we omit it here.
The following is a trivial corollary of Lemmas 2 and 3.
where t(λ) min max
B. Main outer bound
We now state our main outer bound result, in which the order of the minimum and the maximum in (8) is swapped. This generally yields a tighter outer bound due to the max-min inequality. In fact, our bound can be seen as a generalization of the one obtained by Holzman and Körner for the binary multiplying channel [4] , in which case the max-min is indeed strictly tighter than the min-max.
where θ(λ) max
Proof: The intersection over all Q Y1,Y2|X1,X2 follows from Proposition 1. Hence without loss of generality, we prove that for P Y1,Y2|X1,X2 , each achievable rate pair (R 1 , R 2 )
To that end, for each uniquely decodable codebook pair (A, B) of length n, we will show that
by induction on n, where κ is a constant independent of n. For the base case n = 1, one could take subsets A ⊆ X 1 , B ⊆ X 2 such that for any distinct a, a ∈ A and distinct b, b ∈ B, we have a b a and b a b . Clearly, |A||B| ≤ |X 1 ||X 2 | and (11) follows. Assume that (11) holds for every length n ≤ n − 1, and let us proceed to prove for length n. Suppose (A, B) ⊆ X n 1 × X n 2 is a uniquely decodable codebook pair of length n. For a vector x n , let x n\i (x 1 , . . . , x i−1 , x i+1 , . . . , x n ) be its projection over all coordinates not equal to i. For each coordinate 1 ≤ i ≤ n and each x 1 ∈ X 1 , x 2 ∈ X 2 , let
be the projections of each codebook in the ith coordinate. Define the distributions induced by these projections over X 1 and X 2 respectively to be
Furthermore, for any two subsets S ⊆ X 1 and T ⊆ X 2 , define the codebooks induced by the unions over S and T of the respective projected codebooks over the ith coordinate to be
Note that if (S, T ) is a dual clique pair, then the unions in (14) are disjoint, otherwise it contradicts the assumption that (A, B) is uniquely decodable. Hence
and also, for any i ∈ [n] it must hold that (A i (S), B i (T )) is a uniquely decodable codebook pair of length n − 1.
Now, if there exist a dual clique pair (S, T ) and a coordinate 1 ≤ i ≤ n such that
then
where (17) follows from (15), and (18) follows from the inductive hypothesis, assumption (16), and the fact that (A i (S), B i (T )) is a uniquely decodable codebook pair of length n−1. We conclude that (11) holds under condition (16). Assume now that condition (16) is not satisfied, that is,
Let A n and B n be codewords chosen from A and B respectively, uniformly at random, and let Y n 1 , Y n 2 be the corresponding channel outputs. Since (A, B) is a uniquely decodable codebook pair of length n, it must be that log |A| = I(Y n 2 ; A n |B n ), log |B| = I(Y n 1 ; B n |A n ).
(21)
On the other hand, we have
where (24) follows from the entropy chain rule and the memorylessness of the channel, and (25) follows from the fact that conditioning reduces entropy. Similarly,
Combining (20)-(27), we obtain
where (λ) and l(λ) are defined in (4) and (6) respectively, and the maximum is taken over all product input probability distributions P X1 × P X2 such that l(λ) < 2 −θ(λ) , following condition (20). By the definition of θ(λ), we have
Note that for any input distributions P X1 , P X2 such that l(λ) < 2 −θ(λ) , we have − log l(λ) > θ(λ).
Combing (34) and (35), we obtain max P X 1 ,P X 2 ,
Substituting (36) into (28), we have log |A| λ |B| 1−λ ≤ nθ(λ), completing the proof. We remark that Theorem 5 immediately implies, in particular, the following upper bound on the zero-error capacity of the point-to-point discrete memoryless channel. Corollary 6. The zero-error capacity of the discrete memoryless channel P Y |X is upper bounded by
The first minimum is taken over all the Q Y |X having the same confusion graph as P Y |X , the first maximum is taken over all the input distributions P X , and the second maximum is taken over all the cliques C of the confusion graph of the channel.
It is less obvious that the upper bound in Corollary 6 in fact coincides with the linear programming bound on the zeroerror capacity in [10] . This follows from a conjecture proposed by Shannon [10] that has later been proved by Ahlswede [1] . In particular, this means that in the point-to-point case, Corollary 4 yields exactly the same bound as Theorem 5. However, this is not the case in general for the DM-TWC. For example, Holzman and Körner [4] numerically calculated the bound in Theorem 5 for binary multiplying channel with λ = 0.5, which is strictly better than Corollary 4. Note that binary multiplying channel is a deterministic DM-TWC, we give another example to show that Theorem 5 also outperforms Corollary 4 for the noisy DM-TWC. where δ ∈ (0, 1). Corollary 4 gives the upper bound R 1 +R 2 ≤ 1.2933, whereas Theorem 5 yields R 1 + R 2 ≤ 1.2910.
III. INNER BOUNDS In this section, we provide two inner bounds for the nonadaptive zero-error capacity region of the DM-TWC, one based on random coding and the other on linear codes. The proof of the former is standard (similar to [11] ) and is omitted.
A. Random coding Lemma 8. C ze (P Y1,Y2|X1,X2 ) contains the region
where the union is taken over all input distributions P X1 , P X2 .
B. Linear codes
In what follows, we provide another inner bound by constructing uniquely decodable codes via linear codes. Let us define some notations first. Suppose D is a set of letters, x n and y n are vectors of length n, and C is a collection of vectors of length n. Let
denote the collection of indices where x i ∈ D, and let y n | Dx n denote the vector obtained from y n by projecting onto the coordinates in Dx n . Also denote
Let P Y1,Y2|X1,X2 be a DM-TWC. We say that
∼ x 2 for any distinct x 2 , x 2 ∈ X 2 . A detecting symbol x 2 ∈ X 2 is defined analogously. Let D 1 ⊆ X 1 and D 2 ⊆ X 2 denote the sets of all detecting symbols in X 1 and X 2 respectively. A vector a n ∈ X n 1 is called a detecting vector for B ⊆ X n 2 if
Similarly, a vector b n ∈ X n 2 is a detecting vector for A ⊆ X n
The following claim is immediate.
Proposition 9. Let A ⊆ X n 1 , B ⊆ X n 2 . If each a n ∈ A is a detecting vector for B and each b n ∈ B is a detecting vector for A, then (A, B) is a uniquely decodable codebook pair.
Proposition 9 provides a sufficient condition for a uniquely decodable code, which is not always necessary (See Example 10). Nevertheless, this sufficient condition furnishes us with a way of constructing uniquely decodable codes by employing linear codes.
b0 a 2 . Let A = {a 0 a 0 a 0 , a 1 a 1 a 1 , a 0 a 1 a 2 } and
It is easy to check that (A, B) is a uniquely decodable codebook pair. However,
is not a detecting vector for A.
If we assume that X 1 and X 2 have the same cardinality q, where q is a prime power, then we think of both alphabets as F q . The following theorem gives an inner bound on the capacity region, which is a generalization of the Tolhuizen's construction for the Blackwell's multiplying channel [12] .
Theorem 11. Let P Y1,Y2|X1,X2 be a DM-TWC with input alphabet sizes |X 1 | = |X 2 | = q, where q is a prime power. If X 1 and X 2 contain τ 1 and τ 2 detecting symbols respectively, then C ze (P Y1,Y2|X1,X2 ) contains the region Γ 0≤α,β≤1
is the binary entropy function.
To prove this theorem, we need the following lemma.
Lemma 12. Let q be a prime power, n, k be positive integers such that 1 ≤ k ≤ n, and G ⊆ F q with |G| = τ . Then there exists a pair (C, Φ(C)) satisfying that (1) C is a q-ary [n, k] linear code;
(3) for each x n ∈ Φ(C), we have |Gx n | = k, C |Gx n = |C|.
The case that q = 2 and τ = 1 was proved in [12, Theorem 3] . Here Lemma 12 follows a similar argument as that of [12, Theorem 3] , and its proof is omitted.
Proof of Theorem 11: Let us identify X 1 and X 2 with F q , and let the respective sets of all detecting symbols be D i ⊆ F q with |D i | = τ i , for i = 1, 2.
To prove the existence of a uniquely decodable codebook pair based on Proposition 9, we first use Lemma 12 to find two "one-sided" uniquely decodable linear codebook pairs, and then combine them to the desired codebook pair by employing their cosets in F n q . First, for each i ∈ {1, 2}, letting G = D i in Lemma 12, we have a pair (C i , Φ(C i )) satisfying that C i is a q-ary [n, k i ] linear code and Φ(C i ) ⊆ F n q such that
The property (3) in Lemma 12 implies that each x n ∈ Φ(C i ) is a detecting vector for C i . Note that if P(C i ) ⊆ F n q is a coset of C i , then each x n ∈ Φ(C i ) is also a detecting vector for P(C i ). Now we are going to combine the two pairs (C 1 , Φ(C 1 )) and (C 2 , Φ(C 2 )). Since C i has q n−ki cosets, then by the pigeonhole principle there exists coset P(C i ) of C i such that A Φ(C 1 ) ∩ P(C 2 ), |A| ≥ |Φ(C 1 )| q n−k2 , B Φ(C 2 ) ∩ P(C 1 ), |B| ≥ |Φ(C 2 )| q n−k1 .
We now note that each vector in A (resp. B) is a detecting vector for B (resp. A), hence by Proposition 9 (A, B) is a uniquely decodable codebook pair. Moreover, for a fixed q we have log |A| n ≥ h(k 1 /n) + (k 1 /n) log τ 1 + (1 − k 1 /n) log(q − τ 1 ) − (1 − k 2 /n) log q + O(1/n), log |B| n ≥ h(k 2 /n) + (k 2 /n) log τ 2 + (1 − k 2 /n) log(q − τ 2 ) − (1 − k 1 /n) log q + O(1/n), which follows from (44) and (45). Letting α = k 1 /n and β = k 2 /n, we obtain an (R 1 , R 2 ) uniquely decodable codebook pair achieving (42), as required. We note that for any DM-TWC, one could only exploit part of input symbols X 1 ⊆ X 1 , X 2 ⊆ X 2 to meet the requirements in Theorem 11. Hence we have the following general bound.
Corollary 13. Let P Y1,Y2|X1,X2 be a DM-TWC with input alphabets X 1 , X 2 . Then C ze (P Y1,Y2|X1,X2 ) contains the region
where the union is taken over all X 1 ⊆ X 1 , X 2 ⊆ X 2 such that |X 1 | = |X 2 | is a prime power, and Γ (X 1 ,X 2 ) is defined as in (42), restricted to the input alphabets X 1 and X 2 .
Notice that the region of (42) relies on the number q of symbols being used and the corresponding numbers τ 1 , τ 2 of detecting symbols. It is thus possible that using only a smaller subset of channel inputs would yield higher achievable rates (when using our linear coding strategy) than those obtained by using larger subsets. For Example 7, Corollary 13 shows that a lower bound on the sum-rate R 1 + R 2 is 1.17, which is better than the random coding lower bound 1.0907.
