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1. INTRODUCTION AND STATEMENT OF RESULTS 
Let K and 7t be natural numbers and let 
E = II eij /I, (i = l,..., K; j = 0, I,..., n - l), 
be a matrix with K rows and n columns having elements 
l ij = 0 or 1, 
which are such that 
z eij = n. 
We shall also assume that E has no row entirely composed of zeros. 
Let also 
x1 <x2 < ... <x, 
be increasing reals. We also need the set of ordered pairs 
e = ((i, j) j Eij = I}. 
The reals xI and the “incidence matrix” E describe the interpolation 
problem 
f (j)(Xi) = yjj’ for (i, j) E e. (1) 
Here the yjj) are prescribed and the problem is to find function f(x) which 
satisfy the n interpolatory conditions (1). Such interpolation problems were 
first studied by G. D. Birkhoff [I]. 
1 Sponsored by the Mathematics Research Center, United States Army, Madison, 
Wisconsin, under Contract No.: DA-l l-022-ORD-2059. 
538 
ON HERMITE-BIRKHOFF INTERPOLATION 539 
A noteworthy special case is obtained if we assume that E has the following 
property: 
I f  O<j’<j and Eij = 1 then l i.j# = 1. (2) 
It is then seen that at each node x2 the system (1) prescribes the value f(xj) 
and perhaps also a certain number of consecutive derivatives f(j)(+), for 
j = I,..., ai - 1, say. (1) is then what we may call an Hermite interpolation 
problem [2]. It is therefore appropriate to refer to (1) as an Hermite-Birkhoff 
interpolation problem, which we shall abbreviate to HB-problem. 
A few further special cases are the following: (i) If pi,, = 1 for all i, while 
l ij = 0 if j > 0, then k = n and we obtain the Lagrange interpolation problem 
which is a special case of Hermite’s problem. (ii)If each column of E has exactly 
one nonvanishing element, we obtain an Abel interpolation problem because 
Abel studied the case when E is the unit matrix I while the xi are in arithmetic 
progression. 
We are here concerned with the question whether the HB-problem (1) 
has a unique solution which is a polynomial of degree n - I for arbitrary 
values of the yy). Evidently the following definition is relevant. 
DEFINITION 1. We shall say that the HB-problem (1) is poised, provided 
that if 
P(x) E?T,-1 and P’yx,) = 0 for (i, j) E e, (3) 
then P(x) = 0 for all x. 
An important example: Every Hermite problem (1) is poised (see [2]). 
As we have n linear equations in n unknowns, it is clear that (1) has a 
unique solution in n,+r for any values of the yi”, if and only if (1) is poised. 
The condition that (1) be poised can be easily expressed as follows: If 
n-1 
P(x) = 1 a, 5 
0 . 
then the equations (3) are 
12-l 
for (i, j) E e, 
where we write xr/r! = 1 if r = 0 and=0 if Y < 0. 
Therefore (1) is poised if and only if 
A = det(i&/( #O, (4) 
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where v = O,..., n - 1 indicates a column, while to each (i,j) E e corresponds 
a row of the determinant. 
A glance at (4) shows that whether (1) is poised or not depends both on 
the matrix E and on the location of the nodes xi. Thus the problem (1) 
corresponding to 
(5) 
where k = 3 and n = 3, is poised if and only if xs # &(x1 + xs). For if 
xs = +(x1 + xs) then the quadratic polynomial P(X) = (x - x1)(x - xs) 
satisfies all conditions (3) without vanishing identically. 
The situation is different if k = 1 or k = 2. If k = 1 then all erj = 1 
and we obtain the Taylor problem which is always poised. This is no longer 
the case if k = 2. However, if k = 2 it is clear that only the matrix E will 
matter while the location of the nodes x1 and xs must be irrelevant (change 
of origin and scale!). For the case when k = 2 the necessary and sufficient 
conditions on E in order that the HB-problem (1) be poised, are due to Polya 
and are described by him as follows: For our general matrix E we introduce 
the column-sums 
mj = Elj + ‘+j + “’ + l kj , (j = O,..., n - I), 
and their partial sums 
Mj=m,+ml+~~~+m,, (j = O,..., n - 1). 
Polya’s result is as follows. 
POLYA'S THEOREM. The Hermite-Birkhoffproblem (I), for k = 2, is poised 
if and only if the following inequalities hold: 
MO 2 1, MI > 2 ,..., M,-, > n - 1. (6) 
Our first remark is 
THEOREM 1. Polya’s conditions (6) are necessary for the Hermite-Birkhoff 
problem (1) to be poised. 
Indeed, Polya’s proof of this statement for R = 2 applies equally well 
in the general case and we reproduce it here: If (6) do not hold then there is 
anumberp,O<p<n-2suchthatM,<p+l.Letustrytofinda 
non-triGa P(x) E 7rp satisfying the conditions (3). The equations (3) with 
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j >p are automatically satisfied, P(X) being of degree p. The number of 
the equations (3) with j < p is 
ma + ml -I- --* +m,=M,<p+1. 
As we have fewer equations than unknowns, the existence of a nontrivial 
P(X) is assured. 
There is another case, besides Polya’s case when k = 2, in which the poised 
quality of (1) depends only on E and not on the nodes xi . 
DEFINITION 2. We say that the problem (1) is quasi-Hermite, provided that 
the property (2) is required only if i = 2, 3 ,..., k - 1. 
In other words, the interior nodes x2 ,..., xk-i are each provided with data 
of the Hermite type, with no restriction on the data carried by the extreme 
nodes x1 and xlc . 
THEOREM 2. A quasi-Hermite problem (1) is poised if and only if Polya’s 
conditions (6) hold. 
This is a generalization of Polya’s theorem which is obtained if we assume 
that k = 2 in Theorem 2. 
The connections between the subject of this note and spline functions, 
in particular with the recent remarkable generalization of spline functions 
due to Ahlberg and Nilson [3], are very close and will be discussed elsewhere. 
Here we have studied only polynomial interpolation. 
2. A PROOF OF THEOREM 2 
1. AUXILIARY THEOREMS. Our proof of Theorem 2 will be a slight 
elaboration of Polya’s beautiful proof of his theorem. The necessity of the 
condition is already implied by Theorem 1. Let us therefore assume that (1) 
is a quasi-Hermite problem (Def. 2) whose matrix E satisfied (6) and we are 
to show that (1) is poised (Def. 1). 
We establish two lemmas: 
LEMMA 1. If the conditions (6) hold and the function v(x) satisfies the 
homogeneous quasi-Hermite system 
@)(xi) = 0 if (i, i) E e, (7) 
then each of the functions 
v(x), (P’(x),..., 93’n-1’(x) 
vanishes in at least one point of the closed interval I = [x1 , xk]. 
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It will be found easier to establish a sharper result which will imply 
Lemma 1. We first define for eachp = 0, I,..., n - 1 the following two sets: 
and 
z, = (Xi 1 1 < i < k, Eig = 1) 
J-2, = (Xl , xlc) - zp - 
In other words, Z, is the set of zeros of ~#p)(x) which are in (x1 , xk) and are 
exhibited by the system (7). 
The quasi-Hermite property of (1) may be also described by the equivalent 
condition 
LEMMA 2. The assumptions of Lemma 1 imply that each 
qdP’(x) (p = o,..., 12 - l), 
vanishes in at least IMP-, -p distinct points of the open set s2, , where by 
definition M-, = 0. 
2. PROOF OF LEMMA 2. We use induction by p. If p = 0 then the 
statement of Lemma 2 is trivially true because then M,-, - p = 0. Assume 
that the statement is true for a certain value of p, 0 < p < n - 2, and let us 
prove it for p + 1. 
By assumption #P)(x) vanishes in at least MD-1 - p distinct points of Q, . 
If we add its mz, zeros appearing in (7) (for j = p) we conclude that #P)(X) 
vanishes in at least 
M p-l-p+mp=Mp-p (9) 
distinct points of [x1 , xk]. 
WenoticethatM,-p>lby(6).IfM,--p=lthenM,-(p+l)=O 
and the statement of Lemma2 concerning the zeros of @‘+l)(x) is trivially 
true. If M, -p > 2, we may apply Rolle’s theorem to conclude that ~p(p+~)(x) 
vanishes in at least M, - p - 1 distinct points and let these be 
TV (v = l,..., M, -p - 1). (10) 
However, the r, are intermediate between the consecutive zeros of #P)(x) 
among which are all points of Z, . Therefore no r, may lie in Z, . By (8) we 
know that ZP+r C Z, and conclude that none of the rV are in Z,,, . Therefore 
the MD - (p + 1) distinct zeros (10) of q@+1)(x) are contained in &+r and 
the proof by induction is complete. 
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REMARK. Observe that the matrix (5) satisfies the conditions (6) zuithout 
the corresponding HB problem being always poised. Notice, however, that 
E is not of the quasi-Hermite type. If x2 = +(x1 + x3) and QJ(X) = 
(x - x1)(x - x2) then the last step of our induction proof breaks down: 
y pm=” the zero of #*+rj(x) = v ( ) ’ x is x = x2 and actually belongs to 
9+1- 1' 
3. LEMMA 2 IMPLIES LEMMA 1. Indeed, by (9) #p)(x) vanishes in I in 
at least M, -p distinct points, a number which was seen to exceed unity 
forp = O,..., 71 - 1. 
4. PROOF OF THEOREM 2. If the polynomial P(X) E n,-r satisfies the 
quasi-Hermite system (7) then by Lemma 1 each of the functions P(X), 
P’(x),..., P(+l)(x) vanishes at some point of [x1 , xk]. This, however, implies 
that P(x) vanishes identically (Abel systems are poised!). 
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