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Abstract
A homomorphism from a graph G to a graph H is an edge-preserving mapping from V (G) to
V (H). Let H be a fixed graph with possible loops. In the list homomorphism problem, denoted by
LHom(H), we are given a graph G, whose every vertex v is assigned with a list L(v) of vertices of H .
We ask whether there exists a homomorphism h from G to H , which respects lists L, i.e., for every
v ∈ V (G) it holds that h(v) ∈ L(v).
The complexity dichotomy for LHom(H) was proven by Feder, Hell, and Huang [JGT 2003]. The
authors showed that the problem is polynomial-time solvable if H belongs to the class called bi-arc
graphs, and for all other graphsH it is NP-complete.
We are interested in the complexity of the LHom(H) problem, parameterized by the treewidth of
the input graph. This problem was investigated by Egri, Marx, and Rzążewski [STACS 2018], who
obtained tight complexity bounds for the special case of reflexive graphs H , i.e., if every vertex has a
loop.
In this paper we extend and generalize their results for all relevant graphsH , i.e., those, for which
the LHom(H) problem is NP-hard. For every such H we find a constant k = k(H), such that the
LHom(H) problem on instances with n vertices and treewidth t
• can be solved in time kt · nO(1), provided that the input graph is given along with a tree decom-
position of width t,
• cannot be solved in time (k − ε)t · nO(1), for any ε > 0, unless the SETH fails.
For some graphsH the value of k(H) is much smaller than the trivial upper bound, i.e., |V (H)|.
Obtaining matching upper and lower bounds shows that the set of algorithmic tools we have discov-
ered cannot be extended in order to obtain faster algorithms for LHom(H) in bounded-treewidth graphs.
Furthermore, neither the algorithm, nor the proof of the lower bound, is very specific to treewidth. We
believe that they can be used for other variants of the LHom(H) problem, e.g. with different parame-
terizations.
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1 Introduction
A popular line of research in studying computationally hard problems is to consider restricted instances,
in order to understand the boundary between easy and hard cases. For example, most of natural problems
can be efficiently solved on trees, using a bottom-up dynamic programming. This observation led to the
definition of treewidth, which, informally speaking, measures how much a given graph resembles a tree.
The notion of treewidth appears to be very natural and it was independently discovered by several authors
in different contexts [3, 9, 41, 16].
For many problems, polynomial-time algorithms for graphs with bounded treewidth can be obtained
by adapting the dynamic programming algorithms for trees. Most of these straightforward algorithms
follow the same pattern, which was captured by the seminal meta-theorem by Courcelle [14]: he proved
that each problem expressible inmonadic second order logic (MSO2) can be solved in time f(tw(G)) ·n
O(1)
on graphs G with n vertices and treewidth tw(G), where f is some function, depending on the MSO2
formula describing the particular problem. As a consequence of this meta-theorem, in order to show that
some problem Π is fixed-parameter tractable (FPT), parameterized by the treewidth, it is sufficient to show
that Π can be described in a certain way.
The main problem with using the meta-theorem as a black-box is that the function f it produces
is huge (non-elementary). We also know that this bound cannot be improved, if we want to keep the
full generality of the statement [26]. Because of this, as the area of the so-called fine-grained complexity
gained popularity [36], researchers turned back to studying particular problems, and asking about the best
possible dependence on treewidth, i.e., the function f . This led to many exciting algorithmic results which
significantly improved the naive dynamic programming approach [45, 7, 35].
There is a little caveat that applies to most of algorithms mentioned above: Usually we assume that
the input graph is given along with its tree decomposition, and the running time is expressed in terms of
the width of this decomposition. This might be a serious drawback, since finding an optimal tree decom-
position is NP-hard [2]. However, finding a tree decomposition of given width (if one exists) can be done
in FPT time [5, 8], which is often sufficient. Since we are interested in the complexity of certain problems,
parameterized by the treewidth, we will not discuss the time needed to find a decomposition. Thus we will
always assume that the input graph is given along with its tree decomposition.
In parallel to improving the algorithms, many lower bounds were also developed [37, 41, 16]. Let us
point out that themain assumption from the classical complexity theory, i.e., P 6=NP, is tooweak to provide
any meaningful lower bounds in our setting. The most commonly used assumptions in the fine-grained
complexity world, are the Exponential-Time Hypothesis (ETH) and the Strong Exponential-Time Hypothesis
(SETH), both introduced by Impagliazzo and Paturi [31, 32]. Informally speaking, the ETH implies that
3-Sat with n variables cannot be solved in subexponential time, i.e., in time 2o(n), and the SETH implies
that CNF-Sat with n variables andm clauses cannot be solved in time (2− ε)n ·mO(1), for any ε > 0.
For example the straightforward dynamic programming algorithm for k-Coloring works in time
ktw(G) · nO(1). As one of the first SETH-based lower bounds for problems parameterized by the treewidth,
Lokshtanov, Marx, and Saurabh [37] proved that this bound is tight.
Theorem 1 (Lokshtanov, Marx, Saurabh [37]). For any k > 3, there is no algorithm solving k-Coloring
on a graph with n vertices and treewidth t in time (k − ε)t · nO(1), unless the SETH fails.
Graph homomorphisms. In this paper we are interested in extending Theorem 1 for one of possible
generalization of the k-Coloring problem. For graph G and H (both with possible loops on vertices), a
homomorphism from G to H is a mapping h : V (G) → V (H), which preserves edges, i.e., for every edge
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xy of G it holds that h(x)h(y) ∈ E(H). The graph H is called a target. If h is a homomorphism from G
to H , we denote it by writing h : G → H . We also write G → H to indicate that some homomorphism
from G toH exists.
By Hom(H) we denote the computational problem of deciding whether an instance graph G admits
a homomorphism to H (usually we consider H a fixed graph, but we might also treat it as a part of the
input). Observe that if H = Kk , then Hom(H) is equivalent to the k-Coloring problem. Because of that,
homomorphisms toH are often calledH-colorings. We will also refer to vertices of H as colors.
Let us briefly survey the some results concerning the complexity of variants of the Hom(H) problem.
For more information, we refer the reader to the comprehensive monograph by Hell and Nešetřil [29]. The
complexity dichotomy for Hom(H) was shown by Hell and Nešetřil [30]: the problem is polynomial-time-
solvable if H contains a vertex with a loop or is bipartite, and NP-complete for all other graphs H . Since
then, many interesting results concerning the complexity of graph homomorphisms have appeared [25,
46, 42, 15, 17, 13]. The fine-grained complexity of the Hom(H) problem, parameterized by the treewidth
of the input graph, was very recently studied by Okrasa and Rzążewski [40]. They were able to find tight
SETH-bounds, conditioned on two conjectures from algebraic graph theory from early 2000s. As these
conjectures remain wide open, we know no graph, for which the bounds from [40] do not apply.
A natural and interesting extension of theHom(H) problem is its list version. In the list homomorphism
problem, denoted by LHom(H), the input consists of a graph G and a H-lists L, which means that L
is a function which assigns to each vertex of G a subset of vertices of H . We ask whether there is a
homomorphism h from G to H , which respects lists L, i.e., for each x ∈ V (G) it holds that h(x) ∈ L(x).
If h is such a list homomorphism, we denote it by h : (G,L)→ H . We also write (G,L)→ H to indicate
that some homomorphism h : (G,L)→ H exists.
The complexity of the LHom(H) problemwas shown in three steps. First, Feder andHell [19] provided a
classification for the case thatH is reflexive, i.e., every vertex has a loop. They proved that ifH is an interval
graph, then the problem is polynomial-time solvable, and otherwise it is NP-complete. The next step was
showing the complexity dichotomy for irreflexive graphs (i.e., with no loops). Feder, Hell, and Huang [20]
proved that ifH is bipartite and its complement is a circular-arc graph, then the problem is polynomial-time
solvable, and otherwise it is NP-complete. Interestingly, bipartite graphs whose complement is circular-
arc were studied independently by Trotter and Moore [44] in the context of some poset problems. Finally,
Feder, Hell, and Huang [21] provided the full classification for general graph H : the polynomial cases
appear to be bi-arc graphs, which are also defined in terms of some geometric representation. Let us now
skip the exact definition of bi-arc graphs, and we will get back to it in Section 4.1.
Let us point out that in all three papersmentioned above, the polynomial-time algorithms for LHom(H)
exploited the geometric representation of H . On the other hand, all hardness proofs followed the same
pattern. First, for each “easy” class C (i.e., interval graphs, bipartite co-circular-arc graphs, and bi-arc
graphs), the authors provided an alternative characterization in terms of forbidden subgraphs. In other
words, they defined a (non-necessarily finite) family F of graphs, such that H ∈ C if and only if H does
not contain any F ∈ F as an induced subgraph. Then, for each F ∈ F , the authors showed that LHom(F )
is NP-complete. Note that this is sufficient, as every “hard” graph H contains some F ∈ F , and every
instance of LHom(F ) is also an instance of LHom(H), where no vertex from V (H)−V (F ) appears in any
list.
If the input graph G is given with a tree decomposition of width tw(G), then the straightforward
dynamic programming solves the LHom(H) problem in time |V (H)|tw(G) · |V (G)|O(1) . The study of the
fine-grained complexity of the LHom(H) problem, parameterized by the treewidth of the input graph, was
initiated by Egri, Marx, and Rzążewski [18]. They were able to provide the full complexity classification
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for the case of reflexive graphsH , i.e., corresponding to the first step of the above-mentioned complexity
dichotomy.
The authors defined a new and simple graph invariant, denoted by i∗, which is based on incomparable
sets and the existence of a certain decompositions in H , and proved the following tight bounds.
Theorem 2 (Egri, Marx, Rzążewski [18]). Let H be a fixed connected reflexive non-interval graph, and
let k = i∗(H). The LHom(H) problem on instances (G,L) with n vertices,
(a) can be solved in time ktw(G) · nO(1), provided that an optimal tree decomposition of G is given,
(b) cannot be solved in time (k − ε)tw(G) · nO(1) for any ε > 0, unless the SETH fails.
In this paper we continue this line of research and provide the full complexity classification for all
graphsH . Our results heavily extend the framework of Egri, Marx, Rzążewski [18] and generalizeTheorem 2.
1.1 Our results.
In this paper we provide a full complexity classification of LHom(H), parameterized by the treewidth
of an instance graph. Our results heavily extend the ones of Egri, Marx, Rzążewski [18] and general-
ize Theorem 2 to all relevant graphs H . Let us point out that instead of designing ad-hoc algorithms and
reductions that are fine-tailored for a particular problem, we rather build a general framework that allows
us to provide tight bounds for a natural and important family of problems.
We prove the complexity classification for LHom(H) in two steps. First, we consider the case that the
target graphH is bipartite. Then we extend the results to general graphsH , with loops allowed.
Bipartite graphs H . We first deal with the case that H is bipartite (in particular, irreflexive), with
bipartition classes X and Y . Recall that we are interested in graphs H , for which the LHom(H) problem
is NP-hard, i.e., graphs that are not co-circular-arc graphs. Moreover, we consider only connected graphs
H (as otherwise we can reduce to this case in polynomial time).
Let us present the high-level idea behind our algorithm for LHom(H). Consider an instance (G,L),
such that G is connected, and let n = |V (G)|. We may assume that G is bipartite, as otherwise (G,L)
is clearly a no-instance. Furthermore, in any homomorphism from G to H , each bipartition class of G is
mapped to a different bipartition class of H . We can assume that this is already reflected in the lists (we
might have to solve two independent instances).
The algorithm is based on two main ideas. First, observe that if H contains two vertices u, v, which
are in the same bipartition class, and each neighbor of u is a neighbor of v, then the only thing preventing
us from using v instead u is the fact that v might not appear in some list containing u. Thus we might
always assume that each list is an incomparable set, i.e., it does not contain two vertices u, v as above. By
i(H) we denote the size of a largest incomparable set contained in one bipartition class.
The second idea is related to a certain decomposition of H . By a bipartite decomposition we mean a
partition of the vertex set of H into three subsets D,N,R, such that:
• at least one of sets (D ∩X) and (D ∩ Y ) has at least 2 elements,
• N is non-empty and induces a biclique inH ,
• the sets (D ∩X) ∪ (N ∩ Y ) and (D ∩ Y ) ∪ (N ∩X) induce bicliques inH ,
• N is aD-R-separator.
We show that if H has a bipartite decomposition, then we can reduce solving an instance (G,L) of
LHom(H) to solving several instances of LHom(H1) and LHom(H2), where H1 is the subgraph of H in-
duced by D, and H2 is obtained from H2 by collapsingD ∩X andD ∩ Y to single vertices.
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This leads to the definition of i∗(H) as the maximum value of i(H ′) over all connected undecompos-
able induced subgraphsH ′ ofH , which are not complements of a circular-arc graph (a graph is undecom-
posable if it has no bipartite decomposition). As our first result, we show that the algorithm exploiting
decompositions recursively runs in time i∗(H)tw(G) · nO(1).
One might wonder whether some additional observations could be used to improve the algorithm. As
our second result, we show that this is not possible, assuming the SETH. This means that unless something
unexpected happens in complexity theory, our algorithmic toolbox allows to solve LHom(H), parameter-
ized by the treewidth, as fast as possible. More formally, we show the following theorem, which fully
classifies the complexity of LHom(H) for bipartite graphsH .
Theorem 3. Let H be a connected bipartite graph, whose complement is not a circular-arc graph, and let
k = i∗(H). Let G be a bipartite graph with n vertices and treewidth tw(G).
(a) Even ifH is given as an input, the LHom(H) problem with instance (G,L) can be solved in time ktw(G) ·
(n · |H|)O(1) for any lists L, provided that G is given with an optimal tree decomposition.
(b) Even ifH is fixed, there is no algorithm that solves LHom(H) for everyG andL in time (k−ε)tw(G) ·nO(1)
for any ε > 0, unless the SETH fails.
Note that for Theorem 3 a), if H is not considered to be a constant, n · |H| is a natural measure of the
size of an instance, as it is an upper estimate on the sum of sizes of all lists.
The main tool used in the proof of Theorem 3 b) is the following technical lemma.
Lemma 4 (Constructing a NEQ(S)-gadget). LetH be a connected, bipartite, undecomposable graph, whose
complement is not a circular-arc graph. Let S be an incomparable set of k > 2 vertices ofH , contained in one
bipartition class. Then there exists a NEQ(S)-gadget, i.e., a graph F with H-lists L and two special vertices
x, x′ ∈ V (F ), such that L(x) = L(x′) = S and
• for any list homomorphism h : (F,L)→ H , it holds that h(x) 6= h(x′),
• for any distinct s, s′ ∈ S there is a list homomorphism h : (F,L) → H , such that h(x) = s and
h(x′) = s′.
Let us point out that the graph constructed in Lemma 4 can be seen as a primitive-positive definition of
the inequality relation on S (see e.g. Bulatov [12, Section 2.1]). However, we prefer to present our results
using purely combinatorial terms.
The proof of Lemma 4 is technically involved, but as soon as we have it, the proof of Theorem 3 b)
is straightforward. Consider an instance G of k-Coloring, where k = i∗(H). Let H ′ be a connected,
undecomposable, induced subgraph ofH , whose complement is not a circular-arc graph, and contains an
incomparable set S of size k. We construct a graph G∗ by replacing each edge uv of G with a copy of the
NEQ(S)-gadget, given by Lemma 4 (invoked forH ′ and S), so that u is identifiedwith x and v is identified
with x′. By the properties of the gadget, we observe that G∗ has a list homomorphism to H if and only
if G is a yes-instance of k-Coloring. Furthermore, the construction of the NEQ(S)-gadget depends on
H only, and H is assumed fixed, so we conclude that tw(G∗) = tw(G) +O(1). Therefore the statement
of Theorem 3 b) follows from Theorem 1.
General graphs H . Next, we move to the general case. We aim to reduce the problem to the bipartite
case. The main idea comes from Feder, Hell, and Huang [21] who showed a close connection between
the LHom(H) problem and the LHom(H∗) problem, where H∗ is the associated bipartite graph of H , i.e.,
the bipartite graph with bipartition classes {v′ : v ∈ V (H)} and {v′′ : v ∈ V (H)}, where u′v′′ ∈ E(H∗)
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if and only if uv ∈ E(H). Let us point out that we can equivalently define H∗ as a categorical (direct)
product of H andK2 [28].
We extend the definition of i∗ to non-bipartite graphs by setting i∗(H) := i∗(H∗). Let us point out that
this definition is consistentwith the definition for bipartite graphs, andwith the definition of i∗ for reflexive
graphs, introduced by Egri, Marx, and Rzążewski [18]. We show the following theorem, fully classifying
the complexity of the LHom(H) problem, parameterized by the treewidth of the instance graph.
Theorem 5. Let H be a connected non-bi-arc graph (with possible loops), and let k = i∗(H). Let G be a
graph with n vertices and treewidth tw(G).
(a) Even ifH is given as an input, the LHom(H) problem with instance (G,L) can be solved in time ktw(G) ·
(n · |H|)O(1) for any lists L, provided that G is given with an optimal tree decomposition.
(b) Even ifH is fixed, there is no algorithm that solves LHom(H) for everyG andL in time (k−ε)tw(G) ·nO(1)
for any ε > 0, unless the SETH fails.
As we mentioned before, both statements of Theorem 5 follow from the corresponding statements
in Theorem 3. For the algorithmic part, we define certain decompositions of general graphs H and show
that they coincide with bipartite decompositions H∗. This lets us reduce solving an instance (G,L) of
LHom(H) to solving some instances of LHom(H∗).
On the complexity side, the reduction is even more direct: we show that an algorithm solving the
LHom(H) problem on instances with treewidth t in time (i∗(H) − ε)t · nO(1) could be used to solve
the LHom(H∗) problem on instances with treewidth t in time (i∗(H∗) − ε)t · nO(1), thus contradicting
Theorem 3 b).
In the conclusion of the paper we discuss how the decompositions defined for general graphsH behave
in two natural special cases: if H is either reflexive of irreflexive. Recall that they correspond to the first
two steps of the complexity dichotomy for LHom(H) [19, 20]. We also analyze the complexity for typical
graphsH , and prove the following.
Corollary 6. For almost all graphs H with possible loops the following holds. Even if H is fixed, there is
no algorithm that solves LHom(H) for every instance (G,L) in timeO
(
(|V (H)| − ε)tw(G) · nO(1)
)
for any
ε > 0, unless the SETH fails.
Finally, we show how to generalize our approach of reducing instances of LHom(H) to instances of
LHom(H ′), where H ′ is undecomposable. We believe that this idea could be exploited to study the com-
plexity of LHom(H) in various regimes, e.g., for different parameterizations of input instances.
1.2 Comparison to the previous work.
Let us briefly discuss similarities and differences between our work and previous, closely related results
by Egri, Marx, and Rzążewski [18] (about the complexity of the LHom(H) problem for reflexive H), and
by Okrasa and Rzążewski [40] (about the complexity of the Hom(H) problem).
At the high level, we follow the direction used by Egri et al. [18], but since we generalize their result
to all relevant graphs H , the techniques become much more involved. The crucial idea was to reduce
the problem to the bipartite case, and to define decompositions of general graphs that correspond to the
decompositions of H∗. On the contrary, the case of reflexive graphs H is much more straightforward.
In particular, there is just one type of decomposition that could be exploited algorithmically. Also, the
structure of “hard” subgraphs is much simpler in this case, so the necessary gadgets are significantly easier
to construct.
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On the other hand, in order to prove hardness for the Hom(H) problem, Okrasa and Rzążewski [40]
used mostly algebraic tools that are able to capture the global structure of a graph. In contrast, our proofs
are purely combinatorial. Furthermore, we are able to provide the full complexity classification for all
graphsH , while the results of [40] are conditioned on two twenty-year-old conjectures.
1.3 Notation.
LetH be a graph. By comp(G) we denote the set of connected components of G. For a vertex v, by N(v)
we denote the neighborhood of v, i.e., the set of vertices adjacent to v (note that v ∈ N(v) if and only if
v has a loop). For a set U ⊆ V (H), we define N(U) :=
⋃
u∈U N(u) − U and N [U ] :=
⋃
u∈U N(u) ∪ U .
If U = {u1, . . . , uk}, we omit one pair of brackets and write N(u1, . . . , uk) (respectively N [u1, . . . , uk])
instead of N({u1, . . . , uk}) (respectivelyN [{u1, . . . , uk}]).
We say that two vertices x, y are comparable ifN(y) ⊆ N(x) orN(x) ⊆ N(y). If two vertices are not
comparable, we say that they are incomparable. A set of vertices is incomparable if all vertices are pairwise
incomparable.
We say that a setA ⊆ V (H) is complete to a setB if for every a ∈ A and b ∈ B the edge ab exists. On
the other hand, A is non-adjacent to B if there are no edges with one endvertex in A and the other in B.
Let H be a bipartite graph, whose bipartition classes are denoted by X and Y . For a set S ⊆ V (H)
and Z ∈ {X,Y }, by SZ we denote S ∩ Z . For A,B ⊆ V (H), we say that A is bipartite-complete to B if
AX is complete to BY and AY is complete to BX .
6
2 Algorithm for bipartite target graphs
Observe that we might always assume that H is connected, as otherwise we can solve the problem for
each connected component of H separately. Furthermore, without losing the generality we may assume
certain properties of instances of LHom(H) that we need to solve.
Observation 7. Let (G,L) be an instance of LHom(H), whereH is connected and bipartite with bipartition
classes X,Y . Without loss of generality, we might assume the following.
1. The graph G is connected and bipartite, with bipartition classes XG and YG,
2.
⋃
x∈XG
L(x) ⊆ X and
⋃
y∈YG
L(y) ⊆ Y ,
3. for each x ∈ V (G), the set L(x) is incomparable.
Proof. 1. IfG is not connected, we need to solve the problem separately for each connected component.
If G is not bipartite, then we can immediately report a no-instance.
2. Observe that in any homomorphism f : (G,L) → H , either f(XG) ⊆ X and f(YG) ⊆ Y , or
f(XG) ⊆ Y and f(YG) ⊆ X . Thus in order to solve (G,L), we can separately solve two instances
(G,L′) and (G,L′′) of LHom(H), defined as follows. For each x ∈ XG we define L
′(x) := L(x)∩X
and L′′(x) := L(x)∩Y , and for each y ∈ YG we define L
′(y) := L(y)∩Y and L′′(y) := L(y)∩X .
Then (G,L) is a yes-instance of LHom(H) if and only if at least one of (G,L′) and (G,L′′) is a
yes-instance of LHom(H). Thus if we can solve each of instances (G,L′) and (G,L′′) in time T (G),
then we can solve the instance (G,L) in time 2T (G).
3. If N(u) ⊆ N(v) and both u and v appear on a list of some x ∈ V (G), then in any homomorphism
f : (G,L) → H with f(x) = u we can always recolor x to the color v. The obtained mapping is
still a list homomorphism from (G,L) toH , so we can safely remove u from L(x).
An instance of LHom(H) that respects conditions in Observation 7 is called consistent. From now on
we will restrict ourselves to consistent instances. Let us introduce a graph parameter, which will play a
crucial role in our investigations.
Definition 1 (i(H)). For a bipartite graph H , by i(H) we denote the maximum size of an incomparable
set inH , which is fully contained in one bipartition class.
Clearly for every H we have i(H) 6 |H|. Note that by Observation 7 we obtain the following.
Corollary 8. Let (G,L) be a consistent instance of LHom(H), whereH is bipartite. Then max
v∈V (G)
|L(v)| 6 i(H).
2.1 Decomposition of bipartite graphs
Throughout this sectionwe assume that the target graphH is bipartitewith bipartition classesX and Y . In
particular, it has no loops. Our algorithm for LHom(H) is based on the existence of a certain decomposition
of H .
Definition 2 (Bipartite decomposition). A partition of V (H) into an ordered triple of sets (D,N,R)
is a bipartite decomposition if the following conditions are satisfied.
1. N is non-empty and separatesD and R,
2. |DX | > 2 or |DY | > 2,
3. N induces a biclique in H ,
4. D is bipartite-complete to N .
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Since so far we only consider bipartite decompositions, we will just call them decompositions. Later
on we will introduce other types of decompositions and then the distinction will be important. IfH admits
a decomposition, then it is decomposable, otherwise it is undecomposable.
For a graphH with a decomposition (D,N,R), the factors of the decomposition are two graphsH1,H2
defined as follows. The graphH1 is the subgraph ofH induced by the setD. The graphH2 is obtained in
the following way. For Z ∈ {X,Y }, if DZ is non-empty, then we contract it to a vertex dZ . If there is at
least one edge between the setsDX and DY , we add the edge dXdY .
Note that both H1 and H2 are proper induced subgraphs of H . For H1 is follows directly from the
definition andH2 can be equivalently defined as a graph obtained fromH by removing all but one vertex
from DX (if DX 6= ∅) and all but one vertex from DY (if DY 6= ∅). We leave the vertices that are joined
by an edge, provided that such a pair exists.
Now let us demonstrate how the bipartite decomposition can be used algorithmically. Let T (H,n, t)
denote an upper bound for the complexity of LHom(H) on instances with n vertices, given along a tree
decomposition of width t. In the following lemma we do not assume that |H| is a constant.
Lemma 9 (Bipartite decomposition lemma). Let H be a bipartite graph with bipartition classes X and
Y , whose complement is not a circular-arc graph, and suppose H has a bipartite decomposition with factors
H1,H2. Assume that there are constants α > 1, c > 1, and d > 2, such that T (H1, n, t) 6 α · c
t · (n · |H1|)
d
and T (H2, n, t) 6 α · c
t · (n · |H2|)
d. Then T (H,n, t) 6 α · ct · (n · |H|)d, if n is sufficiently large.
Proof. Consider an instance (G,L) of LHom(H), recall that without loss of generality we may assume
that it is consistent. Let the bipartition classes ofG beXG and YG and assume that
⋃
x∈XG
L(x) ⊆ X and⋃
y∈YG
L(y) ⊆ Y .
Let (D,N,R) be a bipartite decomposition of H . We observe that for Z ∈ {X,Y }, and any two
vertices v ∈ DZ , s ∈ NZ , we haveN(v) ⊆ N(s). Thus we may assume that no list contains both s and v.
Let Q be the set of vertices of G which have at least one vertex from N in their lists.
Claim 9.1. If there exists a list homomorphism h : (G,L) → H , the image of each C ∈ comp(G−Q) is
entirely contained either in D or in R.
Proof of Claim. By the definition of comp(G−Q), the image of C is disjoint with N . Suppose there exist
a, b ∈ C , such that h(a) = u ∈ D and h(b) = r ∈ R. Since C is connected, there exists an a-b-path P
in C . The image of P is an u-r-walk in H . But since N separates D and R in H , there is a vertex of P ,
which is mapped to a vertex of N , a contradiction. 
Let us define listsL1 asL1(x) := L(x)∩D, for every x ∈ V (G)−Q. For eachC ∈ comp(G−Q), we
check if there exists a homomorphism hC : (C,L1)→ H1. Let C1 be the set of those C ∈ comp(G−Q),
for which hC exists. By Claim 9.1, we observe that if C /∈ C1, then we can safely remove all vertices from
D from the lists of vertices of C .
Now consider the graphH2. Let Z ∈ {X,Y } and let dZ be the vertex to which the setDZ is collapsed
(if it exists). Let us define an instance (G,L2) of the LHom(H2) problem, where the lists L2 are as follows.
If v ∈ ZG is a vertex from some component of C1, then L2(v) := L(v)−DZ ∪{dZ} (note that in this case
dZ must exist). If v is a vertex from some component of comp(G−Q) − C1, then L2(v) := L(v) −DZ .
Finally, if v ∈ Q, then L2(v) := L(v). Note that the image of each list is contained in V (H2). Moreover,
note that
⋃
x∈XG
L2(x) ⊆ RX ∪NX ∪ {dX} and
⋃
y∈YG
L2(y) ⊆ RY ∪NY ∪ {dY }.
Claim 9.2. There is a list homomorphism h : (G,L) → H if an only if there is a list homomorphism
h′ : (G,L2)→ H2.
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Proof of Claim. First, assume that h : (G,L) → H exists. Define h′ : V (G) → V (H2) in the following
way:
h′(v) =

dX if h(v) ∈ DX ,
dY if h(v) ∈ DY ,
h(v) otherwise.
Clearly h′ is a homomorphism from G to H2, we need to show that it also respects lists L2. Suppose
otherwise and let v be a vertex of G, such that h′(v) /∈ L2(v). By symmetry, assume that v ∈ XG, and
thus h′(v) ∈ X . If h′(v) 6= dX , then h
′(v) = h(v) ∈ (L(v) −DX) ⊆ L2(v). So suppose h
′(v) = dX (and
thus h(v) ∈ DX ) and dX /∈ L2(v). Observe that v cannot be a vertex fromQ, since hmaps v to a vertex of
DX and vertices fromQ do not have any vertices ofD in their lists. So the only case left is that v belongs
to some connected component C of G − Q, which cannot be mapped to H1. But then, by Claim 9.1, no
vertex of C is mapped to any vertex of D, so h(v) /∈ DX , a contradiction.
Now suppose there exists a list homomorphism h′ : (G,L2) → H2. Define the following mapping h
from V (G) to V (H). If h′(v) /∈ {dX , dY }, thenwe set h(v) := h
′(v). Otherwise, if h′(v) ∈ {dX , dY }, then
v is a vertex of some connected componentC ∈ C1, and we define h(v) := hC(v). Clearly h preserves lists
L: if h(v) /∈ D, then h(v) = h′(v) ∈ L2(v) − {dX , dY } ⊆ L(v); otherwise we use hC , which preserves
lists L by the definition.
Now suppose h does not preserve edges, so there are vertices u ∈ XG and v ∈ YG, such that uv is an
edge of G and h(u)h(v) is not an edge ofH . If h′(u) = dX , h
′(v) = dY , or h
′(u) 6= dX , h
′(v) 6= dY , then
h(u)h(v)must be an edge ofH , otherwise we get a contradiction by the definitions of hC (as since x and y
are neighbors, they belong to the same C) and h′, respectively. So, by symmetry, suppose h′(u) = dX and
h′(v) 6= dY . But then we observe that h(u) ∈ DX and h(v) = h
′(v) ∈ NY , since h
′ is a homomorphism.
And because NY is complete to DX , so h(u)h(v) is an edge – a contradiction. 
Computing comp(G−Q) can be done in time O(n · |H| + n2) = O((n · |H|)2). Note that given
a tree decomposition of G of width at most t, we can easily obtain a tree decomposition of each C ∈
comp(G−Q) of width at most t. Computing hC for all C ∈ comp(G−Q) requires time at most∑
C∈comp(G−Q)
T (H1, |C|, t) 6
∑
C∈comp(G−Q)
α · ct · (|H1| · |C|)
d 6 α · ct · (|H1| · n)
d.
The estimation follows from the facts that
∑
C∈comp(G−Q) |C| 6 n, and n
d is superadditive with respect to
n, i.e., nd1 +n
d
2 6 (n1 +n2)
d. Computing lists L2 can be performed in timeO(|H| ·n). Finally, computing
h′ requires time T (H2, n, t) 6 α · c
t · (|H2| · n)
d. The total running time is therefore bounded by:
O
(
(n · |H|)2
)
+ α · ct · (|H1| · n)
d +O(|H| · n) + α · ct · (|H2| · n)
d.
With a careful analysis one can verify that the above expression is bounded by α · ct · (|H| · n)d, provided
that n is sufficiently large.
2.2 Solving LHom(H) for bipartite targets
Let us define the main combinatorial invariant of the paper, i∗(H):
Definition 3 (i∗(H) for bipartiteH). Let H be a connected bipartite graph, whose complement is not
a circular-arc graph. Define
i∗(H) := max{i(H ′) : H ′ is an undecomposable, connected, induced
subgraph of H, whose complement is not a circular-arc graph}.
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Observe that if H ′ is an induced subgraph of H , then i(H ′) 6 i(H) and i∗(H ′) 6 i∗(H), and thus
i∗(H) = i(H) for undecomposable H . Furthermore, we always have i∗(H) 6 i(H), which in turn is
upper-bounded by the size of the larger bipartition class of H , i.e., the natural bound on the size of the
lists in an instance of LHom(H).
Let us point out that using Definition 2 it is easy to create graphs H , for which i∗(H) is arbitrarily
smaller than this natural upper bound. For example, let k > 3 and let H0 be obtained from Kk,k by
removing a perfect matching. Then H0 is not the complement of a circular-arc graph, as it contains an
induced C6. Now, for j > 1, the graph Hj is obtained from Hj−1 by introducing another copy of H0 and
making all vertices from one bipartition class of Hj−1 complete to a vertex of H0. It is straightforward to
verify that for every j > 1 it holds that i∗(Hj) = k+1, while each bipartition class ofHj has j ·k vertices.
Now we are ready to present an algorithm solving LHom(H), note that again we do not assume that
|H| is a constant. We present the following, slightly more general variant of Theorem 3 a), where we also
do not assume that the tree decomposition of G is optimal.
Theorem 3’ a). Let H be a connected bipartite graph (given as an input) and let (G,L) be an instance
of LHom(H), where G has n vertices and is given along a tree decomposition of width t. Then there is an
algorithm which decides whether (G,L)→ H in time O
(
i∗(H)t · (n · |H|)O(1)
)
.
Proof. Clearly we can assume that n is sufficiently large, as otherwise we can solve the problem in poly-
nomial time by brute-force.
Observe that with H we can associate a recursion tree R, whose nodes are labeled with induced sub-
graphs of H . The root, denoted by node(H) corresponds to the whole graph H . If H is undecomposable
or is a complement of a circular-arc graph, then the recursion tree has just one node. Otherwise H has
a decomposition with factors H1 and H2, and then node(H) has two children, node(H1) and node(H2),
respectively. Recall that each factor has strictly fewer vertices thanH , so we can construct R recursively.
Clearly, each leaf ofR is either the complement of a circular-arc graph (and thus the corresponding prob-
lem is polynomial-time solvable), or is an undecomposable induced subgraph of H . Note that a recursion
treemay not be unique, as a graphmay have more than one decomposition. However, the number of leaves
is bounded byO(|H|) (actually, with a careful analysis we can show that it is at most |H|− 2), so the total
number of nodes isO(|H|). Furthermore, it can be shown that in time polynomial inH we can check ifH
is undecomposable, or find a decomposition (we will prove it in Lemma 23). Since recognizing circular-arc
graphs (and therefore of course their complements) is also polynomial-time solvable, we conclude thatR
can be constructed in time polynomial in |H|.
If H is the complement of a circular-arc graph, then we solve the problem in polynomial time [20]. If
H is undecomposable, we run a standard dynamic programming algorithm on a tree decomposition of G
(see [9, 6]). For each bag of the tree decomposition, and every partial list homomorphism from the graph
induced by this bag to H we indicate whether this particular partial homomorphism can be extended to
a list homomorphism of the graph induced by the subtree rooted at this bag. By Corollary 8, the size
of each list L(x) for x ∈ V (G) is at most i(H), thus the complexity of the algorithm is bounded by
α · i(H)t · (n · |H|)d for some constants α, d. We can assume that d > 2, as otherwise we can always
increase it.
So suppose H is decomposable and let us show that we can solve the problem in time α · i∗(H)t · (n ·
|H|)d. LetR be a recursion tree of H and recall that its every leaf corresponds to an induced subgraph of
H with strictly fewer vertices. Therefore, for any leaf node ofR, corresponding to the subgraphH ′ ofH ,
we can solve every instance of LHom(H ′) with n vertices and a tree decomposition of width at most t in
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time α · i(H ′)t · (n · |H ′|)d 6 α · i∗(H)t · (n · |H ′|)d. Now, applying Lemma 9 in a bottom-up fashion, we
conclude that we can solve LHom(H) in time α · i∗(H)t · (n · |H|)d = O(i∗(H)t · (n · |H|)O(1)).
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3 Hardness for bipartite target graphs
In this section we consider bipartite graphs H , which are not complements of circular-arc graphs. Let us
start this section with recalling an alternative definition of this class, which was used by Feder, Hell, and
Huang to obtain the complexity dichotomy for the LHom(H) problem, if H is irreflexive [20].
Definition 4 (Special edge asteroid). Let k > 1 and consider AX = {u0, . . . , u2k} ⊆ X and AY =
{v0, . . . , v2k} ⊆ Y . The pair (AX , AY ) is a special edge asteroid if, for each i ∈ {0, . . . , 2k}, the vertices
ui and vi are adjacent, and there exists a ui-ui+1-pathWi,i+1 (indices are computed modulo 2k+1), such
that
(a) there are no edges between {ui, vi} and {vi+k, vi+k+1} ∪Wi+k,i+k+1 and
(b) there are no edges between {u0, v0} and {v1, . . . , v2k} ∪
⋃2k−1
i=1 Wi,i+1.
Feder, Hell, and Huang [20] proved the following characterization of bipartite graphs, whose comple-
ments are circular-arc graphs.
Theorem 10 (Feder, Hell, and Huang [20]). A bipartite graph H is the complement of a circular-arc
graph if and only ifH does not contain an induced cycle with at least 6 vertices or a special edge asteroid.
We aim to prove Theorem 3 b). Actually we will show a version, which gives the lower bound pa-
rameterized by the pathwidth of G. Clearly such statement will be stronger, as pw(G) > tw(G). This
corresponds to the pathwidth variant of Theorem 1, also shown by Lokshtanov, Marx, Saurabh [37].
Theorem 1’ (Lokshtanov, Marx, Saurabh [37]). For any k > 3, there is no algorithm solving k-Coloring
on a graph with n vertices and pathwidth t in time (k − ε)t · nO(1), unless the SETH fails.
Thus we show the following strenghtening of Theorem 3 b).
Theorem 3’ b). Let H be a fixed bipartite graph, whose complement is not a circular-arc graph. Unless the
SETH fails, there is no algorithm that solves the LHom(H) problem on instances with n vertices and pathwidth
t in time (i∗(H)− ε)t · nO(1), for any ε > 0.
In order to prove Theorem 3’ b), it is sufficient to show the following.
Theorem 11. LetH be a fixed connected bipartite undecomposable graph, whose complement is not a circular-
arc graph. Unless the SETH fails, there is no algorithm that solves the LHom(H) problem on instances with n
vertices and pathwidth t in time (i(H)− ε)t · nO(1), for any ε > 0.
Let us show that Theorem 3’ b) and Theorem 11 are equivalent.
(Theorem 11→Theorem 3’ b)) Assume the SETHand suppose that Theorem 11 holds and Theorem 3’ b)
fails. So there is a bipartite graph H , whose complement is not a circular-arc graph, and an algorithm A
that solves LHom(H) in time (i∗(H) − ε)pw(G) · nO(1) for every input (G,L), assuming that G is given
along with its optimal path decomposition.
LetH ′ be an undecomposable connected induced subgraph ofH , whose complement is not a circular-
arc graph, and i(H ′) = i∗(H). Let (G,L′) be an arbitrary instance of LHom(H ′). Since H ′ is an induced
subgraph ofH , the instance (G,L′) can be seen as an instance of LHom(H), where no vertex from V (H)−
V (H ′) appears in any list. The algorithm A solves this instance in time (i∗(H) − ε)pw(G) · nO(1) =
(i(H ′)− ε)pw(G) · nO(1), contradicting Theorem 11.
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(Theorem 3’ b)→ Theorem 11) Assume the SETH and suppose Theorem 3’ b) holds and Theorem 11
fails. So there is a connected bipartite undecomposable graph H , whose complement is not a circular-arc
graph, and an algorithmA that solves LHom(H) in time (i(H)−ε)pw(G) ·nO(1) for every input (G,L). But
since H is connected, bipartite, and undecomposable, we have i∗(H) = i(H), so algorithm A contradicts
Theorem 3’ b).
3.1 Walks and obstructions: definitions and basic properties
Let us start this section with introducing some definitions and properties that will be heavily used in our
hardness proof.
We call a set of edges independent if they form an induced matching. A walk P is a sequence P =
p1, . . . , pℓ of vertices of H , such that pipi+1 ∈ E(H), for every i ∈ [ℓ− 1]. We call |P| = ℓ− 1 the length
of the walk P . By P we denote the walk P reversed, i.e., P = pℓ, . . . , p1. If |P| > 0, by P
⊣ and P⊢,
respectively, we denote the walks p2, . . . , pℓ and p1, . . . , pℓ−1. If vertices a and b are, respectively, the first
and the last vertex of a walk P , we say that P is an a-b-walk and denote it by P : a→ b.
Now let us define the relation of walks, which will be crucial in our hardness reductions.
Definition 5 (Avoiding). For walks P = p1, . . . , pℓ and Q = q1, . . . , qℓ of equal length, such that p1 is
in the same bipartition class as q1, we say P avoids Q if p1 6= q1 and for every i ∈ [ℓ − 1] it holds that
piqi+1 6∈ E(H).
The following observation is immediate.
Observation 12. If P = p1, p2 . . . , pℓ avoids Q = q1, q2, . . . , qℓ and ℓ > 2, then q2 ∈ N(q1)−N(p1) and
pℓ−1 ∈ N(pℓ)−N(qℓ). In particular, N(q1) 6⊆ N(p1) and N(pℓ) 6⊆ N(qℓ). 
ForwalksP = p1, . . . , pℓ andQ = q1, . . . , qk such that pℓ = q1, we defineP◦Q := p1, . . . , pℓ, q2, . . . , qk
(in particular, p1, . . . , pℓ ◦ pℓ = p1, . . . , pℓ). We observe the following.
Observation 13. If P : x → y avoids Q : p → q and P ′ : y → z avoids Q′ : q → r, then P ◦ P ′
avoids Q ◦ Q′. 
We say that two disjoint sets S1 and S2 are non-adjacent if there is no edge with one vertex in S1 and
the other in S2. If it does not lead to confusion, we will sometimes identify a walkP with the set of vertices
in P , so in particular we will say that walks P and Q are non-adjacent. Clearly, if two walks of the same
length are non-adjacent, they avoid each other. For a walk P = p1, p2 . . . , pℓ and some 1 6 i 6 j 6 ℓ, we
define the pi-pj-subwalk of P , denoted by P[pi, pj ], as P[pi, pj ] := pi, pi+1, . . . , pj−1, pj . (Note that the
vertices pi and pj might appear on P more than once, then P[pi, pj ] can be chosen arbitrarily.) For a set P
of walks of equal length, we define the set P(i) = {v : v is the i-th vertex of some P ∈ P}.
3.1.1 Special edge asteroids.
Let us consider a special edge asteroid (AX , AY ), whereAX = {u0, . . . , u2k} ⊆ X andAY = {v0, . . . , v2k} ⊆
Y . We use the notation from Definition 4.
Observe that {u0v0, u1v1, uk+1vk+1} is an independent set of edges. Note that for i ∈ {0, . . . , 2k},
there might be many ways to choose Wi,i+1. We will select the actual path in the following way. First,
among all possible paths that satisfy the conditions in the definition, we will only consider shortest ones
(note that in particular they are induced). Second, if only possible, we will restrict our considerations to
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paths containing vi. Finally, among all paths that are still in consideration, we will select one that contains
vi+1, if possible.
In the following observation we show that edge asteroid is symmetric with respect to bipartition ofH .
Lemma 14. Consider AX = {u0, . . . , u2k} ⊆ X and AY = {v0, . . . , v2k} ⊆ Y , such that (AX , AY ) is
a special edge asteroid. Let paths {Wi,i+1}
2k
i=0 be chosen as described above. Then for each i ∈ {0, . . . , 2k}
there exists an induced vi-vi+1-pathW
′
i,i+1, such that
(a) there are no edges between {ui, vi} and {ui+k, ui+k+1} ∪W
′
i+k,i+k+1,
(b) there are no edges between {u0, v0} and {u1, . . . , u2k} ∪
⋃2k−1
i=1 W
′
i,i+1.
Furthermore AX ∪AY ∪
⋃2k
i=0Wi,i+1 = AX ∪AY ∪
⋃2k
i=0W
′
i,i+1.
Proof. Let i ∈ {0, . . . , 2k}. We obtain W ′i,i+1 by modifying the endpoints of Wi,i+1 as follows. If vi
(respectively vi+1) already belongs to Wi,i+1, then it must be the second (resp. last but one) vertex of
Wi,i+1, as this path is induced. Thus we remove ui (resp. ui+1). In the other case, if vi (resp. vi+1) does
not appear on Wi,i+1, we append it as the first (resp. last) vertex. Clearly such constructed W
′
i,i+1 is a
vi-vi+1-path. Moreover, since W
′
i,i+1 ⊆ Wi,i+1 ∪ {vi, vi+1}, conditions (a) and (b) are satisfied by the
definition ofWi,i+1. Moreover, note that AX ∪AY ∪
⋃2k
i=0 Wi,i+1 = AX ∪AY ∪
⋃2k
i=0 W
′
i,i+1.
So we only need to argue that W ′i,i+1 is an induced path. Clearly, if we only removed vertices ui or
ui+1 from Wi,i+1, thenW
′
i,i+1 is induced since Wi,i+1 is. So suppose that vi does not appear onWi,i+1,
but is adjacent to some vertex ofWi,i+1, other than ui. It is straightforward to verify that in this case we
could have chosen a shorter pathWi,i+1, or one that is equally long, but contains vi, which contradicts
the choice ofWi,i+1. The case if vi+1 does not appear inWi,i+1 is analogous.
Note that Lemma 14 implies that if (AX , AY ) is a special edge asteroid, then so is (AY , AX). For
(AX , AY ) and paths {Wi,i+1}
2k
i=0 defined as above, we define the asteroidal subgraph O to be the subgraph
of H induced by AX ∪AY ∪
⋃2k
i=0Wi,i+1. To restore the symmetry of (AX , AY ) and (AY , AX), we will
only require that walks {Wi,i+1}
2k
i=0 and {W
′
i,i+1}
2k
i=0 are induced. Observe that by Lemma 14, if O is the
asteroidal subgraph for (AX , AY ), it is also the asteroidal subgraph for (AY , AX). Therefore, whenever
we find in H an asteroidal subgraph, we can freely choose the appropriate special edge asteroid, usually
we will do it implicitly. Also, we will always use the notation introduced above. In an asteroidal subgraph,
in natural way we will treat paths Wi,i+1 and W
′
i,i+1 as walks. Moreover, for each valid i we define
Wi+1,i :=Wi,i+1.
3.1.2 Obstructions.
An induced subgraphO ofH is an obstruction if it is isomorphic toC6 orC8, or it is an asteroidal subgraph.
Note that each induced cycle with at least 10 vertices contains a special edge asteroid. Therefore we can
restate Theorem 10 in the following way, which will be more useful for us.
Corollary 15. Let H be a bipartite graph, which is not the complement of a circular-arc graph. Then H
contains an obstruction as an induced subgraph.
Let us show basic properties of obstructions. We denote the consecutive vertices of the cycle Ck by
w1, w2, . . . , wk (with w1wk ∈ E(Ck)). For special edge asteroids, we use the notation from Definition 4.
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Definition 6 (C(O)). For an obstruction O, we define
C(O) :=

{(w1, w5), (w2, w4)} if O is isomorphic to C6,
{(w1, w5), (w2, w6)} if O is isomorphic to C8,
{(u0, u1), (v0, v1)} if O is an asteroidal subgraph.
For a pair (α, β) ∈ C(O) we define (α′, β′) to be the other element of C(O). Due to the symmetry
of cycles and Lemma 14, we will be able to assume symmetry between the elements of C(O), i.e., the
properties of (α, β) that we will require will also be satisfied for (α′, β′). Thus in proofs it will usually be
sufficient to consider one pair in C(O), as the proof for the other one will be analogous.
In the following two observations we show the existence of some useful walks in O.
Observation 16. Let O be an obstruction in H and let C(O) = {(α, β), (α′ , β′)}. Then for every pair of
vertices x, y ofO, such that x, y 6∈ N [α,α′], there exists an x-y-walkW[x, y], using only vertices ofO, which
is non-adjacent to {α,α′}.
Proof. It is straightforward to observe that the graph O − N [α,α′] is still connected, so the existence of
claimed walks follows easily. The notation is justified by interpreting these walks in the case when O is
an asteroidal subgraph as subwalks of
W :=W0,1[p, u1] ◦ u1, v1, u1 ◦ W1,2 ◦ u2, v2, u2 ◦ W2,3 ◦ . . . ◦ W2k−1,2k ◦ u2k, v2k, u2k ◦ W2k,0[u2k, q],
where p and q are, respectively, the first vertex ofW0,1, which is not in N [u0, v0], and the last vertex of
W2k,0, which is not inN [u0, v0].
Observation 17. Let H be a bipartite graph with an obstruction O, let (α, β) ∈ C(O).
(a) There exist walks X ,X ′ : α→ β and Y,Y ′ : β → α, such that X avoids Y and Y ′ avoids X ′.
(b) If O is an asteroidal subgraph, let γ be the vertex in {uk+1, vk+1} in the same bipartition class as α, β,
and let c ∈ {α, β, γ}. Then for any a, b, such that {a, b, c} = {α, β, γ}, there exist walks Xc : α →
a and Yc : α→ b, and Zc : β → c, such that Xc,Yc avoid Zc and Zc avoids Xc,Yc.
All walks use only vertices of O.
Proof. Let us start with proving (a) in the case if O is either isomorphic to C6 or to C8, recall that consec-
utive vertices of such a cycle are denoted by w1, w2, . . .. We can also assume that α = w1 and β = w5, as
the other case is symmetric.
If O ≃ C6, we set
X := w1, w6, w5, w4, w5 X
′:= w1, w2, w3, w4, w5,
Y := w5, w4, w3, w2, w1 Y
′ := w5, w6, w1, w2, w1.
If O ≃ C8, we set
X = X ′ := w1, w2, w3, w4, w5,
Y = Y ′ := w5, w6, w7, w8, w1.
It is straightforward to verify that these walks satisfy the statement (a).
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So from now on let us consider the case that O is an asteroidal subgraph, and, by symmetry, assume
thatα = u0 and β = u1. Then γ = uk+1. Before we proceed to the proof of (a), let us define three auxiliary
walksA : u0 → u0, B : u0 → uk+1, and C : u1 → u1, as follows.
A := U0 ◦ U0 ◦ U0 ◦ U0 ◦ . . . ◦ U0 ◦ U0,
B := U0 ◦ W0,2k ◦ U2k ◦ W2k,2k−1 ◦ . . . ◦ Uk+2 ◦ Wk+2,k+1,
C :=W[u1, uk] ◦ Uk ◦ Wk,k−1 ◦ Uk−1 ◦ . . . ◦ W2,1 ◦ U1,
where W[u1, uk] is obtained from Observation 16 and by Ui we mean a walk ui, vi, . . . , vi, ui of the ap-
propriate length. Note that here we abuse the notation slightly, as the length of each Ui might be dif-
ferent. By Definition 4, we have that Ui and Wi+k,i+k+1 are non-adjacent, and so are sets {u0, v0} and
{v1, . . . , v2k} ∪
⋃2k−1
i=1 Wi,i+1. So it is straightforward to observe that A,B avoid C and C avoidsA,B.
In order to prove (a), we define
X = X ′ := B ◦ Uk+1 ◦ W[uk+1, u1],
Y = Y ′ := C ◦ W1,0 ◦ U0,
whereW[uk+1, u1] is given by Observation 16, and Ui is defined as previously. Observe that these walks
avoid each other because B and C avoid each other, the walkW1,0 is non-adjacent to {uk+1, vk+1}, and
W[uk+1, u1] is non-adjacent to {u0, v0} by Observation 16.
Now let us show (b). Consider three cases. If c = u0, then by symmetry assume that a = u1, b = uk+1,
and define
Xc := X ◦ U1,
Yc := X ◦ W[u1, uk+1],
Zc := Y ◦ U0,
where walks X ,Y are given by statement (a) and W[u1, uk+1] is given by Observation 16. Note that in
case of asteroidal subgraph we have X = X ′ and Y = Y ′, and therefore X ,Y avoid each other.
If c = u1, then assume that a = u0, b = uk+1 and can observe that our auxiliary walksA,B, C already
satisfy the statement of the lemma. Indeed, is it sufficient to set
Xc := A, Yc := B, Zc := C.
Finally, for c = uk+1 and a = u0, b = u1, we can define
Xc := U0 ◦ U0,
Yc := U0 ◦ W0,1,
Zc :=W[u1, uk+1] ◦ Uk+1,
whereW[u1, uk+1] is given by Observation 16. This completes the proof.
3.2 Main ingredients
In order to prove Theorem 11 we will use several gadgets.
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3.2.1 Building gadgets from walks.
First, let us show how we will use walks to create gadgets. For a set D = {Di}
k
i=1 of walks of equal length
ℓ > 1, let P (D) be a path with ℓ + 1 vertices p1, . . . , pl+1, such that the list of pi is D
(i), i.e., the set of
i-th vertices of walks in D. The vertex p1 will be called the input vertex and pℓ+1 will be called the output
vertex.
Lemma 18. Let D = {Di}
k
i=1 be a set of walks of equal length ℓ > 1, such thatDi is an si-ti-walk. LetA,B
be a partition of D into two non-empty sets. Moreover, for C ∈ {A,B}, define S(C) = {si : Di ∈ C} and
T (C) = {ti : Di ∈ C}. Suppose that S(A)∩ S(B) = ∅ and T (A)∩ T (B) = ∅, and every walk in A avoids
every walk in B. Then P (D) with the input vertex x and the output vertex y has the following properties:
(a) L(x) = S(A) ∪ S(B) and L(y) = T (A) ∪ T (B),
(b) for every i ∈ [k] there is a list homomorphism fi : P (D)→ H , such that fi(x) = si and fi(y) = ti,
(c) for every f : P (D)→ H , if f(x) ∈ S(A), then f(y) /∈ T (B).
Furthermore, if every walk in B avoids every walk in A, we additionally have
(d) for every f : P (D)→ H , if f(x) ∈ S(B), then f(y) /∈ T (A).
Proof. For i ∈ [k], let dij denote the j-th vertex of Di, and denote consecutive vertices of P (D) by x =
p1, p2, . . . , pℓ+1 = y. The statement (a) follows directly from the definition of lists in P (D). For (b),
consider any i ∈ [k] and define fi(pj) := d
i
j for j ∈ [ℓ+1]. Observe that fi is indeed a list homomorphism
P (D)→ H since for every edge pjpj+1 of P (D) it holds that fi(pj) and fi(pj+1) are consecutive vertices
dij and d
i
j+1 of the walk Di and thus they are adjacent in H . Moreover, clearly fi(x) = si and fi(y) = ti.
To show (c), suppose there exists a list homomorphism f : P (D) → H such that f(p1) ∈ S(A)
and f(pℓ+1) ∈ T (B). Let i ∈ [ℓ + 1] be the minimum integer such that there exists a walk Dr in B
with f(pi) = d
r
i . Note that it exists since f(pℓ+1) ∈ T (B). Moreover, i > 1 since f(p1) ∈ S(A) and
S(A)∩S(B) = ∅. By minimality of iwe have that f(pi−1) = d
s
i−1 for someDs ∈ A. Thus there is a walk
Ds ∈ A and a walk Dr ∈ B, such that Ds does not avoid Dr , a contradiction. Similarly, we can show the
property (d) by switching the roles of A and B.
For two gadgets P = P (D) and P ′ = P (D′), such that the list of the output vertex of P is the same
as the list of the input vertex of P ′, the composition of P and P ′ is gadget P ′′ obtained by identifying the
output vertex of P and the input vertex of P ′. The input and the output vertex of P ′′ are, respectively, the
input vertex of P and the output vertex of P ′.
3.2.2 Expressing basic relations.
Let H be an undecomposable, bipartite graph with an obstruction O. We will show that the structure of
O is sufficiently rich to express some basic relations.
For a k-ary relation Rk ⊆ V (H)
k , by an Rk-gadget we mean a graph F withH-lists L and k specified
vertices v1, v2, . . . , vk , called interface, such that for every i ∈ [k] it holds that
{f(v1)f(v2) . . . f(vk) | f : (F,L)→ H} = Rk.
In other words, the set of all possible colorings of the interface vertices that can be extended to a list H-
coloring of the whole gadget is precisely the relation we are expressing. In the definition of an Rk-gadget
we do not insist that interface vertices are pairwise different.
Let (α, β) ∈ C(O). To make the definitions more intuitive, let us assign logic values to vertices α, β
in the following way: α will be interpreted as false, and β will be interpreted as true. First, we need to
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express a k-ary relation ORk = {α, β}
k − {αk} and a binary relation NAND2 = {αα,αβ, βα}. Note
that the relations ORk and NAND2 are symmetric with respect to interface vertices.
Lemma 19. LetH be a bipartite graph with an obstruction O and let (α, β) ∈ C(O). For every k > 2 there
exists an ORk-gadget, and a NAND2-gadget.
Proof. First, notice that for any k > 3, the relationORk can be expressed using a binary relation NEQ =
{αβ, βα} and ternaryOR3. Indeed, note that anORk-gadget with interface vertices x1, x2, . . . , xk can be
easily constructed by introducing an ORk−1-gadget with interface vertices x1, x2, . . . , xk−2, y, an OR3-
gadgetwith interface vertices y′, xk−1, xk , and aNEQ-gadgetwith interface vertices y, y
′ (this corresponds
to the textbook NP-hardness reduction from Sat to 3-Sat [27, Sec. 3.1.1.]).
Let X ,Y,X ′,Y ′ be the walks given by Observation 17. Let P ({X ,Y}) be the path obtained by ap-
plying Lemma 18 for A = {X} and B = {Y}, and let P ({X ′,Y ′}) be the path obtained by applying
Lemma 18 forA = {Y ′} andB = {X ′}. It is straightforward to observe that the graph obtained by identi-
fying the first vertex of P ({X ,Y}) with the first vertex of P ({X ′,Y ′}), and the last vertex of P ({X ,Y})
with the last vertex of P ({X ′,Y ′}), is a NEQ-gadget (whose interface are the identified vertices). So, in
order to prove the lemma, we need to build gadgets for binary relations OR2, NAND2, and the ternary
relationOR3.
Observe that anOR2-gadget can be obtained by identifying two of three interface vertices of anOR3-
gadget. Thus it is sufficient to show how to construct an OR3-gadget and a NAND2-gadget. Let us first
focus on constructing OR3.
By symmetry ofO, we can assume that α = w1, β = w5 ifO is either an induced 6-cycle or an induced
8-cycle, or α = u0, β = u1 if O is an asteroidal subgraph. Set γ = w3 in the former case, or γ = uk+1 in
the latter one.
The high-level idea is to construct, for every triple a, b, c, such that {a, b, c} = {α, β, γ}, an R(c)-
gadget for the relation R(c) = {αa, αb, βα, ββ, βγ}. This gadget will be called Pc, and its interface
vertices will be x and y, where L(x) = {α, β} and L(y) = {α, β, γ}.
Suppose we have constructed graphs Pα, Pβ , and Pγ . Let x1, x2, x3, respectively, be their x-vertices.
Consider a graph G obtained by identifying the y-vertices of Pα, Pβ , and Pγ to a single vertex y. The
lists of vertices remain unchanged, note that all y-vertices have the same list {α, β, γ}, so identifying the
vertices does not cause any conflict here. Obviously we have L(x1) = L(x2) = L(x3) = {α, β}.
Observe it is not possible to map all x1, x2, x3 to α. However, every triple of colors from {α, β}
3 −
{ααα} might appear on vertices x1, x2, x3 in some list homomorphism from G to H . Thus the graph G
satisfies the definition of an OR3-gadget, whose interface vertices are x1, x2, x3. So let us show how to
construct Pc for every c ∈ {α, β, γ}.
IfO is isomorphic toC6 orC8, then the construction is straightforward and it is shown on Figure 1 (the
picture shows OR3-gadgets, with y-vertices of Pc’s already identified). For the case if O is an asteroidal
subgraph, the construction will be quite similar, but a bit more involved.
First, let us build an auxiliary gadget. RecallwalksW[u1, uk+1] andW[uk+1, u1] given byObservation 16,
and consider the following walks of equal length:
A := u0, v0, . . . , u0 ◦ u0, v0, . . . , u0,
B1 :=W[u1, uk+1] ◦ W[uk+1, u1],
B2 :=W[u1, uk+1] ◦ uk+1, vk+1, . . . , uk+1.
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{w1, w5}
{w4, w6}
{w1, w3}
{w2, w4}
{w1, w5}
{w4, w6}
{w1, w3, w5}
{w2, w4}
{w3, w5}
{w4, w6}
{w1, w5} {w1, w5}
{w6, w8}
{w5, w7}
{w4, w6, w8}
{w1, w5}
{w4, w8}
{w1, w3}
{w2, w4}
{w1, w3, w5}
{w1, w5}
{w4, w8}
{w5, w7}
{w4, w6}
{w3, w5}
{w2, w4}
Figure 1: An OR3-gadget for O ≃ C6 (left) and for O ≃ C8 (right). Recall that the consecutive vertices of
O are denoted by (w1, w2, . . .). The sets next to vertices indicate lists. Interface vertices are marked gray.
P ({A,B1,B2}) P ({A1,A2,B}) P ({Xc,Yc,Zc})
u0
u1
u0
u1
uk+1
u0
u1
uk+1
u0
u1 u1
u0 a
b
c
{u0, u1}
{u0, u1,
uk+1} {u0, u1} {a, b, c}
Figure 2: The R(c)-gadget Pc as a composition of gadgets P ({A,B1,B2}), P ({A1,A2,B}), and
P ({Xc,Yc,Zc}). Blue lines denote possible mappings of a pairs of colors that might appear in the input
and the output vertex of each gadget.
Note that A is non-adjacent to B1,B2. Moreover, define
A1 := u0, v0, . . . , u0, ◦ u0, v0, . . . , u0,
A2 :=W1,0 ◦ u0, v0, . . . , u0,
B := uk+1, vk+1, . . . , uk+1 ◦ W[uk+1, u1],
and note that A1,A2 are non-adjacent to B. Thus, by Lemma 18 we obtain that the graph F , which is a
composition of P ({A,B1,B2}) and P ({A1,A2,B}), is a {u0u0, u1u0, u1u1}-gadget.
Now, suppose we are given a, b, c, such that {a, b, c} = {u0, u1, uk+1}. Let Xc : u0 → a, Yc : u0 → b,
and Zc : u1 → c be the walks given by Observation 17, recall that Xc,Yc avoid Zc and Zc avoids Xc,Yc.
Consider the graph P ({Xc,Yc,Zc}), obtained by applying Lemma 18 for A = {Xc,Yc} and B = {Zc}
and recall that it is a {u0a, u0b, u1c}-gadget. Now it is straightforward to observe that the composition
of F and P ({Xc,Yc,Zc}) is an R(c)-gadget Pc (see Figure 2). This concludes the construction of the
OR3-gadget.
19
Finally, observe thatNAND2 can be obtained by composition of a NEQ-gadget, anOR2-gadget (with
one interface vertex as input and the other one as output), and a NEQ-gadget.
3.2.3 Distinguisher gadget.
Now let us introduce another gadget, which will be the main tool used in our hardness proof.
Definition 7 (Distinguisher). Let S be an incomparable set in H and let (α, β) ∈ C(O), such that
{α, β} ∪ S is contained in one bipartition class of H . Let a, b ∈ S. A distinguisher gadget is a graph
Da/b with two specified vertices x (called input) and y (called output), andH-lists L such that:
(D1.) L(x) = S and L(y) = {α, β},
(D2.) there is a list homomorphism ϕa : (Da/b, L)→ H , such that ϕa(x) = a and ϕa(y) = α,
(D3.) there is a list homomorphism ϕb : (Da/b, L)→ H , such that ϕb(x) = b and ϕb(y) = β,
(D4.) for any c ∈ S − {a, b} there is ϕc : (Da/b, L)→ H , such that ϕc(x) = c and ϕc(y) ∈ {α, β},
(D5.) there is no list homomorphism ϕ : (Da/b, L)→ H , such that ϕ(x) = a and ϕ(y) = β.
Distinguisher gadgets will be constructed using the following lemma, whose proof is postponed to
Section 3.4.
Lemma 27. Let H be a connected, bipartite, undecomposable graph, let O be an obstruction in H and let
(α, β) ∈ C(O). Let S be an incomparable set of k > 2 vertices of H , contained in the same bipartition class
as α, β. Let a and b be two distinct vertices of S. For each v ∈ S there exists a walk Dv , of length at least two,
satisfying the following properties:
(1) for each v ∈ S, Dv is a v-α-walk or a v-β-walk,
(2) Da is an a-α-walk and Db is a b-β-walk,
(3) for each u, v ∈ S, such that Du : u→ α and Dv : v → β, we have that Du avoids Dv .
In particular, all walks have equal length.
By Lemma 18, the existence of distinguisher gadgets follows directly from Lemma 27 applied for A
being the set of walks terminating at α, and B being the set of walks terminating at β.
Corollary 20. Let H be an undecomposable bipartite graph with an obstruction O and let (α, β) ∈ C(O).
Let S be an incomparable set in H contained in the same bipartition class as α, β, such that |S| > 2. Then
for every pair (a, b) of distinct elements of S there exists a distinguisher Da/b. 
3.3 Hardness reduction
Suppose we are able to construct all gadgets mentioned above. The following lemma shows how to con-
struct the main gadget, which will encode the inequality relation on an incomparable set S. Formally, by
NEQ(S) ⊆ S2 we denote the relation on S2, such that ss′ ∈ NEQ(S) if and only if s 6= s′.
Lemma 4 (Constructing a NEQ(S)-gadget). LetH be a connected, bipartite, undecomposable graph, whose
complement is not a circular-arc graph. Let S be an incomparable set of k > 2 vertices ofH , contained in one
bipartition class. Then there exists a NEQ(S)-gadget, i.e., a graph F with H-lists L and two special vertices
x, x′ ∈ V (F ), such that L(x) = L(x′) = S and
• for any list homomorphism h : (F,L)→ H , it holds that h(x) 6= h(x′),
• for any distinct s, s′ ∈ S there is a list homomorphism h : (F,L) → H , such that h(x) = s and
h(x′) = s′.
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xi
ci
Dvi/v1
Dvi/vk
Dvi/vi−1
Dvi/vi+1 ORk x x
′
c1 c
′
1
ck c
′
k
I I
′
I1
Ik
I ′1
I ′k
NAND2
NAND2
Figure 3: The graph Ii with special vertices xi and ci (left) and NEQ(S)-gadget with interface vertices
x, x′ (right).
Proof. Let O be an obstruction in H and consider (α, β) ∈ C(O), such that α, β and the elements of S
are in the same bipartition class ofH . We denote the vertices of S by v1, v2, . . . , vk . We will construct our
gadget in three steps.
Step I. In this step we will show that for every i ∈ [k] we can construct a graph Ii with two special
vertices xi and ci and H-lists L, satisfying the following properties.
• L(xi) = S and L(ci) = {α, β},
• for every list homomorphism ϕ : (Ii, L)→ H , if ϕ(xi) = vi, then ϕ(ci) = β,
• for every j 6= i there exists a list homomorphism ϕj : (Ii, L) → H such that ϕj(xi) = vj and
ϕj(ci) = α.
Let us fix any i ∈ [k]. For every j ∈ [k] − {i} we call Corollary 20 for S, (α, β), and a = vi, b = vj
to construct a distinguisher gadgetDvi/vj with the input xi,j and the output yi,j . We identify the vertices
xi,j , for all feasible j, to a single vertex xi, and introduce a new vertex ci. Then we use Lemma 19 to
construct an ORk gadget and identify its k interface vertices with distinct elements of {ci} ∪ {yi,j}j 6=i.
This completes the construction of Ii (see Figure 3, left).
Recall that the properties of theORk-gadget imply that every list homomorphism from Ii toH maps at
least one of vertices in {ci}∪{yi,j}j 6=i to β. By the property (D5.) in Definition 7, for any ϕ : (Ii, L)→ H
with ϕ(xi) = vi, and for every j 6= i it holds that ϕ(yi,j) = α. This in turn forces ϕ(ci) = β.
On the other hand, by properties (D2.), (D3.), and (D4.), for any j 6= i there is a homomorphism
ϕj : (Ii, L) → H , such that ϕj(xi) = vj and ϕ(yi,j) = β, which allows us to set ϕj(ci) = α. So Ii
satisfies all desired properties.
Step II. In this stepwewill construct a graph I withH-listsL and special verticesx, c1, . . . , ck , satisfying
the following properties.
• L(x) = S and L(ci) = {α, β} for every i ∈ [k],
• for every list homomorphism ϕ : (I, L)→ H , if ϕ(x) = vi, then ϕ(ci) = β.
• for every i ∈ [k] there exists a list homomorphism ϕi : (I, L) → H , such that ϕi(x) = vi and
ϕi(ci) = β, and ϕi(cj) = α for every j ∈ [k]− {i}.
The graph I is constructed by introducing k gadgets I1, . . . , Ik , and identifying the vertices x1, . . . , xk
into a single vertex x (see Figure 3, right). The desired properties of I follow directly from properties of
Ii’s.
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Step III. Finally, we can construct a NEQ(S)-gadget. We introduce two copies of the gadget from the
previous step, call them I and I ′ (we will use primes to denote the appropriate vertices of I ′). For each
i ∈ [k], we introduce a NAND2-gadget and identify its interface vertices with vertices ci and c
′
i (see
Figure 3, right). Let us call such constructed graph F . We claim that F is a NEQ(S)-gadget, whose
interface vertices are x and x′.
Clearly, L(x) = L(x′) = S. Suppose that ϕ : (F,L) → H is a list homomorphism such that ϕ(x) =
ϕ(x′) = vi. Then, by definition of I , we have ϕ(ci) = ϕ(c
′
i) = β, but this is impossible due to the
properties of the NAND2-gadget joining ci and c
′
i.
On the other hand, let us choose any distinct vi, vj ∈ S. We can color I according to the homomor-
phism ϕi, and I
′ according to the homomorphism ϕj (both ϕi and ϕj are defined in Step II). In particular
this means that x is mapped to vi, x
′ is mapped to vj , ci and c
′
j are mapped to β, and all other vertices in
{c1, . . . , ck} ∪ {c
′
1, . . . , c
′
k} are mapped to α. Since i 6= j, by the definition of a NAND2-gadget, we can
extend such defined mapping to all vertices of F . This completes the proof of the lemma.
Now, equipped with Lemma 4, we can easily prove Theorem 11.
Proof of Theorem 11. Recall that H is an undecomposable bipartite graph, whose complement is not a
circular-arc graph. Let S be the largest incomparable set in H , contained in one bipartition class. Let
k = |S|, i.e., k = i(H).
Observe that since the complement ofH is not a circular-arc graph, we have that k > 3. Indeed, recall
that H contains an obstruction, which is either an induced C6, an induced C8, or an asteroidal subgraph.
Observe that all vertices from one bipartition class of C6 or C8 form an incomparable set of size at least
3. On the other hand, recall that a special edge asteroid contains at least three independent edges, so their
appropriate endvertices form the desired incomparable set.
We reduce from k-Coloring, letG be an instance. Clearly we can assume thatG is connected and has
at least 3 vertices. We will construct a graph G∗ withH-lists L and the following properties:
(a) (G∗, L)→ H if and only if G is k-colorable,
(b) the number of vertices of G∗ is at most g(H) · |E(G)| for some function g of H ,
(c) the pathwidth of G∗ is at most g(H) + pw(G),
(d) G∗ can be constructed in time (|V (G)|)O(1) · g′(H) for some function g′.
Observe that this will be sufficient to prove the theorem. Indeed, suppose that for some ε > 0 we
can solve LHom(H) in time O∗((k − ε)t) on instances of pathwidth t. Let us observe that applying this
algorithm to G∗ gives an algorithm solving the k-Coloring problem on G in time
(k − ε)pw(G
∗) · |V (G∗)|O(1) 6 (k − ε)pw(G)+g(H) · (g(H) · |E(G)|)O(1) = (k − ε)pw(G) · |V (G)|O(1),
where the last step follows since |H| is a constant. Recall that by Theorem 1’, the existence of such an
algorithm for k-Coloring contradicts the SETH.
We start the construction of G∗ with the vertex set of G. The lists of these vertices are set to S. Then,
for each edge uv ofG, we introduce a copyFuv of theNEQ(S)-gadget introduced in Lemma 4. We identify
the interface vertices of this gadget with u and v, respectively. This completes the construction of G∗. Let
us show that it satisfies the properties (a)–(d).
Note that (a) follows directly from Lemma 4. Indeed, consider an edge uv ofG. On one hand, for every
list homomorphism f : (G∗, L)→ H we have that f(u) 6= f(v). On the other hand, mapping u and v to
any distinct vertices from S can be extended to a homomorphism of the whole graph Fuv .
To show (b), recall that the number of vertices of each Fuv depends only on H , let it be g(H). Every
original vertex of G belongs to some gadget in G∗, so G∗ contains at most g(H) · |E(G)| vertices.
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Next, consider a path decompositionT ofG ofwidthpw(G), let the consecutive bags beX1,X2, . . . ,Xℓ.
We extend T to a path decomposition T ∗ of G∗ as follows: for every edge uv in G we choose one bag
Xi such that u, v ∈ Xi, and we add a new bag X
′
i = Xi ∪ V (F ), which becomes the immediate succes-
sor of Xi. We repeat this for every edge, making sure that for Xi we can only choose the original bags
coming from T . Note that it might happen that we will insert several new bags in a row, if the same Xi
was chosen for different edges, but this is not a problem. Is it straightforward to observe that T ∗ is a path
decomposition of G∗, and the width of T ∗ is at most g(H) + pw(G). This proves (c).
Finally, it is straightforward to observe that the construction ofG∗ was performed in time polynomial
in G (recall that we treatH as a constant-size graph).
3.4 Technical details of Lemma 27
In this section we show how to construct distinguisher gadgets, which were the main technical tool used
in the proof of Theorem 11.
3.4.1 Constructing avoiding walks from incomparable vertices to a specified vertex.
Intuitively, we aim to show that for any two incomparable vertices s, v, and a third vertex t, we can either
construct walks from s to t and from v to v, or walks from v to t and from s to s, which satisfy certain
avoiding conditions. However, due to some corner cases, the actual statement of the lemma is much more
complicated.
Lemma 21. Let H be a bipartite graph with bipartition classes X and Y . Let s, v ∈ X be incomparable
vertices and let s′ ∈ N(s) −N(v), v′ ∈ N(v) −N(s). Let S ⊆ N(s, s′, v, v′) be non-empty. Let U be the
set of vertices reachable from {s, v} inH − S. We also assume thatH has no decomposition (D,N,R) such
that {s, v, s′, v′} ⊆ D and S ⊆ N . Then there is y ∈ S and x ∈ U (both in the same bipartition class) and
two pairs of walks of length at least one:
1. A,A′ : s→ y and B,B′ : v → x, or
2. A,A′ : v → y and B,B′ : s→ x,
such that A avoids B, B′ avoids A′. Moreover, for every i it holds that {A,B}(i) 6⊆ S and all four walks are
entirely contained in S ∪ U .
Furthermore one of the following holds:
a) x ∈ {v, v′} in case (1.) and x ∈ {s, s′} in case (2.), or
b) walks B,B′ are entirely contained in U .
Proof. We split the proof into three cases.
Case 1: There exists a ∈ N(s, v) and b ∈ SX such that ab /∈ E(H). By symmetry assume that
a ∈ N(s). If b ∈ N(v′), we set x = s, y = b, and define A = A′ = v, v′, b and B = s, s′, s,B′ = s, a, s,
obtaining walks as in the statement (2.a). On the other hand, if b /∈ N(v′), then necessarily b ∈ N(s′).
Then we take x = v, y = b, and define A = A′ = s, s′, b, and B = B′ = v, v′, v, which satisfy statement
(1.a).
Case 2: There exists a ∈ SY and b ∈ N(s
′, v′) such that ab /∈ E(H). By symmetry assume that
b ∈ N(s′). If a ∈ N(v), then we set x = s′, y = a, and define A = v, a, B = s, s′, A′ = v, v′, v, a, and
B′ = s, s′, b, s′, obtaining statement (2.a). On the other hand, if a /∈ N(v), then a ∈ N(s). In this case we
take x = v′, y = a, and define A = A′ = s, a and B = B′ = v, v′, obtaining statement (1.a).
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Case 3: S is bipartite-complete to N [s, s′, v, v′]. Note that this implies thatH[S] is a biclique.
LetKY (resp. KX ) be the set of all verticesw inUY (resp. UX ) such that there exists sw ∈ SX (resp. SY )
such that wsw /∈ E(H). Since H has no decomposition (D,N,R) such that s, v, s
′, v′ ∈ D and S ⊆ N ,
we have thatK := KX∪KY 6= ∅. Otherwise,U is bipartite-complete to S and there are no edges between
U andH − (S ∪U), so
(
U,S, V (H)− (S ∪U)
)
is a decomposition ofH , a contradiction. Moreover, since
we are in Case 3, we observe thatK ∩N [s, v, s′, v′] = ∅. Let S˜ be a minimal {s, s′, v, v′}-K-separator in
H[U ], contained inN(s, v, s′, v′), and let U˜ be the set of vertices reachable from {s, s′, v, v′} inH[U ]− S˜ .
Note that U˜ ∪ S˜ is bipartite-complete to S.
For contradiction, suppose that the lemma does not hold andH is a counterexample with the minimum
number of vertices, i.e., for any graph H ′ with strictly fewer vertices and any choice of four vertices and
a set, satisfying the assumptions of the lemma, the desired walks exist.
Claim 21.1. The graph H[U ], vertices s, s′, v, v′, and the set S˜ satisfy the assumptions of the lemma (where
the role of S is played by S˜).
Proof of Claim. Note that s, s′, v, v′ ∈ U , which in particular implies that the vertices s, v are incomparable
in H[U ]. Also, the set S˜ is contained inN(s, s′, v, v′) ∩ U .
Suppose that H[U ] has a decomposition (D,N,R), where {s, s′, v, v′} ⊆ D and S˜ ⊆ N . Since N is
disjoint withK , we know thatN is bipartite-complete to S, implying that S ∪N is a biclique.
Hence, D is bipartite-complete to S ∪ N and there are no more vertices in H adjacent to D, so we
obtained a decomposition (D,N∪S, V (H)−(D∪N∪S)) ofH , such that s, s′, v, v′ ∈ D and S ⊆ (N∪S),
a contradiction. 
Since S 6= ∅ and S ⊆ V (H) − U , we obtain that H[U ] has strictly fewer vertices than H . So, by
minimality ofH , there exist x˜ ∈ U˜ , y˜ ∈ S˜ and one of the following quadruples of walks:
C, C′ : s→ y˜ and D,D′ : v → x˜ (statement (1.)), or
C, C′ : v → y˜ and D,D′ : s→ x˜ (statement (2.)),
where C avoids D and D′ avoids C′.
Let us consider the first situation (statement (1.)), i.e., that we obtained walks C, C′ : s → y˜ and
D,D′ : v → x˜ (the other one is symmetric).
By minimality of S˜ there exists a walk P : y˜ → w, where w ∈ K and no vertex from P except y˜ is in
S˜. This means that no vertex from P , except for the first vertex, is adjacent to any vertex from U˜ , so, in
particular, w is non-adjacent to x˜. Observe that since K ∩ S˜ = ∅ we must have |P| > 1. Let w• be the
last vertex of P⊢ (recall that by P⊢ we denote the walk P with the last vertex removed); note that we may
have w• = y˜.
Let x˜• be the last vertex of (D′)⊢. By Observation 12 applied to D′, C′ we know that x˜• is adjacent to
x˜ and non-adjacent to y˜. Moreover, since all vertices of D′ are in U˜ ∪ S˜, we note that x˜• is adjacent to all
vertices from the appropriate bipartition class of S.
Now we will separately consider two subcases, depending whether the call for H[U ] resulted in the
statement (1.a.) or (1.b.)
Case 3 a): the call for H[U ] resulted in the statement (1.a.). This means that x˜ ∈ {v, v′} and
{C,D}(i) 6⊆ S for every i.
If |P| = 1, i.e., P = y˜, w, then we set x = y˜, y = sw, and define:
A = D′ ◦ x˜, x˜•, sw A
′ = D ◦ x˜, x˜•, sw
B = C′ ◦ y˜, w, y˜ B′ = C ◦ y˜, w, y˜.
(1)
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Note that sw ∈ S is adjacent to x˜
• ∈ U˜ ∪ S˜, as in this case y˜, x˜, sw are in one bipartition class, while x˜
• is
in the other one, and U˜ ∪ S˜ is bipartite-complete to S. Observe that the walks satisfy the condition in the
statement (2.b).
So let us assume that |P| > 1, i.e., w• 6= y˜. Define x˜′ in a way that {x˜, x˜′} = {v, v′}. We define walks
R′ = x˜, x˜•, x˜ ◦ x˜, x˜′, x˜, . . . , x˜′′
R = x˜, x˜′, x˜ ◦ x˜, x˜′, x˜, . . . , x˜′′,
such that |P| = |R| = |R′|, where x˜′′ is either x˜ or x˜′ (i.e., either v or v′), depending on the parity of P .
Note that x˜′′ is in the same bipartition class asw. We observe thatP avoidsR′: recall that y˜ is non-adjacent
to x˜•, and all other vertices of P are in U − (S˜ ∪ U˜), and thus they are non-adjacent to {v, v′} = {x˜, x˜′}.
Moreover, the latter implies thatR avoids P . We set x = w•, y = sw and:
A = D′ ◦ R ◦ x˜′′, sw A
′ =D ◦ R′ ◦ x˜′′, sw
B = C′ ◦ P ◦w,w• B′ =C ◦ P ◦ w,w•.
(2)
Recall that x˜′′ ∈ {v, v′} ⊆ U˜ and as S is bipartite-complete to U˜ , we have that x˜′′ is adjacent to sw ∈ S.
Moreover, we observe thatA avoids B and B′ avoidsA′, as w• is in U − (S˜ ∪ U˜) and thus is non-adjacent
to x˜′′ ∈ U˜ . It is straightforward to verify that the constructed walks satisfy the statement (2.b).
Case 3 b): the call for H[U ] resulted in the statement (1.b.). If x˜ /∈ {v, v′}, then D,D′ are entirely
contained in U˜ , in particular x˜, x˜• ∈ U˜ . We define R = x˜, x˜•, x˜, . . . , x˜′′ so that |R| = |P|, where x˜′′ is
either x˜ or x˜•, depending on the parity of |P| . Note that P andR avoid each other, as y˜ is non-adjacent
to x˜•, and no vertex from P , except for y˜, is adjacent to any vertex of U˜ .
We set x = w•, y = sw and:
A = D′ ◦ R ◦ x˜′′, sw, A
′ =D ◦ R ◦ x˜′′, sw,
B = C′ ◦ P ◦ w,w•, B′ =C ◦ P ◦ w,w•.
(3)
Similarly to the case of walks constructed in (2), we can observe that A avoids B and B′ avoids A′. Note
that this works also for the case w• = y˜, that is, if |P| = 1. Then the walks from (3) are as follows:
A = D′ ◦ x˜, x˜•, sw, A
′ =D ◦ x˜, x˜•, sw,
B = C′ ◦ y˜, w, y˜, B′ =C ◦ y˜, w, y˜,
Finally, observe that in (3) we used only vertices from U (except sw) and thus walks B,B
′ are entirely
contained in U , and for every i it holds that {A,B}(i) 6⊆ S. Thus we obtain the statement (2.b). of the
lemma.
Lemma 22. Let H be an undecomposable, bipartite graph with bipartition classes X,Y and let s, v ∈ X be
incomparable vertices. Let T ⊆ X be a nonempty set of some vertices reachable from at least one of s, v, and
incomparable with both s, v. Then there exist t ∈ T and two pairs of walks:
1. A,A′ : s→ t and B,B′ : v → v, or
2. A,A′ : s→ s and B,B′ : v → t,
such that A avoids B and B′ avoids A′.
Proof. Since s and v are incomparable, there are v′ ∈ N(v) −N(s) and s′ ∈ N(s)−N(v).
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Case 1: there exists t ∈ T and a vertex t′v ∈ N(t) − N(v), which is adjacent to s. Let v
′
t ∈
N(v) − N(t), it exists since v and t are incomparable. Then we can set: A = A′ = s, t′v, t,B = v, v
′, v
and B′ = v, v′t, v. It is straightforward to verify that A avoids B and B
′ avoids A′. The case that there is
t ∈ T and t′s ∈ N(t)−N(s), such that t
′
sv ∈ E(H), is symmetric.
Case 2: for every t ∈ T , every neighbor of t is either adjacent to both s, v or non-adjacent to both.
Observe that this implies thatT∩N(s′, v′) = ∅: otherwise, if there is any t ∈ T adjacent to one of s′, v′, say
s′, then s′ must be adjacent to both s, v, which contradicts its definition. Let S be a minimal {s, v, s′, v′}-T -
separator contained inN(s, v, s′, v′) and let U be the set of vertices reachable from {s, s′, v, v′} inH −S.
Observe that the graph H , vertices s, s′, v, v′, and the set S satisfy the assumptions of Lemma 21. So, by
Lemma 21, there are y ∈ S and x ∈ U , and walks C, C′ : s → y,D,D′ : v → x (statement (1.)) or
C, C′ : v → y,D,D′ : s→ x (statement (2.)), such that C avoids D and D′ avoids C′.
Suppose that calling Lemma 21 resulted in statement (1.), i.e., the obtained walks are C, C′ : s→ y and
D,D′ : v → x (the other case is symmetric). Let x• be the last vertex on (D′)⊢, note that it is adjacent to
x and, by Observation 12, non-adjacent to y. By minimality of S there is t ∈ T and a y-t-path P of length
at least 1, whose every vertex, except for y, is in V (H)− (S ∪U). This implies that y is the only vertex of
P with a neighbor in U . Let us consider two subcases.
Case 2a: calling Lemma 21 resulted in statement (1.a). This means that x ∈ {v, v′}. Let us define
x′, such that {x, x′} = {v, v′}. If |P| > 1, we defineR = x, x•, x, x′, x, . . . , v andR′ = x, x′, . . . , v, such
that |R| = |R′| = |P|. Recall that v and t are in the same bipartition class, so the last vertex of both walks
is indeed v. Observe that P avoids R and R′ avoids P , as x• is non-adjacent to y, and every vertex of P ,
except y, is non-adjacent to every vertex of U , so, in particular, to {x, x′} = {v, v′}. We set:
A =C ◦ P, A′ = C′ ◦ P,
B =D ◦ R, B′ = D′ ◦ R′,
which are walks as in the statement (1.). And if |P| = 1, i.e. P = y, t, then x = v′ since x, y are in the same
bipartition class. We can define R = v′, x•, v′, v, R′ = v′, v, v′, v and P ′ = y, t, t′, t, where t′ is a vertex
inN(t)−N(s, v) (note that it exists, since t is incomparable with s, v and every vertex inN(t)∩N(s, v)
is adjacent to both s, v by the definition of Case 2). Note thatR′ avoids P ′ and P ′ avoidsR. We set:
A =C ◦ P ′, A′ = C′ ◦ P ′,
B =D ◦ R, B′ = D′ ◦ R′,
and obtain walks as in the statement (1.).
Case 2b: calling Lemma 21 resulted in statement (1.b). This means that walks D,D′ are entirely
contained in U . Let t′ be a neighbor of t such that t′ /∈ SY , again it exists in this case (recall that SY ⊆
N(s, v)). We set:
A =C ◦ P∗, A′ =C′ ◦ P∗,
B =D ◦ D∗, B′ =D′ ◦ D∗,
where P∗ := P ◦ t, t′, . . . , t and D∗ := D′ ◦ v, v′, . . . , v are defined in a way that |P∗| = |D∗| :=
max(|P|, |D′|). Basically these walks play the same role as P and D
′
, but extra padding added to one of
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them ensures they have the same length. Observe thatD∗ is entirely contained in U and thus it avoids P∗
whose only vertex adjacent to U is the first one. Moreover P∗ avoids D∗, since the first vertex of P is y
and it is non-adjacent to x•, which is the second vertex on D∗. Thus A avoids B and B′ avoidsA′ and we
have obtained statement (1.).
Lemma 23. Let H be a bipartite, undecomposable graph with bipartition classes X,Y , let s, v ∈ X be
incomparable vertices and let t ∈ X be a vertex reachable from at least one of s, v. Then there exist a vertex
q ∈ X and two pairs of walks:
1. P,P ′ : s→ t and Q,Q′ : v → q, or
2. P,P ′ : s→ q and Q,Q′ : v → t,
such that P avoids Q and Q′ avoids P ′. Moreover, if t is incomparable with at least one of s, v then q = v in
the first case and q = s in the other.
Finally, given a bipartite graph H , in time polynomial in |H| we can either find the desired walks or a
decomposition ofH .
Proof. Observe that if t is incomparable with both s, v, we can obtain the desired walks by applying
Lemma 22 for s, v, and T = {t}.
Now let us assume that t is incomparablewith exactly one of s, v, say v (the other case is symmetric) and
let t′v be a vertex inN(t)−N(v) and let v
′
t be a vertex inN(v)−N(t). Since s and v are incomparable, there
are v′s ∈ N(v)−N(s) and s
′
v ∈ N(s)−N(v). Since t is comparable with s, we either have N(t) ⊆ N(s)
or N(s) ⊆ N(t). If N(t) ⊆ N(s), we observe that t′v must be adjacent to s, and v
′
s must be non-adjacent
to t since v′s /∈ N(s). Then we set q = v, P = P
′ = s, t′v, t, and Q = Q
′ = v, v′s, v. On the other hand,
if N(s) ⊆ N(t), we observe that s′v must be adjacent to t and v
′
t must be non-adjacent to s. Then we set
q = v, P = P ′ = s, s′v, t, andQ = Q
′ = v, v′t, v.
So from now we can assume that t is comparable with both s, v. Observe that it implies that either
N(s, v) ⊆ N(t), or N(t) ⊆ N(s) ∩ N(v). Note that the other cases are not possible: if we have, say,
N(v) ⊆ N(t) and N(t) ⊆ N(s), then N(v) ⊆ N(s), a contradiction. Observe that if there is s′ ∈
N(s) − N(v) and v′ ∈ N(v) − N(s), such that t is adjacent to at least one of s′, v′, then we can set
S := {t} ⊆ N(s, s′, v, v′) and, by the assumption of H , it has no decomposition. Thus we can call
Lemma 21 for vertices s, s′, v, v′ and the set S = {t}. Since t is the only vertex of S, we obtain a vertex
q, reachable from {s, v} in H − {t}, and walks P,P ′ : s → t and Q,Q′ : v → q, or Q,Q′ : v → t and
P,P ′ : s→ q, such that P avoidsQ and Q′ avoids P ′.
So it only remains to consider the case in which t is non-adjacent to every vertex in
(
N(s)−N(v)
)
∪(
N(v) − N(s)
)
. Choose arbitrary s′ ∈ N(s) − N(v) and v′ ∈ N(v) − N(s). Observe that by the case
we are considering, we have N(t) ⊆ N(s) ∩ N(v), which implies that N(t) ⊆ N(s, s′, v, v′). We call
Lemma 21 for H , vertices s, s′, v, v′, and the set S = N(t). We obtain vertices y ∈ N(t) and x ∈ U ,
where U is the set of vertices reachable from {s, v} in H − S, and walks A,A′ : s→ y,B,B′ : v → x or
A,A′ : v → y,B,B′ : s → x of length at least one, such that A avoids B and B′ avoids A′. Let q be the
last vertex on (B′)⊢ – it is adjacent to x and non-adjacent to y. We also have that x is non-adjacent to t,
since all neighbors of t are in S. If we obtain walksA,A′ : s→ y,B,B′ : v → x then we set:
P = A ◦ y, t, P ′ = A′ ◦ y, t,
Q = B ◦ x, q, Q′ = B′ ◦ x, q,
and if we obtain walksA,A′ : v → y,B,B′ : s→ x, then we set:
P = B′ ◦ x, q, P ′ = B ◦ x, q,
Q = A′ ◦ y, t, Q′ = A ◦ y, t.
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It is straightforward to verify that in both cases P avoids Q and Q′ avoids P ′. The proof, as well as
the proofs of Lemma 21 and Lemma 22, are clearly constructive, so the claim about the polynomial-time
algorithm follows easily.
3.4.2 Constructing walks from incomparable vertices to an obstruction.
Now we will introduce several lemmas about how our walks reach the obstruction.
Lemma 24. Let H be an undecomposable, bipartite graph with an obstruction O. Let (α, β) ∈ C(O), and
let s be a vertex reachable from O, which belongs to the same bipartition class as β but is incomparable with
it. Then there exist walks A,A′ : s→ α and B,B′ : β → β, such that A avoids B and B′ avoids A′.
Proof. We use Lemma 23 for s = α, v = β, and t = s to obtain walks P,P ′ : α→ s andQ,Q′ : β → β or
P,P ′ : α → α and Q,Q′ : β → s, such that P avoids Q and Q′ avoids P ′. In the first case, it is enough
to take A = P ′, B = Q′, A′ = P , B′ = Q, and we are done. In the second case, we use Lemma 23 again,
now for s = s, v = β and t = α and obtain walks R,R′ : s → α and S,S ′ : β → β or R,R′ : s → s
and S,S ′ : β → α, such thatR avoids S and S ′ avoidsR′. In the first case, we are done, as these are the
walks we are looking for. In the second case we set
A =R ◦Q ◦ Y ′, A′ = R′ ◦ Q′ ◦ Y,
B =S ◦ P ◦ X ′, B′ = S ′ ◦ P ′ ◦ X ,
where X ,X ′ : α→ β and Y,Y ′ : β → α are obtained by Observation 17.
In the next proof some constructions will depend on the bipartition class of a particular vertex. To
avoid considering cases separately, for two non-necessarily distinct vertices u and u′, such that u′ ∈ N [u],
we introduce a walk
E [u, u′] :=
{
u, u′ if uu′ ∈ E(H),
u if u = u′.
Note that if sets {u, u′} and {v, v′} are non-adjacent (again, it might be that u = u′ or v = v′), then
the walks E [u, u′] and E [v, v′] are clearly non-adjacent.
Lemma 25. Let H be a bipartite graph with an obstruction O. Let (α, β) ∈ C(O) and let s ∈ V (H) be a
vertex reachable from O, which belongs to the same bipartition class as α, β. Assume thatN(s)−N(β) 6= ∅
and dist(N [s] −N(β),O) 6 1. Then one of the following exists:
1. walks P : α→ α,Q : s→ α andR : β → β, such that P,Q avoidR,
2. walks P : α→ α,Q : s→ β and R : β → β, such that P avoids Q,R.
Proof. Let α′, β′ be the pair of vertices, such that C(O) = {(α, β), (α′ , β′)}.
By Definition 6 recall that edges αα′ and ββ′ are independent. First, we consider some simple special
cases separately. If sβ′ ∈ E(H), we obtain the statement (2.) by setting
P =α,α′α,
Q =s, β′, β,
R =β, β′, β.
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Figure 4: The position of elements of C(O) when O is isomorphic to C6 (left) of C8 (right). Gray vertices
indicate the possible position of vertices p and r in the Case 2 of the proof of Lemma 25.
If now sβ′ 6∈ E(H) and there exists s′ ∈ N(s) − N(β) such that αs′ ∈ E(H) (in particular when s is
adjacent to α′), then we obtain the statement (1.) by setting
P =α,α′, α,
Q =s, s′, α,
R =β, β′, β.
So assume that the cases above do not apply. Let us fix any s′ ∈ N(s)−N(β) forwhichdist({s, s′},O) 6 1.
Note that the edges αα′, ββ′, and ss′ are independent.
Case 1: there exists p ∈ N [s, s′] ∩ V (O) such that p 6∈ N(α,α′). Clearly p 6∈ {α,α′, β, β′}, as
otherwise edges αα′, ββ′, ss′ would not be independent. Note that this implies that this case cannot occur
if O is isomorphic to C6, see Figure 4 (left). Let s be an element of {s, s
′} which is a neighbor of p. Recall
that since p, β 6∈ N [α,α′], by Observation 16, there exists a p-β-walkW[p, β], which is non-adjacent to
{α,α′}. We define:
P := α,α′, . . . , α,
Q := E [s, s] ◦ s, p ◦W[p, β],
R := β, β′, . . . , β,
in a way that |P| = |R| = |Q|. Clearly P avoids R. Moreover, P avoids Q since s, s′, p 6∈ N [α,α′] and
W[p, β] is non-adjacent to {α,α′} . Thus we obtain the statement (2.).
Case 2: N [s, s′] ∩ V (O) ⊆ N(α,α′). It implies that dist({s, s′},O) = 1, as if {s, s′} ∩ V (O) 6= ∅, then
{s, s′} and {α,α′} would be adjacent. So there exists p ∈ N(s, s′) ∩ V (O) ∩N(α,α′). Again, let s be an
element of {s, s′} which is a neighbor of p and let {α,α′} := {α,α′} such that αp ∈ E(H).
Note that if p 6∈ N(β, β′), we can set
P := α,α′, . . . , α,
Q := E [s, s] ◦ s, p, α ◦ E [α,α]
R := β, β′, . . . , β.
in a way that |P| = |R| = |Q|. Then P,Q avoid R and we get the statement (2.). Observe that if O is
isomorphic to C8, then the above case applies; see Figure 4 (right).
Sowe can assume that p ∈ N(s, s′)∩N(α,α′)∩N(β, β′). Let {β, β
′
} := {β, β′}, such thatβp ∈ E(H).
If O is isomorphic to C6, then let r be the other vertex of O which belongs to N(α,α
′) ∩ N(β, β′) (r is
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uniquely determined, see Figure 4 (left)). As pr 6∈ E(H), we define the walks that satisfy the statement
(1.):
P := E [α,α] ◦ α, p, α, α′ ◦ E [α′, α]
Q := E [s, s] ◦ s, p, α, α′ ◦ E [α′, α],
R := E [β, β] ◦ β, β
′
, r, β
′
◦ E [β
′
, β].
So finally consider the case that O is an asteroidal subgraph. We use the notation introduced in
Definition 4. Then p ∈ W0,i for some i ∈ {1, 2k}, as all other vertices of O are non-adjacent to α. Let
{κ, κ′} = {uk+1, vk+1} if i = 1 or {κ, κ
′} = {uk, vk} if i = 2k, where κ
′ and p are in the same bipartition
class. Note that by the definition of a special edge asteroid we know that the walkW0,i, and in particular
p, is non-adjacent to {κ, κ′}. Recall that the walk W[β, κ] given by Observation 16 is non-adjacent to
{α,α′} = {u0, v0}. So, since we are in Case 2, we observe that s and s
′ are non-adjacent to {κ, κ′} and to
W[β, κ], as otherwise we would have chosen p ∈ {κ, κ′} ∪ W[β, κ], such that p ∈ N [s, s′] ∩ V (O) and
p /∈ N(α,α′), ending up in Case 1. We set
P := α,α′, . . . , α ◦ E [α,α] ◦ α,α′, α ◦ E [α,α] ◦ α,α′, . . . , α,
Q := s, s′, . . . , s ◦ E [s, s] ◦ s, p, α ◦ E [α,α] ◦ α,α′, . . . , α,
R :=W[β, κ] ◦ κ, κ′, κ ◦ W[κ, β],
so that the lengths of the subwalks in each aligned column are equal. Clearly,R is non-adjacent with both
P and Q, so we obtain the statement (1).
Lemma 26. Let H be a connected, undecomposable, bipartite graph with an obstruction O, let (α, β) ∈
C(O) and let s ∈ V (H) be a vertex reachable from O, which belongs to the same bipartition class as β, but
incomparable with it. Then at least one of the following exists:
1. walks P : α→ α,Q : s→ α andR : β → β, such that P,Q avoidR,
2. walks P : α→ α,Q : s→ β and R : β → β, such that P avoids Q,R.
Proof. Let α′, β′ be the pair of vertices, such that C(O) = {(α, β), (α′ , β′)}. Let X,Y be the bipartition
classes of H , such that α, β ∈ X and α′, β′ ∈ Y . If dist(N [s]−N(β),O) 6 1, we are done by Lemma 25.
Thus let us assume that dist(N [s] − N(β),O) > 2. Fix any s′ ∈ N(s) − N(β) and observe that edges
αα′, ββ′ and ss′ are independent. Let P be the minimal s-O-separator contained in N(O). Let R be the
set of vertices reachable from s in H − P and let Q be the set of vertices reachable from α, β in H − P .
Note that V (O) ⊆ Q and s′ ∈ R, as it does not belong to N(O).
Case 1: there exists p ∈ P such that p 6∈ N(α, β, α′, β′). Denote by Sp the s-p-walk, such that S
⊢
p is
contained inR (recall that S⊢p denotes the walk Sp with the vertex p removed). The walk Sp exists, because
P is a minimal s-O-separator. Let p• ∈ R be the last vertex of S⊢p (it is possible that p
• = s).
If p ∈ PX , then clearly p ∈ N(O) − N(β), so dist(N [p] − N(β),O) 6 1. Moreover, N(p) − N(β)
is non-empty, because p• ∈ N(p) −N(β). So by Lemma 25 we can obtain walks T : α → α,U : p → λ
for λ ∈ {α, β}, and V : β → β such that if U is a p-α-walk, then T ,U avoid V , and otherwise T avoids
U ,V . Then we define P := α,α′, . . . , α ◦ T ,Q := Sp ◦ U , and R := β, β
′, . . . , β ◦ V in a way that
|P| = |Q| = |R|. Clearly, Sp is non-adjacent to {α,α
′, β, β′}, because S⊢p ⊆ R and p 6∈ N(α
′, β′). Thus
walks P,Q,R satisfy statement (1.) or (2.), depending on the statement in the call of Lemma 25.
Similarly, if p ∈ PY , we observe that dist(N [p]−N(β
′),O) 6 dist(p,O) = 1 and p• ∈ N(p)−N(β′).
Thus again we can use Lemma 25, but now for (α′, β′) ∈ C(O) instead of (α, β). We obtain walks T :
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α′ → α′,U : p → λ′ for λ′ ∈ {α′, β′} and V : β′ → β′, such that if U is a p-α′-walk, then T ,U avoid V
and otherwise T avoids U ,V . We define
P = α,α′, . . . , α′ ◦ T ◦ α′, α,
Q = Sp ◦ U ◦ λ
′, λ,
R = β, β′, . . . , β′ ◦ V ◦ β′, β,
where λ is the vertex in {α, β}∩N(λ′). Analogously like in the subcase when p ∈ PX , we can verify that
the statement of the lemma holds.
Case 2: for every p ∈ P it holds that p ∈ N(α, β, α′, β′). We use Lemma 21 for s = α, s′ = α′v =
β, v′ = β′ and S = P to obtain vertices y ∈ P and x ∈ Q and walks A,A′ : α → y,B,B′ : β → x
or A,A′ : β → y,B,B′ : α → x, such that A avoids B, B′ avoids A′. Furthermore, for every i we have
{A,B}(i) 6⊆ P and A,A′,B,B′ ⊆ P ∪Q.
Observe that it is enough to consider the first case, i.e., A,A′ : α→ y,B,B′ : β → x. Indeed, observe
that in the second case walks X ◦ A,X ′ ◦ A′ : α→ y and Y ◦ B,Y ′ ◦ B′ : β → x, where X ,X ′,Y,Y ′ are
given by Observation 17, satisfy the assumptions of the first case.
Now letSy be the s-y-walk, such thatS
⊢
y is contained inR. DefineA
∗ := α,α′, α◦A, B∗ := β, β′, β◦B,
and S∗ := s, s′, s ◦ Sy . Observe that |A
∗| = |B∗| and we have α,α′ ∈ A∗, β, β′ ∈ B∗, and s, s′ ∈ S∗.
Denote the consecutive vertices of these walks byA∗ = a1, . . . , aℓ, B
∗ = b1, . . . , bℓ, and S
∗ = s1, . . . , sm.
Note that a1 = α, s1 = s, b1 = β and aℓ = sm = y, bℓ = x, and A
∗ avoids B∗.
Observe that there exist i ∈ [ℓ] and j ∈ [m− 1] such that aisj ∈ E(H) or bisj ∈ E(H) (for example
we have aℓ = sm = y, so aℓsm−1 ∈ E(H)). Take minimum such j and for that j take minimum i.
Define Cα := α,α
′, . . . , α and Cβ := β, β
′, . . . , β, such that |Cα| = |Cβ| = max(j − i + 1, 0), and
Cs := s, s
′, . . . , s, such that |Cs| := max(i − 1 − j, 0). Note that then three walks Cα ◦ a1, . . . , ai−1,
Cβ ◦ b1, . . . , bi−1, and Cs ◦ s1, . . . , sj have the same length.
We claim that only one of the edges aisj and bisj exists. Indeed, recall that for every j ∈ [m − 1]
we have sj ∈ R. On the other hand, walks A
∗ and B∗ are contained in Q ∪ P . So ai (or bi) can only be
adjacent to sj if ai ∈ P (bi ∈ P ). However, by the properties of A,B we know that at most one of ai, bi
may be in P .
If aisj ∈ E(H) and bisj 6∈ E(H), we set
P = Cα ◦ a1, . . . , ai−1 ◦ ai−1, ai ◦ ai, . . . , aℓ ◦ A′
Q = Cs ◦ s1, . . . , sj ◦ sj, ai ◦ ai, . . . , aℓ ◦ A′
R = Cβ ◦ b1, . . . , bi−1 ◦ bi−1, bi ◦ bi, . . . , bℓ ◦ B′
Note that P = Cα ◦ A
∗ ◦ A′ and R = Cβ ◦ B
∗ ◦ B′. Observe that since s, s′ ∈ S∗, β, β′ ∈ B, and by the
definition of j and i, the subwalk Cs ◦ s1, . . . , sj of Q is non-adjacent to the subwalk Cβ ◦ b1, . . . , bi−1 of
R.
By analogous arguments we can see that if bisj ∈ E(H) and aisj 6∈ E(H), then for
P = Cα ◦ a1, . . . , ai−1 ◦ ai−1, ai ◦ ai+1, . . . , aℓ ◦ A′
Q = Cs ◦ s1, . . . , sj ◦ sj, bi ◦ bi+1, . . . , bℓ ◦ B′
R = Cβ ◦ b1, . . . , bi−1 ◦ bi−1, bi ◦ bi+1, . . . , bℓ ◦ B′
we have that P avoidsQ andR.
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3.4.3 Proof of Lemma 27.
All lemmas introduced so far will be used to prove Lemma 27.
Lemma 27. Let H be a connected, bipartite, undecomposable graph, let O be an obstruction in H and let
(α, β) ∈ C(O). Let S be an incomparable set of k > 2 vertices of H , contained in the same bipartition class
as α, β. Let a and b be two distinct vertices of S. For each v ∈ S there exists a walk Dv , of length at least two,
satisfying the following properties:
(1) for each v ∈ S, Dv is a v-α-walk or a v-β-walk,
(2) Da is an a-α-walk and Db is a b-β-walk,
(3) for each u, v ∈ S, such that Du : u→ α and Dv : v → β, we have that Du avoids Dv .
In particular, all walks have equal length.
Before we prove Lemma 27 in full generality, we consider a special case. We say that an incomparable
set S is strongly incomparable if for every v ∈ S there exists v′ ∈ N(v) such that for every u ∈ S −{v} it
holds that uv′ 6∈ E(H). Observe that then the edges {vv′}v∈S are independent.
Lemma 28. Lemma 27 holds if we additionally assume that S is strongly incomparable.
Proof. Let X,Y be the bipartition classes of H such that S = {x1, . . . , xk} ⊆ X , where k > 2, x1 =
a, x2 = b. To simplify the notation, we will write Di instead of Dxi . Let (α
′, β′) be the pair, such that
C(O) = {(α, β), (α′ , β′)}.
First, observe that all constructed walks must have even length, as they start and end in the same
bipartition class. Thus the only possibility to have walks satisfying conditions (1)-(3), which are of length
less than two, is if |S| = 2 and a = α and b = β. To avoid having walks of length 0, in this case we return
walks Da = α,α
′, α and Db = β, β
′, β. So from now on we do not need to worry about the length of the
walks.
We prove the lemma by induction on k. Consider the base case that S = {a, b}. By Lemma 23 used
for s = a, v = b and t = β, we obtain a vertex q and walks P,P ′ : a → β,Q,Q′ : b → q or P,P ′ :
a → q,Q,Q′ : b → β, such that P avoids Q and Q′ avoids P ′. Note that in both cases q must be
incomparable with β (recall Observation 12), so we can use Lemma 24 for s = q to obtainA,A′ : q → α
and B,B′ : β → β, such thatA avoids B and B′ avoidsA′.
If P : a → q and Q : b → β, then clearly we can define Da = P ◦ A and Db = Q ◦ B. On the other
hand, if P : a→ β,Q : b→ q, we define Da = P ◦B
′ ◦ Y ′ andDb = Q◦A
′ ◦ X ′, where X ′,Y ′ are given
by Observation 17.
So now assume that S = {x1, . . . , xk} for k > 3 and x1 = a, x2 = b, and the lemma holds for k − 1.
Let {D˜i}
k−1
i=1 be the set of walks given by the inductive call for the set S − {xk}. The consecutive vertices
of D˜i are denoted by d
i
1, . . . , d
i
ℓ. LetA be the set of walks D˜i terminating at α and letB be the set of walks
D˜i terminating at β. Clearly D˜a ∈ A and D˜b ∈ B.
As S is strongly incomparable, for every xi ∈ S there exists x
′
i ∈ N(xi), such that the edges in the set
{xix
′
i}i∈[k] are independent.
Case 1: There is an edge between {xk, x
′
k} and
⋃
i∈[k−1] D˜i. This means that there is some j ∈ [ℓ]
and p ∈ [k − 1], such that one of edges xkd
p
j or x
′
kd
p
j exists (note that both edges cannot exist since H is
bipartite). We choose the minimum such j, and for this j, if only possible, we choose p such that D˜p ∈ B.
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Observe that j > 1, because otherwise xpx
′
k ∈ E(H), a contradiction with the choice of x
′
k . Let
xk ∈ {xk, x
′
k} be the vertex for which xkd
p
j ∈ E(H). Then we define
Di :=
{
xk, x
′
k, . . . , xk ◦ xk, d
p
j , . . . , d
p
ℓ if i = k,
D˜i if i ∈ [k − 1],
so that they have equal length. Denote the consecutive vertices of Dk by d
k
1 , . . . , d
k
ℓ . It is clear that these
walks satisfy conditions (1) and (2), so we only need to prove the condition (3). Assume that there exist
walks Dq : xq → α and Dr : xr → β, such that Dq does not avoid Dr . Note that by the inductive
assumption this cannot happen if q, r ∈ [k − 1]. Thus either r = k or q = k.
Assume that r = k, i.e., Dk is an xk-β-walk. Note that this means that D˜p ∈ B. Let c > 2 be the
minimum index for which dqc−1d
k
c ∈ E(H). If c < j, it means d
q
c−1xk ∈ E(H) or d
q
c−1x
′
k ∈ E(H), which
contradicts the minimality of j. If c > j, then dkc = d
p
c , so d
q
c−1 is adjacent to d
p
c . Thus the xq-α walk D˜q
does not avoid the xp-β walk D˜p, a contradiction.
So assume q = k, i.e., Dk is an xk-α-walk and D˜p is an xp-α-walk. Let c > 2 be the smallest index
for which dkc−1d
r
c ∈ E(H). The argument is analogous: if c < j, then we have a contradiction with the
minimality of j. If c > j, then the xp-α-walk D˜p does not avoid the xr-β walk D˜r , a contradiction. Finally,
if c = j, recall that we would choose r instead of p, as D˜r ∈ B and D˜p /∈ B. This completes the proof of
this case.
Case 2: There are no edges between {xk, x
′
k} and
⋃
i∈[k−1] D˜i. Then we use Lemma 26 for α, β and
s = xk to obtain walks P,Q andR and define
Di :=

D˜i ◦ P if i ∈ A,
D˜i ◦ R if i ∈ B,
xk, x
′
k, . . . , xk ◦ Q if i = k,
so that all walks have the same length ℓ′ − 1. We extend the naming of vertices of walks Di by denoting
their consecutive vertices by di1, . . . , d
i
ℓ′ , note that this is consistent with previous notation, as for every
i ∈ [k − 1] the walk D˜i is the prefix of Di.
Again, properties (1) and (2) are straightforward, let us verify the property (3). As P avoidsR and for
every q ∈ A and r ∈ B the walkDq avoidsDr , by Observation 13 we know that the property (3) holds for
all q, r ∈ [k − 1].
So we only need to consider two cases. First, assume that Q is an xk-α-walk (and thus so it Dk), and
P,Q avoid R. Suppose that there exists Dr ∈ B such that Dk does not avoid Dr , i.e., there exists c > 2
such that dkc−1d
r
c ∈ E(H). Recall that the number of vertices in D˜r is ℓ. If c−1 > ℓ, thenQ does not avoid
R, a contradiction. And if c− 1 < ℓ, then dkc−1 ∈ {xk, x
′
k}, so D˜r is adjacent to xk or x
′
k , a contradiction
with the assumption of the case.
Now assume thatQ is an xk-β-walk and there exists q ∈ A such that Dq does not avoidDk , i.e., there
exists c > 2 such that dqc−1d
k
c ∈ E(H). The arguments which lead to the contradiction are analogous – if
c− 1 > ℓ, then P does not avoidQ, and if c− 1 < ℓ, then D˜q is adjacent to xk or x
′
k .
Now we are ready to prove Lemma 27.
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Proof of Lemma 27. LetX,Y be the bipartition classes ofH such that S = {x1, . . . , xk} ⊆ X , where k >
2, x1 = a, x2 = b. Again, to simplify the notation, we will write Di instead of Dxi . Let a
′ ∈ N(a)−N(b)
and b′ ∈ N(b)−N(a). We define x′1 := a
′, x′2 := b
′, and for every i > 3 such that xi /∈ N(a
′) we choose
x′i to be any vertex from N(xi)−N(a); they exist, since S is incomparable.
Let U = {xi, x
′
i : xi /∈ N(a
′)} ∪ {a, a′}, and let C be the set of all connected components of H −
N(a, a′). Note that xi and x
′
i are always in the same component from C. Moreover, there is a component
Ca ∈ C, such that V (Ca) = {a, a
′}, and a component Cb ∈ C, such that b, b
′ ∈ V (Cb). For each C ∈ C
containing at least one vertex from U , we choose one vertex u ∈ UX ∩ V (C) and call it the representative
of C . The representatives are chosen arbitrarily, except that we choose b as the representative of Cb. Note
that necessarily a is the representative of Ca. Let R ⊆ S be the set of all vertices that are representatives
of components in C, clearly a, b ∈ R. For every vertex of C ∈ C, its representative is the representative of
C .
We claim that R is strongly incomparable. Indeed, note that for every xi ∈ R, the vertex x
′
i ∈ N(xi)
is non-adjacent to every xj ∈ R − {xi}. This is because if x
′
i is adjacent to some xj , then, since x
′
i is
non-adjacent to a, both xi, xj must be in the same component in C, so they cannot both belong to R. So
calling Lemma 28 for the set R and a, b, α, β gives us the family of walks {D˜i}xi∈R.
Recall that the only vertices xi ∈ S, for which x
′
i is not defined yet, are in (S ∩N(a
′))− {a}. Let us
consider such xi, clearly it is adjacent to some vertices in UY (at least a
′). If there is some xj ∈ U , such
that:
• xi is adjacent to x
′
j , and
• D˜r terminates at β, where xr is the representative of xj ,
then we set x′i := x
′
j . Otherwise, we set x
′
i := a
′ (note that D˜a terminates at α). Now for every xi we have
defined x′i, and always x
′
i ∈ UY . In particular, no x
′
i, except for a
′, is adjacent to a.
Consider a vertex xi ∈ S and let C ∈ C be the component containing x
′
i. Let xr be the representative
of C , and let Zi be a x
′
i-xr-walk, contained in C . We define
Di := xi, x
′
i ◦ Zi ◦ xr, x
′
r, . . . , xr︸ ︷︷ ︸
t vertices
◦ D˜r,
where t is chosen so that all Di’s are of equal length. Let us denote by d
i
1, . . . , d
i
ℓ the consecutive vertices
of Di, note that d
i
t, d
i
t+1, . . . , d
i
ℓ = D˜r and d
i
t = xr .
It is clear that all walks Di terminate at α or β, and in particular Da is an a-α-walk and Db is a b-β-
walk, so the properties (1) and (2) hold. To prove the property (3), suppose that there are p, q ∈ [k] such
that Dp : xp → α does not avoid Dq : xq → β. So there exists c > 2 such that d
p
c−1 is adjacent to d
q
c . Let
xp′ , xq′ be, respectively, the representatives of xp and xq . Clearly x
′
p, x
′
q ∈ R. Note that if c− 1 > t, then
the xp′-α-walk D˜p′ does not avoid the xq′-β-walk D˜q′ , a contradiction with the properties of the walks
{D˜i}xi∈R ensured by Lemma 28.
If 2 6 c− 1 < t, then there exists an xp′-xq′-path inH −N(a, a
′), so they are in the same connected
component in C. Since each component in C has exactly one representative, we obtain that p′ = q′ and
thus and Dp and Dq both terminate in α or in β.
Finally, consider c = 2, which means that dp1 = xp is adjacent to d
q
2 = x
′
q . There are three possibilities:
(i) xp, x
′
q /∈ N(a, a
′), or (ii) xp ∈ N(a
′), or (iii) x′q ∈ N(a). In case (i) we observe that xp and x
′
q are in the
same connected component in C, which means that xp′ = xq′ , so both walksDp,Dq terminate at the same
vertex. In case (ii), recall that when choosing x′p, we gave preference to vertices whose representative’s
walk terminates at β (see the second condition in definition). Thus we would have chosen x′p = x
′
q , a
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contradiction. Finally, in case (iii), recall that x′q = a
′. But since the representative of a′ is a, the walk Dq
terminates at α, a contradiction. This completes the proof of the lemma.
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4 Algorithm for general target graphs
In this sectionwewill generalize the invariant i∗(H) and extend Theorem 3’ a) to all targets relevant target
graphsH . Let us start with a simple observation, which is an analogue of Observation 7.
Observation 29. Let (G,L) be an instance of LHom(H). Without loss of generality we might assume the
following.
(1) The graph G is connected,
(2) for each x ∈ V (G), the set L(x) is incomparable,
(3) for each edge xy ∈ E(G), for every u ∈ L(x) there is v ∈ L(y), such that uv ∈ E(H).
Proof. The first two items are analogous to the corresponding ones in Observation 7. For the last item
observe that if u ∈ L(x) is non-adjacent (in H) to every element of L(y), then we can safely remove u
from L(x).
The high-level idea is to reduce the general case of LHom(H) to the case, when the target is bipartite,
and then use Theorem 3’ a). For this, we will consider the so-called associated instances, introduced by
Feder, Hell, and Huang [21] (see Section 4.1).
We will also separately consider some special graphs that we call strong split graphs. A graph H is a
strong split graph, if its vertex set can be partitioned into two sets B and P , where B is independent and
P induces a reflexive clique. We call the pair (B,P ) the partition of H . Note that the partition is unique:
all vertices without loops must belong to B and all vertices with loops must belong to P .
4.1 Associated instances and clean homomorphisms
For a graph G = (V,E), by G∗ we denote the associated bipartite graph, defined as follows. The vertex
set of G∗ is the union of two independent sets: {x′ : x ∈ V } and {x′′ : x ∈ V }. The vertices x′ and y′′
are adjacent if and only if xy ∈ E. Note that the edges of type x′x′′ in G∗ correspond to loops in G. The
vertices x′ and x′′ are called twins.
Let (G,L) be an instance of LHom(H). An associated instance is the instance (G∗, L∗) of LHom(H∗),
where L∗ are associated lists defined as follows. For x ∈ V (G), we set L∗(x′) = {u′ : u ∈ L(x)} and
L∗(x′′) = {u′′ : u ∈ L(x)}. Note that in the associated lists, the vertices appearing in the list of x′ are
precisely the twins of the vertices appearing in the list of x′′. A homomorphism f : (G∗, L∗) → H∗ is
clean if it maps twins to twins, i.e., f(x′) = u′ if and only if f(x′′) = u′′. The following simple observation
was the crucial step of the proof of the complexity dichotomy for list homomorphisms, shown by Feder,
Hell, and Huang [21]. We state it using slightly different language, which is more suitable for our purpose.
Proposition 30 (Feder, Hell, Huang [21]). Let (G,L) be an instance of LHom(H). Then it is a yes-instance
if and only if (G∗, L∗) admits a clean homomorphism toH∗.
Let us point out that the restriction to clean homomorphisms is necessary for the equivalence. Indeed,
consider for example G = K3 and H = C6, so clearly G 6→ H . However, we have G
∗ ≃ C6 and
H∗ ≃ 2C6, so G
∗ → H∗.
Recall that if H is bipartite, then LHom(H) is polynomial-time solvable if H is the complement of a
circular-arc graph [20], and NP-complete otherwise. Feder, Hell, and Huang [21] proved the following
dichotomy theorem.
Theorem 31 (Feder, Hell, Huang [21]). Let H be an arbitrary graph (with loops allowed).
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1. The LHom(H) problem is polynomial-time solvable ifH is a bi-arc graph, and NP-complete otherwise.
2. The graph H is a bi-arc-graph if and only ifH∗ is the complement of a circular-arc graph.
So for our problem the interesting graphs H are those, for which H∗ is not the complement of a
circular-arc graph. In the observation below we summarize some properties of associated instances.
Observation 32. Consider an instance (G,L) of LHom(H) and the associated instance (G∗, L∗) of LHom(H∗).
Suppose that G is given along with a tree decomposition of width t.
(1) For each v ∈ V (G) and u ∈ V (H), we have u ∈ L(v) if and only if u′ ∈ L∗(v′) if and only if
u′′ ∈ L∗(v′′). In particular, each list is contained in one bipartition class ofH∗.
(2) In polynomial time we can construct a tree decomposition T ∗ of G∗ of width at most 2t with the property
that for each x ∈ V (G), each bag of T either contains both x′, x′′ or none of them.
Proof. The first item follows directly from the definition of (G∗, L∗). To see the second item, consider a
tree decomposition T of G. We construct T ∗ by taking the same tree structure as for T , and replacing
each vertex v of G in each bag of T by the vertices v′, v′′ of G∗. It is straightforward to verify that this
way we obtain a tree decomposition of T ∗ with the desired properties.
Observe that for bipartite H , the graph H∗ consists of two disjoint copies of H , so clearly i∗(H) =
i∗(H∗). This motivates the following definition, generalizing Definition 3.
Definition 8 (i∗(H) for general H). LetH be a connected non-bi-arc graph. Define
i∗(H) := i∗(H∗).
4.2 Decompositions of generals target graphs
In this section we generalize the notion of decompositions of bipartite graphs, introduced in Section 2.1,
to all graphs (with possible loops). The high-level idea is to define decompositions of H , so that they will
correspond to bipartite decompositions of H∗. We consider the following three types of decompositions
of a graphH (see Figure 5). Note that unless stated explicitly, we do not insist that any of the defined sets
is non-empty.
Definition 9 (F -decomposition). A partition of V (H) into an ordered triple of sets (F,K,Z) is an F -
decomposition if the following conditions are satisfied (see Figure 5, left).
1. K is non-empty and it separates F and Z ,
2. |F | > 2,
3. K induces a reflexive clique,
4. F is complete to K .
Definition 10 (BP -decomposition). Apartition ofV (H) into an orderedfive-tuple of sets (B,P,M,K,Z)
is a BP -decomposition if the following conditions are satisfied (see Figure 5, middle).
1. K ∪M is non-empty and there are no edges between (P ∪B) and Z ,
2. |P | > 2 or |B| > 2,
3. K ∪ P induces a reflexive clique and B is an independent set,
4. M is complete to P ∪K and B is complete toK ,
5. B is non-adjacent toM .
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Definition 11 (B-decomposition). Apartition ofV (H) into an ordered six-tuple of sets (B1, B2,K,M1,M2, Z)
is a B-decomposition if the following conditions are satisfied (see Figure 5, right).
1. K ∪M1 ∪M2 is non-empty and it separates (B1 ∪B2) and Z ,
2. |B1| > 2 or |B2| > 2,
3. K induces a reflexive clique and each of B1, B2 is an independent set,
4. K is complete toM1 ∪M2 ∪B1 ∪B2, andM2 is complete toM1 ∪B1, andM1 is complete to B2,
5. B1 is non-adjacent toM1 and B2 is non-adjacent toM2.
K
F
Z
M K
B P
Z
M1
K
M2
B1 B2
Z
Figure 5: A schematic view of an F -decomposition (left), a BP -decomposition (middle), and a B-
decomposition of H (right). Disks correspond to sets of vertices: white ones depict independent sets,
black ones depict reflexive cliques, and orange ones depict arbitrary subgraphs. Similarly, thick black lines
indicate that all possible edges between two sets exist, and thin orange lines depict edges that might exist,
but do not have to. The lack of a line means that there are no edges between two sets.
Observe that a graphH can have more than one decomposition: for example, if (B,P,M,K,Z) is an
BP -decomposition of H , butM = ∅, then (B ∪ P,K,Z) is an F -decomposition of H .
For each kind of decomposition, we define its factors as the following pair of graphs (H1,H2).
for an F -decomposition: H1 = H[F ] andH2 is obtained fromH by contracting F to a vertex f . It has
a loop if and only if F is not an independent set.
for a BP -decomposition: H1 = H[B ∪ P ] and H2 is obtained from H by contracting P and B re-
spectively (if they are non-empty), to vertices p and b, such that p has a loop and b does not. Also,
pb ∈ E(H2) if and only if there is any edge between P and B in H .
for a B-decomposition: H1 = H[B1 ∪ B2] and H2 is obtained from H by contracting B1 and B2 re-
spectively (if they are non-empty), to vertices b1 and b2 (without loops). Also, b1b2 ∈ E(H2) if and
only if there is any edge between B1 and B2 in H .
Let us prove that ifH is not a strong split graph, then the three types of decompositions defined above
precisely correspond to bipartite decompositions of the associated bipartite graphH∗. For anyW ⊆ V (H),
we define two subsets of V (H∗) as follows: W ′ := {x′ : x ∈W} andW ′′ := {x′′ : x ∈W}.
Lemma 33. Let H be be a connected, non-bi-arc graph, which is not a strong split graph. Then H∗ admits a
bipartite decomposition if and only ifH admits a B-, a BP -, or an F -decomposition.
Proof. First, observe that a subset W ⊆ V (H) induces a reflexive clique in H if and only if W ′ ∪ W ′′
induces a biclique inH∗.
Let us show that if H has a decomposition, then H∗ has a bipartite decomposition (D,N,R). We
consider three cases, depending on the type of a decomposition of H .
38
If H has an F -decomposition (F,K,Z), we define D,N,R as follows (see Figure 6 a)):
D :=F ′ ∪ F ′′,
N :=K ′ ∪K ′′,
R :=Z ′ ∪ Z ′′.
Now the fact that (D,N,R) is a bipartite decomposition of H∗ (recall Definition 2) follows directly from
the definition of a F -decomposition (recall Definition 9): each property in Definition 2 follows from the
corresponding property in Definition 9.
The other two cases are analogous. If H has a BP -decomposition, then we defineD,N,R as follows
(see Figure 6 b)):
D :=B′ ∪ P ′′,
N :=K ′ ∪M ′ ∪ P ′ ∪K ′′,
R :=Z ′ ∪ Z ′′ ∪M ′′ ∪B′′.
Finally, if H has a B-decomposition (B1, B2,K,M1,M2, Z), then we define D,N,R as follows (see
Figure 6 c)):
D :=B′1 ∪B
′′
2 ,
N :=K ′ ∪M ′1 ∪K
′′ ∪M ′′2 ,
R :=Z ′ ∪M ′2 ∪B
′
2 ∪ Z
′′ ∪M ′′1 ∪B
′′
1 .
It is straightforward to verify that in both cases (D,N,R) is a bipartite decomposition of H∗.
a) K
F
Z
K ′
F ′
Z ′
K ′′
F ′′
Z ′′
b)
M K
B P
Z
K ′
B′
M ′
P ′
Z ′
K ′′
B′′
M ′′
P ′′
Z ′′
c)
M1
K
M2
B1 B2
Z
K ′
B′1
B′2
M ′1
M ′2
Z ′
K ′′
B′′1
B′′2
M ′′1
M ′′2
Z ′′
Figure 6: Decompositions of a graph H (left) and their corresponding bipartite decompositions (D,N,R)
of H∗ (right): a) an F -decomposition, b) a BP -decomposition and c) a B-decomposition. Dashed lines
mark the set N .
Now we suppose that (D,N,R) is a bipartite decomposition of H∗ and recall that N 6= ∅ and one
bipartition class of D has at least two elements. We aim to show that H has one of the decompositions
defined above. We partition the vertices ofH into nine sets as follows (see Figure 7):
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M ′2B
′
2
Z ′
M ′′1B
′′
1
Z ′′
K ′Q
′
M ′1
K ′′P ′′
M ′′2
P ′F ′
B′1
Q′′F ′′
B′′2
D
N
R
Figure 7: Schematic definition of sets in the proof of Lemma 33. E.g. P is the set of those x ∈ V (G), for
which x′ ∈ D and x′′ ∈ N .
F :={x : x′ ∈ D,x′′ ∈ D}, Q :={x : x′ ∈ N,x′′ ∈ D}, B2 :={x : x
′ ∈ R,x′′ ∈ D},
P :={x : x′ ∈ D,x′′ ∈ N}, K :={x : x′ ∈ N,x′′ ∈ N}, M2 :={x : x
′ ∈ R,x′′ ∈ N},
B1 := {x : x
′ ∈ D,x′′ ∈ R}, M1 :={x : x
′ ∈ N,x′′ ∈ R}, Z :={x : x′ ∈ R,x′′ ∈ R}.
Clearly, from the definition of the bipartite decomposition it follows that some pairs of these sets cannot
be both non-empty (e.g. F andM2, because F
′ must be complete toM ′′2 and in the same time F
′′ is non-
adjacent toM ′2). Observe thatM1 ∪Q∪K is complete toQ∪B2 ∪F ∪P ∪M2 ∪K and P ∪M2 ∪K is
complete toB1∪P ∪F ∪M1∪Q∪K . Also, B1∪P ∪F is non-adjacent toM1∪B1∪Z andB2∪Q∪F
is non-adjacent to M2 ∪ B2 ∪ Z . In particular, it implies that P,Q, and K must be reflexive cliques and
B1, B2 are independent sets. Finally, at least one of the sets B1 ∪ P ∪ F and B2 ∪Q ∪ F has at least two
vertices and at least one of the setsM1 ∪Q ∪K and P ∪M2 ∪K is non-empty.
Case 1: F 6= ∅. It implies that M1,M2 = ∅. If K 6= ∅, then it is straightforward to observe that
(F ∪P ∪Q∪B1∪B2,K,Z) is an F -decomposition ofH . IfK = ∅, then also Z = ∅, as we assumed that
H is connected. Moreover, sinceM1 ∪M2 ∪ P ∪Q ∪K 6= ∅, at least one of P,Q is non-empty. Assume
that P 6= ∅, as the other case is symmetric. Recall that this means that B1 = ∅.
If Q 6= ∅, then B2 = ∅ and (F ∪ Q,P, ∅) is an F -decomposition. So let Q = ∅. If |F | > 2, then
(F,P,B2) is an F -decomposition. If |B2| > 2 or |P | > 2, then (B2, P, F, ∅, ∅) is a BP -decomposition. So
in the last case we have |F | = |P | = 1 and |B2| 6 1. It is easy to verify that then H is a bi-arc graph
(or, equivalently, H∗ does not contain an induced cycle on at least 6 vertices or an edge asteroid). This
contradicts our assumption on H .
Case 2: F = ∅. We consider three subcases: eitherB1, B2 6= ∅, or B1 = ∅ and B2 6= ∅ (the case B1 6= ∅
and B2 = ∅ is symmetric), or B1, B2 = ∅. The first case implies that P,Q = ∅, so we immediately obtain
a B-decomposition (B1, B2,K,M1,M2, Z).
In the second one we haveQ = ∅. If P 6= ∅, thenM1 = ∅. If additionallyM2∪K 6= ∅, then there exists
aBP -decomposition (B2, P,M2,K,Z). On the other hand, ifM2∪K = ∅, thenZ = ∅ by connectivity of
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H . Thus the only non-empty sets are P and B2, and thereforeH is a strong split graph. Finally, if P = ∅,
thenH admits a B-decomposition (∅, B2,K,M1,M2, Z).
So let us assume that B1, B2 = ∅. We will consider further subcases: eitherM1,M2 6= ∅, orM1 = ∅
and M2 6= ∅ (the other case, i.e., M1 6= ∅ and M2 = ∅, is symmetric), or M1,M2 = ∅. Note that
if M1,M2 6= ∅, then P,Q = ∅, so D = ∅, which is a contradiction with (D,N,R) being a bipartite
decomposition ofH∗. IfM1 = ∅ andM2 6= ∅, thenQ = ∅ and |P | > 2 and we have a BP -decomposition
(∅, P,M2,K,Z). Lastly, when M1,M2 = ∅, then without loss of generality |P | > 2 and either (P,Q ∪
K,Z) is an F -decomposition, or Q ∪K = ∅, then by connectivity of H the set Z must be empty and H
is just a reflexive clique induced by P . However, such a graph is a bi-arc graph, a contradiction.
Let us point out that one application of aBP -decomposition or aB-decomposition corresponds to two
consecutive applications of a bipartite decomposition in H∗. Consider the case of a BP -decomposition
and the bipartite decomposition (B′ ∪P ′′,K ′ ∪M ′ ∪P ′∪K ′′, Z ′∪M ′′ ∪B′′ ∪Z ′′) ofH ′. Note that after
contracting B′ to b′ and P ′′ to p′′, we still have a decomposition (P ′ ∪B′′,K ′ ∪K ′′ ∪M ′′ ∪ {p′′},M ′ ∪
{b′} ∪ Z ′ ∪ Z ′′) of the second factor (H∗)2 of H
∗. Similarly, in the case of a B-decomposition, we still
have another bipartite decomposition of (H∗)2, where the new setD is B
′′
1 ∪B
′
2.
Note that in a BP -decomposition, a B-decomposition, and an F -decomposition, when F is an inde-
pendent set or contains a vertex with a loop, the factors are always induced subgraphs of H . Indeed, we
can equivalently obtainH2 by removing certain vertices from H . In the last case of an F -decomposition,
when F contains at least one edge and has only vertices without loops,H2 is not an induced subgraph of
H . We can equivalently defineH2 as the graph obtained by removing from F all but two vertices that are
adjacent to each other, and then replacing them with a vertex with a loop.
In the following lemmawe consider a graphH ′ that was obtained fromH by a series of decompositions
(i.e., it is a factor ofH , or a factor of a factor ofH etc.). We show that even ifH ′ is not an induced subgraph
of H , the associated bipartite graphH ′∗ is still an induced subgraph ofH∗.
Lemma 34. Let H ′ be a graph obtained from H by a series of decompositions. Then H ′∗ is an induced
subgraph ofH∗.
Proof. Recall that by the definitions of decompositions, H ′ was obtained from H by a sequence of two
types of operations:
(O1) removing some vertices or, equivalently, taking an induced subgraph (BP -decomposition,B-decomposition,
and F -decomposition when the set F contains a vertex with a loop or is independent),
(O2) removing some vertices and then contracting two adjacent vertices a, b, such that N(a) − {b} =
N(b) − {a} and none of a, b has a loop, to a vertex c with a loop; vertices a and b are removed
from the graph and the new vertex c becomes adjacent to all vertices in N(a) − {b} = N(b)− {a}
(F -decomposition, when F has no vertex with a loop and contains at least one edge, see Figure 8).
Observe that if only the first type of operation was applied, then H ′ is an induced subgraph of H ,
which implies that H ′∗ is an induced subgraph of H∗. Let us analyze the case when some operations of
the second type were applied as well.
In this case H ′ might not be an induced subgraph of H , but each newly created vertex c uniquely
corresponds to two adjacent vertices, i.e., a, b. Moreover, when the operation was applied, a and b had the
same neighborhoods in the current graph, except of being adjacent to each other. Note that both a and b
are vertices of H : they do not have loops, while we only add vertices with loops. Furthermore, when c is
created, a and b are removed from a graph, so each vertex is used in the operation of the second type at
most once.
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a b
Z
K
c
Z ′
K ′
b′
a′
Z ′′
K ′′
b′′
a′′
Z ′
K ′
c′
Z ′′
K ′′
c′′
Figure 8: Operation (O2) applied to vertices a, b inH (left) and corresponding operation apllied to vertices
a′, a′′, b′, b′′ inH∗ (right).
Let us consider H ′∗. Note that the edge ab of H corresponds to two edges a′b′′ and a′′b′ in H∗. Note
that we can map the vertex c′ to a′ and c′′ to b′′. SinceN(a)−{b} = N(b)−{a}, when the operation was
applied, the associated bipartite graph of the obtained graph is indeed an induced subgraph ofH∗, and the
mapping mentioned above defines the isomorphism from H ′∗ to a subgraph ofH∗.
Finally, we show an analogue of Lemma 9, where we explain how decompositions can be used algo-
rithmically. Recall that T (H,n, t) denotes an upper bound for the complexity of LHom(H) on instances
with n vertices, given along a tree decomposition of width t. In the following lemma we do not assume
that |H| is a constant.
Lemma 35 (General decomposition lemma). LetH be a connected, non-bi-arc graph, and let Γ be a de-
composition ofH (i.e., Γ is either an F -, aBP -, or aB-decomposition) with factorsH1,H2. If there exist con-
stants c > 1 and d > 2 such that T (H1, n, t) = O
(
ct · (n · |H1|)
d
)
and T (H2, n, t) = O
(
ct · (n · |H2|)
d
)
,
then T (H,n, t) = O
(
ct · (n · (|H|+ 2))d
)
.
Since every type of decomposition is handled in a slightly different way, for the sake of readability
we split Lemma 35 into three lemmas, one for each type of decomposition. Their proofs are similar to the
proof of Lemma 9. We also take more care about constants to make sure that the estimation holds even if
H is not fixed.
Lemma 36 (F -decomposition lemma). Let H be a connected, non-bi-arc graph, and let (F,K,Z) be an
F -decomposition ofH . If there exist constants α, c > 1 and d > 2 such that T (H1, n, t) 6 α · c
t · (n · |H1|)
d
and T (H2, n, t) 6 α · c
t · (n · |H2|)
d, then T (H,n, t) 6 α · ct · (n · |H|)d, provided that n is sufficiently
large.
Proof. Let (G,L) be an instance of LHom(H) with n vertices, given along with a tree decomposition of
with t. Define Q := {x ∈ V (G) : L(x) ∩ K 6= ∅} and note that by Observation 29 (2) no vertex from
Q has a vertex from F in its list. First, we observe that an analogue of Claim 9.1 in the proof of Lemma 9
holds in this situation too (the proof is essentially the same as the proof of Claim 9.1, so we do not repeat
it).
Claim 36.1. If there exists a list homomorphism h : (G,L) → H , the image of each C ∈ comp(G−Q) is
entirely contained either in F or in Z . 
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For every x ∈ V (G)−Qwe defineL1(x) := L(x)∩F and for every componentC ∈ comp(G−Q)we
check if there exists a homomorphism hC : (C,L1)→ H1. Let C1 be the set of those C ∈ comp(G−Q),
for which hC exists.
Now let us define an instance (G,L2) of LHom(H2) as follows. If x ∈ Q, then we set L2(x) := L(x),
note that in this caseF∩L(x) = ∅. On the other hand, ifx /∈ Q, then it is in exactly oneC ∈ comp(G−Q).
If C ∈ comp(G−Q)−C1, then we set L2(x) := L(x)−F . If C ∈ C1, then we set L2(x) := L(x)−F ∪
{f}.
Claim 36.2. There exists a list homomorphism h : (G,L) → H if and only if there exists a list homomor-
phism h′ : (G,L2)→ H2.
Proof of Claim. First, assume that h : (G,L)→ H exists. We define h′ : V (G)→ V (H2) as follows:
h′(x) :=
{
f if h(x) ∈ F,
h(x) otherwise.
It is straightforward to verify that h′ is a homomorphism from G to H2. Let us show that it respects
lists L2. Indeed, consider a vertex x ∈ V (G). If h(x) /∈ F , then h
′(x) = h(x) ∈ L(x) − F ⊆ L2(x). On
the other hand, if h(x) ∈ F , then L(x)∩F 6= ∅, so x is in some C ∈ comp(G−Q). Since h(x) ∈ F , then
by Claim 36.1 the image of C is contained in F , so C ∈ C1. Thus h
′(x) = f ∈ L2(x).
Now assume that there exists a homomorphism h′ : (G,L2)→ H2. We define h : V (G) → V (H) as
follows. If h′(x) 6= f , then we set h(x) := h′(x). On the other hand, if h′(x) = f , then we know that x
belongs to some C ∈ C1. In this case we set h(x) := hC(x). Note that h respects lists L, as in the first
case h′(x) = h(x) clearly belongs to (L2(x) − {f}) ⊆ L(x), and in the second one it follows from the
definition of hC .
Now let us show that h is a homomorphism. Consider and edge xy ∈ E(G). If h′(x) = h′(y) = f ,
then x, y /∈ Q, so they must both belong to the same C ∈ C1 and h(x)h(y) = hC(x)hC (y) ∈ E(H), by
the definition of hC . Similarly, if h
′(x), h′(y) ∈ K ∪ Z , we have that h(x)h(y) = h′(x)h′(y) ∈ E(H) by
the definition of h′.
So suppose that h′(x) = f and h′(y) ∈ K ∪ Z . Note that since h′ is a homomorphism, we have
h′(y) ∈ K . Recall that the set K is complete to F , so h(x) ∈ F is adjacent to h(y) = h′(y) ∈ K . 
ComputingQ and comp(G−Q) can be done in total timeO(n|H|+n2) = O((n · |H|)2). Computing
hC for all C ∈ comp(G−Q) requires time at most∑
C∈comp(G−Q)
T (H1, |C|, t) 6
∑
C∈comp(G−Q)
α · ct · (|H1| · |C|)
d
6 α · ct · (|H1| · n)
d.
Computing listsL2 can be performed in timeO(|H| ·n). Finally, computing h
′ requires time T (H2, n, t) 6
α · ct · (|H2| · n)
d. Similarly to the proof of Lemma 9, if n is sufficiently large, then the total running time
can be bounded by α · ct · (|H| · n)d, as claimed.
The case of a BP -decomposition is slightly more complicated, as there might be vertices of G, whose
lists contain both vertices from P (which is a part of H1) and from M (which is a part of the separator).
These vertices require special handling.
Lemma 37 (BP -decomposition lemma). LetH be a connected, non-bi-arc graph, and let (B,P,M,K,Z)
be a BP -decomposition of H with factors H1,H2. If there exist constants α, c > 1 and d > 2 such that
T (H1, n, t) 6 α · c
t · (n · |H1|)
d and T (H2, n, t) 6 α · c
t · (n · |H2|)
d, then T (H,n, t) 6 α · ct · (n · |H|)d,
provided that n is sufficiently large.
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Proof. Let (G,L) be an instance of LHom(H) with n vertices, given along with a tree decomposition of
with t. We define Q := {x ∈ V (G) : L(x) ∩ (M ∪K) 6= ∅}. We say that a vertex x ∈ V (G) is of type
B (resp. type P ) if L(x) ∩ B 6= ∅ (resp. L(x) ∩ P 6= ∅). Note that by Observation 29 (2) no vertex is
simultaneously of type B and type P . Moreover, no vertex of type B is in Q. Let Q′ be the set of vertices
of type P in Q. Note that by Observation 29 (2) each vertex from Q′ has in its list some vertices fromM
and some vertices from P , but no vertices fromK .
Notice that nowwe cannot just consider components ofG−Q independently from each other and from
the vertices from Q, as we did in the case of an F -decomposition. This is because the coloring we choose
for these components influences the coloring of vertices from Q′, which in turn influences the coloring
of some other components of G −Q. Thus, instead of considering components of G − Q separately, we
gather them together with their neighbors from Q′ and only then compute the homomorphisms to H1.
This intuition is formalized by the following argument.
Let S1,S2, and S be families of sets defined as follows
S1 :=
⋃
C∈comp(G−Q)
{
V (C)
}
and S2 :=
⋃
x∈Q′
{
{x}
}
and S := S1 ∪ S2.
Let ∼ ⊆ S2 be a relation, defined as follows: S1 ∼ S2 if and only if (i) S1 ∈ S1, i.e., it is a vertex set of
some C ∈ comp(G−Q) and (ii) S2 ∈ S2, i.e., S2 = {x} for some x ∈ Q
′, and (iii) x is adjacent to some
vertex of type B from S1. Let ≃ ⊆ S
2 be the smallest equivalence relation containing ∼ and consider the
set S/≃ of equivalence classes of ≃.
Now we form the set C′ as follows. Consider a class π ∈ S/≃, it is a subset of S1 ∪ S2, i.e., a family of
pairwise disjoint subsets of (V (G) −Q) ∪ Q′. We construct a subgraph C ′ of G, whose vertex set is the
union of all sets in π. An edge xy ∈ E(G) exists inC ′ if its both endvertices belong to one element of π (i.e.,
it is an edge of some C ∈ comp(G−Q), such that V (C) ∈ π), or is an edge joining some x ∈ Q′, such
that {x} ∈ π, with a vertex y, which is a vertex of type B in C , such that V (C) ∈ π. Note that the edges
of the second kind are exactly the edges which justifed including {x} and V (C) in the same equivalence
class π ∈ S/≃. Moreover, each C
′ ∈ C′ is connected. Finally, we define C := {G[V (C ′)] : C ′ ∈ C′},
observe that it is a set of pairwise disjoint induced subgraphs of G.
The following analogue of Claim 9.1 and Claim 36.1 is a crucial step towards proving the lemma.
Claim 37.1. If there exists a list homomorphism h : (G,L) → H , the image of each C ∈ C is entirely
contained either in P ∪B or inM ∪ Z .
Proof of Claim. Consider C ∈ C and assume that there exist x, y ∈ V (C) such that h(x) ∈ P ∪ B and
h(y) ∈M ∪Z . Recall that there exists C ′ ∈ C′, which is a connected spanning subgraph of C . Let P be a
x-y-path in C ′. Recall that no vertex of C (and thus of P) has a vertex fromK in its list. This implies that
on P there exists an edge zz′, such that h(z) ∈ P and h(z′) ∈ M . Clearly, z′ ∈ Q′. Moreover, z /∈ Q′, as
inC ′ there are no edges between vertices ofQ′. So z must be a vertex of type P from V (G)−Q. However,
in C ′ there are no edges betweenQ′ and vertices of type P in V (G)−Q, a contradiction. 
Let C ∈ C. For every x ∈ V (C) we define L1(x) := L(x) ∩ (P ∪ B). Denote by C1 the set of these
subgraphs C ∈ C, for which there exists a list homomorphism hC : (C,L1)→ H1. We define an instance
(G,L2) of LHom(H2) as follows:
L2(x) :=

L(x)− P ∪ {p} if x is of type P and belongs to some subgraph in C1,
L(x)−B ∪ {b} if x is of type B and belongs to some subgraph in C1,
L(x)− (P ∪B) otherwise.
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Recall that no vertex x is simultaneously of type P and B, so L2 is well-defined. Now let us show the
following.
Claim 37.2. There exists a list homomorphism h : (G,L) → H if and only if there exists a list homomor-
phism h′ : (G,L2)→ H2.
Proof of Claim. First, assume that h : (G,L) → H exists. Define h′ : V (G) → V (H2) in the following
way:
h′(x) :=

p if h(x) ∈ P,
b if h(x) ∈ B,
h(x) otherwise.
The fact that h′ is a homomorphism follows from the definition of H2 and the fact that h is a homomor-
phism. We need to show for every x we have h′(x) ∈ L2(x).
If h′(x) /∈ {p, b}, then h′(x) = h(x) ∈ L(x)− (P ∪B) ⊆ L2(x). So assume that h
′(x) ∈ {p, b}. This
means that h(x) ∈ P ∪B, so x ∈ (V (G)−Q)∪Q′. This means that x belongs to some C ∈ C, and since
h(x) ∈ P ∪B, by Claim 37.1, we observe that C ∈ C1. Moreover, if h
′(x) = p, then x is of type P , and if
h′(x) = b, then x is of type B. Therefore h′(x) ∈ L2(x).
Now suppose there exists a list homomorphism h′ : (G,L2)→ H2. We define a mapping h : V (G)→
V (H) as follows. If h′(x) /∈ {p, b}, then h(x) := h′(x). Otherwise, by the definition of L2, the vertex
x must belong to exactly one subgraph C in C1. In this case we set h(x) := hC(x). Note that for every
x ∈ V (G) we have h(x) ∈ L(x): if h′(x) /∈ {p, b}, then h(x) = h′(x) ∈ L2(x) − {p, b} ⊆ L(x), and if
h′(x) ∈ {p, b}, then h(x) ∈ L(x) by the definition of hC .
Now let us show that h is a homomorphism. Let xy be an edge of G and consider the following cases.
1. If h′(x), h′(y) /∈ {p, b}, then h(x)h(y) = h′(x)h′(y) ∈ E(H2 − {p, b}) ⊆ E(H), by the fact that h
′
is a homomorphism.
2. If h′(x) = b and h′(y) = p, then x is of typeB and is in V (G)−Q, while y is of type P and belongs
to (V (G) − Q) ∪ Q′. Recall that by the definition of ∼, vertices x, y belong to the same subgraph
C ∈ C. Moreover, C ∈ C1, as only in this case p and b could appear on the lists of x, y. This gives
h(x)h(y) = hC(x)hC(y) ∈ E(H1) ⊆ E(H), by the definition of hC .
3. The case h′(x) = h′(y) = b cannot occur, as h′ is a homomorphism and b has no loop.
4. If h′(x) = h′(y) = p, then p ∈ L2(x) ∩ L2(y), so both x, y are of type P , and each of them
belongs to some subgraph in C1. Let us call these subgraphs Cx and Cy , respectively, and observe
that h(x) = hCx(x) and h(y) = hCy (y). As hCx and hCy are homomorphisms to H1, we know
that hCx(x), hCy (y) ∈ P ∪ B. But since neither L(x) or L(y) contains elements from B, we have
hCx(x), hCy (y) ∈ P . This means that h(x)h(y) = hCx(x)hCy (y) is an edge ofH , as P is a reflexive
clique.
5. If h′(x) = b and h′(y) /∈ {p, b}, then h′(y) = h(y) ∈ K , as h′ maps xy to an edge of H2. Again, let
C be the subgraph from C1 which contains x and observe that x must be of type B, as b ∈ L2(x).
So h(x) = hC(x) ∈ B, which implies that h(x)h(y) ∈ E(H), as B is complete to K .
6. If h′(x) = p and h′(y) /∈ {p, b}, then h′(y) = h(y) ∈ K ∪M . Again, let C be the subgraph in
C1, which contains x and observe that p is of type P . So h(x) = hC(x) ∈ P , which implies that
h(x)h(y) ∈ E(H), as P is complete toK ∪M .
This concludes the proof of the claim. 
The running time analysis is analogous to the case of an F -decomposition. Note that S/≃ and thus C
can be computed in total timeO(n·|H|)2. With a reasoning analogous to the one in the proof of Lemma 36,
we conclude that if n is sufficiently large, then the problem can be solved in time α · ct · (n · |H|)d.
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The final lemma, concerning B-decompositions, is the most complicated one. Since in this case the
first factor, H1, is bipartite, we know that every subgraph C of G that is mapped to H1 must be bipartite
too. However, unlike in the case when the whole graph H is bipartite (i.e., Lemma 9), we do not know
in advance which bipartition class of C is mapped to which bipartition class of H1. Thus for every C we
need to consider both possibilities.
Lemma 38 (B-decomposition lemma). LetH be a connected, non-bi-arc graph, and let (B1, B2,K,M1,M2, Z)
be a B-decomposition ofH . If there exist constants α, c, d such that T (H1, n, t) 6 α/2 · c
t · (n · |H1|)
d and
T (H2, n, t) 6 α · c
t · (n · |H2|)
d, then T (H,n, t) 6 α · ct · (n · |H|)d, provided that n is sufficiently large.
Proof. Let (G,L) be an instance of LHom(H) with n vertices, given along with a tree decomposition of
with t. We define Q := {x ∈ V (G) : L(x) ∩ (M1 ∪M2 ∪K) 6= ∅}. Furthermore we define two subsets
of Q as follows: Q1 := {x ∈ Q : L(x) ∩ B1 6= ∅} and Q2 := {x ∈ Q : L(x) ∩ B2 6= ∅}. Note that by
Observation 29 (2), if L(x) contains a vertex from K , then x /∈ Q1 ∪Q2. Furthermore, if L(x) contains a
vertex from M1, then x /∈ Q1, and if L(x) contains a vertex fromM2, then x /∈ Q2. This means that Q1
is disjoint withQ2. Moreover, every vertex from Q1 has in its list a vertex from B1 and a vertex fromM2,
while every vertex from Q2 has in its list a vertex from B2 and a vertex fromM1.
Similarly to e.g. Claim 36.1, we observe that every connected component C ofG−Q must be entirely
mapped either to B1 ∪B2 or to Z . Recall thatH1 = H[B1 ∪B2] is bipartite, so if C is not bipartite, then
we can safely remove all vertices from B1 ∪B2 from the lists of vertices of C , let us still call these lists L.
Let S1 be the set of bipartite components of G−Q.
Now let us consider an auxiliary graphG′ defined as follows. The vertex set ofG′ isQ1 ∪Q2. We add
to G′ all edges of G with one end in Q1 and the other in Q2. Observe that for each component C of G
′
and any list homomorphism (G,L)→ H , either all vertices of C are mapped toB1∪B2 (with V (C)∩Q1
mapped to B1 and V (C) ∩ Q2 mapped to B2), or all vertices of C are mapped to M1 ∪M2 ∪ Z (with
V (C) ∩Q1 mapped toM2 ∪Z and V (C) ∩Q2 mapped toM1 ∪Z). Again, recall thatH[B1 ∪B2] = H1
is bipartite. Thus if for any C ∈ comp(G′), the graphG[V (C)] is not bipartite, then we can safely remove
all vertices from B1 ∪B2 from the lists of the vertices of C . We still call these lists L. Let S2 be the set of
those C ∈ comp(G′), for which G[V (C)] is bipartite. Note that in this case C = G[V (C)].
Observe that S1 ∪ S2 is a collection of pairwise vertex-disjoint bipartite induced subgraphs of G. Fur-
thermore, no vertex appearing in a subgraph from S1 ∪ S2 has a vertex from K in its list. Moreover, we
observe that for any list homomorphism (G,L) → H , each C ∈ S1 ∪ S2 must be entirely mapped to
B1 ∪ B2 or to M1 ∪M2 ∪ Z . This is straightforward for C ∈ S1, as these vertices do not contain any
vertex fromK∪M1∪M2 in their lists. ForC ∈ S2, we can observe that in the other case we would obtain
uv ∈ E(C), such that u is mapped to a vertex inB1 and v is mapped to a vertex inM2, or u is mapped to a
vertex in B2 and v is mapped to a vertex inM1. However, notice that for no edge of C such configuration
of lists is possible.
Let C ∈ S1 ∪ S2 and suppose it gets mapped to B1 ∪B2. If C ∈ S2, then we know which bipartition
class of C is mapped to B1 and which is mapped to B2, i.e., V (C) ∩Q1 is mapped to B1 and V (C) ∩Q2
is mapped to B2. On the other hand, if C ∈ S1, both options might be possible.
We define a set S1 as follows: for each C ∈ S1 with bipartition classes X,Y , we add to S1 two
triples: (C,X, Y ) and (C, Y,X). Similarly we define a set S2: for each C ∈ S2, we add to S2 the triple
(C, V (C) ∩Q1, V (C) ∩Q2). Finally, define S := S1 ∪ S2.
The intuition behind S is that it represents the subgraphs that could be mapped to B1 ∪ B2, taking
into considerations that some of them (i.e., the ones from S1) could be mapped to B1 ∪B2 in two ways. A
triple (C,X, Y ) ∈ S indicates that C could be potentially mapped to B1 ∪B2 in a way thatX is mapped
to B1 and Y is mapped to B2.
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Nowwe proceed similarly to the proof of Lemma 37. We define a relation∼ ⊆ S2, so that (C1,X1, Y1) ∼
(C2,X2, Y2) if and only if the following conditions hold: (i) (C1,X1, Y1) ∈ S1, and (ii) (C2,X2, Y2) ∈ S2,
and (iii) there is an edge with one endvertex in X1 and the other in Y2, or an edge with one endvertex
in Y1, and the other in X2. Note that if (C1,X1, Y1) ∼ (C2,X2, Y2) and there is a list homomorphism
h : (G,L) → H , then either: (i) both C1 and C2 are mapped to B1 ∪ B2 where h(X1 ∪ X2) ⊆ B1 and
h(Y1 ∪ Y2) ⊆ B2, or (ii) no vertex from X1 ∪X2 is mapped to B1 and no vertex from Y1 ∪ Y2 is mapped
to B2. This is because lists of vertices from X1 ∪ Y1 do no contain any vertex from K ∪M1 ∪M2, while
lists of vertices ofX2 (resp. Y2) do not contain any vertex fromM1 ∪B2 ∪K (resp. M2 ∪B1 ∪K).
Now let ≃ be the smallest equivalence relation containing ∼, and let S/≃ be the set of equivalence
classes of ≃. We will define a set C of subgraphs of G.
Consider an equivalence class π = {(C1,X1, Y1), . . . , (Cs,Xs, Ys)} from S/≃, and define Xπ :=⋃
i∈[s] Xi and Yπ :=
⋃
i∈[s] Yi. Let Cπ be the subgraph of G induced by Xπ ∪ Yπ . Recall that by the
definition of ∼, either (i) all vertices from Xπ must be mapped to B1 and all vertices from Yπ must be
mapped to B2, or (ii) no vertex from Xπ is mapped to B1 and no vertex from Yπ is mapped to B2. Thus
if Cπ is not bipartite, then we can safely remove all vertices from B1 from the lists of Xπ and all vertices
from B2 from the lists of Yπ , we still call these lists L.
On the other hand, if Cπ is bipartite, we note that its bipartition classes are exactly Xπ and Yπ . We
add to C the triple (Cπ,Xπ, Yπ). Now C can be seen as a collection of bipartite induced subgraphs of G,
containing only vertices from (V (G)−Q)∪ (Q1 ∪Q2), such that each vertex from V (G)−Q appears in
at most two of them, while every vertex from Q1 ∪Q2 appears in one of them.
We claim that at the current step the following holds.
Claim 38.1. If x is a vertex such that L(x)∩B1 6= ∅ (resp. L(x)∩B2 6= ∅), then there exists (C,X, Y ) ∈ C,
such that x ∈ X (resp. x ∈ Y ).
Proof of Claim. Let us show the claim for the case that L(x)∩B1 6= ∅, as the other case is symmetric. Note
that since x has a vertex from B1 in its list, then either x ∈ Q1 or x ∈ V (G) −Q.
In the first case, note that there is exactly one (C ′,X ′, Y ′) ∈ S2, such that x ∈ X
′ ∪ Y ′, and, since
x ∈ Q1, we know that x ∈ X
′. Consider the class π in S/≃ containing (C
′,X ′, Y ′), and the triple
(Cπ,Xπ, Yπ). Clearly x ∈ Xπ . Note that if Cπ is not bipartite, we would have removed all vertices of B1
from the list of x. But since L(x) ∩ B1 6= ∅, the graph Cπ must be bipartite and thus (Cπ,Xπ, Yπ) is the
desired triple in C1.
So suppose that x ∈ V (G) − Q, and therefore x is in some bipartite connected component C ′ of
G −Q. Let X ′, Y ′ be the bipartition classes of C ′, such that x ∈ X ′. Recall that both triples (C ′,X ′, Y ′)
and (C ′, Y ′,X ′) are in S1. Let π and π
′ be the equivalence classes from S/≃, containing (C
′,X ′, Y ′) and
(C ′, Y ′,X ′), respectively.
Observe that if π = π′, then x ∈ Xπ ∩ Yπ and Cπ is not bipartite. Indeed, the definition of ∼ implies
that there is an odd length walk starting and terminating at x. So in this case we have removed all vertices
from B1 ∪B2 from the list of x.
So finally assume that π 6= π′ and consider (Cπ,Xπ, Yπ) and (Cπ′ ,Xπ′ , Yπ′). Note that x ∈ Xπ ∩ Yπ′ .
If Cπ is not bipartite, then we would have removed all vertices of B1 from the list of x. ThereforeCπ must
be bipartite and (Cπ,Xπ, Yπ) ∈ C is the desired triple. 
The following claim follows from the definition of C and the reasoning there.
Claim 38.2. Let (C,X, Y ) ∈ C and suppose that there exists a list homomorphism h : (G,L)→ H .
(a) The image of C is entirely contained in B1 ∪B2 or inM1 ∪M2 ∪ Z .
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(b) If the image of C is contained in B1 ∪ B2, then either h(X) ⊆ B1 and h(Y ) ⊆ B2 or h(X) ⊆ B2 and
h(Y ) ⊆ B1. 
Let (C,X, Y ) ∈ C. For every x ∈ X we define L1(x) := L(x) ∩ B1 and for every x ∈ Y we define
L1(x) := L(x) ∩ B2. Denote by C1 the set of these triples (C,X, Y ) ∈ C, for which there exists a
homomorphism h(C,X,Y ) : (C,L1)→ H1.
We define an instance (G,L2) of LHom(H2) as follows:
L2(x) :=

L(x)− (B1 ∪B2) ∪ {b1, b2} if there is some (C1,X1, Y1) ∈ C1, such that x ∈ X1
and some (C2,X2, Y2) ∈ C1, such that x ∈ Y2,
L(x)− (B1 ∪B2) ∪ {b1} if there is some (C1,X1, Y1) ∈ C1, such that x ∈ X1,
but no (C2,X2, Y2) ∈ C1, such that x ∈ Y2,
L(x)− (B1 ∪B2) ∪ {b2} if there is some (C2,X2, Y2) ∈ C1, such that x ∈ Y2,
but no (C1,X1, Y1) ∈ C1, such that x ∈ X1,
L(x)− (B1 ∪B2) otherwise.
Note that L2 are H2-lists. Furthermore, by Claim 38.1 we observe that L2(x) ∩ {b1, b2} = ∅ if (i) L(x) ∩
(B1 ∪B2) = ∅, or (ii) L(x)∩ (B1 ∪B2) 6= ∅, but for every (C,X, Y ) ∈ C, such that x ∈ X ∪ Y , we have
(C,X, Y ) /∈ C1. This means that removing B1 ∪B2 from the list of x was justified.
Finally, we are ready to show the main claim of the lemma.
Claim 38.3. There exists a list homomorphism h : (G,L) → H if and only if there exists a list homomor-
phism h′ : (G,L2)→ H2.
Proof of Claim. First, assume that h : (G,L)→ H exists. Define h′ : V (G)→ V (H) in the following way:
h′(x) :=

b1 if h(x) ∈ B1,
b2 if h(x) ∈ B2,
h(x) otherwise.
The fact that h′ is a homomorphism follows from the definition of H2 and the fact that h is a homomor-
phism. We need to show that for every x we have h′(x) ∈ L2(x).
If h′(x) /∈ {b1, b2}, then h
′(x) = h(x) ∈ L(x) − (B1 ∪ B2) ⊆ L2(x). So consider the case that
h′(x) = b1 (the case if h
′(x) = b2 is symmetric). This means that h(x) ∈ B1 and thus L(x) ∩ B1 6= ∅,
so, by Claim 38.1, there is some (C,X, Y ) ∈ C, such that x ∈ X . Since h(x) ∈ B1, Claim 38.2 (a) implies
that h maps all vertices of C to B1 ∪B2, and by Claim 38.2 (b) we have that h(X) ⊆ B1 and h(Y ) ⊆ B2.
Therefore (C,X, Y ) ∈ C1 and thus b1 ∈ L2(x) by the definition of L2.
Now suppose there exists a list homomorphism h′ : (G,L2)→ H2. We define a mapping h : V (G)→
V (H) as follows. If h′(x) /∈ {b1, b2}, then h(x) := h
′(x). If h′(x) ∈ {b1, b2}, then, by the definition of L2,
there is (C,X, Y ) ∈ C1, such that x ∈ X if h
′(x) = b1 or x ∈ Y if h
′(x) = b2. Moreover, recall that by
the construction of C this (C,X, Y ) is unique. Then we set h(x) = h(C,X,Y )(x).
For every x ∈ V (G)we haveh(x) ∈ L(x): ifh′(x) /∈ {b1, b2}, thenh(x) = h
′(x) ∈ L2(x)−{b1, b2} ⊆
L(x), and if h′(x) ∈ {b1, b2}, then h(x) ∈ L(x) by the definition of h(C,X,Y ).
So let us show that h is a homomorphism. Consider an edge xy of G and the following cases.
1. If h′(x), h′(y) /∈ {b1, b2}, then h(x)h(y) = h
′(x)h′(y) ∈ E(H2 − {b1, b2}) ⊆ E(H), by the fact
that h′ is a homomorphism.
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2. If h′(x) = b1 and h
′(y) = b2, then, by the definition of L2, there are (C1,X1, Y1) ∈ C1 and
(C2,X2, Y2) ∈ C1, such that x ∈ X1 and y ∈ Y2. But since there is an edge from X1 to Y2, we
must have (C1,X1, Y1) = (C2,X2, Y2), by the definition of ∼ and C. So we have h(x)h(y) =
h(C1,X1,Y1)(x)h(C1,X1,Y1)(y) ∈ E(H1) ⊆ E(H).
3. The case h′(x) = h′(y) = b1 or h
′(x) = h′(y) = b2 cannot occur, as h
′ is a homomorphism and
b1, b2 have no loops.
4. Finally, consider the case that h′(x) ∈ {b1, b2} and h
′(y) /∈ {b1, b2}. Assume that h
′(x) = b1, as the
other case is symmetric. This implies that h(x) ∈ B1. Since h
′ is a homomorphism, we observe that
h(y) = h′(y) ∈ K ∪M2. Therefore h(x)h(y) ∈ E(H).
This concludes the proof of the claim. 
We observe thatC can be computed in total timeO((n·|H|)2). Computing h(C,X,Y ) for all (C,X, Y ) ∈
C can be done in total time:∑
(C,X,Y )∈C
T (H1, |C|, t) 6
∑
(C,X,Y )∈C
α/2 ·ct · (|H1| · |C|)
d
6 2
(
α/2 · ct · (|H1| · n)
d
)
= α ·ct · (|H1| ·n)
d,
as every vertex ofGmight appear twice in subgraphs inC. The rest of the argument is exactly the same as
in the case of an F -decomposition and a BP -decomposition. Finally we conclude that if n is sufficiently
large, then the problem can be solved in time α · ct · (n · |H|)d.
4.3 Special case: strong split graphs
As we have seen, in Lemma 33 we have assumed thatH is not a strong split graph. This case is somehow
special, as if H is a strong split graph, then the straightforward bipartite decomposition of H∗ does not
correspond to any of decompositions defined in the preceding section. We will consider these graphs H
separately.
Lemma 39. LetH be a strong split graph with partition (B,P ). LetH ′ be the graph obtained fromH by re-
moving all edges with both endvertices inP , including loops. The LHom(H) problem with instance (G,L)with
n vertices, given along with a tree decomposition of width t, can be solved in timeO
(
i∗(H ′)t · (n · |H|)O(1)
)
.
Proof. Let X (resp. Y ) be the set of vertices x ∈ V (G), such that L(x) ∩ B 6= ∅ (resp. L(x) ∩ P 6= ∅).
Observe that for every p ∈ P and b ∈ B we have N(b) ⊆ N(p), so, by Observation 29 (2), the sets X
and Y are disjoint. Since we can assume that there are no vertices ofG with empty lists, we conclude that
X,Y is a partition of V (G).
Furthermore, notice that if X is not independent, then we can immediately report that (G,L) is a no-
instance. So assume that X is independent. Let G′ be the graph obtained from G by removing all edges
with both endvertices in Y , including loops. ClearlyH ′ andG′ are bipartite, with bipartition classes B,P
and X,Y , respectively. Furthermore, any tree decomposition of G is also a tree decomposition of G′.
Recall that (i) P is a reflexive clique and (ii) L(X) ⊆ B and L(Y ) ⊆ P . Furthermore, (iii) in order to
obtain G′ and H ′ we have removed all edges with two endvertices inside Y and P , respectively. These
three facts imply the following.
Claim 39.1. Consider a function h : V (G) → V (H), such that for every x ∈ V (G) it holds that h(x) ∈
L(x). Then h is a homomorphism from G to H if and only if it is a homomorphism from G′ to H ′. 
Thus we can determinewhether (G,L)→ H by calling the algorithm for bipartite target graphs, given
by Theorem 3’ a).
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In the following corollary we bound the running time of the algorithm from Lemma 39 in terms of the
original target graph.
Corollary 40. Let Ĥ be a graph and let H be a strong split graph, which was obtained from Ĥ by a se-
ries of decompositions. The LHom(H) problem with instance (G,L) with n vertices, given along with a tree
decomposition of width t, can be solved in time O(i∗(Ĥ)t · (n · |H|)O(1)).
Proof. Let H ′ be defined as in Lemma 39. Note that if H ′ is the complement of a circular-arc graph, then
the problem can be solved in polynomial time, so the claim clearly holds. Otherwise, let H ′′ be the con-
nected, induced, undecomposable subgraph of H ′, whose complement is not a circular-arc graph, such
that i(H ′′) = i∗(H ′).
Recall from Lemma 34 thatH∗ is an induced subgraph of Ĥ∗. Observe thatH∗ consists of two copies
ofH ′, induced by the sets B′ ∪ P ′′ and B′′ ∪ P ′, with additional edges joining every vertex from P ′ with
every vertex from P ′′. ThusH ′ is an induced subgraph ofH∗, and thereforeH ′′ is an induced subgraph of
Ĥ∗. This means that i∗(Ĥ) = i∗(Ĥ∗) > i(H ′′) = i∗(H ′). Therefore the algorithm from Lemma 39 solved
(G,L) in time O
(
i∗(H ′)t · (n · |H|)O(1)
)
= O
(
i∗(Ĥ)t · (n · |H|)O(1)
)
.
4.4 Solving LHom(H) for general target graphs
By Lemma 33, it is straightforward to observe the following.
Observation 41. IfH is a connected, undecomposable, non-bi-arc graph, then i∗(H) is the size of the largest
incomparable set in H . 
In this section we will prove the following, slightly stronger version of Theorem 5 a), where the input
tree decomposition is not assumed to be optimal.
Theorem 5’ a). Let H be non-bi-arc graph. Even if H is given as an input, the LHom(H) problem with
instance (G,L) can be solved in time O
(
i∗(H)t · (n · |H|)O(1)
)
for any lists L, provided that G is given
with its tree decomposition of width t.
The main idea is similar to the one in the proof of Theorem 3’ a): given an instance of LHom(H), we
recursively decomposeH into smaller subgraphs and reduce the initial instance to a number of instances
of list homomorphism to these smaller subgraphs. Finally, we solve the problem for leaves of the recursion
tree, and then, using Lemma 35 in a bottom-up fashion, we will compute the solution to the original
instance.
The only thing missing is how to solve the instances corresponding to leaves of the recursion tree. We
describe this in the following lemma.
Lemma 42. Let H be an arbitrary graph. Then any n-vertex instance (G,L) of LHom(H) can be solved in
time O
(
i(H∗)t · (n · |H|)O(1)
)
, assuming a tree decomposition of G with width at most t is given.
Proof. Let (G∗, L∗) be the associated instance of LHom(H∗). By Proposition 30, we know that (G,L)→ H
if and only if there is a clean homomorphism (G∗, L∗) → H∗. We will focus on finding such a clean
homomorphism.
First, recall that by Observation 29 (2) and Observation 32 (1), the instance (G∗, L∗) is consistent. So,
by Corollary 8, the size of each list in L∗ is at most i(H∗). Moreover, by Observation 32 (1), for every x ∈
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V (G), the vertices in L∗(x′) are precisely the twins of vertices in L∗(x′′). Finally, by Observation 32 (2),
in polynomial time we can obtain a tree decomposition T ∗ of G∗ with width at most 2t, in which vertices
of G∗ come in pairs: whenever any bag contains x′, it also contains x′′.
Consider the straightforward dynamic programming algorithm for LHom(H∗), using the tree decom-
position T ∗ of G∗. We observe that since we are looking for a clean homomorphism, we do not need
to remember partial solutions, in which the colors of twins do not agree. Thus, even though the size
of each bag of T ∗ is at most 2t, the number of partial colorings we need to consider is bounded by
(maxx∈V (G∗) |L
∗(x)|)t 6 i(H∗)t. So the claim follows.
Finally, let us wrap everything up and prove Theorem 5’ a). The proof is analogous to the proof of
Theorem 3’ a).
Proof of Theorem 5’ a). Again, we can assume that n is sufficiently large, as otherwise we can solve the
problem by brute-force.
Let (G,L) be an instance of LHom(H), whereG has n vertices and is given along with its tree decom-
position of width at most t. We proceed as in the Theorem 3’ a). We consider a recursion treeR, obtained
by decomposingH recursively. For each node corresponding to some graphH ′, we construct its children
recursively, unless none of the following happens (i) H ′ is a bi-arc graph, (ii) H ′ is bipartite, (iii) H ′ is a
strong split graph, or (iv) H ′ is undecomposable.
We compute the solutions in a bottom-up fashion. First, consider a leaf of the recursion tree, let the
corresponding target graph for this node ofR beH ′. If H ′ is a bi-arc graph, we can solve the problem in
polynomial time. IfH ′ is bipartite, we solve the problem in timeβ·i∗(H ′)·(n·|H ′|)d1 6 β·i∗(H)·(n·|H ′|)d1
for some constants β and d1, using the algorithm from Theorem 3’ a). IfH
′ is a strong split graph, we can
solve the problem in time γ · i∗(H) · (n · |H ′|)d2 , for constants γ, d2, using the algorithm from Corollary 40.
So finally consider the remaining case, i.e., that H ′ is connected, non-bi-arc, non-bipartite, undecom-
posable, which is not a strong split graph. Furthermore we know that H ′ was obtained from H by a
sequence of decompositions.
Recall that by Lemma 42, we can solve the instances of LHom(H ′) in time δ · i(H ′∗)t · (n · |H ′|)d3 ,
for some constants δ, d3. Let us consider the graph H
′∗, by Lemma 34 we know that H ′∗ is an induced
subgraph of H∗. Also, H ′∗ is either connected (if H ′ is non-bipartite), or consists of two disjoint copies
of H ′ (if H ′ is bipartite). Moreover, by Lemma 33, we observe that H ′∗ is undecomposable. Thus, by the
definition of i∗(H), we observe that
i(H ′∗) 6max{i(H ′′) : H ′′ is an undecomposable, connected, induced subgraph of H∗,
whose complement is not a circular-arc graph} = i∗(H).
So the algorithm from Lemma 42 solves the instances corresponding to leaves ofR in time δ · i∗(H)t · (n ·
|H ′|)d3 . Define α := max(2β, γ, δ) and d := max(d1, d2, d3, 3).
By applying Lemma 35 (in fact, Lemma 36, Lemma 37, and Lemma 38, note that we adjusted the con-
stants α and d so that their assumptions are satisfied) for every non-leaf node ofR in a bottom-up fashion,
we conclude that we can solve LHom(H) in timeα ·i∗(H)t ·(n · |H|)d = O
(
i∗(H)t · (n · |H|)O(1)
)
, which
completes the proof.
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5 Hardness for general target graphs
We aim to show the following. Note that again we are able to show the hardness parameterized by the
pathwidth. Actually, we can show that the lower bound holds even if the input graph G is bipartite.
Theorem 5’ b). Let H be a fixed non-bi-arc graph. Unless the SETH fails, there is no algorithm that solves
the LHom(H) problem on bipartite instances with n vertices and pathwidth t in time (i∗(H)− ε)t ·nO(1), for
any ε > 0.
The crucial observation is the following.
Proposition 43. LetH be a graph and let (G,L) be a consistent instance of LHom(H∗). DefineL′ : V (G)→
2V (H) as L′(x) := {u : {u′, u′′} ∩ L(x) 6= ∅}. Then (G,L)→ H∗ if and only if (G,L′)→ H .
Proof. First, consider f : (G,L) → H∗. For every x ∈ V (G), we define f ′(x) to be the unique vertex
u of H , such that f(x) ∈ {u′, u′′}. Note that since {u′, u′′} ∩ L(x) 6= ∅, we have u ∈ L′(x). Now
consider an edge xy of G. Since f is a homomorphism, we have f(x)f(y) ∈ E(H∗). Without loss of
generality assume that f(x) = u′ and f(y) = v′′ for some some edge uv of H (possibly u = v). But then
f ′(x)f ′(y) = uv ∈ E(H), so f ′ is a homomorphism from (G,L′) toH .
Now consider a homomorphism f ′ : (G,L′) → H . Since (G,L) is consistent, we know that G is
bipartite with bipartition classes XG and YG, where L(XG) ⊆ {u
′ : u ∈ V (H)} and L(YG) ⊆ {u
′′ : u ∈
V (H)}. Let x ∈ V (G) and f ′(x) = u. Then we set f(x) = u′ if x ∈ XG or f(x) = u
′′ if x ∈ YG. First,
let us show that f respects the lists L. Consider a vertex x ∈ XG (the case of a vertex in YG is symmetric).
Since f ′(x) = u, we observe that u ∈ L′(x), which means that u′ ∈ L(x). So f respects lists L. Now
consider an edge xy ofG, such that x ∈ XG and y ∈ YG. Assume that f
′(x) = u and f ′(y) = v, where uv
is an edge ofH (possibly u = v). Then f(x)f(y) = u′v′′, which is an edge ofH∗. So f is a homomorphism
from G toH∗.
Clearly Theorem 5’ b) implies Theorem 3’ b). We will show that the reverse implication also holds.
Recall that we have already shown that Theorem 3’ b) is equivalent to Theorem 11, so in fact we will
prove that all these three theorems are equivalent.
(Theorem 3’ b)→ Theorem 5’ b)) Suppose Theorem 3’ b) holds and Theorem 5’ b) fails. So there is a
non-bi-arc graph H and an algorithm A that solves LHom(H) in time (i∗(H) − ε)pw(G) · nO(1) for every
bipartite input (G,L), provided thatG is given along with its optimal path decomposition.
Recall that i∗(H) = i∗(H∗). Let (G,L) be an arbitrary instance of LHom(H∗). We can assume thatG is
bipartite and connected, and the instance (G,L) is consistent. Consider the instance (G,L′) of LHom(H),
constructed as in Proposition 43. The algorithmA solves this instance in time (i∗(H)−ε)pw(G) ·nO(1). By
Proposition 43, this is equivalent to solving the instance (G,L) of LHom(H∗) in time (i∗(H∗)− ε)pw(G) ·
nO(1), contradicting Theorem 3’ b).
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6 Conclusion
Let us conclude the paper with some side remarks and pointing out several open problems.
6.1 Special cases: reflexive and irreflexive graphs
Recall that the crucial tool for our algorithmic results were the decompositions of a connected graph H ,
introduced in Section 2.1 (for bipartite graphs H) and in Section 4.2 (for general graphs H). Let us ana-
lyze how the general decompositions behave in two natural special cases: if H is either a reflexive or an
irreflexive graph. We use the notation introduced in Definition 9, Definition 10, and Definition 11.
First we consider the case thatH is reflexive, i.e., every vertex ofH has a loop. Let us point out that a
B-decomposition cannot occur in this case, as the sets B1, B2 are empty. In case of an F -decomposition
we obtain exactly the decomposition defined by Egri et al. [18, Lemma 8]. Finally, in the case of a BP -
decomposition, note that the set B is empty and therefore each vertex in P has exactly the same neigh-
borhood. Thus the total contribution of the vertices in P to i∗(H) is at most 1. Therefore the only type of
decomposition that can be algorithmically exploited in reflexive graph is theF -decomposition, as observed
by Egri et al. [18].
Now let us consider the case that H is irreflexive, i.e., no vertex of H has a loop. Observe that the
sets K and P are reflexive cliques, so they are empty in our case. Thus BP -decompositions and F -
decompositions do not occur in this case (recall thatH is connected). Therefore the only possibility left is
a B-decomposition, in which the set K is empty. Let us point out that this decomposition is very similar
to the bipartite decomposition, in particular, the graph H1 is bipartite (while H2 might be non-bipartite).
This gives even more evidence that the case of bipartite graphs H is a crucial step to understanding the
complexity of the LHom(H) problem. Actually, if H is bipartite, then the B-decomposition turns out to
be equivalent to the bipartite decomposition introduced in Section 2.1. The argument used in Lemma 9 is
significantly simpler than the one in Lemma 38, as in the bipartite case we can assume that the instance is
consistent and we know which vertices will be mapped to B1, and which to B2. In the general case we do
not know it, so we need to consider both possibilities, as we do in Lemma 38.
6.2 Typical graphs H
Knowing the precise complexity bounds for LHom(H), we might be interested in a question, how hard is
to find a list homomorphism to a typical graphH . We say that a property P holds for almost all graphs, if
for a graph G, chosen with uniform probability from the set of all graphs with n vertices, the probability
thatG satisfies P tends to 1 as n→∞. Properties that hold for almost all graphs can be studied in terms
of the random graph G(n, 1/2). Formally, it is a probability space over all graph with vertex set [n], where
the edge ij exists with probability 1/2. Here we extend the usual model by allowing loops on vertices (also
with probability 1/2), but this does not change much in the reasoning. See the monograph of Alon and
Spencer for more information [1].
It is well-known and straightforward to observe that for any fixed graph O, almost all graphs contain
O as an induced subgraph. By applying this for, say, O = C6, we obtain that almost all graphs are non-
bi-arc graphs. Also, it is known that almost all graphs are connected [10, 38]. Finally, let us consider
incomparable sets in a typical graph H .
Lemma 44. For almost all graphs H , every pair of distinct vertices is incomparable.
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Proof. Consider a random graph with vertex set [n], where each edge (including loops) appears indepen-
dently from others with probability 1/2. For each i, j ∈ [n] (non-necessarily distinct) we introduce a
random variable Ii,j , whose value is 1 if and only if the edge ij exists. ClearlyN(i) ⊆ N(j) if and only if
Ij,k > Ii,k for every k ∈ [n].
For every i 6= j and every k, the probability that Ij,k > Ii,k is 3/4. Thus, for fixed i 6= j, the probability
that N(i) ⊆ N(j) is (3/4)n . So the probability that there is a pair i, j, such that N(i) ⊆ N(j), is at most
n(n − 1)(3/4)n , which tends to 0 as n → ∞. This means that with probability tending to 1 all pairs of
distinct vertices are incomparable.
Note that this in particular implies that almost all graphs are undecomposable, as each decomposition
necessarily contains pairs of comparable vertices. Similarly, almost all graphs are not strong split graphs.
Since for connected, undecomposable graphs H , the value of i∗(H) it is equal to the size of the largest
incomparable set inH (recall Observation 41), we conclude that for almost all graphsH we have i∗(H) =
|V (H)|.
All these observations lead to the following corollary (note that again we can strengthen the statement
given in the introduction by replacing the treewidth by the pathwidth).
Corollary 6’. For almost all graphs H with possible loops the following holds. Even ifH is fixed, there is no
algorithm that solves LHom(H) for every instance (G,L) on n vertices in timeO((|V (H)|− ε)pw(G) ·nO(1))
for any ε > 0, unless the SETH fails.
6.3 Generalized algorithm
We believe that the decompositions that we discovered can be used for many problems concerning the
complexity of variants of the LHom(H) problem, e.g., for various other parameterizations. Let us point
out that in the proofs of Lemma 9 and Lemma 35, we did not really require that the running time is of the
form O(ctw(G) · (n · |H|)d), for a constant c.
Moreover, recall that in each variant of the decomposition lemma, all instances for which we computed
partial results were induced subgraphs of G, the original instance. This motivates the following, general-
ized statement. For a graphG, and a graphH , let T (G,H, n) be an upper bound for the complexity of the
LHom(H) problem for instances of size n, which are induced subgraphs of G.
Corollary 45. Let H be a connected, non-bi-arc graph. Let R be its recursion tree, and by Leaves(R) we
denote the set of graphs associated with leaves ofR. Consider an instance (G,L) of LHom(H) with n vertices.
Suppose that that for eachH ′ ∈ Leaves(R) it holds that T (G,H ′, n′) 6 f(n′,H ′), where f is superaddi-
tive with respect to its first argument. Then (G,L) can be solved in timeO
(∑
H′∈Leaves(R) f(n,H
′) + n2 · |H|3
)
.
Sketch of proof. The proof is analogous to the proofs of Theorem 3’ a) and Theorem 5’ a). Recall that we
can compute the instances associated with the leaves ofR, and then proceed in a bottom-up fashion. Even
though there might be more than one instance associated with a leaf node, recall that their numbers of
vertices sum up to n, so by the superadditivity of f we can bound the running time related to each leaf
node, associated withH ′, by f(n,H ′).
Now let us consider an internal node ofR, it is associated with some subgraphH ′ ofH . Recall that the
computation for this node consists of the computations for child nodes and O(n2|H ′|2) additional steps.
Since the total number of nodes of R is O(|H|), we can bound the total running time for the root node
(i.e., time needed to solve (G,L)) by O
(∑
H′∈Leaves(R) f(n,H
′) + n2 · |H|3
)
.
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6.4 Gadgets for general graphs
Recall that we proved hardness for general graphs H by reducing the problem to the bipartite case. In
particular, all our gadgets, including the most important NEQ(S)-gadget, are constructed for bipartite
graphs only. However, we believe that in some other contexts it might be useful to be able to obtain such
gadgets also for non-bipartite H . Luckily, our constructions can be simply translated to this case too.
Observe that the proof of Proposition 43 gives the following, slightly stronger version.
Proposition 46. LetH be an undecomposable non-bi-arc graph. Let G be a bipartite graph with bipartition
classes X,Y and H∗-lists L, where L(X) ⊆ V (H)′ and L(Y ) ⊆ V (H)′′. Define L′ : V (G) → 2V (H) as
L′(v) = {u : {u′, u′′} ∩ L(v) 6= ∅}. Then the following hold:
1. For f : (G,L)→ H∗, define f ′ : V (G)→ V (H) by setting f ′(v) to be the unique vertex u ofH , such
that f(v) ∈ {u′, u′′}. Then f ′ is a list homomorphism from (G,L′) toH .
2. For f ′ : (G,L′) → H , define f : V (G) → V (H∗) by setting f(v) := u′ if v ∈ X and f(v) := u′′ if
v ∈ Y , where u = f ′(v). Then f is a list homomorphism from (G,L) toH∗.
In particular we can extend Lemma 4 and construct and NEQ(S)-gadget for every non-bi-arc graph
that might appear as a leaf of the recursion tree ofH .
Corollary 47. Let H be a connected non-bi-arc graph, which is either
a) undecomposable, or
b) a strong split graph, such that the graph H ′, obtained fromH by removing all edges with both endvertices
in P (including loops), is undecomposable.
Let S ⊆ V (H), such that |S| > 2 and for any a, b ∈ S we have N(a) 6⊆ N(b) and N(a) 6⊆ N(b). Then
there exists a NEQ(S)-gadget, i.e., a graph F withH-lists L and two special vertices x, y ∈ V (F ), such that
L(x) = L(y) = S and
• for any list homomorphism h : (F,L)→ H , it holds that h(x) 6= h(y),
• for any distinct a, b ∈ S there is a list homomorphism h : (F,L) → H , such that h(x) = a and
h(y) = b.
Proof. In case a), by Lemma 33, H∗ is undecomposable. Thus the claim follows directly from applying
Proposition 46 to the NEQ(S′)-gadget forH∗ (where S′ := {s′ : s ∈ S}), constructed in Lemma 4.
In case b), let (B,P ) be the partition of H . Observe that for every b ∈ B and p ∈ P we have
N(b) ⊆ N(p), so S is either contained in B, or in P . In other words, S is contained in one bipartition
class of H ′. Let (F,L) be the NEQ(S)-gadget for H ′. Recall that H ′ is an induced subgraph of H∗, so L
areH∗-lists. Now the claim follows from applying Proposition 46 to (F,L).
Note that all other gadgets, e.g. distinguishers, could be generalized in a similar way.
6.5 Further research directions
In this paper we have shown tight complexity bounds for the list homomorphism problem, parameterized
by the treewidth of the instance graph.
A very natural question, mentioned also in [18], is to provide analogous results for the non-list variant
of the problem, denoted byHom(H). Let us point out that despite of the obvious similarity of Hom(H) and
LHom(H), the methods used to obtain hardness proofs for these problems are very different. For the list
variant most hardness proofs (including all proofs in this paper) are purely combinatorial [19, 20, 21] and
are based on considering some local structures in the target graph – note that we can ignore the remaining
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vertices of H by not including them in any list. On the other hand, in the Hom(H) problem, we need to
be able to capture the structure of the whole graphH at once. This is the reason why hardness proofs for
the non-list variant usually require using some algebraic tools [30, 11, 43].
Very recently, Okrasa and Rzążewski were able to provide tight bounds for the complexity of Hom(H),
assuming two conjectures from algebraic graph theory from early 2000s [40]. It would be very interesting
to strengthen these results, either by proving the mentioned two conjectures, or by providing a different
reduction.
Another interesting direction is to consider one of many other variants of the graph homomorphism
problem. Let us mention one, i.e., locally surjectve homomorphism, denoted by LSHom(H). In this problem
we ask for a homomorphism from an instance graph G to the target graphH , which is surjective on each
neighborhood. In other words, if we map some vertex x ∈ V (G) to some vertex v ∈ V (H), then every
neighbor of v must appear as a color of some neighbor of x [24, 22, 23, 39]. We believe that it is interesting
to show tight complexity bounds for this problem. One of the reasons why this problem is challenging is
that the natural dynamic programming runs in time 2O(|H|·tw(G)) · (n + |H|)O(1). Thus in order to show
that this bound is tight, it is not sufficient to design edge gadgets encoding inequality and substitute all
edges of the instance of k-Coloring with these edge gadgets, as we did in this paper. Since the number
of colors needs to be exponential inH , one should also design some vertex gadgets, which will encode the
exponential number of possible states.
Finally, instead of changing the problem, we can consider changing the parameter. We believe that
an exciting question is to find tight bounds for Hom(H) and LHom(H), parameterized by the cutwidth of
the instance graph, denoted by cw(G). Quite recently Jansen and Nederlof showed that the chromatic
number of a graph can be found in time 2O(cw(G)) · nO(1) [34], i.e., the base of the exponential factor does
not depend on the number of colors. Jansen [33] asked whether the same is possible for Hom(H) and
LHom(H), if the targetH is not complete? Note that while the chromatic number of a graph can be found
in time 2n · nO(1) [4], for the Hom(H) and LHom(H) problems the |H|O(n)-time algorithm is essentially
best possible, assuming the ETH [15]. We believe that a similar phenomenon might occur if the cutwidth
is a parameter.
Acknowledgment. We are grateful to Daniél Marx and Lászlo Egri for much advice regarding the topic
and to Kamil Szpojankowski for an inspiring discussion about almost all graphs.
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