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logical	 and	physical	needs	and	 to	 its	environment.	 Identifying	 these	
underlying	drivers	of	animal	movement	(behavioral	states)	is	required	
for	understanding	how	and	why	animals	use	available	space,	and	this	












characteristics	 of	 an	 animal's	 path.	 For	 example,	while	 foraging	 can	
often	be	characterized	by	a	tortuous	track,	a	more	directed	path	may	




(e.g.,	 Morales,	 Haydon,	 Frair,	 Holsinger,	 &	 Fryxell,	 2004;	 Langrock,	
King,	Matthiopoulos,	Thomas,	Fortin,	&	Morales,	2012).	HMMs	are	a	
large	class	of	models	distinguished	in	the	most	general	case	by	a	set	
of	 observations	 that	 depend	 on	 an	 unobserved,	 underlying	Markov	
process	 (Zucchini,	MacDonald,	&	Langrock,	2016).	 In	 the	context	of	
animal	movement,	 the	 latent	Markov	 process	 is	 used	 to	model	 the	
discrete	 behavioral	 states	 of	 interest,	while	 the	 set	 of	 observations	
follow	a	movement	process	 that	can	also	be	Markovian.	The	obser-
vations	can	consist	of	either	 location	data	 (e.g.,	Jonsen	et	al.,	 2005)	
or	metrics	 derived	 from	 the	 observed	 track,	 such	 as	 turning	 angles	
and	 step	 lengths	 (e.g.,	 Morales	 et	al.,	 2004;	 Langrock	 et	al.,	 2012).	
While	current	HMMs	can	be	fitted	rapidly	using	maximum-likelihood	




els	 (SSMs)	 provide	 a	more	 accurate	 and	 reliable	method	 for	 identi-
fying	 behavioral	 states,	 but	 are	 typically	 fitted	 using	 comparatively	
slow	Bayesian	methods	such	as	Markov	chain	Monte	Carlo	(MCMC)	
sampling	 because	 of	 large	 numbers	 of	 random	 effects	 (e.g.,	 Jonsen	
et	al.,	2005;	McClintock,	King,	Thomas,	Matthiopoulos,	McConnell,	&	
Morales,	2012;	Jonsen,	2016).	Therefore,	the	ideal	tool	for	identifying	





of	 applications	 on	 different	 species	 is	 the	 Bayesian	 first-Difference	

























the	 R	 package	 swim	 (see	 supplementary	 material).	 To	 demonstrate	
the	 accuracy	 and	 applicability	 of	 the	HMMM,	we	 apply	 it	 to	 simu-
lated	animal	 tracks	and	to	 real	 tracks	 from	multiple	aquatic	species.	
We	additionally	compare	our	HMMM	results	to	those	obtained	using	
its	Bayesian	 counterpart	 and	 to	 results	 from	 the	moveHMM	 package	
(Michelot,	 Langrock,	&	Patterson,	 2016).	We	 assess	 the	 advantages	
and	 disadvantages	 of	 each	 approach	 by	 comparing	 their	 computa-
tional	efficiency,	accuracy,	and	sequences	of	behavioral	states.
2  | METHODS
2.1 | The DCRWS movement process










the	 longitudinal	 and	 latitudinal	 axes	 are	 independent	of	 each	other.	
The	 parameter	 γbt−1	 describes	 the	 autocorrelation	 in	 both	 direction	
and	 speed,	 and	T(θbt−1 )	 is	 the	 rotational	matrix	 through	 space	 given	
the	 turning	angle	θbt−1.	Multiple	values	are	possible	 for	γbt−1	 and	θbt−1
,	and	these	parameter	values	are	dependent	on	the	behavioral	state	




cos (θbt−1 ) − sin (θbt−1 )
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for	 distinguishing	 between	multiple	 behavioral	 states	 at	 each	 loca-
tion.	Typically	 of	 interest	 are	 two	 states:	 the	first	 is	 directed	move-
















probability	of	 switching	 from	state	 i	 at	time	 t−1	to	state	 j	 at	time	 t. 
Because	the	rows	of	A	sum	to	1,	we	need	only	estimate	two	switching	




cess.	1	 is	 a	2×1	vector	of	ones.	We	estimate	 the	parameters	of	 the	
movement	process	directly	 from	the	 likelihood	within	TMB	 and	 then	
use	the	Viterbi	algorithm	to	estimate	the	unobserved	behavioral	states	
(Zucchini	et	al.,	2016).





Markov	 chain	Monte	Carlo	 (MCMC)	 sampling	 via	rjags	 (Plummer,	
2015).	This	first	model	is	the	DCRWS	of	Jonsen	et	al.	(2005)	modified	
such	that	it	does	not	include	a	measurement	equation,	and	therefore	






used	 a	 burn-in	 period	 of	 40,000	 samples	 and	 then	 sampled	20,000	
from	the	posterior	distribution	but	only	kept	every	20th	sample	(thin-
ning).	We	 fitted	 and	 compared	 two	MCMC	 chains	 to	 each	 track	 to	
check	for	convergence.	All	prior	distributions	were	specified	as	in	the	
R	 package	bsam	 (Jonsen	 et	al.,	 2005)	 that	 fits	 the	 original	 DCRWS	
model,	with	the	exception	of	those	for	the	error	covariance	matrix	Σ. 
Instead,	 by	 setting	ρ	=	0,	which	we	believe	 is	more	 appropriate,	we	
were	 able	 to	 specify	 separate	 vague	 uniform	 priors	 on	σlon	 and	σlat 
as	 opposed	 to	 using	 the	 original	Wishart	 prior	 on	 the	 entire	matrix	
(Jonsen	et	al.,	2005).	Parameters	and	behavioral	states	were	estimated	
as	 the	 posterior	medians	 of	 the	 samples	 from	 the	 two	 chains	 com-
bined.	We	additionally	fitted	a	HMM	to	the	turning	angles	 (rad)	and	
step	 lengths	 (km)	of	the	animal	 tracks	with	the	R	package	moveHMM 
(Michelot	et	al.,	2016),	using	a	von	Mises	(mean	μ	and	concentration	
parameter	c)	and	Weibull	(shape	λ	and	scale	parameter	k)	distribution,	
respectively.	 Behavioral	 states	 were	 again	 identified	 via	 the	 Viterbi	
algorithm,	using	functions	from	moveHMM.
We	fitted	 these	 three	models	 to	 three	 animal	 tracks:	 (1)	 a	 GPS	






track	 of	 an	 adult	male	 lake	 trout	 (Salvelinus namaycush)	 in	 northern	
Lake	Huron	in	2014;	and	(3)	a	light-based	geolocation	track	recorded	




positioning	accuracy	by	estimating	 the	 true	blue	 shark	 locations,	 as	
suggested	by	the	manufacturers.	Although	a	SSM	for	geolocation	data	
would	have	been	the	ideal	approach	for	analyzing	the	blue	shark	data,	
our	 approach	 of	 fitting	 HMMs	 to	 true	 location	 SSM	 estimates	 has	
been	previously	adopted	 (e.g.,	Eckert	et	al.,	2008).	Because	the	data	
were	collected	in	continuous-time	but	all	three	models	assume	under-
lying	 discrete-time	 Markov	 processes,	 we	 had	 to	 approximate	 the	




Different	time	 steps	were	 required	based	on	 the	different	 temporal	
resolutions	of	the	tracks.
Additionally,	 using	 the	 parameter	 estimates	 from	 the	 grey	 seal	




set	with	turning	angles	θ1 = 0	and	θ2 = π;	autocorrelation	γ1 = 0.8	and	
γ2 = 0.05;	process	error	standard	deviations	σlon = 0.07	and	σlat = 0.05; 
and	 switching	 probabilities	 α1,1 = 0.89	 and	 α2,1 = 0.20.	 These	 two	
behavioral	states	are	classically	interpreted	as	transiting	(θ1,	γ1)	and	forag-
ing	(θ2,	γ2).	We	then	fitted	the	HMMM,	moveHMM,	and	the	DCRWSNOME 
to	 each	 simulated	 track	 and	 calculated	 the	 parameter	 estimates	 and	
(2)f(dt|bt−1)∼N2(γbt−1T(θbt−1 )dt−1,Σ).
(3)δ�P(d1)AP(d2)A⋯P(dt−1)AP(dt)1.

























mal	 is	exhibiting	 tortuous	movement,	 in	which	case	 the	mean	 turn-




ferent	 from	 the	 HMMM	 and	DCRWSNOME,	 although	 the	 estimated	














































Estimate Lower Upper Estimate Lower Upper Estimate Lower Upper
θ1 0.022 −0.023 0.066 −0.017 −0.060 0.027 휇1 −0.010 −0.058 0.038
θ2 4.662 2.441 5.835 1.831 0.275 5.980 휇2 0.495 −0.358 1.348
γ1 0.805 0.753 0.848 0.805 0.759 0.849 c1 0.685 0.640 0.730
γ2 0.055 0.013 0.201 0.048 0.003 0.128 c2 0.069 0.002 0.135
σlon 0.071 0.068 0.074 0.071 0.068 0.074 λ1 2.185 1.977 2.393
σlat 0.050 0.048 0.053 0.050 0.048 0.053 λ2 0.816 0.757 0.875
k1 15.342 14.381 16.304
k2 3.487 2.878 4.097
α1,1 0.890 0.827 0.932 0.885 0.835 0.929 0.876 0.842 0.910
α2,1 0.198 0.133 0.285 0.204 0.141 0.292 0.111 0.090 0.158
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4  | DISCUSSION
We	have	shown	that	the	HMMM	is	a	fast	and	reliable	tool	for	esti-



































































The	 HMMM,	 DCRWSNOME,	 and	 moveHMM	 all	 identified	 two	
behavioral	 states	 from	 the	 grey	 seal	 track,	 consistent	with	 previous	





study.	 For	 grey	 seals,	 tortuous	 movement	 is	 classically	 interpreted	
as	 foraging,	while	directed	movement	 is	often	 regarded	as	 traveling	
between	 foraging	 patches.	 The	 models	 identified	 several	 bouts	 of	
foraging	behavior	 in	the	Northwest	Atlantic	and	 in	the	Gulf	of	Saint	












Estimate Lower Upper Estimate Lower Upper Estimate Lower Upper
θ1 −0.118 −0.155 −0.082 0.119 0.084 0.155 휇1 0.021 −0.041 0.083
θ2 2.687 2.277 3.113 3.603 3.206 4.088 휇2 −0.746 −2.042 0.447
γ1 0.821 0.786 0.851 0.821 0.788 0.853 c1 3.123 2.488 3.763
γ2 0.128 0.083 0.191 0.123 0.075 0.177 c2 0.113 0.033 0.238
σlon 0.001 0.001 0.001 0.001 0.001 0.001 λ1 2.324 2.119 2.550
σlat 0.001 0.001 0.001 0.001 0.001 0.001 λ2 0.838 0.786 0.894
k1 16.128 15.274 17.029
k2 4.084 3.621 4.606
α1,1 0.645 0.578 0.707 0.643 0.576 0.705 0.853 0.811 0.887










Estimate Lower Upper Estimate Lower Upper Estimate Lower Upper
θ1 −0.021 −0.070 0.027 0.013 −0.040 0.062 휇1 −0.003 −0.025 0.019
θ2 0.528 0.232 1.131 −0.881 −0.006 0.157 휇2 0.013 −0.273 0.300
γ1 0.923 0.846 0.963 0.932 0.873 0.987 c1 40.323 30.556 50.107
γ2 0.289 0.199 0.400 0.303 0.188 0.423 c2 0.949 0.616 1.302
σlon 0.045 0.042 0.049 0.046 0.043 0.049 λ1 1.806 1.608 2.029
σlat 0.042 0.039 0.045 0.042 0.038 0.045 λ2 1.069 0.927 1.232
k1 11.816 10.872 12.842
k2 6.610 5.255 8.314
ζ1 0.029 0.014 0.059
ζ2 0.035 0.013 0.091
α1,1 0.904 0.794 0.958 0.880 0.732 0.955 0.841 0.778 0.888
α2,1 0.722 0.385 0.915 0.742 0.437 0.925 0.320 0.211 0.454
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With	the	HMMM,	DCRWSNOME,	and	moveHMM,	we	identified	two	
behavioral	 states	within	 the	 lake	 trout	 track.	The	Drummond	 Island	
lake	trout	population	spawn	primarily	at	nighttime	on	rock	rubble	reefs	
in	 association	 with	 submerged	 drumlins	 (Riley	 et	al.,	 2014;	 Binder	
et	al.,	 2015).	 Lake	 trout	 show	 multiple	 behaviors	 characterized	 by	
tortuous	movement,	 including	 spawning	 on	 the	 reefs.	 For	 example,	
lake	trout	(particularly	males)	often	aggregate	on	the	spawning	reefs	



















the	HMMM	which	 could	 estimate	more	 than	 two	behavioral	 states	
may	be	able	to	distinguish	reef	from	spawning	behavior.	We	chose	to	
model	only	two	states	so	that	we	could	more	directly	compare	results	











bearings	 that	are	correlated,	whereas	 the	step	 lengths	and	bearings	
of	the	process	modeled	by	McClintock	et	al.	 (2012)	 (close	to	that	of	
moveHMM)	 are	uncorrelated.	moveHMM	 identified	 two	behaviors	 that	
were	distinguished	primarily	by	different	step	 lengths,	and	therefore	
traveling	speeds,	with	state	1	characterized	by	longer	step	lengths	and	
faster	 speeds,	 and	 state	 2	 characterized	 by	 slower	 movement.	 The	
HMMM	and	DCRWSNOME	 identified	two	behaviors	that	were	distin-


































8  |     WHORISKEY Et al.
Our	simulation	study	results	suggested	that	while	the	DCRWSNOME 
was	slightly	more	accurate	than	the	HMMM,	the	difference	was	mar-
ginal.	 The	 two	 models	 performed	 similarly	 while	 estimating	 model	
parameters	 with	 the	 exception	 of	 θ2,	 which	 the	 DCRWSNOME more 
accurately	 estimated.	 This	 result	 is	 likely	 explained	 by	 the	 rather	
informative	 priors	 on	 θ1	 and	 γ1	 when	 fitting	 the	 DCRWSNOME. The 
DCRWSNOME	also	more	accurately	estimated	the	behavioral	states,	an	
unsurprising	 result	because	while	 the	DCRWSNOME	directly	estimates	
















































































ment	modeling	 in	TMB	 that	can	be	 further	developed	 for	more	spe-
cific	 and	nontrivial	 animal	movement	problems	 such	as	determining	
relationships	 between	 movement	 and	 environmental	 covariates,	 or	
accounting	for	measurement	error.
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