In this paper we propose a novel method for achieving average consensus in a continuous-time multiagent network while avoiding to disclose the initial states of the individual agents. In order to achieve privacy protection of the state variables, we introduce maps, called output masks, which alter the value of the states before transmitting them. These output masks are local (i.e., implemented independently by each agent), deterministic, time-varying and converging asymptotically to the true state. The resulting masked system is also time-varying and has the original (unmasked) system as its limit system. It is shown in the paper that the masked system has the original average consensus value as its only attractor. However, in order to preserve privacy, it cannot share an equilibrium point with the unmasked system, meaning that in the masked system the attractor cannot be also stable.
I. INTRODUCTION
Preserving privacy in a multiagent system means performing a computation in a distributed manner among the agents of a network without revealing the individual values that the agents contribute to the computation process. For instance a privacy preserving average consensus problem consists in computing the mean of the state variables of the agents without disclosing the initial state values to the other agents or to external observers. Several approaches have been proposed in recent years for this task. One of them relies on differential privacy [6] , [7] , which consists in adding to the state being transmitted by an agent a noise from an appropriate source. In this way, even if the value is publicly broadcasted, the knowledge that an observing agent can acquire of the true state is limited to a predetermined precision. In the average consensus problem, this method has been investigated for instance in [5] , [8] , [9] , [17] . Another approach relies on cryptography. Encrypted messages can be exchanged among the agents in various ways, e.g. through trusted third parties [10] , obfuscation [3] , or through distributed cryptography schemes [12] , [22] . For instance in [13] , [15] , [20] the encryption is realized as a perturbation with zero sum (or integral) over time. A third approach is based on understanding what is observable and what is not at a node [1] , [19] , and on trying to guarantee privacy as a loss of observability.
The scope of this paper is to propose a novel approach for privacy-preserving average consensus. Our approach is inspired by system-theoretical considerations and relies crucially on interpreting a distributed computation problem like consensus as a dynamical system, hence we refer to it as Work supported in part by a grant from the Swedish Research Council (grant n. 2015-04390).
C. Altafini is with the Division of Automatic Control, Department of Electrical Engineering, Linköping University, SE-58183 Linköping, Sweden. E-mail: claudio.altafini@liu.se dynamical privacy. We push the idea of "lack of observability as a form of privacy" to its extreme, by defining output maps that we call output masks which are altering (or "masking") the internal state of an agent before it is transmitted to the neighboring agents. As these output masks remain private to each agent, they do not allow for any form of observability of the state of the agents. Our output masks are deterministic, time-varying transformations that each agent can implement independently, and that asymptotically converge to the true internal state. The resulting masked system is also a timevarying system. Its characteristic feature is that its limit system [4] corresponds to the original (unmasked) system, i.e., to the average consensus dynamics. If the average consensus problem being investigated is on a static graph, then the masked system is a case of asymptotically autonomous timevarying system [4] , [14] .
We show in the paper that for suitably chosen output masks, in the consensus problem privacy protection can always be guaranteed even in the worst cases, for instance in the degenerate situation of all agents having the same initial state (and hence being already at the consensus value). In order to do so, an output mask must be able to escape neighborhoods of any point (i.e., it cannot be stable), feature which can be achieved by using output masks which are inhomogeneous in the state they are hiding. This is reminiscent of the additive noise term used in differential privacy. A consequence of having inhomogeneous output maps is that the masked system lacks equilibria (again, fixed points in the masked dynamics would lead to breaching of privacy for certain initial conditions). In spite of the absence of equilibria, we shown in the paper that our timevarying masked system has the average consensus value as a uniform attractor for its dynamics. In fact, the masked system converges asymptotically to the original consensus problem, and for all times a conservation law like preservation of the average of the true states remains valid also on the masked system.
Technically, global attractivity (on the complement of the agreement subspace) can be shown using the same Lyapunov function of a standard consensus problem, but without requiring its derivative along the trajectories of the masked system to remain nonpositive. As already mentioned, the lack of stability around the average consensus value is needed to guarantee indiscernibility of the initial conditions from the masked outputs. Global attractivity is obtained if the derivative of the Lyapunov function is upper bounded by terms that decay to 0 asymptotically.
In this paper, the continuous-time version of the average consensus problem is considered. Unlike [20] , we do not require that our perturbations have time integral that asymptotically tend to 0. However, as in [20] , we must impose that in-neighbors of the agents are not completely contained into each other, assumption also considered in [15] . The other conditions under which our dynamical privacy guarantees privacy protection are mild and reasonable. Namely, we require that only the internal state and the parameters of the output mask are kept private to each agent, while the masked output is communicated to the first neighbors on the interaction graph, and the Laplacian of the problem can be publicly available. It is also worth observing that breaching the privacy of an agent does not compromise that of the remaining agents, as each output mask is created locally by each agent.
II. PRELIMINARIES
A continuous function α : [0, ∞) → [0, ∞) is said to belong to class K ∞ if it is strictly increasing and α(0) = 0. Subclasses of K ∞ which are homogeneous polynomials of order i will be denoted K i ∞ : α(r) = ar i for some constant a > 0. A continuous function ζ : [0, ∞) → [0, ∞) is said to belong to class L if it is decreasing and lim t→∞ ζ(t) = 0. In particular, we are interested in L functions that are exponentially decreasing: ζ(t) = ae −δt for some a > 0 and δ > 0. We shall denote such subclass L e ⊂ L. A continuous
∞ if the mapping β(r, t) belongs to class K i ∞ for each fixed t and to class L e for each fixed r, i.e., β(r, t) = ar i e −δt for some a > 0 and δ > 0. Considerẋ
where g : R + × R n → R n is Lipschitz continuous in x, measurable in t, and such that for each x o ∈ R n and each
A point x * can be attractive for (1) without being an equilibrium of (1) (we will use this fact extensively in the paper).
Given (1), denote g s (t, x) the translate of g(t, x): g s (t, x) = g(t + s, x). A (possibly time-dependent) systeṁ x =g(t, x) is called a limit system of (1) if there exists a sequence {s k }, s k → ∞ as k → ∞, such that g s k (t, x) converges tog(t, x) [4] . An existence condition for a limit systemg(t, x) is given in Lemma 1 of [11] : when g(t, x) is a uniformly continuous and bounded function, then there exists increasing and diverging sequences {s k } such that on compact subsets of R n g s k (t, x) converges uniformly 1 almost every, i.e., except for at most a set of Lebesgue measure 0.
to a continuous limit functiong(t, x) on every compact of [0, ∞). In general the limit system may not be unique nor time-invariant. However, when it exists unique, then it must be autonomous [4] , [21] because all translates g s+s (t, x) must have themselves a limit system hence the latter cannot depend on time. The time-varying system (1) is called asymptotically autonomous in this case.
The ω-limit set of
For time-varying systems, if a solution is bounded then the corresponding Ω xo is nonempty, compact and approached by x(t, x o ). However, it need not be invariant. Only for limit systems the invariance property may hold, although not necessarily (it may fail even for asymptotically autonomous systems, see [4] ).
The following lemma is inspired by [16] , Thm 2.1 and [23], Prop. 5, and provides us with a suitable comparison function to be used later in the paper. The proof of this and other results is omitted due to lack of space. It can be found on the preprint [2] available in the arXiv.
III. PROBLEM FORMULATION
Consider a distributed dynamical system on a graph with n nodes:ẋ = f (x),
where x = x 1 . . . x n T ∈ R n is a state vector and f = [f 1 . . . f n ] T : R n → R n is a Lipschitz continuous vector field. Standing assumptions in this paper are that (3) possesses a unique solution continuable on [0, ∞) for all x o ∈ R n and that information can be exchanged only between first neighbors on the graph, i.e.,
with N i the in-neighborhood of node i. Furthermore, to avoid trivial situations, we impose that N i is the "essential neighborhood" of agent i [15] , i.e., ∀ i = 1 . . . , n
We are interested in cases in which the presence of a conservation law (as in the consensus problem) leads to exponential stability on some submanifold depending on the initial conditions, i.e., lim t→∞ x(t) = x * (x o ).
The privacy preservation problem consists in using a system like (3) to perform the computation of x * in a distributed manner, while avoiding to divulgate the initial condition x o to the other nodes. Clearly this cannot be achieved directly on the system (3) which is based on exchanging the values x i between the nodes. It can however be achieved if we insert a mask on the value x(t) which preserves convergence to x * , at least asymptotically. The masks we propose in this paper have the form of time-varying output maps.
A. Output masks
Consider a continuously differentiable time-varying output map
where y = y 1 . . . y n T ∈ R n is an output vector of the same size as x, and π ∈ R m is a vector of parameters splittable into n subvectors (not necessarily of the same dimension), one for each node of the network: π = {π 1 , . . . , π n }. In the following we refer to h(t, x(t), π) as an output mask and to y as a masked output. The state x of the system is first masked into y and then sent to the first out-neighbors on the graph. The original system (3) can therefore be modified into the following masked system:
We assume in what follows that the vector field f (·) is publicly known and that each node knows the output trajectories y i (t) of its in-neighbors. The state x and the output mask h(t, x, π) (functional form plus values of the parameters π) are instead private to each agent, as explained more in detail next.
Definition 1 A C 1 output map h is said a local mask if it has components that are local, i.e., P1: h i (t, x, π) = h i (t, x i , π i ) i = 1, . . . , n.
The property of locality guarantees that the output map h i can be independently decided by node i. Both the functional form chosen for h i (·) and the numerical value of the parameters π i can therefore remain hidden to the other agents.
In order to confound an agent monitoring the communications, the output map needs also to avoid mapping neighborhoods of a point x * of (3) (typically an equilibrium point) into themselves.
These notions are used in the following definition.
Definition 3 A C 1 output map h is said a privacy mask if it is a local mask and in addition P2: h i (0, x i , π i ) = x i ∀ x i ∈ R n , i = 1, . . . , n; P3: h(t, x, π) does not preserve neighborhoods of any x ∈ R n ; P4: h i (t, x i , π i ) strictly increasing in x i for each fixed t and π i , i = 1, . . . , n.
Property P4 resembles a definition of K ∞ function, but it is in fact more general: x = 0 is not a fixed point of h for any finite t, and h need not be nonnegative in x. It follows from Property P4 and locality that h is a bijection in x for each fixed t and π, although one that does not preserve the origin. In many cases, it will be necessary to impose that the privacy mask converges asymptotically to the true state, i.e., that the perturbation induced by the mask is vanishing.
Definition 4
The output map h is said a vanishing privacy mask if it is a privacy mask and in addition P5: |h i (t, x i , π i ) − x i | is decreasing in t for each fixed x i and π i , and lim t→∞ h i (t, x i , π i ) = x i , i = 1, . . . , n.
B. Examples of output masks
The following are examples of output masks. a) Linear mask:
. This local vanishing mask is not a proper privacy mask since h i (0, 0, π i ) = 0 i.e. the origin is not masked. Notice that all homogeneous maps have this problem (and they fail to escape neighborhoods of x i ). b) Additive mask:
(i.e., π i = {δ i , γ i }) is a vanishing privacy mask. c) Affine mask:
, c i > 1, δ i > 0, γ i = 0 (10) (i.e., π i = {c i , δ i , γ i }) is also a privacy mask. Since lim t→∞ h i (t, x i , π i ) = c i x i , it is however not vanishing. d) Vanishing affine mask:
This privacy mask is also vanishing. Notice that in vector form, assuming all nodes adopt it, the vanishing affine mask can be expressed as
where Φ = diag(φ 1 , . . . , φ n ), Σ = diag(σ 1 , . . . , σ n ), ∆ = diag(δ 1 , . . . , δ n ), and γ = γ 1 . . . γ n T .
C. Dynamically private systems
The problem of privacy preserving as it is formulated here cannot be cast as an observability problem, as each h i (·) is unknown to the other agents. However, even if privacy masks are "privacy enabling", by themselves they do not guarantee that in a system like (7) x o cannot be reconstructed asymptotically.
To make things more precise, we introduce the following definition. Consider the system (7) . Denote y(t, x o ), of components y i (t, x o ), i = 1, . . . , n, the output trajectory of (7) from the initial state x o , of components x o,i .
Definition 5
The initial condition of agent i, x o,i , is said indiscernible for agent j (j = i) if knowledge of the output trajectories y k (t, x o ), k ∈ N j , t ∈ [t o , ∞), and of the vector field f (·) is not enough to reconstruct x o,i in (7) . An initial condition x o is said indiscernible if all its components x o,i are indiscernible for all agents j ∈ {1, . . . , n} \ {i}.
When an initial condition is not indiscernible, then it must be discernible or partially discernible (with obvious meaning of these terms) for at least one agent.
If we consider observations y(t, x o ) over a finite horizon, i.e., t ∈ [t o , t 1 ], t 1 < ∞, then in order to have discernible initial states, the following three conditions must all be satisfied:
(i) The exact functional form of the output mask h(·) must be known; (ii) The parameters π must be identifiable given the trajectory y(t, x o ) and the vector field f (·); (iii) The system (7) must be observable. However, encoding indiscernibility simply as a systematic violation of these conditions at all nodes is not enough, because when t 1 → ∞ more subtle forms of disclosure of x o may appear if lim t→∞ y(t) = x(t) (case normally considered in the following). In fact, assuming convergence and denoting lim t→∞ y i (t) = y * i = x * i , from
if f i (y) and y * i are both known, then x o,i can be estimated from (13) . In order to guarantee that indiscernibility does not get lost asymptotically, we have therefore to impose that no agent j = i can estimate the integral in (13) . Since ∞ 0 f i (y)dt = ∞ 0 f i (y i , y k , k ∈ N i )dt, this is achieved if we make the following assumption [20] (see also [15] , Corollary 1).
Assumption 1 (No overlapping neighborhoods)
The system (7) is such that
Assumption 1 guarantees that no node has complete information of what is going on at the other nodes. This is a condition on the topology of the graph, and therefore a system property, rather than simply a property of well-conceived output maps.
Combining with privacy of the output masks, we can formulate the following definition.
Definition 6
The system (7) is called a dynamically private version of (3) if 1) h is a privacy mask; 2) the solution of (7) exists unique in [0, ∞) and is bounded ∀ x o ∈ R n ; 3) lim t→∞ y(t) = x(t); 4) indiscernibility of the initial condition is guaranteed.
The next proposition relates indiscernibility to Assumption 1.
Proposition 1 If the system (7) satisfies conditions 1-3 of Definition 6 and Assumption 1, then it is a dynamically private version of (3).
The privacy property of h(·) suggests that in a dynamically private system we cannot have equilibrium points and therefore we cannot talk about stability (of equilibria), while convergence of y(t) to x(t) suggests that as long as f (·) is autonomous, a dynamically private system is asymptotically autonomous with the unmasked system as limit system. This can be shown to be always true if the output mask is vanishing. (7) is a dynamically private version of (3), then it cannot have equilibrium points. Furthermore, if h(·) is a vanishing privacy mask, then the system (7) is asymptotically autonomous with limit system (3).
Proposition 2 If

IV. PRIVACY-PRESERVING AVERAGE CONSENSUS
In the average consensus problem, f (x) = −Lx, with L a weight-balanced Laplacian matrix:
The system has a continuum of equilibria, described by span(1), and each x * (x o ) is globally asymptotically stable in span(1) ⊥ , see [18] .
Theorem 1 Consider the systeṁ
where L is an irreducible, weight-balanced Laplacian matrix, and denote η = 1 T x o /n its average consensus value. Then x * = η1 is a global uniform attractor on span(1) ⊥ for the masked systeṁ
Furthermore, if Assumption 1 holds, then (15) is a dynamically private version of (14) .
Proof: Notice first that the system (15) can be written asẋ
from which it is clear that the system (15) cannot have equilibrium points. It is also clear from (16) that 1 Tẋ = 0 i.e., also (15) obeys to the conservation law 1 T x(t) = 1 T x o = η1. As in the standard consensus problem [18] , we can therefore work on the n − 1 dimensional projection subspace span(1) ⊥ and consider the time-varying Lyapunov function for the "displacement vector" x − η1 ∈ span(1) ⊥ :
From now on we assume that all calculations are restricted to span(1) ⊥ . The derivative of V along the solutions of (15) isV
Since φ i > 0, it is 1 + φ i e −σit ≥ 1 ∀ t ≥ 0, and I + Φe −Σt is a positive definite diagonal matrix, for the first term of (17) we have
The second term of (17) is linear in x − η1 , and from L1 = L T 1 = 0, we have
Similarly, for the third term of (17) ,
for some β 2 ∈ KL 1,e ∞ . Finally, the fourth term of (17) is
for some α 2 ∈ KL 2,e ∞ , i.e., it is positive definite for all finite t, and vanishes as t → ∞. Hence there exists α ∈ K 2 ∞ such that
Denote β( x − η1 , t) ∈ KL 1,e ∞ a proper majorization of β j ( x − η1 , t), j = 1, 2. Since, for all t, V is quadratic, positive definite, radially unbounded and vanishing in x = η1, there exists two class K 2 ∞ functions α 3 and α 4 such that
We can therefore apply the comparison lemma, using (2) with initial condition v(0) = V (0, x o ), where x o such that 1 T x o /n = η. From Lemma 1, it follows that it must be lim t→∞ V (t, x(t)) = 0 for all x o such that 1 T x o /n = η, hence from (18) lim t→∞ α 3 ( x − η1 ) = 0 or lim t→∞ x(t) = η1 for all x o such that 1 T x o /n = η. Since h(t, x, π) = I + Φe −Σt x + e −∆t γ is a privacy mask, lim t→∞ y(t) = lim t→∞ x(t) = η1 and Assumption 1 holds, from Proposition 1 (15) is a dynamically private version of (14) .
Corollary 1 The masked system (15) is asymptotically autonomous with (14) as limit system. The ω-limit set of (15) is given by
Remark 1 Even if (14) has x * = η1 as a globally asymptotically stable equilibrium point in span(1) ⊥ , the masked system (7) does not have equilibria and, because of the extra inhomogeneous term in the right hand side of (16), not even stability of η1 is guaranteed. Nevertheless, x * = η1 remains a global attractor for all trajectories of the system in span(1) ⊥ .
Remark 2
Since the evolution of the masked system (14) is restricted to the n − 1 dimensional subspace span(1) ⊥ , our masked consensus problem (as any exact privacy preserving consensus scheme) make sense only when n > 2. The case n = 2 never satisfies Assumption 1 when L is irreducible.
Example 1 In Fig. 1 a private consensus problem is run among n = 100 agents. Both x(t) (private) and y(t) (public) converge to the same consensus value η = 1 T x(0)/n, but the initial condition y(0) does not reflect x(0), not even when x i (0) is already near η (h(·) does not preserve neighborhoods, see panel (c) of Fig. 1 ). Notice that 1 T x(t)/n is constant over t, while 1 T y(t)/n is not, which confirms that the output masks indeed act as confounding factors. Notice further that a standard Lyapunov function used for consensus, like V mm (t) = max i (x i (t)) − min i (x i (t)), does not work in our privacy-preserving scheme (see panel (d) of Fig. 1) , which reflects the fact that the system (15) is not asymptotically stable in span(1) ⊥ . Violation ofV mm ≤ 0 is however not systematic but depending on the initial conditions, see Fig. 2 . The convergence speed of the timedependent part can be manipulated by selecting the factors σ i and δ i appropriately.
V. CONCLUSIONS
When a distributed computation can be thought of as a multiagent dynamical system, then the problem of protecting the initial states of the agents can be formulated using classical tools from systems and control theory. For cases like average consensus, such system-theoretical framework provides a full solution: it exploits the naturally converging character of the original dynamics while at the same time hiding the original initial states through output masks which render the system non-observable, and hence the true state non-estimable from the masked output. The framework, here applied only to average consensus for lack of space, is fairly general, and valid for a broad range of multiagent problems, see [2] . Notice how it is crucial for our method to deal with multiagent dynamics. Only with a dynamical system, in fact, can the extra layer introduced by the output mask decay and disappear over time, allowing convergence to the true state. In "static" contexts such as database query, where problems like privacy were originally formulated, our method is unlikely to provide any benefit. 
