Let G denote a finite abelian group with identity 1 and let S denote an inverseclosed subset of G \ {1}, which generates G and for which there exists s ∈ S, such that S \ {s, s −1
Introduction
A connected finite graph is distance-regular if the cardinality of the intersection of two spheres depends only on their radii and the distance between their centres. Even though this condition is purely combinatorial, the notion of distance-regular graphs is closely related to certain topics in algebra, and has motivated a development of various new algebraic notions, as well as shed a new light on the existing ones. This interplay of concepts proves to be especially intimate when a subclass of distance-regular Cayley graphs is considered (see Section 2 for formal definitions of distance-regular graphs and Cayley graphs).
Among distance-regular Cayley graphs, those of diameter 2 (also called strongly regular Cayley graphs) have been investigated most thoroughly. Such graphs are equivalent to socalled regular partial difference sets (see [3] for the survey of this topic), and many results on strongly regular Cayley graphs are formulated in the language of partial difference sets. Though many authors investigated such graphs, a complete classification still seems to be beyond reach. In fact, not even strongly regular Cayley graphs of abelian groups have been classified. However, cyclic groups seem to be easier to handle. Strong regularity of circulants (that is Cayley graphs of cyclic groups) has been investigated by several authors and a complete classification of strongly regular circulants was independently achieved by
Preliminaries
In this section we review some definitions and basic facts about distance-regular graphs and Cayley graphs. More background information on distance-regular graphs can be found in [2] .
Throughout this paper all graphs are assumed to be finite, undirected and without loops or multiple edges. For a graph Γ we let V = V (Γ), E = E(Γ) and ∂ Γ (or just ∂) denote the vertex set, the edge set and the path length distance function, respectively. The diameter max{∂(x, y)|x, y ∈ V (Γ)} of Γ will be denoted by d Γ (or just d, when the graph Γ is clear form the context). For a positive integer n we denote by K n the complete graph on n vertices, and by C n (n ≥ 3) the cycle on n vertices.
For a vertex x ∈ V (Γ) and an integer i we let N i (x) = {y | ∂(x, y) = i} denote the i-th sphere centred at x. We abbreviate N(x) = N 1 (x). For a connected graph Γ and x, y ∈ V with ∂(x, y) = i we denote If c i (x, y) (a i (x, y), b i (x, y) respectively) does not depend on the choice of x, y with ∂(x, y) = i (but only depends on the distance i between x and y), then we say that the intersection number c i (a i , b i , respectively) exists for Γ and we set c i = c i (x, y) (a i = a i (x, y), b i = b i (x, y)), where x, y ∈ V with ∂(x, y) = i. Observe that if the intersection numbers a 1 , a 2 , . . . , a i all exist, then a 1 = a 2 = · · · = a i = 0 holds if and only if for each j ∈ {3, 5, . . . , 2i + 1} there is no cycle of length j in Γ. Observe also that a 0 , c 0 , Note that A 1 is the usual adjacency matrix of Γ. It is easy to see that Γ is distance-regular if and only if there exist nonnegative integers a i , b i and c i such that
where A −1 and A d+1 are taken to be the zero matrices. Of course, these integers coincide with the intersection numbers from the above definition of distance-regular graphs.
For graphs Γ 1 and Γ 2 , their Cartesian product is a graph Γ 1 Γ 2 with vertex-set
are adjacent if and only if u 1 = u 2 and v 1 , v 2 are adjacent in Γ 2 , or u 1 , u 2 are adjacent in Γ 1 and v 1 = v 2 . It is well known that
For positive integers d and q, the Hamming graph H(d, q) is the Cartesian product of d copies of the complete graph K q . Note that in the case of q = 2 (these graphs are known as the hypercube graphs) each vertex has a unique counterpart, the so-called antipodal vertex, at maximal distance d. Such a pair of antipodal vertices is thus a block of imprimitivity for the automorphism group of H(d, 2). The antipodal quotient of the graph H(d, 2) has as vertices the above mentioned blocks consisting of pairs of antipodal vertices with two such blocks adjacent whenever there is an edge between these blocks in H(d, 2). By [2] [Proposition 4.2.2] the antipodal quotient of H(d, 2) is a distance-regular graph. For a nonnegative integer n and a positive integer m, the Doobs graph D(n, m) is the Cartesian product of H(n, 4) with m copies of the Shrikhande graph [9] (where in the case of n = 0 we just take the Cartesian product of m copies of the Shrikhande graph). The Doobs graph D(n, m) is distance-regular with the same intersection numbers as H(n + 2m, 4) (see [2] [page 262]).
Let G denote a finite group with identity 1 and let S denote an inverse-closed subset of G \ {1}. The Cayley graph Cay(G; S) of the group G with respect to the connection set S is the graph with vertex-set G, in which g ∈ G is adjacent with h ∈ G if and only if h = gs for some s ∈ S. Observe that Cay(G; S) is regular with valency k = |S| and is connected if and only if S = G.
The graphs from the main result
In this section we prove that each of the graphs appearing in Theorem 1.1 is isomorphic to a Cayley graph Cay(G; S), where G and S are as in Theorem 1.1. However, in this section only, we will be using additive notation for the abelian group G.
It is easy to see that K 3,3 ∼ = Cay(Z 6 ; {±1, 3}) (and so we can take s = 1), K 2,2,2 ∼ = Cay(Z 6 ; {±1, ±2}) (and so we can take s = 1) and K 6,6 − 6K 2 ∼ = Cay(Z 6 × Z 2 ; {±(1, 0), ±(2, 1), (0, 1)}) (and so we can take s = (1, 0)). Clearly C n ∼ = Cay(Z n ; {±1}) (and so we can take s = 1).
It is well known that
, where S consists of all the elements of the form (0, 0, . . . , 0, x, 0, 0, . . . , 0), where x = 0 and the position (coordinate) of x is arbitrary. This of course implies that |S| = d(n − 1). For 2 ≤ n ≤ 4 we can thus take s = (1, 0, 0, . . . , 0). Note that in the case of n ∈ {2, 4} we have that S \ {s, s −1 } is an index 2 subgroup of G, while in the case of n = 3 this subgroup has index 3 in G.
One can verify that the Shrikhande graph is isomorphic to the Cayley graph Cay(Z 4 × Z 4 ; {±(1, 0), ±(1, 1), ±(0, 1)}). (Note that it can be shown that this graph is not of the form required by Theorem 1.1. We only need this description to analyze Doobs graphs D(n, m) for n, m ≥ 1.) It is well known and easy to see that for Cayley graphs Cay(G 1 ; S 1 ) and Cay(G 2 ; S 2 ) of abelian groups G 1 and G 2 (this holds also for general groups) the Cartesian product Cay(G 1 ; S 1 ) Cay(G 2 ; S 2 ) is isomorphic to the Cayley graph Cay(G 1 × G 2 ; S), where S = {(x, 0), (0, y) : x ∈ S 1 , y ∈ S 2 }. Thus every Doobs graph D(n, m) is a Cayley graph of an abelian group. Moreover, since in our case n ≥ 1, we have that
, 2}}) (and so we can take s = (0, 1)).
For n ≥ 2 the Hamming graph H(n, 2) is isomorphic to the Cartesian product
where S 2 consists of all the elements e i = (0, 0, . . . , 0, 1, 0, 0, . . . , 0) with 1 being on the i-th coordinate. Then
The antipodal vertex of the vertex (x, y),
n−2 is thus (x + 2, y + e), where e = e 1 + e 2 + · · · + e n−2 . It is now easy to verify that the antipodal quotient of H(n, 2) is isomorphic to the Cayley graph Cay(Z 4 × (Z 2 ) n−3 ; S), where S consists of the elements (±1, 0), (2, e ′ ) and (0, e
n−3 is the element (0, 0, . . . , 0, 1, 0, 0, . . . , 0) with 1 being on the i-th coordinate. Therefore we can take s = (1, 0).
The proof that each distance-regular Cayley graph Γ = Cay(G; S), where G and S are as in Theorem 1.1, is rather complex. Various cases need to be considered. Clearly, if the valence of Γ is less than 3, we have that Γ ∼ = K 2 or Γ ∼ = C n . For the rest of the paper we thus only consider graphs of valence at least 3. To simplify the statements and to fix the notation used in the arguments, we adopt the following notational convention for the rest of the paper. 
Observe that [G : H] divides o(s).
The following result that will be used throughout the paper (at times without explicit reference to it) is straightforward and therefore left to the reader. Proof. Since |S| = k ≥ 3, the set S \ {s, s −1 } is not empty. Since G is abelian, it follows that for any t ∈ S \ {s, s In what follows we split our analysis into four cases, each dealt with in a separate section: 
We first claim that the intersection numbers c i of Γ satisfy
We show this by induction on i.
Note that the claim is true for i = 1. Since, by Lemma 3.2, the only common neighbours of 1 and s 2 are s and s 3 , the claim is true also for i = 2. 
h). By Lemma 3.2 and (4), g is contained in the coset
Consider now the vertex h ′ s and note that it is in the set N(s)
Therefore, a i = 0 and the claim is proven.
By (1) we now find
Similarly as above we find that the intersection numbers a i , b i and c i of Γ satisfy a i = 0,
We first claim that the intersection numbers a i and c i of Γ satisfy a i = c i = i for 1 ≤ i ≤ d. We show this by induction on i. Note that c 1 = 1 by definition. By Lemma 3.2, the only common neighbour of 1 and s is s 2 , so also
Similarly as in (i) above we find
and
This proves the claim. By (1) we now find
In this section we consider the distance-regular graphs Γ, where Γ is as in Proof. Observe that, by Lemma 3.2, adjacent vertices 1 and s have no common neighbours, implying that a 1 = 0. By Lemma 3.3, we have that c 2 ≥ 2, and so since ∂(1, s 2 ) = 2, the vertices 1 and s 2 must have at least two common neighbours. One of these common neighbours is s and by Lemma 3.2 the only other two vertices which could be common neighbours of 1 
Proof. We first show that G is generated by s. Suppose on the contrary that G = s and pick t ∈ S \ s . Consider the vertices 1 and ts. Since ts ∈ Hs we have that ts / ∈ S, and so ∂(1, ts) = 2. By Lemma 3.2 the only common neighbours of 1 and ts are s and t (recall that t / ∈ s ). But this contradicts Lemma 5.1 which states that the intersection number c 2 of Γ is 3. Therefore G = s , and so a 1 = 0 and c 2 = 3 implies S = {s, s 3 , s 5 }. Thus Γ is the complete bipartite graph K 3,3 .
Case [G : H] = 2 and o(s) ≥ 6
Let Γ be as in Notation 3.1. Based on the results of the previous sections we are left with the possibility that H is an index two subgroup in G. In this section we deal with the case when the order of s is at least 6. The most difficult case, that is when s is of order 4, is dealt with in the next section. We start with the following result, which holds also for the case o(s) = 4. (ii) If G is not generated by s, then c 2 ∈ {2, 4}.
Proof. (i) Consider adjacent vertices 1 and s of Γ. By Lemma 3.2, the only two neighbours of s in H are 1 and s 2 , and the only two neighbours of 1 in Hs are s and s −1 . Therefore, the common neighbours of 1 and s are contained in the set {s 2 , s −1 }. Observe that 1 is adjacent to s 2 or s is adjacent to s −1 if and only if s 2 ∈ S. In this case 1 and s are adjacent to both s 2 and s −1 . This shows that 1 and s either have no common neighbours or they have two common neighbours. This proves (i).
(ii) Since G is not generated by s, there exists t ∈ S \ s . Observe that ∂(1, ts) = 2. Let us determine the set C of common neighbours of 1 and ts. Note that s, t ∈ C and that, by Lemma 3.2, the only other possible vertices that could be in C are s −1 and ts 2 . Since s −1 ∈ N(ts) if and only if ts 2 ∈ S, we find that c 2 ∈ {2, 4}, as claimed.
We first deal with the graphs without triangles, that is with the possibility a 1 = 0. If Γ is distance-regular with a 1 = 0, then Γ is isomorphic to K 6,6 − 6K 2 , the complete bipartite graph K 6,6 minus a 1-factor.
Proof. Suppose that G is generated by s so that G is a cyclic group. By [6] [Theorem 1.2] (since k ≥ 3 and a 1 = 0) Γ is a complete bipartite graph or a complete bipartite graph minus a 1-factor. In particular, Γ is bipartite. By Lemma 3.2 the only neighbours of 1 in Hs are s and s −1 , and so k ≥ 3 implies that 1 has a neighbour h in H. Since G = s , we have h = s 2ℓ for some ℓ, and so Γ has an odd cycle, a contradiction. We can thus assume that there exists t ∈ S \ s . By Lemma 6.1, c 2 ∈ {2, 4}.
Consider now the vertices 1 and s 2 . Since, by Lemma 6.1, s 2 / ∈ S, we have that ∂(1, s 2 ) = 2. It follows that 1 and s 2 have at least two common neighbours, one of them being s. Since o(s) ≥ 6, s is the only common neighbour of 1 and s 2 contained in Hs. There thus must exist at least one common neighbor of 1 and s 2 , contained in H, say x. Since 1 is adjacent with x, we have {x, x −1 } ⊆ S and since s 2 is also adjacent with x, we have {s −2 x, s 2 x −1 } ⊆ S. This shows that also s 2 x −1 is a common neighbour of 1 and s 2 . Now, if c 2 = 2, this implies
, this is impossible. By Lemma 6.1 we thus have that c 2 = 4.
Recall that t ∈ S \ s . We claim that ts
. Note that the claim is true for ℓ = 0 since t ∈ S. Assume now that ts 2ℓ ∈ S for some 0 ≤ ℓ ≤ 
−1 ∈ S, we have that N(s) ∩ N(x) = {1, s 2 , xs, xs −1 }, and so it follows that c 2 = 4. Now, let t ∈ S \ {s, s −1 , s 2 } be an arbitrary neighbor of 1 in H, other than s 2 . Then by Lemma 3.2 we have that ∂(s, t) = 2, and so c 2 = 4 implies that N(s) ∩ N(t) = {1, s 2 , ts, ts −1 }. In particular, t is a common neighbor of 1 and s 2 . But then t = x, and so S = {s, s −1 , s 2 , x}. Since o(s) ≥ 6 it follows that s −2 = x, and so
It is now clear that Γ is isomorphic to the complete multipartite graph K 2,2,2 .
Case [G : H] = 2 and o(s) = 4
Let Γ be as in Notation 3.1. In this section we consider the case when [G : H] = 2 and o(s) = 4. In the case that G = s we have that Γ is isomorphic either to C 4 or K 4 . For the rest of this section we will therefore assume that s does not generate G. By Lemma 6.1, we have a 1 ∈ {0, 2} and c 2 ∈ {2, 4}.
We first define a certain matrix P . The matrix P has rows and columns indexed by the elements of V 0 = V (Γ 0 ), having x, y entry
In what follows we abbreviate P x = xs 2 , we let A be the adjacency matrix of Γ 0 , and we let I denote the identity matrix of dimension |V 0 | × |V 0 |. We denote the valency of Γ 0 by k (and so the valency of Γ is k + 2) and the i-th distance matrix of Γ by A i (the matrices A i were defined in Section 2). We denote the intersection numbers of Γ with a i , b i , c i , and the intersection numbers of Γ 0 (if they exist) by a 
where the matrices A −1 and A d+1 are taken to be the zero matrices and b −1 = c d+1 = 0. For brevity we denote the distance functions of Γ and Γ 0 by ∂ = ∂ Γ and ∂ 0 = ∂ Γ 0 . Moreover, the i-th sphere in Γ 0 , centred at a vertex x ∈ V 0 , will be denoted by
Lemma 7.1 Let Γ and Γ 0 be as in Notation 3.1 and suppose [G : H] = 2 with o(s) = 4. Let P be the matrix defined in (5). Then the following holds.
(i) P 2 = I.
(ii) Let M be any matrix with rows and columns indexed by the elements of V 0 and pick x, y ∈ V 0 . Then (MP ) x,y = M x,P y and (P M) x,y = M P x,y .
(iii) AP = P A.
(iv) The mapping which interchanges x and P x for every x ∈ V 0 is an automorphism of the graph Γ 0 .
Proof. (i) Since o(s) = 4, we have that P (P x) = x for any x ∈ V 0 . It follows that P 2 = I.
(ii) Since P 2 = I by (i), the definition of P implies
(iii) Pick x, y ∈ V 0 . By (ii) above we have (AP ) x,y = A x,P y and (P A) x,y = A P x,y . The vertices x and P y = ys 2 are adjacent if and only if x −1 ys 2 ∈ S, which, as o(s) = 4, occurs if and only if the vertices P x = xs 2 and y are adjacent. The result follows.
(iv) Since this is multiplication by s 2 , this is clear (of course, (iv) also follows from (iii) above).
We remark that, since P x = xs 2 , the distance ∂ 0 (x, P x) does not depend on the choice of x ∈ V 0 .
Subcase a 1 = 0
Let us first consider the subcase a 1 = 0, that is the subcase when s 2 ∈ S. The distance ∂ 0 (x, P x) is thus at least 2 for each x ∈ V 0 (of course ∂(x, P x) = 2). Recall that, by Lemma 3.2, we have that x ∈ H and ys ∈ Hs are adjacent if and only if y ∈ {x, xs 2 } = {x, P x}, and so for an appropriate ordering of the vertices of Γ (in which all the vertices of H precede all the vertices of Hs), the adjacency matrix A 1 of Γ is (iii) There exist polynomials p i−1 (λ), q i−1 (λ) and r i−2 (λ) of degrees i − 1, i − 1 and i − 2, respectively (where the polynomial r −1 (λ) is taken to be the zero polynomial), such that the (i + 1)-th distance matrix A i of Γ is given by
Moreover, the leading coefficient of q i−1 (λ) is i(i + 1).
(iv) For any x, y ∈ V 0 with ∂ 0 (x, y) = i we have that ∂(x, y) = ∂(xs, ys) = i and ∂(x, ys) = ∂(xs, y) = i + 1.
Proof. Observe that since a 1 = 0 we have that d ≥ 2 (in fact d ≥ 3 unless c 2 = 4). Fix x ∈ V (Γ). We prove the lemma by induction on i. Note that the claims (i) and (ii) hold for i = 1. Since a 1 = 0, (6) yields c 2 A 2 = A 2 1 − (k + 2)A 0 , and so claim (iii) holds for i = 1 by Lemma 7.1. That (iv) holds for i = 1 is clear since ∂ 0 (x, y) = 1 implies y = P x. Assume now that the four claims hold for all j ∈ {1, 2, . . . , i}, where i < ⌊d/2⌋.
Pick y ∈ V 0 such that ∂ 0 (x, y) = i. Note that ∂ 0 (y, P x) ≥ d − i > i + 1. By induction hypothesis it thus follows that the (y, xs)-entry of c i+1 A i+1 is equal to (i + 1)(A i ) y,x /i!. Since c 0 j = j holds for all 1 ≤ j ≤ i and ∂ 0 (y, x) = i, we clearly have (A i ) y,x = i! (note that (A i ) y,x is the number of walks in Γ 0 of length i from y to x). Therefore c i+1 = i + 1.
Pick now y ∈ V 0 such that ∂ 0 (x, y) = i + 1. Note that ∂ 0 (y, P x) ≥ d − i − 1 > i. By induction hypothesis it thus follows that the (y, x)-entry of c i+1 A i+1 is (A i+1 ) y,x /i!. Since ∂ 0 (x, y) = i + 1, this entry is nonzero, and so c i+1 = i + 1 implies that (A i+1 ) y,x = (i + 1)!. It follows that c 0 i+1 (x, y) = i+ 1. Since y ∈ V 0 was an arbitrary vertex with ∂ 0 (x, y) = i+ 1 and Γ 0 is vertex-transitive, this shows that c 0 i+1 exists and c 0 i+1 = i + 1. Observe that we have also proved that ∂(x, y) = i + 1 holds.
Let us again pick some y ∈ V 0 with ∂ 0 (x, y) = i. Recall that then ∂ 0 (y, P x) > i + 1 holds. Moreover, by induction hypothesis ∂(x, y) = i and ∂(y, xs) = i + 1 hold. Therefore, the (y, xs)-entries of the matrices A i , A i+1 and A i+2 are 0, 1 and 0, respectively. By (6), we have
Inspecting the (y, xs)-entry in this equation we thus find that a i+1 = (A 1 A i+1 ) y,xs . By Lemma 7.1 and induction hypothesis the upper-right block of the matrix A 1 A i+1 is
Therefore, the (y, xs)-entry of the matrix A 1 A i+1 is equal to
Recall that ∂(x, y) = i, and so the (x, y)-entry of the matrix A i+1 is zero. Thus, since ∂ 0 (y, P x) > i + 1, induction hypothesis (claim (iii)) implies that the (x, y)-entry of the matrix A i+1 is zero, implying that a i+1 = 0. Of course, this implies that a 0 i+1 exists and is equal to 0.
The required formula for c i+2 A i+2 and for the leading coefficient of q i (λ) now follows from (9), using usual block-matrix multiplication, induction hypothesis, a i+1 = 0 and Lemma 7.1.
To complete the induction step we only need to prove that for y ∈ V 0 such that ∂ 0 (x, y) = i+1 we have that ∂(x, ys) = ∂(xs, y) = i+2 (we already proved that ∂(x, y) = i+1 whereas ∂(xs, ys) = i+1 follows from the fact that multiplication by s is an automorphism). Since ∂(x, y) = i + 1 and a i+1 = 0 the only other possibility is ∂(x, ys) = i. But in this case c i+1 > c 0 i+1 (x, y) which contradicts (ii). 
Consider now the equation (9) with i = d/2. As in the proof of Lemma 7.2 we find that a d/2+1 equals (A 1 A d/2+1 ) y,xs which in turn is equal to the (y, x)-entry of the upper-right block of the matrix A 1 A d/2+1 , which is as given in (10) (where i = d/2). Therefore, the (y, xs)-entry of
As in the proof of Lemma 7.2 we find that ( 
Pick now y ∈ V 0 such that ∂ 0 (y, x) = (d+1)/2 and note that ∂ 0 (y, P x) ≥ (d−1)/2. Let us now compute the (y, x)-entry of A (d+1)/2 . By Lemma 7.2(iii) and since c (d+1)/2 = (d+1)/2, the (y, x)-entry of A (d+1)/2 is equal to
As ∂ 0 (y, x) = (d + 1)/2, we have that (A (d+1)/2 ) y,x = 0, and so ( 
Using Lemma 7.2(iii) we find that the (y, xs)-entry of A 1 A (d+1)/2 is equal to
Similarly as above we find that (A (d+1)/2 ) y,x = 0 (note that this also follows from the fact that a
Pick now an arbitrary y ∈ V 0 such that ∂ 0 (y, x) = (d + 1)/2 and ∂ 0 (y, P x) = (d − 1)/2. By the argument above the (y, x)-entry of A (d+1)/2 is nonzero, and so ∂(y,
Using Lemma 7.2(iii) (note that the leading coefficient of
Lemma 7.4 Let Γ be as in Notation 3.1 and suppose [G : H] = 2 with o(s) = 4. Assume Γ is distance-regular with a 1 = 0 and pick x ∈ V 0 . Then every vertex of V 0 lies on some geodesics between x and P x. To complete the d is odd case we now only need to show that D 
(d+1)/2 = ∅, which completes the proof. implies that there are precisely three nonisomorphic graphs with the intersection array {6, 5, 4; 1, 2, 6}, one of them being the antipodal quotient of the 6-dimensional hypercube. It is easy to see, since Γ 0 is the 4-dimensional hypercube, that the other two graphs cannot arise in this way.
Subcase a 1 = 2
Let us now consider the subcase a 1 = 2, that is the subcase when s 2 ∈ S. Let Γ 1 = Cay(H, S \ {s, s 2 , s 3 }), let V 1 = V (Γ 1 ) = H and let ∂ 1 be the distance function of the graph Γ 1 . We denote the intersection numbers of Γ 1 (if they exist) by a Note that for any x ∈ V (Γ 1 ) we have that ∂ 1 (x, P x) ≥ 2. Note also that Γ 1 may be disconnected. For an appropriate ordering of the vertices of Γ, the adjacency matrix of Γ is A + P P + I P + I A + P ,
where A is the adjacency matrix of Γ 1 .
By induction hypothesis we have that c 
By (6) it now follows that c i+2
Using the induction hypothesis information about the leading coefficients of the polynomials p i (λ), q i (λ) and r i−1 (λ) it can be verified that c i+2 A i+2 is as in (iii) of the proposition and that the leading coefficients of the polynomials p i+1 (λ), q i+1 (λ) and r i (λ) are −(i + 1)(i + 2), (i + 2) and −i(i + 1)(i + 2), respectively.
Pick now y ∈ Γ 1 such that ∂ 1 (x, y) = i + 1 and note that ∂ 1 (P x, y) > d ≥ i + 1. We now compute the (x, y)-entry of the matrix A i+1 . Since c i+1 = i + 1, the induction hypothesis implies it is equal to (1/(i + 1)!)(A i+1 ) x,y = 0. It follows that c 1 i+1 (x, y) = i + 1. Since x, y ∈ V 1 were arbitrary subject to ∂ 1 (x, y) = i+1, the intersection number c 1 i+1 exists and equals i + 1. The above argument implies that the (x, ys)-entry of the matrix c i+2 A i+2 equals (1/(i+1)!)(i+2)(A i+1 ) x,y = 0, implying that ∂(x, ys) = i+2, while the (x, y)-entry of this matrix, which of course is zero, equals 1
. Since x, y ∈ V 1 were arbitrary subject to ∂ 1 (x, y) = i + 1, the intersection number a 1 i+1 exists and equals 2(i + 1). Part (iv) of the lemma is now easily obtained by computing the (z, w)-entry and the (zs, w)-entry of appropriate distance matrices A i+1 and A i+2 . Proof. Pick x, y ∈ V 1 such that ∂ 1 (P x, y) > ∂ 1 (x, y) = d. By Lemma 7.7(iv) we have that ∂(y, xs) = d + 1 and therefore Lemma 7.7(iii) implies that
Since c 1 j = j for 1 ≤ j ≤ d, we have that c d+1 = d+1. By (6) we thus find that a d+1 equals the (x, ys)-entry of the matrix A 1 A d+1 . Thus, if x and P x are not in the same component of Γ 1 , then, using Lemma 7.7(iii), one can verify that this entry equals 2(d + 1).
Lemma 7.9 Let Γ be as in Notation 3.1 and suppose [G : H] = 2 with o(s) = 4. Assume Γ is distance-regular with a 1 = 2 and pick x ∈ V 1 . Then x and P x are not in the same connected component of Γ 1 .
Proof. Suppose on the contrary that x and P x are in the same connected component of Γ 1 . Let x = x 0 , x 1 , x 2 , . . . , x d = P x be a shortest path between x and P x in Γ 1 
