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Non{technical summary
Whenever present day information on the development of an economy or parts of the
economy is missing, information gathered from business surveys receive heightened at-
tention. The informational content of business surveys is, however, often limited. This
is especially true for surveys in which questions on the state of respondents' business
are asked on an ordinal scale. To overcome this shortcoming, techniques for quantifying
qualitative surveys were invented in the early fties.
In 1975, Carlson and Parkin developed a fairly complex solution to the problem of quan-
tifying three-category qualitative survey responses based on the normal distribution. Al-
though their method demands some computational eort, it is the most common applied
quantication technique until today.
In this paper, we interpret their methodology in an ordered probit context. This facilitates
and speeds up the application since the ordered probit model is included in almost any
standard econometric software package. In addition, we extend their method to take into
account observable dierences across rms. This improves the precision of the quantied
survey results.
1 Introduction
Whenever present day information on the development of an economy or parts of the
economy is missing, the public interest in information gathered from business surveys
receives heightened attention. A major advantage of business surveys is that rst results
can usually be published within three months after the data collection period has ended.
Many economists, such as Oppenlander (1997), claim that this up{to{dateness makes
business surveys at least as important as oÆcial statistics. A synoptic table provided
by the Centre for International Research on Economic Tendency Surveys oÆce (CIRET,
1998) highlights the inuence of business surveys: while there were 34 surveys in 15 coun-
tries collected in 1960, the number increased to 318 surveys in 57 countries by the end of
1997.
The informational content of business surveys is, however, often limited. Most surveys
simply ask questions on the state of the respondents' business on an ordinal scale. A fre-
quent question is, for example, \Did your total sales increase, decrease or remain the same
in the current quarter with respect to the preceding quarter". In order to aggregate the
information contained in the individual responses, balances | the share of rms reporting
increased sales minus the share of rms reporting decreased sales | are calculated. In
addition to the more formal aspect that the information contained in the \no change"
category is neglected,
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people may nd it diÆcult to assess the implication of a balance
of 20 percent, for example. In particular, if a time dimension is lacking, it is diÆcult to
assess wether this value signals condence or stagnation.
Carlson and Parkin (1975) developed a fairly simple technique to quantify the qualita-
tive information collected in business tendency surveys. Their method has been extended
in many dierent ways; comprehensive surveys are presented by Geil and Zimmermann
(1996), Seitz (1988) and Zimmermann (1985 and 1997).
In this paper, we suggest a simple alternative to the basic Carlson and Parkin (1975) proce-
dure, which has several advantages with respect to `direct' tests for the crucial assumption
of normality and with respect to the incorporation of individual{specic variables that
allow control for observed survey respondent heterogeneity.
This paper also introduces a comparatively new dataset, the `Service Sector Business Sur-
vey' (SSBS) to the literature. The SSBS is a quarterly business survey that is collected
by the Centre for European Economic Research (Zentrum fur Europaische Wirtschafts-
forschung, ZEW) in cooperation with Germany's largest credit rating agency Creditreform
since June 1994.
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Roughly 1,100 rms of the fast growing German business{related ser-
vices sector regularly take part in the SSBS. The SSBS is unique in the sense that it
provides information on an increasingly important part of the German economy that is
substantially underrepresented in oÆcial statistics. Hax (1998) recently criticized the lack
of appropriate data on the service sector that severely hampers business cycle forecasts
and economic policy advice. The lack of data for the observation of business cycles in the
German business{related service sector appears to even more severe since Kaiser and Voss
(2000) have shown, using Granger causality analysis, that manufacturing generally does
not lead business{related services in the business cycle. That inadequate data availability
on services is not only a particular German problem but also a worldwide problem, as has
been stressed by Waller (1997).
1
See Ronning (1984, 1990) for details on this issue.
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Details on the sample design and the survey design are given in Kaiser et al. (2000).
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We aim at closely linking quantication methodology with practical implementation and,
hence, start by describing a somewhat `typical' business survey, the SSBS, and proceed
with a discussion of quantication methods. Finally, we present quantication results and
perform specication tests.
Our discussion focuses on the standard ordered probit model. Although it is well estab-
lished that quantication in an ordered probit context is feasible and simple, it is scarcely
applied in practice. In this paper we demonstrate that it is worthwhile to use the or-
dered probit model for quantication since the inclusion of respondent{specic variables
| which is infeasible in the Carlson and Parkin (1975) method | helps to increase the
precision of the estimates and substantially reduces the width of the condence bounds
that correspond to the quantied survey results.
2 Data
The SSBS has steadily gained in terms of media attention since its implementation in the
second quarter of 1994. It focuses on ten branches of the service sector, which are often
referred to as `business{related services'. Although no clear{cut and broadly accepted de-
nition of business{related services exists, researchers have agreed upon denitions based
on the enumeration of certain sectors. Our denition of business{related services closely
follows Hass (1995), Klodt et. al. (1997), Miles (1993) and Strambach (1995). It is dis-
played in the table below with the corresponding German industrial classication WZ93.
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Sector WZ 93
Computer Services 72100, 72201{02, 72301{04, 72601{02, 72400
Tax consultancy & Accounting 74123, 74127, 74121{22
Management Consultancy 74131{32, 74141{42
Architecture 74201{04
Technical Advice & Planning 74205{09, 74301{04
Advertising 74844, 74401{02
Vehicle Rental 71100, 71210
Machine Rental 45500, 71320, 71330
Cargo handling & Storage 63121, 63403, 63401
Waste and Sewage Disposal 90001{07
Every three months, ZEW and Creditreform send out a single page questionnaire to about
3,500 rms that belong to the ten sectors listed above. The survey is constructed as a
panel data set and currently covers 25 waves. It is a stratied random sample, stratied
with respect to the ten sectors, ve size classes (two for Eastern Germany and three for
Western Germany), and regional aÆliation (Eastern/Western Germany). The stratied
target population thus consists of 50 cells. A sample refreshment takes place on an annual
basis. Firms that have not taken part in the survey for more than six times in a row are
removed from the panel. First survey results of the study and a general description of
3
The WZ93 industrial classication code is a classication system developed by the German Federal
Statistical OÆce in accordance with the European NACE Rev. 1 standard that classies economic units
according to their sector of concentration.
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the survey can be found in Saebetzki (1994). Current survey results are released in the
media and in ZEW publications.
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The SSBS starts three weeks prior to the end of a quarter. Questionnaires and a personal
letter to the prospective survey respondent are sent out by mail. The questionnaires are
mostly returned to the ZEW by fax. After two weeks, those rms that have not replied
are sent a reminder. Altogether, the response rate amounts to about 30 percent. As a
thank you for lling out the questionnaire, the participating rms receive an analysis in
the form of a four page report that contains the main ndings of the survey. In addition,
they can obtain further information over the Internet.
5
The questionnaire is divided into two parts. In the rst part, the rms are requested
to indicate on a three point Likert scale whether their sales, prices, demand, returns
and number of employees have decreased, stayed the same, or increased in the current
quarter in comparison to the previous quarter. Moreover, they are supposed to give an
assessment for the forthcoming quarter. The second part of the survey is dedicated to
current economic and political issues. Topics cover on{the{job{training, wage negotia-
tion and dispersion of general wage agreements (Kaiser and Pfeier 2000; Kaiser and
Pohlmeier 2000), innovation and the demand for heterogeneous labor (Kaiser, 1998a), the
adjustment to demand uctuations (Kaiser and Pfeier, 2000) and the implications of the
introduction of the Euro on rms' export propensity (Kaiser and Stirbock, 1999).
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A detailed description of the data set is presented by Kaiser et al. (2000). An overview
and selected survey results are reviewed in Kaiser (1999). Public use les | for scientic
use only | are available upon request (write to konjunkturumfrage@zew.de).
3 Quantication methods reconsidered
People in charge of collecting business survey data are often hesitant to ask directly for
sales, prices, prots, demand or employment. In practice, survey respondents are asked
to give a qualitative assessment on their business development on a three or ve point
Likert scale. There are three main reasons for proceeding this way instead of asking
for quantitative assessments. First, rms may be reluctant to report actual gures due
to privacy reasons. Second, an inherent risk of asking quantitative questions is that
there is a high potential of ending up with information with `spurious precision', for
example respondents may be either unable to report precise gures or they may purposely
misreport the actual gures. The third reason may be the most compelling one in terms of
practical relevance: it is simply easier and faster to give qualitative instead of quantitative
assessments. Asking ordinal questions helps to save the respondents' time and hence helps
to improve the total response rate.
When survey respondent i answers questions on an ordinal scale, she implicitly has a
threshold model in mind. She indicates increased (`+') sales if the actual change in sales,
hereafter abbreviated by Y

, is above a certain threshold 
2
. Likewise, if the actual
4
The ZEW sends current survey results to an interested public. Send an email to
konjunkturumfrage@zew.de to receive copies.
5
The Internet address is: http://www.zew.de/aktuell/branchenreport/wb-BreportStart.html
6
In a related study, Kaiser (1998b) analyzes the impact of political events on answering patterns in
business surveys.
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change in sales is below a lower threshold 
1
, she indicates decreased sales (`|'). If the
actual change is between the two thresholds, she reports unchanged (`=') sales gures.
Clearly, these thresholds may vary across dierent survey respondents or groups of survey
respondents and also across time. In order to clarify things, it is useful to write the
threshold model formally as:
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where Y
i
denotes the qualitative sales assessment of respondent i. Let N
+
, N
=
and N
 
denote the number of individuals who report increased, unchanged and decreased sales
gures, respectively, and let N denote the total number of survey respondents. Then the
relationship between the choice probabilities and the answering shares can be summarized
by the following system of equations:
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That is, the empirical probabilities to indicate increased, unchanged or decreased sales
are simply equal to the shares of the respective answers.
The system of equations (2) nicely illustrates that a straightforward and simple non-
parametric, e.g. distribution and parameter{free, estimator for the probability to report
increased, unchanged or decreased sales simply is the share of answers for these categories.
In order to quantify qualitative information, a distributional restriction concerning the
choice probabilities P [] has to be imposed. Let the actual sales changes Y

i
be dependent
on a constant term, 
0
and an identically and independently distributed error term 
i
which follows a distribution function F () with mean zero and variance 
2
: Y

i
= 
0
+ 
i
.
The choice probabilities P [] are hence given by:
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The choice of the distribution function, often also referred to as the `link' function is
arbitrary provided that it is symmetric. However, one must test if the distributional
assumption is correct. Common choices are the normal and the logistic distribution. The
normal distribution leads to the ordered probit model and the logistic distribution leads
to the ordered logit model.
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In this paper we shall consider the normal distribution only
since this is the distribution function considered by Carlson and Parkin (1975).
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A discussion of whether ordered or unordered models are appropriate in this context is provided by
Ronning (1990).
9
Choosing either the logistic or the normal distribution merely is a matter of convenience since the
distributions are very similar to one another with the logistic distribution having more mass at the tails.
It is therefore advisable to consider the logistic distribution instead of the normal distribution if the
extreme choice categories, in this case `+' and `|' are heavily populated. The choice of the normal
distribution by Carlson and Parkin (1975) was the source of wide criticism, e.g. see Maddala (1990).
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increases in 
0
and  such that the ratio 
0
= remains constant does not aect either
probability and since changes in the parameter corresponding to the constant term in
the mean function and in the thresholds such that their distance remains unchanged also
do not aect the probabilities, identication restrictions have to be imposed. Standard
software packages such as LIMDEP and STATA both set  to one. LIMDEP furthermore
restricts the rst threshold parameter to zero and estimates a constant term in the mean
function while STATA sets the coeÆcient of the constant term to zero and estimates all
threshold parameters.
If both thresholds are known, the constant term in the mean function 
0
and the standard
deviation of the error term  can be estimated. In this case, quantication by an ordered
probit model with known thresholds and the Carlson and Parkin (1975) approach are
exactly identical. In fact, such an ordered probit model is the Carlson and Parkin method
expressed in an alternative way. In the ordered probit context, the estimated parameter
^

0
denotes the quantied sales growth rate and the estimated parameter ^ denotes the
standard error of the quantied sales growth rate.
An extension of this basic quantication method that uses ordered probit models for one
single survey to repeated surveys is straightforward. Let t denote the point in time in
which individual i and its survey response is observed and letD
it
denote a dummy variable
that is coded `one' if individual i took part in the tth survey. In order to nd quantied
sales changes for each of the t = 1; :::; T survey waves in an ordered probit context, the
latent variable is specied as Y

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=
P
T
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The constant term 
0
is now made wave{specic by the inclusion of the dummy variables
D. Estimates of the 
t
's represent the quantied sales changes at time t. Estimates for
the standard error of the quantication can be obtained by speciying the standard error
of the disturbance term as 
it
= exp(
P
T
t=1

t
D
it
), where 
t
are the estimated parameters.
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As opposed to the linear regression model in which the estimated parameters retain their
consistency even when the error terms are non{normal, not identical and not independent,
the parameters of the ordered probit model become inconsistent in these cases. Speci-
cation tests are therefore advisable though rarely used in applied econometric work. We
will return to this issue after having presented quantication results in Section 4.
The standard error of quantied ordinal information usually is much lower when survey
respondents give an assessment on overall economic issues compared to the situation when
they judge their own business condition. In both cases, the variance in the answers is
attributable to heterogeneity across the survey respondents. However, though opinions
on the state of the overall economy may of course dier among survey respondents, the
deviation of judgements on the state of their own businesses are likely to be much larger.
In fact, variations of these opinions may be dependent upon rm size, regional aÆliation
(Eastern/Western Germany) or sector aÆliation. It is thus straightforward to incorporate
these dierences within the specication of the standard deviation of the error term.
10
The exponential function is taken in order to avoid negative standard deviations.
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Let SC
ik
denote the kth rm size class of respondent i, let East denote a dummy variable
for Eastern German rms and let Sector
l
denote the lth sector. The standard error of the
disturbance term is then given by 
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) for i = 1; :::; N , where the kth size class and the lth sector
are the reference groups. Likewise, it seems reasonable that the same set of variables af-
fects not only the variation of individual responses but also the growth rate and thus the
choice of the answering category so that Y
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The inclusion of the explanatory variables is equivalent to moving the threshold param-
eters  around. This implies that if explanatory variables such as rm size and regional
and sector aÆliation are included in the specication, this is equivalent to specifying
group{specic threshold parameters.
It is straightforward to obtain sector{specic sales growth rates for example by simply
interacting the wave dummy{variables with the sector dummy{variables. The coeÆcients
obtained from such an estimation reect the wave{specic and sector{specic sales growth
rates.
Another extension of the standard ordered probit model as described in this section is the
ordered panel probit model. Many business surveys are constructed as panel data sets
and it seems advisable to explicitly use this additional information. The main advantage
of panel data models is that unobserved heterogeneity of the individuals i can be taken
into account. In this case, the error term 
it
is specied as the sum of two components:

it
= 
i
+
it
. The term 
i
is assumed to be a time independent individual{specic random
variable, reecting unobserved rm heterogeneity while 
it
is assumed to be an error term
that is independent both among individuals and over time. Both error terms are assumed
to be normally distributed with zero means.
The ordered probit model, as discussed above, is a so{called `pooled' ordered probit model.
That is, we do not take into account the additional information contained in our panel
data set by assuming the error term 
it
to be independent and identically distributed with
a mean of zero and variance 
2
for all individuals i and over time t.
Two principles for estimating panel data models exist: the `xed eects' and the `random
eects' approaches. Fixed eects estimation assumes the presence of an individual{specic
eect 
i
and independence of the error term component 
it
. In this nonlinear specication,
the xed eects 
i
and the coeÆcients 
t
are unknown parameters and have to be esti-
mated. In this case, the maximum likelihood estimator is only consistent when T tends
to innity. When T is nite, as is usually the case, the incidental parameter problem
(Neyman and Scott, 1948) occurs: there is only a limited number of observations of Y
it
for each individual i, t = 1; :::; T , that contain information about 
i
. Furthermore, an
increase of the cross{sectional units, N, provides no information about 
i
, but it increases
the number of parameters 
i
. The result is that any estimation of 
i
is meaningless if T
is nite, even if N is large. Unfortunately, the maximum likelihood estimators 
t
and 
i
cannot be separated in the nonlinear qualitative response models as is the case for linear
models. When T is nite, the inconsistency of the estimated 
i
is transmitted into the
estimation of 
t
. Chamberlain (1984) suggested an approach to remove the unobserved
heterogeneity in multinomial logit models.
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Such an estimator does not exist, however,
11
This approach is based on a conditional likelihood approach proposed by Anderson (1970, 1973). The
baseline idea is to remove the incidental parameters by writing the multinomial logit model in terms of a
6
for ordered panel data models due to the existence of the threshold parameters.
12
Random
eects estimation in the ordered probit context is feasible, even in standard software pack-
ages such as LIMDEP. Instead of estimating N parameters 
i
as in the xed eect model,
only the mean and variance are estimated. It only leads to eÆciency gains if signicant
random eect are present, e.g., if the error components 
it
are correlated over time. The
pooled panel ordered probit estimator, however, retains its consistency.
13
For the sake of
brevity, we will therefore not discuss the random eects ordered probit model in further
detail. Comprehensive discussions are presented by Hamerle and Ronning (1995) as well
as Tutz and Hennevogl (1996). A recent application of the random eects ordered probit
model is presented in Kaiser and Pfeier (2000).
To summarize, quantication of qualitative survey data by ordered probit models has
two main advantages: (i) it allows for group{specic thresholds by the inclusion of ex-
planatory variables and (ii) it allows one to explicitly take into account the variation of
survey responses among the responding individuals. Further advantages are that tests for
normality and heteroscedasticity can fairly easily be implemented and tests of identity of
sales changes in individual quarters can be easily conducted by using a Wald test. The
latter two topics will be discussed in further detail below.
4 Quantication results
A key question in any quantication context is the derivation of the threshold values.
Carlson and Parkin (1975) estimated thresholds by assuming long{term unbiasedness.
14
It is common practice to directly ask the survey respondents for the minimum value to
which actual sales have to increase (decrease) before they report increased (decreased)
sales gures once and then to assume that these values remain constant during the next
couple of months or years.
15
Proceeding this way is, however, not a sensible approach for the SSBS since this data set
is not well balanced, for example the uctuation of responding rms is quite large so that
a considerable share of rms that has answered in survey wave t when it is asked for the
individual thresholds is likely not to answer at t + s and vice versa.
16
Therefore, the threshold parameters were obtained from another data set which was also
compiled by the ZEW, the Mannheim Innovation Panel in the Service Sector (MIP{S).
17
The MIP{S covers very similar sectors as the SSBS and has up to now been conducted
four times, in 1995, 1997, 1998 and 1999. In 1997, the participating rms were asked
conditional maximum likelihood function. In probit models, the conditional maximum likelihood method
does not remove the individual specic eects, however.
12
Also note that time{invariant variables such as sector or regional aÆliation have to be removed from
the specication since they are absorbed by the xed eect.
13
This is, in fact, a main reason that the application of the random eect model is scarce in the
empirical literature.
14
That is, they estimated the threshold by scaling the estimated industry-wide ination rate so that
the sample average of the estimated series are equal to the actual observed rate of buying-price ination.
15
Threshold values for the well known ZEW Financial Market Test (for more information see
http:www.zew.deprojekte.epl?action=detail&nr=6&lang=eng) are, e.g., obtained that way.
16
See Kaiser et al. (2000) for more information on the stability of the panel data set.
17
A thorough description of this data set is presented by Janz et al. (2000).
7
to indicate on a ve point scale whether their sales improved, remained unchanged or
decreased within the last three years. Due to the panel structure of this data set, we were
able to compare this qualitative assessment with the actual changes in total sales. We have
calculated the median changes in sales | corrected to take into account that the SSBS
asks for quarterly sales changes | for those rms that reported increased (decreased)
sales gures as the upper (lower) threshold parameters. The respective value for 
2
is 1.3
and the value for 
1
is {0.5 percent. That is, we have found evidence for the presence of
asymmetric thresholds: actual sales changes have to exceed a considerably higher thresh-
old before rms report increased sales gures than the other way around. Besides the
obvious psychological explanation that people tend to overstate bad economic or personal
situations compared to good ones, Batchelor (1986) argues that individuals' answers may
by subject to strategic behaviour, e.g. rms are more likely to report pessimistic results,
in the hope of getting subsidies for their industry. Our nding of asymmetric thresholds
supports the criticisms of the Carlson and Parkin (1975) approach, which assume sym-
metric thresholds.
18
Positive sales changes
Wave minimum 10% median 90% mean std. dev.
20 1.1 4.0 10.0 20.0 11.4 7.5
21 0.9 3.0 10.0 20.0 11.2 7.3
22 1.0 4.0 10.0 20.0 11.0 6.7
23 1.1 3.5 10.0 20.0 11.2 7.0
24 1.3 3.0 10.0 21.0 11.3 7.3
25 0.9 3.0 10.0 20.0 10.9 7.5
mean 1.1
Negative sales changes
Wave maximum 10% median 90% mean std. dev.
20 -0.5 -25.0 -10.0 -5.0 -13.7 8.0
21 -0.8 -24.0 -10.0 -4.2 -11.5 7.6
22 -0.9 -20.2 -10.0 -3.0 -11.6 7.5
23 -0.6 -20.0 -10.0 -3.9 -12.3 7.4
24 -0.6 -25.0 -10.0 -5.0 -13.9 8.0
25 -0.7 -25.0 -10.0 -5.0 -12.9 7.0
mean -0.7
Table 1: Descriptive statistics of the actual sales changes reported in the SSBS
In order to compare the thresholds derived from the MIP{S and the SSBS, Table 1 dis-
plays descriptive statistics of the actual sales changes reported by the rms interviewed in
the SSBS since wave 20. The minimum value corresponding to the positive sales changes
(upper panel) can be regarded as the bound above which rms indicate increased sales
changes. The mean minimum (maximum) value of the actual sales changes reported by
rms with increased (decreased) sales changes are 1.1 (-0.7) so that they compare well to
18
Other studies explain the existence of the `stay the same' category by considerations concerning the
cost{intensive information acquisition process (Fishe and Idson, 1989).
8
our estimated thresholds of 1.3 and -0.5.
A crucial assumption of the Carlson and Parkin (1975) approach is that the threshold
parameters are time{invariant. This also is a source of wide criticism. Batchelor (1986)
argues that the threshold parameters should be allowed to be a function of the size and
variability of the stimulus. Some empirical papers investigate the appropriateness of vary-
ing threshold parameters in the eld of ination expectations. In this context, Seitz (1988)
does not nd that the threshold parameters are dependent on the level or variance of ina-
tion. Dasgupta and Lahiri (1992) demonstrate that, in the case of ination expectations,
although varying thresholds help to capture extreme values better, they do not improve
the resulting quantitative series.
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Having a glance at Table 1 shows, that time{invariant
thresholds might be a sensible choice here: the 10, 50 and 90 percent percentiles as well
as means and standard errors of the actual sales changes do not dier much through time.
Coe. Std. err. Coe. Std. err.
Conditional mean Conditional variance

1
1.1784 0.0965 
1
2.0049 0.4749

2
1.0411 0.0687 
2
1.5533 0.3246

3
1.2631 0.0676 
3
1.5128 0.3157

4
0.6948 0.0763 
4
1.5878 0.3646

5
0.9332 0.0626 
5
1.5443 0.2961

6
0.8596 0.0628 
6
1.4731 0.2943

7
0.8967 0.0649 
7
1.4915 0.3046

8
0.2012 0.0722 
8
1.7390 0.3549

9
0.5316 0.0661 
9
1.6052 0.3172

10
0.4370 0.0646 
10
1.5049 0.3040

11
0.6707 0.0637 
11
1.4122 0.2944

12
0.1455 0.0823 
12
1.7710 0.4058

13
0.7503 0.0603 
13
1.7233 0.2943

14
0.7565 0.0630 
14
1.7636 0.3098

15
0.8022 0.0626 
15
1.7325 0.3057

16
0.5690 0.0682 
16
1.8531 0.3413

17
0.8997 0.0606 
17
1.6252 0.2902

18
0.7522 0.0571 
18
1.5008 0.2689

19
0.9674 0.0574 
19
1.5978 0.2735

20
0.3785 0.0629 
20
1.7069 0.3080

21
0.7589 0.0492 
21
1.4557 0.2294

22
0.7428 0.0530 
22
1.4677 0.2479

23
0.9973 0.0548 
23
1.5622 0.2593

24
0.5529 0.0642 
24
1.7346 0.3155

25
0.8590 0.0521 
25
1.4218 0.2420
Table 2: Ordered Probit estimation results: baseline model
19
The authors used the Producer Price Index for intermediate materials and components for man-
ufacturing as their benchmark for the quantication results of the National Association of Purchasing
Managers survey.
9
Our baseline estimation is the one in which wave dummy variables are included in the
quantication only. Results are shown in Table 2. Table 2 displays the estimated sales
growth rates  and the corresponding standard errors  (instead of the vector of param-
eters ).
20
Each of the coeÆcients in the mean function and the variance function are
highly signicantly dierent from zero except for 
12
. The weak signicance of this wave
dummy variable related to the 12th wave, the rst quarter of 1997, implies that this is
the quarter where sales growth was lowest (0.1455 percent). Inversely, the highest sales
growth is dated back to the fourth quarter of 1994 (third wave, 
3
, 1.2631 percent).
The standard deviation of the error term  reects the heterogeneity of the rms partic-
ipating in the SSBS so that it is rather surprising that the precision of the quantication
is quite low. The heterogeneity of sales growth rate was largest in the second quarter of
1994, which might simply reect that rms had to get used to the SSBS questionnaire.
Interestingly, heterogenity of growth rates was lowest in the fourth quarter of 1996 (11th
wave, 1.4122 percent) and hence coincides with a remarkable increase in the sales growth
rates.
Figure 1: Quantied Sales Growth Rates and Corresponding Standard Errors
Quantied sales growth rates vary considerably across the period of investigation. There
are two reasons for this pattern: (i) expansion factors have not been attached to the indi-
vidual respondents and (ii) the gures have not been seasonally adjusted. The rst issue
20
The corresponding asymptotic standard errors for  were obtained using the `Delta'{method (Greene
1997, ch.6.7.5). All estimation results displayed in this paper are obtained using our own procedure pro-
grammed for the standard software package STATA6.0. The program code (implemented as an `ADO'{
le) can be downloaded from the internet at ftp://ftp.zew.de/quant.ado. GAUSS les can be down-
loaded from ftp://ftp.zew.de/quant.prg. The standard software package LIMDEP allows for ordered
probit estimation with known thresholds without requiring its own programming eorts.
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can easily be implemented in maximum likelihood procedures,
21
the second topic can be
tackled using familiar seasonal adjustment methods.
22
In order to keep things as simple
as possible, both issues are not considered here.
Table 3 displays estimation results of the extended model. In addition to the set of the
wave dummy variables, we include control variables for observable rm heterogeneity.
These variables include two rm size dummy variables (1{50 and over 100 employees with
rms that have between 51 and 100 employees serving as the base category), a dummy
variable for Eastern Germany and nine sector dummy variables (the sectors listed in sec-
tion 2 have waste and sewage disposal as a base category). A comparison of both results
shows only slight and unsystematic eects on the quantied sales growth rates. The stan-
dard errors ^
t
of the quantied sales growth rates, however, are considerably reduced as
displayed in Figure 2.
23
In order to retain the visibility of the rm size, the regional and
the sector aÆliation eect, Table 3 directly displays the coeÆcients of the wave dummy
and the observable rm heterogeneity variables and not, as in Table 2, the values of .
The coeÆcients related to the mean function are all signicantly dierent from zero at
the one percent signicance level except for the wave dummy variable related to the 12th
wave, which is insignicant, and for the dummy variable for technical planning, which is
signicant at the ten percent level only.
The estimation results for the mean function indicate that larger rm are more likely to
grow than smaller rms. Eastern German rms usually have smaller sales growth rates
than their Western German competitors. Growth rates are smallest for Management con-
sultancy and Computer services, and are smallest for Architecture.
The estimation results for the conditional variance indicate that the heterogeneity of the
business development is largest in a rm with 50{100 employees; a U{shaped eect of
rm size on the variance is present. Eastern German rms do not signicantly dier from
their Western German competitors in the variation of survey answers. The variability of
survey responses is smallest for tax consultants and largest for advertising rms.
The wave, size class and sector dummies are also jointly highly signicant both in the
conditional mean and the conditional variance.
The additional explanatory variables in the mean and in the variance are highly signi-
cant from zero as a Likelihood ratio test shows (
2
12
= 985:91 with critical values 18.55,
21.03 and 26.22 at the 10, 5 and 1 percent signicance level, respectively).
21
The STATA{ADO le, which can be downloaded from the internet allows the inclusion of such
expansion factors.
22
See Kaiser and Buscher (1999) for a suggestion to seasonally adjust short{time series.
23
In order to maintain the comparability of results, the standard errors of the extended model displayed
in Figure 2 refer to a model that included the additional explanatory variables in the variance function
only.
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Coe. Std. err. Coe. Std. err.
Conditional mean Conditional variance

1
1.1908 0.1091 
1
-3.9195 0.4749

2
1.0514 0.0823 
2
-4.1742 0.3246

3
1.2316 0.0779 
3
-4.2467 0.3157

4
0.6651 0.0858 
4
-4.1990 0.3646

5
0.9444 0.0729 
5
-4.2522 0.2961

6
0.8623 0.0738 
6
-4.2812 0.2943

7
0.8928 0.0757 
7
-4.2719 0.3046

8
0.1986 0.0789 
8
-4.1720 0.3549

9
0.5213 0.0760 
9
-4.2144 0.3172

10
0.4308 0.0764 
10
-4.2487 0.3040

11
0.6338 0.0733 
11
-4.3643 0.2944

12
0.1386 0.0912 
12
-4.0956 0.4058

13
0.6804 0.0708 
13
-4.1760 0.2943

14
0.6899 0.0719 
14
-4.1571 0.3098

15
0.7328 0.0712 
15
-4.1911 0.3057

16
0.4996 0.0760 
16
-4.1188 0.3413

17
0.7974 0.0689 
17
-4.2776 0.2902

18
0.6820 0.0679 
18
-4.3242 0.2689

19
0.8658 0.0665 
19
-4.2869 0.2735

20
0.2961 0.0720 
20
-4.1966 0.3080

21
0.6567 0.0612 
21
-4.3067 0.2294

22
0.6767 0.0652 
22
-4.3146 0.2479

23
0.8908 0.0645 
23
-4.2660 0.2593

24
0.4377 0.0715 
24
-4.1738 0.3155

25
0.7576 0.0639 
25
-4.3276 0.2420
1{50 employees -0.1139 0.0303 1{50 employees 0.0687 0.0227
> 100 employees 0.1568 0.0380 > 100 employees 0.0530 0.0284
Eastern Germany -0.2943 0.0271 Eastern Germany -0.0317 0.0200
Comp. services 0.6142 0.0526 Comp. services 0.1021 0.0375
Tax cons. 0.3280 0.0471 Tax cons. -0.1528 0.0367
Management cons. 0.6515 0.0569 Management cons. 0.0950 0.0405
Architecture -0.3726 0.0491 Architecture -0.0501 0.0370
Technical advice -0.0781 0.0432 Technical advice -0.0366 0.0324
Advertising 0.2421 0.0580 Advertising 0.1745 0.0407
Vehicle rental 0.2529 0.0675 Vehicle rental 0.1657 0.0469
Machine rental 0.1742 0.0592 Machine rental 0.1561 0.0419
Cargo handling 0.2604 0.0493 Cargo handling 0.0045 0.0370
Table 3: Ordered Probit estimation results: extended model
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Figure 2: Comparison of Standard Errors of Quantied Sales Growth Rates
5 Specication Tests
As noted above, heteroscedasticity and non{normality of the standard error of the dis-
turbance term 
i
lead to inconsistent parameter estimates of the ordered probit model.
Tests for heteroscedasticity and non{normality can easily be implemented in applied em-
pirical work by initially calculated generalized residuals (Chesher and Irish, 1987) and
by then calculating the appropriate test statistics. The generalized residuals of a q{
categorical ordered probit model are given by:
^
G;q
i
= 
i
(

q
 x
0
i


i
) (

q+1
 x
0
i


i
)
(

q+1
 x
0
i


i
) (

q
 x
0
i


i
)
:
(5)
Let z
i
denote the vector of variables suspected of causing heteroscedasticity. The LM
test statistic for heteroscedasticity can then be obtained by linearly regressing the inter-
action terms ^
G
i
(x
i
) and (^
G
i
(x
i
))z
i
upon a vector of ones. The LM test statistic is N
times the uncentered R
2
of this auxiliary regression and is 
2
distributed with degrees of
freedom equal to the number of variables potentially causing heteroscedasticity.
It is straightforward to apply this type of test to our baseline model from Table 2 assum-
ing that rm size, sector and regional aÆliation may cause heteroscedastistiy. Since our
control variables for unobserved rm heterogeneity include dummy variables only, we just
obtain 37 dierent generalized residuals (25 wave dummies, 9 sector dummies, 2 size class
dummies and 1 dummy for Eastern Germany) so that this type of test does not make
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much sense. If additional information such as the number of employees in absolute term
is available, a test for heteroskedasticity as sketched above can simply be calculated.
An alternative test for heteroscedasticity is readily available by comparing the log{likelihood
value of the baseline model with the model including the rm heterogeneity variables in
the variance (but not in the mean) function. A simple Likelihood ratio test can then
be performed. It turns out that the rm heterogeneity variables are jointly highly sig-
nicantly dierent from zero in the variance function, which implies that these variables
cause unobserved heteroscedasticity.
Another main source of criticism of the Carlson and Parkin (1975) method is their as-
sumption of normally distributed price expectations | or, equivalently, non{normal error
terms | which Carlson (1977) himself found to be non{normal. In this context, it seems
advisable to test for the distribution of respondents' sales assessments. This test can be
performed as well by using an auxiliary regression of the interaction terms ^
G
i
x
i
, ^
G
i
(x
i
)
2
and ^
G
i
(x
i
)
3
on a vector of ones. The corresponding LM test statistic is 
2
distributed
with two degrees of freedom. The coeÆcient related to the term ^
G
i
(x
i
)
2
corresponds to
skewness, the term ^
G
i
(x
i
)
3
corresponds to kurtosis.
Unfortunately, such normality tests are infeasible if heteroscedasticity is present as indi-
cated by simulation results by Davidson and MacKinnon (1992).
This reveals issues for future research, e.g. quantication in a non-parametric setting
where the distribution is based on a kernel density estimation. Based on earlier nd-
ings of non{normal error terms, such as that by Carlson (1977), it seems likely that
normality has to be rejected quite often in practice. It therefore seems advisable to non{
parametrically estimate the link function F . This issue, however, has to be left to further
research.
6 Conclusion
This paper reviews the probably most important technique to quantify qualitative survey
data: the quantication method proposed by Carlson and Parkin (1975). We interpret
their methodology in an ordered probit context and show that respondent{specic vari-
ables can be easily implemented in this type of estimation approach. The ordered probit
model is particularly simple to apply since it is included in standard econometric software
packages such as LIMDEP and STATA.
Using data taken from a quarterly business survey in the German business{related ser-
vices sector, we demonstrate that the inclusion of such rm{specic variables such as
regional and sectoral aÆliation or rm size may substantially reduce the inaccuracy of
the standard error of the quantied variables.
Quantication by means of an ordered probit model also enables the analyst to test
for signicant eects of rm size for example, on survey responses and on their vari-
ability. Moreover, tests for mispecication such as non{normality of the error term or
heteroscedasticity which lead to inconsistent parameter estimates can be implemented
using standard econometric software packages.
Although the pace of the development of quantication techniques has slowed down re-
markably within recent years, there still are avenues for further research. An important
14
aspect in this context is to non{parametrically estimate the distribution function, linking
individual survey responses to the quantied value. This issue will be discussed in our
further research.
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