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We study the second-order nonlinear optical response of a Weyl semimetal (WSM), i.e. a three-
dimensional metal with linear band touchings acting as point-like sources of Berry curvature in
momentum space, termed “Weyl-Berry monopoles”. We first show that the anomalous second-order
photocurrent of WSMs can be elegantly parametrized in terms of Weyl-Berry dipole and quadrupole
moments. We then calculate the corresponding charge and node conductivities of WSMs with either
broken time-reversal invariance or inversion symmetry. In particular, we predict a dissipationless
second-order anomalous node conductivity for WSMs belonging to the TaAs family.
I. INTRODUCTION
Recent years have witnessed momentous interest in
the linear response of topological materials to external
probes [1, 2]. In particular, many crystals harbor hot
spots of non-vanishing Berry curvature in the Brillouin
zone (BZ) [1, 2], whose existence is guaranteed by either
broken inversion symmetry or broken time-reversal sym-
metry. In the latter case, the crystal displays the anoma-
lous Hall effect [2]. In the former case, it has been shown,
that two-dimensional crystals with broken inversion sym-
metry manifest the valley Hall effect [3–11]. In this case,
no net charge flows in response to an electric field, but
charge-neutral transverse valley currents propagate mi-
crons aways from the current injection path yielding large
non-local electrical signals [5–9].
These concepts have been introduced in the context
of linear response theory [12] and, to the best of our
knowledge, existing experiments probing topological ef-
fects have mainly been carried out in the linear response
regime. It is therefore natural to try and understand
what are the implications of a topological band struc-
ture on nonlinear transport and optics. A few pioneering
works in this direction have recently appeared in the lit-
erature [13–23].
One of the simplest possible nonlinear optical effects
occurring in a solid is that of rectified currents, also
known as dc photocurrents or photogalvanic currents [24–
27]. In nonlinear optics [28], indeed, a dc current can ap-
pear in response to an oscillating electric field, when one
analyzes the response of a crystal up to (at least) second
order in the applied field. At this order of perturbation
theory, dc photocurrents are the result of “injection” [24–
27], “shift” [24, 25, 27], and “anomalous” [13, 14] contri-
butions. Interestingly, all of these three contributions
may reveal subtle topological effects. In the literature,
the injection current contribution is often termed “circu-
lar photocurrent” because a) it can only occur in response
to circularly polarized light and b) it flips sign when the
helicity of light changes sign.
The anomalous contribution to the dc photocurrent
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FIG. 1: (Color online) The simplest possible distributions
of momentum-space Weyl-Berry monopoles in a 3D Weyl
semimetal. The cones represent the low-energy band struc-
ture plotted as a function of kx and kz, for ky = 0. Each
crossing (Weyl node) acts as a “Weyl-Berry monopole” in
momentum space, i.e. a point-like source of Berry curvature.
The color code indicates the chiral charge χ = ±1 of each
node. Panels (a) and (b) refer to crystals with a finite Weyl-
Berry dipole and quadrupole, respectively. In the former case,
time-reversal symmetry is broken. In the latter, inversion
symmetry is broken. Note that WSMs with broken inversion
symmetry come with a minimum of four nodes.
is called so because it stems from the anomalous veloc-
ity [29, 30], which is controlled by Berry curvature. As we
demonstrate below, in the clean limit also the anomalous
contribution yields a circular photocurrent with proper-
ties a) and b).
In this work we analyze the anomalous current con-
tribution to the dc photocurrent in Weyl semimetals
(WSMs). These are recently discovered materials [31–35]
with robust linear band crossings in the BZ. Each cross-
ing is usually called “Weyl node” and can be identified
by its chirality [31–35]. Weyl nodes act as monopoles in
momentum space [31–35]. Indeed, a Weyl node located
at k = 0 in the BZ produces a Berry curvature that obeys
the following relation: (∂/∂k) ·Ω(χ)± (k) = ±2piχδ(3)(k),
where ± denotes conduction/valence band states and
χ = ± is the Weyl-node chirality. Similarly to the case
of a point-like electrical charge, this implies a power-law-
decaying Berry curvature Ω
(χ)
± (k) = ±χk/(2k3), with χ
playing the role of an effective charge. In crystals with
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2either broken time-reversal symmetry or broken inver-
sion symmetry, Weyl nodes comes always in pairs with
opposite chirality [31–35]. The total effective charge of
the associated distribution of Weyl-Berry monopoles in
the BZ is therefore zero. However, WSMs can carry a
discrete distribution of Weyl-Berry monopoles with an
associated non-vanishing higher-order multipole, such as
a dipole or a quadrupole moment—see Fig. 1. Here, we
are interested in type-I WSMs [31–35] where only elec-
trons or hole pockets exist at the Fermi energy. In cen-
trosymmetric WSMs with broken time-reversal symme-
try [36–38], for example, a non-vanishing Weyl-Berry
dipole exists in the BZ. The simplest case is that in which
N = 2 Weyl nodes [33, 39] separated by a vector 2b occur
in the BZ—see Fig. 1(a). In such a system, an anoma-
lous Hall current ∝ b × E [40–42] flows transversally to
the applied electric field E in the linear-response regime.
On the other hand, in (time-reversal-invariant) WSMs
with broken inversion symmetry [43–48], the first non-
vanishing multipole is the Weyl-Berry quadrupole. The
simplest example is that of a WSM with N = 4 Weyl
nodes [33, 39] in the BZ—see Fig. 1(b).
Theoretically, the topological properties of the
injection-current-rate contribution to the circular pho-
tocurrent in WSMs have been highlighted in Refs. [18–
21]. Experimentally, a very strong second-harmonic gen-
eration signal has been reported in WSMs with broken
inversion symmetry [22]. Very recently, the photocur-
rent response of TaAs to circularly polarized mid-infrared
light has been measured in Ref. [23]. We now proceed
to highlight the topological and geometrical features of
the anomalous contribution to dc photocurrents in type-I
WSMs.
II. THEORY AND METHOD
In this work we are interested in dc photocurrents in
response to light with frequency ωτ  1, where τ is the
shortest time scale associated with extrinsic effects (scat-
tering of electrons against disorder, phonons, etc). The
Hamiltonian we set out to study is Hˆ(t) = Hˆ0− Pˆ ·E(t).
The first term (Hˆ0) is the WSM Hamiltonian, while the
second term describes the interaction of electrons with
light, as described by a uniform time-dependent electric
field E(t). The electric polarization (electronic dipole
moment per unit volume) operator is (see Appendix A)
Pˆ = e
∑
n,k
aˆ†n(k)
[
i
∂aˆn(k)
∂k
+
∑
m
Anm(k)aˆm(k)
]
. (1)
Here, aˆ†n(k) (aˆn(k)) creates (annihilates) an electron in
the Bloch state |unk〉 with energy En(k) and Anm(k) ≡
i〈unk|∂umk/∂k〉. Notice that
∑
k ≡
∫
d3k/(2pi)3.
The macroscopic polarization P (t) = 〈Ψ0|Pˆ |Ψ0〉 ≡
〈Pˆ 〉 is obtained from the average of Pˆ over the ground
state |Ψ0〉. The time dependence originates from the
quantum equation of motion. From the macroscopic po-
larization, one can calculate the macroscopic charge cur-
rent, J(t) = ∂P (t)/∂t, i.e.
J(t) = e
∑
n,m,k
Anm(k)∂ρnm(k)
∂t
+ e
∑
n,k
∂ζnn(k)
∂t
, (2)
where ρnm(k) ≡ 〈aˆ†n(k)aˆm(k)〉 are the elements of
the density matrix and ζnm(k) ≡ i〈aˆ†n(k)∂aˆm(k)/∂k〉.
Equation (2) is non-perturbative in the strength of
the applied electric field E(t). We note that, at the
equilibrium and in the absence of an external elec-
tric field, ρnm(k) = δnmnF(En(k)) and 2ζnm(k) =
δnm∂nF(En(k))/∂k, where nF(En(k)) is the Fermi dis-
tribution function. After lengthy but straightforward al-
gebra (see Appendix B), we find that the charge current
can be written as the sum of intra- and inter-band con-
tributions, i.e. J(t) = J intra(t) + J inter(t), with
J intra(t) = −e
2
~
E(t) ·
∑
n,k
∂Rn(k)
∂k
+
∑
n,k
e
~
∂En(k)
∂k
ρnn
− e
2
~
E(t)×
∑
n,k
Ωn(k)ρnn (3)
and
J inter(t) = −e
2
~
∑
n6=m,k
ρnmDˆmn(k)E(t) ·Anm(k)
+ e
∑
n 6=m,k
Anm(k)∂ρnm
∂t
. (4)
Here, Ωn(k) = ∂/∂k×Ann(k) is the Berry curvature [1]
and Rn(k) = Ann(k)ρnn(k) + ζnn(k). In Eq. (4) we
have introduced the generalized derivative Dˆnm(k) =
∂/∂k + i[Ann(k) −Amm(k)]. With the aid of the non-
perturbative results (3)-(4) one can study all nonlin-
ear effects in arbitrary crystals, in the non-interacting
limit [49]. In second-order perturbation theory, the sec-
ond term in Eq. (3) contributes to the injection-current-
rate [27]. At the same order, the first term in the right-
hand side of Eq. (4) contributes to the shift current,
which will be the subject of another work. Finally, the
contribution to the photocurrent due to the second term
in the right-hand side of Eq. (4) vanishes.
In this work, we focus on the anomalous photocurrent,
i.e. the third term in Eq. (3). We find that the anoma-
lous contribution to the second-order current reads as
following: (see Appendix C)
J (2)(ωΣ) = −i e
3
2~2
∫
d3k
(2pi)3
∑
n
nF(En(k))
×
{E(ω1)
ω1
· ∂
∂k
[E(ω2)×Ωn(k)] + ω1 ↔ ω2
}
, (5)
where ωΣ ≡ ω1 + ω2, E(ω) is the Fourier transform of
a single-frequency external electric field. Eq. (5), which
3is the first important result of this work, describes the
anomalous contribution to all second-order nonlinear op-
tical effects, like dc photocurrents, second-harmonic gen-
eration, sum- and difference-frequency phenomena, etc.
In writing Eq. (5) we have enforced the intrinsic per-
mutation symmetry [50]—i.e. the symmetry under the
permutation ω1 ↔ ω2.
The second-order anomalous contribution to the dc
photocurrent can be calculated by setting ω1 = −ω2 =
ω > 0 and ωΣ = 0 in Eq. (5). Straightforward algebraic
manipulations yield (see Appendix D)
J (2)(0) =
e3
2h2ω
∫
d3k
2pi
∑
n
nF(En(k))
[
F(ω) ∂
∂k
·Ωn(k)
−F(ω) · ∂Ωn(k)
∂k
−F(ω)×
(
∂
∂k
×Ωn(k)
)]
,
(6)
where F(ω) = iE(ω) × E∗(ω) is a real-valued field ori-
ented along the direction of propagation of light. Eq. (6)
is the second important result of this work. It yields a
vanishing anomalous second-order current for a linearly-
polarized external field. (In this case indeed, E(ω) ‖
E∗(ω) which implies F(ω) = 0.) We conclude that
a second-order anomalous current can emerge only in
response to a circularly-polarized laser, in analogy to
the injection-current-rate contribution [18, 27, 51]. The
above relation is in contrast with the intrinsic quantum
nonlinear Hall current introduced in Ref. [14] because it
predicts a vanishing second-order anomalous current in
response to a linearly polarized electric field. We believe
that this inconsistency originates from the intrinsic per-
mutation symmetry [50], which we have correctly taken
it into account while it was missed by the authors of
Ref. [14].
Note that Eq. (6) is well-defined even in the absence of
extrinsic effects (e.g. disorder). In this sense, it conceptu-
ally differs from conventional circular photocurrents de-
rived from injection-current-rate-type contributions [18–
21, 23–25, 27], which are proportional to the momentum
relaxation time, τ , [51]. Therefore, one can roughly write
|J (2)injection(0)|/|J (2)anomalous(0)| ∼ ωτ where τ stands for the
relaxation time and ω is the driving field (incident laser)
frequency. This relation implies that by considering a
finite value of τ , the anomalous dc-current dominates in
the low-frequency regime, while at high frequency the in-
jection current is the leading contribution. In any case,
the inclusion of disorder is well beyond the scope of our
Article. Finally, Eq. (6) reveals very interesting topo-
logical and geometrical features. It depends only on the
momentum-space divergence, curl, and gradient of the
Berry curvature, Ωn(k). In time-reversal symmetric sys-
tems, the anomalous charge current vanishes at the lin-
ear response level because of the odd symmetry of the
Berry curvature under time reversal. This implies that
the second-order anomalous dc current is the leading con-
tribution because all derivatives of Berry curvature with
respect to momentum are even functions of k.
III. THEORY OF ANOMALOUS CIRCULAR
PHOTOCURRENTS IN WSMS
We start by evaluating the single-monopole contribu-
tion to the anomalous dc photocurrent at zero temper-
ature. For a single Weyl-Berry monopole located at
k = b, the Berry curvature field is give by Ω
(χ)
n=±(k) =
nχ(k − b)/2|k − b|3. The curl of the Berry curvature
vanishes, i.e. ∂/∂k×Ω(χ)n (k) = 0. On the other hand, as
repeatedly emphasized earlier, its divergence is a topo-
logical quantity that depends on the effective charge χ:∫
d3k
2pi
∂
∂k
·Ω(χ)n (k)nF(En(k)) = nχfn(k(
χ)
F ) , (7)
where n = ±1, En(k) = ±~v|k − b|, k(χ)F is the node
Fermi wave number, and fn(x) ≡ (1−n)/2+nΘ(x) with
Θ(x > 0) = 1 and Θ(x ≤ 0) = 0. In the definition of
conduction/valence band energies E±(k), v is the Weyl
fermion’s velocity.
Finally, also the gradient of Ω
(χ)
n (k) contains a topo-
logical term related to the effective charge:∫
d3k
2pi
∂Ω
(χ)
n (k)
∂k
nF(En(k)) = nχ
[
fn(k
(χ)
F )
3
1
−Mn(b, k(χ)F )
]
, (8)
where 1 is the 3 × 3 identity matrix and Mn(b, k(χ)F ) is
a traceless rank-two tensor that depends on k
(χ)
F and the
direction of b. Its components are defined by
Mn,αβ(b, k(χ)F ) =
∫
d3k
4pi
nF(En(k))
× 3(k − b)α(k − b)β − |k − b|
2δαβ
|k − b|5 . (9)
We now introduce the single-Weyl-node second-order
anomalous conductivity σ
(2)
(χ,b);αβ(ω) in such a way that
the single-node dc photocurrent is given by J
(2)
(χ,b);α(0) =∑
β σ
(2)
(χ,b);αβ(ω)Fβ(ω). We find
σ
(2)
(χ,b)(ω) =
χe3
2h2ω
{
2[2Θ(k
(χ)
F )− 1]
3
1 +Mcv(b, k(χ)F )
}
(10)
with Mcv(b, k(χ)F ) ≡ M+(b, k(
χ)
F ) −M−(b, 0) for an
electron-doped WSM. For a hole-doped WSM one has an
identical final result forMcv due to particle-hole symme-
try. We note that the single-node second-order conduc-
tivity (10) is proportional to χ and therefore topological
in nature. This feature is protected as long as inter-node
scattering is neglegible [52]. The tensor Mcv brings in
a geometrical dependence. It is possible to show that
for a Weyl-Berry monopole at the origin, i.e. for b = 0,
Mcv(0, k(χ)F ) = 0. This implies that the definition of the
4Mcv(b, k(χ)F ) tensor is ambiguous as it depends on the lo-
cation of the origin. This ambiguity, which is well-known
in electrostatics when one defines electrical multipoles, is
lifted when one considers a discrete distribution of chiral
monopoles, as we show later.
For a single Weyl node located at an arbitrary position
(except for the origin) in the kˆx-kˆz plane, i.e. at b =
b[kˆx cos(φ) + kˆz sin(φ)], we find (see Appendix E)
Mcv(b, k(χ)F ) = N (k(
χ)
F /b)
×
1 + 3 cos(2φ) 0 3 sin(2φ)0 −2 0
3 sin(2φ) 0 1− 3 cos(2φ)
 (11)
where N (x) = [(1 − x)3Θ(x − 1)Θ(2 − x) − 1]/6 and
N (0) = −1/6. The explicit form of N (x) implies
that doping-induced corrections appear only in the limit
k
(χ)
F > b. Since usually k
(χ)
F  b, we can safely evaluate
Mcv(b, k(χ)F ) for k(
χ)
F /b = 0.
We now proceed to evaluate charge and node anoma-
lous photocurrents for the discrete distributions of Weyl-
Berry monopoles illustrated in Fig. 1. Given such a dis-
tribution of N monopoles located at positions k = bi
with effective charge χi, we can define the Weyl-Berry
dipole and quadrupole moments:
Dα =
N∑
i=1
χibi,α ,
Qαβ =
N∑
i=1
χi(3bi,αbi,β − b2i δαβ) , (12)
where bi,α denotes the α-th Cartesian component of the
vector bi and b
2
i ≡
∑
α b
2
i,α. We note that, upon shift-
ing the origin of momentum space by a vector K, i.e. by
shifting bi → bi + K, the dipole and quadrupole mo-
ments undergo the following changes: D → D + CK
and Qαβ → Qαβ + 3(DαKβ + DβKα) − 2D · Kδαβ +
C(3KαKβ −K2δαβ). Here, C =
∑
i
χi is the total chiral
charge, which, as stated above, is guaranteed to be zero
in a WSM. For the pure quadrupole in Fig. 1(b), also the
associated total dipole D vanishes. We therefore con-
clude that the pure dipole and quadrupole moments in
Fig. 1 are invariant under shifts of the origin.
In an undoped WSM with broken time-reversal
symmetry—Fig. 1(a)—the second-order charge conduc-
tivity vanishes after summing over the two Weyl nodes,
i.e. σ(2),c(ω) =
∑2
i=1 σ
(2)
(χi,bi)
(ω) = 0 for b1 = −b2 =
bkˆx and χ1 = −χ2 = χ. However, the second-order
node conductivity is finite and given by σ(2),n(ω) =∑2
i=1(χi/e)σ
(2)
(χi,bi)
(ω) = [e2/(ωh2)]diag[0, 1, 1]. This im-
plies that the second-order node current in WSMs with
broken time-reversal symmetry is along F(ω) and per-
pendicular to the dipole vector D in Eq. (12),
σ
(2),n
αβ (ω) = −
e2
h2ω
kˆα ·
(
Dˆ × [Dˆ × kˆβ ]
)
. (13)
kx
kz
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FIG. 2: A cartoon representing the N = 24 nodes of TaAs-
based WSMs, as distributed in three parallel crystal planes in
the BZ [46, 47]. Red and blue colors indicate opposite chiral
charge, χ = ±. The node located at b = b0,xkˆx − b0,zkˆz,
whose chirality is χ, is specified by a dashed yellow circle.
Notice that the laboratory, position-space, and
momentum-space frames have been set to be the
same.
For an undoped WSM with broken inversion symmetry
described by the Weyl-Berry quadrupole in Fig. 1(b) we
find
σ(2),c(ω) =
4∑
i=1
σ
(2)
(χi,bi)
(ω) = − 2e
3
h2ω
Q
d2
, (14)
where d = 2
√
b2x + b
2
y is the diagonal of the rectangle in
Fig. 1(b). The explicit form of the quadrupole tensor
(12) reads as Q = χSQˆ,where Qˆ =
∑
ij Qˆijkˆikˆj is a
dyadic tensor with Qˆxz = Qˆzx = 1 and Qˆij = 0 other-
wise. Here, S = 4bxbz is the rectangle area and χ is the
chirality of the node located at b = bxkˆx − bzkˆz mea-
sured from the rectangle center. Since all the diagonal
elements of the quadrupole tensorQ are zero, the anoma-
lous charge photocurrent is transverse to F(ω). Finally,
note that when bx or bz vanish, Weyl nodes morph into
doubly-degenerate Dirac crossings [33]. In this case, Q
and σ(2),c(ω) vanish. The second-order node conductiv-
ity is also finite and given by
σ(2),n(ω) =
e2
h2ω
{
1 + nˆnˆ− gnˆ× Qˆ
}
, (15)
where g = (b2x − b2z)/(b2x + b2z) is a measure of the
momentum-space anisotropy, nˆ = kˆy is a unit vector
perpendicular to the plane of the rectangle in Fig. 1(b).
Using dyadic algebra, it is possible to show that both
nˆnˆ and nˆ × Qˆ [53] are diagonal tensors and therefore
the second-order anomalous node photocurrent in WSMs
with broken inversion symmetry is longitudinal.
IV. DISCUSSION AND CONCLUSION
In terms of actual materials, few WSMs with broken
time-reversal symmetry have been studied experimen-
5tally. The authors of Ref. [54] have studied magnetic
lanthanide half-Heusler compounds. However, in these
materials, also inversion symmetry is broken and there-
fore the description of their physical properties goes be-
yond the theory developed here.
Time-reversal-invariant WSMs with broken inversion
symmetry include the TaAs family with tetragonal lat-
tice symmetry [33]. Their cubic BZ contains three paral-
lel layers of Weyl nodes, for a total of N = 24 nodes—see
Fig. 2. We set nˆ = kˆy as the unit vector perpendicular
to these planes. This monopole distribution respects two
mirror, one fourfold rotational symmetries and it is time-
reversal invariant. Each of these three layers contains
N = 8 nodes, which can be decomposed into two inde-
pendent quadrupoles with opposite orientation, ±Qi, for
consistency with the four-fold rotational symmetry. We
use i = −1, 0,+1 to label bottom, middle, and top planes,
respectively. We therefore immediately see that the total
Weyl-Berry quadrupole vanishes in pristine TaAs, imply-
ing no anomalous charge photocurrent. For the case of
the node photocurrent, however, our theory predicts a
second-order anomalous node conductivity
σ
(2),n
αβ (ω) =
Ne2
4h2ω
(δαβ + nˆαnˆβ) , (16)
where N = 24 is the number of nodes in the TaAs fam-
ily of WSMs. This is another important result of this
work. Note that the first-order anomalous node current
vanishes in WSMs with either broken time-reversal or
broken inversion symmetry (see Appendix F). In this re-
gard, the second-order anomalous node photocurrent is
the leading term. Similar techniques to those used in
Ref. [23] to measure the injection-current-rate contribu-
tion to the charge photocurrent can be used to probe the
node photocurrent and test the validity of Eq. (16).
Breaking the four-fold rotational symmetry of TaAs
by applying a uniaxial strain ε = diag[ε, 0, 0] perpen-
dicular to nˆ and neglecting Poisson’s ratio, we find a
finite anomalous second-order charge conductivity given
by (see Appendix G)
σ(2),c(ω) ≈ −ε 4e
3
h2ω
(
g0
Q0
d20
−
∑
i=±1
gi
Qi
d2i
)
, (17)
where di and gi are the equivalent of the single-
quadrupole quantities d and g defined earlier for Qi. For
TaAs [46], we typically have (b0,x, b0,z) ∼ (0.10, 1.85)A˚−1
and (b±,x, b±,z) ∼ (0.20, 1.15)A˚−1. Our theory therefore
predicts a non-vanishing anomalous charge conductivity
given by σ
(2),c
xz (ω) = σ
(2),c
zx (ω) ∼ −χεe3/(h2ω) where
χ is the chirality of the node in the middle plane lo-
cated at b = b0,xkˆx − b0,zkˆz. Considering τ ∼ 1ps
as a typical scattering time scale in a clean sample at
low temperature, from single-particle scattering mecha-
nisms induced by disorder, our theory can be used for
~ω > ~/τ ∼ 1meV. Since the anomalous nonlinear
conductivity scales as 1/ω, it is better to use a low-
frequency laser in order to achieve a stronger anomalous
photocurrent signal. Following Ref. [23] as an experi-
mental work, one may consider a mid-infrared scanning
photocurrent spectroscopy using a CO2 laser with fre-
quency ~ω0 ∼ 120 meV as the probe. Therefore, for 3%
of strain, we find |σ(2),cxz (ω0)| ∼ 1013 eV−2s−1.
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6Appendix A: The electronic polarization operator
We consider a system of independent spinless fermions in a crystal defined by a generic Hamiltonian H0. We
introduce Bloch states and band energies, H0φn(k, r) = En(k)φn(k, r), where k is the crystal wavevector and n is a
band index. As usual, each Bloch state can be written as φn(k, r) = 〈r|nk〉 = unk(r)eik·r, where unk(r) is a periodic
function of r. We assume that the system is subject to an external homogeneous and time dependent electric field
E(t), which we describe in the length gauge [26], i.e. by using a scalar potential of the form V (r, t) = −er · E(t).
Therefore, the second quantized Hamiltonian reads as following,
Hˆ(t) =
∫
dDr ψˆ†(r) [H0 − er · E(t)] ψˆ(r) , (A1)
where D is the dimensionality of the system and the field operator ψˆ(r) can be written in terms of Bloch-state
annihilation operators, aˆn(k), in the usual manner:
ψˆ(r) =
∑
n,k
aˆn(k)φn(k, r) . (A2)
Here, ∑
k
≡
∫
BZ
dDk
(2pi)D
, (A3)
where “BZ” is a shorthand for “Brillouin zone”. We introduce
〈nk|mk′〉 ≡
∫
dDr φ∗n(k, r)φm(k
′, r) = δnmδ(k − k′) , (A4)
〈nk|r|mk′〉 ≡
∫
dDr φ∗n(k, r)rφm(k
′, r) , (A5)
and the following useful identity
i
∂φn(k, r)
∂k
= ieik·r
∂unk(r)
∂k
− rφn(k, r) . (A6)
Also, we define the quantity Amn(k) as following
i
∂unk(r)
∂k
≡
∑
m
umk(r)Amn(k) . (A7)
We therefore have
i
∂φn(k, r)
∂k
=
∑
m
φm(k, r)Amn(k)− rφn(k, r) . (A8)
Multiplying both members of the previous equation by φ∗n′(k
′, r) and integrating over r we find:
i
∫
dDrφ∗n′(k
′, r)
∂φn(k, r)
∂k
=
∑
m
∫
dDrφ∗n′(k
′, r)φm(k, r)Amn(k)−
∫
dDrφ∗n′(k
′, r)rφn(k, r) . (A9)
Using Eq. (A4) we therefore conclude that
〈n′k′|r|nk〉 = An′n(k)δ(k − k′)− iδn′n ∂
∂k
δ(k − k′) , (A10)
with An′n(k) = i 〈un′k|∂unk/∂k〉 and Ann(k) coinciding with the usual Berry connection [1, 30]. By inserting
Eq. (A2) into Eq. (A1) and using Eq. (A10), we arrive at the following Hamiltonian
Hˆ(t) =
∑
n,k
En(k)aˆ
†
n(k)aˆn(k)− eE(t) ·
∑
n,m,k
Anm(k)aˆ†n(k)aˆm(k)
+ ieE(t) ·
∑
n,k,k′
aˆ†n(k)aˆn(k
′)
∂
∂k′
δ(k − k′) . (A11)
7After performing an integration by parts in the last term of the previous equation, we find
Hˆ(t) =
∑
n,k
En(k)aˆ
†
n(k)aˆn(k)− eE(t) ·
∑
n,m,k
Anm(k)aˆ†n(k)aˆm(k)− ieE(t) ·
∑
n,k
aˆ†n(k)
∂
∂k
aˆn(k) . (A12)
We can therefore rewrite the Hamiltonian in the following compact form, Hˆ(t) = Hˆ0 − Pˆ · E(t), where the electric
polarization operator is given by
Pˆ = e
∑
n,k
aˆ†n(k)
[
i
∂aˆn(k)
∂k
+
∑
m
Anm(k)aˆm(k)
]
. (A13)
Appendix B: Non-perturbative expression for the intra- and inter-band contributions to the charge current
From the time dependence of the macroscopic polarization P (t) = 〈Pˆ 〉, one can evaluate the macroscopic charge
current:
J(t) =
∂P (t)
∂t
= e
∑
k
∑
n
[
Ann(k)∂ρnn(k)
∂t
+
∂ζnn(k)
∂t
]
+
∑
m 6=n
Anm(k)∂ρnm(k)
∂t
 , (B1)
where ρnm(k) =
〈
aˆ†n(k)aˆm(k)
〉
and ζnm(k) = i
〈
aˆ†n(k)∂aˆm(k)/∂k
〉
.
We now need to derive equations of motion for the density matrix ρnm(k) and the quantity ζnm(k). To this end, we
utilize Heisenberg’s equation of motion, i~∂Aˆ/∂t = [Aˆ, Hˆ]. After straightforward calculations, we obtain the following
identities:
[aˆm(k), Hˆ] = Em(k)aˆm(k)− eE(t) ·
∑
p
Amp(k)aˆp(k)− ieE(t) · ∂
∂k
aˆm(k) , (B2)
[aˆ†n(k), Hˆ] = −En(k)aˆ†n(k) + eE(t) ·
∑
p
Apn(k)aˆ†p(k)− ieE(t) ·
∂
∂k
aˆ†n(k) . (B3)
Using these relations, we find
∂ρnn(k)
∂t
= −eE(t)
~
· ∂ρnn(k)
∂k
− ieE(t)
~
·
∑
m(6=n)
[Amn(k)ρmn(k)−Anm(k)ρnm(k)] (B4)
and
∂ζnn(k)
∂t
=
1
~
ρnn(k)
∂
∂k
[En(k)− eE(t) ·Ann(k)]− e~
∑
m(6=n)
ρnm(k)
∂
∂k
[E(t) ·Anm(k)]
− e
~
E(t) · ∂
∂k
ζnn(k)− i e~E(t) ·
∑
m( 6=n)
[Amn(k)ζmn(k)−Anm(k)ζnm(k)] . (B5)
Using the above results, we find∑
n
[
Ann(k)∂ρnn(k)
∂t
+
∂ζnn(k)
∂t
]
= −
∑
n
Ann(k)eE(t)~ ·
∂ρnn(k)
∂k
− i
∑
n
Ann(k)eE(t)~ ·
∑
m( 6=n)
[Amn(k)ρmn(k)−Anm(k)ρnm(k)]
+
∑
n
1
~
ρnn(k)
∂
∂k
[En(k)− eE(t) ·Ann(k)]
−
∑
n
e
~
∑
m(6=n)
ρnm(k)
∂
∂k
[E(t) · Anm(k)]
−
∑
n
e
~
E(t) · ∂ζnn(k)
∂k
− i
∑
n
e
~
E(t) ·
∑
m(6=n)
[Amn(k)ζmn(k)−Anm(k)ζnm(k)] . (B6)
8We also note the following useful identity:
∂
∂k
[E(t) ·Ann(k)] = E(t) · ∂
∂k
Ann(k) + E(t)×Ωn(k) , (B7)
where Ωn(k) = ∂/∂k ×Ann(k) is the Berry curvature. Inserting Eq. (B7) in Eq. (B6), we find∑
n
[
Ann(k)∂ρnn(k)
∂t
+
∂ζnn(k)
∂t
]
= −
∑
n
Ann(k)eE(t)~ ·
∂ρnn(k)
∂k
− i
∑
n
Ann(k)eE(t)~ ·
∑
m( 6=n)
[Amn(k)ρmn(k)−Anm(k)ρnm(k)]
+
∑
n
1
~
∂En(k)
∂k
ρnn(k)− e~
∑
n
[E(t)×Ωn(k)]ρnn(k)− e~
∑
n
ρnn(k)E(t) · ∂
∂k
Ann(k)
− e
~
∑
m(6=n)
∑
n
ρnm(k)
∂
∂k
[E(t) ·Anm(k)]
−
∑
n
e
~
E(t) · ∂ζnn(k)
∂k
− i e
~
E(t) ·
∑
m( 6=n)
∑
n
[Amn(k)ζmn(k)−Anm(k)ζnm(k)] . (B8)
At this stage, it is useful to introduce the quantity Rn(k) = Ann(k)ρnn(k) + ζnn(k). We find∑
n
[
Ann(k)∂ρnn(k)
∂t
+
∂ζnn(k)
∂t
]
= −eE(t)
~
·
∑
n
∂Rn(k)
∂k
+
∑
n
1
~
∂En(k)
∂k
ρnn(k)
− e
~
∑
n
[E(t)×Ωn(k)]ρnn(k)
− i
∑
n
Ann(k)eE(t)~ ·
∑
m( 6=n)
[Amn(k)ρmn(k)−Anm(k)ρnm(k)]
− e
~
∑
n
∑
m(6=n)
ρnm(k)
∂
∂k
[E(t) ·Anm(k)]
− i e
~
E(t) ·
∑
n
∑
m( 6=n)
[Amn(k)ζmn(k)−Anm(k)ζnm(k)] . (B9)
By considering the exchange of dummy band indices, m↔ n, it is easy to see that the last term on the right-hand side
of the previous equation vanishes. We can now collect together in a compact fashion all the inter-band terms on the
right-hand side of Eq. (B9) by introducing the following generalized derivative: Dˆmn(k) = ∂/∂k+i[Amm(k)−Ann(k)].
We find ∑
n
[
Ann(k)∂ρnn(k)
∂t
+
∂ζnn(k)
∂t
]
= −eE(t)
~
·
∑
n
∂Rn(k)
∂k
+
1
~
∑
n
∂En(k)
∂k
ρnn(k)
− e
~
∑
n
[E(t)×Ωn(k)]ρnn(k)
− e
~
∑
m 6=n
ρnm(k)Dˆmn(k)E(t) ·Anm(k) , (B10)
where we have introduced the shortand
∑
m 6=n 7→
∑
n
∑
m( 6=n). By considering Eqs. (B1) and Eq. (B10) we immedi-
ately find Eqs. (3) and (4) in the main text.
9Appendix C: Proof of Eq. (5)
Introducing the zeroth-order contribution ρ
(0)
nm(k) = δnmnF(En(k)) to the density matrix, and the first-order
contribution ρ
(1)
nm(k), we find the first- and second-order anomalous (i.e. Berry-curvature-controlled) contributions to
the current response:
J (1)(t) = −e
2
~
E(t)×
∑
nk
Ωn(k)nF(En(k)) (C1)
and
J (2)(t) = −e
2
~
E(t)×
∑
nk
Ωn(k)ρ
(1)
nn(k) . (C2)
In the frequency domain, we have
J (1)(ω) = −e
2
~
∑
nk
E(ω)×Ωn(k)nF(En(k)) (C3)
and for a single-frequency driving electric field we end up with
J (2)(ωΣ) = − e
2
2~
∑
n,k
{
E(ω1)×Ωn(k)ρ(1)nn(k, ω2) + ω1 ↔ ω2
}
, (C4)
where ωΣ = ω1 + ω2. The first-order contribution to the (intra-band) density matrix can be immediately found from
Eq. (B4):
∂ρ
(1)
nn(k)
∂t
= −eE(t)
~
· ∂ρ
(0)
nn(k)
∂k
, (C5)
or, in the frequency domain,
ρ(1)nn(k, ω) = −
i
ω
e
~
E(ω) · ∂nF(En(k))
∂k
. (C6)
The anomalous contribution to the second-order current therefore reads
J (2)(ωΣ) = i
e3
2~2
∑
n,k
[
E(ω1)×Ωn(k)E(ω2)
ω2
· ∂nF(En(k))
∂k
+ ω1 ↔ ω2
]
. (C7)
Integrating by parts, we finally reach the desired result:
J (2)(ωΣ) = −i e
3
2~2
∑
n,k
nF(En(k))
{E(ω1)
ω2
· ∂
∂k
[E(ω2)×Ωn(k)] + ω1 ↔ ω2
}
. (C8)
Note that the boundary term stemming from the integration by parts vanishes because of the vanishing of the Fermi
function at infinity. In this work we use a continuum low-energy description and lattice effects related to the presence
of a finite-size BZ zone have been neglected.
Appendix D: Proof of Eq. (6)
The anomalous second-order contribution to the dc photocurrent was found to be
J (2)α (0) =
e3
~2ω
∫
d3k
(2pi)3
∑
n
∑
βγδ
αγδIm
{Eβ(ω)E∗γ (ω)} ∂Ωn,δ(k)∂kβ nF(En(k)) . (D1)
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We decompose the electric field product in symmetric and anti-symmetric parts:
Eβ(ω)E∗γ (ω) = Re
[Eβ(ω)E∗γ (ω)]+ 12 ∑
`
`βγ{E(ω)× E∗(ω)}` . (D2)
We therefore find
Im
{Eβ(ω)E∗γ (ω)} = −12 ∑
`
`βγF`(ω) (D3)
where F(ω) = iE(ω)× E∗(ω). Using Eq. (D3) in Eq. (D1) we find
J (2)α (0) = −
e3
2~2ω
∫
d3k
(2pi)3
∑
n
∑
βγδ`
αγδ `βγ F`(ω)∂Ωn,δ(k)
∂kβ
nF(En(k)) . (D4)
Using that
−
∑
γ
αγδ`βγ =
∑
γ
αδγ`βγ = δα`δδβ − δαβδδ` , (D5)
we find
J (2)(0) =
e3
2~2ω
∫
d3k
(2pi)3
∑
n
{
F(ω) ∂
∂k
·Ωn(k)− ∂
∂k
[F(ω) ·Ωn(k)]
}
nF(En(k)) . (D6)
Finally, exploiting the identity
∂
∂k
[F(ω) ·Ωn(k)] = F(ω) · ∂Ωn(k)
∂k
+F(ω)×
(
∂
∂k
×Ωn(k)
)
, (D7)
we obtain Eq. (6) in the main text:
J (2)(0) =
e3
2~2ω
∫
d3k
(2pi)3
∑
n
[
F(ω) ∂
∂k
·Ωn(k)−F(ω) · ∂Ωn(k)
∂k
−F(ω)×
(
∂
∂k
×Ωn(k)
)]
nF(En(k)) . (D8)
Appendix E: Proof of Eq. (11)
We remind the reader about the definition of Mn=±(b, kF) at zero temperature given in the main text:
Mn,αβ(b, kF) = 1
4pi
∫
d3k
3(k − b)α(k − b)β − |k − b|2δαβ
|k − b|5 Θ(nkF − n|k − b|) . (E1)
Let us choose b0 = bxˆ with b 6= 0. These are the non-vanishing elements of the tensor for a fully-filled valence band:
M−,xx(b0, 0) = 1
4pi
∫ ∞
0
k2dk
∫ 1
−1
d cos θ
∫ 2pi
0
dφ
3(k cos θ − b)2 − (k2 + b2 − 2kb cos θ)
(k2 + b2 − 2kb cos θ) 52 , (E2)
M−,yy(b0, 0) = 1
4pi
∫ ∞
0
k2dk
∫ 1
−1
d cos θ
∫ 2pi
0
dφ
3(k sin θ sinφ)2 − (k2 + b2 − 2kb cos θ)
(k2 + b2 − 2kb cos θ) 52 , (E3)
and
M−,zz(b0, 0) = 1
4pi
∫ ∞
0
k2dk
∫ 1
−1
d cos θ
∫ 2pi
0
dφ
3(k sin θ cosφ)2 − (k2 + b2 − 2kb cos θ)
(k2 + b2 − 2kb cos θ) 52 . (E4)
The above integrals can be performed analytically:
M−,xx(b0, 0) = 1
2
∫ ∞
0
k2dk
∫ 1
−1
dx
3(kx− b)2 − (k2 + b2 − 2kbx)
(k2 + b2 − 2kbx) 52
=
1
b3
∫ ∞
0
dkk2(1 + sign[b− k]) = 2
b3
∫ b
0
dkk2 =
2
3
(E5)
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M−,yy(b0, 0) =M−,zz(b0, 0) = 1
2
∫ ∞
0
k2dk
∫ 1
−1
dx
3/2k2(1− x2)− (k2 + b2 − 2kbx)
(k2 + b2 − 2kbx) 52
= − 1
2b3
∫ ∞
0
k2dk(1 + sign[b− k]) = − 1
b3
∫ b
0
k2dk = −1
3
. (E6)
In summary,
M−,xx(b0, 0) = 2
3
, M−,yy(b0, 0) =M−,zz(b0, 0) = −1
3
, M−,α 6=β(b0, 0) = 0 . (E7)
The contribution due to a partially-filled conduction band is:
M+,xx(b0, kF) = 1
2
∫ ∞
0
k2dk
∫ 1
−1
dx
3(kx− b)2 − (k2 + b2 − 2kbx)
(k2 + b2 − 2kbx) 52 Θ(kF −
√
k2 + b2 − 2kbx)
=
1
2
∫ ∞
0
k2dk
∫ 1
x0
dx
3(kx− b)2 − (k2 + b2 − 2kbx)
(k2 + b2 − 2kbx) 52 Θ(1− x0)Θ(x0 + 1) , (E8)
where x0 = (k
2 + b2 − k2F)/(2kb). After performing the integration over x and k, we find
M+,xx(b0, kF) = 2
3
(
1− kF
b
)3
Θ(kF − b)Θ(2b− kF) . (E9)
For the other tensor elements we find
M+,yy(b0, kF) =M+,zz(b0, kF) = −1
2
M+,xx(b0, kF), M+,α 6=β(b0, kF) = 0 . (E10)
In summary, considering Eqs. (E7) and (E10), we have
Mcv,xx(b0, kF) = −2Mcv,yy(b0, kF) = −2Mcv,zz(b0, kF) = 2
3
{(
1− kF
b
)3
Θ(kF − b)Θ(2b− kF)− 1
}
. (E11)
We now use a rotation around the kˆy axis in order to transform the vector b0 onto a generic vector b ≡ R(φ)b0 =
b[kˆx cos(φ) + kˆz sin(φ)] lying in the kˆx-kˆz plane. Here,
R(φ) =
cos(φ) 0 − sin(φ)0 1 0
sin(φ) 0 cos(φ)
 . (E12)
Accordingly, Mcv(b, kF) = R(φ)Mcv(b0, kF)RT(φ). This immediately leads to Eq. (11) in the main text.
Appendix F: On the linear-response charge and node conductivities
Starting from Eq. (C3), we can introduce anomalous charge and node linear-response conductivities: J
(1),c/n
α (ω) =∑
β σ
(1),c/n
αβ Eβ(ω). At zero temperature and zero doping, the anomalous first-order charge conductivity reads as
following,
σ
(1),c
αβ = −
e2
~
∑
γ
αβγ
∫
d3k
(2pi)3
N∑
i=1
Ω
(χi)
−,γ (k) , (F1)
where N indicates the total number of Weyl nodes. We can also introduce, in analogy to the valley conductivity in
two-dimensional materials, the anomalous first-order “node” conductivity:
σ
(1),n
αβ = −
e
~
∑
γ
αβγ
∫
d3k
(2pi)3
N∑
i=1
χiΩ
(χi)
−,γ (k) . (F2)
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For a single Weyl-Berry monopole located at k = b,
Ω
(χ)
n=±(k) = nχ
k − b
2|k − b|3 , (F3)
where n = ± indicates conduction/valence band states. We therefore need to evaluate the following integral:∫
d3k
k − b
|k − b|3 =
∫ ∞
0
k2dk
∫ 1
−1
d cos(θ)
∫ 2pi
0
dφ
(k cos θ − b)bˆ+ k sin θρˆ
(k2 + b2 − 2kb cos θ) 32 , (F4)
where ρˆ · bˆ = 0 and ∫ dφρˆ = 0 for symmetry. We therefore have [55]∫
d3k
k − b
|k − b|3 = 2pibˆ
∫ ∞
0
k2dk
∫ 1
−1
dx
kx− b
(k2 + b2 − 2kbx) 32
= −2pibˆ 1
b2
∫ ∞
0
k2dk {1 + sign[b− k]} = −4pibˆ 1
b2
∫ b
0
k2dk = −4pi
3
b . (F5)
Note that it has been shown in Ref. [41] that the numerical prefactor changes by a factor of 3 if one performs the
integral using a different regularization technique in cylindrical coordinates. Using Eq. (F5) and specializing to the
case of a single Weyl-Berry dipole D =
∑
i
χibi, like in Fig. 1(a) in the main text, we find
σ
(1),c
αβ = −
e2
6pih
∑
γ
αβγDγ , (F6)
σ
(1),n
αβ = 0 . (F7)
For the case of the Weyl-Berry quadrupole in Fig. 1(b), we find σ
(1),c
αβ = σ
(1),n
αβ = 0, because
∑4
i=1 bi =
∑4
i=1
χibi = 0 .
In the linear-response regime, node currents vanish in both cases of systems with a Weyl-Berry dipole and
quadrupole. In order to find a non-zero node current we need to go beyond the linear-response regime.
Appendix G: Anomalous circular photocurrent in strained TaAs-based WSMs
The TaAs family of WSMs contains N = 24 Weyl nodes distributed in three parallel crystal planes of the BZ. Each
of these layers includes N = 8 nodes, which can be decomposed in two independent quadrupoles with opposite sign,
depicted by dashed red and black rectangles in Fig. 2. The quadrupole tensor for the red (black) rectangle is denoted
by Qi (−Q′i) where i = −1, 0, 1 refers to the bottom, middle, and top layer, respectively. In this regard, the total
anomalous second-order charge conductivity is given by
σ(2),c(ω) = − 2e
3
h2ω
∑
i=−1,0,1
{
Qi
d2i
− Q
′
i
d′2i
}
, (G1)
where di = 2
√
b2i,x + b
2
i,z, d
′
i = 2
√
b′2i,x + b′
2
i,z, and
Qi = 4χbi,xbi,z
0 0 10 0 0
1 0 0
 , Q′i = 4χb′i,xb′i,z
0 0 10 0 0
1 0 0
 . (G2)
Here, χ is the chirality of the node in the middle plane located at b = b0,xkˆx − b0,zkˆz, which is denoted by a dashed
yellow circle in Fig. 2. By inserting Eq. (G2) in Eq. (G1), we obtain
σ(2),c(ω) = −χ 2e
3
h2ω
{
b0,xb0,z
b20,x + b
2
0,z
− b
′
0,xb
′
0,z
b′20,x + b′
2
0,z
−
∑
i=±
[
bi,xbi,z
b2i,x + b
2
i,z
− b
′
i,xb
′
i,z
b′2i,x + b′
2
i,z
]}0 0 10 0 0
1 0 0
 . (G3)
In a pristine sample of TaAs there is no strain and therefore the four-fold rotational symmetry of a tetragonal lattice
implies (b′i,x, b
′
i,z) = (bi,z, bi,x), yielding a vanishing anomalous second-order circular photocurrent. However, by
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straining the sample, one can break this rotational symmetry. Let us consider a uniaxial strain along the kˆx direction,
ε = diag[ε, 0, 0]. This modifies the momentum-space vectors bi and b
′
i:
bi,x → (1− ε)bi,x, bi,z → bi,z , (G4)
b′i,x → (1− ε)bi,z, b′i,z → bi,x . (G5)
Consequently,
bi,xbi,z
b2i,x + b
2
i,z
− b
′
i,xb
′
i,z
b′2i,x + b′
2
i,z
→ (1− ε)bi,xbi,z
(1− ε)2b2i,x + b2i,z
− bi,x(1− ε)bi,z
(1− ε)2b2i,z + b2i,x
≈ 2εb
2
i,x − b2i,z
b2i,x + b
2
i,z
bi,xbi,z
b2i,x + b
2
i,z
+O(ε2) . (G6)
Considering the definition of the quantities gi = (b
2
i,x − b2i,z)/(b2i,x + b2i,z), we finally reach the desired result
σ(2),c(ω) ≈ −ε 4e
3
h2ω
{
g0
Q0
d20
−
∑
i=±
g±
Q±
d2±
}
. (G7)
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