, we developed a fast sweeping method based on a hybrid local solver which is a combination of a discontinuous Galerkin (DG) finite element solver and a first order finite difference solver for Eikonal equations. The method has second order accuracy in the L 1 norm and a very fast convergence speed, but only first order accuracy in the L ∞ norm for the general cases. This is an obstacle to the design of higher order DG fast sweeping methods. In this paper, we overcome this problem by developing uniformly accurate DG fast sweeping methods for solving Eikonal equations.
Introduction
In this paper, we consider numerical solutions of the Eikonal equations |∇φ(x)| = f (x),
x ∈ Ω \ Γ, φ(x) = g(x),
x ∈ Γ ⊂ Ω, (1.1) where f (x) is a positive function and f (x) and g(x) are Lipschitz continuous, Ω is a computational domain in R d and Γ is a subset of Ω. The Eikonal equations (1.1) form a very important class of the static Hamilton-Jacobi equations H(∇φ(x), x) = 0, x ∈ Ω \ Γ, φ(x) = g(x),
x ∈ Γ ⊂ Ω, (1.2) where the Hamiltonian H is Lipschitz continuous and is often nonlinear. The concept of viscosity solutions for Hamilton-Jacobi (H-J) equations was introduced in [4] . The numerical calculations of static Hamilton-Jacobi equations appear in many applications, such as optimal control, differential games, image processing and computer vision, geometric optics, seismic waves, crystal growth, robotic navigation, level set methods, etc.
A class of numerical methods for static H-J equations is to treat the problem as a stationary boundary value problem: discretize the problem into a system of nonlinear equations and design an efficient numerical algorithm to solve the system. Among such methods are the fast marching method and the fast sweeping method. The fast marching method [22, 18, 6, 19, 20] is based on the Dijkstra's algorithm [5] . The solution is updated by following the causality in a sequential way; i.e., the solution is updated pointwise in the order that the solution is strictly increasing (decreasing). Two essential ingredients are needed in the fast marching algorithm: an upwind difference scheme and a heap-sort algorithm. The resulting complexity of the fast marching method is of order O(N log N ) for N grid points, where the log N factor comes from the heap-sort algorithm.
Recently, an O(N ) implementation of the fast marching algorithm for solving Eikonal equations is developed in [24] . The improvement is achieved by introducing the untidy priority queue, obtained via a quantization of the priorities in the marching computation. However, the numerical solution obtained by this algorithm is not an exact solution to the discrete system due to quantization. The extra error introduced must be controlled to be at the same order as the numerical error of the discretization scheme. It is shown in [15] that the complexity of this algorithm is O(f max /f min N ) in order to achieve an accuracy that is independent of the variation of f (x). In the fast sweeping method [1, 28, 21, 9, 27, 11, 26, 25, 13, 14, 10] , Gauss-Seidel iterations with alternating orderings are combined with upwind finite differences. In contrast to the fast marching method, the fast sweeping method follows the causality along characteristics in a parallel way; i.e., all characteristics are divided into a finite number of groups according to their directions and each Gauss-Seidel iteration with a specific sweeping ordering covers a group of characteristics simultaneously; no heap-sort is needed. The fast sweeping method is optimal in the sense that the number of iterations for the convergence is independent of the total number of grid points N [27] , so that the complexity of the algorithm is O(N ), although the constant in the complexity depends on the equation. The algorithm is extremely simple to implement. Moreover, the iterative framework is more flexible for general equations and high order methods.
The high order finite difference type fast sweeping method developed in [26] is based on high order WENO approximations. It provides a quite general framework, and is easy to incorporate any order of accuracy and any type of numerical Hamiltonian into the framework. For example, the fifth order version was developed recently in [23, 17] . Much faster convergence speed than that of the time-marching approach can be achieved. Due to the wide stencil of the high order finite difference approximation to the derivatives, some downwind information is used and the computational complexity of high order finite difference type fast sweeping methods is slightly more than linear.
Discontinuous Galerkin (DG) methods, on the other hand, can achieve high order accuracy by using very compact stencil. The DG method is a class of finite element methods, using discontinuous piecewise polynomials as approximations for the solution and test functions [3] . The first DG fast sweeping method was developed in [12] for solving the Eikonal equations. The local solver is based on the P 1 (piecewise-linear) version of a DG method developed in [2] for directly solving the timedependent H-J equations. The causality property of the Eikonal equations is incorporated into the flux of the DG solver according to a similar procedure as the first order finite difference fast sweeping method [27] , by identifying the cell averages in the DG solutions as the point values in the finite difference scheme. The causality condition enforced this way leads to a fast convergence of this DG sweeping method, however the DG local solver can not provide a solution for all cells. In [12] , a hybrid DG local solver is proposed to resolve this issue, i.e., in those cells where the second order DG local solver can not provide a solution, the first order finite difference type Godunov scheme [27] is used. As a result, the method in [12] has second order accuracy in the L 1 norm and a very fast convergence speed, but in general the scheme only has first order accuracy in the L ∞ norm. This is an obstacle to the design of higher order DG fast sweeping methods.
In this paper, we overcome this difficulty and develop uniformly accurate DG fast sweeping methods on general cartesian meshes. In order to achieve both high order accuracy and fast convergence rate (i.e. linear computational complexity) in the DG fast sweeping methods, the central question is how to enforce the causality property of Eikonal equations in the compact DG local solver. We design novel causality indicators which guide the information flow directions for the DG local solver. The values of these indicators are initially provided by the first order finite difference fast sweeping method, and they are updated during iterations along with the solution.
The use of causality indicators allows us to compute the solution more efficiently, i.e., to only compute the solution at cells whose current causality information is consistent with the current sweeping directions, and it is more robust than using the solution itself near singularities, such as shocks. The resulting algorithm can provide a solution of the DG local solver for all cells of the computational mesh without switching back to the first order finite difference solver as in [12] .
Hence the numerical values on all cells after the iterations converge are the solution of the DG scheme. Both a uniform second order accuracy in the L ∞ norm (in smooth regions) and the linear computational complexity are obtained.
The rest of the paper is organized as follows. The detailed algorithm is described in Section 2.
In Section 3 we provide numerical examples to show the uniform accuracy and linear computational complexity of the proposed algorithm. Concluding remarks are given in Section 4.
Uniformly accurate DG fast sweeping methods
In this section, we design uniformly accurate DG fast sweeping methods for the Eikonal equations (1.1). For simplicity we consider the two dimensional problems. The extension to higher dimensions is straightforward.
We first construct a cartesian mesh Ω h = ∪ 1≤i≤N,1≤j≤M I ij covering the computational domain Ω, where
) and y j = 1 2 (y j−1/2 + y j+1/2 ), and the sizes are denoted by
We present the algorithm on a general cartesian mesh. The important components of the proposed algorithm are described separately below.
Initial causality determination
To achieve the fast convergence in the fast sweeping methods, a key step is to reliably determine the causality for the nonlinear Eikonal equation (1.1) . We propose to determine the causality initially by the first order finite difference fast sweeping method [27] . The algorithm will be formulated on a general cartesian mesh.
We identify the cell I ij of Ω h by its center (x i , y j ), which is a grid point of Θ h . φ ij is used to denote the numerical solution of the first order finite difference fast sweeping method for (1.1) at (x i , y j ), and f ij f (x i , y j ). We assign two integer flags to each cell I ij of Ω h to indicate the information flow directions, denoted by caux ij and cauy ij , which are called the causality indicators of the cell I ij . caux ij =0 indicates that in the x-direction, the information is propagating from the left neighboring cell I i−1,j to the cell I ij , while caux ij =1 indicates that the information is propagating from the right neighboring cell I i+1,j to the cell I ij . Similarly, cauy ij =0 indicates that in the y-direction, the information is propagating from the bottom neighboring cell I i,j−1 to the cell I ij , while cauy ij =1 indicates that the information is propagating from the top neighboring cell I i,j+1 to the cell I ij . If there is no information flowing into I ij from the x or y-direction, then we set the flag of that direction to be 10, i.e., caux ij =10 or cauy ij =10. We perform the first order finite difference (FD) fast sweeping method on the dual mesh Θ h to obtain the information flow pattern and record it in the arrays flagx(i, j) and flagy(i, j),
On the grid Θ h , the PDE (1.1) is discretized as
where a, b, r 1 and r 2 are determined by the causality. The implementation is as follows. At interior grid points (
Similarly,
At the boundary of the computational domain, one sided difference is used. Namely, at the left boundary i = 1, we take a = φ 2,j , r 1 = d r · f 1j , caux 1j = 1; at the right boundary i = N , we
Denote s 1 r 1 /f ij and s 2 r 2 /f ij , then the unique solution for the quadratic equation (2.1) is
The detailed procedure of using the first order FD fast sweeping method to determine the initial causality for the DG solver is given below.
Procedure I: Determination of the initial causality for the DG solver. 
2. Iterations: solve the discretized nonlinear system (2.1) by Gauss-Seidel iterations with four alternating direction sweepings:
2) is used to solve (2.1), and the current values of the neighbors of the grid point (i, j) are used due to the Gauss-Seidel philosophy. If the solution φ ij of (2.1) is smaller than the current value at the grid point (i, j), then we update its value φ new ij = φ ij and update the causality arrays:
3. Convergence: if
where δ is a given convergence threshold value and ||·|| L ∞ denotes the L ∞ norm, the iteration converges and stops. We take δ = 10 −11 in all numerical experiments of this paper.
DG local solver
In this subsection, we describe a piecewise linear DG local solver for the Eikonal equations (1.1) on a general cartesian mesh. This local solver is based on a DG method developed recently for directly solving the time-dependent Hamilton-Jacobi equations [2] . The local solver has a similar form as the one in our previous work [12] . We will emphasize their differences in the following.
On the cartesian mesh Ω h , we define the piecewise linear finite element space as
where P 1 (I ij ) denotes all linear polynomials on I ij . As in [2, 12] , the DG scheme for the Eikonal
, y)dy
denotes the jump of φ h across the cell interface. α l,ij , α b,ij , α r,ij , α t,ij are local constants which depend on the numerical solutions in the neighboring cells of I ij and the causality of the Eikonal equation. They are called local causality constants and will be discussed in detail in Section 2.2.1.
Remark:
The way to calculate local causality constants in this local solver (2.4) is different from that in [12] , which will be described in the following subsection 2.2.1.
Calculations of local causality constants
The linear polynomial φ h (x, y) on I ij can be represented by φ h | I ij = φ ij + u ij ξ i + v ij η j , where
∂φy . The constants α l,ij , α b,ij , α r,ij , α t,ij are approximations of H 1 (∇φ h ) and H 2 (∇φ h ) in the four neighboring cells of I ij , furthermore, the causality indicators are used to define them.
For the first case, if we have max(0, H 1 (∇φ h )| I i−1,j ) = 0, then we need to correct the current causality indicator flagx(i,j) to be flagx(i,j)=10. By doing this, we shut down this information flow direction of this cell in the current iteration. This could happen when the initial causality determined by the first order fast sweeping method contradicts with the causality obtained by the second order DG local solver. This often happens near shocks. For example, if a cell is at a shock location, the directions of characteristics are from left to right on the left of the shock and the directions of characteristics are from right to left on the right of the shock. In addition, skipping current cell due to lack of proper updated information may save computational cost. Likewise,
For the first case, if we have min(0, H 1 (∇φ h )| I i+1,j ) = 0, then we need to correct the current causality indicator flagx(i,j) to be flagx(i,j)=10. Similarly,
If flagy(i,j)=0 and (
For the first case, if we have max(0, H 2 (∇φ h )| I i,j−1 ) = 0, then we need to correct the current causality indicator flagy(i,j) to be flagy(i,j)=10. Finally,
For the first case, if we have min(0, H 2 (∇φ h )| I i,j+1 ) = 0, then we need to correct the current causality indicator flagy(i,j) to be flagy(i,j)=10. If both flagx(i,j)=10 and flagy(i,j)=10, we will skip the current cell in the current iteration.
Remark: We use causality indicators as guiding conditions to define local causality constants in the DG local solver (2.4). The local causality constants provide important "upwind" information in the flux of the DG local solver. Hence the DG local solver defined in this paper has different flux from that in [12] . Moreover, the local causality constants defined in this paper have the property ≤ 1, which is consistent with the property of H 1 (∇φ h ) and H 2 (∇φ h ).
The quadratic system
On any given element I ij , by taking v h = 1, ξ i , η j , the DG formulation (2.4) is converted from the integral form to a quadratic system:
where
and
To solve this quadratic system (2.9)-(2.11), we adopt the Gauss-Seidel philosophy, namely, we use the current numerical values of neighboring cells of the cell I ij . Based on the values of causality indicators, we could have the following two scenarios.
flagx(i,j) = 10
In this case, β ij = 0 and g ij = 0. From (2.10) and (2.11), we have
Substitute (2.12) into (2.9), we obtain a quadratic equation
If the quadratic equation (2.13) gives only one real solutionū, then we update the current value u ij =ū; if it gives two real solutionsū 1 andū 2 , then we update the solution according to the following rule:
The updated values for v ij and φ ij can be obtained by (2.12) . If the quadratic equation (2.13) has no real solution, we do not update the current values of u ij , v ij and φ ij , and skip the current cell.
In this case, we only use the information in the y-direction. α l,ij = α r,ij = 0, so from (2.10)-(2.11), we have
Substituting (2.14) into (2.9), we obtain a quadratic equation for v ij 
The updated values for u ij and φ ij can be obtained by (2.14) . If the quadratic equation (2.15) has no real solution, we do not update the current values of u ij , v ij and φ ij , and skip the current cell.
Remark: As described in this subsection, when there are two solutions for u ij (or v ij ) in the quadratic equation, we choose the one which is consistent with the current causality indicator values and "more upwind". This way to pick up values gives correct numerical results in the numerical examples.
Update of causality arrays
If the values of u ij , v ij and φ ij have been updated by the DG local solver, then we need to make the current values of causality indicators in the neighboring cells of I ij consistent with the current information flow directions determined by the DG local solver. Through numerical experiments, we found that we must consider the causality information on both sides of each direction of the cells whose causality arrays may be updated. The detailed algorithm is given in the following.
In the x-direction, if (u ij > 0 .and. i < n): this indicates that the information in the cell (i, j)
is propagating to the right cell (i+1, j) and it is possible that we need to update flagx(i+1,j). If the cell (i+1, j) is a boundary cell (i.e. a cell around Γ which has pre-assigned values and these values are fixed during iterations), then we do not need to update flagx(i+1,j). Otherwise we need to look at the causality information at the right hand side of the cell (i+1, j). If the cell (i+1, j) happens to be at the boundary of the computational domain, then there is no causality information at the right hand side of the cell (i+1, j) and we just update flagx(i+1,j) = 0. If the cell (i+1, j) is an interior cell, then there is causality information at its right neighboring cell (i+2, j) which we need to consider. Our numerical experiments indicate that we should update flagx(i+1,j) if and only if the current numerical values on cell (i+2, j) have been provided by the DG local solver (i.e., not the initial iteration values), and the "global" causality between the cell (i, j) and the cell (i+2, j) is consistent with the current "local" causality for the cell (i+1, j). Here the current "local" causality is just the information propagation direction indicated by the DG solution in the current iteration step and current cell. In this case, it is indicated by u ij > 0. The "global" causality between the cell (i, j) and the cell (i+2, j) is motivated by the "first arrival time" used in the first order fast sweeping method, which is defined as follows. Denote
if ((the values on cell (i+2, j) are from DG solver) .and.
otherwise we do not update flagx(i+1,j).
Similarly if (u ij < 0 .and. i > 1): this indicates that the information in the cell (i, j) is
propagating to the left cell (i-1, j) and it is possible that we need to update flagx(i-1,j). If the cell (i-1, j) is a boundary cell, then we do not need to update flagx(i-1,j). Otherwise if the cell (i-1, j) happens to be at the boundary of the computational domain, we will update flagx(i-1,j) = 1. If the cell (i-1, j) is an interior cell, then there is causality information at its left neighboring cell (i-2, j) which we need to consider. Denote
if ((the values on cell (i-2, j) are from DG solver) .and.
otherwise we do not update flagx(i-1,j).
Similarly in the y-direction, if (v ij > 0 .and. j < m): this indicates that the information in the cell (i, j) is propagating to the top cell (i, j+1) and it is possible that we need to update flagy(i,j+1). If the cell (i, j+1) is a boundary cell, then we do not need to update flagy(i,j+1).
Otherwise if the cell (i, j+1) happens to be at the boundary of the computational domain, we will update flagy(i,j+1) = 0. If the cell (i, j+1) is an interior cell, then there is causality information at its top neighboring cell (i, j+2) which we need to consider. Denote
if ((the values on cell (i, j+2) are from DG solver) .and. 
otherwise we do not update flagy(i,j-1).
Initialization of the DG local solver
To initialize the DG solver, we need to specify the values of φ ij , u ij and v ij on the cells which are around the boundary Γ (these cells are called "boundary cells" and the values on boundary cells will be fixed during iterations). We use the least squares approximation of the exact or approximating boundary values to pre-assign the values of φ ij , u ij and v ij on the boundary cells [12] . For example,
if the values φ(x i±1/2 , y j±1/2 ) are given at four grid points of the boundary cell I ij , then we can pre-assign the values of φ ij , u ij , v ij as 
Algorithm summary
Now we summarize uniformly accurate DG fast sweeping methods in the following.
1. Determine the initial causality arrays by Procedure I in Section 2.1.
2. Initialize the DG local solver as described in Section 2.2.4. 
Convergence: if
where δ is a given convergence threshold value, the iteration converges and stops. We take δ = 10 −11 in all of numerical experiments of this paper.
Remark:
The procedure of step 3 indicates that in each sweeping, only the cells whose causality indicator values are consistent with the current sweeping direction may be updated by the DG local solver. By doing this, we can save many computational costs since we exclude the cells where the correct characteristic information has not reached in the current sweeping. In step 4 of our algorithm, although we take δ = 10 −11 as the threshold value to stop the iterations, when the convergence is achieved, we observe that the error ||φ new − φ old || L ∞ has reached machine zero for all the cases in our numerical examples, except for the non-uniform mesh case of Example 6.
Numerical examples
In this section, a set of numerical examples will be presented for solving the Eikonal equations (1.1), and they demonstrate a uniform second order accuracy of the proposed method in smooth regions of the solutions, as well as the linear computational complexity. Numerical errors are calculated for non-boundary cells in all examples.
From the description of the algorithm in Section 2.3, we can see that in each sweeping, only the cells whose causality indicator values are consistent with the current sweeping direction may be updated by the DG local solver. Hence to measure the computational complexity accurately,
we define the effective sweeping number:
effective sweeping number the total # of times the DG local solver is executed the total # of cells excluding the boundary cells ,
where "the DG local solver is executed" means that the subroutine for solving the quadratic system in the section 2.2.2 has been executed no matter whether the system has solutions or not.
The exact solution is
To initialize the DG solver, we pre-assign the values of φ ij , u ij and v ij on the cells in the fixed region [−0.1, 0.1] 2 around Γ. The results are listed in Table 3 .1. We can see that only 2 effective sweepings are needed for convergence regardless of the mesh size and the error is uniformly second order both in L 1 and in L ∞ norms. If we pre-assign the values of φ ij , u ij and v ij on the cells in the region [−h, h] 2 (h is the uniform grid size in this example) around Γ, we observe slightly lower accuracy orders as shown in Table 3 .2. This is due to the degeneracy of the Eikonal equation for this example (f (0, 0) = 0). Similar phenomena was observed in our previous work [27, 26, 14, 12] when there is singularity at the source point. Table 3 .3. We can again observe that only 2 effective sweepings are needed for convergence regardless of the mesh size and the error is settling down to second order both in L 1 and in L ∞ norms for refined meshes. Table 3 norms if we measure it in smooth regions outside the circle center (see Table 3 .4); or we have second order in L 1 and first order in L ∞ if we measure the error in the whole computational domain (the error in the boundary cells do not need to be included), see Table 3 .5. To initialize the DG solver, we pre-assign the values of φ ij , u ij and v ij on the cells whose centers are within the 2h distance from Γ (h is the uniform grid size in this example). The singular set for the solution is composed of the center of each circle and the line that is of equal distance to the two circles. All of these singularities correspond to the intersection of characteristics. This is an interesting test case and our proposed algorithm converges well, see Tables 3.6 and 3.7. We observe that only about 4 effective sweepings are needed for convergence regardless of the mesh size. The error is uniformly second order both in L 1 and in L ∞ norms if we measure it in smooth regions excluding the derivative singularities (see Table 3 .6); or we have second order in L 1 and first order in L ∞ if the error is measured in the whole computational domain (see Table 3 .7).
Remark: For the same example in our previous work [12] , the DG local solver can not provide a solution for all cells and the first order FD fast sweeping method is used to provide a solution for some cells near the shocks. By using the uniformly accurate DG fast sweeping methods proposed in this paper, we can see that the DG local solver can provide a solution for all cells in this example.
This example shows that our methods in this paper are more robust than the previous version in [12] . 
The computational domain
. φ(x, y) = 0 is prescribed at the boundary of the square, with the additional boundary condition φ(0, 0) = 1. In [7] , high order time marching DG schemes are used to calculate the solution for this problem. The exact solution is
To initialize the DG solver, we pre-assign the values of φ ij , u ij and v ij on the cells whose centers are Table 3.8 and Table 3 .9. We can observe that only 2 effective sweepings are needed for the convergence for uniform meshes regardless of the mesh size. For non-uniform meshes, the effective sweeping number is settling down to 3 when the mesh is refined. Uniform second order errors are obtained both in L 1 and in L ∞ norms. shape function, which has the brightness I(x, y) = 1/ 1 + f (x, y) 2 under vertical lighting. See [16] for details. In [8] , high order time marching WENO schemes are used to calculate the solution for this problem. The exact solution is φ(x, y) = sin(2πx) sin(2πy).
To initialize the DG solver, we pre-assign the values of φ ij , u ij and v ij on the cells whose centers are within 0.05 distance from the boundary of the unit square, and the cells which are in the five square boxes with length 0.05 and the centers {( Table 3.10 and Table 3 .11. We can observe that only about 3.8 effective sweepings are needed for the convergence for uniform meshes regardless of the mesh size. For non-uniform meshes, the effective sweeping number is settling down to 4.8 when the mesh is refined. We observe a uniform second order accuracy for both the L 1 and the L ∞ norms.
Remark: For the same example, the DG local solver in [12] can not provide a solution for all cells and the first order FD fast sweeping method is used to provide a solution for some cells, hence even if this problem has a smooth solution, only first order accuracy is obtained in L ∞ norm. By using the uniformly accurate DG fast sweeping methods proposed in this paper, we show that the DG local solver can provide a solution for all cells and a second order accuracy is obtained in L ∞ norm in this example. Again, this example shows the improvement of the proposed algorithm over our previous work in [12] . 
Concluding remarks
In this paper we develop a novel strategy to impose the causality in the DG solver for Eikonal equations. We design causality indicators which guide the information flow directions for the DG local solver. The values of these indicators are initially provided by the first order finite difference fast sweeping method, and they are updated during iterations along with the solution. We observe both a uniform second order accuracy in the L ∞ norm (in smooth regions) and the fast convergence speed (linear computational complexity) in the numerical examples. The uniform second order accuracy in the L ∞ norm in smooth region of the solutions shows the improvement of the proposed method over our previous work in [12] .
