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Abstract
Geological storage of carbon dioxide (CO2) has been studied worldwide as a possible
means for reducing CO2 emissions to the atmosphere. In this context, reservoir model-
ing which provides both quantitative and qualitative predictions of reservoir behavior is a
key element for evaluating a CO2 test injection. Successful implementation of these meth-
ods depends on the ability of predicting the physical behavior of the injected CO2 into the
subsurface. The better understanding of sequestration and migration processes enables to
choose the best site for storage. However, this is not an easy task since coupling of hy-
drodynamic flow and mass transport in porous media is a very complex physical process.
Often phase changes are involved and often the flow is complicated by the presence of
chemical species. This thesis contributes to the current efforts to analyze numerically the
systems for CO2 underground storage in order to fill some of the scientific gaps identified in
this field. Prediction of CO2 plume fate for evaluating CO2 test injections are performed.
This is demonstrated in case studies for the Malmö site (Sweden) where a considerable
amount of data is available and for the Minden site (Germany) as a potential site with a
less than complete existing data set. It is shown that multi-component, multi-phase reac-
tive flow modeling has a high potential for quantifying and identifying different trapping
mechanisms and processes in CO2 storage operations. In particular, a few codes allow
to account for the different mass transport processes. This turned out to be important for
simulations. The variation of the physical properties must not be neglected since it can in-
fluence strongly the results. Therefore, a comprehensive data set on seismic, geologic, and
geophysical properties form an excellent basis for reservoir modeling.
In addition to these data, other parameters must enter the numerical models. Very impor-
tant are relative permeabilities and capillary pressures, but data is generally sparse. With
these caveats and being aware of these constraints, the three-dimensional modeling show
that in the Malmö site dissolution trapping mechanism is dominant. However, sensitivity
analysis show that the results are in a sensitive range, meaning that a little increase or de-
crease in a parameter may have a large effect on the results. For example, it is shown how
relative permeability and capillary pressure may change the amount and extent of salt pre-
cipitation near the injection well ranging from little salt precipitation to a complete well
plugging. Further, grid refinement studies imply that simulations on too coarse a grid will
overestimate the plume extent. It is indicated that grid block sizes of 0.4 m and smaller are
sufficient. Grid resolution appears to be very important. However, it is neglected in many
studies and most of the existing models rely on coarse grids. Modeling results show that
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small inclinations influence the results to some extent, mainly causing some asymmetry
of the CO2-phase relative to the injection borehole. It indicates that layer inclinations of
less than 2° may be assumed to be horizontal. Non-isothermal, multi-phase flow modeling
result also indicates that the temperature variation in question of 5 K at maximum does
not alter the fluid and solid material properties significantly and cooling effect due to the
Joule-Thomson expansion can be neglected.
Reservoir models can help to study the effect of different CO2 injection strategies and to
predict the relevant processes. Simulation results indicate that higher injection rates may
delay or even inhibit salt plugging. Alternatively, salt precipitation can be reduced or even
prevented by practical measures such as injecting fresh water prior to gas.
The simulation results of the calcite dissolution experiment indicate that formations that
contain mainly carbonate minerals are less suitable for mineral sequestration because cal-
cite dissolves fairly rapidly (on the short-term period of tens of years) which liberates CO2
in dissolution. On the long term, instead, aluminous-silicate reactions dominate resulting
in precipitation of a significant amounts of secondary minerals. The reactive transport sim-
ulations for the Minden site indicate that after a long time (several hundred years) most
of the injected CO2 is fixed in newly formed carbonates such as dawsonite, ankerite, and
siderite. It means that hydrodynamic and dissolution trapping mechanisms do not play a
role near the injection point and the areas far from the cap rock. Moreover, the estimates
of CO2 storage capacity per unit pore volume of the Bunter formation in the Minden site
are comparable to those derived from quasi-similar calculations for the Bunter sandstone
in the UK sector of the North Sea Basin. The mineral reactions cause a relatively large
decrease of porosity and in turn a decrease of permeability in parts of the reservoir. The
latter is based on a cubic relationship between porosity and permeability.
The modeling results presented here reveal the importance and variations of different pro-
cesses with respect to many parameters and assumptions to be made in the modeling works
and, hence, for further improvements the provided recommendations might be helpful. In
this regard and with CO2 storage system analysis, this dissertation serves not only as a
feasibility study of the potential sites even with a less than complete data set but also as
a guidance for operators. However, they are set up based on existing data. They also are
necessarily based on some assumptions such as relative permeability and capillary pressure
curves. The performance of these realistic simplified models, e. g. at Malmö, needs to be
tested through a series of both field and laboratory experiments. The degree of matching
will either confirm current simulations or indicate how modeling should be adjusted. The
ultimate aim is to demonstrate that the key modeling assumptions are corroborated by ob-
servations. In summary, these numerical simulations of reactive transport provide both a
better understanding of the fate of the CO2 plume in a reservoir in time and guidance for
practical decisions.
This work was supported in part by the WestLB Foundation and E.ON Sverige Värmekraft.
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Zusammenfassung
Die geologische Speicherung von Kohlendioxid (CO2) wird weltweit als eine mögliche
Maßnahme untersucht, um die CO2-Emission in die Atmosphäre zu reduzieren. In diesem
Zusammenhang stellen Reservoirmodellierungen ein Schlüsselelement zur Bewertung von
CO2-Testeinspeisungen dar, indem sie sowohl quantitative als auch qualitative Vorhersagen
des Reservoirverhaltens ermöglichen. Ein erfolgreicher Einsatz dieser Methoden hängt
von der Fähigkeit ab, das physikalische Verhalten des in den Untergrund injizierten CO2
vorherzusagen. Ein besseres Verständnis der Sequestrierungs- und Migrationsprozesse er-
möglicht die Wahl des besten Speicherstandortes. Dies ist allerdings keine einfache Auf-
gabe, da die Kopplung zwischen hydrodynamischer Strömung und Massentransport in
porösen Medien einen sehr komplexen physikalischen Prozess darstellt. Oftmals sind Pha-
senübergänge beteiligt und oftmals wird die Strömung durch die Anwesenheit von chemi-
schen Bestandteilen verkompliziert. Diese Arbeit trägt zu den laufenden Bemühungen bei,
die CO2-Speicherung im Untergrund numerisch zu analysieren, um wissenschaftliche Lük-
ken auf diesem Gebiet zu schließen. Es werden Vorhersagen der CO2-Ausbreitung zur
Bewertung von CO2-Testeinspeisungen getroffen. Die bestehenden Möglichkeiten werden
demonstriert anhand einer Feldstudie für Malmö (Schweden), wo eine erhebliche Daten-
menge verfügbar ist, und einer Studie für Minden (Deutschland), als potentiellen Spei-
cherstandort mit nur unvollständigen Datensätzen. Es wird gezeigt, dass die Modellierung
von reaktivem Mehrkomponenten-Mehrphasen-Fluss ein großes Potenzial besitzt, die ver-
schiedenen Speichermechanismen und -prozesse im CO2-Speicherbetrieb zu quantifizieren
und identifizieren. Insbesondere ermöglichen nur wenige Programme, die verschiedenen
Massentransportprozesse zu berücksichtigen. Dies erwies sich als wichtig für die Simula-
tionen. Die Änderungen der physikalischen Eigenschaften dürfen nicht vernachlässigt wer-
den, da sie die Ergebnisse stark beeinflussen können. Entsprechend stellt ein umfassender
Datensatz von seismischen, geologischen und geophysikalischen Eigenschaften eine exzel-
lente Basis für Reservoirmodellierungen dar. Zusätzlich zu diesen Daten werden für nu-
merische Modelle weitere Parameter benötigt. Sehr wichtig sind hierbei relative Permeabi-
litäten und Kapillardrücke, wobei diese Daten üblicherweise selten sind. Unter diesen Vor-
behalten und mit dem Bewusstsein der Einschränkung, zeigt die dreidimensionale Mo-
dellierung für den Standort Malmö, dass die Lösung von CO2 in Salzwasser als Spei-
chermechanismus dominant ist. Eine Sensitivitätsstudie zeigt allerdings, dass die Ergeb-
nisse in einem sensitiven Bereich liegen, was bedeutet, dass kleine Änderungen großen
Einfluss auf die Ergebnisse haben können. Es wird zum Beispiel gezeigt, wie relative Per-
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meabilität und Kapillardruck die Menge und Ausbreitung von Salzausfällung nahe dem
Einspeisepunkt ändern können, von geringer Salzausfällung bis hin zu einer vollständigen
Verstopfung des Reservoirs in der Umgebung des Bohrlochs. Weiterhin zeigen Studien zur
Gitterverfeinerung, dass Simulationen auf zu groben Gittern die Ausdehnung der Fahne
überschätzen. Es zeigt sich, dass in dem untersuchten Fall Gitterabstände von 0.4 m und
kleiner hinreichend sind. Die Gitterauflösung erscheint als sehr wichtig. Trotzdem wird sie
in vielen Studien vernachlässigt und die meisten existierenden Modelle beruhen auf groben
Gittern. Modellierungsergebnisse zeigen, dass geringe Schichtneigungen die Ergebnisse
nur in einem geringen Maße beeinflussen und hauptsächlich eine gewisse Asymmetrie
in der Ausbreitung von CO2 relativ zum Injektionspunkt bewirken. Es zeigt sich, dass
Schichten, die weniger als 2° geneigt sind, als horizontal angenommen werden können.
Nicht-isotherme Mehrphasenfluss-Modellierung zeigt weiterhin, dass Temperaturvariatio-
nen von maximal 5 K Fluid- und Festmaterialeigenschaften nicht signifikant ändern und die
Abkühlung aufgrund des Joule-Thomson-Effekts vernachlässigt werden kann. Reservoir-
modellierungen können helfen, die Effekte verschiedener Strategien zur CO2-Einspeisung
zu studieren und die relevanten Prozesse vorherzusagen. Simulationsergebnisse besagen,
dass höhere Injektionsraten Verstopfungen durch Salz verzögern oder sogar verhindern
können. Alternativ kann Salzausfällung durch praktische Maßnahmen wie Frischwasser-
einspeisung vor der Gasinjektion verringert oder sogar vermieden werden. Die Simula-
tionsergebnisse zu Lösungsexperimenten von Kalzit zeigen, dass Formationen, die über-
wiegend Karbonatminerale enthalten, weniger geeignet für die mineralische Speicherung
sind, da Kalzit ziemlich schnell gelöst wird (auf Zeitskalen von einigen Zehn Jahren),
was CO2 in Lösung freisetzt. Auf lange Sicht dominieren allerdings Aluminium-Silikat-
Reaktionen, die Ausfällungen von bedeutenden Mengen sekundärer Minerale bewirken.
Die reaktiven Transportsimulationen für das Minden-Szenario zeigen, dass nach längerer
Zeit (mehrere hundert Jahre) der Großteil des injizierten CO2 in neu gebildeten Karbo-
naten wie Dawsonit, Ankerit und Siderit fixiert ist. Dies bedeutet, dass hydrodynamische
und Lösungs-Bindungsmechanismen keine Rolle nahe dem Einspeisungspunkt spielen und
auch nicht in Bereichen weiter entfernt von der Deckschicht. Darüber hinaus sind die
Abschätzungen der CO2 Speicherkapazität pro Volumeneinheit vergleichbar mit denen,
die von ähnlichen Berechnungen für Buntsandsteine im Becken des britischen Nordsee-
Sektors abgeleitet wurden. Die Mineralreaktionen bewirken in Teilen des Reservoirs eine
relativ starke Abnahme der Porosität, und damit verbunden der Permeabilität. Letzteres
folgt aus der hier als kubisch angenommenen Beziehung zwischen Porosität und Perme-
abilität. Die hier präsentierten Modellierungsergebnisse zeigen die Wichtigkeit und Vari-
ationsbreite verschiedener Prozesse bezüglich vieler Parameter und Annahmen, die bei
der Modellierungsarbeit vergenommen werden müssen; entsprechend könnten folgende
Empfehlungen für weitere Verbesserungen hilfreich sein. In Hinblick auf die Analyse von
CO2-Speichersystemen dient diese Dissertation nicht nur als Machbarkeitsstudie für poten-
tiellen Standorte, inkl. des Falls mangelhafter Datenverfügbarkeit, sondern ist gleichzeitig
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auch zur Beratung von Anlagenbetreibern einsetzbar. Die Simulationen basieren auf ex-
istierenden Daten. Notwendigerweise basieren sie auch auf Annahmen, wie zu relativen
Permeabilitäten und Kapillardruck-Kurven. Die Qualität dieser realistisch vereinfachten
Modelle, z.B. für Malmö, muss durch eine Serie von Feld- und Laborexperimenten über-
prüft werden. Der Grad der Übereinstimmung wird entweder die aktuellen Simulationen
bestätigen oder zeigen, wie die Modellierungen angepasst werden müssen. Das endgültige
Ziel ist es, dass die Schlüsselannahmen der Modellierung durch Beobachtungen unter-
mauert werden. Insgesamt führen diese numerischen Simulationen von reaktivem Trans-
port sowohl zu einem besseren Verständnis der zeitabhängigen CO2-Ausbreitung im Reser-
voir als auch zu einer Anleitung für praktische Entscheidungen.
Teile dieser Arbeit wurden durch die WestLB Stiftung und E.ON Sverige Värmekraft un-
terstützt.
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Chapter 1
Introduction
Coupling of hydrodynamic flow and mass transport in porous media is a very complex physical
process. Often phase changes are involved and often the flow is complicated by the presence of
chemical species. The next section provides a brief introduction into these processes, being the basis
for subsequent modeling and deeper discussions presented in the following chapters. Thereafter, a
literature review and current state of the art and practice in the modeling field are presented. Finally,
the last section of this chapter summarizes the aims of this dissertation.
1.1 CO2 storage processes
Geological storage of carbon dioxide (CO2) has been studied worldwide as a possible means for
reducing CO2 emissions to the atmosphere (Holloway, 1997; IPCC, 2005).
When CO2 is injected into the saline formation it may experience a phase change depending on its
thermodynamic condition. A schematic phase behavior of CO2 is shown in Figure 1.1. It merely
shows the critical point and the phase boundaries. As shown below, the critical temperature and
pressure of CO2 are 31.04 °C and 7.38 MPa, respectively. CO2 is generally considered either a gas
or a liquid at conditions below the critical point and the coordinates above this point represent a
single supercritical phase (Pruess, 2003). Because of the existence of the critical point, a path can
be drawn from the liquid region to the gas region (excluding a vaporization step) that does not
cross a phase boundary. This path represents a gradual transition from the liquid region to the gas
region in contrast to a path crossing the phase boundary (including a vaporization step), where a
sudden change of properties occurs (Pruess, 2003). Storage of CO2 at supercritical state in which
it occupies less volume in the subsurface is widely preferred by technical communities (Holloway
and Savage, 1993; Hitchon et al., 1999; Ennis-King and Paterson, 2001; Pruess, 2003; IPCC, 2005;
Bielinski, 2007). From the geophysical point of view, this state is reached in geological formations
deeper than approximately 800 m (van der Meer, 1993; Hitchon et al., 1999).
1
Figure 1.1: Phase diagram for pure CO2 showing the critical point (Tc, Pc).
Three types of geological systems including (1) producing or depleted oil and gas reservoirs, (2)
deep coal seams, and (3) deep saline aquifers are available potential targets for CO2 subsurface
storage (Holloway, 1997). Particularly, deep saline aquifers are one of the most attractive options
due to their large reserves. However, it is likely that much less information (because of non-proven
geological sealing) is available to characterize aquifers than is available for oil and gas reservoirs
(Mo et al., 2005).
Once CO2 is injected as a dense phase under supercritical condition, several storing mechanisms
can be distinguished (Hitchon et al., 1999; Bachu et al., 1994; IPCC, 2005; Audigane et al., 2006):
(1) structural and stratigraphic trapping or hydrodynamic trapping in which a portion of injected
CO2 is trapped by the structural lithology (structural traps generated by folded or fractured rocks
and stratigraphic traps due to the changes in rock type) of the storage zone (Bachu et al., 1994;
IPCC, 2005; Audigane et al., 2006; Gaus et al., 2008), (2) residual gas trapping in which the pore
space is filled with CO2 bubbles (Flett et al., 2004; Kumar et al., 2005; Spiteri et al., 2005), (3) dis-
solution or solubility trapping in which some CO2 dissolves in the liquid phase (Pruess and Garcia,
2002; Ennis-King and Paterson, 2005; Riaz et al., 2006), and (4) mineral trapping in which part
of the CO2 is transformed into minerals through chemical reactions (Gunter et al., 1997; Xu et al.,
2003, 2004a; Kühn and Clauser, 2006).
To ensure safety, a little permeable formation, called the cap rock, is required on the top of the
storage formation to prevent the upward migration of the supercritical CO2 (Audigane et al., 2006).
On the other hand, a storage zone with a high porosity will be preferable in order to provide a
larger volume (Audigane et al., 2006). The effectiveness of geological storage depends on a com-
bination of these physical and geochemical trapping mechanisms (IPCC, 2005). The most effective
storage sites are those where CO2 is immobile because it is trapped permanently under a thick,
low-permeability cap rock or is converted into solid minerals (IPCC, 2005).
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1.2 State of the art and practice
Successful implementation of the methods above depends on the ability of predicting the physical
behavior of the injected gas into the subsurface. The better understanding of sequestration and
migration processes enables to choose the best site for storage. These and other aspects of CO2
storage modeling as well as the current state of the art and practice are discussed in this section.
1.2.1 Background
In the late 1970s, after the advent of digital computers, the numerical solution techniques were ap-
plied in petroleum industry to model the behavior of oil and gas reservoirs (Peaceman, 1977; Aziz
and Settari, 1979). These techniques were then used in the classical environmental problems e. g. in
groundwater modeling as well as in geothermal reservoir modeling in the 1990s (e. g., Clauser and
Kiesner, 1987; Clauser and Villinger, 1990; Falta et al., 1992; Panday et al., 1995; Helmig, 1997;
Kühn et al., 1998; Class et al., 2002; Class and Helmig, 2002; Kühn et al., 2002; Clauser, 2003).
However, modeling of CO2 storage in geological formations lagged behind the modeling applica-
tions in oil and gas, groundwater, and geothermal systems. This had two reasons. First, although the
geological storage of CO2 was proposed as a mitigating method in the 1970s, little work was done
until the early 1990s when the concept became credible through increased research of scientific
groups and individuals (e. g., Marchetti, 1977; Baes et al., 1980; Kaarstad, 1992; Koide et al., 1992;
van der Meer, 1992; Gunter et al., 1993; Holloway and Savage, 1993; Bachu et al., 1994; Korbol
and Kaddour, 1995). Second, the concept of reactive transport modeling and its contributing factors
seemed to add more complexity and efforts.
The effective starting point for the acceptance of the usefulness of computer modeling began to ap-
pear by the late 1990s when a number of oil companies showed increasingly interest in geological
storage of CO2 especially in gas fields such as Sleipner in the North Sea and In Salah in Algeria
(IPCC, 2005). Since then, many generic reservoir modeling studies and site-specific models have
been performed. This steadily has led to the improvement of the efficiency of the reservoir simula-
tion codes.
1.2.2 Conceptual simulation studies
The conceptual modeling of CO2 underground storage were investigated by many authors (see e. g.,
Hendriks and Blok, 1993; van der Meer, 1995; Weir et al., 1996a; Class and Helmig, 2002; Pruess
and Garcia, 2002; Pruess et al., 2003; Xu et al., 2003; Mo et al., 2005; Hassanzadeh, 2006; Xu
et al., 2007). These kinds of models describe the important physical and chemical processes taking
place in the CO2 storage system (Zerai, 2005). The significant structural aspects are also included
in conceptual models (Pruess, 2003; Garcia, 2003). One conceptual model is usually shown by
two or three sketches, i. e. a plan view and vertical sections of the system (Ebigbo et al., 2007).
Complete description of the problem comprising geological setting, geophysical parameters, flow
boundaries, etc. are shown in these sketches (Rutqvist and Tsang, 2002; Stroink, 2007a). These
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parameters which are usually obtained from the synthesis of information from a multidisciplinary
science comprising geology, geophysics, geochemistry, reservoir engineering, project managing,
etc. are required to set up a conceptual model. In addition, often raw data need to be processed by
expert interpreters. A key lesson learnt from the reviewed studies (e. g., Chadwick et al., 2008) is
that the data sets often tend to be incomplete due to unavoidable lack of information and, hence,
some conceptual models seem to be inconsistent or incorrect. This is identified here as a scientific
gap.
1.2.3 Reservoir multi-phase flow simulation
The use of reservoir multi-phase flow simulations in the field of CO2 sequestration is relatively new
and has become standard practice during the last 15-20 years. During this time, models have been
set up to address the important physical processes which control the behavior of the flow system
in porous media. From the published work one can obtain a general idea about the nature of these
models (IPCC, 2005).
The first simulation study in this field is reported by van der Meer (1992). Under the interest con-
dition, 9 million tonnes (Mt) of CO2 was injected annually through 6 wells in a radial trap at the
depth of 800 m, thickness of 50 m, porosity of 30 %-36 % and permeability range of 50 mD1-600
mD. The results showed that the injected CO2 rises and then reaches the formation spill point after
8 years of injection. The simulation results also indicated that only 2 %-3 % of the pore volume can
be used for CO2 storage.
van der Meer (1993) also ascertained practical limitations and impacts of flow and rock matrix prop-
erties at specific reservoir condition. Defining the CO2 storage efficiency as the ratio of maximum
storage volume to the actual injected volume, van der Meer (1995) estimated the CO2 storage effi-
ciency of 1 % to 6 %. In another study (van der Meer, 1996), 3D modeling was proposed instead of
inadequate 2D modeling for the occurrence of combined viscous fingering and gravity segregation.
Numerical simulation results of Holt et al. (1995) on the injection rate dependence of CO2 storage
capacity of a heterogeneous dipping aquifer showed a high sensitivity of storage capacity to the
injection rate. It was concluded that low injection rate results in high storage capacity (> 30 %) due
to stabilized gravity displacement in which there is a low viscosity ratio below which the flow is
stable to perturbations. In contrast, at higher rates the storage capacity decreased to 16 % of pore
volume and becomes rate independent.
Law and Bachu (1996) investigated the dependency of CO2 injectivity on aquifer depth and thick-
ness, rock and formation water properties, and injection characteristics. They performed a short-
term (decades) modeling of a supercritical immiscible and dissolved CO2 flow by using a multi-
component, multi-phase reservoir simulator STARS (CMG, 1990). Pure CO2 was injected for 30
years into an aquifer with radial grid geometry at constant pressure. The results revealed that 17 %
to 25 % of CO2 dissolves in the brine, the reminder forming an immiscible supercritical phase with
tendency to segregate and override at the top of the aquifer. The CO2 override increases with forma-
1One mD corresponds approximately to 10 −15 m2.
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tion thickness. The supercritical CO2 density increases with depth while the mobility
1 decreases.
However, it can be noticed that gravity segregation, overriding, and fingering effects become negli-
gible. They also concluded that porosity, reservoir thickness, and absolute permeability have small,
moderate, and significant effects, respectively, on the CO2 injectivity and CO2 storage capacity.
They remarked that the injection of CO2 at supercritical condition into deep aquifers is a feasible
option and possibly the best short-to-medium term solution for mitigating CO2 emissions into the
atmosphere.
Two models were set up by Weir et al. (1996a) using the TOUGH2 (Pruess, 1991) simulator. In the
first case where the cap rock has a permeability of 1 mD, 12 % of injected CO2 escapes from the
top layer to the surface after almost 30 years but in the second case with a cap rock of a lower per-
meability of 0.01 mD, CO2 accumulates under the cap rock. However, the free CO2 will eventually
dissolve in the formation water after 5000 years. Further, in another study (Weir et al., 1996b), they
concluded that most of the injected CO2 may be trapped as a free phase in the aquifer by consider-
ing a non-zero threshold capillary pressure.
Pruess and Garcia (2002) studied the flow dynamics by modeling of CO2 disposal into saline
aquifers. Mass conservation equations for three components (water, salt, and CO2), and the gov-
erning equations are solved using the finite difference method. In this study several assumptions
were made. It included considering one-dimensional fluid flow, but neglected chemical reactions
and effects of mechanical stress. The results showed that the pressure response is sensitive to space
discretization, whereas the saturation response is much more robust. It is also concluded that CO2
loss from a storage unit through geologic discontinuities may be a self-enhancing process. Finally,
it is remarked that reliable containment of CO2 will require multiple barriers.
The result from the study of Pruess (2003) indicated that injected CO2 may remain in aquifer as gas
phase, dissolved in brine, and chemically bound in solid minerals, and that the storage capacity in
these phases is on the order of 30 kg m−3 of aquifer volume.
An intercomparison study evaluating the ability of ten numerical simulators to model flow processes
involved in the geologic disposal of CO2 was performed by Pruess et al. (2004). In this study, sev-
eral benchmark problems were defined to address the issues arising in the storage of CO2 in saline
aquifers as well as in oil and gas reservoirs. The results obtained from different groups in different
countries were quantitatively consistent with each other showing that currently available simulators
are reliable and robust tools for modeling of geosequestration of CO2.
Ennis-King and Paterson (2005) used TOUGH2 (Pruess et al., 1999) to simulate the long-term geo-
logic storage of CO2 considering two-phase flow with non-zero capillary pressure. They presented
that vertical communication of CO2 depends strongly on the vertical permeability of the layers and
presence of the shale streaks in the formation. In addition, they pointed out that the rate of CO2
dissolution depends on the residual water saturation meaning that higher water saturation (lower
residual gas saturation) results in a faster dissolution rate.
Kumar et al. (2005) used the Computer Modeling Group’s GEM (Nghiem, 2002) compositional
simulator to perform simulation of a few decades of CO2 injection followed by thousands of years
of natural gradient flow. They concluded that residual gas trapping plays an important role. The
1Mobility, kµ , is defined as permeability of a porous material, k, to a given phase divided by the viscosity of
that phase, µ .
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same conclusion was reported by Flett et al. (2004).
van der Meer (2005) studied the potential for the storage of CO2 in natural gas reservoirs. Char-
acteristics of hydrocarbon reservoirs for CO2 storage and properties of CO2 and reservoir fluids
are discussed in this study. The major driving mechanisms of hydrocarbon reservoirs and their im-
plications for CO2 storage are also addressed. The advantages and disadvantages of natural gas
reservoirs compared to other CO2 storage options are also discussed. The ultimate conclusion is
that the available gas reservoir volume in the US is limited whereas it is quite large in the EU.
However, future storage capacity of hydrocarbon reservoirs and aquifers may vary. For example,
subsurface reservoirs of Norway and the UK can store CO2 for 500 years. In contrast, it is zero for
Luxembourg and Portugal (van der Meer, 2005).
An evaluation of CO2 and CH4 leakage from geologic storage sites into surface water was pre-
sented by Oldenburg and Lewicki (2006). The analytical solutions were used to estimate the flow
rate of CO2 and CH4. The first conclusion was that the flow of gas in a secondary connected fluid
phase within a primary liquid phase prevails over that in discrete bubbles in medium to fine-grained
porous media. Secondly, the flow of gas in the form of discrete bubbles dominates over dispersion in
surface water. Thirdly, as CO2 rises, it will bubble out of the brine due to the decrease of solubility
of gas into brine in lower pressure.
Keith et al. (2005), Leonenko et al. (2006), and Leonenko and Keith (2008) studied the influence
of engineering techniques used on the storage efficiency in order to reduce the leakage risk. They
observed that besides the natural trapping mechanisms, such as solubility and residual gas trapping,
producing brine from a distant point in the reservoir and pumping it back to the top of the injected
CO2 plume can enhance CO2 dissolution in the saline aquifers and, hence, increases the storage
efficiency significantly.
1.2.4 Geochemical modeling
In spite of flow and transport, chemical reactions take place mostly during the long-term period
(Kaszuba et al., 2003). Hence, geochemical modeling has been separately investigated by different
authors. For example, Clauser (2003) has developed the numerical simulator SHEMAT (i. e. a Simu-
lator for HEat and MAss Transport) to address the different features of geothermal and geochemical
problems such as dissolution of the species, reaction between the rock and the formation fluids, cou-
pling of porosity and permeability. Xu and Pruess (1998, 2001b); Xu et al. (2004c) have developed
the Thermo-Hydraulic-Chemical (THC) code TOUGHREACT which combines geochemical reac-
tions with multi-phase flow.
White et al. (2001) used reactive transport code CHEMTOUGH2 (White, 1995), a multi-component
reactive flow code based on the porous media multi-phase mass and energy flow code TOUGH2
(Pruess, 1991) to evaluate mineral trapping of CO2 in saline formations underlying the Colorado
Plateau in the USA. They concluded that realistic estimates of the storage potential of such reser-
voirs can be obtained from these simulations.
A two-dimensional mathematical sedimentary basin of the Powder River Basin was used for the
simulations to evaluate resident times in possible aquifer storage sites and migration patterns and
rates away from such sites in the Powder River Basin of Wyoming (McPherson and Lichtner, 2001).
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The model domain is 230 km horizontal by 5 km vertical, consisting of 5000 grid-blocks (100 hor-
izontal by 50 vertical), each 2300 m by 100 m. The computer code TOUGH2 (Pruess, 1991) was
used. These simulation results provided insight regarding the ultimate impact of permeability re-
ductions versus permeability increases in the fracture zone associated with carbonate reactions. In
addition, results suggested that sustained injection of CO2 may lead to wide-scale brine displace-
ment out of adjacent sealing layers, depending on the injection history, initial brine composition,
and hydrologic properties of both aquifers and seals.
In a study, Xu et al. (2004a) performed geochemical simulations with TOUGHREACT (Xu et al.,
2004c) on three rock types to illustrate the mineral trapping capacity limitations. They concluded
that mineral trapping can be comparable to the solubility trapping and the trapping capacity depends
strongly on the mineral composition of the host rock. Furthermore, they found out that the addition
of CO2 mass as secondary carbonates to the solid matrix results in decreased porosity, which in
turn adversely affects permeability and fluid flow in the aquifer. Porosity decreases could reduce
the CO2 injectivity. Porosity degradation might be an important issue.
Geomechanical modeling determines the impact of mechanical deformation on the long-term in-
tegrity of cap rock. Johnson et al. (2004) introduced a methodology using NUFT (Nitao, 1995), a
simulator for a non-isothermal, multi-component, multi-phase flow and reactive transport, to cou-
ple the geomechanical and geochemical effects on sequestration mechanisms including immisci-
ble CO2 plume migration (corresponding to hydrodynamic trapping), CO2 plume-water interaction
(corresponding to solubility trapping) and CO2 plume-mineral interaction (corresponding to min-
eral trapping). They found out that intra-aquifer permeability structure controls the path of immis-
cible CO2 migration by reducing vertical plume mobility and increasing it laterally, thus, enhancing
the storage capacity. The dissolution of K-feldspar (KAlSi3O8) and co-precipitation of Dawsonite
(NaAlCO3(OH)2) and Silica (SiO2) maintain CO2 injectivity, hence, the porosity is decreased by
a factor of less than 0.1 %. After 20 years, porosity and permeability have been reduced by 8 %
and 22 %, respectively (due to magnesite precipitation). Magnesite precipitation upon hypothetical
completion at 130 years would reduce initial porosity by half and initial permeability by an order
of magnitude thereby significantly improving cap rock integrity.
The advantages and disadvantages of reactive transport modeling were evaluated by Lagneau et al.
(2005). Two 2D numerical codes were used to investigate the evolution of CO2: (i) HYTEC (van der
Lee et al., 2002) to simulate geochemical modeling and (ii) R2D2 (Lagneau, 2003) for the fluid-
transport part. They chose two aquifers with contrasting behavior: the Dogger carbonated aquifer
(Paris Basin), and the Bunter sandstone aquifer (North Sea). These aquifers were selected to de-
scribe CO2 dissolution in the carbonated aquifer and carbonate mineral precipitation in the sand-
stone aquifer. In the carbonate aquifer, they showed that transport is the key factor of the dispersion
of dissolved CO2 with a quick dissolution of supercritical CO2 bubbles and transport of the injected
CO2 bubbles. They also demonstrated that in the sandstone aquifer, the reactivity of the dissolved
CO2 with the host rock minerals (i. e. silicates) controls the evolution of CO2 in the reservoir.
While it seems that reactive transport codes can simulate CO2 sequestration process, the authors
pointed out several shortages such as a lack of data on the aquifers and on the reactivity of CO2 un-
der sequestration conditions. Therefore, detailed aquifer information, improved CO2 phase change
description, and reactivity of the supercritical CO2 with host rock minerals are needed for better
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sequestration modeling.
Andre et al. (2007) described numerical simulation of geochemical reactions for CO2 injected into
carbonate rock formations. The authors adopted an axis-symmetrical model. The codes used were
TOUGHREACT (Xu and Pruess, 1998, 2001b; Xu et al., 2004c) and SCALE2000 (Azaroual et al.,
2004), a code dealing with highly concentrated solutions. From the modeling results, they showed
that by injection of CO2-saturated water porosity increases up to 90 % due to the dissolution of car-
bonate. They also demonstrated that injection of supercritical CO2 only increases porosity 5 %-7
%. In contrast, porosity decreases near the injector due to mineral precipitation. The evaporation of
liquid water into the gas phase causes salt precipitation. The way this problem is dealt with in gas
storage operations is discussed in Chapter 4.
The most relevant mineralogical transformations occurring in the cap rock were described by Gher-
ardi et al. (2007) using batch simulations accompanied by 1D and 2D modeling. The effect of these
geochemical processes on physical properties such as porosity was studied. The simulation results
showed that the CO2 leakage from the reservoir may have a strong influence on the geochemical
evolution of the cap rock. Low pH values were predicted when a free CO2-dominated phase mi-
grates into the cap rock via either pre-existing fractures or zones with high initial porosity acting as
preferential flow paths for reservoir fluids. This results in significant calcite dissolution and porosity
enhancement. In contrast, when fluid-rock interactions occur under fully liquid-saturated conditions
and a diffusion-controlled regime, pH will be buffered at higher values, and some calcite precipita-
tion is predicted which leads to further sealing of the storage reservoir.
Kühn and Clauser (2006) studied the possible synergies of geothermal energy production with CO2
mineral trapping. To quantify the CO2 storage in geothermal reservoirs, numerical simulations were
performed by SHEMAT (Clauser, 2003). By this novel concept, CO2 is stored through the disso-
lution of anhydrite (CaSO4) and formation of calcite (CaCO3). Since dissolution of anhydrite in-
creases inversely with temperature, the precipitation of calcite is enhanced in the cooled water front
area as well as in the vicinity of the re-injection borehole. It is shown that the geothermal reservoirs
(e. g., those in the North German Basin) have high potentials for the storage of CO2 by mineral
trapping. This is due to three reasons: (i) these reservoirs are in sufficient depths in order to reach
the necessary temperatures for the geothermal purposes, (ii) these available hot water reservoirs
have sufficiently large porosity and permeability, and (iii) the mineral composition of these reser-
voir rocks have sufficient amounts of anhydrite. A theoretical CO2 storage capacity of about 0.5 t
to 25 Mt is estimated for each installation system in geothermal reservoirs.
Important modeling aspects of the long-term storage of CO2 such as applicable equations of states
(EOS), CO2 solubility modules, etc. are also investigated by various researchers such as Zerai et al.
(2006), Le Gallo et al. (2006), Worden (2006), Benezeth et al. (2007), Xu et al. (2007), and Mito
et al. (2008). More on this issue can be found in Gaus et al. (2008).
1.2.5 Geomechanical modeling
A general reduction of the effective stress due to the overpressure resulting from CO2 injection in
the storage sites is shown by various authors e. g., Streit and Hillis (2004); Rutqvist et al. (2007);
Seyedi et al. (2009); Vidal-Gilbert et al. (2009). Such changes might result in cap rock failure and,
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thus, to the creation of potential flow paths for the CO2 to migrate towards the surface, i. e. to a
tremendous diminution of cap rock integrity (Rohmer and Seyedi, 2010).
During CO2 injection, two main mechanical failure mechanisms might occur: (1) tensile fracturing
and (2) shear slip of pre-existing fractures. The occurrence of each mechanism strongly depends on
the effective initial stress state and its evolution due to gas injection (Rohmer and Seyedi, 2010).
Rutqvist and Tsang (2002) coupled heat transfer and rock deformations with hydromechanical sim-
ulation of CO2 injection into a reservoir overlain by a single cap rock unit. Their analysis showed
that most hydromechanical changes are induced in the lower part of the cap rock near its contact
with the injection zone, whereas the sealing mechanism of the upper part may remain intact, despite
an injection pressure close to the lithostratic stress value.
Streit and Hillis (2004) have addressed the geomechanical modeling of fault stability in CO2 stor-
age sites. Calculations of in-situ stresses acting on faults and reservoir rock lead to estimation of
fault stability during CO2 storage. Prediction of seal damage resulting from CO2 injection (because
of slip on fault) was also discussed. They concluded that the faults which are unfavorably oriented
for reactivation can be identified from failure plots. In depleted oil and gas fields, modeling of fault
and rock stability needs to incorporate changes of the pre-production stresses that were induced
by hydrocarbon production and associated pore pressure depletion. Such induced stress changes
influence the maximum sustainable formation pressures and CO2 storage volumes. Hence, deter-
mination of in-situ stresses and modeling of fault stability are essential prerequisites for the safe
engineering of subsurface CO2 injection and the modeling of storage capacity.
Rutqvist et al. (2007) demonstrated the use of coupled fluid flow and geomechanical fault-slip (fault
reactivation) analysis to estimate the maximum sustainable injection pressure during geological se-
questration of CO2. Two numerical modeling approaches for analyzing fault-slip are applied. One
uses continuum stress-strain analysis and the other uses discrete fault analysis. The results of these
two approaches to numerical fault-slip analysis are compared to the results of a more conventional
analytical fault-slip analysis that assumes simplified reservoir geometry. It is shown that the sim-
plified analytical fault-slip analysis may lead to either overestimation or underestimation of the
maximum sustainable injection pressure because it cannot resolve important geometrical factors
associated with the injection induced spatial evolution of fluid pressure and stress. They concluded
that a fully coupled numerical analysis can more accurately account for the spatial evolution of both
in-situ stresses and fluid pressure. Therefore, it results in a more accurate estimation of the maxi-
mum sustainable CO2 injection pressure.
Further, Rutqvist et al. (2008) extended the simulation to a multilayered site using a two-dimensional
plane-strain model to evaluate the potential for tensile fracturing and shear-slip along pre-existing
fractures associated with CO2-injection in a multilayered geological system. The pressure change
in a reservoir due to CO2 injection is estimated using the TOUGH2 (Pruess, 1991) code. From the
pressure change, the stress change is calculated using the FLAC (Rutqvist et al., 2002) geomechani-
cal simulator. Then, with the obtained stress change, they assessed the potential for tensile fracturing
and shear-slip. The main conclusions are: (i) the potential for shear failure is generally higher than
the potential for tensile failure. Thus, at an injection site, shear failure along pre-existing fractures
will probably occur earlier than tensile failure, (ii) if upward migration of fluid pressure occurs in a
multilayered CO2-storage system, estimating the maximum sustainable injection pressure requires
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considering the coupled fluid flow and upper-system geomechanical responses, where mechanical
failure potential may be the highest, and (iii) the orientation of the shear failure and propagation of
the failure plane are highly dependent on the initial stress field. Therefore, it is important to esti-
mate the 3D in-situ stress field to support the design and performance assessment of a geological
CO2-injection operation.
Recently, Soltanzadeh and Hawkes (2009a,b) assessed the stress change and fault reactivation ten-
dency within and surrounding reservoirs during fluid injection or production. Stress analysis is
performed using the concept of Coulomb failure stress change as a criterion for fault reactivation
tendency. Their results demonstrated that during fluid production from a reservoir in a normal fault
stress regime, fault reactivation is likely to occur within the reservoir and adjacent to its flanks. For
a thrust-fault stress regime, only faults located in rocks overlying and underlying the reservoir tend
towards reactivation. The results for the analogous case of fluid injection are exactly the opposite.
Vidal-Gilbert et al. (2009) performed a simulation study to evaluate the 3D geomechanical behavior
of the CO2 injection into an oil field reservoir in the Paris Basin. In this study, the geomechanical
analysis of the reservoir-cap rock system was carried out as a feasibility study so that pressures re-
sulting from reservoir simulations were integrated as input for a geomechanical model. The results
showed that the mechanical effects of CO2 injection do not affect the mechanical stability of the
reservoir-cap rock system for the studied injection scenario under the considered assumptions.
In a more recent work, a numerical strategy of large-scale hydromechanical simulations to assess
the risk of damage in cap rock formations during the CO2 injection process is presented by Rohmer
and Seyedi (2010). The proposed methodology is based on the sequential coupling between two
specialized and well-established calculation codes; TOUGH2 (Pruess et al., 1999) and Code_Aster
(EDF, 2008). This modeling work is based on the available data and many parameters are derived
from literature or assumed due to a lack of field data. The developed methodology is applied then
for the cap rock failure analysis of a deep aquifer of the Dogger formation in the the Paris Basin
as a demonstration example. The simulation is carried out at a regional scale (100 km) considering
an industrial mass injection rate of CO2 of 10 Mt per year. At a phenomenological level, this study
showed three key aspects for risk management. The maximum overpressure is reached after a cou-
ple of years, the lateral extension of the over-pressurized zone induced by the injection is very large
(> 50 km) and the most critical zone is the injection near zone (distance < 100 m) at the interface
between the cap rock and the reservoir layer. The vertical extension of the over-pressurized zone
remains small without affecting the upper aquifer formations. For the properties assumptions, the
cap rock layer fulfils its role as the sealing layer and there is no indication of gas penetration in the
cap rock (Rohmer and Seyedi, 2010). The possible grid effect was not studied. However, we show
later in Chapter 4 that the grid spacing is one of the most critical parameters in which the local grid
refinement leads to better characterizing the flow models. Thus, the influence of the various mesh
sizes should be considered.
1.2.6 Non-isothermal effect
Compared to the investigation of other effects, non-isothermal effects have been studied less in
the literature. Pruess (2004, 2005) investigated thermal effect during CO2 leakage along faults and
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fracture zone. It is concluded that cooling effects from CO2 decompression and boiling of liquid
CO2 into the gas phase are important. Thus, the of near-critical behavior brings more complexities
during CO2 leakage.
Kopp et al. (2006) set up two 3D numerical simulation models based on the CO2SINK (Borm
and Förster, 2005) project’s data to simulate non-isothermal effects during CO2 injection into brine
aquifers. The results showed temperature variations in the near-field of the injection well. The area
of influence is apparently restricted to the vicinity of the well and the effects may be negligible in
many cases.
Using MUFTE-UG (Helmig et al., 1998), a non-isothermal, multi-phase flow simulatior, Ebigbo
et al. (2007) have taken into account the non-isothermal effects employing a shallow aquifer where
the CO2 looses its supercritical state of aggregation while rising. The results showed a sudden tem-
perature drop due to the phase change of the CO2 (liquid to gas). However, the temperature change
was not very large (about 2 K).
Migration of CO2 and its accumulation at shallow depth is not favorable. To study this scenario,
Pruess (2008) recently performed numerical simulations to evaluate the role of different thermo-
dynamic and hydrogeological conditions. Condensation of gaseous CO2, three-phase flow of an
aqueous phase, liquid CO2, and gaseous CO2 as well as cooling by Joule-Thomson expansion and
boiling of liquid CO2 are found to be important for the behavior of a CO2 leakage system. In fact,
this study demonstrated both self-enhancing and self-limiting mechanisms that typically result in
cyclic discharge behavior of CO2. The CO2 discharge is enhanced by CO2 gas coming out of solu-
tion whereas self-limiting features include Joule-Thomson cooling during expansion of rising CO2.
This produces alternating cycles of self-enhancement and self-limitation (Pruess, 2008).
Bielinski et al. (2008) used MUFTE-UG (Helmig et al., 1998) to investigate the non-isothermal
effects during CO2 injection into a storage formation. The feasibility of using temperature measure-
ments for the observation of the carbon dioxide plume in the reservoir was also addressed. Various
thermal processes and their dependency on the geological characterization of the reservoir were
discussed in detail. The results showed a small temperature drop of 1 K-2 K which occurs during
the arrival of the CO2 front.
1.2.7 Solubility effect
van der Meer and van Wees (2006) studied the impact of CO2 solubility on the fate of CO2 plume.
The results from the studied case, i. e. a model consisting of rocks similar to the Utsira formation
rock (high permeability and porosity) show that only in the long-term (> 1000 years) solubility
mechanism has a large effect on the fate of CO2 sequestration in depleted oil and gas reservoirs.
This is due to the prominent accumulation of the CO2 in the gas phase limiting exposure to the
water phase. However, if injection strategies focus on exposing the injected CO2 to as much fresh
water as possible (i. e. through extended and dispersed migration paths) the amount of CO2 in the
free gas phase may be reduced significantly and within a shorter time (van der Meer and van Wees,
2006). It should also be noticed that because solution trapping is quite sensitive to the geological
and physical uncertainties, using only solubility data would result in overestimating the storage
capacity. The usual approach of arithmetic or geometric averaging of permeabilities for up-scaled
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permeability does not address the trapping mechanisms. Therefore, advanced up-scaling methods
need to be used in order to take into account the trapping mechanisms.
The up-scaling studies of Mo et al. (2005) showed that for homogenous distribution of CO2, the
amount of trapped (or residual) gas may be calculated from the average saturation in each up-scaled
grid block whereas for the heterogeneous distribution, advanced methods are needed.
Ghomian et al. (2008) presented a simulation study on CO2 sequestration at the Frio Brine For-
mation at Houston, Texas. In this study, a detailed list of input data such as CO2 solubility, CO2-
saturated brine density, and viscosity for the general-purpose compositional code GEM (CMG,
2001) was provided. They showed that predictions of CO2 breakthrough time and CO2 plume
movement from the modeling match well with field measurements. They also demonstrated that
after ten years from the injection date, a significant fraction of the injected CO2 will be stored in
the form of trapped gas or dissolved aqueous phase in the brine. Only 2 %-5 % of the injected CO2
is in the form of free gas indicating the fairly low possibility of leakage through cap rock. This
simulation study was performed before the pilot began, and the results were verified against the
early results of the field experiment. Therefore, these results seem to be more realistic and accurate.
van der Meer and van Wees (2006) did not consider the effect of hysteresis. However, the gas-water
relative permeability hysteresis can have a significant impact on the amount of trapped CO2. Thus,
it is no surprise that the study arrived at quite different answers compared to the other studies such
as Ghomian et al. (2008).
1.2.8 Hysteresis effect
The main petrophysical parameters influencing CO2 storage as an immobile gas phase are relative
permeability, including hysteresis, and the residual saturation of a non-wetting phase (Kumar et al.,
2005). These are widely used in the modeling codes to describe the interaction between a non-
wetting phase, i. e. CO2, and a wetting phase, i. e. brine. For example, TOUGH2 (Pruess, 1991)
family models use capillary and relative permeability curves as characteristic curves to describe
the interaction of CO2 and brine (Doughty, 2007). For drainage-only or imbibition-only, a non-
hysteretic formulation in which capillary pressure and relative permeability depend on saturation
is adequate. But for a process which is a combination of drainage and imbibition (e. g., injection
and post-injection of CO2), the hysteresis curves are needed in which capillary pressure and relative
permeability are functions of saturation and the history of the saturation in the grid block (Doughty,
2007).
A reservoir simulation study was conducted by Flett et al. (2004) to investigate gas trapping in a
geologic sequestration site. Many subsurface parameters were varied, including the effects of gas-
water relative permeability hysteresis. The results of this study showed that trapping of CO2 due
to the effect of gas-water relative permeability hysteresis can have a significant impact on the long
term success of a geosequestration project.
The effect of relative permeability hysteresis on CO2 trapping was studied by Juanes et al. (2006).
They compared two models with and without hysteresis and concluded that when hysteresis effect
is ignored, the CO2 plume migrates upward due to buoyancy forces without leaving any residual
gas behind. Consequently, after sufficiently long time, the model showed accumulation of gas at the
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crest of the aquifer, forming gas cap. This is unfavorable for sequestration purposes. In contrast,
when hysteresis is accounted for, capillary trapping takes place and, hence, prevents CO2 from
forming a gas cap. This is interesting for carbon sequestration because it reduces the risk of leak-
age and enhances dissolution and geochemical mechanisms by providing more interfacial surface
between CO2 and pore water. In this study, the effect of injection rate was also investigated. Higher
injection rates result in higher gas pressures in the vicinity of wells (higher bottom-hole pressure).
This high pressure causes the smaller pores which have a higher capillary entry pressure to be in-
vaded by the non-wetting gas and gas bubbles snap-off occurs during imbibition, the displacement
of CO2 by water, leading to higher macroscopic trapping. They demonstrated that the injection
of water slugs alternating with gas slugs (WAG) can enhance the CO2 trapping by increasing the
bottom-hole pressure (BHP) (Juanes et al., 2006).
Saadatpoor et al. (2009) showed that spatially varying capillary entry pressure may cause a qual-
itatively different plume behavior. They distinguished a new mode of CO2 trapping called local
capillary trapping. It is explained as follows:
In a relatively homogeneous domain, capillarity is a second-order effect. It damps the tendency
toward channeling of the rising CO2 front and increases the uniformity of the plume. As the het-
erogeneity of the aquifer increases, capillarity begins to dominate buoyancy. Regions with smaller
permeability, through which single-phase flow would readily occur, can completely block rising
CO2, simply because the capillary entry pressure in these regions is somewhat higher than in neigh-
boring regions. These local capillary barriers prevent CO2 from rising and divert it laterally. The
disruption can be so extreme that above-residual saturations of CO2 accumulate below these bar-
riers. These local accumulations can remain undisturbed even when the top seal of the aquifer is
breached. Overall, the displacement front is much less uniform in heterogeneous domains. Despite
the non-uniformity, the extent of dissolution trapping remains significant, much more than would
be expected considering the ramified structure of the displacement front.
1.2.9 CO2 for Enhanced oil recovery (EOR)
Both active and depleted Oil and gas reservoirs are geologically suitable for the storage of CO2
(IPCC, 2005).
Kovscek (2002) evaluated site-selection screening criteria for CO2 storage for EOR. Final suggested
criteria of this paper comprised initial saturation, porosity, permeability, pore pressure gradient, seal
existence, oil chemistry, and surface facility properties.
A modeling technique called streamline simulation was used by Jessen et al. (2005). It simulates the
multi-phase fluid flow of CO2 injection in the EOR process. They demonstrated by calculation ex-
amples the different mechanisms controlling the displacement behavior of CO2 sequestration meth-
ods, the interaction between flow and phase equilibrium, and how proper design of the injection gas
composition and well completion are required to co-optimize oil production and CO2 storage. Au-
thors also compared their results with those of traditional finite difference methods. They discussed
schemes of increasing CO2 storage during EOR and recommended the following: (i) adjusting in-
jection gas composition to maximize CO2 concentration, (ii) designing well completions to create
injection profile to reduce the adverse effect of preferential flow through high permeability zones,
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(ii) optimizing water injection to reduce gas cycling, (iv) considering aquifer injection to store CO2,
and (v) taking into account reservoir re-pressurization after the end of the field’s production life.
In another study, Kovscek and Wang (2005) proposed the concept of co-optimization of simulta-
neously oil recovery and the volumes of emplaced CO2 in oil reservoirs. An important component
of the workflow is the assessment of uncertainty in predictions of performance. To quantify uncer-
tainty, an analytical streamline based simulations were adopted as an alternative for exhaustive and
time-consuming full physics flow simulations. The authors set equi-probable reservoir models, con-
sidering uncertainties, and then ran streamline simulations. They proved the streamline simulations
are fast and useful for selecting a representative reservoir model subset.
Li et al. (2006) explained the important relationship between CO2 injection pressure and critical cap
rock sealing pressure. They calculated storage capacity for the Weyburn reservoir in Saskatchewan,
Canada (Wilson and Monea, 2004) and demonstrated that once the reservoir pressure reaches a
certain high level, a continuous increase in pressure alone is not effective in enhancing the storage
capacity. However, much more capacity can be achieved by removing a portion of the remaining
water. The production of the reservoir water can be operated most economically by forced con-
vection when the reservoir pressure is sufficiently elevated by CO2 injection. Suggested methods
of characterizing gas flow through cap rock are also given. The authors concluded that although
depleted oil and gas reservoirs are the most attractive geological media for CO2 storage, their total
capacity is limited. Therefore, it is crucial to fully utilize the capacity of a given reservoir, thereby
maximizing the value of the depleted oil and gas reservoirs in reducing CO2 emissions.
More recently, Farajzadeh (2009) studied the mass transfer during the flow of CO2 using a pressure-
volume-temperature (PVT) cell. He showed that the transfer rate of CO2 into water is significantly
higher than that predicted from diffusion based models. It is also concluded that density-driven
natural convection enhances the mass transfer of CO2 into water. Natural convection is also found
favorable for EOR since the mixing zone between CO2 and oil becomes longer, improving the ver-
tical sweep efficiency1.
More studies can be found in SPE Reprint Series (SPE, 1999) and SPE Monograph Series (Jarrell
et al., 2002). The first book give emphasis to the use of CO2 to enhance the oil recovery including
field case histories and important factors in CO2 flood design such as phase behavior, displacement
mechanisms, relative permeability, injectivity, and predictions by simulations (SPE, 1999).
The second book outlines the mixing mechanisms associated with CO2 flooding comprising the en-
tire project development sequence from conception and justification through field design and opera-
tion. Discussions focus on current and practical CO2 flooding technologies and industry experiences
including issues in planning, designing, and implementing CO2 floods (Jarrell et al., 2002).
1In petroleum engineering, the areal sweep efficiency (EA) may be defined as the fraction of the reservoir
(originally filled with oil) which has been displaced (or swept) by a flooding fluid such as water (Fanchi,
2006):
EA =
swept area
total area
The vertical sweep efficiency, EV , is defined as the fraction of the vertical section of the pay zone which
is contacted by the injection fluid (Fanchi, 2006):
EV =
swept thickness
total thickness
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1.2.10 Buckley-Leverett fractional flow
One of the objectives of a modeling study is to find a solution using simpler and less expensive
techniques. If a less expensive method such as the Buckly-Leverett fractional flow displacement
algorithm can provide adequate results, more sophisticated and costly models are not justified.
The fractional flow theory is important since it is physically simple and can be used to obtain both
saturation and production profiles. This theory describes the flow of two immiscible fluids (e. g. oil
and water) through a homogeneous porous medium by neglecting effects of fluid compressibility,
capillary pressure, and interphase mass transfer (Buckley and Leverett, 1942). These approxima-
tions are reasonable particularly in oil production by water flooding. For incompressible fluids, the
total production rate equals the injection rate. In other words, the theory allows estimating the frac-
tion of oil and water in the fluids produced. This theory basically considers the Darcy’s law and
represents the volume fraction of each phase in the total flow (Buckley and Leverett, 1942).
The Buckly-Leverett two-phase flow equation was the basis for the study of Woods and Comer
(1962). They used a mathematical model to predict the saturation distribution and pressure in a
radially symmetric gas-storage reservoir. A comparison between the predicted results of the model
and the actual field pressure showed an average deviation of less than 4.3 % (Woods and Comer,
1962).
Saripalli et al. (2001) used a semi-analytical approach also based on radial Buckley-Leverett theory
for displacement of immiscible CO2 phase around the wellbore. The results showed the growth of
CO2 around the injector, its buoyancy-driven migration toward the top confining layer, its dissolu-
tion during injection, and its vertical migration.
An alternative option for reducing emissions associated with well testing operations during reser-
voir appraisal (i. e. production/build-up test) is injection/fall-off test. In this regard, Levitan (2002)
presented an analytical method for solving the transient pressure for two-phase flow associated with
water injection/fall-off tests. The solution algorithm allows to compute the solution for any step-
wise constant rate sequence that includes multiple injection and fall-off periods. This method is
general and can be used for water injection governed by any physically meaningful relative perme-
abilities as well as for piston-like displacement.
1.2.11 Analytical and semi-analytical solutions
Based on analytical solutions for CO2 plume evolution, Celia et al. (2005), Bachu et al. (2004)
and Nordbotten et al. (2004, 2005a,b) set up a study base for practical injection problems and
even more complex issues of waste disposal into saline aquifers. In the context of CO2 storage in
existing oil and gas fields, challenging issues are leakage through abandoned wells and geological
formations. This becomes more challenging if the density of wells is high enough (e. g., more than
a million oil and gas wells have been drilled in Texas, USA) to make good conduits for escaping
CO2. Considering the well density of 4 wells per km
2 within existing oil-well clusters of the Viking
Formation in the Alberta Basin of western Canada (Gasda et al., 2004) and assuming a radius of 5
km as a characteristic size of a CO2 plume (Lindeberg, 1997; Xu et al., 2003), it can be seen that a
single CO2 plume will contact hundreds of existing wells.
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In order to assess the magnitude of leakage through the wells upward to the surface, Nordbotten
et al. (2004) used an analytical solution for two-phase flow system. The idea of using an analytical
approach instead of simulation is the lack of properties for the enormous number of wells as well
as the required grid refinement around the wells. They developed a general leakage analysis for
the CO2 injection problem (Nordbotten et al., 2005a). A plume shape was found based on energy
minimization principles. It reduces to a simple Buckley-Leverett equation (see e. g., Blunt and King,
1991) if viscous forces dominate and buoyant forces are neglected. The results showed a good
agreement between analytical and numerical solutions for the all injection scenarios considered.
They also concluded that this solution is applicable to estimate the spread of acidic gases (CO2 and
H2S) in already operating projects in Canada and in the United States (Bachu et al., 2004). With
modifications it can also be used for those cases where buoyancy is included (Nordbotten et al.,
2005a).
A semi-analytical approach is also used in the work of Saripalli and McGrail (2002). It was shown
that the injected CO2 initially grows radially outwards as a bubble, partly dissolves in the water,
floats towards the top formation, and finally settles near it. The growth of the CO2 bubble depends
on many parameters including injection rate, injection pressure, porosity, and permeability (Saripalli
and McGrail, 2002).
1.2.12 Examples in practice
In 2005, the Intergovernmental Panel on Climate Change (IPCC, 2005) issued the currently ongoing
field projects ranging from pilot to commercial scales.
Until recently, there are two ongoing commercial-scale projects (Sleipner and In Salah) which in-
tend to dispose of CO2 into saline aquifers (IPCC, 2005). They are specifically designed for the
primary purpose of greenhouse gas mitigation (IPCC, 2005). The construction of two other indus-
trial scale projects (both in saline aquifers), Snøvit in Norway (Dooley et al., 2009) and Gorgon
in Australia (Mckenna et al., 2010), commenced in 2006 and 2009, respectively. The latter is the
world largest one which aims at storing of about 3.3 Mt of CO2 per year for 40 years in a saline
aquifer. Further, there are several pilot projects throughout the world, such as Frio in USA and Ot-
way in Australia (IPCC, 2005). In addition, some projects such as Weyburn in Canada are designed
to use CO2 for EOR (IPCC, 2005). Acid gas injection projects, such as injecting CO2 and H2S into
the Alberta Basin, can be seen as an example of a commercial-scale analogue for CO2 geological
sequestration in sedimentary basins (IPCC, 2005).
In the following, a brief description of these projects is discussed:
The Sleipner West gas field is located in the Norwegian North Sea and operated by Statoil and the
Sleipner partners (Torp and Gale, 2003). Methane is produced from several wells and transported to
the treatment platform for reducing its CO2 content of 1 Mt per year. The operator and its partners
decided to re-inject the carbon dioxide into the Utsira formation, the major saline aquifer sitting
just above the gas reservoir instead of venting the CO2 to the atmosphere because of a Norwegian
tax of 55 $ per ton of CO2 emitted (Torp and Gale, 2003; SACS2, 2002; Audigane et al., 2006).
This world’s first industrial-scale CO2 injection project started in 1996 and the EU funded research
started in 1998 (SACS2, 2002). More than 8 Mt of CO2 have been injected into the saline reservoir
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since the start of injection. It is likely that CO2 injection will continue at Sleipner long after the
abandonment of the field for methane production. The upward plume migration after three years is
about 250 m and and seems to be suppressed by the cap rock. Its lateral extension amounts to about
600 m (Arts et al., 2005).
The In Salah gas project in Algeria is the world’s first large-scale CO2 sequestration project in an
active gas field. The produced natural gas contains up to 9 % CO2 and is reduced to 0.3 % in or-
der to meet the export pipeline specifications (Riddiford et al., 2003). This joint venture project
(Sonatrach, BP, and Statoil) involves re-injecting the treated CO2 into a 20 m thick formation at
1800 m depth with much lower permeability in central Algeria and storing up to 1.2 Mt CO2 per
year. CO2 injection started in 2004 and it is estimated to store a total of 17 Mt of CO2 (Riddiford
et al., 2005). The injected CO2 is expected to eventually migrate into the area of the current gas
field after depletion of the gas zone. By the end of 2008, over 2.5 Mt of CO2 had been stored in
underground. Using the available subsurface and wellhead observations, together with the surface
deformation data, it is shown that the plume has migrated 1.3 km from the injection well to the
observation well in north-westerly direction within two years. This is about three times faster than
would have expected from a homogeneous cylindrical plume (Ringrose et al., 2009). The In Salah
project uses a broad range of monitoring techniques such as micro-seismic, pressure, temperature,
injection rate, satellite, and tracer-based monitoring facilities (IPCC, 2005; Ebron et al., 2007; On-
uma and Ohkawa, 2009).
At the IEA Weyburn project operated by EnCana, CO2 has been injected initially at a rate of 5000 t
d−1 into a 10 m thick oil-bearing carbonate formation at a depth of around 1300 m below southern
Saskatchewan, Canada (Wilson and Monea, 2004; IPCC, 2005). The gas is transported from the
Dakota gasification company (in USA) to the Weyburn oil field (in Canada). Risk assessment mod-
eling suggests that the injected CO2 will not reach the overlying saline water zone. It is concluded
that this field is suitable for CO2-EOR to facilitate a long-term, safe storage of CO2 in (Preston
et al., 2005). A total of about 20 Mt of CO2 is estimated to be stored in the reservoir over the
EOR project life. The Weyburn project utilizes a broad range of monitoring technologies including
time-lapse seismic, core analysis, wireline logging, geochemical sampling and analysis, electrical
resistance tomography, cross-well seismic, micro-seismic, soil sampling, shallow subsurface, and
atmospheric monitoring techniques to ensure retention of injected CO2 (White, 2009).
A summary of the Weyburn field CO2 injection project is presented by Wilson and Monea (2004).
A detailed description of the activities, empirical data, and lessons learnt from the Weyburn project
are provided with respect to (i) geological characterization; (ii) prediction, monitoring, and verifi-
cation of CO2 movements; (iii) storage capacity, distribution prediction, and economic limits; (iv)
long-term risk assessment (Wilson and Monea, 2004).
The Snøhvit facility in northern Norway is Europe’s first commercial liquefied natural gas (LNG)
production facility. The field’s produced natural gas contains 5 %-8 % CO2 by volume and must be
separated before liquefaction prior to transport (Dooley et al., 2009). Approximately 0.7 Mt CO2
per year is captured from this facility and is injected into a nearby deep saline formation 2600 me-
ters below the seafloor. (Dooley et al., 2009). This project, also operated by Statoil, also utilizes a
monitoring and verification program that comprises time-lapse seismic surveys and pressure moni-
toring, along with time-lapse gravimetric surveys (Dooley et al., 2009).
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The Frio Brine Project in Texas, USA involved injecting about 1.6 kt of CO2 into the well-characterized,
highly permeable Frio sandstone at a depth of 1500 m over a period of 10 days. There was only one
observation well located up-dip, 30 m away from the injector (Kharaka et al., 2006). Breakthrough
of CO2 from the injector to the monitoring well occurred after 51 hours of injection (Hovorka
et al., 2006). Results of this monitoring project have been used to validate conceptual and numeri-
cal models for evolution of the CO2 plume as it formed and migrated up-dip (Doughty et al., 2008).
Comparing these models with information on plume size, shape, and saturation from monitoring ex-
periments suggested that residual CO2 saturations are approximately 20 % (Doughty et al., 2008).
Variety of sampling and monitoring tools and methodologies such as collection of baseline mea-
surements prior to injection, geochemical sampling, pressure and temperature measurements, and
geophysical logging during the CO2 injection have been used in this project (Hovorka et al., 2006).
The Ketzin pilot project (CO2SINK) in northeastern Germany started at 2004 (Förster et al., 2006;
Norden et al., 2010). At this small-scale project, the injection of CO2 was planed to start in 2008
into a saline aquifer of the Triassic Stuttgart formation at a depth of 650 m situated northwest of
Berlin, Germany, storing of up to 60 kt of CO2 over 2 years (Prevedel et al., 2009). The CO2 break-
through into the observation well, at 50 m distance, was recorded after the injection of 531 t CO2 by
a state-of-the-art gas membrane sensor (Schilling et al., 2009). This EU funded project aims at pro-
viding the data base for long-term storage of CO2 in a saline aquifer considering physical, chemical,
and biological processes. Coupling of these processes in a simulation will be performed in the near
future (Giese et al., 2009; Schilling et al., 2009). Apart form the technical issues, this project has
interesting aspects regarding authorization procedures and public outreach efforts (Bielinski, 2007).
It is stated that the CO2SINK project uses behind-casing installations for the study of CO2 injection
and storage process in a geological medium (Prevedel et al., 2009). In this regard, CO2SINK differs
from other scientific projects such as the Frio Pilot in Texas (see e. g., Hovorka et al., 2006) and the
Otway Basin pilot project in Australia ( see e. g., Dodds et al., 2009).
1.2.13 Well integrity
The integrity of wells in and around the storage site is a significant long-term issue (Celia and
Bachu, 2003; Benson, 2005).
Moreno et al. (2005) proposed a methodology for assessing the integrity of wells over time, which
they applied to CO2 storage at the Weyburn oil field in Saskatchewan, Canada. The maximum
cumulative leakage from an estimated 1000 wells in the Weyburn field over a time of 5000 years is
estimated to be 0.03 Mt CO2, i. e. an average release rate of 6 t a
−1 (Holloway, 2007).
The practical capacity of Alberta’s oil and gas reservoirs for CO2 sequestration is calculated by
assuming that the volume occupied by the produced oil and gas can be replaced by CO2 (Bachu
and Shaw, 2003). The ultimate theoretical CO2 sequestration capacity in Alberta’s gas reservoirs
not associated1 with oil pools is estimated to be 11.35 Gt. The sequestration capacity in the gas
cap of oil reservoirs is 865 Mt of CO2, but this additional capacity will become available sometime
1The natural gas is generally classified as “associated-dissolved” meaning that the natural gas is associated
with or dissolved in crude oil. Natural gas production in the absence of crude oil is classified as “non-
associate”.
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in the more distant future after both oil and gas will have been produced from these reservoirs.
They further concluded that depending on the strength of the underlying aquifer, water invasion
has the effect of reducing the theoretical CO2 sequestration capacity of depleted reservoirs by 60
% on average for oil pools and 28 % on average for gas pools, if the reservoir is only allowed to
be re-pressurized back to its initial pressure. In addition, weak aquifers have no effect on reservoir
CO2 sequestration capacity. However, most reservoirs in the Alberta Basin have a relatively small
CO2 sequestration capacity, rendering them largely uneconomic. It should be noticed that shallow
reservoirs are inefficient because of low CO2 density, while very deep reservoirs may be too costly
because of the high cost of CO2 compression. Therefore, if only the largest reservoirs in the depth
range of approximately 900 m to 3500 m are considered, each with an individual capacity of more
than 1 Mt CO2, the practical CO2 sequestration capacities of non-associated gas reservoirs and oil
reservoirs amount to 2660 Mt and 115 Mt of CO2, respectively (Bachu and Shaw, 2003).
1.2.14 Monitoring
Monitoring techniques are used to demonstrate that injected CO2 remains contained in the intended
storage formation(s). They can be helpful in detecting leakage and providing an early warning of
any leakage that might require mitigating action (IPCC, 2005). A wide variety of these methods
have been used in the CO2 storage projects. For example, a comprehensive description of the mon-
itoring techniques used in the Frio Brine field CO2 injection project is given by Hovorka et al.
(2006). The authors show post-injection measurements, including time-lapse vertical seismic pro-
filing, cross-well seismic tomography, and saturation logs. These measurements suggest that CO2
is retained permanently in the reservoir, and dissolution into the brine in the reservoirs is rapid
and volumetrically significant. They also demonstrate that the results of numerical modeling using
TOUGH2 (Pruess, 1991) and field measurements match well. However, tool resolution and com-
plex characteristics of reservoirs have lead to prediction uncertainties.
Another example is Winthaegen et al. (2005) who provide an overview of available monitoring
techniques for CO2 storage. The authors suggest that injected CO2 should be separated from other
CO2 sources and characterized by some means such as isotopic analysis. In addition to describing
traditional ground monitoring techniques for CO2 injection, the authors also assess the benefits and
limitations of satellite and airborne monitoring methods.
The current state of the technology seem to be more than adequate to meet the needs for monitoring
injection rates, wellhead and formation pressures (IPCC, 2005). More information on the devel-
opment of monitoring strategies, especially for reasons of regulatory compliance and verification,
monitoring and inspection procedures, monitoring requirements, and costs is addressed in IPCC
(2005).
1.2.15 Risk assessment
Tools for determining the minimum retention time for CO2 storage in underground formations were
proposed by Lindeberg (2002). The author developed a climate model that relates climate change
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to leakage of CO2 from the subsurface. The CO2 escape rate was then calculated. From this cal-
culation, it was concluded that the typical retention time for geological storage should be at least
10,000 years to prevent CO2 leakage from appreciably influencing the climate.
A summary of various natural and anthropogenic analogues for CO2 leakage is presented by Lewicki
et al. (2007). The authors evaluated these analogues for CO2 leakage such as leakage types and trig-
gering mechanisms in detail. They also discussed concerns associated with potential hazardous
effects of CO2 leakage on human health and groundwater chemistry. They concluded that in most
cases, risks are negligible possibly due to implementation of post-leakage public education and
monitoring programs. While changes in groundwater chemistry were related to CO2 leakage, wa-
ters often remained potable despite slight changes in their acidity.
Kopp (2009) analyzed the risk associated with CO2 leakage through pre-existing wells based on
comprehensive reservoir-property statistics. He showed that among the four selected independent
primary parameters, the depth of the reservoir and the geothermal gradient have highest influence
on risk. Anisotropy shows an influence only up to some distance from the injector. In contrast, risk
is independent of porosity (due to coupling of permeability to porosity). Thus, a reservoir with a
low geothermal gradient, a high anisotropy, located at great depth seems to be the most suitable
one.
1.2.16 Laboratory studies on reservoir properties
Despite the importance of rock physical properties such as permeability and capillary pressure in
flow calculations, experimental data on these properties is sparse. In fact, laboratory measurements
on multi-phase relative permeability can be costly, time-consuming, and inaccurate. Thus, they are
estimated from available models (Fanchi, 2002). However, a single data set of the properties of oil
reservoirs in the USA is reported by the National Petroleum Council public database (NPC, 1982).
Plug and Bruining (2007) measured capillary pressure as a function of saturation for CO2-water
systems in the specific conditions.
Bennion and Bachu (2008) performed laboratory measurements on relative permeability as a func-
tion of saturation for CO2-water and H2S-water systems.
In Chapter 4 (sub-section 4.8.4.2), the importance of relative permeability and capillary functions is
discussed in greater detail. It is concluded that since permeability and relative permeability describe
the flow of a particular fluid in a particular rock type, if either the fluid or rock type changes, the
appropriate values of permeability and relative permeability must be measured. This highlights the
great needs for further experimental studies on these parameters.
1.2.17 Other studies
IPCC (2005) outlines the sources, capturing mechanisms, transportation, and storage options for
CO2. It also assesses the costs, economics, politics, and regulatory framework of CO2 sequestra-
tion. This report provides both a technical summary and a summary for policy makers.
Bentham and Kirby (2005) provide a general overview of storage options and risk factors for CO2
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storage in saline aquifers. They also provide estimates of storage capacity and capture costs for
several European Union countries. The lessons learnt from the Sleipner site is also presented.
A summary of key findings of the SACS, SACS2 and CO2STORE projects which received financial
support from the EU from 1998 to 2006 is given in Chadwick et al. (2008). The earlier projects,
SACS and SACS2, focussed specifically on scientific aspects of the Sleipner CO2 injection opera-
tion. CO2STORE continued the work on Sleipner, but widened its scope to four new case studies
selecting and characterizing potential storage sites in Europe, in offshore and in onshore settings.
This includes Kalundborg (onshore-offshore Denmark), Mid Norway (offshore Norway), Schwarze
Pumpe (onshore Germany), and Valley (offshore UK). Each case study is presented in details in this
report (see Chadwick et al., 2008).
1.3 Concluding remarks
The key finding of these reviewed studies is that using computer modeling allows to determine the
fate of injected CO2 into storage formations by studying the interplay between different processes.
This includes drainage and imbibition, gravity override, changes CO2 in effective stress with asso-
ciated changes in the permeability of faults and fractured zones, CO2 dissolution into the aqueous
phase and buoyant convection of aqueous phase. The effect of temperature may also become con-
siderable.
Monitoring techniques and risk assessments are also used to minimize the risk of CO2 escape from
the subsurface.
However, the results delivered by such models show their strong dependency on many parameters
and hypotheses, of which some are still poorly understood due to the lack of information.
In addition, computational constraints limit the use of models in different ways. Many meshes used
are usually based on geometrically simple models. For example, often two-dimensional models are
used. In many cases radial symmetry is considered often with an increasing extent outwards (e. g.,
Law and Bachu, 1996; Pruess, 2003; Garcia, 2003; Piri et al., 2005; Andre et al., 2007; Doughty,
2007).
In the long-term behavior of CO2, modeling studies typically consider either a detailed description
of geochemical processes (complex mineral assemblage with kinetic precipitation and dissolution)
while simplifying fluid flow (1D with constant velocity), or a detailed fluid flow simulation (2D
or 3D heterogeneous model with gravity effects on the supercritical and dissolved carbon dioxide)
while employing a simplified description of geochemical reactivity (simplified mineralogical as-
semblage, no kinetics) (Audigane et al., 2006; van der Meer and van Wees, 2006). Thus, the used
models are often crude representation of the subsurface formations.
Most of the 3D models are simplified by using a relatively small number of blocks (Xu et al., 2006).
Due to computational constraints these flow models have to rely on a coarser grid, e. g. grid cells
typically 1000 m across with much less detail in the vertical direction (Chadwick et al., 2008). Even
with the large models, the smallest block size is still quite large. The typical minimum block size
varies between 100 m and 2300 m (see e. g., Holt et al., 1995; Korbol and Kaddour, 1995; Flett
et al., 2004; Ennis-King and Paterson, 2005; Lagneau et al., 2005; Mo and Akervoll, 2005; Sayers
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et al., 2006; Förster et al., 2006; Juanes et al., 2006; Flett et al., 2007; Thibeau et al., 2007; Stroink,
2007b). A few modelers set up simulations that monitor the changes in porosity and permeability.
In addition, many assumptions were made such as a permeability and no-flow boundaries (Doughty
and Pruess, 2004). To reduce the boundary conditions effects on the model’s behavior, the model
domain needs to be large enough and the lateral boundaries be pushed further away. From a reser-
voir engineering point of view, the model must be self-contained as much as possible to allow the
model structure to predict its behavior and not the lateral boundary conditions.
Therefore, these models would describe the gross behavior of the systems and full understanding of
such fields remains challenging.
The availability of reliable models for predicting the storage reservoir’s performance accurately is
a major concern with regard to the new mitigating technologies.
Beyond the practical needs for reservoir engineering, there is a continuing quest from earth sciences
to improve the understanding of CO2 underground storage systems.
1.4 Thesis objective and outline
This work is part of current efforts to quantify numerically different processes potentially responsi-
ble for CO2 underground storage in order to fill some of the gaps identified in the previous section.
In this study, a real data set of the Malmö reservoir in Sweden and a generic data set for the Min-
den reservoir in Germany form the basis for studying the influence of different modeling, reservoir,
and operational parameters by numerical simulations. The results of these two case studies allow to
quantify the associated processes to a certain extent by developing a general modeling workflow for
characterizing particular CO2 storage sites from data appraisal to recommendations of operational
strategies.
After a general introduction in Chapter 1, parameter estimation by inverse reactive transport mod-
eling based on laboratory experiments observations is presented in Chapter 2. Presentations and
discussion of the Minden site and Malmö structural data, as well as the results of the 3D numeri-
cal simulations are the topics of Chapters 3 and 4, respectively. Displacement behavior analysis of
underground CO2 storage systems and their minimum and maximum storage capacity estimations
are addressed in Chapter 5. In the absence of well measurements or lack of data for calibration
of models, benchmark studies are important alternative pragmatic tools. Chapter 6 presents a code
comparison simulation of CO2 storage in two geological formations. Finally, Chapter 7 summarizes
the main conclusions of this work and presents an outlook for future work.
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Chapter 2
Quantification of mineral reactive surfaces by
inverse reactive transport modeling
One of the direct influences of the injected CO2 into the saline aquifer is thought to be the increase
of the dissolution rate of calcium carbonate due to acidification of water by CO2. This dissolu-
tion process can be described by coupling the differential equations for fluid flow, transport, and
geochemical reactions of dissolved species with the reservoir rocks. Understanding the surface re-
activity of minerals is necessary for accurate prediction of reaction rates. However, the reactivity of
the heterogeneous surfaces of minerals can be difficult to characterize as they often react at different
rates or via different mechanisms. Ultimately, a method was needed in this thesis to probe quan-
titatively the reactive surfaces in order to predict mineral dissolution rates. This is quantified and
explained in this chapter by using reactive transport modeling iteratively. Thus, reactive transport
modeling provides a tool for parameter estimation from experimental observations.
This chapter focuses on the modeling of a column reactor experiment which had been designed
and performed by the Institute for Clay and Interface Mineralogy (CIM) at RWTH Aachen Uni-
versity. The reactive transport code TOUGHREACT (Xu et al., 2004c) was used to simulate this
experiment. Only the dissolution of calcite was of interest. The purpose of this chapter is to present
the analysis used to find the proper reaction rate parameters for the complex numerical models
described in Chapter 3.
2.1 Experimental procedure
The surfaces of a crushed calcite sample (Donar 5, Upper Cretaceous, Münster, Germany) were
brought to reaction at ambient temperature in a column reactor. Donar 5 occurring in Münster was
chosen since it is relatively close to the study site of Minden in Chapter 3. The sample was first
homogenized in a plexiglass reactor with a length of 10 cm and an inner diameter of 16 mm. The
reactor was sealed with a 2 mm thick teflon cap and divided into six compartments (Figure 2.1).
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Figure 2.1: Column reactor setup (modified from Alles et al., 2009): a) start of the measure-
ment and b) end of the measurement. Colors show the precipitation of secondary
iron minerals.
Then, hydrochloric acid (HCl) with a pH = 3 was pumped through the column at a flow rate of
0.0142 mL s−1 by a high-performance liquid chromatography (HPLC) pump. Due to time con-
strains, a low pH HCl was chosen since it speeds up the mineral reactions. After pumping of about
5000 mL of acid, samples from different compartments were collected and dried. X-ray diffrac-
tometry (XRD) was then used to determine the content of various mineral phases. The collected
minerals were used for the second run. This procedure was repeated for five runs (periods) in total.
The experiment comprised five periods each lasting four days. During the first run, preferential flow
path developed and acid breakthrough occurred (Alles et al., 2009). Interestingly, these flow paths
were visually recognizable since pure white color of crushed calcite changed to orange-brown.
These colors indicated the precipitation of secondary iron minerals. However, the removal of the
samples after each period led to the destruction of the flow paths and in turn preferential flow was
significantly reduced (Alles et al., 2009).
2.2 Modeling procedure
A model was set up for estimating the reactive surfaces in the system. To this end, the code
TOUGHREACT (Xu et al., 2004c) was used iteratively to obtain the closest approximation of the
observation: the variation of the calcite-corundum ratio with time. The system was modeled in such
a way that it reflects the experiment in terms of geometry, pressure-temperature conditions, water
and rock compositions, and flow rate.
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The modeled problem is schematically shown in Figure 2.2. It is modeled as a 1D, homogenous,
fully water saturated porous medium by using the TOUGHREACT module EOS3 (Xu et al., 2004c).
The geometrical, hydrological, and compositional conditions are summarized in Table 2.1. The sim-
ulation time is 20 days in total as in the lab experiment. The flow system is a cylinder of 10 cm
length composed of six grid blocks of 1.67 cm length each (∆x = 1.67 cm) and a volume of 3.35
cm3. There is an outlet boundary grid block with a given infinite volume to maintain constant pres-
sure and temperature conditions. A flow rate is specified for the first grid block. The fluid injected
into the reactor inlet is hydrochloric acid (HCl) with a pH of 3. In addition, the mineral grains are
assumed cubic for the calculation of the specific reactive surface area. It should be noticed that the
related theoretical analysis has shown that (1) a chemical system consisting of spherical grains is
more unstable than that consisting of cubic grains since the shape coefficient of spherical grains
is greater than that of cubic grains, and (2) the instability likelihood of a natural porous medium,
which is comprised of irregular grains, is smaller than that of an idealized porous medium, which
is comprised of regular spherical grains (Zhao et al., 2008).
In this problem, only the amount of dissolved calcite along the column is of interest. Input parame-
ters for defining the geochemical system are listed in Table 2.2.
Figure 2.2: Schematic of the model for 1D reactive transport of column reactor experiment.
Table 2.1: Simulation parameters used for column reactor experiment
Materials Calcite (CaCO3), Corundum (Al2O3), Anhydrite (CaSO4), Quartz (SiO2)
Inlet fluid HCl
pH (-) 3
Temperature (°C) 25
Pressure (MPa) 0.83
Tube diameter (mm) 16
Tube length (cm) 10
Porosity (%) 69
Flow rate (mL s−1) 0.0142
Injected volume (L) 25
Simulation time (d) 20
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Table 2.2: Chemical input parameters for the numerical simulation of the column reactor exper-
iment; k25 is the rate constant at 25 °C and Ea is the activation energy.
Mineral Volume fraction Initial surface area k25 Ea
(-) (cm2 g −1) (mole m−2 s−1) ( kJ mol−1)
Calcite (CaCO3) 0.851 9.8 1.5488 × 10−6 23.5
Corundum (Al2O3) 0.063 300 1.0233 × 10−14 87.7
Anhydrite (CaSO4) 0.004 300 6.4565 × 10−14 14.3
Quartz (SiO2) 0.082 300 1.0233 × 10−14 87.7
The code uses the kinetic rate equation as in Lasaga et al. (1994):
rate=± kA|1−Ωθ |η , (2.1)
where k is the rate constant, A is the specific reactive surface area, and Ω is the kinetic mineral
saturation ratio. The parameters θ and η must be determined from experiments. Usually, but not
always, they are taken equal to one (Xu et al., 2004c). The temperature dependence of the reaction
rate constant is expressed by the following Arrhenius equation:
k = k25 Exp[−EaR (
1
T
− 1
298.15
)], (2.2)
where Ea is the activation energy, k25 is the rate constant at 25 °C, R is the specific gas constant,
and T is absolute temperature.
2.3 Results
The results (Figures 2.3 and 2.4 ) show that lowering the pH by the injection of acid results in
dissolution of carbonates, indicated by the decrease of the ratio of calcite and corundum with time
and distance from the injection point according to the following reaction:
CaCO3︸ ︷︷ ︸
calcite
+ H+ −→ Ca2++HCO3−. (2.3)
The idea was to derive proper values for the reactive surface area in the reaction rate equation
(Equation 2.1) to be used in modeling possible reactions between CO2 and host rock minerals in
Chapter 3. Optimum parameters fitting the data were obtained in a trial and error procedure. The
quality of fit was checked by visual inspection. In general, the dissolution of carbonates increases
with repeated execution of the experiment and decreases with distance from the injection point. In
the last two compartments, however, there is a slight increase in the amount of calcite, likely due to
the presence of impurities in the sample resulting in unwanted precipitation of minerals (Figure 2.4).
This is not predicted by the model since the sample is assumed to be pure. Figure 2.5 shows the
calculated reactive surface area for each compartment and period which are later used in Chapter 3
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for reactive transport simulations in geological reservoirs.
Figure 2.3: Dissolution of calcite for different periods (1 to 5) in the first three compart-
ments.
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Figure 2.4: Dissolution of calcite for different periods (1 to 5) in the last three compart-
ments.
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Figure 2.5: Predicted reactive surface areas versus grid blocks at specified times.
2.4 Conclusions
Dissolution of calcite which is simulated here indicates that formations that contain mainly carbon-
ate minerals are less suitable for mineral sequestration because calcite is dissolved which releases
CO2 into the solution. Despite the fact that modeling studies always require many assumptions, a
fairly good match between the results obtained from the experiment and its simulation confirms
that reactive transport simulation can provide a useful tool to predict the physical and chemical be-
havior of geological systems. The ability of reactive transport modeling in integrating fundamental
processes in complex CO2 storage environments are discussed in the next chapter.
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Chapter 3
Analysis of a geological CO2 sequestration
system by multi-species reactive transport
modeling
This chapter presents a case study of reactive transport processes involved in CO2 sequestration
into the geological formations of the state of North Rhine Westphalia in Germany. Simulations for
evaluating a potential site within the Bunter sandstone formation near the town of Minden in a depth
of around 3000 m are performed using the numerical simulator TOUGHREACT (Xu et al., 2004c).
This enables analyzing the response of the storage system to the different chemical reactions which
are taking place in time. Therefore, the focus of the chapter is on three CO2 storage mechanisms:
(i) hydrodynamic trapping, (ii) dissolution trapping, and (iii) mineral trapping.
3.1 Introduction
Understanding the fate of CO2 disposed in aquifers is aided by the use of numerical models capa-
ble of predicting the possible interaction between aqueous CO2, formation waters, and host rock
and cap rock minerals (Xu et al., 2003; Lagneau et al., 2005; Farajzadeh et al., 2007b). The results
of such simulations depend on many parameters and hypotheses, some of which are still poorly
constrained (Mo et al., 2005; Farajzadeh et al., 2007a). In contrast to flow and transport, chemical
reactions take place on the long-term time scale (Kaszuba et al., 2003). This has been simulated by
different researchers (Johnson et al., 2004; Xu et al., 2004a; Andre et al., 2007). They performed
reactive transport simulations to study the impact of different parameters on geological sequestra-
tion of CO2. There have also been attempts to examine the capability of storage in specific sites
at large-scale as well as at pilot-scale (Torp and Gale, 2003; Hovorka et al., 2004; Riddiford et al.,
2005; Gaus et al., 2005).
The present chapter provides a basic understanding of safety and efficiency aspects of long-term
CO2 sequestration in a geological formation in the German federal state of North Rhine Westphalia
(NRW). In particular, CO2 sequestration in deep saline aquifers with special attention to the reac-
tions and transport of multiple interacting chemical species is considered.
The chosen site for this study is a reservoir situated near the town of Minden. The reason for se-
lecting this site is the nearby power plant Heyden (Figure 3.1). It is one of the largest European
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coal-fired plants for unit capacity with a net output capacity of 865 MW in one single unit (Anony-
mous, Undated). This results in the emission of approximately 5.7 Mt of CO2 per year. For a pre-
liminary test, a storage regime is estimated comprising of the injection of 114 Mt CO2 during 40
years (roughly half of the CO2 output from the Heyden power station). The focus of this study is
on three trapping mechanisms (hydrodynamic, dissolution, and mineral trapping) for CO2 injected
into the Bunter sandstone formation. The aim is a better understanding of the CO2 storage process
in the potential reservoir to improve a potential practical implementation.
3.2 Storage potentials in NRW
The storage potentials in NRW were assessed by the Geological Survey of NRW (GD NRW) and the
Wuppertal Institute for Climate, Environment, and Energy in cooperation with the Federal Institute
of Geosciences and Natural Resources (BGR) (personal communication by Dr. D. Juch, Geologi-
cal Survey of NRW, Krefeld). According to this report, suitable underground rock formations for
storage of carbon dioxide are located in the Weserbergland and Osnabrücker Bergland comprising
21 potential sites. These reservoirs, some of them extending deep down to 5 km below the surface,
comprise a total storage capacity in NRW between 400 Mt and 1650 Mt with a probability of 90 %
to 10 %, respectively.
3.3 Simulation code
All simulations are performed with the code TOUGHREACT (Xu and Pruess, 1998, 2001a; Xu
et al., 2004c). This program simulates non-isothermal, multi-component, reactive flow. A specific
equation of state (ECO2) is provided to quantify mixtures between water, CO2, and NaCl. The
software can be applied for two- and three-dimensional geological models including physical and
chemical heterogeneities resulting from different subsurface conditions.
3.4 Description of the Minden site
Figure 3.1 shows the location of the Minden site. The geological input data for the model including
contours and spatial coordinates are taken from the Tectonic Atlas of Northwest Germany and the
German North Sea Sector (Baldschuhn et al., 2001). The target region is an anticline in the Middle
Bunter sandstone formation (Lower Triassic) which is confined by major faults with several hun-
dred meters of displacement. The morphology of the top of the reservoir is shown in Figure 3.2.
The structure extends laterally about 22 km from west to east and 15 km from north to south. The
depth varies between 1592 m and 4592 m below sea level (Figure 3.2).
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Figure 3.1: Map of the state of North Rhine Westphalia (NRW) in Germany (left), the Min-
den site with the lateral extent of the model and the location of the Heyden
power plant (right).
Figure 3.2: Top of the Middle Bunter formation at the Minden site.
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3.5 Model set-up
3.5.1 Structural setting
The simulated domain measures 22,040 m× 15,200 m× 300 m (Figure 3.3). The injection scenario
involves the aquifer and a CO2 injection point (at x = 12,730 m, y = 10,070 m, and z = -3042 m).
The 3D model domain is discretized into 58 × 40 × 36 cells in x, y, and z direction, respectively.
Results will be presented on vertical cross-sections (x varies from 8500 m to 17,000 m and z varies
from -2842 m to -3042 m) as shown in Figure 3.4.
Figure 3.3: A 3D view of the model set up for simulations with TOUGHREACT (Xu et al.,
2004c).
Figure 3.4: Vertical cross-section through the 3D model in Figure 3.3.
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3.5.2 Formation mineralogy
The Bunter sandstone consists mainly of quartz with other minerals such as K-feldspar, mica, chlo-
rite, and kaolinite occuring in minor amounts (Seidel, 2004). Due to unavailability of precise data
on mineral composition and formation water with regard to the Bunter sandstone formation at the
study area, the geochemical simulations are based on the mineralogical assemblage reported by
Valeton (1953) and Huffmann (1954). Both authors determined the mineralogical content of Bunter
sandstones in Germany by petrological microscopy. They indicated that it is composed of quartz
(63.4 % by weight), feldspar (25 %), mica (1.8 %), ore minerals (1.7 %), highly refractive minerals
(1.7 %), and undefined minerals (6.4 %). Here, illite is used as a proxy for mica and oligoclase
instead of highly refractive mineral (tourmaline). The latter is chemically a very complicated group
of silicate minerals. Furthermore, the same volume fraction is assumed for calcite, chlorite, and
Na-smectite (Table 3.1). The initial composition of the formation water is set to that of well Gt Ss
1/85 in the Bunter formation of northeastern Germany (Table 3.2) (May et al., 2004). The kinetic
rate parameters used in this study for calcite are adopted from Chapter 2. For the other minerals data
from the literature (Gherardi et al., 2007) is used. This approach was chosen to obtain a preliminary
estimate regarding CO2 disposal at the Minden site until exact data sets are available for further
studies. Minerals are divided into primary and secondary minerals. Secondary minerals may form
in the course of weathering reactions initiated by carbonic acid.
Table 3.1: Initial mineral composition used in the model (from Valeton,
1953 and Huffmann, 1954)
Mineral / chemical compound Volume fraction
Primary
Quartz / SiO2 0.65
Albite / NaAlSi3O8 0.24
Oligoclase / CaNa4Al6Si14O40 0.05
Illite / K0.6Mg0.25Al1.8(Al0.5Si3.5O10)(OH)2 0.02
Kaolinite / Al2Si2O5(OH)4 0.01
Calcite / CaCO3 0.01
Na-smectite / Na0.145Mg0.26Al1.77Si3.97O10(OH)2 0.01
Chlorite / Fe2.5Mg2.5Al2Si3O10(OH)8 0.01
Secondary
Magnesite / MgCO3 0
Dolomite / CaMg(CO3)2 0
Siderite / FeCO3 0
Ankerite / CaFe0.7Mg0.3(CO3)2 0
Dawsonite / NaAlCO3(OH)2 0
Ca-smectite / Ca0.145Mg0.26Al1.77Si3.97O10(OH)2 0
Pyrite / FeS2 0
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Table 3.2: Initial composition of the for-
mation water (from May et al.,
2004)
Elements Concentration (mol L−1)
Br 1.45 × 10−2
Ca 3.41 × 10−1
Cl 4.83 × 100
Fe 2.27 × 10−3
I 5.83 × 10−5
K 1.56 × 10−2
Mg 9.19 × 10−2
Na 3.93 × 100
S 5.90 × 10−3
3.5.3 Initial conditions and injection specifications
The pressure in the Bunter formation increases with depth at a gradient of 10.5 MPa km−1 to 10.9
MPa km−1 (May et al., 2004). It has also a salinity gradient of about 80 g L−1 km−1 in some
parts (May et al., 2004). The aquifer is assumed as initially fully saturated with the formation brine
(with a salt mass fraction of 20 %). The pressure follows a hydrostatic gradient of 10.5 MPa km−1
and the initial temperature is 58 °C. The temperature and the brine salinity are kept constant for
the sake of computation since, on the one hand, their variations may put more complexities to the
system modeled, and on the other hand, the primary objective is the analysis of storage mechanisms
for the CO2. The effect of temperature is discussed in Chapter 4. Brine and CO2 flow are allowed
neither across the lateral boundaries nor across the top and the bottom of the domain (closed box
simulation). Both pressure and temperature in the aquifer are in supercritical condition for CO2.
The supercritical CO2 is injected at a rate of 90 kg s
−1. This is approximately half of the amount
emitted annually by an 865 MW coal-fired power plant. Note that the Heyden power plant was
commissioned in 1987 (Anonymous, Undated) and by now has reached half of its life time. The
assumed injection period is 40 years (life time of a normal power plant) followed by a time period
of 10,000 years. The porosity and permeability assumed are reasonable values for the Middle Bunter
(May et al., 2004). One should note that these parameters need to be assumed due to unavailability
of data for the Bunter sandstone in the study area. However, these properties are also similar to those
reported for the Bunter formation in the UK sector of the southern North Sea (e. g. see Bentham,
2006) and it was assumed that the properties fall into the same range.
Tables 3.3 and 3.4 show the homogenous porous media properties and the initial conditions as well
as injection specifications used in simulations.
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Table 3.3: Parameters used in the simulations
Parameter Value/function
Aquifer porosity, φA 0.25
Aquifer permeability, KA 0.57 × 10−12 m2
Aquifer thickness, H 300 m
Rock density, ρs 2430 kg m−3
Liquid and gas saturations, Sl and Sg Sl + Sg = 1
Liquid relative permeability, krl van Genuchten (1980) krl =
√
S∗
(
1−
(
1−S∗ 1λ
)λ)2
Gas relative permeability, krg Corey (1954) krg = (1− Sˆ)2(1− Sˆ2)
Capillary pressure, Pcap van Genuchten (1980) Pcap = P0
(
S∗−
1
λ −1
)1−λ
Pa
van Genuchten effective saturation, S∗ S∗ =
Sl−Slr
1−Slr
Corey effective saturation, Sˆ Sˆ=
Sl−Slr
1−Slr−Sgr
Irreducible water saturation, Slr 0.1
Irreducible gas saturation, Sgr 0.05
Exponent, λ a 0.457
Strength coefficient, P0 19,610 Pa
Pore compressibility, k 1 × 10−9 Pa−1
Pore expansivity, β 1 × 10−6 K−1
a The exponent λ is an empirical parameter. Despite the importance of rock physical properties such as
permeability and capillary pressure in flow calculations, experimental data on these properties is sparse.
Therefore, the parameters used in the van Genuchten model are taken from the TOUGHREACT Manual
(Xu et al., 2004c). They represent the typical values for sandstone.
Table 3.4: Initial condition and injection
specification
Parameter Value/function
Pressure 32 MPa
Temperature 58 °C
Salt mass fraction 0.2
CO2 injection rate 90 kg s
−1
Injection time 40 a
Simulation time 10,000 a
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3.6 Results
3.6.1 Short term (40 years) fate of injected CO2
Figure 3.5 shows the saturation of the injected CO2 gas at different times. At the beginning of
injection, most of the injected CO2 forms a separate, supercritical phase with gas-like viscosity
and liquid-like density, free to migrate upward towards the cap rock. The presence of the cap rock
(realized as a no-flow boundary here) traps the CO2 below. The CO2 plume extends laterally over
2250 m around the injection point. Parts of the injected CO2 dissolve in the formation water and
increase its density (Figure 3.6). The density difference between CO2 enriched formation water and
virgin formation water results in a downward flow of CO2 enriched brine.
The variation of pH with time is shown in Figure 3.7. The initial pH of 7.34 sharply declines just
after the first contact of the formation water with CO2. The pH drops to 6.5 during the first days
(Figure 3.7). As a result, the dissolution of calcite and precipitation of dolomite (Equations 3.1 and
3.2) set in, stabilizing the pH at about 6.5 for approximately 20 years. After 20 years, some CO2 is
consumed by alteration of Na-smectite and illite. This results in lowering the pH to 4.8 (Figures 3.7-
3.10). Therefore, dolomite does not precipitate anymore and the rate of calcite dissolution decreases
due to the decrease of Ca2+ according to:
CaCO3︸ ︷︷ ︸
calcite

 Ca2++CO32−, (3.1)
Ca2++Mg2++2CO3
2−
 CaMg(CO3)2︸ ︷︷ ︸
dolomite
. (3.2)
Dissolution of oligoclase is also observed during the injection period (Figure 3.9). Negative num-
bers denote dissolution, positive ones precipitation expressed as the corresponding change of the
volume fraction.
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Figure 3.5: Gas saturation Sg [-] profile at different times.
Figure 3.6: Density of the aqueous phase versus time.
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Figure 3.7: pH versus time in the short-term simulation.
Figure 3.8: pH [-] at different times in the short-term simulation.
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Figure 3.9: Change of the mineral volume fraction [-] versus time.
Figure 3.10: Change of calcite volume fraction [-] in the short-term simulation showing
dissolution (negative numbers) and precipitation (positive numbers). Colors
indicate volume fraction [-].
3.6.2 Long term (10,000 years) fate of injected CO2
Long-term simulation results with respect to distribution of supercritical CO2 are shown in Fig-
ure 3.11. The upward migration of CO2 and its accumulation under the cap rock (hydrodynamic
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trapping) are visible again as well as downward flow of the brine enriched in CO2. After 10,000
years, all of the free CO2 phase is dissolved in the brine except the parts near the cap rock.
Figure 3.11: Gas saturation Sg [-] at different times in the long-term simulation.
In the long-term, aluminum-silicate reactions dominate the geochemical interactions. Albite alter-
ation and the formation of kaolinite and calcite (Figure 3.12) occur according to the following
reaction:
2NaAlSi3O8︸ ︷︷ ︸
albite
+ CO2 + 2H2O + Ca
2+ −→ 4SiO2 +
+ CaCO3︸ ︷︷ ︸
calcite
+ Al2Si2O5(OH)4︸ ︷︷ ︸
kaolinite
+ 2Na+. (3.3)
Due to the decrease of the Ca2+ concentration in the formation water (Figure 3.13) this reaction
slows down after 800 years. Finally, dawsonite is formed which does not require any Ca2+ (Fig-
ure 3.14) according to the following reaction:
NaAlSi3O8︸ ︷︷ ︸
albite
+ CO2 + H2O −→ 3SiO2 + NaAlCO3(OH)2︸ ︷︷ ︸
dawsonite
. (3.4)
Siderite also is formed by alteration of chlorite:
2Fe2.5Mg2.5Al2Si3O10(OH)8︸ ︷︷ ︸
chlorite
+ 5CaCO3︸ ︷︷ ︸
calcite
+ 10CO2 −→
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2SiO2 + 5 FeCO3︸ ︷︷ ︸
siderite
+ 5MgCa(CO3)2︸ ︷︷ ︸
dolomite
+ 2Al2Si2O5(OH)4︸ ︷︷ ︸
kaolinite
+ 4H2O. (3.5)
A considerable amount of ankerite may be formed from the alteration of chlorite:
7Fe2.5Mg2.5Al2Si3O10(OH)8︸ ︷︷ ︸
chlorite
+ 35CaCO3︸ ︷︷ ︸
calcite
+ 35CO2 −→
7SiO2 + 25CaFe0.7Mg0.3(CO3)2︸ ︷︷ ︸
ankerite
+ 10MgCa(CO3)2︸ ︷︷ ︸
dolomite
+ 7Al2Si2O5(OH)4︸ ︷︷ ︸
kaolinite
+ 14H2O. (3.6)
No magnesite is observed. Small amount of Ca-siderite, albite, and pyrite are formed. Significant
amounts of dawsonite, ankerite, and siderite precipitate as secondary minerals (Figure 3.14). Thus,
CO2 can be immobilized by precipitation of dawsonite, ankerite, and siderite.
Note that dawsonite does not precipitate after about 2600 years (see Figure 3.14). It is due to the fact
that dawsonite formation consumes less amount of CO2 compared to ankerite formation (compare
the stoichiometric coefficient of CO2 in Equations 3.4 and 3.6). In other words, these two reactions
compete with each other and ankerite formation dominates. Therefore, dawsonite does not precipi-
tate any longer.
Figure 3.12: Change of volume fraction of calcite [-] and kaolinite [-] at the end of the
long-term simulation.
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Figure 3.13: Calcium ion concentration versus time in the long-term simulation.
Figure 3.14: Mineral trapping by calcite, siderite, dawsonite, and ankerite in the long-term
simulation.
3.6.3 Storage capacity calculation
As discussed above, CO2 can be stored as a free gas, dissolved gas in the aqueous phase, and
precipitated as a mineral. Here, the contribution of each of these mechanisms to the total stored
CO2 is presented. The amount of stored CO2 per unit reservoir volume can be estimated roughly
from the following equations (Pruess et al., 2003):
MCO2g = 〈Sg〉ρgφ , (3.7)
MCO2l = 〈SlX
CO2
l
ρl
ρg
〉ρgφ , (3.8)
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MCO2s = 〈vsXCO2s ρsρg 〉ρg, (3.9)
where MCO2α is the mass of CO2 in phase α , (where g = gas, l = liquid, and s = solid) in kg m−3; Sα
= saturation of phase α; ρα = density of phase α in kg m−3; vs = volume fraction of solid phase; and
φ = porosity. The values in angle brackets are the average values. As an example, according to the
results of the long-term simulation (after 3500 years around the injection point) and by considering
a porosity of φ = 25 %, a gas density of ρg = 860 kg m−3 (at 58 °C and 35.3 MPa), the mass of CO2
in each phase can be calculated as follows:
MCO2g = 0.005×860×0.25 = 1.1 kg m−3,
MCO2l = 0.995×0.02×1140/610×860×0.25 = 8 kg m−3, and
MCO2s = 0.05×2430/610×860 = 171 kg m−3
Within this example, the CO2 stored by hydrodynamic and dissolution trapping mechanisms can be
estimated to be 1.1 kg m−3 and 8 kg m−3 respectively. Mineral trapping amounts to 171 kg CO2
per unit reservoir volume. An average value of 9.1 kg of CO2 stored per cubic meter of pore vol-
ume of the Bunter sandstone in the Minden site is comparable to that obtained from quasi-similar
calculation for the Bunter sandstone in the southern UK sector of the North Sea, where the mean
CO2 stored per cubic meter of pore volume is 6.3 kg m
−3, and the range is 1.8 kg m−3- 10 kg m−3
(Holloway et al., 2006). The slightly higher value for the Bunter sandstone at the Minden site re-
flects the fact that the porosity and thickness of the Bunter sandstone formation in Minden is higher
than that in the UK sector of the North Sea Basin. Considering an average amount of stored CO2
per rock volume of 160 kg m−3 (taken from Figure 3.15), the total storage capacity of the Minden
site amounts roughly to 16 Gt.
After 10,000 years and by considering the entire reservoir, approximately 15 % (∼ 17 Mt) from a
total of 1.135 × 1011 kg (∼ 114 Mt) injected CO2 is stored by hydrodynamic trapping, about 20 %
(∼ 23 Mt) is trapped by dissolution and nearly 65 % (∼ 74 Mt) is transferred into carbonates.
The amount of sequestered CO2 per unit reservoir volume by each trapping mechanism and the con-
tribution of each of these trapping mechanisms over time around the injection point in the long-term
simulation are shown in Figures 3.15 and 3.16, respectively. Here, the contribution factor is defined
as the amount of sequestered CO2 per unit reservoir volume by each trapping mechanism divided
by the total amount of sequestered CO2 per unit reservoir volume. During the injection period and
around the injection point, hydrodynamic trapping is the dominant process (contributing up to 120
%) whereas dissolution of CO2 contributes only small amounts (about 10 %). In this period, min-
eral trapping due to dissolution of calcite has a negative effect (down to -30 %). After a couple of
hundred years, however, mineral trapping starts to contribute significantly to the CO2 storage. After
longer times, hydrodynamic and dissolution trapping contribute only a comparably small amount
to the stored volume. It is important to realize that after 10,000 years, hydrodynamic trapping does
become insignificant, both near the injection point and in areas far away from the cap rock. The
results suggest that a considerable amount of CO2 will be deposited safely by mineral trapping at
the Minden site. Mineral trapping is the most significant process in the long-term, thus reducing the
risk of CO2 escaping from the reservoir in case of a leaky cap rock.
It should be emphasized that these calculations are for an adjacent area comprising the injection
point since the most of our focus is on this area. Therefore, the amount of CO2 stored by hydro-
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dynamic trapping is relatively higher if the entire reservoir is considered since most of the free gas
is trapped under the cap rock. The dissolution is also enhanced by the natural convection due to
downward migration of CO2-rich brine.
Figure 3.15: Amount of stored CO2 by each trapping mechanism around the injection point
in the long-term simulation. Negative values show the dissolution.
Figure 3.16: Contribution of each trapping mechanism, i. e.
amount o f sequestered CO2 per unit reservoir volume by each trapping mechanism
total amount o f sequestered CO2 per unit reservoir volume
, around
the injection point in the long-term simulation. Negative values results from
the dissolution of carbonates which liberates CO2 and thus diminishes the
total amount of sequestered CO2. Note that due to the mineral dissolution in
the first 20 years of simulation, contribution factor for hydrodynamic trapping
is more than 100 %. See also the amount of stored CO2 in Figure 3.15.
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3.6.4 Reservoir pressure
With regard to the integrity of the reservoir cap rock, the injection pressure applied is of major
importance. Figures 3.17 and 3.18 show the pressure over time near the injection point and in the
reservoir cross-section for different times in the long-term simulation. The pressure at the injection
point increases initially during the first 40 years. A pressure increase of about 1.5 MPa has devel-
oped around the injection well after about 20 years. The pressure reaches its maximum value of
35.56 MPa around the injection point after almost 40 years. Then it decreases gently (from 40 years
to 60 years) as the gas phase migrates through the formation and displaces the formation water.
After 60 years, it remains almost constant at about 35.3 MPa. The pressure build-up (Figure 3.18)
has diffused after around 50 years. Injection of CO2 causes the pressure near the injection point to
exceed the initial pressure (32 MPa) by a factor of 1.1. This is at a level at which the cap rock is
not expected to experience hydraulic fracturing as it is below than the generally accepted maximum
acceptable value of 1.25 in gas storage operations (Bruno et al., 2000; Zweigel and Heill, 2003;
Chalaturnyk and Gunter, 2005; Zhou et al., 2005; Rutqvist et al., 2007).
The CO2 phase change from gas into the phase dissolved in liquid results in a pressure reduction
because of associated volume reduction. However, in this experiment, dissolution of CO2 into the
formation brine does not affect the pressure development in the reservoir significantly. This re-
duction is proportional to the amount of dissolved CO2. This means that average dissolved CO2
increases from 0.03 (after 40 years) to 0.034 (after 60 years) yields an average pressure reduction
from 35.56 MPa to 35.3 MPa. In other words, a solubility rate of 13 % after 20 years results in a
pressure reduction of only 0.7 %.
Figure 3.17: Pressure versus time around the injection point in the long-term simulation.
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Figure 3.18: Pressure P [MPa] at different times in the long-term simulation.
3.6.5 Porosity and permeability change
Different permeability-porosity relationships have been provided based on the petrophysical model
theory (Kühn et al., 2002). One model deserve mentioning here is so-called “Pigeon hole” model
because of its similarity to the natural pore shape (Pape et al., 1999). It yields a power-law series
relation linking porosity to permeability. The general form of this relationship is a sum of three ex-
pressions with three exponents between 1-10 indicating the low, medium, and high porosity ranges
(Clauser, 2003). This general relation can be tuned to different types of sandstones, ranging from
clean to shaly (Pape et al., 1999). The combination of this model and the Kozeny-Carman equation
(Carman, 1956) yields permeability as a three-term power series of porosity (see also Chapter 4.4).
It was indicated that different processes act due to the different porosity regions. The TOUGHRE-
ACT (Xu and Pruess, 1998, 2001a; Xu et al., 2004c) code is also capable of monitoring changes in
porosity and permeability during the simulation. A few formulations such as a simplified Kozeny-
Carman equation are available in TOUGHREACT (Xu and Pruess, 1998, 2001a; Xu et al., 2004c)
to calculate the change of permeability as a result of dissolution or precipitation (Xu et al., 2004c).
Because of the complexity of natural geologic media, the modified permeability k is computed from
the following simplified equation (Xu et al., 2004c):
k = ki(
φ
φi
)3, (3.10)
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where ki and φi are the initial permeability and porosity, respectively. However, different formula-
tions may be preferable in some cases (Xu et al., 2004b). In order to facilitate the computation in
this study, changes in porosity and permeability are monitored without considering any correspond-
ing effect on the fluid flow system. Simulation results demonstrate that rock alteration leads to a
decrease of porosity down to values of 2 % accompanied by a decrease of permeability down to
about 9 % of the initial value (Figure 3.19).
Since almost all dynamic behavior in the reservoir originates from the well’s activities, it is im-
portant to evaluate the implications of permeability reduction for the average grid block pressure
build-up by introducing a so-called “well model”. Here, the following Peaceman-type well model
(Peacman, 1983) is used to calculate the pressure build-up:
∆P=− q µ
2 pi k h
ln(
rw
ro
), (3.11)
where ∆P is the pressure build-up over time, q is the injection rate, µ is the viscosity, k is the
permeability, h is the height of the grid block, rw is the well radius, and ro is an equivalent radius of
a well block. It is roughly defined for a square grid as (Peacman, 1983):
ro = 0.2 ∆x, (3.12)
where ∆x is the grid spacing in x direction.
To obtain an idea about how permeability change results in pressure build-up we simply assume that
all parameters in Equation 3.11 are constant except the permeability. For a permeability decrease of
9 % relative to the initial value we obtain:
∆P2
∆P1
=
k1
k2
=
k1
0.09 k1
= 11.
This means that the pressure build-up increases by a factor of 11. This calculation is based on a
cubic relationship between porosity and permeability (Equation 3.10). However, changes in perme-
ability through empirical relationships such as the power-law series of Pape et al. (1999) may result
in higher permeability reductions and in turn in higher overpressure values. Such high changes in
presser build-up may exceed the maximum acceptable value considered for preventing hydraulic
fracturing. This may lead to rock failure and thus creating potential paths for CO2 to escape. There-
fore, it is very important to use an appropriate relation for porosity-permeability changes.
One should note that neglecting the permeability reduction in the flow simulations may yield an
overestimated best-case scenario.
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Figure 3.19: Porosity [-] and Permeability [m2] at different times in the long-term simula-
tion.
3.7 Limitations
While the model presented here is used to simulate basic features of CO2 disposal at the potential
site of Minden, it is based on simplifying assumptions of e. g. uniform formation properties, con-
stant injection rate, and isothermal conditions. In addition, the reservoir model is discretized with a
coarse grid and measures 300 m in z-direction (reservoir thickness). As shown later in Chapter 4,
grid refinement reduces the CO2 plume extent. This also results in the amount of CO2 dissolved in
water and consequently converted minerals. Therefore, simulations on coarser grids tend to overes-
timate the results.
Alternatively, to gain information on the reliability and variability of the results, benchmark studies
can be performed (see Chapter 6).
3.8 Conclusions
Predictions of plume fate and evolution are required for analysis of any proposed CO2 injection
scheme. These numerical simulations provide insight into flow and transport processes to quantify
the CO2 storage potential of storage sites. The numerical code TOUGHREACT (Xu and Pruess,
1998, 2001a; Xu et al., 2004c) was applied to study three trapping mechanisms for CO2 injected
into the Bunter sandstone formation situated near the town of Minden: (1) hydrodynamic trapping,
(2) dissolution trapping, and (3) mineral trapping.
The injected CO2 plume initially migrates towards the top of the reservoir due to buoyancy until it
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reaches the confining layer. Then, it spreads laterally and dissolves partially in the formation water.
This dissolution of CO2 results in an increase of brine density causing the CO2 enriched water to
migrate downward. After 10,000 years, it finally settles at the bottom of the reservoir. In the short-
term, hydrodynamic trapping is the dominant process whereas dissolution of CO2 contributes only
small amounts to the storage capacity. As time increases, dissolution trapping becomes more impor-
tant than hydrodynamic trapping. With respect to mineral trapping, the results show that dissolution
of calcite from the rock occurs on the short term (40 years). However, the amount of dissolved
calcite is negligible compared to the amount of mineral precipitation in subsequent reactions. On
the long term (10,000 years), reactions of aluminum-silicates dominate the water-rock interactions.
Considerable amounts of secondary carbonates such as dawsonite, ankerite, and siderite are formed.
Calculations for the entire reservoir indicate that after 10,000 years, about 15 % (17 Mt) from a total
of 114 Mt injected CO2 are trapped hydrodynamically, approximately 20 % (23 Mt) are dissolved
in the formation brine and nearly 65 % (74 Mt) are precipitated as minerals. After 10,000 years,
hydrodynamic trapping is insignificant near the injection point as well as in areas far from the cap
rock. Thus, mineral trapping is significant at the Minden site. Storage of CO2 in carbonates reduces
the risk of CO2 escaping from the reservoir if there were a leak in the storage system.
The estimates of CO2 storage capacity per unit pore volume were compared to those derived from
quasi-similar calculation for the Bunter sandstone in the UK sector of the North Sea. A slightly
higher value for the Bunter sandstone in the Minden site reflects the fact that the porosity and thick-
ness of the Bunter sandstone formation of Minden is higher than that in the UK sector of the North
Sea Basin.
The observed mineral reactions result in a porosity decrease and in turn to a permeability reduction
of the reservoir. The results indicate that porosity may nearly vanish resulting in a decrease of per-
meability down to 9 % of the initial value. This leads to an increase of pressure build-up by a factor
of 11. This becomes more severe when different relationships are used for correlating porosity to
permeability changes. This requires special attention to the negative consequence (hydraulic fractur-
ing) of the mineral precipitations when this effect is considered in the fluid flow system. According
to this assessment, careful attention needs to be paid for the effect of permeability reduction at the
near-wellbore resulting from mineral precipitation since the results show its immediate relation to
the pore pressure build-up, and thereby the formation damage.
With regard to the integrity of the reservoir cap rock, the injection pressure build-up plays a signif-
icant role for the management of a CO2 storage site. It is observed for the Minden location under
the described assumptions that around the injection well the pressure increases by a factor of 1.1
from the initial value. This is a still acceptable limit which is applied in gas storage operations on
a regular basis. It is observed that the pressure build-up was diffused after almost 50 years. The re-
sults also outline that the dissolution of CO2 into the formation brine does not result in a significant
pressure decrease.
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Chapter 4
System analysis of underground CO2 storage by
multi-phase numerical modeling
In the context of geological storage of carbon dioxide, reservoir modeling which provides both
quantitative and qualitative predictions of reservoir behavior is a key element for evaluating a CO2
test injection. As discussed in Chapter 1, this issue have been studied by many researchers. Never-
theless, many of these models are strongly conceptual based on many hypotheses and employing
idealized representations of the geology lacking real field data (Doughty and Pruess, 2004; Kumar
et al., 2005). The availability of reliable models to predict accurately storage reservoir performance
is a major concern with regard to the new mitigating technologies. In the present chapter, this gap
is bridged with developing a general modeling workflow by characterizing a particular CO2 storage
site from data appraisal to recommendations of operational strategies. This is demonstrated by using
geological and geophysical data from a reservoir at Malmö (Sweden) for constructing a numerical
model. Since the Malmö structure shares the main features with many potential CO2 storage sites,
such as low-permeability cap rock and a high-permeability reservoir rock, the findings of this study
can be extended to other CO2 storage sites.
4.1 Introduction
In 2000, E.ON Sverige Värmekraft (in the following text abbreviated as “E.ON”) carried out a
geothermal project nearby the city of Malmö (Sweden). This comprised drilling of two wells, FFC-
1 and FFC-2, in the northern part of Malmö in the vicinity of the industrial harbor. The results of
the borehole tests proved unfavorable, the reason why the geothermal project was discontinued.
This study evaluates the use of this reservoir as a test site for the injection of 60,000 t of CO2 over
a period of two years. Based on this data set, a modeling work plan is developed for exploring the
response of the Malmö reservoir to such an injection.
The focus of this chapter is mainly on two CO2 trapping mechanisms, (i) hydrodynamic and (ii)
dissolution trapping over a period of 50 years. The main reservoir sub-unit consists of a porous and
permeable sandstone layer of 9 m thickness.
The important fluid properties required for this modeling study are density, salinity, and viscosity.
The CO2 fluid properties vary significantly with in-situ temperature and pressure (Pruess et al.,
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2004). This is due to the fact that carbon dioxide at different depths may occur as a free gas, liq-
uid, or supercritical fluid. The supercritical state is reached when pressure and temperature both
exceed the critical values of 31.04 °C and 7.38 MPa. Generally, carbon dioxide behaves as super-
critical fluid, i. e. as a dense liquid with gas-like viscosity in geological formations deeper than
approximately 800 m (van der Meer, 1993). This scenario applies to this study. CO2 is assumed
to be injected at a depth of 1675 m in the Malmö reservoir where pressure and temperature are
approximately 16.8 MPa and 56 °C, respectively (Anonymous, 2003). This means that conditions
are far beyond critical ensuring that no phase changes will occur unless CO2 migrates upward into
formations shallower than 800 m in which pressure and temperature are sub-critical.
4.2 Workflow
The procedure followed in this study requires first constructing a geological model for the reservoir
simulations. The geological model set up for this purpose needs to reflect the major features of the
local structure. Then, porosity and permeability obtained and derived from geophysical borehole
logs are assigned to the different units of the geological model. In-situ reservoir pressure and tem-
perature measured in wells are used for calculating the fluid properties, such as density and viscosity
of the CO2-water system. For lack of site-specific data, typical relative permeability and capillary
pressure curves had to be assumed which describe the interaction between the porous reservoir and
its fluids. Finally, by assigning these properties, the static geological model becomes a dynamic
one which can be used in reservoir simulation for exploring the fate of CO2 according to different
injection strategies with respect to injection intervals in the boreholes and flow rates.
The physical properties of fluids and solids vary with temperature. Therefore, considering this be-
havior is crucial for obtaining reliable simulation results. In this study, matrix thermal conductivity
used in the coupled heat and fluid flow transport models was measured on drill cutting for the reser-
voir rocks of the Jurassic to Triassic stratigraphic interval.
The following sections present first these measurements, followed by a brief introduction of the
simulation code. Then, a description of the Malmö site and its characterization is presented. The
next two sections are devoted to the reservoir geology and geological model, respectively. The re-
sults are discussed in the subsequent section. Finally, the last section presents a summary of the
results including conclusions and recommendations.
4.3 Thermal conductivity measurements
Reliable matrix conductivities are required for coupled heat and fluid flow transport models. There-
fore, the thermal conductivities were measured on cuttings of four samples representing different
depths in borehole FFC-2. Measurements were performed using the half-space line-source method
(suitable for crushed materials) using the TK04 apparatus (Erbas, 2001). The samples were ground
and particles with a diameter of more than 5 mm were removed from the samples by sieving. Then,
they were dried at 60 °C and cooled in a vacuum environment over silica gel. Matrix density is
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measured using a Helium pycnometer apparatus (Micromeritics AccuPycA®)1. The principle is to
measure the thermal conductivity of the saturated cuttings and then determine the matrix thermal
conductivity from a geometric average of the matrix and fluid thermal conductivity:
λ = λ (1−φ)m λ φf , (4.1)
where λ in W m−1 K−1 is the total saturated thermal conductivity, λm in W m−1 K−1 is matrix
thermal conductivity, λ f in W m−1 K−1 is fluid (water) thermal conductivity (normally taken as 0.6
W m−1 K−1 ), and φ is porosity which can be obtained from the log data. The sample container
for the experiment has a diameter of 7 cm and a height of 9 cm (Figure 4.1). The measurement
error can be minimized if the container is completely filled with cuttings. Note that each sample
value is based on several individual measurements. The measurement accuracy is quoted as ± 5 %
(Pribnow et al., 1996). Table 4.1 shows the results. The range of the results describes the means of
the extremes corresponding to three experimental methods to derive porosity.
For these simulations, a thermal conductivity of 5.2 W m−1 K−1 was adopted corresponding to
sandstone. This does fall into the range of 0.5 W m−1 K−1 to 6.5 W m−1 K−1 over a porosity range
of 4 % to 60 % for quartz sandstone documented in Clauser and Huenges (1995).
Figure 4.1: Thermal conductivity measurements apparatus TK04 (Erbas, 2001):
a) half-space line-source measurement of solid rock under uni-axial pressure,
b) half-space line-source, c) half-space line-source measurement of drill chips
in sample container under uni-axial pressure, and d) sample container.
1http://www.micromeritics.de
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Table 4.1: Thermal conductivity measurements
Well Rock type Depth Matrix density Mean thermal conductivity Range
[m] [kg m−3] [W m−1 K−1] [W m−1 K−1]
FFC-2 Sandstone 1680 2719 5.2 4.9-5.4
FFC-2 Claystone 1750 2670 3.5 3.5-3.6
FFC-2 Claystone 1900 2661 4.3 4.2-4.5
FFC-2 Claystone 1950 2696 3.2 3.1-3.2
4.4 Simulation software
The simulations are based on the commercial compositional code ECLIPSE 300 (Anonymous,
2009a). Its functionalities are described in the ECLIPSE Technical Description (Anonymous, 2009b).
One of ECLIPSE’s capabilities, the computation of salt precipitation near the injection well, is ex-
plained here and the results are discussed in sub-section 4.8.4.2 and section 4.8.6.
The concept is simple. The code allows salt (NaCl and CaCl2) to precipitate whenever (in a time
step) and wherever (in a cell) the saturation of salt dissolved in water is reached. Thus, at each
time step this threshold value is compared to the salt concentration in the brine. The excess amount
is assigned as solid saturation, i. e. the amount of porosity occupied by the precipitated salt. The
permeability reduction caused by this salt precipitation is accounted for by a mobility multiplier.
This is assumed here as an arbitrary choice and due to lack of experimental information different
users may choose variety of mobility multiplier values (Anonymous, 2009a). Figure 4.2 shows the
relationship used in these simulations taken from the ECLIPSE Reference Manual (Anonymous,
2009a).
Figure 4.2: Mobility multiplier for salt precipitation chosen according to Anonymous
(2009a).
Note that salt may precipitate in the large pores or in the small pores, in pore bodies or in pore
throats (Zeidouni et al., 2009). Depending on where the salt is precipitated, it may or may not sig-
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nificantly affect the permeability (or mobility) (Zeidouni et al., 2009). Therefore, the plot is not a
straight line, and instead, decreases monotonically showing a bump according to the place of pre-
cipitation in the pore space.
Figure 4.2 implies that the mobility of the fluid decreases with increasing solid saturation up to a
solid saturation of 0.8. This means that when 80 % of the pore space are occupied by precipitated
salt, permeability is assumed to be reduced to zero. One should note that the multiplier function’s
slope may vary as the solid saturation increases due to clogging of the pores by salt.
The effect of precipitation on porosity is calculated from the mass of the solid formed and the den-
sity of the minerals which precipitated in the pores. However, one should note that the impact of
porosity changes on permeability is neither straightforward nor independent of rock type. In fact,
some minerals grow in larger pores whereas some others grow preferentially in pore throats (Hurter
et al., 2008). In the first case, permeability may not be affected much, while in the second case
permeability may change dramatically, even for small porosity changes (Hurter et al., 2008). Apart
from affordable empirical relations between porosity and permeability, some researchers such as
Pape et al. (1999) provided physical models based on borehole and laboratory experiments corre-
lating porosity with permeability.
In ECLIPSE 300 (Anonymous, 2009b), however, salt precipitation is calculated according to a solid
saturation (Ss) concept based on the volume available to fluid flow in the pores. This concept is de-
scribed in the following:
The pore volume in a grid cell (Vp) is expressed as a sum of the fluid volume (Vf lu) and the solid (i.
e. here salt) volume (Vsol):
Vp =Vf lu+Vsol. (4.2)
The fluid volume Vf lu is given by:
Vf lu =Vg+Vw, (4.3)
where Vg and Vw are gas and water volumes, respectively. Normalized fluid saturations are defined
as fractions of the fluid volume:
Sg =
Vg
Vf lu
and Sw =
Vw
Vf lu
,
which satisfy the following relationship:
Sg+Sw = 1. (4.4)
The modified saturations defined as fractions of the pore volume are used in the permeability cal-
culations:
Sˆs =
Vsol
Vp
, Sˆg =Vf luSg = (1− Sˆs)Sg, and Sˆw =Vf luSw = (1− Sˆs)Sw,
where Sˆs, Sˆg, and Sˆw are the solid (salt), modified gas and water saturations, respectively. The solid
saturation Sˆs and the multiplier (1-Sˆs) are used to calculate permeability reduction. They satisfy the
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following equation:
Sˆs+ Sˆg+ Sˆw = 1. (4.5)
The modified porosity φˆ is calculated from the porosity φ and modified salt saturation Sˆs as follows:
φˆ = (1− Sˆs)φ . (4.6)
The modified parameters are used in the new calculation of the mass balance equation in 1D:
∂
∂ t
(φˆ Sˆw)− ∂∂x(
kskrwK
µw
∂Pw
∂x
) = 0, (4.7)
where ks is the mobility multiplier, krw is the liquid relative permeability at Sˆw, K is the absolute
permeability, µw is the water viscosity, and Pw is water pressure. The same applies for the gas
phase.
4.5 Site description and characterization
The Malmö site is situated about 2 km away from the center of the southern Swedish harbor city
of Malmö (Figure 4.3). Figure 4.4 shows a 2.5D seismic volume around the Malmö site. The data
indicate that the reservoir comprises two zones (A and B) separated by a low permeability bed (red
claystone) with some tens of meters thickness. It also shows that zone A is relatively uniform later-
ally. As mentioned above, two wells were already drilled. Well FFC-1 is vertical with a measured
depth of 2110 m whereas FFC-2 is deviated showing a maximum horizontal displacement of about
1600 m from FFC-1 at the bottom hole and having a measured and true vertical depths of 2801 m
and 2120 m, respectively (Figure 4.3).
Reservoir properties were derived from geophysical log data (Figure 4.5). These indicated that a
sub-unit of zone A, A+, with an excellent porosity and a high permeability of several Darcy1 forms
the main reservoir unit for CO2 injection. Thus, reservoir simulations were performed only for zone
A focusing on CO2 migration and dissolution over a simulation period of 50 years. In particular,
this reservoir is structurally simple (almost horizontal without faults) and relatively homogenous. It
is overlain by thick clayey Arnager limestone sequences forming a low permeability cap rock. The
simulation domain extends radially 2 km around FFC-1. The area which is comprised in the model
is shown in Figure 4.6. Injection is assumed via two existing wells, FFC-1 and FFC-2 for the initial
coarse model. Later sensitivity analyses focus on injecting CO2 through only one well (FFC-1).
1One Darcy ≈ 10 −12 m2.
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Figure 4.3: Map of the city of Malmö in Sweden (left), the Malmö site with the location of
the wells FFC-1 and FFC-2 (bottom) and the crossing 2D seismic lines (red).
Modified from personal communications by Dr. M. Erlström, Geological Sur-
vey of Sweden, Lund, Sweden (2009).
Figure 4.4: 2.5D seismic volume constructed from the crossing 2D seismic lines showing
the subdivision of the reservoir. The black and red lines below indicate seismic
profiles. Modified from personal communications by Dr. M. Erlström, Geolog-
ical Survey of Sweden, Lund, Sweden (2009).
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Figure 4.5: Composite log of geophysical data measured in well FFC-1. The best part of
the reservoir, layer A+, comprises 9 m thickness. Layer A+ shows very high
porosity and permeability values. The depths reported here for the entire section
A are relative. Modified from personal communications by Dr. M. Erlström,
Geological Survey of Sweden, Lund, Sweden (2009).
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Figure 4.6: Base map and the lateral extent of the model (4 km × 4 km) and the location of
the wells FFC-1 and FFC-2. Note that the location of FFC-2 indicates the bot-
tom hole position. Blue lines show complementary seismic profiles performed
in 2000. Modified from personal communications by Dr. M. Erlström, Geolog-
ical Survey of Sweden, Lund, Sweden (2009).
4.6 Reservoir geology
Series of simulations of CO2 injection in the reservoir at Malmö were performed using realistic
models of the geological formation. The depositional setting within the model which is shown in
Figure 4.7 is derived from the analysis of drill cuttings, sidewall cores, geophysical logs (Figure
4.5), and correlation with other wells. This section presents a summary of the geological units of
the reservoir. More details on the reservoir geology are provided in Appendix A.
The subsurface geology of the Malmö site is dominated by a thick sequence of Lower Palaeocene
and Upper Cretaceous sediments ranging from 22 m to 1615 m measured depth from rotary ta-
ble (MDRT). This interval, referred to as the Höllviken formation, is mainly composed of variably
argillaceous limestone deposited in a shallow marine environment.
As shown in Figure 4.7, the first stratigraphic unit contains Quaternary deposits composed of sand
and clays rich in organics. The second unit corresponds to the Limhamn member that is charac-
terized by the light gray Bryozonan limestone as well as Copenhagen limestone with chert. Below
this section down to 375 m, more chalky limestone with chert constitutes the main rock type of the
Kruseberg member where the limestone becomes richer in clastic materials such as silt. The next
interval belongs to the Middle Maastrichtian Hansa member. There is a change in lithology into
the Kyrkheddinge member consisting of clayey limestone. This lithology is dominant down to 700
m where there is a change in the amount of clastics. This interval is recognized as the Santonian-
Campanian Lund member. Thin beds of sandstone also occur in deeper parts. A uniform sequence
of moderately hard and gray limestone begins after the Lund member which is distinguished as the
Grandik member (Coniacian-Cenomanian). These units do not have any relevance to the modeling.
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The next sequences which are important in this study are described in the following sub-sections.
Figure 4.7: Schematic geological cross-section through the Malmö structure showing the
reservoir’s zones A and B, layer A+ and the overlying cap rock. The yellow
layers correspond to sandstone and shale. Also shown are the locations of the
Swedish towns of Sege and Alnarp. Modified from personal communications
by Dr. M. Erlström, Geological Survey of Sweden, Lund, Sweden (2009).
4.6.1 Cap rock
A clayey Arnager limestone comprises the cap rock. This Upper Cretaceous rock consists of white,
hard to very hard chalky limestone with scattered chert layers. It has a thickness of 285 m (1330 m
MDRT-1615 m MDRT) and overlies glauconitic sandstone and siltstone. The transition between the
Arnager limestone and the underlying Arnager greensand constitutes the most prominent seismic
reflector in the area (the blue reflector at 1300 m depth in Figure 4.4). In particular, the basal part
of the Höllviken formation (1570 m MDRT-1615 m MDRT), which consists of hard and partly
silicified chalky limestone marks the lower boundary of the main seal strata against the underlying
target reservoir A.
4.6.2 Zone A-Upper part
The depth of the top of zone A varies between 1615 m MDRT and 1675 m MDRT including a
stratum of Lower Cretaceous age of which the Arnager greensand make up the main part (1615 m
MDRT-1634 m MDRT). The Arnager greensand is composed of unconsolidated, poorly sorted, fine-
grained, glauconitic quartz sand often interbedded with siltstone. Due to its high potassium content,
glauconite also shows up by relatively high gamma ray log reading in this interval (Figure 4.5).
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The interval below 1634 m MDRT down to 1642 m MDRT is dominated by mudstone. Soft clay-
or mudstone associated with thin intercalations of fine-grained, friable to poorly consolidated sand
occur in the deeper sequence between 1642 m MDRT and 1665 m MDRT. This interval was prone
to dissolve and cave into the well making the well quite wide in this section (see caliper in Figure
4.5). Below the claystone and mudstone interval, there is a layer of 10 m thickness characterized by
fine to medium-grained sandstone and siltstone cemented with carbonates.
4.6.3 Zone A-A+
The medium-grained sandstone is likely of Middle Jurassic age. However, due to re-deposition, a
Lower Cretaceous age is also possible. It forms the main reservoir for a CO2 injection. Ranging
from a depth of 1675 m MDRT down to 1684 m MDRT it has a thickness of 9 m.
4.6.4 Zone A-Lower part
Deposits of Lower Jurassic to Upper Triassic age occur in the succeeding sequence between 1684
m MDRT and 1828 m MDRT. This interval consists of an alternating sequence of fine-grained
sandstone (grading into siltstone in some parts) and dark gray claystone. Thin beds of coal also
occur. The Lower Jurassic to Rhaetian sequence is lithostratigraphically defined as the Höganäs
formation.
4.6.5 Zone A-Basement
The interval from 1828 m MDRT down to 1865 m MDRT is characterized by the occurrence of red
claystone. The claystone sequence was prone to wash out and causing a widened borehole section
over this interval (see caliper in Figure 4.5). For assigned petrophysical properties to each layer see
Table 4.3.
4.7 Geological model
4.7.1 Model geometry
The main data required for defining a numerical model comprise a geological structural model (de-
rived e. g. from seismic profiles) and certain reservoir parameters. The structural model set up for
the commercial simulator ECLIPSE 300 (Anonymous, 2009a) is shown in Figure 4.8. It is compiled
based on the well log data from borehole FFC-1 and the interpretations based on the 2.5D seismic
profiles. The model extends vertically from the top of the clayey limestone (thick cap rock) to the
bottom of the red claystone (basement), with a special focus on the main reservoir unit (A+). The
top of the model is at a depth of 1330 m MDRT and the bottom is at 1865 m MDRT. As discussed
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above, A+ is a 9 m thick, medium-grained quartz sandstone layer with an average porosity of 25
% and a permeability of 4000 mD and considered as the main reservoir unit for CO2 injection. All
15 layers in the model are horizontal without any dip angle. However, travel time maps for picked
horizons show a very small dip of about 2 degrees towards ENE (Juhlin, 2009). Later, the effect of
this inclination on the extent of the plume is discussed in more detail. The model domain measures
4 km × 4 km × 535 m. The 3D simulation domain for the base case is discretized into 40 × 40 ×
15 cells in x, y, and z direction, respectively. Other models discussed later are meshed finer having
much finer grids in the horizontal direction.
Figure 4.8: Classification of zone A based on well logs from borehole FFC-1. Also shown
is the lateral and vertical extent of the radially symmetric model and the Middle
Jurassic sandstone of layer A+.
4.7.2 Initial and boundary conditions
According to the Memory Production Logging Tool (PLT) Survey from the DONG Company
(Anonymous, 2003), the hydrostatic pressure in the Malmö reservoir increases with depth with
a gradient of 10.86 MPa km−1. The corresponding temperature gradient amounts to 20 K km−1. It
is assumed that the reservoir is initially completely saturated with formation brine of 1177 kg m−3
density with a salt mass fraction of 15 % corresponding to 177 kg salt per m3 brine. Pressure was as-
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sumed as hydrostatic according the hydrostatic gradient of 10.86 MPa km−1 and the initial reservoir
temperature is 56 °C. Dirichlet boundary conditions were assumed treating the lateral boundaries as
open by prescribing constant pressure values equal to the initial pressures. On all other boundaries
Neumann boundary conditions are applied allowing no flow across them. Both pressure and tem-
perature in the Malmö reservoir are above the limits for supercritical conditions for CO2 as pressure
and temperature at this depth are approximately 16.8 MPa and 56 °C, respectively. For all but one
simulation, CO2 is injected into layer A
+ at a depth of 1675 m. The supercritical CO2 is injected at
a surface rate of 44,000 m3 d−1 which is approximately equivalent to 82 t d−1. In total, 60,000 t of
CO2 are injected into the reservoir over a period of two years. The injection period is followed by
an additional 48 years of simulation of the shut-in period.
Because fluid injection may cause the rock formation to fracture hydraulically, the injection rate
is controlled by the maximum allowed well bottom hole pressure (WBHP) of 20 MPa. This value
is taken because it is lower than the maximum value generally accepted in gas reservoir operation
systems (Bruno et al., 2000; Zweigel and Heill, 2003). This ensures that the rock is not damaged by
an injection pressure above the formation fracturing pressure. Injection proceeds unless it is inter-
rupted because the maximum WBHP is reached. Prior to a practical operation, the local fracturing
pressure would need to be confirmed by suitable measurements. Finally, porosity and permeability
values derived from the borehole logs (Figure 4.5) are assigned to each layer. Tables 4.2, 4.3, and
4.4 show the homogenous and isotropic porous media properties and the initial conditions as well
as injection specifications used in these simulations.
In this chapter, a simpler power-law Brooks-Corey model was used instead of van Genuchten’s
1980 soil-water-retention model. Firstly, because of studying the effect of different types of mod-
els. Note that the van Genuchten models were used previously in Chapter 3. Secondly, it was a
matter of convenience made by the code developers which expression was used. This lies in the
lines of the experience in the scientific community, in particular in hydrogeology. In addition, ana-
lytical formulae requiring integrals of the soil water diffusivity are better suited to the Brooks-Corey
formulation (Morel-Seytoux et al., 1996). Depending on circumstances, it is convenient for analyti-
cal derivations or for numerical work to favor one type of expression for the hydraulic conductivity
and water retention properties over another. However, the question can be legitimately raised as to
the influence of that choice on the results. To answer this question conclusively, one would need to
carry out the computations twice, once with each expression. However, it is sometimes not possible
to perform the analytical derivations for both. For analytical derivations the Brooks-Corey formulae
tend to be easier to use (Morel-Seytoux et al., 1996).
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Table 4.2: Parameters used in the simulations
Parameter Value/function
Rock density, ρs 2650 kg m−3
Water and gas saturations, Sw and Sg Sw + Sg = 1
Liquid relative permeability, krl Brooks and Corey (1964) krl = Sˆ
2+3λ
λ
Gas relative permeability, krg Brooks and Corey (1964) krg = (1− Sˆ)2(1− Sˆ 2+λλ )
Capillary pressure, Pcap Brooks and Corey (1964) Pcap = Pd Sˆ
− 1λ Pa
Effective saturation, Sˆ Sˆ=
Sw−Swr
1−Swr−Sgr
Residual water saturation, Swr 0.2
Residual gas saturation, Sgr 0.05
Brooks-Corey exponent, λ 2
Pore entry pressure, Pd 104 Pa
Rock compressibility, C 7.25 × 10−10 Pa−1
Table 4.3: Parameters used for different layers in zone A
Layer Porosity [-] Permeability [mD*] Thickness [m]
Cap rock (clayey limestone) 0.10 0.3 285
1 0.15 50 19
2 0.05 1 8
3 0.05 1 23
4 0.20 5 10
A+ 0.25 4000 9
5 0.10 1 8
6 0.18 100 24
7 0.10 1 25
8 0.22 350 9
9 0.10 1 21
10 0.15 17.5 24
11 0.05 1 10
12 0.15 75 23
Basement(red claystone) 0.01 0.5 37
* One mD corresponds approximately to 10 −15 m2.
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Table 4.4: Initial conditions and injection specifications
in zone A
Parameters Value
Pressure 16.8 MPa
Temperature 56 °C
Salt mass fraction 0.15
CO2 injection rate 44,000 m
3 d−1 (∼ 82 t d−1)
Injection time 2 a
Simulation time 50 a
4.8 Results and discussion
In this section, results from different models including the most important simulation, reservoir, and
operational parameters in CO2 injection are discussed.
4.8.1 Prediction of site performance in short term (50 years)
In the first simulation the entire perforation interval was used for injection. But in subsequent sim-
ulations it was decided to inject CO2 only into A
+ layer because of lack of information on the flow
properties along the perforated casing interval on the one hand and because of operational diffi-
culties in controlling the injection along the entire perforated interval on the other hand.With these
assumptions the simulation results from these models appear to describe the CO2 fate in the short
term well. All simulations show that most of the injected buoyant CO2 phase migrates towards the
top of the reservoir and is hydrodynamically trapped beneath the confining cap rock layer. CO2 also
spreads laterally and dissolves partially in the formation water. Figure 4.9 presents the result of the
first run after 50 years, based on the coarse initial grid. Trapping of CO2 beneath intra-reservoir
claystone and mudstone which can be seen in Figure 4.9 may increase significantly the CO2 storage
capacity. Figure 4.9 clearly shows how the bulk of the injected CO2 accordingly forms a number
of discrete volumes entrapped between thin intra-reservoir layers of claystone and mudstone. This
also limits significantly the lateral movement of the free CO2 in the short term (tens of years). The
intra-reservoir claystone and mudstone layers, therefore, delay efficiently the migration of CO2 in
the short term. This effect may prove particularly helpful, for instance, when it comes to preventing
CO2 leakage into nearby operating wells. Figure 4.9 also shows that CO2 is trapped mostly at the
top of the A+ layer and will have ultimately migrated about 150 m from the injection point after 50
years. It will be shown later that this value is overestimated by the simulation based on the initial
coarse grid and is reduced by subsequent simulations based on more refined grids. In a practical
operation, the plume extent needs to be monitored during the injection and post-injection periods
by appropriate geophysical (e. g. seismic) methods (Chadwick et al., 2006; Preston et al., 2005).
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Figure 4.9: Free gas saturation (Sg) indicating lateral plume extent 50 years after injection
(coarse grid). Injection occurs along the entire perforation interval of the two
wells.
4.8.2 Modeling parameters
The effect of grid block size was studied by subsequent grid refinement of a two-dimensional,
rotationally symmetric grid in order to save computation time. A radial axisymmetric area (800 m
× 250 m) around FFC-1 is taken as a simulation domain and gridded into 7 layers and initially 40
cells. CO2 is injected into FFC-1 and the lateral boundaries are kept at constant pressure. The top
and bottom are no-flow boundaries. The initial 2D grid domain is discretized into 40 × 7 cells in x
and z direction, respectively. Discretization goes up to 4000 × 7 cells. This means that the domain
is refined by increasing the number of columns in the mesh from 40 corresponding to 280 grid
blocks in total to a maximum of 4000 corresponding to 28,000 grid blocks in total which results in
a decrease of the mesh size. Figure 4.10 shows that the lateral extent of the plume decreases with
the number of grid cells. This shows that simulations on too coarse a grid will overestimate the
plume extent. The plume extent remains more or less constant for horizontal block sizes equal or
smaller than 0.4 m corresponding to 2000 grid cells per row.
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Figure 4.10: Effect of grid refinement on the plume lateral extent.
In these models, the plume extent of about 55 m around the injection well indicates that the CO2
plume generated by the specified injection rate will not reach the fracture zone (Figure 4.11) which
is assumed at a distance of about 1 km from the injection well FFC-1 and in the deeper part of the
reservoir at a depth of about 2080 m in horizon TOP3 (see Figure 4.11).
In the following sub-sections, finer grids are used to study the effect of different parameters on the
fate of injected CO2.
Figure 4.11: Travel time map for horizon TOP3 (at 2082 m) indicating a fault in the N-S
direction along line 1070. Modified from Juhlin (2009).
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4.8.3 Reservoir pressure
With regard to the integrity of the cap rock, the applied injection pressure is of major concern.
Figure 4.12 shows that the pore pressure in the reservoir increases rapidly during injection because
of the pumping of large volumes of CO2. It reaches its maximum value of about 19.6 MPa after 2
years. After shut in, it declines slightly and remains constant at hydrostatic level until the end of
the simulation. Pressure increases by a factor of 1.16 compared to the initial value. However, as
mentioned in Chapter 3, the corresponding pore pressure is less than the maximum value accepted
in gas storage operations, indicating that the risk of geomechanical formation damage is still negli-
gible (Bruno et al., 2000; Rutqvist et al., 2007).
The pressure build-up diffuses back to a hydrostatic level after around 10 years. A more serious
pressure build-up may occur for seals with lower permeability than assumed for this cap rock. The
effective hydrodynamic extent of the Malmö reservoir is unknown. In these simulations, a constant-
pressure far-field boundary at the lateral sides of the model is assumed. A simple assessment of
possible pressure changes in the sub-zone A+ is also shown in Figure 4.13. As can be seen, a rel-
atively large induced pressure increase of about 2.76 MPa is predicted at the injection well FFC-1
itself. This value decreases with distance from FFC-1. Relatively low average pressure increases
of about 0.93 MPa, 0.75 MPa, and 0.25 MPa are obtained for distances of 1 km, 1.5 km and 2
km from FFC-1, respectively. This means that the pressure increase is becoming negligible with
distance from the borehole implying that the over-pressure may become very small for distances
greater than 2 km. It is also worth noting that the average reservoir pressure increase decreases with
the reservoir volume, as shown by comparison with the simulation results for the larger model de-
scribed in Figure 4.12. Therefore, an increased reservoir volume may reduce the average pressure
increase to even lower values than predicted here.
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Figure 4.12: Reservoir pressure in borehole FFC-1 during 2 years of injection and 48 years
of shut-in.
71
Figure 4.13: Pressure increase due to the injection at different distances from FFC-1.
4.8.4 Reservoir parameters
4.8.4.1 Temperature
It is essential to assess the reservoir response to temperature. Generally, reservoir temperature af-
fects CO2 migration in different ways. Higher temperature decreases CO2 density. As a result,
buoyancy increases which is the driving force for migration. Decreased density also implies less
efficient use of available storage pore volumes. Increasing the temperature will also reduce vis-
cosity and thus increase the mobility which would result in increased migration rates (Jordan and
Doughty, 2009). Therefore, the effect of temperature is discussed here.
ECLIPSE 300 (Anonymous, 2009a) comprises the THERMAL option which allows specifying the
temperature-depth relationship for each grid cell. A value of 5.2 W m−1 K−1 (Table 4.1) is used as
thermal conductivity in the simulation to study the effect of temperature.
Joule-Thomson cooling is seen at the injection point (Figure 4.14), where temperature decreases
due to the gas expansion through the valve. As shown in Figure 4.14, a maximum cooling of about
5 K is predicted. A temperature variation this small, however, does not alter the fluid and solid ma-
terial properties significantly. Therefore, this marginal effect can be neglected in this simulation and
simulations can be run assuming isothermal conditions. It should be emphasized that fluid proper-
ties vary with conditions under which injection would occur. Due to the effect of the local thermal
regime, salinity, and depth on CO2 density and viscosity (Nordbotten et al., 2005a), a determinis-
tic decision cannot be generalized and the isothermal assumption depends strongly on site-specific
conditions. Additionally, the temperature effect may become more important near the critical point
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where phase changes occur (Pruess, 2004, 2005; Kopp et al., 2006; Ebigbo et al., 2007). But this is
not the case in Malmö.
An inter-comparison study of different algorithms for calculating physical properties of formation
water as a function of temperature, pressure, and salinity (based on empirical fitting of laboratory
measurements) shows that due to the smallness of in-situ measured formation water properties no
distinct conclusion can be made with regard to the validity of various algorithms (Adams and Bachu,
2002). This implies that applicability of those algorithms for a specific site, such as Malmö, needs
to be examined by additional formation water analysis.
Figure 4.14: Temperature change within the reservoir in response to the injection of super-
critical CO2.
4.8.4.2 Relative permeability and capillary pressure functions
Among the various important parameters needed for predicting reservoir behavior, relative perme-
ability and capillary pressure may be the most inadequately determined ones (Yang and Watson,
1991). The residual water saturation limits the maximum achievable relative gas permeability. The
aim is to show that different relative permeability functions and residual (or irreducible) water sat-
uration (Swr) values as well as capillary pressure curves used in these simulations yield different
results. To this end, two models with residual saturations of Swr = 0.3 and Swr = 0.6 and corre-
sponding relative gas and water permeabilities were run. In fact, when dry gas is injected into a
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brine-saturated reservoir a certain amount of water will evaporate. This results in a reduction of
porosity and permeability of the reservoir in the vicinity of the injection well and may result in a
reduction of injectivity (Zeidouni et al., 2009). Therefore, it is important to study the effect of salt
precipitation.
Figure 4.15 compares the results showing that more salt (NaCl and CaCl2) is precipitated near the
injection well FFC-1 for a relative permeability curve with Swr = 0.3. For the case with Swr = 0.6
precipitation is less and delayed by a factor of 3. This is due to the fact that less residual water
saturation corresponds to more available water for evaporation. This results in transferring more
amount of water from the liquid phase into the vapor phase leading to more salt precipitation.
Even more importantly, if capillary forces are neglected no precipitation occurs indicating that sim-
plifications need to be considered carefully in simulations.
These results show how different assumptions with respect to relative permeabilities and capillary
pressure may alter the amount and extent of salt precipitation around the injection well ranging
from little salt precipitation to a complete well plugging. However, it is important to realize that
the influence of salt formation on the mobility of the fluids needs to be verified by additional core
flooding tests and no operational decision should be taken based on first simulation results as these
alone.
Figure 4.15: Effect of varying residual water saturations (Swr) on salt precipitation near the
injection well. Note that the x axis is scaled logarithmically.
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4.8.4.3 Effect of kh/kv ratio
The horizontal to vertical permeability ratio (kh/kv) shows the contrast in permeability of a formation
in different directions (anisotropic permeability). In most engineering analysis, vertical permeabil-
ity is usually assumed to be one-tenth of horizontal permeability (Joshi, 1991; Fanchi, 2002).
To study the impact of horizontal to vertical permeability ratio (kh/kv), three models with three ratios
of 0.1, 1 (no variation) and 10 were run. Figure 4.16 shows that after around 2 years of injection,
for kh/kv = 0.1 and kh/kv = 1, CO2 rises about 42 m and 24 m, respectively and spreads laterally
around 38 m and 42 m, respectively. For kh/kv = 10, in contrast, it spreads laterally further (about
52 m) and does not migrate vertically as much as in other two cases (about 13 m). The maximum
gas saturation near the well obtained for permeability ratios of kh/kv = 1 and kh/kv = 10 is around 60
% whereas it is 100 % for kh/kv = 0.1 due to the higher radial injectivity in the previous two cases.
Most importantly, to assess the effectiveness of different trapping mechanisms the amounts of stored
CO2 predicted for each of them are shown in Figure 4.17. This clearly shows that hydrodynamic
trapping is of great importance during the injection phase and some years of post-injection. But
after around 13 years, dissolution trapping becomes dominant. Residual saturation trapping where
capillary forces and probably adsorption onto the surfaces of mineral grains traps a small portion of
the injected CO2 along its migration path is of minor importance. Figure 4.17 also shows that after
50 years and for a realistic anisotropic permeability (kh/kv = 10), around 38,500 t (∼ 65 % ) from a
total of 60,000 t injected CO2 are stored by dissolution whereas approximately 18,500 t (∼ 30 %)
are trapped hydrodynamically. The remainder, about 3000 t (∼ 5 % ), are immobilized by residual
gas trapping. These results show that both dissolution and residual gas trapping mechanisms would
reduce the CO2 migration and would, hence, contribute to the safety of the Malmö CO2 storage site.
Generally, the amount of immobilized CO2 trapped by residual gas trapping depends on the sweep
efficiency, i. e. the fraction of the reservoir which is invaded by the CO2 plume during its buoyancy-
driven migration in the post-injection period (Mo et al., 2005). This implies that the importance of
the residual gas trapping mechanism, i. e. the amount of CO2 trapped by the pores, depends entirely
on the fraction of the pore volume saturated during migration. Thus, longer migration paths result
in a larger residual gas trapping. Note, however, that these results lack a site-specific calibration.
Site-specific results require site-specific data such as kh/kv ratio, relative permeability functions,
residual water saturation, and capillary pressure dependence on fluid saturation.
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Figure 4.16: Effect of anisotropy in permeability, kh/kv, on the vertical and lateral extent of
the CO2 plume after almost two years of injection.
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Figure 4.17: Amount of stored CO2 depending on anisotropy in permeability, kh/kv and
trapping mechanism: solid lines show hydrodynamic trapping, dashed lines
dissolution trapping.
4.8.5 Reservoir inclination
To study the effect of dipping strata, two models were set up. The first model (named D-Model)
comprises multiple layers inclined by an angle of 1.3 degrees while in the second model (named
H-Model) the multiple layers are horizontal. The model domain is chosen somewhat smaller than
the previous models because, on the one hand, this is a comparison study and on the other hand in
order to save computational time. Therefore, the two model domains both measure 2 km × 1 km
× 498 m and are discretized into 100 × 50 × 19 cells in x, y, and z direction, respectively. The
classification of zone A in the D-Model is similar to all numerical models described before. The
depths of both models comprise the top of the clayey limestone (at 1330 m) down to the top of the
red claystone (at 1828 m). The model input parameters are as reported in Tables 4.2, 4.3, and 4.4.
The only difference here is that the cap rock is divided into 6 segments of 47.5 m thickness each.
As mentioned above, the structure of the H-Model is the same as of the D-Model except for the
horizontal layering.
Results are shown in Figures 4.18 and 4.19. In both models, most of the CO2 is rapidly trapped in
structural closures on the migration path. As the plume migrates slowly upward, dissolution pro-
gressively reduces the volume of residual free CO2. In the D-Model, the injected CO2 migrates
up-dip towards the top formations. In this model inclined by 1.3°, the CO2 plume front ultimately
extends to about 290 m in up-dip direction and 190 m in down-dip direction (Figure 4.19). In the H-
Model, in contrast, the plume advances in horizontal direction symmetrically about 230 m around
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FFC-1 (Figure 4.19). From these results, it can be concluded that small inclinations influence the
results to some extent, mainly causing some asymmetry of the CO2-phase relative to the injection
borehole. Therefore, this effect may be neglected in first assessment studies due to a need for a
sufficiently fine discretization which causes much more change in the plume extent, and simula-
tions may assume horizontal layers. In detailed reservoir studies based on more site-specific data,
however, this effect should be accounted for.
One should note that the plume extents suggested by these simulations are much larger than those
discussed earlier. This is due to the smaller domain of the models here (about 8.5 times smaller)
which puts the constant-pressure lateral boundary condition much closer to the injection point.
Thus, the model contains much less water resisting displacement by the injected CO2. Therefore,
the plume extends further towards the model boundary.
Additionally, greater inclinations will cause accordingly larger asymmetries in the plume extent and
even larger up-dip and shorter down-dip migration distances (Figure 4.20). For inclinations greater
than 15° there is only very short (< 50 m) down-dip migration (Figure 4.20).
It is worth emphasizing that buoyancy-driven up-dip migration of CO2 may be limited by processes
which reduce the speed of migration and hence the distance to which the CO2 front may advance.
As it shown, the major limitation process in the Malmö reservoir is the dissolution of CO2 into the
formation water making the brine denser. Thus, CO2-rich brine will sink. This, in turn, brings fresh
brine in contact with CO2 adding to the dissolution of CO2. Another, but minor limiting process in
the Malmö reservoir is due to trapping of CO2 in pores as an immobile residual phase. It is clear,
however, that risks of CO2-escape are much greater for reservoirs with up-dip connections to shal-
lower aquifers than for reservoirs under a low-permeability cap rock.
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Figure 4.18: Free gas saturation (Sg) in the D-Model after 50 years of simulation, showing
an asymmetric distribution of gas due to the inclination of zone A.
Figure 4.19: Free gas saturation (Sg) in the H-Model after 50 years of simulation showing
a symmetric distribution of gas around the injection.
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Figure 4.20: Effect of reservoir inclination on the extent of the plume after 50 years of
simulation.
4.8.6 Operational parameters
Injection strategies are important for the fate of the injected CO2. Reservoir models can help to
study the effect of different CO2 injection strategies and to predict the relevant processes. Here, salt
precipitation near the injection well are studied. Two models were run for two different scenarios:
in the first scenario, the amount of injected CO2 is divided between two wells (each 22,000 m
3
d−1); in the second one 44,000 m3 d−1 of CO2 are injected through one well. For the injection rate
of 22,000 m3 d−1 (∼ 41 t d−1) simulation predicts substantially higher salt precipitation near the
injection well FFC-1 which is accompanied by a high permeability reduction (Figure 4.21). This
phenomenon is less pronounced for the case with a doubled injection rate. This is because a higher
injection rate corresponds to a higher injection pressure. In regions of higher pressure, evaporation
is retarded because the elevated pressure keeps the brine in the fluid phase. After around 1.5 years,
a maximum salt volume fraction of 0.8 is obtained for the injection rate of 22,000 m3 d−1 corre-
sponding to a complete plugging according to the mobility multiplier (Figure 4.2). In contrast, a salt
volume fraction of only 0.45 is observed after about 2 years for an injection rate of 44,000 m3 d−1
(Figure 4.21). Therefore, it can be concluded that higher injection rates delay or even inhibit salt
plugging. Alternatively, salt precipitation may also be mitigated or prevented by practical measures
such as by injecting fresh water prior to gas flooding (Figure 4.21). This will displace and dilute the
brine resulting in less salt precipitation.
One should note that the reservoir is flushed with fresh water for only 3 days at a surface rate of
4400 m3 d−1. After 3 days, a total amount of 13,200 kg (13.2 t) water was injected and the injection
stream was then switched to pure CO2 and was continued for 2 years. In reality, an even smaller
amount of water may be required.
It is also important to realize that the salt precipitation is a physical process in which water molecules
(presented in aqueous phase) tend to evaporate. Therefore, in order to reduce the salt precipitation,
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the mass transfer rate needs to be reduced. This can be achieved either by increasing the water con-
centration in gas phase (e. g., injecting wet CO2) or reducing the salt concentration in the aqueous
phase (e. g, injecting water prior to dry CO2). The important message is that the fresh water flood
pushes the salinity gradient away from the borehole.
Figure 4.21: Effect of injection rate on salt precipitation. Note that the x axis is scaled log-
arithmically.
So far, we showed that numerical modeling has the ability of capturing the most important processes
responsible for CO2 storage. However, the economical aspects have not been discussed yet. The
study of Nguyen (2003) indicates that the sequestration costs per tonne of CO2 largely depend on
the CO2 flow rate (higher flow rate gives lower unit costs), distance from source to sink (shorter
distance gives lower unit costs) and reservoir injectivity (higher injectivity gives lower unit costs).
Further, the cost of water flooding prior to gas injection depends on the water source. For example,
in case of the Malmö reservoir, the Baltic Sea water would be a suitable option since its salinity is
much lower than that of ocean water (Weichart, 1986). The cost would comprise the piping (less
than 500 m) and pumping. This is somewhat negligible in the sequestration total cost which may
vary from below US$ 5 to over US$ 20 per tonne of CO2 (Nguyen, 2003).
4.8.7 Cap rock integrity
In this part, two main issues on cap rock integrity are discussed, (1) the acidity of formation water;
(2) the amount of required pressure difference for CO2 to enter the pore space of the cap rock. These
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are discussed below.
From a geochemical point of view, the effect of the dissolved CO2 on the pH of the pore water is
very important. Figure 4.22 shows that the invasion of CO2 is accompanied by a decrease of the
pore water pH down to a value of about 3. This may trigger geochemical reactions between fluid
and rock.
In Chapter 3, it was shown that in the regions of decreased pH, dissolution of carbonates is likely
to occur relatively rapidly. This might result in a local porosity enhancement especially around
the injection well. However, depending on the mineralogy of the host rock, this may be followed
by substantial carbonate precipitation due to a reaction between calcium carbonate and hydroxide
ions. In this way, large amounts of CO2 may be trapped by mineralization. In this case, mineral
trapping can become significant and might locally decrease the porosity of the reservoir in the long
run (tens of thousands of years). From the environmental point of view, it should be also empha-
sized that alteration of minerals may trigger a release of elements such as heavy metals, forming
a potential threat to fresh water resources. Further exploration of these issues is recommended by
reactive transport modeling, a coupled modeling approach taking into account the geometry of the
reservoir as well as the flow of the involved phases (supercritical CO2, brine) and the associated
geochemical reactions. Models are also crucial for calculating the time evolution of both free and
dissolved CO2 in the pore water over time, since hydrodynamic trapping and dissolution trapping
may be dominated by mineral trapping in the long run (after hundreds to thousands of years).
Figure 4.22: Variation of pH as a result of CO2 migration after 50 years of simulation as-
suming isotropic permeability. Note that for improved visibility the axes are
scaled and exaggerated differently. In addition, the griding for the cap rock
and reservoir is different and dark and red colors indicate the background pH
of about 7.
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It is important to gain an understanding about the capillary entry pressure since one of the major
concerns in CO2 sequestration is invasion of free CO2 into the cap rock. In fact, the CO2-enriched
brine is in equilibrium with the fluid in the entire reservoir due to hydrostatic conditions at least in
the post-injection period. But, the mobile CO2 poses a potential threat. This is particulary studied
for the Arnager limestone cap rock in the Malmö site. As shown in Figure 4.22, after 50 years,
first amounts of CO2 invade the first 20 m of the cap rock. In order to estimate the quantity of
the required pressure difference for CO2 to enter a water wet clayey limestone pore, the following
simplified Young-Laplace equation (e. g., Adamson, 1982) is used:
∆P=
2σ
r
, (4.8)
where ∆P (in Pa) is the pressure difference across the fluid interface, σ (in N m−1) is the surface
tension between water and CO2, and r (in m) is the pore throat radius. Assuming the surface tension
of supercritical CO2 to be around 2×10−2 N m−1 which is reasonable for CO2 close to its critical
point at 7.38 MPa and 31.04 °C (Lindeberg, 1997) and a range of displacement pore throat radii
from 4 nm to 4 µm, yields capillary entry pressures in the range of 0.01 MPa to 10 MPa. Higher
values for CO2 surface tension would yield even higher capillary. The density difference between
CO2 and water at the reservoir condition is around 410 kg m
−3. This will create a buoyancy pressure
(∆ρgh) of about 0.0041 MPa per meter of CO2 column. Therefore, the calculated capillary entry
pressures suggest that the clayey Arnager limestone cap rock is capable of confining a CO2 column
ranging in height from around 2.5 m to 2500 m in hydrostatic conditions. This falls into the range
of 20 m CO2 column heights obtained from these simulations indicating that capillary entry of
supercritical CO2 is likely to occur and cannot be excluded in the modeling. However, the sealing
efficiency of the cap rock needs to be studied further by analyzing cap rock cuttings samples and
cap rock cores as they may become available.
4.8.8 Model verification
For examining the prognostic capability of the model with respect to both qualitative and quantita-
tive conclusions, various types of monitoring methods can be used which are sensitive to plume ex-
tent or surface, reservoir pressure, and well integrity (Wynn, 2003; Anonymous, 2005). The model
calibration against monitoring data is a key task for the operation phase of the site. A good match
between the model predictions and field observations will confirm current simulations. Otherwise,
the model adjustment needs to be made. In the absence of these data, an alternative option would be
to study the range of variability and reliability of the model predictions for a number of benchmark
problems where precise descriptions of model domains, boundary conditions, etc. are given (see
Chapter 6). The ultimate aim is to prove that the key modeling assumptions are corroborated by
observations and that the model has predictive capability. Ultimately, this validation requires data
independent of those used for calibration.
Monitoring of the CO2 plume extent, e. g. by seismics, can be done once during the injection and
needs to be repeated every 10 years (Arts et al., 2004). The surface monitoring such as soil gas
surveys would focus on high risk areas such as the vicinity of wells or possible leakage paths (Old-
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enburg et al., 2003). Reservoir pressure monitoring could be performed in the post-injection phase
to determine the rate of CO2 migration. Well integrity monitoring is another option for detecting
CO2 leakages (Carlsen et al., 2001). For this type of monitoring, a number of standard technolo-
gies are available. For example, cement bond logs are used to assess the bond and the continuity of
the cement around well casing. This sonic-type log is sensitive to cement and the acoustic signal
attenuates more in the presence of cement (IPCC, 2005). Temperature logs and noise logs are also
often run on a routine basis to detect well failures in natural gas storage projects. The temperature
is affected by fluids inside the borehole and its rapid changes along the length of the wellbore are
diagnostic of casing leaks. Similarly, noise associated with fluid turbulence such as leaks in the
injection tubing can be used to detect leaks (IPCC, 2005).
4.9 Conclusions
Prediction of CO2 plume fate is one of the key tasks in evaluating a CO2 test injection. In this
context, reservoir modeling is an essential tool to predict reservoir behavior both quantitatively and
qualitatively. The models presented here were set up based on existing data. They also were nec-
essarily based on some assumptions such as relative permeability and capillary pressure curves.
The performance of these realistically simplified models at specific sites, such as Malmö, needs to
be tested through a series of both field and laboratory experiments. With these caveats, the main
lessons learnt from this numerical simulation of a CO2 test injection into the Malmö reservoir are:
(1) For all simulations, the density difference between brine and CO2 is the major driving force for
fluid transport during the injection period. Several years after well shut-in, dissolution trapping (due
to CO2 solubility in water) will become dominant. Residual gas trapping is of minor importance.
The intercalation of thin intra-reservoir claystone and mudstone layers forms traps for CO2 delaying
efficiently the migration of CO2 in the short term.
(2) Results with a coarse model grid suggest that CO2 trapped mostly at the top of the A
+ layer (the
best reservoir sub-layer) would ultimately migrate laterally about 150 m from the injection point.
By grid refinement, however, this value ultimately is reduced to 55 m. This implies that simula-
tions on too coarse a grid will overestimate the plume extent. Grid refinement studies indicated grid
block sizes of 0.4 m and smaller as sufficient. In general, finer grid sizes will be more appropriate
for simulating processes of long duration such as diffusion. Selecting an appropriate grid block size
is particularly important when it comes to the nature of the involving processes.
(3) An important criterion for the integrity of the cap rock is the resulting pressure build-up. Within
this study, pore pressure increases near the injection well by a factor of 1.16 compared to undis-
turbed conditions. This implies that overpressure does not exceed a level considered critical for
the creation of hydraulic fractures (Bruno et al., 2000; Zweigel and Heill, 2003; Chalaturnyk and
Gunter, 2005; Zhou et al., 2005; Rutqvist et al., 2007). This overpressure diffuses back to a hy-
drostatic level of a higher value (due to increased brine density) after around 10 years. Even less
serious pressure build-ups may occur for seals with higher permeabilities.
(4) The results also show how relative permeability and capillary pressure may alter the amount and
extent of salt precipitation ranging from little salt precipitation to a complete well plugging. Salt
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precipitation reduces the injectivity. Therefore, it is important to study salt precipitation in the reser-
voir carefully by additional core flooding tests. No operational decisions should be taken based on
preliminary simulation results alone without site specific data. But simulations can indicate which
kind of data are important. When capillary forces are neglected, results suggest that there will be no
salt precipitation.
(5) Results after 50 years for a realistic anisotropic permeability (kh/kv = 10) show that around
38,500 t (about 65 %) from a total of 60,000 t injected CO2 are trapped by dissolution whereas
approximately 18,500 t (about 30 %) are stored by hydrodynamic trapping. The remainder, around
3000 t (about 5 %), are immobilized by residual gas trapping. This shows the importance of differ-
ent storage mechanisms. However, over time, these proportions vary and in the long-run, mineral
trapping finally dominates.
(6) Small inclinations influence the results to some extent, mainly causing some asymmetry of the
CO2 plume relative to the injection borehole. Therefore, this effect may be neglected in first assess-
ment studies for inclinations of less than 2° and simulations may assume horizontal layers. Also,
down-slope migration does not decrease anymore for inclinations greater than 15°. In detailed reser-
voir studies based on more site-specific data, however, this effect should be accounted for.
(7) Results also indicate that the temperature variation in question of 5 K at maximum does not alter
the fluid and solid material properties significantly.
(8) Simulation results indicate that higher injection rates may delay or even inhibit salt plugging.
Alternatively, salt precipitation can be reduced or even prevented by practical measures such as in-
jecting fresh water prior to gas. The volume of water required is rather small and the cost of water
flushing prior to gas injection is somewhat negligible compared to the sequestration total cost (see
e. g., Nguyen, 2003).
(9) These simulations also indicate that in areas flooded by CO2, pH decreases dramatically. This
may trigger geochemical reactions between fluid and rock. Modeling results also show that some
amounts of CO2 invade even the low permeability cap rock. Therefore, chemical reactions may
occur as a result of the reduced pH. The predicted capillary entry pressures also suggests that the
cap rock is capable of confining CO2 column indicating that capillary entry of supercritical CO2 is
likely to occur. The entrapped CO2 may even migrate to the upper parts of the storage site.
In summary, the simulations provide valuable insight into the transient response of reservoirs during
and shortly after CO2 flooding. The modeling results presented here reveal the importance of as-
sumptions required by modeling. Hence, for further improvements, the following recommendations
might be helpful to obtain more reliable predictions:
(1) Overall, models need to be calibrated using various types of monitoring data such as plume
extent, surface, reservoir pressure and temperature. Additional data, for example from tracer tests
can be used to validate the calibrated model that is to prove its prognostic capability.
(2) It is recommended to explore the likeliness of salt precipitation in reservoirs carefully by core
flooding tests in the laboratory.
(3) It is also suggested to study cap rock integrity by reactive transport modeling. The sealing ef-
ficiency of the cap rock needs to be studied in greater detail by analyzing the absolute and relative
permeabilities of the cap rock on samples.
(4) The effects of other factors, such as gas impurities (e. g. H2S), and reservoir heterogeneity need
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to be studied additionally.
At the end of the day, site-specific modeling inevitably requires site-specific data such as relative
permeability function, kh/kv ratio, residual water saturation, and capillary pressure dependence on
fluid saturation. The key aim must be to provide suitable data sets for predictive simulations of
plume behavior at CO2 injection sites to facilitate permitting and its practical implementation.
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Chapter 5
Dimensional analysis of displacement behavior
of underground CO2 storage systems and
estimation of minimum and maximum storage
capacity
Analysis of the relative influence of the various forces in CO2 storage processes is important. Also,
assessment of the CO2 storage capacity of a potential site is of great practical interest. The sim-
ulation results of the previous chapters were used for calculating the dimensionless numbers as
well as estimating the CO2 storage capacity of an individual site. These issues are discussed in this
chapter.
5.1 Displacement behavior
From a practical engineering point of view, it is important to study the fluid displacement behavior
of CO2 storage reservoirs. Generally, displacement of fluids in porous media is characterized by
three major forces on the large-scale. It comprises viscous, capillary, and gravity forces. The tran-
sition length (i. e. a length at which saturation change occurs) of two immiscible fluid (i. e. CO2
and water) is small due to large gravity and small capillary forces. If gravity forces dominate, gas
will segregate into a zone with residual water saturation from a zone with water at residual gas
saturation. This condition often occurs in practice. Thus, fluid displacement can be assessed by a
dimensionless analysis regardless of site-specific reservoirs.
The three forces above are represented by three dimensionless numbers including the mobility, cap-
illary, and gravity numbers.
The mobility number or mobility ratio M is simply defined as mobility of the displacing fluid (in this
case CO2) divided by the mobility of the displaced fluid (Fanchi, 2002). It basically describes the
ratio between the viscous forces in the gas-dominated part of the reservoir divided by the viscous
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forces in the water-dominated part. The viscous forces are a result of the difference in CO2-water
mobilities. It is defined as (Fanchi, 2002):
M =
k′rg
µg
k′rl
µl
, (5.1)
where k′rg and k′rl are relative permeabilities of gas (CO2) and liquid (water) at the end point satura-
tions. µg and µl are gas and water viscosities, respectively. M is calculated and shown (Figure 5.1)
as a function of characteristic Darcy-velocity of ucr, i. e. the CO2 front propagation (Darcy) velocity.
It is defined as (Kopp, 2009):
ucr =
φ lcr
tcr
, (5.2)
where φ is porosity, lcr is characteristic length which is the length of the CO2 plume front and tcr is
the characteristic time at which the characteristic saturation change occurs (Kopp, 2009).
Figure 5.1 shows average mobility ratios of 6-6.5 and 3.8-4 for the Malmö and Minden reservoirs
at depths of about 1700 m and 3000 m, respectively. This figure clearly shows that the displacement
process is affected by the fluid properties at reservoir conditions. This means that in the injection
period in which the reservoir pressure increases (see also Figures 3.17 and 4.12), the characteris-
tic velocity is high and the gas viscosity decreases. Thus, the mobility ratio decreases. It slightly
increases as the pressure declines and remains almost constant during the simulation. A mobility
ratio equal or greater than unity means that CO2 can move at a velocity equal or greater than that
of water. However, since the CO2 is displacing the water, water can be bypassed and gas fingering
will occur. This may result in unfavorable displacement behavior.
Figure 5.1: Mobility ratio versus characteristic Darcy velocity showing the displacement of
water by gas. Note that the x axis is scaled logarithmically.
Additionally to viscous forces, two other important forces, capillary and gravity, come into play.
To estimate the magnitude of capillary and gravity forces to viscous forces in a given sequestration
system, the methodology of Kopp (2009) is followed in this study with two main differences. First,
different capillary pressures are used. Second, the CO2 properties are not constant. From the defi-
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nitions of the gravity and capillary numbers, it will be seen that they vary with fluid properties and
permeability. Since the CO2 properties vary with time, the calculated gravity and capillary numbers
for the studied reservoirs are not straight lines, as in the study of Kopp (2009).
The gravity number is defined as following (Grattoni et al., 2001):
Gr =
gravity f orces
viscous f orces
=
(ρl−ρg) g K
µg ucr
, (5.3)
where ρl and ρg are water and CO2 densities, respectively. g is gravity, K is aquifer permeability,
and other parameters remain the same as before. When Gr = 1, the gravity and viscous forces are
equal and for significantly larger values than unity, gravity forces dominate.
The capillary number is defined as (Grattoni et al., 2001):
Ca=
capillary f orces
viscous f orces
=
K Pc,cr
µg ucr lcr
, (5.4)
where Pc,cr is characteristic capillary pressure drop over the CO2 front length.
As shown in Equation 5.3, gravity forces increase with permeability and difference in fluid densi-
ties. Viscous forces increase with viscosity and characteristic velocity. The gravity number is shown
for a medium-depth reservoir of Malmö and the deep reservoir of Minden in Figure 5.2. The dom-
inant force is identified by this number for both reservoirs as a function of velocity. The gravity
number is sensitive to permeability and depth (reservoir condition). This means that, for example,
at a constant characteristic velocity of 4.5×10−8 m s−1, going from a medium-depth reservoir into
a deep reservoir results in a decrease of Gr by a factor of about 13. This effect is attributed to perme-
ability and depth contrasts of 7 and 2, respectively. The CO2-water displacement at a medium depth
is dominated by gravity segregation due to buoyant force. Even if CO2 is injected to a reservoir at
a deeper depth, gravity segregation is still important resulting in the migration of CO2 towards the
cap rock. The impact of this effect decreases with depth but it does not vanish.
Figure 5.2: Gravity number versus characteristic Darcy velocity. The areas of dominant
forces are also indicated. Note that the axes are scaled logarithmically.
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As shown in Equation 5.4, capillary forces increase with permeability and characteristic capillary
pressure. Viscous forces increase with viscosity, characteristic velocity, and characteristic length.
This number is shown for a medium-depth reservoir of Malmö and the deep reservoir of Minden
in Figure 5.3. Again, the dominant force is identified by this number meaning that when Ca = 1,
the capillary and viscous forces are equal and for significantly larger values than unity, capillary
forces overcome viscous forces. The capillary number is also sensitive to permeability and depth.
This means that, for example, at a constant characteristic velocity of 4.5×10−8 m s−1, going from
a medium-depth reservoir into a deep reservoir results in a decrease of Ca by a factor of about 860.
This effect is attributed to permeability and depth contrasts of 7 and 2, respectively. Further, two
different capillary pressure functions were used to compute the characteristic capillary pressure.
Capillary pressure varies by an order of four with water saturation (see Tables 4.2 and 3.3) and,
thus, its effect is very strong on the capillary number. This also shows the importance of using this
function accurately. Therefore, there will be a certain need for a site-specific capillary function. The
capillary number is decreasing in the beginning of injection since the capillary forces are affected
by the gravity forces (Figure 5.3).
Figure 5.3: Capillary number versus characteristic Darcy velocity showing the dominant
forces. Note that the axes are scaled logarithmically.
The calculated capillary and gravity numbers for the Malmö and Minden reservoirs are shown in a
cross-plot in Figure 5.4. Both numbers increase with time passed since injection. The characteristic
velocity decreases at the same rate as the characteristic length increases. This results in constant
viscous forces. The decrease of velocity gives rise to an increase of capillary and gravity forces.
Another effect results from the difference in CO2-water mobilities. However, this is found to be less
important compared to gravity and capillary effects. It can be concluded that the flow in a medium-
depth reservoir is characterized by gravity and capillary forces. In contrast, in a deep reservoir, it is
dominated by viscous and gravity forces at an early stage of storage and thereafter by capillary and
gravity forces.
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Figure 5.4: Gravity number versus capillary number showing the dominant forces. Note
that the axes are scaled logarithmically.
Diffusion as a small-scale process can also contribute to large-scale processes. The relative impor-
tance of convective or diffusive CO2 transport mechanisms is estimated by the Peclet number. It is
defined as a ratio of advection over diffusion as (van der Meer and van Wees, 2006):
Pe=
lcr ucr
D
, (5.5)
where lcr and ucr are the characteristic length and velocity, respectively. D is the molecular diffu-
sion coefficient of CO2 in porous media in the aqueous phase and is assumed to be 10
−11 m2 s−1
to 10−12 m2 s−1 (van der Meer and van Wees, 2006). The calculated Pe is shown in Figure 5.5.
The advection-dominated transport mechanism is characterized by a very high Peclet number over
the entire simulation time. Even for very long time, advection still dominates over diffusion during
gravity-driven horizontal or vertical migration of the supercritical CO2. From this figure, it is ob-
vious that the Peclet number is large enough meaning that advection is several order of magnitude
larger than diffusion. Hence, diffusion can be quite reasonably neglected.
Selecting an appropriate grid block size is particularly important when it comes to the nature of
the involving processes. To establish a general idea of how the Peclet number is related to the grid
block size, we reformulate Equation 5.5 as following:
Pe=
lcr ucr
D
=
lcr (
k
µ
∆P
∆L
)
D
=
∆P(
k
µ
)
D
=
∆P
∆x (
k
µ )
D
∆x, (5.6)
where ∆P∆L is the characteristic pressure difference caused by injection along the characteristic dis-
tance ∆L, k is the permeability, µ is the viscosity, and ∆x is the grid spacing in x direction.
The Pe-∆x plot is shown in Figure 5.6 using ∆P∆x = 6 Pa m
−1 for the Malmö case study. For Pe= 1,
we obtain ∆x = 1.7×10−5. This shows that for a grid block with an original dimension of 200 m
numerical diffusion is at least in the order of 107 faster than real diffusion. In other words, finer grid
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block sizes will be more appropriate for simulating processes of long duration such as diffusion.
Figure 5.5: Peclet number versus characteristic Darcy velocity showing the dominating
mechanisms. Note that the axes are scaled logarithmically.
Figure 5.6: Peclet number versus grid block size. Note that the axes are scaled logarithmi-
cally.
5.2 Minimum and maximum estimation of storage
capacity
From a storage capacity point of view, the most important trapping mechanisms are those that
are active on the short-term period (Holloway et al., 2006). Because in this period, CO2 storage
is needed and if the storage mechanism does not operate effectively, the long-term storage may
become useless (Holloway et al., 2006). These mechanisms include hydrodynamic and dissolution
trapping. Here, a storage capacity calculation of a hypothetical reservoir with characteristics of the
Malmö reservoir rock following the methodology of Bachu and Shaw (2003) is presented.
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The capacity factor C which is the fraction of the reservoir volume available for storage is defined
as the sum of the contribution from the supercritical CO2 (Cg) and the CO2 dissolved in liquid
reservoir brine (Cl):
C =Cg+Cl, (5.7)
where
Cg = 〈φSg〉, (5.8)
and
Cl = 〈φSlXCO2l
ρl
ρg
〉. (5.9)
where φ is porosity, Sg and Sl are gas (CO2) and liquid (brine) saturations respectively, X
CO2
l is
dissolved CO2 mass fraction, ρl and ρg are liquid and gas densities, respectively and 〈〉 indicates
values averaged over the spatial storage domain. Storage capacity can then be expressed by:
Q= AHφρgC, (5.10)
where Q is the storage capacity in kg, A is the surface area of the aquifer in m2, H is the thickness
of the reservoir in m, φ is the porosity, ρg is the CO2 density at reservoir conditions in kg m−3, and
C is the non-dimensional storage capacity factor.
As an example and to obtain an idea about the capacity of a reservoir of 10 km × 10 km × 10 m ,
the estimated capacity factor and storage capacity are calculated for an average porosity of φ = 0.2,
an average gas saturation of Sg = 0.48, an average CO2 dissolved mass fraction of X
CO2
l = 0.04, an
average liquid density of ρl = 1025 kg m−3, and an average gas density of ρCO2 = 720 kg m
−3 as:
C = 0.2×0.48 + 0.2×0.52 ×0.04×1025/720 = 0.1,
and
Q = 10,000×10,000×10×0.2×720×0.1 = 14,400,000,000 kg = 14.4 Mt.
The minimum and maximum capacity of the reservoir is shown in Table 5.1. These values are
estimated from the minimum and maximum gas saturations of 14 % and 80 %, respectively. The
storage capacity of a typical reservoir is about 5.5 kg per cubic meter, respectively. Note, that these
values are calculated roughly based on educated parameter estimates and only for a small horizontal
segment of 10 km × 10 km. It should be emphasized that the calculation of the accurate storage ca-
pacity of a reservoir formation is much more difficult because it depends on many commonly poorly
determined parameters such as pore volume in structural traps, leakage, amount of dissolved CO2
into the brine, and others. This means that variations of the real reservoir data from average values
assumed in this calculation will result in corresponding variations of the calculated storage capac-
ity. In summary, the minimum and maximum estimates of CO2 stored per unit reservoir volume
vary between 0.34 kg and 53 kg, respectively (Table 5.1). This indicates that CO2 storage capacity
depends strongly on achievable CO2 saturation determined by site-dependent reservoir conditions.
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Table 5.1: Minimum and maximum storage capacity for different porosity values
Porosity [-] Minimum Maximum Minimum Maximum
capacity factor [-]a capacity factor [-]b storage capacity [Mt]c storage capacity [Mt]d
0.05 0.01 0.04 0.34 1.46
0.10 0.02 0.08 1.37 5.85
0.15 0.03 0.12 3.09 13.14
0.20 0.04 0.16 5.49 23.35
0.25 0.05 0.20 8.58 36.49
0.30 0.06 0.24 12.36 52.55
a,c The minimum capacity factor and storage capacity are calculated from a minimum gas saturation of 14 %.
b,d The maximum capacity factor and storage capacity are calculated from a maximum gas saturation of 80 %.
5.3 Conclusions
The effect of a fluid displaced by another one in a porous medium can be considered as a complex
process. This is due to the differences in the physical properties of fluids and rock. The assessment
of the displacement behavior was provided through the use of the dimensionless numbers, and cal-
culating the ratio of the influencing factors in the CO2-water system. The results show that gravity
segregation is the most important effect. This effect diminishes with depth but does not vanish.
The second important effect is capillarity. It increases with time when the propagation velocity of
CO2 slows down and is then comparable to the gravity. The third influencing effect results from
the differences between mobilities. This effect is much smaller than the other two. Diffusion as a
small-scale process can be also active in the large-scale process. But, the results show its minor
effect. Thus, it can be neglected.
In summary, from the results a full range of flow patterns within the various aquifers from gravity-
and capillary-dominated flows to viscous-dominated flow can be seen. In general, it can be con-
cluded that a most satisfactory CO2 storage scenario is reached if the capillary forces dominate over
viscous forces which in turn dominate over gravity forces (bottom-right side of Figure 5.4). Thus,
the CO2 will not be segregated into a zone with residual water saturation from a zone with water at
residual gas saturation. Prevailing of viscous over gravity forces results in a stable displacement of
fluids through the reservoir, i. e. no viscous fingering.
Moreover, the minimum and maximum estimates of CO2 stored per unit reservoir volume varies be-
tween 0.34 kg and 53 kg, respectively. This indicates that CO2 storage capacity varies strongly with
achievable CO2 saturation. It should be emphasized that the total quantified CO2 storage potential
of a site-specific may require additional data on structure contours, total pore volume, amount of
dissolved CO2 into the brine, and others. But due to the unavailability of such data for any sedi-
mentary basin, from a policy maker’s point of view, a simple minimum and maximum calculation
is highly needed. In this regard, it can provide estimates of the storage capacity of a potential site,
basin, and even a region.
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Chapter 6
Comparative simulation study of CO2 storage in
geological formations
To explore the variability in CO2 storage modeling studies based on different numerical codes,
different participants from different countries studied an identical problem with respect to given
output objectives. I participated in this study using the TOUGH2 (Pruess et al., 1999; Pruess and
Spycher, 2007) code.
This yields valuable information about the reliability and variability of the results. Although most
code-predictions follow the same trend qualitatively, their quantitative inconsistencies demonstrate
the critical importance of the risk assessment particularly for field operators and decision makers
prior to the approval or operation phases.
This chapter which is partly published in Class et al. (2009) summarizes this benchmark study,
first addressing the statement of the problem. Then, a brief description of a number of participating
mathematical and numerical models is presented. In the subsequent section, the results and modeled
processes are discussed, followed by a conclusion.
6.1 Introduction
Numerical modeling has become increasingly an important tool in the study of CO2 sequestration
processes. Models are used to evaluate the involved processes and ultimately to help designing and
operating the storage sites in the framework of Carbon Capture and Storage (CCS) technologies.
Further, efficient models can be implemented in CCS applications during appraisal, injection, and
post-injection stages of the CO2 storage projects. These models must be verified, calibrated, and
constantly adjusted with monitoring data. But, in the absence of well measurements for verification
of models or lack of data, benchmark studies are an important alternative, if only pragmatic tool.
6.1.1 Motivation
The purpose of this work is to assess the reliability of different codes used in the CO2 storage prob-
lems by considering a conceptually very simple geological model. In the study different modelers
were asked to perform simulations on a unique problem, requesting participants to provide brief
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information on their codes. A total of 13 groups of scientists from different countries using a wide
range of model approaches contributed to this work. The participants from industrial and academic
institutions ranged both in modeling expertise and in CO2 sequestration focus.
6.1.2 Modeled processes
As discussed comprehensively in the previous chapters, the governed physical system in the CO2
storage context is addressed by multi-phase, multi-species concepts accompanied with non-isothermal
effects due to temperature gradient. Thermal effect mainly occurs in the near-field of the injection
due to CO2 expansion known as Joule-Thompson effect and by pressure decrease due to plume rise.
It is also shown in the previous chapters that predominance of the physical processes and trapping
mechanisms involved in the CO2 underground storage varies significantly in time. This is schemat-
ically shown in Figure 6.1.
Figure 6.1: Safety degree of storage mechanisms and dominant processes over time. Mod-
ified from IPCC (2005) and Class et al. (2009).
This figure shows that the effectiveness of CO2 geological storage depends on a combination of
physical and (geo-)chemical trapping mechanisms. Here, physical trapping refers to either the struc-
tural, stratigraphic, or residual CO2 saturation trapping mechanisms. The geochemical trapping in-
cludes solubility and mineral trapping mechanisms.
As it was intensively discussed in Chapters 3, 4, and 5 and also shown in this figure, primarily dur-
ing injection, advective multi-phase flows dominate. They are caused by viscous forces due to the
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formation heterogeneities and mobility differences and by buoyancy due to the density differences.
In this phase, structural traps (generated by folded or fractured rocks) or stratigraphic traps (due to
the changes in rock type) entrap CO2 below these low-permeability sealing formations (known as
cap rocks), such as very-low-permeability shale layers or salt beds. Once CO2 reaches the top of the
formation, it continues to migrate as a separate phase until it is trapped as residual CO2 saturation
(i. e. a certain proportion of the pore space is filled with CO2 bubbles (blobs) that no longer move)
or in or in pores as part of structures or stratigraphies within the seals. In the longer term, a frac-
tion of CO2 dissolves in the formation water and, hence, is stored by solubility trapping. The first
advantage of solubility trapping is that CO2 no longer exist as a separate phase. Thus, the buoyant
forces that cause its upward migration drop out. Second, dissolution will change the pH and result
in water-rock interactions. Finally, some proportion may precipitate as stable carbonate minerals
(mineral trapping).
Since the simulation time for this study is rather short, it does not comprise the compositional effects
of dissolved CO2 in the formation water, nor geochemical mineral reactions. Further, mineraliza-
tion processes such as precipitation of calcite and other rapid chemical reactions such as formation
of carbonic acid (from interaction between water and CO2) were not addressed in this study. In
summary, this study deals with CO2 plume evolution and leakage through a leaky well in a very
short-term period.
6.2 Definition of the benchmark problem
The problem is divided into two parts (I and II) as defined in this section. Here, the model domain,
simulation input parameters, initial and boundary conditions, simulation times, and the requested
model outputs for the intercomparison are specified.
6.2.1 Model geometry
The geometry of the model is shown in Figure 6.2. It comprises two aquifers separated by an
aquitard. Each aquifer has a thickness of 30 m. The thickness of aquitard is 100 m. Its three-
dimensional extent measures 1000 m × 1000 m × 160 m. The leaky well is located in the center
whereas the injection well is 100 m away. Both wells have a radius of 0.15 m. As mentioned in the
previous section, two cases are specified:
(1) In problem I, the aquifer is very deep and the vertical depth varies between 2840 m and 3000 m.
Linear relative permeabilities are assumed.
(2) In problem II, formation depth is between 640 m and 800 m (shallow formation) allowing the
CO2 to experience a phase change while rising (see Table 6.1). Moreover, non-linear relative per-
meability functions are used.
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Figure 6.2: Model schematic. Modified from Class et al. (2009).
Table 6.1: Geometry of the simulation domain, porous medium prop-
erties, and injection specifications (modified from Class
et al., 2009)
Parameter Value
problem I problem II
Aquifer depth 2840 m - 3000 m 640 m - 800 m
Aquifer thickness 30 m
Porosity 0.15
Aquifer permeability 2 × 10−14 m2
Leaky well permeability 1 × 10−12 m2
Model dimension 1000 m × 1000 m × 160 m
Wells distance 100 m
Wells radius 0.15 m
Injection rate 8.87 kg s−1 (1600 m3 d−1)
Simulation time 1000 d 2000 d
6.2.2 Injection well
In problem I, it is assumed that CO2 is injected at a constant rate of 8.87 kg s
−1 which is equivalent
to 1600 m3 d−1. In problem II, fluid properties vary with temperature T , pressure p, brine salinity
S, and CO2 mass fraction in brine X
CO2
w . CO2 is injected at a constant temperature of 33.6 °C in
problem II. Simulation times for problems I and II are 1000 d and 2000 d, respectively.
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6.2.3 Fluid and formation properties
The aquitard is impermeable and the two aquifers are connected through the leaky well. The aquifers
are assumed to be homogenous with a permeability of 2× 10−14 m2 and porosity of 0.15. The leaky
well is treated as a porous medium with a higher permeability of 1× 10−12 m2. Fluid properties are
assumed to be constant for problem I (isothermal condition) whereas they vary in problem II (non-
isothermal condition). Different relative permeability curves are used for both cases (see Table 6.2).
The rock specific heat capacity and density are 750 J kg−1 K−1 and 2650 kg m−3, respectively.
Tables 6.1 and 6.2 summarize the input parameters.
Table 6.2: Fluid properties of the problems (modified from Class et al., 2009)
Parameter Value
problem I problem II Unit
Rock density, ρs 2650 2650 kg m−3
Rock heat specific capacity, Cs 750 750 J kg−1 K−1
CO2 density, ρg 470 f (T,p) kg m−3
Brine density, ρw 1045 f (T,p,S,X
CO2
w ) a kg m−3
CO2 viscosity, µg 3.950 × 10−5 f (T,p) Pa s
Brine viscosity, µw 2.535 × 10−4 f (T,S) Pa s
CO2 enthalpy, Hg Isothermal f (T,p) J
Brine enthalpy, Hw Isothermal f (T,p,S,X
CO2
w ) J
Brine salinity, S 0.1 0.1 kg kg−1
Residual brine saturation, Swr 0 0.2 -
Residual CO2 saturation, Sgr 0 0.05 -
Effective saturation, Sˆ - Sˆ=
Sw−Swr
1−Swr−Sgr -
Liquid relative permeability, krw krw = Sw krw = Sˆ
2+3λ
λ -
Gas relative permeability, krg krg = Sg = 1−Sw krg = (1− Sˆ)2(1− Sˆ 2+λλ ) -
Capillary pressure, Pcap - Pcap = Pd Sˆ
− 1λ Pa
Brooks-Corey exponent, λ - 2 -
Entry pressure, Pd - 104 Pa
a In problem II, fluid properties depend on temperature T , pressure p, brine salinity S, and CO2 mass
fraction in brine X
CO2
w . In order to address the range of implementations and assumptions used by
different codes, the fluid properties are up to the individual modelers. Thus, no specific values are
specified here.
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6.2.4 Initial and boundary conditions
For both problems, the systems are initially set to be at hydrostatic pressure. This means that the
pressure at the bottom at a depth of 3000 m is calculated according to:
P= P0+ρwgz,
where P0 (Pa) is the atmospheric pressure, ρw ( kg m−3) is the water density, g (m s−2) is gravity,
and z (m) is depth. By inserting the corresponding values from Table 6.2, the pressure is:
P = 101,325 + 1045 × 9.81 × 3000 = 3.086 × 107 Pa = 30.86 MPa
Correspondingly, it is 8.5 MPa for problem II. The flow boundary conditions in the horizontal
directions are a constant head equal to the initial conditions. No-flow is specified for the other
boundaries of the domain. A temperature gradient of 0.03 K m−1 is assumed resulting in a initial
temperature of 34 °C at a depth of 800 m.
6.2.5 Output
The desired parameter is the leakage of CO2 in the leaky well as a function time. It is defined as:
CO2 mass rate midway f rom the leaky well
CO2 in jection rate
×100
in percent. The maximum leakage and its value at the end of simulation were also requested. Further,
the temperature difference between top and bottom of the aquifer at a depth of 670 m is to be
specified in problem II.
6.3 Brief description of the simulators
In this section, the simulation codes used in the benchmark study are briefly introduced. The details
are discussed in Class et al. (2009).
6.3.1 COORES
This research simulator which is developed by the French Petroleum Institute (IFP) models the hy-
drodynamic behavior of CO2 in porous media by taking into account geochemical and geomechan-
ical interactions (Le Gallo et al., 2006). COORES simulates multi-component, multi-phase, and
multi-dimensional fluid flow in heterogeneous porous media on both structured and unstructured
grids. The number of necessary cells to better describe the model can be minimized by mapping the
medium properties most precisely in terms of the cell size, shape and pattern. Molar conservation
equations are solved with a fully-coupled system linearized by a Newton approach. The transport
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model is coupled with the geochemistry reactor, ARXIM (Garcia et al., 2010)1, in order to moni-
tor the geochemical changes. The variations in permeability and capillary pressure due to changes
in porosity are modified assuming different porosity-permeability and porosity-capillary pressure
relationships such as the Kozeny-Carman relationship (Le Gallo et al., 1998). For the benchmark
problem, the mesh is refined locally around both wells (Class et al., 2009).
6.3.2 DuMux
The multi-scale multi-physics toolbox, DuMux (Flemisch et al., 2007), simulates the flow and trans-
port processes in porous media. It is developed (and is still under development) in the University
of Stuttgart based on DUNE, the Distributed and Unified Numerics Environment (Bastian et al.,
2008). The framework of DUNE comprises a number of modules which are downloadable as sepa-
rate packages. DuMux serves as an additional module which inherits functionality from all available
DUNE modules. Moreover, DuMux provides ready to use numerical models and example applica-
tions. A fully coupled two-phase flow set of equations is used with water pressure and CO2 satu-
ration as primary unknowns. For the space discretization, a BOX scheme (i. e. a vertex-centered
finite volume method) is used, while the time is discretized by a standard implicit Euler scheme
(Class et al., 2009). In each time step, the non-linear equations are solved by a Newton-Raphson
method. The grid is created with the meshing software of ICEM/ANSYS (ANSYS, 2009)2. For the
benchmark, only problem I has been simulated (Class et al., 2009).
6.3.3 ECLIPSE
The commercial ECLIPSE (Anonymous, 2009a) oil and gas reservoir simulator can model almost
any reservoir situation. It is owned and developed by Schlumberger Information Solutions (SIS) and
includes two packages: (1) ECLIPSE Black Oil (E100) and (2) ECLIPSE Compositional (E300).
The first one is a multi-phase, multi-dimensional simulator, the latter a compositional one with an
equation of state, pressure dependent permeability, and black oil fluid properties. For addressing
CO2 storage issues, different options including CO2STORE, GASWAT, and CO2SOL are avail-
able.
The CO2STORE option is suitable for the storage of supercritical CO2 in (saline) aquifers. The
gas and liquid phase properties such as density and viscosity are calculated from the appropriate
relationships. It accurately calculates CO2 partitioning in water and vice versa. It can also predict
salt precipitation and dry-out.
GASWAT is an appropriate option for the storage of mixtures containing CO2 in saline aquifers or
CO2 storage in depleted gas reservoirs.
The CO2SOL option is used for storing CO2 in depleted oil fields or EOR by CO2 flooding. Unlike
CO2STORE, only CO2 is soluble in water and no water partitioning in the gas phase occurs and,
therefore, the salting out effect cannot be simulated. In this study, ECLIPSE is used by a group
1Eccole des Mines de Saint Etienne and IFP collaboration.
2http://www.ansys.com.
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from Schlumberger Carbon Services (based in Paris) and also by a group from Heriot-Watt Uni-
versity (based in Edinburgh) (Class et al., 2009). Some ECLIPSE features are described before
(section 4.4).
6.3.4 ELSA
ELSA stands for Estimating Leakage Semi-Analytically and is developed at Princeton University
(Nordbotten et al., 2004, 2005b). This code uses a semi-analytical solution for injection and leakage
plumes, and Darcy flow through preferential flow paths such as leaky wells. Model output is a prob-
ability distribution of CO2 leakage to the surface. The code uniquely addresses the challenge of pro-
viding quantitative estimates of fluid distribution and leakage rates in systems involving a succes-
sion of multiple aquifers and aquitards, penetrated by an arbitrary number of abandoned wells. The
modeling framework involves vertically integrated sharp-interface equations within each aquifer,
coupled with local well models which consider full 3D flow in the well vicinity. The solution method
relies heavily on self-similar transforms within aquifers (Nordbotten and Celia, 2006b), and closed-
form approximations to the local well equations (Nordbotten and Celia, 2006b). Several temporal
discretization strategies have been implemented, for this study an IMplicit Pressure-Explicit Satu-
ration (IMPES) methodology is applied. This code has been successfully applied to a study area in
Alberta, Canada, involving 13 geological formations and more than 500 abandoned wells. For these
problems, several thousand realization runs were performed to assess leakage properties within a
Monte Carlo framework (Class et al., 2009).
6.3.5 FEHM
The Finite Element Heat and Mass (FEHM) transfer code is a computer code developed by the Los
Alamos National Laboratory (Pawar et al., 2005). It is mainly used for applications such as geother-
mal and hot dry rock reservoirs, and ground-water flow. It solves the heat, mass, and stress balance
equations for non-isothermal, multi-dimension, multi-phase flow in porous and permeable media
using the control volume finite element (CVFE) method with flexibility to use unstructured grids.
The code also uses a Newton-Raphson iteration scheme. The numerical equations are solved us-
ing so-called pre-conditioned Krylov space solvers with GMRES (Generalized Minimal RESidual
method) or BCGSTAB (BiConjugate Gradient STABilized method) acceleration. The grid for this
study is created using the Los Alamos Grid Toolkit (LANL, 2008). For problem I, the discretized
equations are solved using pressure and saturation as two independent variables while for problem
II adding the energy balance equation involved temperature as a third independent variable (Class
et al., 2009).
6.3.6 IPARS-CO2
The Implicit Parallel Accurate Reservoir Simulator (IPARS-CO2) as a compositional model of
IPARS (Wheeler, 1995) is being developed by the Center for Subsurface Modeling (CSM) in the
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Institute of Computational Engineering and Sciences (ICES) at the University of Texas at Austin,
USA. It solves non-isothermal compositional flow equations and runs on parallel and single proces-
sor computers. IPARS, which provides a framework for number of physical models is suitable for
two-phase immiscible flow models, a black-oil model and flow coupled to reactive transport among
others. The Peng-Robinson equation of state (Peng and Robinson, 1976) is applied to determine
non-aqueous phase densities and a two-phase flash calculation for determining phase compositions.
An iteratively coupled IMplicit Pressure-Explicit Concentrations (IMPEC) sequential algorithm is
applied to handle the non-linear saturation constraint (Chen et al., 2000). The pressure equation is
solved using a backward Euler method for time discretization and mixed finite element method for
space discretization. The component concentrations are updated explicitly in a way that preserves
the local mass balance of every component.
6.3.7 MUFTE
The Multi-phase Flow Transport and Energy model (MUFTE) simulator is developed by the Depart-
ment of Hydromechanics and Modeling of Hydrosystems at the University of Stuttgart, Germany
(Helmig et al., 1998). MUFTE contains numerous discretization methods and applications for mod-
eling isothermal and non-isothermal multi-phase flow processes in both porous and fractured media.
The mass balance equations in three-dimension are solved by a Newton-Raphson iteration. For this
study, a so-called BOX discretization method on unstructured grids is applied in space while the
time discretization is done by a fully-implicit Euler scheme. For Problem I, the participating group
from Stuttgart University, uses an isothermal two-phase model based on a pressure-saturation for-
mulation. A non-isothermal, two-phase, two-component model with one additional degree of free-
dom - due to the thermal energy balance - is used for Problem II. The meshes for the benchmark
problems are generated with the ICEM/ANSYS mesh generator (ANSYS, 2009). Note that much
finer grids around the injection and leaky wells are used (Class et al., 2009).
6.3.8 RockFlow
The finite element code RockFlow is a simulator for flow, mass and heat transfer and deformation
in fractured porous rock. It is developed jointly by the German Federal Institute for Geosciences
and Natural Resources (BGR) in Hannover, Germany and the Institute of Fluid Mechanics and
Computer Applications in Civil Engineering department at the University of Hannover, Germany
(Kolditz et al., 1999). The program application at the BGR focuses on simulations of multi-phase
flow and solute transport processes in porous and fractured media. Problem I is performed using the
RockFlow multi-phase module. This module is adapted for fluid flow simulations by the pressure-
saturation formulation for non-wetting and wetting fluids in non-deformable porous media, where
the saturation and a reference pressure are used as primary variables. The mesh is created by the
pre- and post-processing program Gina (BGR) (Class et al., 2009).
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6.3.9 RTAFF2
RTAFF2 (Sbai, 2007) is a non-isothermal, multi-dimensional, multi-phase, and multi-component
flow simulator developed by the French Geological Survey (BRGM). It simulates CO2 storage in
saline aquifers and geothermal reservoirs (Sbai, 2007). The flexibility in its design allows users to
equip high performance computing platforms through the linear and non-linear solvers embedded
in the PETSc toolkit (Balay et al., 2008). Like many other codes, sets of finite-element mass and
energy balance equations are solved fully implicitly in time with a Newton-Raphson technique.
Discretization in space supports unstructured meshes.
6.3.10 TOUGH2
TOUGH2 (Transport Of Unsaturated Groundwater and Heat) is a numerical research simulation
program for non-isothermal flows of multi-phase fluids. It was developed at the Lawrence Berkeley
National Laboratory, USA (Pruess et al., 1999; Pruess and Spycher, 2007). For this code compar-
ison, it is applied by CSIRO (Petroleum Division, based in Melbourne, Australia), a participant in
the Cooperative Research Center for Greenhouse Gas Technologies (CO2CRC), by the French Ge-
ological Survey (BRGM) and by the E.ON Energy Research Center of RWTH Aachen University
(Class et al., 2009). The spatial discretization is in integral finite differences while time is discretized
in a fully implicit manner by using first-order finite differences. The architecture of the TOUGH2
code allows for separate fluid property modules. For the fluid property module of ECO2N (Pruess
and Spycher, 2007), three degrees of freedom are required to define the state of water-NaCl-CO2
mixture in the isothermal case (as in problem I).
6.3.11 VESA
The Vertical Equilibrium with Sub-scale Analytical (VESA) model developed at Princeton Uni-
versity (Gasda et al., 2004) combines both numerical and analytical models. The model solves a
set of governing equations derived by vertical averaging with assumptions of a macroscopic sharp
interface and vertical equilibrium. This means that in the aquifer component of the VESA model,
vertically-averaged flow equations are solved for both CO2 and brine phases that assume vertical
equilibrium within the two phases (Lake, 1989). This results in a system where the lighter fluid
(CO2) overlies the denser fluid (brine) with a sharp interface between the two fluids. The result-
ing set of equations describes the spatial and temporal evolution of pressure and the height of the
interface in two-dimensional space (x-y) and time. The height of the interface can be related to
the vertically-averaged saturation of each phase at every point in space and time. The vertically-
averaged equations are solved numerically using a standard finite-difference approximation on a
coarse grid. In the aquifer model, the pressure equation is solved implicitly using a pre-conditioned
conjugate gradient method, while the interface height is solved using an explicit approximation.
The fluids are assumed to be incompressible with constant density and viscosity, and dissolution
and chemical reactions are not included. Permeability, porosity, elevation of the top surface, and
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formation thickness can vary spatially throughout the domain. The embedded analytical component
handles local (sub-grid) features, such as a leaky well, that are not resolved in the numerical so-
lution. The analytical model that is employed, described in Nordbotten and Celia (2006a), solves
a non-linear system of equations within a grid block, using the solution from the aquifer model as
boundary conditions. A brief summary of codes and the participating institution are listed in Ta-
bles 6.3 and 6.4.
Table 6.3: Time and space discretization in participating codes (modified from Class et al.,
2009)
Participating code Space discretization Time discretization
COORES Finite Volume (FV) Implicit
DuMux BOX Implicit
ECLIPSE Integrated Finite Difference Method (IFDM) Implicit
FEHM Control Volume Finite Element (CVFE) Implicit
IPARS-CO2 Mixed Finite Element Method (MFEM) IMPEC a
MUFTE BOX Implicit
ROCKFLOW Finite Element (FE) Implicit
RTAFF2 Finite Element Method (FEM) Implicit
ELSA b - -
TOUGH2 Integrated Finite Difference Method (IFDM) Implicit
VESA Finite Difference (FD), Vertical Averaged IMPEI c
a Implicit Pressure Explicit Concentration.
b Grid free semi-analytical code.
c Implicit Pressure Explicit Interface.
6.4 Results comparison
In this section, the results are presented and discussed. The requested parameters are shown in
figures and tables.
6.4.1 Problem I
As discussed above, problem I addresses the simplified model by assuming constant fluid proper-
ties, isothermal conditions, linear relative permeability functions, and zero capillary pressure.
Figure 6.3 shows the leakage of CO2 in the leaky well as a function of time simulated by different
modeling groups. The prediction of different programs agree very well qualitatively. They show
that there is an enormous increase in CO2 mass flux in the leaky well because of the arrival of the
CO2. Then, it declines due to the lateral boundary conditions that affect pressure in the domain.
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However, some codes e. g. TOUGH2, slightly differ quantitatively because of different assignment
of the mesh size. A relatively higher value in the tailing part of the curve is seen for COORES. This
is due to the prescription of a different hydrostatic pressure condition. It means that in COORES,
the constant pressure condition (Dirichlet boundary) is specified at a greater distance than given.
Therefore, the effect of the boundary pressure becomes smaller, resulting in higher pressures in the
lower aquifer and in turn to a higher leakage value in the longer time. TOUGH2 code used by the
delegate from RWTH Aachen University predicts that the plume arrives to the leaky well after 9
days (Table 6.5). Plume arrival time is considered a time at which leakage value is larger than 0.005
%. After 89 days, CO2 leakage value reaches a peak of 0.227 % and then decreases gradually to
the value of 0.112 %. Figure 6.4 shows the free gas saturation profile predicted with the TOUGH2
(Pruess et al., 1999) simulator in the E.ON Energy Research Center, RWTH Aachen University.
Table 6.5 lists the results.
Numerical diffusion and grid effect which are suspected to be the sources of discrepancy in the re-
sults, are out of the scope of this study. However, this was studied for TOUGH2 (CO2CRC/CSIRO)
and shows this effect clearly (see Figure 6.3 and Table 6.5). Useful information on the grid resolu-
tion used by different groups is given in Table 6.6.
Figure 6.3: Calculated leakage value by different codes for problem I (modified from Class
et al., 2009).
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Figure 6.4: Predicted gas saturation, Sg [-], by the TOUGH2 (Pruess et al., 1999) code from
E.ON ERC, RWTH Aachen University for problem I: left) after 20 days and
right) after 1000 days.
Table 6.5: Codes intercomparison for problem I (modified from Class et al.,
2009)
Simulator Maximum Time at Leakage Plume
leakage maximum value after arrival
value [%] leakage value [d] 1000 days [%] time [d]
COORES 0.219 50 0.146 8
DuMux 0.220 61 0.128 6
ECLIPSE 0.225 48 0.118 8
FEHM 0.216 53 0.119 4
IPARS-CO2 0.243 80 0.120 10
MUFTE 0.222 58 0.126 8
RockFlow 0.220 74 0.132 19
ELSA 0.231 63 0.109 14
TOUGH2 a 0.226 96 0.110 4
TOUGH2 b 0.212 46 0.115 10
TOUGH2 c 0.225 45 - 8
TOUGH2 d 0.227 89 0.112 9
VESA 0.227 41 0.120 7
a Applied by French Geological Survey (BRGM).
b Applied by Australian CO2CRC/CSIRO.
c Applied by Australian CO2CRC/CSIRO. Simulation performed with refined
mesh and covers only the first 75 days.
d Applied by E.ON Energy Research Center, RWTH Aachen University.
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6.4.2 Problem II
This problem is a modified version of problem I. The fluid properties may now vary with the vari-
ables such as pressure, temperature, etc.. The results are shown in Figure 6.5. Since non-linear
relative permeability functions are used, the sum of their values for gas and water is smaller than
unity (it is one in the linear case). This yields an overall reduced mobility (increased viscous forces)
and, thus, a reduced leakage value at early times (i. e. lower peak, later arrival). These results reveal
that the codes are capable of monitoring these effects qualitatively in an identical manner but with
quantitative deviations. Table 6.7 lists the results of this part and information on the grid resolution
used by different groups is given in Table 6.8. It is worth noting that as shown in Chapter 4 (sub-
section 4.8.4.2), different assumptions with respect to relative permeability functions may results in
different results.
Another aspect that can be discussed is that the participating models show differences in their nu-
merical performance even for the same code. Nevertheless, improving the numerical performance
for instance by optimizing discretization techniques, solvers, and parallelization methods still re-
mains a challenging task.
Figure 6.5: Calculated leakage value by different codes for problem II (modified from Class
et al., 2009).
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Table 6.7: Codes intercomparison for problem II (modified after Class et al., 2009)
Simulation code Maximum Time at Leakage Plume ∆T at
leakage maximum value after arrival z = 670 m
value [%] leakage value [d] 2000 days [%] time [d] [K]
COORES 0.105 300 0.076 31 isothermal
ECLIPSE a 0.074 600 0.067 42 isothermal
ECLIPSE b 0.132 437 0.092 48 isothermal
FEHM 0.102 471 0.085 37 1.20
MUFTE 0.058 941 0.052 75 1.91
RockFlow 0.110 279 0.090 30 isothermal
RTAFF2 0.060 776 0.052 74 1.74
TOUGH2 c 0.096 400 0.067 46 isothermal
a ECLIPSE CO2SOL option applied by Heriot-Watt University.
b ECLIPSE CO2STORE option applied by Schlumberger Carbon Service.
c Applied by E.ON Energy Research Center, RWTH Aachen University.
6.5 Conclusions
This benchmark study demonstrates that the results of a variety of methods and models used in
the context of CO2 storage agree qualitatively well with each other. However, the quantitative pre-
dictions of these models differ, in particular when the model complexity increases. This is, on one
hand, due to the physical processes modeled which are highly coupled and non-linear. On the other
hand, this is due to the fact that fluid properties are non-linear functions of pressure, temperature,
and composition. Other sources of inconsistency comprise misinterpretations of the problems lead-
ing to wrong assignment of the model parameters such as boundary conditions. Another problem
in this regard is the grid refinement concept. It is worth noting, however, that there is no way for
modelers to avoid applying a number of different assumptions and simplifications and also different
grids in modeling studies. In general, this chapter can be seen as a continuation of the discussion
of Chapter 4 (section 4.8.8) in which results vary with respect to variations in relative permeability
curves.
It is also demonstrated that the participating models differ in their numerical performance even for
the same code. Nevertheless, increasing the numerical performance may be achievable by optimiz-
ing discretization techniques, selecting suitable solvers, and by using parallelization methods .
In summary, this chapter conveys a two-fold message:
Firstly, it draws the modeler’s attention to use assumptions very carefully. Secondly and foremost,
it cautions the regulators and companies whose bases for decisions are numerical models to assess
the risk beforehand. The overall aim is to minimize the risk of CO2 storage failure and increase its
security.
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Chapter 7
Conclusions and outlook
This thesis describes a multi-phase, multi-species flow analysis in the context of geological storage
of carbon dioxide. Reservoir models set up in this work provide both quantitative and qualitative
predictions of reservoir behavior. Thus, it appears to be a powerful tool and essential for evaluating
a CO2 test injection. This is demonstrated in the real-world examples for the Malmö site (Sweden)
where a considerable amount of data is available and for the Minden site (Germany) as a poten-
tial site with a less than complete existing data set. It is shown that multi-component, multi-phase
reactive flow modeling has a high potential for quantifying and identifying different trapping mech-
anisms and processes in CO2 storage operations and, hence, is crucial in building a comprehensive
picture of the potential storage sites. In particular, a few codes allow to account for the different
mass transport processes. This turned out to be important for simulations because the most impor-
tant trapping mechanisms differ for various geological storage systems. Thus, it is appropriate to
consider the current state of codes for each setting. Moreover, the variation of the physical proper-
ties must not be neglected since it can influence strongly the results. Therefore, an extensive data
set on seismic, geologic, and geophysical properties form an excellent basis for reservoir modeling.
The simulation results of the calcite dissolution experiment (Chapter 2) indicate that formations
that contain mainly carbonate minerals are less suitable for mineral sequestration because calcite
dissolves fairly rapidly (on the short-term period of tens of years) which liberates CO2 in dissolu-
tion. On the long term, instead, aluminous-silicate reactions dominate resulting in precipitation of
a significant amounts of secondary minerals. The reactive transport simulations for the Minden site
(Chapter 3) indicate that after a long time (several hundred years) most of the injected CO2 is fixed
in newly formed carbonates such as dawsonite, ankerite, and siderite. It means that hydrodynamic
and dissolution trapping mechanisms do not play a role near the injection point and the areas far
from the cap rock.
Moreover, the estimates of CO2 storage capacity per unit pore volume of the Bunter formation
in the Minden site are comparable to those derived from quasi-similar calculations for the Bunter
sandstone in the UK sector of the North Sea Basin.
The mineral reactions cause a relatively large decrease of porosity and in turn a decrease of per-
meability in parts of the reservoir. The latter is based on a cubic relationship between porosity and
permeability. In this regard, the results of this thesis have motivated an ongoing study which fo-
cuses on upgrading the SHEMAT (Clauser, 2003) code. In particular, the SHEMAT program uses
an elegant chemical module especially suited to quantify water-rock interactions in highly saline
waters (Clauser, 2003). Most interestingly, calculating permeability from a power-low in porosity
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depending on the porosity interval makes SHEMAT different compared to other codes. Indeed, three
different fractal exponent can be specified for three different intervals of porosity. The appropriate
exponent needs to be selected due to the rock type. Thus, upgraded SHEMAT will enable coupling
simulation of multi-phase flow with special emphasis on CO2, heat transfer, and chemical reactions
in deep saline aquifers.
This work is being followed by a test-case study, regarding three dimensional modeling of a specific
problem with four state of the art simulation tools, i. e. COMSOL (Anonymous, 2008), ECLIPSE
(Anonymous, 2009a), SHEMAT (Clauser, 2003), and TOUGHREACT (Xu et al., 2004c) for long-
term predictions of a CO2 storage site. This approach is obligatory since no program code is able
to capture all relevant processes with significant accuracy. This will allow optimal use of codes as
wells as validation of the models and uncertainty analysis.
In addition to these data used in the examples studied here, other parameters must enter the numer-
ical models. Among various parameters, very important are relative permeabilities and capillary
pressures, but data is generally sparse. With these caveats and being aware of these constraints,
the three-dimensional modeling discussed in Chapter 4 shows that in the Malmö site dissolution
trapping mechanism is dominant. However, sensitivity analysis show that the results are in a sensi-
tive range, meaning that a little increase or decrease in a parameter may have a large effect on the
results. For example, it is shown how relative permeability and capillary pressure may change the
amount and extent of salt precipitation near the injection well ranging from little salt precipitation
to a complete well plugging. It can be concluded that since permeability and relative permeabil-
ity describe the flow of a particular fluid in a particular rock type, if either the fluid or rock type
changes, the appropriate values of permeability and relative permeability must be measured. This
highlights the great needs for further experimental studies on these parameters. Thus, in spite of the
lack of accurate relative permeability data at a specific site, it is hoped to further quantify the rela-
tive permeability models for the specific core samples. For example, Nuclear Magnetic Resonance
(NMR) measurements can be used as a future study to obtain the Brooks-Corey (Brooks and Corey,
1964) and van Genuchten (van Genuchten, 1980) parameter estimates and provide additional accu-
rate information about these relationships.
Further, grid refinement study implies that compositional simulations, even with relatively small
numbers of components, are too slow to handle high-resolution representation of the local structure
at large-scale. In contrast, simulations on too coarse a grid will overestimate the plume extent. It is
indicated that grid block sizes of 0.4 m and smaller are sufficient. Grid resolution appears to be very
important. However, it is neglected in many studies and most of the existing models rely on coarse
grids.
Modeling results show that small inclinations influence the results to some extent, mainly causing
some asymmetry of the CO2-phase relative to the injection borehole. There will be some gravity-
driven flow in the up-dip direction. This flow increases the area of contact resulting in an increase
in dissolution rate. It is indicated that layer inclinations of less than 2° may be assumed to be hor-
izontal due to a need for a sufficiently fine discretization which causes much more change in the
plume extent. Also, there is virtually no down-dip migration for inclinations more than 15°.
Non-isothermal, multi-phase flow modeling result also indicates that the temperature variation in
question of 5 K at maximum does not alter the fluid and solid material properties significantly and
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cooling effect due to the Joule-Thomson expansion can be neglected. In fact, at lower temperatures,
the brine in the formation is less mobile than at higher temperatures and, hence, for a given set
of rock properties, CO2 faces more resistance to flow as a displacing fluid, suggesting that gravity
effects can be less important at these conditions since the density difference between brine and CO2
is relatively low.
These simulations also indicate that in areas flooded by CO2, pH decreases dramatically. This
may trigger geochemical reactions between fluid and rock. Modeling results also show that some
amounts of CO2 invade the cap rock. Therefore, chemical reactions may occur as a result of the
reduced pH. These results suggest to study cap rock integrity by reactive transport modeling. The
sealing efficiency of the cap rock needs to be studied in greater detail by analyzing the absolute and
relative permeabilities of the cap rock on samples. This result has been motivated an ongoing project
CO2SEALS (Amann et al., 2010) which focuses on the sealing efficiency and long-term integrity
of the cap rocks. This combined experimental and numerical project uses petrophysical, mineralog-
ical, geochemical, and mechanical methods. Small-scale, three dimensional numerical models will
be used. They will be later applied for up-scaled reservoirs.
Reservoir models can help to study the effect of different CO2 injection strategies and to predict
the relevant processes. Simulation results indicate that higher injection rates may delay or even in-
hibit salt plugging. Alternatively, salt precipitation can be reduced or even prevented by practical
measures such as injecting fresh water prior to gas. To explore the likeliness of salt precipitation
in reservoirs, core flooding tests in the laboratory is suggested for future work. The effects of gas
impurities (e. g. H2S), and reservoir heterogeneity need to be studied additionally.
The effect of a fluid displaced by another one in a porous medium is assessed by dimensionless
analysis (Chapter 5). The results shows that gravity segregation is the most important effect. This
effect diminishes with depth but does not vanish. The capillary effect increases with time and is
comparable to the gravity. The third effect results from the differences between mobilities. This
effect is much smaller than the other two. Diffusion as a small-scale process can be seen in the
large-scale process. But, the results show that it is relatively low. Thus, it can be reasonably ne-
glected. This type of analysis proves very useful for assessing dominating forces among different
driving forces. This can be taken as an important step in an operational sense. However, studying the
interplay of viscous fingering, dissolution, gravity segregation of injected CO2, density-driven con-
vection in brine, and diffusion require very high-resolution numerical solutions for the appropriate
combination of mechanisms, a task that can be seen as future work. This may require longer com-
putation time. This problem can be resolved by using a large computer, e. g. with Europe’s fastest
super-computer at the Jülich Research Center1 as well as high performance computing cluster at the
Center for Computing and Communication of RWTH Aachen University2. They can handle much
larger grids in potential future simulations.
Moreover, two sets of estimates of CO2 storage capacity in the subsurface, i. e. the minimum and
maximum estimates of CO2 stored per unit reservoir volume, indicate that CO2 storage capacity
depends strongly on achievable CO2 saturation which can be determined by simulation. It should
be emphasized that the total quantified CO2 storage potential of a site-specific needs to include de-
1http://www.fz-juelich.de/portal/index.php?index=1434
2http://www.rz.rwth-aachen.de/ca/v/owz/?lang=en
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tailed data such as structure contours, total pore volume, amount of dissolved CO2 into the brine,
and others. Such data may not be available for any sedimentary basin. Therefore, from a policy
maker’s point of view, a simple minimum and maximum calculation seems to be highly desirable
since it provides estimates of the storage capacity of a potential site, basin, and region. Further, good
site-specific data on reservoir properties such as porosity and permeability are required for reliable
estimates of storage capacity and likely migration paths and rates. To determine these properties,
it is important to study and test core material from the reservoir close to the injection point. Cores
and cuttings from additional wells or a new well to be drilled may further improve the reservoir
characterization, in particular, in case of vertical and lateral reservoir heterogeneity.
The benchmark problems and approaches to their solutions are discussed in Chapter 6. The results
of a variety of methods and models used in the context of CO2 storage agree qualitatively with each
other. However, the quantitative predictions of these models differ, in particular when the model
complexity increases. The main bottleneck identified is the non-linearity of the processes modeled.
With the currently available codes, achieving significant numerical performance remains challeng-
ing. Thus, future development and application of models will require work on numerical perfor-
mance. It is demonstrated that the numerical effectiveness also depends on the particular model and
the way it is set up. In consequence, efficiency cannot be guaranteed and heavily depends on the
user’s expertise in preparing the model. The most promising way is the consequent use of optimized
discretization techniques, selected suitable solvers, and parallelization methods. This may result in
a major performance increase.
The new findings of this work have practical use for scientists and engineers concerned with the
description of flow processes in the CO2 saline aquifers. In spite of the simplifying assumptions
invoked, the analysis provides estimates of relevant processes and their effects as well as estimates
of their dominance regardless of the site-specific reservoirs. The results provide a better under-
standing of the flow regime in the porous media and can also be used to perform a more detailed
further analysis such as three-dimensional cap rock modeling. However, successful implementation
of these these realistic simplified models, e. g. at Malmö, needs to be tested through a series of both
field and laboratory experiments. The degree of matching will either confirm current simulations or
indicate how modeling should be adjusted. The ultimate aim is to demonstrate that the key model-
ing assumptions are corroborated by observations.
In summary, the goal of all of these efforts is to obtain the best knowledge of CO2 underground
storage. This thesis contributes to these endeavors by demonstrating the significance of relevant
CO2 trapping mechanisms and their influencing factors.
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Appendix A
Geological description of the Malmö site1
The investigated wells in Malmö are located in the southernmost part of Sweden, in the province
of Scania. Geologically the area belongs to the marginal parts of the Danish Basin (Figure A.1).
The ca. 2000 m thick sequence of sedimentary strata overlying the crystalline basement is domi-
nated by Paleogene-Upper Cretaceous marine carbonates, Lower Jurassic marginal deltaic deposits
(sandstone and claystone), and Triassic redbeds (arkose and claystone).
Figure A.1: Location of the Malmö site. From personal communications by Dr. M. Erl-
ström, Geological Survey of Sweden, Lund, Sweden (2010).
1The lithological description is kindly provided by Dr. M. Erlström and presented here by some modifica-
tions.
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The Lower Jurassic deltaic sandstones have been the main target for geothermal as well as oil and
gas prospecting during the past decades. Much of the present knowledge of the geological setting
is consequently coming from these prospecting campaigns. Beside the two wells in Malmö, there
are additional 16 deep wells in the area with various geological information on which the structural
and geological model is based.
Sydkraft AB (currently E.ON) started their geothermal exploration work in the late 1990s and early
2000s, leading to the construction of the FFC-1 and FFC-2 wells in the northern part of Malmö. The
exploration work resulted in an extensive data base of geological, geophysical, and hydrogeological
information. The wells reveal the presence of a multilayered aquifer with several sandstone units
in the Lower Cretaceous to Upper Triassic (Rhaetian) sequence, with properties suitable not only
for geothermal energy but also for the geological storage of carbon dioxide. The extensive inves-
tigations performed in the wells have resulted in data which makes it possible to make numerical
analysis of different CO2 injection scenarios in these sandstones. As the sandstones are occurring
at depths between 1200 m and 2000 m over large parts of SW Scania the wells in Malmö constitute
an important site laboratory with bearing on regional assessments of the possibility to utilize these
aquifers for CO2 storage.
The subsurface geology of the Malmö is dominated by a thick sequence of Lower Palaeocene
and Upper Cretaceous sediments ranging from 22 m to 1615 m measured depth from rotary ta-
ble (MDRT). This interval, referred to as the Höllviken formation, is mainly composed of variably
argillaceous limestone deposited in a shallow marine environment. Especially the argillaceous lime-
stone unit of the Granvik Member (1125 m MDRT- 1570 m MDRT) has a very uniform character
and distribution throughout the Danish Basin. In the event of CO2 leakage from an underlying
storage reservoir, this thick unit would probably constitute an effective seal. The basal part of the
Höllviken formation is defined by the Arnager limestone (1570 m MDRT-1615 m MDRT), which
consists of hard and partly silicified chalky limestone. This unit marks the lower boundary of the
main seal strata against the underlying target aquifer units A and B. The multilayered unit A from
1615 m MDRT to 1828 m MDRT is the main target for the CO2 injection study presented here
(Figure A.2).
The upper part of unit A, between 1615 m MDRT and 1642 m MDRT consists of marine glauconitic
sandstone corresponding to the Arnager greensand.
The main part of unit A (1642 m MDRT-1828 m MDRT) is composed of an alternating sequence
of fine-to medium-grained sand/sandstone and mudstone/claystone, frequently associated with car-
bonaceous material and coal fragments. The sand/sandstone layers mainly consist of poorly con-
solidated quartz arenites. The upper part (1642 m MDRT-1684 m MDRT) are defined as Lower
Cretaceous strata while the remaining part of unit A belongs to the Lower Jurassic and Upper Tri-
assic (Rhaetian) Rya and Höganäs formations (1684 m MDRT- 1828 m MDRT). Deposition took
place in deltaic, lagoonal, and shallow marine environments, which led to the formation of a het-
erogeneous facies with large lateral variability. Although well log correlations suggest that the main
strata extend (over > 25 km), minor claystone and sandstone beds generally have a much smaller
area of distribution. This creates a complex structural pattern, which has to be considered in the
geological model used to assess the feasibility of CO2 storage.
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Figure A.2: Composite well log description of the FFC-1 well. Note that the depths are rel-
ative and measured form rotary table (MDRT). Modified from personal com-
munications by Dr. M. Erlström, Geological Survey of Sweden, Lund, Sweden
(2010).
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Between 1828 m MDRT and 2075 m MDRT, the sequence is dominated by Triassic redbeds de-
posited in a continental setting. The interval contains alternating layers of silty claystone and poorly
sorted arkosic sandstone occasionally intercalated with conglomerates (zone B). These immature
sediments accumulated in arid environments subjected to warm temperatures and seasonal rains,
such as alluvial fans and ephemeral lakes. At the top of the sequence, a 35 m thick claystone inter-
val (1828 m MDRT-1863 m MDRT) marks the beginning of the Upper Triassic Kågeröd formation.
The succeeding strata (1863 m MDRT-2075 m MDRT) correspond to informal Upper and Middle
Triassic units characterized by the presence of anhydrite and carbonate minerals. From 2075 m
MDRT to 2092 m MDRT, a hard quartz sandstone unit, interpreted as the Palaeozoic Hardeberga
formation, underlies the redbed succession. This unit rests directly on the Precambrian basement,
whose uppermost part is represented by weathered gneiss. The geological interval considered as a
target sand for CO2 injection lies between 1675 m MDRT and 1684 m MDRT in the basal part of the
undifferentiated Lower Cretaceous sequence (Figure A.2). It is composed of well sorted medium-
grained sandstone, subsequently referred to as A+ sand. Although the areal extent of the A+ sand
is not currently well established, possible matching intervals have been identified in several other
wells, suggesting a rather wide distribution throughout southwest Scania.
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