Abstract. The paper studies the spectral properties of the Schrödinger operator A gV = A 0 + gV on a homogeneous rooted metric tree, with a decaying real-valued potential V and a coupling constant g ≥ 0. The spectrum of the free Laplacian A 0 = −∆ has a band-gap structure with a single eigenvalue of infinite multiplicity in the middle of each finite gap. The perturbation gV gives rise to extra eigenvalues in the gaps. These eigenvalues are monotone functions of g if the potential V has a fixed sign. Assuming that the latter condition is satisfied and that V is symmetric, i.e. depends on the distance to the root of the tree, we carry out a detailed asymptotic analysis of the counting function of the discrete eigenvalues in the limit g → ∞. Depending on the sign and decay of V , this asymptotics is either of the Weyl type or is completely determined by the behaviour of V at infinity.
Introduction
Counting the number of eigenvalues of a perturbed operator, appearing in the spectral gaps of the unperturbed one, is a classical problem. It was extensively investigated both in the general operator-theoretic setting [2] and in applications to various specific problems of Mathematical Physics (the Hill operator, [13] , [19] ; the Dirac operator, [15] , [4] ; the periodic Schrödinger and magnetic Schrödinger operators, [1] , [10] ; waveguidetype operators, [9] , etc.) In this paper we study a new problem of this type, which only recently attracted the attention of specialists: our unperturbed operator is the Laplacian on a homogeneous rooted metric tree Γ. In general, a metric tree is a tree whose edges are viewed as non-degenerate line segments, rather than pairs of vertices, as in the case of the standard ( combinatorial ) trees. This difference is reflected in the nature of the corresponding Laplacian. For a combinatorial tree this is the discrete Laplacian, whereas the Laplacian A 0 = −∆ on a metric tree is represented by a family of the operators −d 2 /dx 2 on its edges, complemented by the Kirchhoff matching conditions at the vertices. The Laplacian on the homogeneous metric tree has very specific spectral properties which we describe later on in details. In particular, the spectrum has the band-gap structure, with a single eigenvalue of infinite multiplicity in each finite gap. For some other operators on a homogeneous tree, having similar nature, the band-gap structure of the spectrum was established earlier by R.Carlson [11] . In the present paper we study the properties of the perturbed operator A gV = A 0 + gV where V is a decaying real-valued potential, and g ≥ 0 is a coupling constant. The potential V is assumed to be symmetric, i.e. dependent only on the distance |x| between x ∈ Γ and the root of Γ. This perturbation may produce extra eigenvalues in the gaps of A 0 .
For an "observation point" λ inside a gap we denote by M(λ; A gV ) the number of the eigenvalues of the operator A αV , crossing λ as α varies from 0 to g. For any two points λ 1 , λ 2 , λ 1 < λ 2 lying in the same gap, we denote by N(λ 1 , λ 2 ; A gV ) he number of eigenvalues of this operator on the interval (λ 1 , λ 2 ); see Sect. 4 for more precise definitions. We are interested in the limiting behaviour of these quantities as the coupling constant g tends to infinity. Compared with other problems of this type, mentioned in the beginning of the Introduction, this problem has many new important features.
The starting point of our investigation is a direct decomposition of the Sobolev space H 1,0 (Γ) on the homogeneous tree Γ. This decomposition is orthogonal with respect to the inner products Γ u ′ v ′ dx and Γ V (x)uvdx for all symmetric weight functions V simultaneously. Therefore, it reduces the Laplacian and any Schrödinger operator A V with a symmetric potential V . This decomposition was constructed in the paper [17] and has proved very useful for spectral theory of this class of operators. Later it was re-discovered by R. Carlson [12] in a somewhat different setting.
The parts of the operator A V in each component of the said orthogonal decomposition turn out to be unitary equivalent to second order differential operators A V k , k = 0, 1, . . . of the Sturm-Liouville type in the space L 2 (R + ). The potentials V k are obtained from the original potential V by "shifting" the variable: V k (t) = V (t + k), k = 0, 1, . . . . The operators A V k act as −d 2 /dx 2 + V k , but in contrast to the standard Sturm-Liouville problem, the description of the operator domain of A V k involves specific matching conditions at the points t n = n, n = 1, 2 . . . (see Section 2) . Each component A V k , k ≥ 1, enters A V with the multiplicity
Here b ≥ 2 is the integer-valued parameter (the branching number) which characterizes the homogeneous tree completely, see the definition in Subsect. 2.1. The above orthogonal decomposition plays a central role in our approach. First of all, it allows us to calculate the spectrum of A 0 explicitly (see Theorem 3.3): it consists of the bands (π(l − 1) + θ) 2 , (πl − θ) 2 , θ = arccos 2(b 1/2 + b −1/2 ) −1 , and the eigenvalues λ l = (πl) 2 , l ∈ N. Besides, for V = 0 all the components A V k = A 0 are identical, so that the spectrum is of infinite multiplicity. For the perturbed operator this decomposition leads to the representation M(λ; A gV ) = k≥0 n k M(λ; A gV k ).
(1.1) study the counting functions M and N ignoring the exponential multiplicities n k . Precisely, we introduce M (λ; A gV ) = k≥0 M(λ; A gV k ), (1.2) and the quantity N defined in a similar way.
Clearly, the study of the four functions M, N, M , N reduces to that of the individual counting functions M(λ; A gV k ), N(λ 1 , λ 2 ; A gV k ) for the operators A V k . A similar problem for the classical Hill operator was investigated in [13] and, in a more detailed way, in [19] . The general strategy adopted in [19] applies to the operators A gV k with only minor changes. However, here a new problem emerges: in order to obtain the asymptotic formulas for the sums (1.1), (1.2) one needs an asymptotics of M(λ; A gV k ) jointly in two parameters: g and k, with a good control of the remainder estimate. In solving this new problem we see the main technical novelty of the paper.
In the paper we obtain several results of rather different type. In this introduction we do not describe them in detail, but concentrate on their principal features. More extended comments are given in the main text. Also, for the sake of discussion we restrict ourselves to the functions M(λ; A V ) and M (λ; A gV ) only.
First of all, as in the case of the "classical" Hill operator problem (see [19] ), we observe that the behaviour of M, M is in general radically different for non-positive and nonnegative potentials. More precisely, if V ≤ 0 decays sufficiently quickly at infinity, then the asymptotics is governed by an appropriate Weyl-type formula, and thus it depends on the values of V (t) at all points t ∈ R, and contains no information on the spectrum of the unperturbed operator. On the contrary, for a non-negative V the asymptotics is determined by the fall-off of V at infinity, and as a rule, depends heavily on some spectral characteristic of the operator A 0 . For instance, the behaviour of M (λ) for V ≥ 0 is described by an integral of the density of states for A 0 . Similar type of asymptotics is also observed for the potentials V ≤ 0 whose decay at infinity is slow in some specified sense.
In accordance with this general observation our study of the asymptotics is divided in several parts. We begin in Sect. 4 by specifying the conditions on a non-positive symmetric potential V that guarantee the validity of the Weyl-type asymptotics. Further on, we proceed to the cases when the Weyl formula fails and the asymptotics is determined by the behaviour of V at infinity. Here we investigate two types of potentials: power-like and exponentially decaying. In Sect. 5 we state the results for the functions M , N. A common feature of the asymptotic formulae in Sect. 5 is that virtually all of them contain the density of states for the operator A 0 . It is also worth pointing out that the power-like potentials induce a power-like growth of M as g → ∞, whereas the exponential potentials give rise to a logarithmic growth.
The study of the sum (1.1) is postponed until Sect. 9 as it calls for different techniques and is less complete. For the power-like potentials we are able to establish the asymptotics only for the quantity ln M(λ). For the exponential potentials we provide more detailed asymptotic information. This is possible due to the "self-similarity" of the exponential function. This property allows us to rewrite the formula (1.1) for the function M(λ, A gV ) in a form which can be interpreted as a Renewal Equation (see [14] , [16] ). Then the Renewal Theorem ensures a specific asymptotic behaviour of M(λ).
Let us briefly outline the contents of the remaining sections. In Sect. 2 we describe the basic orthogonal decomposition of the space H 1,0 (Γ) and also the parts of the operator A V in its components. In Sect. 3 we calculate the spectrum of the Laplacian on Γ. Here we also carry out a detailed analysis of the density of states for the operator A 0 . This function is involved in the asymptotic formulae for M in the non-Weyl situation. As was mentioned earlier, the study of the perturbed operator A V starts in Sect. 4 where the Weyl's asymptotics is established. The main results on the non-Weyl asymptotics for the functions M and N are collected in Sect. 5. Their proofs are given in Sect. 8, preceded by necessary technical preliminaries in Sect. 6, 7. The last Sect. 9 is devoted to the analysis of the functions M, N.
2. Laplacian on a homogeneous tree and its decomposition 2.1. Homogeneous trees and Laplacians on them. Let Γ be a rooted tree with the root o, the set of vertices V(Γ) and the set of edges E(Γ). We suppose that the length of each edge e is equal to 1. Given two points y, z ∈ Γ, we write y z if y lies on the unique simple path connecting o with z; let |z| stand for the length of this path. We write y ≺ z if y z and y = z. The relation ≺ defines on Γ a partial ordering. If y ≺ z, we denote y, z := {x ∈ Γ : y x z}.
In particular, if e = v, w is an edge, we call v its initial point and say that e emanates from v and terminates at w.
For any v ∈ V(Γ) the number |v| is a non-negative integer; we call it generation of v and denote Gen(v). For an edge e ∈ E(Γ) Gen(e) is defined as the generation of its initial point.
Let an integer b > 1 be given. We suppose that for each vertex v = o there are exactly b edges emanating from v. We denote them e 1 v , . . . , e b v and write e − v for the edge terminating at v. We call b the branching number of Γ. We always suppose that only one edge emanates from the root o. Thus, the tree Γ is fully determined by the parameter b, and sometimes we use the notation Γ b . We call any tree Γ b , with an arbitrary b, homogeneous.
The metric topology and the Lebesgue measure on Γ are introduced in a natural way. The space L 2 (Γ) is understood as L 2 with respect to this measure.
A function f on Γ belongs to the Sobolev space H 1 (Γ) if and only if it is continuous, f ↾ e ∈ H 1 (e) for each edge e, and
As usual, H 1,0 (Γ) = {f ∈ H 1 (Γ) : f (o) = 0}. We define the Dirichlet Laplacian −∆ on Γ as the self-adjoint operator in L 2 (Γ), associated with the quadratic form Γ |f ′ | 2 dx considered on the form domain H 1,0 (Γ). It is easy to describe the operator domain Dom(∆) and the action of ∆. Evidently f ∈ Dom(∆) ⇒ f ↾ e ∈ H 2 (e) for each edge e and the Euler-Lagrange equation reduces on e to ∆f = f ′′ . In order to describe the matching conditions at a vertex v = o, denote by f − the restriction f ↾ e 
where the derivatives on each edge are taken in the direction consistent with the ordering on Γ. The first matching condition comes from the requirement f ∈ H 1 (Γ) which includes the continuity of f , and the second appears as the natural condition in the sense of Calculus of Variations. At the root o we have the boundary condition f (o) = 0. It is easy to check that the conditions listed are also sufficient for f ∈ Dom(∆).
Along with the Laplacian −∆ we shall be interested also in the Schrödinger operators with a real, bounded and symmetric (that is, depending only on |x|) potential V :
The operator A V is self-adjoint. Its quadratic form is given by
The orthogonal decomposition of L 2 (Γ). Our techniques is based upon the orthogonal decomposition of L 2 (Γ) into a family of subspaces associated with a class of subtrees of Γ. Given a subtree T ⊂ Γ, we say that a function f ∈ L 2 (Γ) belongs to F T if and only if
It is easy to describe the operator P T of orthoprojection onto F T . To this end, introduce the function b T (t) = #{x ∈ T : |x| = t}.
In particular,
It is clear that
We shall need the subspaces F T , associated with the subtrees of two following types. Given a vertex v, let
Given an edge e = v, w , let
In particular, T e 0 = T o = Γ. For the sake of brevity, for any v = o below we use the notation
. It is clear that the subspaces F 
The next theorem is a direct consequence of [17] , Theorem 5.1 and Lemma 5.2, where a more general class of trees was considered. Later the result was re-discovered by R. Carlson [12] , in a slightly different setting. A new detailed exposition, most convenient for our purposes, was recently given in [18] .
(ii) Let V (t) be a real, measurable and bounded function on R + . Then the decomposition (2.4) reduces the Schrödinger operator (2.1), and in particular the Laplacian −∆ = A 0 .
Parts of A
According to Theorem 2.1, the description of the spectrum σ(A V ) reduces to the similar problem for the parts of A V in the components of the decomposition (2.4). Consider at first the part of A V in the subspace F Γ . It is more convenient (and equivalent) to deal with the quadratic form a V .
It is natural to identify a function f ∈ F Γ with the function ϕ on R + , such that ϕ(t) = f (x) for |x| = t. The operator Π : f → ϕ acts as an isometry of F Γ onto the weighted space L 2 (R + , b Γ ) with the norm given by
Its domain is the weighted Sobolev space H 1,0 (R + , b Γ ) whose norm is defined by the quadratic form (2.5) with V ≡ 1. The corresponding operator A V ↾ F Γ turns into an operator acting in L 2 (R + , b Γ ). It is not difficult to describe it explicitly, however it is more natural to pass on to the operators acting in the "usual" L 2 (R + ). To this end we make the substitution
is a step function, we also have
However, the domain of a V does not coincide with H 1,0 (R + ), since the function y(t) may have jumps at the points n ∈ N. More exactly, it follows from (2.3) and (2.6) that Dom(a V ) consists of functions
such that
The self-adjoint operator in L 2 (R + ), associated with this quadratic form, on each interval (n − 1, n), n ∈ N acts as
Its domain Dom(A V ) consists of all functions
satisfying the conditions (2.8) and 
Now we turn to the operators
It follows from the symmetry properties of the tree Γ and of the potential V (|x|) that all such operators with the same value of Gen(v) = k can be identified with each other. In order to reduce them to the operators in L 2 (R + ), introduce the "shifted" potentials
For the formal proof, see [18] . On the qualitative level, the result follows from the fact that the restriction of the operator A V to the subspace F v reduces to orthogonal sum of b copies of the operator A V k . The passage to the subspace F ′ v corresponds to the withdrawal of one of these copies. 
In particular, for the Laplacian −∆ = A 0 we get
This Theorem is a direct consequence of Theorem 2.1 and Lemmas 2.2, 2.3, if one remembers that the total number of vertices of generation k equals b k−1 .
3. Spectrum of the Laplacian on Γ b 3.1. The operator A on the whole line. Along with the operator A 0 in L 2 (R + ) defined as A 0 y = −y ′′ with the boundary and matching conditions (2.8) and (2.10), consider the similar operator, say A, in L 2 (R):
on the analogous domain supplied with the matching conditions
The spectrum of A can be found by means of the standard Floquet procedure. The related quasi-periodic problem is
with the parameter (quasi-momentum) ξ ∈ [0, 2π). Taking into account the matching conditions at the point n = 1, we can re-write this as
It is quite straightforward to calculate the eigenvalues of the problem (3.2). Introduce the function
Then the numbers µ l (square roots of eigenvalues) are given by
The function ϕ is one-to-one on the interval [0, π]. Later we shall also need its inverse: It follows easily from (3.3 
Define the segments ("bands")
and the intervals ("gaps")
The gaps are labelled so that l l separates the bands b l and b l+1 . The following statement is a direct consequence of the Floquet theory. We shall need also the spectral decomposition of the operator A. To this end, note that
is the normalized in L 2 (0, 1) eigenfunction of the equation (3.2) corresponding to the eigenvalue µ 2 l (ξ). It follows from (3.4), (3. 3) that ζ l (t, ξ) is smooth in ξ on each band b l . Let us extend each function ζ l (t, ξ) to all t ∈ R in the following way. Let ω l (t, ξ) be the periodic (in t) extension of the function e −itξ ζ l (t, ξ) from the interval [0, 1) to R. Then we define ζ l (t, ξ) on the whole of R by the equation
Let P l be the spectral projection of A associated with the band b l . The map
The adjoint operator U * :
Denoting by [m] the operator of multiplication by a scalar function m, we get the spectral decomposition of A in the form 
Proof. The operator A 0 is non-negative, so its spectrum lies on [0, ∞).
, defined as follows: its operator domain coincides with the quadratic domain of A 0 , i.e. is defined by (2.7) -(2.9), and for y from this domain (Dy)(t) = −iy
The operator D is closed and its adjoint D * acts by the same formula (3.10) on the domain consisting of those functions y from the direct product (2.7) which satisfy (2.9) and the matching conditions similar to the ones in (2.8) but with the factor b 1/2 replaced by b −1/2 ; there is no boundary condition at t = 0. It is easy to see that A 0 = D * D. Along with A 0 , consider the operator DD * . It acts as (DD * y)(t) = −y ′′ (t), t ∈ N, and its domain is described by the boundary condition y ′ (0) = 0 and the matching conditions
According to the general operator theory, the non-zero spectra of the operators A 0 = D * D and DD * coincide. Now, in the definition of the operator A let us replace the matching condition at t = 0 by the boundary conditions
The new operator, say A ′ , splits into the orthogonal sum,
Its description is clear from the construction and it is easy to see that the substitution t → −t reduces A 2. EIGENVALUES. The fact that each function y l (t), cf. (3.9), is the eigenfunction corresponding to the eigenvalue (πl) 2 , can be verified by the direct inspection. Any two solutions satisfying the boundary condition y(0) = 0 are proportional to each other, so that this eigenvalues are simple. The direct inspection shows also that λ = 0 is not an eigenvalue. So it remains to show that any number λ = k 2 > 0 with π −1 k ∈ N can not be an eigenvalue. For this purpose we use the explicit formulae for the solutions of the equation
under the matching conditions (3.1). Namely, let q 1 , q 2 be found from the quadratic equation
where R is defined in (3.3) . Suppose that q 1 = q 2 , that is R| cos k| = 1. The functions
are solutions of the problem (3.11) -(3.1). Their Wronskian is equal to y 1 y
so that the solutions y 1 , y 2 are linearly dependent only if π −1 k ∈ N which is the excluded case. Any solution satisfying the condition y(0+) = 0 is proportional to the function
For π −1 k ∈ N this function does not lie in L 2 (R + ) and hence, is not an eigenfunction. If R| cos k| = 1, then q 1 = q 2 = ±1 and it is easy to see that there also are no L 2 -solutions of the problem (3.11) -(3.1), and we are done.
The result for the operator A 0 , that is for the Laplacian on the tree, immediately follows from Theorem 2.4 and Theorem 3.2. We see that the gap l 0 of the operator A is also the gap for A 0 , and each gap l l of A with l ≥ 1 splits into two gaps when we turn to the operator A 0 :
3.3. Global quasi-momentum and density of states. Define the density of states for the operators A and A 0 as the limit
Here we denote ∆ = (0, L), L ∈ N, and N P (λ) = #{j : µ 2 l < λ} is the counting function for the operator By = −y ′′ which at the points 1, . . . , L − 1 has the same matching conditions as in (3.1), and also satisfies the boundary conditions
The subscript P in the notation for the counting function indicates that the operator B has the boundary conditions of this type. If the limit (3.15) exists for these conditions, then it will also exist for any other conditions, and its value will not depend on them. Later, in order to calculate the density of states we shall use the same formula (3.15), but with the counting function of the Dirichlet problem. In this case we do not use any subscripts and simply write N(λ).
Let us find eigenvalues of B. Denote k = √ λ, then choose solutions on every interval (n, n + 1) in the form
In view of the matching conditions, we come, with the notations c = cos k, s = sin k, to the equalities
Here we have identified the points with n = 0 and n = L, so that α 0 = α L and β 0 = β L . To solve this system introduce the functions
where z runs over the set of all complex numbers such that z L = 1. Then by (3.16)
This system of two equations has non-trivial solution iff its determinant is identically zero:
It is convenient to write the formulae for the eigenvalues in terms of the function ϕ defined by (3.3) , and the formulae for N P (λ) -in terms of the "global quasi-momentum" ω(λ) which we now define. Namely, ω(λ) = πl if λ ∈ l l , and for λ ∈ b l
Here ψ is the function inverse to ϕ, cf. (3.5). Evidently
The eigenvalues of the operator B are given by the formulae
The number N P (λ) depends on the location of λ. For instance, if λ ∈ l l , then N(λ) = lL, so that
To cover the case λ ∈ b l we shall consider two options: l is odd or l is even. Suppose first that l is odd and denote
The term ℓ 1 (χ) can be estimated as follows:
Hence by (3.17)
The term ℓ 2 (χ) can be estimated as follows:
Using (3.17) again, we get (3.19) . All this results in the formula
which is well known for the clasical Hill operator.
Relying upon the estimate (3.19) we shall prove a similar estimate for the counting function of the Dirichlet problem on an arbitrary interval (R 1 , R 2 ), not necessarily with integer R 1 , , R 2 .
Then the inequality holds:
for all λ > 0, with a universal constant C.
Proof. It is well known that for the Dirichlet realization of the operator −y ′′ on ∆ (with no matching conditions inside!) the counting function is controlled by C|∆| √ λ, with a universal constant. Since the number of integer points inside ∆ is not greater than |∆| + 1, it follows from the decoupling principle that
If the length of ∆ is small, say |∆| ≤ 2, then (3.21) is implied by (3.18) and (3.22) .
Let now |∆| > 2. Without loss of generality, we may assume 0
and (1, L) respectively. Then, clearly,
by variation argument. Furthermore, by the decoupling principle,
Let us estimate the r.h.s. with the "−" sign. The modulus equals
In view of (3.19) , the first term in the r.h.s. is bounded by 2(L − 1) −1 ≤ 3L −1 and in view of (3.22) , the second term is bounded by
Repeating the same argument for the "+" sign, we arrive at (3.21).
We conclude this section by discussing the Hölder properties of the global quasimomentum ω(λ) and thus, those of the density of states ρ(λ). It is clear from (3.6) that near the edges of the gap l l = (λ − , λ + ) the function ρ has the following behaviour:
Together with the formula (3.18) this asymptotics guarantees that
with a constant c depending on l. The formula (3.3) also ensures that the function ψ is 1/2-Hölder continuous, i.e.
Using (3.18), one can immediately extend this information to the function ω:
Later we shall use a less precise, but somewhat more compact consequence of this estimate and (3.20):
with a universal constant C.
4.
Operator A V with a decaying potential. Eigenvalues in the gaps 4.1. Functions M(λ) and N(λ 1 , λ 2 ). Here we turn to the study of the spectrum of the Schrödinger operators A V , cf. (2.1), with the real-valued and bounded potential V (|x|) which in an appropriate sense decays as |x| → ∞. The essential spectrum of A V is the same as for the unperturbed operator A 0 (i.e. Laplacian) and therefore, is given by Theorem 3.3. The spectrum of A V may include also eigenvalues lying in the gaps of A 0 . For their study, the following quantities are standardly used.
Let C be a self-adjoint operator in a Hilbert space, and let V be its relatively compact perturbation; we denote C V = C+V . Suppose that the interval (λ − , λ + ) is a gap in σ(C). Let λ ∈ (λ − , λ + ). Define the counting function M(λ; C V ) as the number of eigenvalues of C αV crossing the point λ while α varies from 0 to 1. In other words,
If λ coincides with one of the ends of a gap, the function M(λ; C V ) is defined as the corresponding one-sided limit. If V is a perturbation of fixed sign, that is if V = ±q with a q ≥ 0, then the function M(λ) is increasing (for V = −q) or decreasing (for V = q) in λ ∈ (λ − , λ + ) and increasing in q.
For any subinterval (λ 1 , λ 2 ) ⊂ (λ − , λ + ) the function N(λ 1 , λ 2 ; C V ) is defined as the total multiplicity of eigenvalues of the operator C V , lying in (λ 1 , λ 2 ). Note that if λ − = −∞ and λ ≤ λ + , then
According to Theorem 3.3, the following equalities hold:
Recall that the potentials V k appearing in (4.1), (4.2) were defined in (2.11). These formulae show that the key step to understanding the behaviour of the functions M(λ; A V ), N(λ 1 , λ 2 ; A V ) consists in studying the individual terms of the series (4.1), (4.2). More precisely, we need the detailed information about their behaviour depending on the parameter k.
The study of the sums (4.1), (4.2) is hampered by the presence of the exponential factors in their r.h.s. These factors reflect the geometry of the tree rather than the properties of the potential V (t). For this reason, it makes sense to investigate, along with the functions M(λ; A V ), N(λ 1 , λ 2 ; A V ), also the functions
For technical reasons, we shall need also the functions M, N for the operators on intervals ∆ ⊆ R. Define A V,∆ as the operator in L 2 (∆) acting as (A V,∆ y)(t) = −y ′′ (t) + V (t)y(t) for t ∈ Z, under the zero boundary conditions at each finite end of ∆ and the matching conditions (3.1) at the points n ∈ Z ∩ ∆. In particular, A V,R + = A V . Often we use abbreviated notation for the corresponding functions M, N, such as M(λ, V ; ∆) or even M(λ; ∆) when the potential V is fixed. Note a convenient relation
which is valid for any 0 ≤ R 1 < R 2 ≤ ∞ and integer k's. This formula is useful when it is more natural to study the dependence of M on the interval ∆ than on the potential.
If V is a function of constant sign, then there is a useful relationship between M(λ; A V,∆ ) and the spectrum of the compact operator
Here n ± (·, T ) stands for the counting functions of the positive and negative eigenvalues ±λ
The equalities (4.7), (4.8) proved very effective in the problems of the type considered, see e.g. [19] . Actually, these are facts of rather general a nature, see e.g. [2] , Proposition 1.5.
The following relations have their prototypes in the theory of the perturbed Hill operator, see [19] Further, for any (bounded or unbounded) ∆
One can give a more precise formula: for any two points λ 1 , λ 2 such that N(λ 1 , λ 2 ; 0, ∆) = 0, we obtain from (4.9):
The next two inequalities are usually referred to as the "decoupling principle". Let
The proofs of the relations (4.9) -(4.13) are either straightforward, or are based upon standard facts from the perturbation theory. Note that the number 1 rather than 2 stands in the r.h.s of the inequalities [19] (2.7) and (2.8) whose analogs are the above inequalities (4.12), (4.13) . This difference appears due to the nature of the matching conditions at the points n ∈ Z. If d ∈ Z, one can replace 2 by 1 in (4.12) and (4.13).
Individual Weyl asymptotics.
The material presented in this subsection, is a minor refinement of [19] , Theorems 3.2 and 3.3. We give it here for the operators we need in this paper (that is, the functions in the domains of the operators considered are subject to the matching conditions (3.1)). However, it is useful to keep in mind that the results of Theorem 4.2(i) and of Theorem 4.3 hold also for the usual Hill operator.
For a real-valued function V on R + , introduce the quantity
Consider the operator on L 2 (R + ):
In contrast to the operator A V , the description of K V involves no matching conditions, and the quadratic domain of K V is H 1,0 (R + ). The following estimate and asymptotics are particular cases of the results of [8], Sect. 6; see also expositions in [5] and [6] . A close result was obtained earlier in [7] , Theorems 4.18, 4.19. 
If |V (t)| monotonically decreases, then by Hölder's inequality
Hence, for monotone |V (t)| the function M(0; K gV ) is controlled by the r.h.s. of its asymptotics given by (4.16).
Along with J(V ), introduce the functional
Clearly J(V ) ≤ c J(V ), therefore in the r.h.s of (4.15) J(V ) can be replaced by J (V ). Compared with Theorem 4.1, its corollary with J(V ) in the r.h.s ignores the fact that due to the Dirichlet condition at 0 the potential V need not be integrable at this point. Still, this corollary is quite convenient provided one is dealing with V integrable at 0. Present also an estimate for M(−1; A V ); we need it in the course of the proof of Theorem 4.2 below.
For the proof, one splits R + into the union of the intervals (n − 1, n] and applies to each interval the well known eigenvalue estimate for the equation −y ′′ + y = λV y with the Neumann boundary conditions. This is exactly the way in which the same estimate for M(−1; K V ) was proved in [3] .
It follows from Hölder's inequality that Θ(V ) ≤ J(V ). However, the functional Θ(V ) can not be estimated by J(V ). Note that similarly to (4.17), for a decreasing |V | we (i) Suppose that λ ∈ l l where l l is one of the gaps (see (3.7) ). Then, given an interval ∆ ⊆ R, the estimate
holds, where the constant C = C(l) does not depend on λ ∈l l and V .
(ii) Suppose in addition that ∆ = R + (so that A V,∆ = A V ), and that
Proof. The proof of (i) follows the scheme suggested in [19] . For this reason, we only outline the necessary changes in the argument. To be definite, we suppose that V ≤ 0 and that l (the index of the gap) is even. We start with the spectral decomposition (3.8) of the operator A = A 0,R on the whole line. Set
As in [19] , Section 4, the estimating of M(λ; V, ∆) is reduced to the problem of eigenvalue estimates for the operators
To the latter quantity the estimate (4.18) applies, and we obtain
To the operator T 1 (λ) the argument of [19] applies without changes. Indeed, the nature of the operator U in our case is the same as in the case of periodicity coming from a potential. This allows to reduce the problem to estimating the counting function N(λ; K V ) for the operator K V defined in (4.14). Then using the bound (4.15), we arrive at the inequality n(1, T 1 (λ)) ≤ C( J(V ) + 1) which, in combination with (4.23) leads to (4.20) .
(ii) Again, for definiteness, we prove the result for the non-positive potentials. Let λ = k 2 ∈ I, k > 0. In the case l ≥ 1 assume temporarily that λ = (πl − θ) 2 and λ = (πl + θ)
2 , so that k ∈ (πl − θ, πl) ∪ (πl, πl + θ). In the case l = 0 assume that λ ∈ (0, θ 2 ), so that k ∈ (0, θ). The roots q 1 , q 2 of the equation (3.
For y 1 (t) we have
Note also that |q 2 | = R| cos k| + (R 2 cos 2 k − 1) 1/2 ≤ 2R. So we see that the inequalities
hold uniformly in λ ∈ I. The solution y 0 satisfies the boundary condition y 0 (0+) = 0.
Given a function f ∈ L 2 (R + ), the solution of the non-homogeneous equation on R + :
satisfying the matching conditions (3.1) for n ∈ N, is given by
where
It follows from (4.24) that (4.25) |K(t, s)| ≤ c 2 e −σ|t−s| min(s, t)(b 1/2 k| sin k|)
The operator (4.6) (for λ = k 2 and ∆ = R + ) acts as
Under the assumption J(V ) < ∞ this operator belongs to the Hilbert -Schmidt class. Indeed, by virtue of (4.25)
Since T ≤ T HS and n + (1, T ) = 0 if T ≤ 1, the last estimate and (4.7) imply that
1 k| sin k|. In its turn, this and the estimate (4.20) yield the inequality (4.22) with
1 k| sin k|) −1/2 . By continuity, (4.22) extends to the ends of the gap, i.e. to k = πl ± θ (l ≥ 1) or k = θ (l = 0). Since the function M(λ; A V ) is monotone in λ, the result for l = 0 automatically extends to all λ ≤ θ.
As in (4.19) one can simplify the estimate (4.20) if one assumes that |V | is decreasing on the interval ∆ = (R 1 , R 2 ): Proof. Like in [19] , the problem reduces to the case of a finite interval ∆. In view of (4.9) we need to study only the term depending on g. Removal of the matching conditions inside the interval shifts the function N(λ; gV, ∆) no more than by 2|∆|+2 and therefore, does not affect its asymptotic behaviour. As a result, we come to the operator of the Dirichlet problem on a finite interval for which the asymptotics (4.27) is well known. 
Weyl asymptotics for M(λ;
The above asymptotic formulae are uniform in λ on any closed interval I from (4.21).
Proof. For definiteness, we prove (4.29). The proof of (4.31) is the same.
It follows from (4.1) that
By Theorem 4.3, for each k ≥ 0
The series (4.28) dominates the series (4.32) and it follows from Lebesgue's theorem on the dominated convergence that
This is equivalent to (4.29). Due to Theorem 4.2 the series (4.28) converges uniformly on I from (4.21), and hence the asymptotics (4.29) is uniform in λ ∈ I.
Power-like and exponential potentials

Weyl asymptotics.
Here we show how the theorems in the previous section apply to potentials with a specified rate of decay at infinity. To have a clear distinction between the cases of non-positive and non-negative potentials, we slightly change our notation: we denote the potential by V = ±q or V = sq with s = ±1, always assuming that q ≥ 0. We are interested in two types of potentials: power-like and exponential. More precisely, suppose that q(t) ≤ CQ(t) where
Let us first establish the Weyl type asymptotics for M(λ; A −gq ) and M(λ; A −gq ). Recall that by q k , k ≥ 0 are denoted the "shifted" potentials q k (t) = q(t + k), t > 0. Remembering the relation (4.5) and a comment after it, we sometimes transfer the dependence on k to the interval ∆. This is why some of the estimates below are stated for intervals ∆ depending on an additional parameter R, which plays the role of k, but is not supposed to be integer.
Lemma 5.2. [Power-like potentials] Suppose that q ≤ CQ with Q(t) = (1+t)
−2γ , γ > 1.
uniformly in λ ∈ l l and R ≥ 0. 
which implies (5.2) by virtue of (4.26). Similarly, (4.22) leads to (5.3).
The proof of Lemma 5.3 is the same.
Proof of Theorem 5.1. According to (5.3) (resp. (5.5)) the series (4.30) is convergent for γ > 2 (resp. all κ > 0), which ensures the validity of (4.31).
In the exponential case, if κ > ln b, then the series (4.28) is also convergent, which leads to the asymptotics (4.29) by Theorem 4.4.
5.2.
Non-Weylian asymptotics. The rest of the paper is focused on the situations when the Weyl formula fails, and the asymptotics of the counting functions (4.1)-(4.4) depends on the behaviour of the potential at infinity. We concentrate on bounded potentials q behaving like Q (see (5.1)) at infinity. The precise meaning of this phrase will be made clear later.
As in the previous section, the asymptotics of M(λ; A ±gq ) and M (λ; A ±gq ) will be deduced from the asymptotics of the individual counting functions M(λ; ±gq k ), k ≥ 0 for the operators for the operators A ±gq k . In the case of the power-like potential q the total number of eigenvalues of A s q in each gap may become infinite. More precisely, if q = (1 + t) −2γ , s = −1 (resp. s = +1) and γ ≤ 1 then the eigenvalues accumulate at the upper (resp. lower) end of the gap l l . In this connection it is convenient to introduce the notion of an admissible point λ ∈ l l . From now on we fix the number l ≥ 0 and denote 
For Q(t) = e −2κt any point λ ∈ [λ − , λ + ] is said to be γ 0 -admissible with any γ 0 > 0.
Clearly, for any two positive numbers γ 0 , γ 1 , γ 0 < γ 1 , any γ 1 -admissible λ is automatically γ 0 -admissible. For the model potential Q(t) = (1 + t) −2γ the number M(λ; ±gq n ) is finite for all g > 0 if λ is 1-admissible. For the exponential model potential Q(t) = e −2κt the quantity M(λ; ±gq n ) is finite for all λ ∈ [λ − , λ + ].
5.3.
Results for the functions M (λ; A sgq ), N (λ 1 , λ 2 ; A sgq ). This subsection contains the results on the asymptotics of M(λ; A ±gq ) and N (λ 1 , λ 2 ; A ±gq ). Their proofs require some technical preparations which we give in Sections 6, 7. The proofs are completed in Section 8. Our results for the functions (4.1), (4.2) require different techniques and are much less complete than those for M and N; they are presented in Sect. 9.
Recall that in contrast to the spectrum of the "individual" operator A 0 the spectrum of A 0 contains eigenvalues λ l = (πl) 2 of infinite multiplicity. Thus, when stating the results we assume that λ, λ 1 , λ 2 satisfy (4.21) and are 2-admissible. The constants in all the estimates below are • uniform in λ, λ 1 , λ 2 varying within any closed interval I of 2-admissible points, satisfying (4.21), • independent of the coupling constant g. We begin with the power-like potentials.
Theorem 5.5. Let q satisfy the condition
and one of the following two conditions be fulfilled:
1. γ ∈ (0, 2) and s = −1; 2. The exponent γ > 0 is arbitrary and s = +1. Suppose that λ is 2-admissible and satisfies (4.21). Then
where ρ is the density of states for the operator A 0 . Remark 5.6. A simple change of variables leads to another expression for the asymptotic coefficient:
In Sect. 7 we shall show that the asymptotic coefficients in the r.h.s. of (5.7) and that in Theorem 5.9 below, are finite.
Note that in contrast to s = −1, the above formula describes the asymptotics of M (λ; A sgq ) with s = +1 for all positive γ. If s = −1, then the case γ = 2 is critical in the sense that for γ > 2 the Weyl asymptotics is applicable instead of (5.7) (cf. Lemma 5.2). We point out however that for the individual counting function M(λ; −gq n ) the critical case is γ = 1 (see Theorem 4.3).
To find a formula for M in the case γ = 2 we need to introduce more restrictions on q.
Condition 5.7. Let q ∈ C 1 (R + ) be a function such that
Now we are in position to study the critical case:
Theorem 5.8. Suppose that q satisfies (5.6) with γ = 2 and Condition 5.7. Let λ be 2-admissible and satisfy (4.21). Then
The next theorem gives an asymptotic formula for the number N (λ 1 , λ 2 ):
Theorem 5.9. Suppose that q satisfies (5.6) with some γ > 0, and that in the case s = −1, α ≥ 2, Condition 5.7 is also fulfilled. Let λ 1 , λ 2 be 2-admissible and satisfy (4.21). Then
We point out that the asymptotics of N(λ 1 , λ 2 ) is described by the density of states ρ(λ) for all γ > 0. Under the conditions of Theorem 5.5 the asymptotics (5.8) can be immediately deduced from (5.7) with the help of (4.11). On the contrary, for α > 2 and s = −1 the behaviour of N can not be inferred from the asymptotics of M (λ) which is given by the Weyl term, see Lemma 5.2.
Let us proceed to the exponential potentials. From Lemma 5.3 we know that for the case q ≤ CQ, Q(t) = e −2κt , s = −1, the asymptotics of M(λ; A sq ) is described by the Weyl formula (4.31). The next theorem gives an answer in the case s = +1. Below g 0 > e is a constant.
Theorem 5.10. Suppose that
with Q(t) = e −2κt , κ > 0 and some R 0 ≥ 0. Let λ, λ 1 , λ 2 be arbitrary numbers satisfying (4.21). Then
The next result complements the Weyl formula (4.31) by providing an estimate for the function N (λ 1 , λ 2 ; A −gq ):
Theorem 5.11. Suppose that q fulfills Condition 5.7 with Q(t) = e −2κt . Let λ 1 , λ 2 be arbitrary numbers satisfying (4.21) . Then
6. Individual estimates and Weyl asymptotics with a remainder 6.1. Individual estimates. Here we obtain further estimates for individual counting functions M(λ; ±gq, ∆). Although our ultimate objective is to establish asymptotic formulae for the counting functions M(λ; ±gq k ) with integer non-negative k's, most of the results in this section are uniform with respect to a wide class of potentials, including the shifted potentials q R , R ≥ 0.
Unless stated otherwise, in this section we always assume that the points λ, λ 1 , λ 2 ∈ [λ − , λ + ] are 1-admissible. The constants in all the estimates obtained below are
• uniform in λ, λ 1 , λ 2 varying within any closed interval I ⊂ [λ − , λ + ] of 1-admissible points; • independent of the coupling constant g.
Whenever possible we treat the power-like and exponential potentials simultaneously. It is convenient to use the notation
We always assume that g ≥ g 0 > e, so α ≥ α 0 with some α 0 > 0 in both cases.
The following simple Lemma will be repeatedly used:
with a constant C ′ depending only on C. Moreover,
with a constant C ′ depending only on C.
Proof. In view of the decoupling principle (4.13)
If Q(t) = (1 + t) −2γ and γ > 1, then by (5.2) the last term in the r.h.s. does not exceed
This implies (6.2) and (6.3). If γ ≤ 1, then λ < λ + (for s = −1) or λ > λ − ( for s = +1). Thus one can chooseR so as to ensure that M(λ; ±qq, (Rα, ∞)) = 0, since |gq(t)| ≤ gR −2γ α −2γ =R −2γ for all t ≥Rα. Now (6.3) follows. To show (6.2) use the decoupling principle and (4.26) to conclude that M(λ; ±gq, (Rα, ∞)) ≤ 2 + M(λ; ±gq, (Rα,Rα))
For the case Q(t) = e −2κt , using (5.4) we obtain the estimate: 
By virtue of Lemma 6.1 this leads to (6.5).
(ii) It is clear from (4.9) that M(λ; gq, (0, α)) ≤ N(λ; 0, (0, α)) ≤ Cα. Now Lemma 6.1 gives (6.6). The estimate (6.7) follows from (6.6) and (4.10).
From these Lemmas we can immediately deduce the asymptotics of M(λ; gq) with an exponential q. Proof. The bound for N(λ 1 , λ 2 ; gq) immediately follows from (6.8) by (4.11), since ρ(
By the decoupling principle (6.4) it suffices to study the counting functions M(λ; gq, ∆) with ∆ = (0, α). The result for the unperturbed function N(λ; 0, ∆) immediately follows from Theorem 3.4:
To handle the perturbed function split the interval ∆ as follows:
where R 0 > 0 is defined in (5.9). The number R 1 > 0 is found from the requirement
where λ 0 = θ 2 = inf σ(A 0 ). This implies that for R 1 we can take
with a sufficiently large C ′ = C ′ (λ) > 0. It follows from (6.11) and Theorem 3.4 that
Since N(λ; gq, ∆ 0 ) ≤ N(λ; 0, ∆ 0 ) ≤ C and N(λ; gq, ∆ 1 ) = 0, by the decoupling principle (4.12) we have
Now it follows from (6.10) and (4.9) that
which implies (6.8).
6.2. Individual asymptotics of the Weyl type with a remainder. Even if a potential V ≤ 0 satisfies the conditions of Theorem 4.3, the formula (4.27) fails to provide an asymptotics for N(λ 1 , λ 2 ; V ) as the leading term in (4.27) does not depend on λ. Below we establish, under certain conditions on q, a Weyl-type asymptotics for M(λ; −gq, ∆) with a remainder, which allows us to obtain bounds on the growth of N(λ 1 , λ 2 ; −gq) as g → ∞.
We begin with an asymptotic formula for the Schrödinger operator −d 2 /dt 2 − q on a bounded interval ∆ ⊂ R + with the Dirichlet boundary conditions but without any matching conditions. Denote the counting function of this operator by #(λ; −q, ∆). The next theorem is a minor modification of a similar statement from [19] : ∞) ) be a non-negative function, and let ∆ = (R 1 , R 2 ) with 0 ≤ R 1 ≤ R 2 < ∞. Then for any λ ∈ R one has (6.12) #(λ; −q;
where the constant C does not depend on ∆, g and is uniform in λ on a compact interval.
Proof. Assume without loss of generality that R 1 = 0. The idea is to use the fact that the number #(λ) = #(λ; −q, ∆) equals the number of roots of the solution u of the equation
lying strictly inside ∆. To find the number of roots, represent u in the polar form:
with a λ 0 > 0. The equation (6.13) and the above equalities define the real-valued amplitude β and the phase ξ uniquely under the assumption that ξ is continuous. Substituting (6.14) in the equation (6.13), one obtains the following non-linear equation for ξ:
and a linear equation for β:
.
Since β never vanishes, the number of roots of u equals the number of points t ∈ ∆ where ξ(t) = 0(mod π). From (6.15) it is clear that ξ ′ (t) = f (t) > 0 for those t, so that
Therefore (6.15) implies that
It remains to take λ 0 = |λ| + 1.
Theorem 6.5. Suppose that q satisfies Condition 5.7 and let ∆ = (R 1 , R 2 ) with 0 ≤ R 1 ≤ R 2 < ∞. Then for any λ ∈ R one has
for all g ≥ g 0 , where the constant C does not depend on ∆, g and is uniform in λ on a compact interval.
Proof. Let us split ∆ as follows:
Then by the decoupling principle
To study each ∆ k we use Theorem 6.4. Namely, since |q ′ | ≤ Q and q ≥ cQ, the estimate (6.12) yields:
with a constant independent of k. Adding up these inequalities over k = l, l + 1, . . . , m, we arrive at (6.16).
Let us derive from this theorem the asymptotics for the counting function M(λ; −gq, ∆) with ∆ = (k, ∞), k > 0.
Theorem 6.6. Suppose that Condition 5.7 is satisfied and let
uniformly in k, and
Proof. The estimate (6.18) follows from (6.17) by virtue of (4.10).
Let us prove (6.17). Let ∆ 1 = (k, k + α] and ∆ 2 = (k + α, ∞). In view of Lemma 6.1 and the relation (4.5) it suffices to show that the distribution function M(λ; −gq, ∆ 1 ) satisfies (6.17) . This is a direct consequence of Theorem 6.5 and the identity (4.9).
The formula (6.19) follows from (6.17) in view of the inequality √ g ∞ k+α q(t)dt ≤ Cα.
Individual asymptotics. Power-like potentials
In this section we study the individual counting function M(λ; s gq k ) for q satisfying (5.6) with Q(t) = (1 + t) −2γ , where γ > 0 is arbitrary for both cases s = ±1. In contrast to the previous section here we focus on the asymptotics of this function under the assumption that g and k tend to infinity in a coordinated way (see Lemma 7.3 below). We shall use the following notation:
Emphasise again that the main difference with the asymptotics obtained in Theorem 4.3 is that now it is determined by the density of states for the unperturbed operator A 0 .
We begin with the study of asymptotic coefficients.
7.1. Asymptotic coefficients. Introduce the asymptotic coefficients for M(λ; ±gq k ):
and for N(λ 1 , λ 2 ; ±gq k ):
It is clear that F ± ≥ 0 and G ± ≥ 0 if λ 1 ≤ λ 2 . Some other useful properties of F ± , G ± are collected in the next Lemma:
(iii) If s = +1 and λ > λ − or s = −1 and λ < λ + , then
± with d ± = |λ − λ ∓ |, and
Proof. (i) By (3.24) , the integrand in the definition (7.2) does not exceed C(s + σ) −γ for s = −1 and min{ρ(λ), C(s + σ)
−γ } for s = +1. The required estimates follow immediately.
(ii) Let γ ≤ 1. Let first s = +1, so that λ ∈ (λ − , λ + ]. Define R > 0 to be the number such that λ − R −2γ = λ − . Consequently, λ − (s + σ) −2γ ≥ λ − for s + σ ≥ R, and hence
This implies that
Consider now the case s = −1, so that λ ∈ [λ − , λ + ). Let R > 0 be the number such that λ + R −2γ = λ + . Consequently, λ + (s + σ) −2γ ≤ λ + for s + σ ≥ R, and hence
(iii) For brevity consider only the case s = −1, so that λ < λ + . For s ≥ σ − − σ, σ − = σ − (λ), the integrand in (7.2) equals zero. Besides, as ρ(λ) = ρ(λ + ), in view of (3.23) we have
Integrating this inequality in s, we obtain the required lower bound for F − (σ, λ). The analogous bound for F + (σ, λ) is obtained in the same way.
(iv) It suffices to notice that for any 1-admissible λ and any R > 0 one has
ds for all σ ≥ 0.
(v) Arguing as on the previous step, it suffices to prove that the integral of the form (7.3) over a finite interval is bounded uniformly in σ > 0. By (3.24)
which provides the required boundedness.
When studying the sum of the counting functions, we shall need some properties of the sum of asymptotic coefficients F ± (β k , λ): 
Proof. For brevity we omit λ from the notation of F ± .
(i) Let σ ∈ (k, k + 1] be an arbitrary number, and let
Observe that
Now it follows from (3.24) that
Thus, by definition (7.4), for each R > 0 one has
or, changing the variable under the integral,
Clearly, the first term tends to zero under the conditions (7.5). The last two integrals tend to zero as α → ∞ by Lemma 7.1(i), (ii). Consequently, for each R > 0
where lim sup is taken under the conditions (7.5). Recall that by Lemma 7.1 F R ± (σ) converges to F ± (σ) as R → ∞ uniformly in σ > 0. Thus the r.h.s. of the above inequality vanishes as R → ∞. This proves (7.6).
(ii) By Lemma 7.1(i), (v) , and also by definition (7.3), the functions F + and G ± are integrable in σ for γ > 2. If γ < 2, then F ± , G ± have compact support due to Lemma 7.1(iii). They are also integrable near σ = 0 by virtue of Lemma 7.1(i). If γ = 2, then the same applies to F + and G ± again by Lemma 7.1(i), (iii), (v).
Lemma 7.2 guarantees that the asymptotic coefficients in Theorems 5.5 and 5.9 are finite.
Asymptotics of M(λ; ±gq k ).
Lemma 7.3. Let q satisfy (5.6), and let λ, λ 1 , λ 2 ∈ [λ − , λ + ] be 1-admissible. Then for any function δ = δ(α) satisfying (7.5) and any fixed A > sup α δ(α), one has lim max
Proof. Note without further ado, that (7.8) is a direct consequence of (7.7) in view of (4.11) .
Let us concentrate on the proof of (7.7). By (6.3) it suffices to establish the required asymptotic formula for the counting function M(λ; ±gq k , ∆) with ∆(g) = (0, Rα] and afterwards take R to infinity. The proof of this fact is an adaptation of the corresponding argument from [19] .
Suppose first that q(t) = Q(t). Let us split (0, R] into L identical subintervals (s j−1 , s j ], j = 1, 2, . . . , L, so that s 0 = 0, s L = R and s j+1 − s j = RL −1 , and denote
Define step functions q n,1 , q n,2 :
Here we have denoted β = β k . Further proof is for the case s = −1 only. The other case is done in the same way. Clearly, q k,2 ≤ q k ≤ q k,1 , and hence the counting function of the operator A 0 − gq k with the Dirichlet conditions at the ends of the interval ∆ satisfies the two-sided estimate
Let us find the asymptotics of the r.h.s. We are going to use the decoupling principle again:
Now, using Theorem 3.4, we get for each j
with a universal constant C. Since β ≥ δ, we obtain from (7.9) that
This can be rewritten as
To replace the sum in the l.h.s. by the integral, we use the Hölder property (3.24) with
Now we infer from (3.24) that
Substituting this estimate into (7.10), we get
Arguing similarly, we arrive at the analogous lower bound for N(λ; −gq k,2 , ∆). Consequently,
In view of Theorem 3.4 we also have
By (4.9), in combination with the previous estimate this gives
The parameter L can be chosen so as to insure that E → 0 as α → ∞. Indeed, in view of (7.5) αδ 2γ+1 → ∞ as α → ∞. Therefore, defining
we guarantee that
Taking R to infinity and referring to Lemma 7.1(iv), we obtain (7.7), thus completing the proof for q(t) = Q(t). It remains to include the potentials satisfying (5.6). To this end note that under the condition (5.6), for any ε > 0
if k is sufficiently large. Thus, using the monotonicity of M(λ; V ) in V (see Sect. 4) and the asymptotics (7.7) for q = Q we easily deduce (7.7) for the general case.
In conclusion note that we shall not need the asymptotics (7.8) Throughout this section we assume that λ, λ 1 , λ 2 are 2-admissible and satisfy (4.21).
8.1. Proof of Theorems 5.5 and 5.9. Recall that in Theorem 5.5 we assume that either s = −1, γ < 2, or s = +1 and γ > 0 is arbitrary. In Theorem 5.9 γ > 0 is arbitrary, but if s = −1 and γ ≥ 2, then the potential q satisfies Condition 5.7.
Step I. To begin with we show that "small" or "large" values of k do not contribute to the sums M and N .
Suppose that k ≥ Aα with some fixed A > 0. Then for γ ≤ 2 and large A the perturbation gq k ≤ CA −2γ is small and therefore M(λ, ±gq k ) = 0, since λ is strictly inside the gap. For γ > 2, by (5.3) we have
By (4.11) a similar bound holds for the sum of the functions N(λ 1 , λ 2 ; ±gq k ) for all γ > 0. These calculations again show that k ≥ Aα do not contribute as A grows. Suppose that k ≤ δα. If γ < 2 and s = −1, then the bounds (5.3) (for γ > 1) and (6.5) (for γ ≤ 1) ensure that for δ > 0
Cδα 2 ln α, γ = 1;
This means that the share of this sum becomes small when δ → 0. For γ = 1 we can take δ to be arbitrarily small constant, independent of α. With γ = 1 we must be more careful. Since we want to obtain the asymptotics of order α 2 , we should "kill" the "ln" term in the estimate by choosing δ to be dependent on α, but in a very mild way: δ = α −η with a parameter η < (1 + 2γ) −1 , so that the condition (7.5) from Lemma 7.3 is satisfied. For s = +1 the estimate (6.6) yields:
As in the case s = −1 and γ = 1, it is possible to take δ to be an arbitrarily small constant. However, for the sake of uniformity, we take δ = α −η , for both signs s = ±1. Consequently,
and the condition (7.5) is satisfied. In the case of the function N the estimate (6.7) guarantees that
for s = +1 and all γ > 0. If s = −1, γ < 2, then the same bound follows from (8.1) and (4.11). In the case s = −1, γ ≥ 2 the estimate (8.2) is a direct consequence of (6.18). Thus, it remains to study the sums (4.3), (4.4) only over the numbers
, and a fixed A ≥ sup α δ.
Step 2. We use the notation (7.1). Estimate using (7.6):
The r.h.s. tends to zero by Lemma 7.3. Consequently lim α −2
[Aα]
By (4.11) and (7.3) this equality implies that
Referring to Step I of the proof and Lemma 7.2(ii), we can now replace the lower and upper limits of summation and integration by 0 and ∞ respectively. This completes the proof of Theorems 5.5, 5.9.
8.2. Proof of Theorem 5.8. By (5.6),
where ǫ k → 0 as k → ∞. From here we find by virtue of Theorem 6.6 that the function M((λ) has the following asymptotics:
uniformly in k ≥ 0. Observe that the components with numbers k ≥ Ag 1/4 do not contribute if A is sufficiently large, since |gq k (t)| ≤ CA −4 . Let us turn to the remaining terms:
The second term in the r.h.s. is of order O(g 1/2 ) in view of the known formula for the partial sum of the harmonic series. By (8.3) the first term is bounded by
Since ǫ k → 0 as k → ∞, this quantity is of order o(g 1/2 ln g).
8.3.
Proof of Theorems 5.10, 5.11. Rewrite the sum M in the form
Sinceq (k) , k ≥ 0, satisfies the bound (5.9) for all t ≥ R 0 , from Theorem 6.3 we obtain that
Consequently,
On the other hand, by (5.5)
The asymptotics (5.10) follows.
The estimates (5.11) and (5.12) are proved in the same way. By (6.9) and (8.4), (4.11) 
9. Asymptotics of M(λ, A ±gq ) and N(λ, A ±gq )
Here we turn to the study of the sums (4.1) and (4.2). As before, to ensure that they are finite we assume that λ, λ 1 , λ 2 satisfy (4.21) with the same closed interval I. Due to the presence of exponential terms in the sums, their study is more complicated than that of M , N, and hence the asymptotic formulae are less explicit. Another feature is that for the exponential and power-like potentials the results are qualitatively different.
9.1. Exponential potentials. In this subsection we always (except for Theorem 9.3) assume that q(t) = Q(t) = e −2κt . We precede the proof with an elementary but convenient lemma: Lemma 9.2. Let n(t), t ∈ R be a bounded function such that n(t) = 0 for all t ≤ t 0 with some t 0 > 0, n(t) ≤ Ct Proof. The sum in the r.h.s. of (9.5) is finite, since for sufficiently large k we have ge −2κk ≤ t 0 . Denote
n(g), Ξ(g) = g Using the notation (6.1) and introducing new functions F (α) = Ξ(g), f (α) = ξ(g), we arrive at the equation
Since n(t) satisfies (9.4), f (α) = 0 for α ≤ α 0 = (2κ) −1 ln t 0 , and f (α) ≤ Ce −2κǫα , α ≥ α 0 . Therefore all the conditions of the Renewal Theorem are satisfied (see [14] , Chapter XI.1, or a modern exposition in [16] ), which guarantees the existence of a 1-periodic function φ which is bounded and separated from zero, such that F (α) = φ(α) + o(1), α → ∞. which leads to (9.2) after substitution φ(α) = φ α/(2κ) .
Proof of Theorem 9.1. (i) The proof is done simultaneously for both signs s = ±1. We use Lemma 9.2 with n(g) = N(λ 1 , λ 2 ; ±gq). Since N(λ 1 , λ 2 ; ±gq k ) = n(ge −2κk ), by (4.2) the function N(g) in the r.h.s. of (9.5) coincides with N(λ 1 , λ 2 ; A ±gq ). By (5.5) and (4.11) n(t) = 0, t ≤ t 0 for a sufficiently small t 0 > 0. Moreover, by (6.18) or (6.7), the second condition in (9.4) is also fulfilled for any ǫ < β(2κ) −1 . Thus the required asymptotics (9.2) follows from Lemma 9.2.
(ii) The cases s = +1 and s = −1 are treated separately. Let first s = +1. Denote now n(g) = M(λ; gq). Then, similarly to the first part of the proof, the total counting function (4.1) coincides with (9.5). By (5.5) and (6.6) the function n satisfies (9.4) for any ǫ < β(2κ) −1 . Thus Lemma 9.2 guarantees the asymptotics (9.3) for s = +1.
In the case s = −1, κ < β, the first condition in (9.4) is satisfied for n(g) = M(λ; −gq) in view of (5.5). Besides, (5.5) ensures also that the second condition is satisfied with ǫ = β(2κ) −1 − 1/2 > 0. Again, Lemma 9.2 leads to (9.3) for s = −1.
For s = −1 the cases κ < β and κ > β are described by Theorem 9.1 and Lemma 5.3 respectively. Let us handle the critical case β = κ. We emphasise that this is the only asymptotic formula in this subsection which does not require the exact equality q(t) = e −2κt . Since α = ln g/(2κ), now it follows from (9.6) that Since A is arbitrary, the required result follows.
9.2. Power-like potentials. For power-like potentials the asymptotic formulae that we obtain, are less informative since they are established for ln M and ln N. For the sake of illustration we consider here only M(λ; A ±gq ). The corresponding asymptotics of N(λ; A ±gq ) can be easily derived using the same argument as well. For simplicity we assume that q(t) = Q(t) = (1 + t) −2γ . For more general power-like potentials the results follow by monotonicity of M with respect to the potential. Recall that I denotes the interval defined in (4.21). We also use the notation d ± = |λ − λ ∓ |, σ ± = d 
with a constant C ′ depending only on b, γ. Lower bound. For the lower bound we drop all but one term from the sum (4.1): for any ǫ ∈ (0, 1) we have
By Lemmas 7.3 and 7.1(iii),
for sufficiently large α. Since β k = (k + 1)α −1 , we see that the r.h.s. is bounded from below by c ′′ αǫ 3/2 with a constant depending only on d ± . Consequently, M(λ; A ±gq ) ≥ cǫ 
