By extending an already well known LHV model for the bipartite correlations in the ClauserHorne-Shimony-Holt inequality to account for the probabilities of detection when the polarizers are removed, we show that, not only: (i) the phenomenon we call "detection probability enhancement" (ENH) can be straightforwardly included within the usual LHV framework for homogeneous Bell inequalities, but also: (ii) the violation of the non-genuine version of the CH inequality (the only testable one, as far as photons are concerned) can then arise as the most natural consequence of that phenomenon, resulting from a breach of the so-called "no-enhancement" assumption. Our modified model does not, on the other hand, satisfy all quantum predictions for any particular state (which is a computationally expensive problem), but merely stands for an example to point out the relevance of ENH in the framework of Bell inequalities, from a pre-quantum perspective; more exhaustive work in that direction is left for elsewhere. In any case, the plausibility of ENH playing a crucial role also at the fully testable, physical level is on the other hand strongly suggested by what we call "the Wigner-PDC picture of photon entanglement".
I. INTRODUCTION A. On "loopholes", and a brief reference to recent results
Compatibility with local-realism (LR) defines a subset within the whole set of states allowed by the formalism of Quantum Mechanics (QM). States giving rise to any sort of "non-locality", "steering" [1] , etc. would clearly not lie within that subset. Recently, once more some of those phenomena seem to have been experimentally observed [1, 2] ; due to obvious reasons, a brief comment on them is due here: while the issues addressed are no doubt interesting and a convenient object of research, we should bear in mind that, unless no other interpretation is excluded (i.e., unless any possible loophole is closed), their relevance in regard to whether local-realist alternatives to QM exist or not is only limited.
Loopholes mean that either (i) LR's frontier is displaced for the conditions of that particular experiment, or (ii) the physical state we are probing in the experiment actually lied, from the beginning, within that frontier. I.e., either the observed predictions of QM do not really contradict LR and/or they are not observed "alone", but supplemented with additional features that, aside from providing room to reconcile them with LR, will also introduce an uncertainty element in the preparation process (and hence a mismatch between the desired state and the one that has been physically achieved in the laboratory). On the other hand, the fact that the observation of such predictions is so intensively pursued... can only * Electronic address: drodriguez@us.es add legitimacy to our argument, actually.
An instance of (i) could be found in the absence of strict space-like separation in a Bell multipartite experiment, which would in principle apply not only to experiments with massive particles but, for instance, also to [2] 's recent results [3] , or even those of [1] , at least in lack of enough data to dismiss that possibility. An instance for (ii) would regard the assumption that low detection rates in photonic experiments are necessarily a result of independent, stochastic errors in the detectors: as it is well known, the falseness of this hypothesis not only points towards an "unfair sampling", but also to that former mismatch between theoretical and prepared states [4] .
So far, none of the performed experiments seems to be free of loopholes: low detection rates, causal influence between parties, unfair sampling, other effects motivated by the inclusion of a random vacuum background... this last a possibility related to what we treat here and that, curiously, seems to be now explicitly acknowledged, for instance in [1] . Our bottom line is that this cannot be just a coincidence: perhaps, rather than cryptic, disconnected inventions to hang on to LR, we should start thinking of "loopholes" as mere indicators that such local-realistic boundary simply cannot be physically violated.
QM has long been proven to be correct, once and again, but this does not mean that any possible quantum state must have a physical counterpart... at least for any possible set of conditions. Such a relevant question would deserve to be examined with an exhaustive approach, where not only all possible "loopholes" should be addressed, but also their possible inter-relation explored. Up to now, this program has been only partially fulfilled; beyond particular results, we hope our work here contributes in that direction as well.
B. Goals of this paper
The aim of Bell inequalities [5] [6] [7] is to exclude the possibility of local hidden variables (LHV) accounting for the results of a set of quantum predictions for some state and set of observables. However, when we go to experimental grounds, the question is slightly more complex: Pearle and Wigner already realized [8] that below certain minimum detection rates (what is now customarily known as "critical efficiencies"), the results of the corresponding test could still admit, even under a perfect match with quantum mechanical predictions, an LHV description. While the problem of critical efficiencies has, as to be expected, consistently attracted a lot of attention, following a variety of more or less abstract approaches [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] , not much seems to have been dedicated (little more than [20] really) to explore what physics LHV models, beyond their mere existence or non existence for a given experiment, may have been giving us hints about, through some of their very recognizable features, amongst them the one we will call "detection probability enhancement" (ENH). This feature is particularly interesting because it leads to some obvious connections with a fully quantum electrodynamical model of photonic optics (the one we call Wigner-PDC [39, 40] ).
The problem of critical efficiencies is, on the other hand, intimately related with the supplementary assumptions that Bell tests must necessarily assume (at least all those performed with photons) in order to be experimentally realizable. In relation to this, it is well acknowledged that a model M simulating the quantum prediction for the CHSH [21] inequality (when this prediction surpasses the local bound) must violate the socalled "fair-sampling" hypothesis [22] ; departing from there, the main purposes of this paper are two: (i) Therefore, rather than a more exhaustive analysis that we will pursue in further works, our aim is simply to attract some attention on the issue; it is at this stage convenient to approach LHV models from a "pre-quantum" perspective. as mere mathematical constructions regardless of whether they actually simulate a complete set of quantum predictions for a particular choice of state and observables. Such an approach will not prevent us, however, from doing the references to QM whenever these are convenient and do not compromise the clearness of the results.
The paper is structured as follows: the initial LHV model M is given in Sec. II B; in Sec. II C we will introduce a procedure to extend it so as to determine detection probabilities when polarizers are removed; then, we will illustrate the concept of VDP (Sec. II D) and the NEN hypothesis (II E). In Sec. III we will finally provide two particular examples of what we have called "enhancement" (ENH), the first resulting from the procedure given in II C and the second obtained from a slight modification of the former; the job is completed in Sec. IV, where show how they lead to a violation of the nongenuine version of the CH inequality, based on evidence both from the purely computational and a more abstract point of view, in Secs. IV B and IV C, respectively.
In Sec. V we provide a discussion on the feasibility of "enhancement" as a phenomenon predicted by any elementary wave-like model of the photon, as well as a reference to a relevant proposal for an experimental test that being, nevertheless, previous to an actual direct observation of the phenomenon, it may allow to discriminate if such phenomenon plays a real role in the experimental violations of Bell inequalities.
Finally, we conclude in Sec. VI by doing some comments on the (possible) consequences of all this for the locality debate and QM in general. Appendixes A,B contains some complementary material which is intended to help put the results of the paper into context; many lateral questions and details (not strictly necessary for the main line of argument) are treated or developed in notes at the end.
Much of the interest of all this comes from the fact that (what we call) the Wigner-PDC picture of photonentanglement [39] predicts both VDP and ENH: as a last effort, we have included a proposal on how to perform a preliminary test (just a theoretical one nevertheless) on the consistency of such prediction with the framework that we explore here. This is done in Appendix C.
FIG. 1:
At least so far, experimental tests of Bell inequalities always include, implicitly or explicitly, additional assumptions: (at least for our models here) those assumptions are the ones that are violated, instead of local-realism. The diagram does not intend to be exhaustive.
II. PREVIOUS DEFINITIONS

A. Observables
Let us consider two pairs A 1 , A 2 and B 1 , B 2 of distant observables, each of them corresponding to two alternative (and therefore mutually excluding) configurations of the measuring apparatus, for instance φ A,i and φ B,j , i, j ∈ {1, 2}, respectively, so:
which assumes a deterministic description on a (vector of) hidden variables λ that will suffice for our purposes here [28] .
B. An LHV model for the CHSH (optimal) correlations Let us consider an LHV model simulating the quantum correlations for a maximally entangled state and observables distributed so as to produce the maximum violation in the typical test for the CHSH [21] inequality. This model is a particular case of the family of models given in [17] ; specifically it corresponds to the case N = 2 (two observers, two observables per observer).
In this model, every pair of particles is in a "state" (A 1 , A 2 ; B 1 , B 2 ) that determines the response of particle 1 when A 1 or A 2 is measured, and the response of particle 2 when B 1 or B 2 is measured. Each particle has 3 possible responses to the local measurements: being detected by the detector −1, being detected by the detector +1, or being undetected. We denote them as −1, +1, and 0, respectively. For instance, (+1, −1; +1, 0) denotes the state in which if A 1 (A 2 ) is measured, then particle A will give the result +1 (−1), and if B 1 (B 2 ) is measured, particle B will give +1 (will not be detected). Any such LHV model has, therefore, 3 4 = 81 different possible states, each of them occurring with a specific frequency.
Let us also make use of the following conventions: P (A i ) is the probability that particle A is detected (giving either 1 or −1) when A i is measured, P (A i |B j ) is the probability that particle A is detected when A i is measured conditioned to the fact that particle B has been detected when B j has been measured, P (A i , B j ) is the probability that particle A is detected when A i is measured and particle B is detected when B j is measured. Later we will use P (A) = P (A = 1), P (B) = P (B = 1) to denote that particle A,B, respectively, is detected when the polarizer is removed, with A = 0, B = 0, denoting absence of detection. Now, assuming that all the detectors have identical detection efficiency η, and that this efficiency is independent of the observable measured, any LHV model must satisfy the following restrictions:
and, redundantly, P (A i , B j ) = η 2 too, for all i, j ∈ {1, 2}. Besides, if the LHV model must reproduce the results of the Bell experiments on a maximally entangled state, the following additional restrictions must be satisfied:
for all i, j ∈ {1, 2}, and, if the LHV model must reproduce the maximum violation,
Defining now the following subsets of states:
and letting 
and
the LHV model in which each of the states in M P appears with frequency p/8, each of the states in M Q appears with frequency q/8, and the state in M R appears with frequency 1 − p − q, satisfies (2)- (5), and gives a β consistent with (9) (all for η = η crit , see [33] ). Specifically, the maximal violation allowed by QM (β = 2 √ 2) is obtained when p ≈ 0.40 and q ≈ 0.57. On the other hand, for the same β, other models (they are not unique) can be obtained for η < η crit (β) [34] . Finally, we note that M violates "fair sampling" [22, 31] .
C. Detection probabilities without polarizers
We will now simply add two last instructions to each "state" of our initial LHV model M (see Sec. II B), obtaining a new model M ′ in the way that now, for each state s ∈ M ′ , we have to provide six (and not only four) values:
The last two instructions A, B ∈ {0, 1} simply tell if the corresponding particle would be detected ('1') or not ('0') if no polarizer was placed on its way. The LHV so defined should now also abide to the following set of (experimentally testable) restrictions:
and of course we would also have, this time redundantly, P (A, B) = η 2 and P (A i , B) = P (A, B j ) = η 2 , all ∀i, j.
D. Variability of the detection probabilities
The former (12)- (15) are conditions on the whole ensemble of states s ∈ M ′ . Indeed, let us consider, amongst them, P (A i |B) = η, which, let P s (·) be a probability conditioned to a state s, really means
i.e., we do not need to satisfy P s (A i |B) = η, ∀s ∈ M ′ , but simply do it "on average". On the other hand, the room for variability in P s (A i |B), P s (B j |A) is obviously also there for P s (A i |A), P s (B j |B) (these last are of course not experimentally accessible, but are indeed perfectly defined from the mathematical point of view), which in addition are not even constrained by an "average condition" such as (16) . Therefore, in general we will have P s1 (A i |A) = P s2 (A i |A) and P s1 (B j |B) = P s2 (B j |B), for s 1 = s 2 and s 1 , s 2 ∈ M ′ . Following [20] , we will call this a "variable detection probability" (VDP).
E. The no-enhancement assumption
The no-enhancement (NEN) assumption in [7] would stand simply for
The requirement on every state is already present in Clauser and Horne's formulation: "for every emission λ..."; here each state s corresponding to a particular λ.
III. INTRODUCING ENHANCEMENT
A. An example of "enhancement"
There are many different models M ′ consistent with restrictions (12)- (15); a particularly simple one is obtained from the following assignations: (i) A = B = 1 for states in M P , obtaining an extended subset M ′ P , (ii) A = 0 where some A i = 0 (for instance, when A 2 = 0, but not when A 1 = 0), and B = 0 where some B j = 0 (for instance, when B 2 = 0, but not when
′ already satisfies (12)- (15), from the fact that M already did the same with (2)-(3), all provided that P (M ′ P ) = p and P (M ′ Q ) = q, with p and q retaining, for a given η, their former values in (10a)-(10b). For instance (the construction is not unique for the restrictions involved so far):
where we note now that some of the states clearly defy (17) ; that is indeed the case of, again for instance, the third state in M ′ Q , where A = 0 but A 1 = ±1.
B. A second example
Finding an LHV model for the complete set of quantum predictions that one can test in a double channel [29, 30] test of the CH inequality, i.e., the complete set of quantum predictions upon a given state and set of observables, is something computationally complex; we will be content here with an intermediate step, for lack or more exhaustive calculations. For instance, following the procedure in [35] we can obtain a new model M ′′ that now also satisfies, along with restrictions concerning the CHSH maximal-entanglement correlations and the testable behavior of detectors with and without polarizers, (A4)-(A5), yet not necessarily (A1). It is on the other hand obvious that some of the states in M ′′ would still manifest ENH, just as the ones in M ′ did.
IV. CONSEQUENCES FOR EXPERIMENTAL TESTS
A. Genuine and non-genuine tests
From here on, P M (·) will stand for a probability defined on (any) LHV model M. The following two quantities correspond to what one would be able to observe in the respective (and hypothetical in the first case) tests of the CH inequality [24] and its operational expression [32] (proposed in [7] ) on the model M ′ , what we will respectively call, following Santos' classification [26], the "genuine" (GEN) and "non-genuine" (NG) tests:
B. Simulations
In Fig.2 we explore the behavior of M ′ in both the former situations: clearly, the introduction of ENH in our initial LHV model M (obtaining M ′ ) has been enough to qualify it to violate the NG version of the CH inequality. Details of the calculations are given in [36] . We must remark that M ′ , M ′′ are just instances of LHV model simulating the CHSH correlations as well as probabilities of detection where polarizers are removed, these last in a consistent way with all experimentally testable restrictions; however, they do not necessarily correspond to any legitimate quantum state and set of observables. At least from a "pre-quantum" perspective, M ′ and M
′′
should already be convincing examples of the crucial role that ENH plays in the context of Bell inequalities, a more explicit one in relation to inhomogeneous ones. [12] , there are states whose associated prediction β > 0 cannot be simulated for η > ηcrit ≈ 0.67 (i.e., for those values of η no LHV model exist even for β barely above the local bound); here M ′ , M ′′ do not reproduce all quantum predictions involved in the CH inequality for any particular state, which explains the deviation from the (well known) critical behavior.
C. A simple mathematical interpretation
Any LHV M ′ defines a probabilistic space (Λ, ρ) where ρ(λ) : λ ∈ Λ → [0, 1]; let us now consider the subsets of events (or in LHV terminology, states) Λ A , Λ B ⊂ Λ as the ones where always A = 1 and B = 1, respectively. Then, (20) can be rewritten as
which clearly shows that β CH ng (M ′ ) ≤ 0, is not in general a legitimate Bell inequality (which means the bound can be violated), unless Λ A ≡ Λ B ≡ Λ, i.e., unless all the probabilities are estimated on the same set Λ, or at least unless all the corresponding estimates keep statistical significance with respect to Λ.
The former said, the no-enhancement assumption [23] does not assure the statistical significance of the "marginal" terms either, but only that β CH ng ≤ 0 remains a legitimate inequality: in Appendix B we provide a proof of this, along different lines to those of [7] .
V. DISCUSSION
While the enhancement of the detection probability for a photon as a result of merely going through a polarizer or another passive optical element may certainly seem implausible (though not impossible) in the usual particlelike model to the photon, it comes up as the most natural consequence of a wave-like, QED-supported description of light. In that image, any components of the incident signal rejected by the polarizer would be substituted, at the exit and for the corresponding empty polarization channel, by new random components from the stochastic background that QED predicts. Hence, this new random components would modify the overall intensity arriving to the detector, and therefore the value of the detection probability, at least as given by Glauber [45] .
The former wave-like description materializes in the work of Casado et al [39] , but is not necessarily or exclusively associated to it: it departs from deeper, absolutely basic elements within the formalism of QED. It may also be useful to add that Casado et al 's work, while not completely devoid of difficulties, is not at all at any sort of dead-end alley as some seem to pretend: see [46] .
On the other hand, such a description would not necessarily conflict, and indeed does not, with the particle-like behavior that is assumed in the common, widespread approach, where the photon is regarded merely as a massless half-integer spin (that common approach departs, we should neither forget, from a mere formal analogy of plane-wave polarizations states with the algebra of half integer spin). On the contrary, the wave-like description has the potential to enrich the particle-like model, and the phenomenon of "enhancement" comes as a perfect example of this. Actually, these kind of phenomena (if they are ever observed in a real experiment) could, in some ways, be considered more than just evidence that physical states of light may always avoid conflict with local-realism; further than that, they would be evidence of the wave-like nature of that very same light.
As a matter of fact, a (sort of) experimental demonstration of "macroscopic enhancement" is of an utmost simplicity, as shown in Fig. 3 ; the only element to be substituted in our argument is the origin of the random components that re-shape the signal after the polarizer. In the microscopic case they would stem, as anticipated, from the typical QED-vacuum, whereas in the macroscopical one they may correspond to a simple re-remission of power from the material from which the polarizer is built. Then, only the presumption that something different may happen at the microscopic level can explain Clauser and Horne's original inclusion of the "noenhancement" (NEN) assumption. Certainly, one can understand it if we confine ourselves to the particle-like framework: a photon will then either pass or not pass through the polarizer, and there is simply no other intermediate possibility. From a wave-like one, however, the NEN assumption does not make the minimum sense any longer.
The former said, of course a microscopic direct observation of ENH would surely be quite difficult to attain: we would have to track down the fate of each photon (or "wavepacket" emitted from the source) individually. Indeed, we would have to be able to estimate its probability of detection before and after it goes through the polarizers, something that looks almost impossible, as all we can be sure of in a Bell experiment is whether a detection has been obtain at a particular time-stamp or not (and in absence of a coincidence in both arms, we can be sure that one particular "photon" has gone undetected, but nothing else). Yet, there are still obvious ways to "observe" ENH in an indirect way: for instance and as it can be easily inferred from our work in this paper, an advocate of the local-realistic interpretation would claim that the experimental violation of an inhomogeneous Bell inequality (such as the CH inequality) is, as a matter of fact... evidence that ENH is taking place! Nevertheless, luckily there is already some worthy literature suggesting a perhaps more traceable route to check experimentally the sort of phenomena we are mentioning here. First we note that whether ENH may or may not seem plausible or not (we hope we have with this discussion already convinced the reader that it definitely is), all local hidden variables (LHV) models accounting for violations of Bell inequalities (whether inhomogeneous, where ENH would play a role, or merely homogeneous) rest on the fact that the underlying sample is being, for one reason or another, "unfairly sampled".
FIG. 3:
We use two polarized lenses such that the one closest to us is oriented orthogonal to the laptop screen polarization, blocking all transmission. A second lens between that first and the screen clearly enhances the light going through the dark one. Yes, we are aware that each lens reduces the overall intensity (integrated for both polarizations), and a "black box" including the closest lens and the photographic camera is of course not a good analogue of photo-detector, due to the fact that these do not distinguish between polarizations... yet, one cannot help realize that, basically, the process taking place locally at the intermediate polarizing lens can be considered indeed an analogue of the ZPF-driven microscopic "enhancement"; whether, macroscopically, such process takes place due to re-radiation from the material or whatever other phenomenon does not alter the fact that, just as in the onephoton case, a polarization channel that was (almost) empty at the entrance of the lens are now at the exit carrying a nonnegligible intensity. In the case of macroscopic light the new components will just perform the expected "rotation", which cannot increase the total intensity of the signal anyhow; for low enough intensities, however, new random vacuum components can incidentally increase the overall intensity, which in the "particle-like" language would be interpreted as "the photon increases its probability of detection". I thank R. O'Reilly for the picture.
In regard to the former, so far to our knowledge Adenier and Khrennikov's proposal in [47] provides a valid, easily performable (and curiously still awaiting an attempt at it) experimental test of the "fair sampling" hypothesis. Experimental evidence of a breach of "fair sampling" would not guarantee that phenomena such as ENH take place, but if on the contrary such assumption is found to be correct, ENH would have to be regarded as irrelevant in relation to the conclusiveness of Bell tests performed upon inhomogeneous inequalities (all this of course in absence of any other loopholes). To this we add that the setup necessary for Adenier-Khrennikov's test has the advantage of being of a remarkable simplicity.
VI. CONCLUSIONS
As it is well known, in experimental tests of homogeneous Bell inequalities [25] performed with photons, low detection rates open room for "unfair sampling", a breach of the so-called "fair sampling" hypothesis [22] , casting doubt over the conclusiveness of their result [16, 17] . On the other hand, the tests of inhomogeneous inequalities require their own additional assumption: noenhancement [23] (or an equivalent one). In this paper, we have investigated if the necessary element to simulate a violation of the local bound in this second case (a breach of the no-enhancement assumption), could fit well in the framework of the LHV models developed for the first of them. The answer is so far positive: here we provide evidence that what we call enhancement (ENH) is directly (and easily) accomodable in an LHV model built to (and only to) be able to account for the bipartite correlations involved in an homogeneous inequality, say the CHSH inequality. The phenomenon of ENH is, on the other hand and as to be expected, constrained by the values of the detection rates, consistently with the fact that LHV models simulating a violation of a Bell inequality can only exist for such rates below certain thresholds, customarily known as "critical efficiencies".
The fact that the former critical thresholds have not even been approached in most of the possible scenarios [37], together with the the appearance of ENH within an alternative approach to quantum optics based on PDC (what we call the Wigner-PDC picture of quantum optics [39, 40] ), are in our opinion strong reasons to support the view that such a phenomenon is more than just a conceptual curiosity, invented at convenience for the sake of keeping local-realism alive. For clarity we will add that, given the fact that the Wigner-PDC approach is of a field-theoretical nature and therefore purely wave-like, the former would imply, perhaps needless to say, that the customary picture of the "photon" as a particle may also be an oversimplification.
We must also remark that the procedure used in Sec. II C is quite arbitrary and does not guarantee that M ′ satisfies all quantum predictions for a particular state and set of observables; such demands are nevertheless unnecessary for our purpose here, which is merely to expose the relevance of the role of ENH within the framework of Bell inequalities, at the purely mathematical level. Though this choice of perspective is in part obliged by the fact that obtaining an LHV model for all quantum predictions on a certain state and set of observables is in general computationally expensive, we also think it is convenient from the point of view of the clarity of the results. A fully quantum approach on the problem will anyway be carried out elsewhere.
We would also like to add that, even though what we expose here can be interpreted as "suggesting a new loophole in Bell experiments", we have deliberately tried to avoid such a point of view, that we consider extremely poor and reductionist, as well as also responsible of the fact that much of the very valid research in these questions has been ignored abandon along the way. We will elaborate on two reasons: (i) first, the variability (and enhancement) of the detection probability is not a "technical problem" that prevents the obtainment of a conclusive result in some kind of experiment; much further than that, it is a fundamental physical phenomenon in the arena of a fully QEDbased (and therefore field theoretical description) of light, that therefore deserves attention on its own; (ii) secondly, what we are trying to provide here is not any closed result, but more importantly a framework that encourages others to examine these questions with all the detail they deserve.
In relation to all the former, in Sec. C we have included a proposal on how to test if our picture of VDP and ENH is ultimately consistent with that of the Wigner-PDC approach [39] ; it is a barely theoretical test, but that nevertheless seems a promising direction to continue the exploration that we have advanced here.
In any case, regardless of whether we invoke or not the Wigner-PDC picture, the detection loophole in Bell experiments involving photons can (at least until now) always be interpreted as the fact that the subset of "preparable" quantum states is indeed the one of those whose behavior does not collide with local-realism.
As a last remark we will add that, to our knowledge, Bell experiments with massive particles [38] may reach high detection rates (therefore "closing" the so-called detection loophole), yet they: (i) do not meet strict locality conditions, (ii) seem to also involve photons in non trivial ways, a question that we would like to explore in detail in future efforts.
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Appendix A: Additional quantum mechanical restrictions
The material contained in this Appendix is intended to facilitate that the results in this paper are put into context; in particular, the fact that we have not provided precise LHV models accounting for all quantum correlations. The former does not mean that our results are irrelevant or ill-defined, but just that more exhaustive work is due on the issue.
In this paper, an initial LHV model M has been extended to obtain a new one M ′ , that gives also the probability of detection of a particle when polarizers are removed, while keeping coherence with all experimentally testable restrictions concerning the detectors.
However, we have not guaranteed that M ′ simulates any other quantum predictions than the ones for the bipartite correlations that M already did; for instance, M ′ as defined above will not in general satisfy (from now on P |ψ (·) will denote a probability predicted by QM for a certain state |ψ ):
or what we will call the non-genuine conditions for |ψ :
all of them ∀i, j and for all ∀a, b ∈ {±1}, but so far (we are referring now to our examples M ′ , M ′′ ) just some of them. In any case, eqs. Finally, we note that finding an explicit LHV model satisfying all (A1)-(A5) is equivalent to explore the "local polytope" [41] defined in a space of dimension equal to the number of possible different states in the model, in this case 3 4 × 2 2 = 324 (we have to assign a value to each frequency ρ s , inside the "acceptable" polytope of solutions); this can be computationally expensive, and clearly more complex than just determining the so-called "critical efficiency" from the same approach.
Appendix B: Test under the no-enhancement assumption
Under the no-enhancement (NEN) assumption (17), the non-genuine version of the CH inequality, i.e.,
with β CH ng as given in (21), is however still a legitimate inequality. Our derivation goes along different lines to those of [7] , because of which it may be convenient to include it.
Clauser and Horne's original derivation relies on the so-called "factorability condition" [43] , which in our notation translates to
which we can use to arrive to
From here, assuming a reasonable condition such as P (A|λ) = P (B|λ) (for instance justified by the rotational symmetry of each of the detector setups in the absence of polarizers), we can get to (we recall our definition, in Sec. IV C, of Λ A , Λ B as the subsets of states where A = 1 and B = 1, respectively):
or, equivalently (the "subset" notation is convenient for convergence with Sec. IV C), simply
Finally, (B5)-(B6) lead [44], together with the NEN assumption on M ′ , to:
which, taking into account that marginal probabilities enter in the inequality with negative sign, turn β As a matter of fact, (what we call) the Wigner-PDC approach [39] predicts ENH as a strictly local phenomena [40] : it depends strictly on the signal arriving to the polarizer and its orientation. This confers interest to the following distinction:
(ii) Remote VDP :
and the analogous definition for Σ V DP (r) (B j |A i ). The former definitions take into account that (first order) VDP is, in both cases, "washed out" on the overall rates, i.e.,
as well as
consistently with the basic restrictions over our LHV models already given in Secs. II B and II C. Besides, (C1)-(C2) could also be equivalently formulated in terms of P s (A i |B), P s (B j |A), which is immediate to see recalling (B7)-(B8). Now, due to the local nature of the VDP phenomena in the Wigner-PDC picture, and at least for a rotationally invariant state, the local variability (i) must be independent of the set of observables. A feasible test of the Wigner-PDC model would be, then, to check that a set of LHV models can be built for an exhaustive set of choices (rot. invariant state, set of observables)
would vary depending on the corresponding quantum predictions.
Bearing in mind that LHV models are in general not unique for a quantum state and set of observables, the impossibility of finding such a collection of models would suggest that what we are doing may be pure mathematical games with no connection to the real physics of Photonic Optics. Needless to say at this point, that is not at all our opinion.
[21] CHSH inequality, from [6] . Let A1, A2 and B1, B2 be, respectively, pairs of dichotomic (Ai, Bj ∈ {±1}) observables at two distant sides, we write
or simply, for any four values A1, A2, B1, B2 ∈ {±1} we have A1B1 + A1B2 + A2B1 − A2B2 ≤ 2.
[22] The fair sampling assumption is already formulated in [6] : "given a pair of photons emerges from the polarizers, the probability of their joint detection is independent of the polarizer orientations".
[23] The no-enhancement assumption, formulated in [7] : "for every emission λ, the probability of a count with a polarizer in place is less or equal to the probability with the polarizer removed", where λ is the (hypothetical) hidden variable expressing the state (at least the initial one) of the pair of particles.
[24] CH inequality, from [7] : let again A1, A2 and B1, B2 be, respectively, pairs of dichotomic observables (Ai, Bj ∈ {±1}) at two distant sides, a possible formulation (there are equivalent ones) is
Be aware of the following differences in conventions:
Ours here (and in [17] [29] , the typical CH test is performed either on a single or double channel setup, but there is no way one can keep individual track of each and every pair or particles emitted from the source. This is the weakness that opens room both to "enhancement" and also to "unfair sampling" (also called "subset selection" [11] ) in experiments with data-selection. In a double channel experiment, detections are recorded both for each of the two orthogonal polarizations, i.e. counts are actually recorded in both the +1 and −1 channels; this type of setup would allow to test the CHSH and CH inequalities simultaneously, or even the complete set of quantum predictions for a given state and set of four observables.
However, that or any other experimental test involving coincidence rates of different order (for instance single and double, or double and triple) would still require supplementary assumptions, due to the fact that there is no way to identify if the whole set of particles have been simultaneously emitted and then gone undetected, or they were simply never emitted at all. Such a circumstance makes impossible to guarantee that the estimation of those marginal rates is significant of the same set of emitted pairs (i,e, they may be estimated on different subsets Λi of the overall event space Λ). This is always going to be a problem unless we discard any variability on the detection probabilities other than the one introduced by a technologically dependent "inefficiency" (i.e., a perfect "independence of errors" at the detectors). Such is not the case at least in what regards the Wigner-PDC model [39] .
[31] M contradicts the fair sampling hypothesis [22] . It is enough to see that even with the model satisfying (2)- (3), we come across, in general, P (Ai|Bj = b) = η, P (Bj |Ai = a) = η. Indeed, from the model, for instance
η = η. In other words: restricted to the subset of pairs for which one of the particles has a particular polarization (Bj = b for particle B or Ai = a for particle A), the probability of detection of the other particle is variable on the choice of observable, clearly contradicting [22] .
[32] We detail the operational expression used in experiments on the CH inequality, whether the experiment is single or double channel (see, for instance, [29] , eq. 32-33).
From the "number of counts" registered in each detector, we estimate
where ai, bj are the orientation of the apparatus and ∞ stands for the case where no polarizer is placed on the photon's way. Now, substituting in [24] we obtain the inequality β (CH) ng < 0 ("ng" stands for NG [26]), with
where, in relation to [24] , ai ≡ Ai = +1, bj ≡ Bj = +1 and ∞ means the photon is detected with no polarizer or device placed on its way.
[33] The values of p, q as a function of β, η are obtained from the following set of equations:
which is actually only one restriction due to the symmetry of PM P (Ai, Bj), PM Q (Ai, Bj) for all i, j, and
both for Θ = A1, A2, B1, B2, and which again turn to just two restrictions, due to the symmetry of
, we arrive to (9) and (10a)-(10b), of course together with the complementary condition r = 1 − p − q.
[34] Just for completeness, we provide an immediate way of doing so: it suffices to add to the model a new subset of states M Q ′ with one '0' per state (the same kind of states as in MQ), ±1 evenly distributed and simulating β = 2, for instance: M Q ′ ≡ {(±1, ±1; ±1, 0), (±1, ∓1; 0, ±1), (±1, 0; ±1, ±1), (0, ±1; ±1, ∓1)}, so that now p = P (MP ), q = P (MQ), q ′ = P (M Q ′ ), and of course r = 1 − p − q − q ′ = P (MR). Adding this new subset M Q ′ to the model has the effect of decreasing η, while the parameters p, q, q ′ can always be readjusted to leave β untouched. (1 − θB 1 ); and conversely when B1 = 0 for B2, where we have introduced in the model two new pairs of parameters, {θA i } and {θB j }. By choosing θA i and θB j we can guarantee, respectively, (A4) and (A5) for all i, j. It is not complicated to see that those four parameters can be chosen independently and that as long as we abide to 0 ≤ θA i ≤ 1 and 0 ≤ θB j ≤ 1 the new modelM ′ is well defined. Particularly, for the case of maximal entanglement the issue is much simpler; we have P (Ai = +1) = P (Ai = −1), P (Bj = +1) = P (Bj = −1) which, taking into account that these last were already satisfied by M in Sec. II B, means that we can easily obtain yet another new "extended" model M ′′ that also satisfies them by simply setting θA i = Thanks to the simplicity in this particular case we can add M ′′ to Figure 2 ; be nevertheless aware that M ′′ as we just defined here would not in general satisfy (A1) unless M did already (which is not the case).
[36] From the point of view of the calculation, the following quantities are of interest and can be easily extracted from the model:
as well as [35] ,
and now, rewriting expressions (19) and (20), we get
[37] We have for instance ηcrit(CHSH) ≈ 0.83 [10, 11] and ηcrit(CH) ≈ 0.67 [12] , for observer-symmetrical efficiencies. For the (observer)-asymmetrical case, ηcrit has been lowered down to 0.43, for an inequality (I3322, in [14] ) involving three observables per observer. Indeed, there are simple arguments to show that (it is a well known fact amongst experts in the field, we believe anyway) an inequality with N mutually exclusive observables per observer (or at least for one of the observers), either with observer-symmetrical or asymmetrical efficiencies, cannot have ηcrit < 1 N .
On the other hand, for observable-asymmetrical efficiencies, there have been recent proposals [19] lowering ηcrit down to ... zero! As far as we know, no experimental test taking advantage of this strategy has been performed or designed yet. Another relevant proposal (seems to us) is [27]; there we find: "... this source allows, in principle, the coupling to the output detectors of the full set of optical modes carrying the particle pairs involved in the EPR measurement.
In other words, all the entangled pairs created over the entire set of wavevectors allowed by phase matching can virtually be detected". On those grounds, the authors claim to be safe from the detection loophole. Anyway, assuming all works perfectly as Barbieri et al describe, we have a proposal to make: all the way we have been demanding P (A) = P (B) = P (Ai|B) = P (Bj|A) = η. From here, we propose a generalization, that may well suit this kind of situation, and for which all previous arguments about enhancement and the existence of LHV models work as well; let us demand more general restriction on the observable detection rates:
P (A|B) = P (B|A) = η1, (C28) P (Ai|B) = P (Bj|A) = η2, (C29) P (Ai|Bj ) = P (Bj|Ai) = η3,
Now, η1 > η2, η3 may lead (in particular for instance with η1 ≈ 1) the experimenters to think that there is no possible enhancement. This would not be true: we have already seen that, for an LHV model to exist, it is enough that enhancement occurs on certain pairs on certain states (recalling once again Clauser and Horne's words, their inequality requires no-enhancement "for every λ" [7] ).
with r = 1 if P (ω) is a marginal detection probability, r > 1 if it is a joint one; the critical efficiency stands then for the value of η that drags the coordinate point determined by {P (ω)} our of the LP. 
where pi(λ, a) is the probability of obtaining a detection at the i-th detector conditioned to the hidden variable λ with device orientation a, and pi(λ, ∞) is the analogous in the absence of a polarizer. Conditions (C32)-(C33) are not in general true for any any choice of the hidden variable λ: for instance, suppose that in an LHV model determining results for two measurementes A, B, we have that for λ = λ0, either A = B = 1 or A = B = 0 with equal probability; it is immediate to see that P (A = B = 1|λ0) = P (A = 1|λ0) · P (B = 1|λ0) ( ).Nevertheless, in that case one could always build a new hidden variable λ ′ for which they would, a proof of which is almost trivial: it suffices to label by a new variable µ each possible indeterministic result for a given λ and then do λ ′ = λ ⊕ µ.
[44] First, we note that (17) can alternatively be written as Ps(Ai ∩ A) = Ps(Ai), (C34) Ps(Bj ∩ B) = Ps(Bj ),
both conditions of course ∀s ∈ M ′ , which can therefore be averaged to yield, for instance,
Now, we write, dropping model-subscripts for clarity, P (A1 = 1|A) = P (A1 = 1|A1 ∩ A)
= P (A1 = 1, A1 ∩ A)/P (A1 ∩ A), (C37) and using the obvious P (A1 ∩ A) ≤ P (A) = η, as well as P (A1 = 1, A1 ∩ A) = P (A1 = 1, A), we obtain P (A1 = 1|A) ≥ P (A1 = 1 ∩ A)/P (A) = P (A1 = 1 ∩ A)/η,
which, using now (C36), finally turns into
i.e., we get to (B9); following the analogous path with B's we can get to (B10) as well.
[45] Glauber establishes a probability of detection proportional to the expectation value of the field intensity at the entrance of the detector:
