for any positive integer k is bounded above by a quantity that is independent of k. Hence, whenever A(x) is divisible by a cylcotomic polynomial and N is su ciently large, there will be Q(x) 2 Z x] with arbitrarily large Euclidean norm and with kAQk N. It is reasonable, however, to expect that the Euclidean norm of Q(x) is bounded whenever A(x) is free of cyclotomic factors. This in fact is the main result of this paper. A(x) is x q times an irreducible polynomial which is not cyclotomic. Thus, the bound on kQk in Theorem 1 must depend on A(x). By applying classical bounds on norms of factors of polynomials, it is not di cult to see that the bound on kQk can be made a function of only the degree of A(x) and N. Whether the bound on kQk can be made a function of only kAk and N is unclear.
A second problem we consider in this paper is that of nding among all nonzero integer polynomials which are divisible by a given polynomial A(x), a polynomial with minimum Euclidean norm. Thus, we want a nonzero element of the principal ideal (A(x)) in Z x] with smallest possible Euclidean norm. Similar to our discussion above, it is not di cult to produce examples where the polynomial A(x) has a large Euclidean norm while an obvious multiple of A(x) has decidedly lower Euclidean norm.
We will make use of the notation:
maxf1; j j jg (the Mahler measure of A); kAk min = minfkPk : P(x) 2 Z x]; A(x)jP(x); P(x) 6 0g; P A = fQA : Q 2 Z x]; Q(0) 6 = 0; jjQAjj = kAk min g: Thus, we are interested in an algorithm for nding an element of P A .
We will not be able to resolve this problem in general, but an answer to the problem does follow from Theorem 1 in the case that A(x) has no cyclotomic factors. In fact, in this case, P A has a nite number of elements and they can all be determined. Previously, the rst author together with The bound on deg P can be made explicit. Indeed, the method described above for nding the elements of P A depends on having more than an existence proof of a bound on deg P. The bounds in this paper will be functions of other known bounds in the literature. To be explicit, we will need a quantity B(m; N) satisfying the following condition:
(C) For any non-zero P(x) 2 Z x] of degree m with kPk N and any Q(x) 2 Z x] such that Q(x)jP(x), we have kQk B(m; N):
We may take, for example, B(m; N) of the form m N for some appropriate (cf. 1], 5], 6], 8]; = 2 will su ce), but we allow for the possibility that a di erent estimate may be used. We also note that in (C) we may suppose that B(m; N) is increasing with respect to each of m and N, and we do so.
Preliminaries and Lemmas
Let P 2 Z x] with P(0) 6 = 0. We de ne the reciprocal polynomial of P to be P (x) = x deg P P(1=x) 2 Z x]. It is clear that if P 2 P A , then P 2 P A . Furthermore, deg P = deg P and kPk = kP k. By considering reciprocal polynomials when necessary, we will be able to suppose that a polynomial under consideration either has a root inside the unit circle or has all its roots on the unit circle.
We begin with some lemmas which may be viewed as extensions of two lemmas appearing in 4]. We de ne A(x) as in (1) . Observe that for any polynomial f(x), we have kf(x)k = kxf(x)k. It follows that we may kPk N. Since where C = log N= log (M(A)=ja 0 j). Proof. We may suppose that Q(0) 6 = 0 and do so. We set P(x) = A(x)Q(x). We consider 3 cases. CASE 1: A(x) -P J (x) for all J 2 f1; 2; : : : ; n ? 1g.
We may apply Lemma 1 for each J 2 f1; 2; : : : ; n ? 1g to obtain that
Recall that d 1 = 0 and, as shown above, C 1. By induction on J, we have
But then n kPk 2 N 2 implies that deg P 2dN 2 C N 2 . By Condition (C), we obtain kQk B(2dN 2 C N 2 ; N):
The right side is less than the bound given in the lemma, so in this case we are through. We appeal to the argument we gave for (4) to obtain
This contradicts that
Therefore, we obtain that A(x)jP J (x) for each J 2 fJ 1 ; J 2 ; : : : ; J r g. Thus, in this case, we also get that the lemma follows. If A(x) has a root with absolute value > 1, one can still apply Lemma 2 by considering reciprocal polynomials. In other words, one considers A (x) and notes that kA(x)Q(x)k = kA (x)Q (x)k. The bound is the same as that given in Lemma 1 except that A needs to be replaced by A in the de nition of C. Lemma 2, however, does not handle the case when A(x) has roots only on the unit circle. In order to deal with this case, we introduce two new lemmas. This completes the proof of the lemma. Proof. Again we view P(x) as the product of the polynomials A(x) and Q(x). As in Lemma 2, we consider 3 cases. and Lemma 4 follows.
The following lemma can be considered as a characterization of the multipliers of A(x) which give minimum norm. This lemma is also useful in reducing the search space of multipliers in the implementation of the algorithm to nd the elements of P A .
Lemma 5. Let A(x) be as in (1) gets large as deg Q increases. This would cause the bound on kQ(x)k obtained directly from Lemma 6 to tend to in nity as deg Q tends to in nity. Under the condition that A(x) has no roots with absolute value 1, this situation is avoided.
