Student's academic performance prediction empowers educational technologies including academic trajectory and degree planning, course recommender systems, early warning and advising systems. Given a student's past data (such as grades in prior courses), the task of student's performance prediction is to predict a student's grades in future courses. Academic programs are structured in a way that prior courses lay the foundation for future courses. The knowledge required by courses is obtained by taking multiple prior courses, which exhibits complex relationships modeled by graph structures. Traditional methods for student's performance prediction usually neglect the underlying relationships between multiple courses; and how students acquire knowledge across them. In addition, traditional methods do not provide interpretation for predictions needed for decision making. In this work, we propose a novel attentionbased graph convolutional networks model for student's performance prediction. We conduct extensive experiments on a real-world dataset obtained from a large public university. The experimental results show that our proposed model outperforms state-of-the-art approaches in terms of grade prediction. The proposed model also shows strong accuracy in identifying students who are at-risk of failing or dropping out so that timely intervention and feedback can be provided to the student.
INTRODUCTION
Higher educational institutions face major challenges including timely graduation and retention of enrolled students. The National Center for Education Statistics (NCES) reports that the six-year graduation rate for first-time and full-time undergraduates is around 60%; the retention rate among first-time and full-time degree-seeking students is around 80% [1] . These alarming statistics require higher educational institutions to take actions to improve their effectiveness and efficiency at educating students. Machine learning techniques have been increasingly developed and applied to educational settings in the hope of improving students' learning and increasing students' success [3, 26, 16] . Many systems and applications have been proposed; such as course recommender systems [7] , academic trajectory and degree planning [20] , educational early advising systems [9] , and knowledge tracing for intelligent tutoring systems [35, 22] . Developing methods for accurate modeling and predicting students' performance is the key to these systems and applications.
Traditional performance prediction methods can be categorized into two types. The first builds a static model, which takes a feature vector as input (such as a student's grades in previous courses or student-related features) and outputs the predicted grades. A common approach that belongs to this category is linear regression methods [23] . Students take courses sequentially, i.e., they take some courses at each semester; and their performance in courses taken in the next semester depends on courses taken in previous semesters. Further, their knowledge evolves by taking a sequence of courses. To capture the temporal dynamics of students' knowledge evolution, sequential models have been proposed. A set of representative approaches within this category use recurrent neural networks (RNN) [12, 11] .
Undergraduate degree programs are designed in a way that knowledge acquired in prior courses serves as prerequisites for future courses. The knowledge and skills required to do well in a course are acquired in multiple prior courses. The knowledge dependence between courses exhibit complex graph structure as shown in Figure 1 . Figure 1 shows the prerequisite structures for computer science and civil and infrastructure engineering degree programs at George Mason University. Each node represents a particular course. An edge pointing from one course to another shows the prerequisite relationship. As an example, to do well in the data structure course (CS310), students need to acquire programming skills, object-oriented programming knowledge (CS211) and math (MATH113) which come from multiple different courses. The graph in Figure 1 also shows hierarchical relationships where a course can depend on another course which is at a much lower academic level. In addition to the prerequisite structures, degree programs are flexible, i.e., students can choose to take elective courses based on their interests and arXiv:2001.00632v1 [cs.LG] 26 Dec 2019   CS112   MATH105   MATH104  MATH113   CS211   CS262   CS101  CS110  CS222   CS306   CS105   CS310   CS321   ENGH302  CS330   MATH125   CS367   CS471  CS483  CS455   STAT344   MATH114   CS468  CS475  CS425   CS351   CS440  CS450  CS451   MATH203   MATH116   CS463  CS465  CS469  CS477  CS480  CS482  CS484  CS485   CS490  CS491   CS499  MATH446   MATH123 MATH124
(b) Civil Engineering Figure 1 : Course dependence structure in two representative majors.
(c) Graph Model Figure 2 : Comparison of Three Types of Model Architectures. In this example, a student takes course C1, C2, C3 in the first semester, course C4, C5 in the second semester, course C6, C7 in the third semester before takes the target course CT .
do not have to follow a specific ordering when taking these courses.
The complexity and flexibility of the degree programs make predicting students' performance a challenge task. Prior approaches usually simplify or ignore these complex dependencies. Figure 2 shows the comparison of three types of models. Figure 2a shows a static model, where a student's performance is directly dependent on a set of prior courses. Figure 2b shows a sequential model, where students' knowledge evolution is partially modeled. To overcome the constraints and limitations of the traditional models, we propose a model based on graph convolutional networks to capture the complex graph-structured knowledge evolution exhibited by students' data. Specifically, we propose an attention-based graph convolutional network (ACGN) model for predicting a student's grade in a future course. Figure 2c shows the graph model, where each course depends on all courses taken in the semester before it so that students' knowledge evolution is fully captured.
When a system is used for decision making e.g., as a support tool for advisors to identify students who are at-risk of failing courses they will take; it is essential for the predictions to be interpretable. This allows the stakeholders to trust the decision making systems and make informed decisions. We show that our attention-based model is able to provide an interpretable and useful explanation for the predictions. Our model is able to analyze a student's performance in prior courses and identify a collection of important prior courses to explain the student's performance in target course.
We performed extensive experiments on real-world datasets to evaluate our model and compare it with the other two types of models aforementioned. The experimental results are consistent with our observations that models with architectures more close to the degree program have better modeling capability and prediction performance. One of the important applications for students' performance prediction is early warning and advising systems, where at-risk students are first identified and timely support is provided to improve their academic success. The experimental results show our model's effectiveness at identifying at-risk students.
The key contributions of the paper are summarized as follows:
• Flexible graph structured model for students' academic performance prediction. Observing the complex structures of undergraduate degree programs, we propose a graph convolutional network model for students' performance prediction.
• Attention based model for explanation. Providing explanations for a model's predictions makes the model useful for decision making. Our attention-based model can explain the predictions by identifying a set of prior courses important for the predictions.
• Identification of at-risk students. While most models achieve good performance at predicting students' performance, they suffer from low accuracy at identifying at-risk students. Our proposed model is able to achieve comparable performance with state-of-the-art models.
RELATED WORK
The need to improve higher education services and offerings has attracted research on developing methods for predicting students' performance [4, 27] . In this section, we review related work on students' performance prediction. The related work can be classified into three categories: (i) static models, (ii) sequential models and (iii) graph models.
Static Models
Static grade prediction models learn a mapping function, where input is student-related features and the output is predicted grade. Polyzou et al. [23] proposed regression models specific to courses or students for predicting a student's grade in a target course. They found that focusing on a course specific subset of the data leads to more accurate predictions. Elbadrawy et al. [8] introduced a personalized multi-regression model for predicting students' performance in course activities. Compared to a single regression model, this model is able to capture personal student differences. To understand how students' behavior impacts their academic performance, Wang et al. [32] collects students' behavioral data using smart phone for performance prediction. Many other classic supervised learning approaches have been used for students' performance prediction including decision trees [2] , support vector machines and neural networks [31] .
Adapted from recommender systems domain, matrix factorization [14] approaches are popular for grade prediction.
These factorization approaches make the assumption that a student's knowledge/skills and a course's knowledge components can be jointly represented with latent vectors (factors) [30] . Polyzou et al. [23] proposed course-specific matrix factorization models for grade prediction that decompose a course-specific subset of students' grade data. The student course records also exhibit grouping structures and a domain-aware matrix factorization model was developed for the joint course recommendation and grade prediction [7] . Ren et al. [25] proposed matrix factorization model coupled with temporal dynamics for grade prediction.
Sequential Models
Students take courses sequentially. Their knowledge and skills evolve by taking a series of courses. To model the temporal dynamics of students' knowledge evolution, sequential models have been proposed. Balakrishnan [5] proposed a Hidden Markov Model for predicting student dropout by modeling students' activities over time in a Massive Open Online Courses (MOOCs). Swamy et al. [29] models student progress on coding assignments in large-scale computer science courses using recurrent neural networks. Kim et al. [12] proposed a bidirectional long short term memory (BLSTM) model for the online educational setting. Hu et al. proposed course-specific markovian models for students' grade predictions [10] . Morsy et al. proposed cumulative knowledge-based regression models for next-term grade prediction, which models students' knowledge evolution by using a sequential regression model. Hu et al. [11] proposed long short term memory models for grade prediction in traditional higher education.
Graph Neural Networks Models
Deep learning approaches have found unprecedented success in a myriad of applications involving regular structured data such as images (grids) and text (sequences) [18] . Graphs are more complex and irregular than grids or sequences and recent research efforts involve designing deep learning models for graph data. Graph neural networks have been proposed and applied to many areas such as computer vision for point clouds classification [33] , action recognition [34] ; recommender systems [6] and traffic prediction [19] . To the best of our knowledge, there is no prior work on students' performance prediction using graph neural networks.
METHODS 3.1 Problem Statement
Given a student s, the set of courses taken and grades obtained in term t are represented by P t s . For a sequence of terms 1 . . . Ts, we denote P 1∼Ts s = P 1 s , P 2 s , . . . , P Ts s to represent the sequence of courses taken and grades obtained by student s in Ts terms. For a target course c taken in the future (next) term, the objective of the proposed method is to predict the grade student s will achieve in course c denoted byĝ c s .
The proposed models are trained in a course specific manner i.e., for each target course c we learn a unique model. Due to the flexibility of academic degree programs, in each semester different courses can be taken; and for each student, the number of semesters studied before taking the tar- get course will be different. Therefore, we index the length of the sequence with student-specific variable Ts.
For every target course c, a subset of frequently taken prior courses are identified from all the prior courses taken by students who have already taken the target course c. These prior courses are denoted as Cc of size Nc. For student s, only the prior courses in Cc are extracted from P 1∼Ts s to form a graph which is represented by an adjacency matrix A c s ∈ {1, 0} Nc×Nc and a feature matrix F c s ∈ R Nc×D , where D represents the number of features. Take Figure 2c as an example, the student takes courses c1, c2, c3 in the first term, c4, c5 in the second term and c6, c7 in the third term; we want to predict his/her grade in course CT . Adjacency matrix A c s for this student represents his course taken process. Courses taken in the current term are fully connected to courses taken in the next term; 1 represents connected, 0 otherwise. A row of the feature matrix F c s represents the student's grades in corresponding prior courses. Figure 3 shows an overview of the proposed model. It is composed of three parts: 1) graph convolutional network, 2) attention layer and 3) a fully connected layer.
Model Description

Graph Convolutional Network (GCN)
Convolutional neural networks (CNNs) show superior performance on several applications related to vision [15] , speech and text [17] . CNNs are powerful because of their ability to exploit feature locality at multiple granularity. Graph Convolutional networks have a similar working mechanism but on data with more complex structures, namely, graph.
The input to a GCN is an adjacency matrix A c s and feature matrix F c s , encoding student s's course taking process and grades in prior courses, respectively. Multiple layers of graph convolutional layer are applied on A c s and F c s to learn a graph level embedding Z c s ∈ R N ×D . Each row of Z c s corresponds to a node embedding vector. A graph convolutional layer is mathematically described as follows:
whereÃ = A+IN is the adjacency matrix with self-connections, D = ΣjÃj is the normalization matrix, H (l) is the input and W (l) is the weight matrix to be learned. H (0) = F c s and H (L) = Z c s ; namely, the input into the first GCN layer is the feature matrix F c s , the output from the last GCN layer is the student-specific graph embedding Z c s .
A filter in convolutional neural networks aggregates information from a pixel's neighbors. Similarly, the graph convolutional layer aggregates information from a node's neighboring nodes and generates a new node embedding vector by the following equation
where node j is node i's neighbor. A higher level of the node embeddings are generated by applying multiple GCN layers.
Multiple layers of GCN aggregate information from a node's further neighbors. As shown in Figure 3 , the first GCN layer aggregates information from a node's direct neighbors, namely, in our case the courses taken in last semester. The second layer collects information from a node's second degree neighbors, i.e., the courses taken two semesters ago. The final output is the graph embedding which entails information from all the courses a student has taken.
Attention Layer
The output from GCNs is a graph-level embedding matrix, which encodes information about a student's knowledge and skills acquired in prior courses. The knowledge acquired from different prior courses has different importance for the target course. To capture the importance differences of the prior courses, we integrate attention layer into our model. Attention mechanism allows the model to focus on the relevant features or information useful for prediction. It works by computing an importance score [24] , higher score means the corresponding prior course is more important for pre-dicting a student's performance; given by
where M LP is a learnable function, i.e., multi-layer perceptron, αi is the attention score corresponds to hi. The output from the attention layer is an attention score vector α.
The graph embedding matrix Z c s is weighted by attention scores to form a weighted graph embedding matrix Z c s given by
Finally, the pooling layer coarsens the weighted graph embedding matrix into a latent vector v c s . The latent vector is passed through a multilayer perceptron; the output from which is the predicted grade.
where f is a multilayer perceptron network. The data is collected at George Mason University from Fall 2009 to Spring 2018. The five largest majors are chosen including: 1) Computer Science (CS), 2) Electrical and Computer Engineering (ECE), 3) Biology (BIOL), 4) Psychology (PSYC) 5) Civil Engineering (CEIE). The evaluation procedure is designed in a way to simulate the real-world scenario of predicting the next-term grades. Specifically, the models are trained on the data up to term T − 2 and validated on term T − 1 and tested on term T . The latest two terms are chosen as testing terms, i.e. term Fall 2017 and term Spring 2018. For example, to evaluate the performance of the models on term Fall 2017, the model is trained on data from term Fall 2009 to term Fall 2016, validated on term Spring 2017 to choose the parameters associated with different approaches and finally tested in term Fall 2017. The statistics of the datasets are listed in Table 1 
EXPERIMENTAL PROTOCOL 4.1 Dataset Description
Evaluation Metrics
We evaluate the models from two perspectives: 1) the accuracy of grade predictions, 2) the models' ability at detecting at-risk students.
To evaluate the models' accuracy of grade prediction, two evaluation metrics are used a) mean absolute error (MAE) and b) percentage of tick accuracy (PTA).
MAE =
where gi is true grade andĝi is predicted grade.
In the grading system, there are 11 letter grades (A+, A, A-, B+, B, B-, C+, C, C-, D, F) which correspond to (4, 4, 3.67, 3.33, 3, 2.67, 2.33, 2, 1.67, 1, 0). A tick is the difference between two consecutive letter grades. The performance of a model is estimated by how many ticks away the predicted grade is from the true grade. For example, the tick error between B and B is zero, B and B+ is one, B and A-is two. To use PTA for evaluation, we first convert the predicted numerical grade to its closest letter grade and then compute the percentage of errors with 0 tick, within 1 tick, and within 2 ticks denoted by PTA0, PTA1, and PTA3, respectively.
We also evaluate the models' performance of identifying atrisk students. At-risk students are defined as those whose grades are lower than 2.0 (C, C-, D, F). The predicted grades below 2.0 are treated as positives and above 2.0 are treated as negatives. The process of detecting at-risk students is similar to grade prediction except that the output from the model (the predicted grade) is converted to 1 or 0 based on whether the predicted grade is below or above 2.0. As the number of at-risk students is low, we use F-1 score as evaluation metric.
Comparative Methods
Bias Only (BO)
Bias only method only takes into account a student's bias, a course's bias and global bias [23] . The predicted grade is as followĝ
where b c , b c s , b c c are global bias, student bias and course bias, respectively.
Course Specific Matrix Factorization (CSMF)
The key assumption underlying this model is that students and courses can be jointly represented by low-dimensional latent factors. N , M and D is the number of students, courses and latent dimension, respectively [23] . To predict a student's grade in a course, we have:
where b c is global bias, b c s is student bias term, b c c is course bias term; u c s is student s's latent vector, v c c is course c's latent vector.
Course Specific Regression (CSR)
Course specific regression (CSR) [23] is a linear regression model. The input into this model is a vector x c s representing a student's grades in prior courses. A course specific subset of prior courses included in P 1∼Ts s are flattened to form the vector x c s . The predicted grade iŝ g c s = w c 0 + x c s w c (10) where w c 0 is bias term and w c are weight vectors to be learned.
Multilayer Perceptron (MLP)
Multilayer Perceptron is a generalized version of CSR. CSR model is a linear model, which is not able to capture nonlinear and complex patterns in students' grades data. Therefore, multilayer perceptron has been proposed by [11] for grade prediction. Similar to CSR, the input x c s is a student's grades in prior courses.
where f is the model to be learned. Long short term memory (LSTM) is an extension of recurrent neural networks (RNN) for modeling sequential data.
Long Short Term Memory (LSTM)
The assumption of using LSTM for students' performance prediction is that students knowledge and skills are evolving by taking courses in each semester. To capture the temporal dynamics of students' knowledge evolution, LSTMs have been proposed in [11] . The input x c s,t at time step t is a student's grades in courses at semester t. Many to one architecture is utilized and the output from the last step of LSTM is fed into a fully connected network; the output from which is the predicted grade. The model architecture is shown in Figure 4 , where the courses a, b, c, d, e are prior courses, x c s,t encodes the student's grades in courses at time t and the outputĝ is the predicted grade.
Implementation
Our method is implemented in Pytorch [21] . For model optimization we use Adam [13] . To avoid model overfitting, we used l2 norm regularization (with coefficient 0.001) and dropout (dropout rate 0.05) [28] . The number of dimensions for the graph embedding is chosen from a list of (8, 12, 16, 20, 32, 64 ). Table 2 reports the performance of ACGN and comparative approaches for the task of next-term grade prediction for the Fall 2017 and Spring 2018 semesters using the MAE metric. The proposed ACGN model achieves the best performance in most cases except the Civil Engineering (CEIE) major. The CEIE major has relatively simpler knowledge dependence structure as shown in Figure 1b . A majority of higher level courses, such as 300 and 400 level courses for the CEIE major have shallow knowledge dependence. While for CS major, the higher level courses have deeper knowledge dependence or longer pre-requisite chains.
EXPERIMENTAL RESULTS
Grade Prediction
Another observation is that models which are able to capture the complex knowledge dependence more have better performance. The static models (BO, CSMF, CSR, MLP) are outperformed by sequential model (LSTM) in most cases, on average by 9.2%; the sequential model is outperformed by graph model (AGCN), besides CEIE major, on average by 7.0%. The experimental results are consistent with our assumption that the knowledge dependence in the undergraduate degree programs is complexly networked structures and a graph model is well-suited at capturing the underlying dynamics. Table 3 shows the comparative performance using the percentage of tick error accuracy. In contrast to MAE, the PTA metric can provide a fine-grained view of the errors made by different methods. From Table 3 we observe that the performance gap between models at PTA0 is larger than at PTA2. For example, for CS majors in Fall 2017, the gap between the best performing model AGCN and the worst performing model BO at PTA0 is 13.24%, which is larger than 8.53% at PTA2.
Detecting At-risk Students
Detecting at-risk students early is a fundamental task for early warning and advising systems. We evaluate the models' performance at detecting at-risk students. Table 4 shows the experimental results evaluated by F-1 score. The percentages of at-risk students in different majors are presented at the table footnote. The PSYC major has the lowest percentage of at-risk students. The experimental results show that LSTM and AGCN achieve the best performance at detecting at-risk students. BO performs worst at the detection of at-risk students. BO only captures the average performance of a student and a course, which is biased by other students and courses' performance and the average performance of other students and courses is usually higher than 2.0 (the threshold of defining at-risk students).
Interpretation with Attention
Machine learning models have achieved impressive performance in many tasks. However, most of them remain black boxes and there are concerns about their transparency. A model's capability to provide explanations for its predictions can increase its transparency. For decision making, understanding the reasons behind predictions can help decision makers make informed decisions. Grade prediction models serve as an assistant tool for advisors to make decisions on whether to intervene on a student or not. When the model predicts that a student is at-risk of failing a course, knowing which prior courses results in the prediction can also help advisors provide personalized feedback to students.
Attention mechanism works by letting the model focus on important information for prediction. In our proposed model, the design of the attention layer lets the model focus on important prior courses. The output from the attention layer is a vector of scores representing the importance of the prior courses computed by Equation 4 . In this section, we show by case studies how the attention scores from the attention layer explain the model's predictions, especially, why the model predicts that a student is at-risk of failing a target course. Table 5 shows four case studies. We keep the most important prior courses identified by attention score. For the first case study, the target course is CS-310, the student's true grade in the target course is F and the predicted grade is C-. The most important four courses identified by attention layer is MATH-212, MATH-125, CS-262, CS-211. The reason for predicting this student as at-risk is that the stu- N means that the student did not take the course. Courses in bold mean they are in prerequisites chain. dent did not take MATH-212, MATH-125, CS-262, therefore lacks the necessary knowledge to do well in the target course.
In the second case, the student's true grade in CS-310 is D, the predicted grade is D. The three most important courses are MATH-213, MATH-114, CS-211. The reason for predicting this student as failing the target course is that he failed MATH-213 and did not do well in MATH-114 and did not take CS-211, which is the prerequisite of the target course. In the third case, the student's true grade in the target course is F and the predicted grade is C. The two most important prior courses identified are BIOL-213 and BIOL-214, both are in prerequisite chain of the target course and the student did not do well in them. The fourth case shows that the student failed the target course BIOL-452 and the predicted grade is C. The three most influential prior courses are CHEM-211, BIOL-214, BIOL-213. Courses CHEM-211 and BIOL-213 are in prerequisite chain and the student did not perform well in them.
From the case studies, we can see that the attention layer identifies missing knowledge components for a target course, arising due to two reasons: 1) the student did not take some important prior courses, 2) the student did not do well in the corresponding prior courses.
Sensitivity Analysis
In this section, we evaluate the sensitivity of the model's performance with respect to the dimension of the graph embedding. In Figure 5 , the x-axis is the embedding dimension and y-axis is MAE for Fall 2017 and Spring 2018 datasets. From Figure 5 , we can see that the model's performance varies with the dimension size. Overall, its performance is quite stable across the different majors.
CONCLUSIONS
Students' performance prediction is a fundamental task in educational data mining. Predicting students' performance in undergraduate degree programs is a challenging task due to several reasons. First of all, undergraduate degree programs exhibit complex knowledge dependence structures. Secondly, undergraduate degree programs are flexible which means students can take courses without following specific order and they can choose to take whatever electives they are interested in. Traditional approaches like static and sequential models are not able to fully capture the complexity In this work, we proposed a novel attention-based graph convolutional networks for students' performance prediction. The model is able to capture the relational structure underlying students' course records data. We performed extensive experiments to evaluate the proposed model on real-world datasets. The model is evaluated in several aspects: 1) grade prediction accuracy and 2) ability to detect at-risk students. The experimental results show that our model outperformed state-of-the-art approaches in terms of both grade prediction accuracy and at-risk students detection. Finally, the attention layer provides explanations for the model's prediction, which is essential for decision making.
