Abstract-Rendezvous is a blind process establishing a communication link on common channel between a pair of nodes in the cognitive radio networks. How to reach rendezvous efficiently and effectively is still an open problem. In this work, we propose a guaranteed rendezvous algorithm for cognitive radio networks, based on the prime cycle length. When the cycle lengths of the two nodes are coprime, the rendezvous is guaranteed in Ti * Tj +δ time slots, where Ti is the cycle length of node i and Tj is that of node j. When Ti = Tj, combining with the deadlock checking and the binary ID of each node, each node will independently change its cycle length bit by bit, by which the rendezvous can still be guaranteed in T 
I. INTRODUCTION
With the increase of spectrum demanding on various services and applications, the spectrum scarcity remains a critical problem for wireless communications. Dynamic Spectrum Access (DSA) was proposed with cognitive radio networks (CRNs). With DSA, secondary users (SUs) can dynamically detect and access the idle licensed spectrum used by primary users (PUs). However, the dynamics of PUs' activities force SUs to adapt to the variations in channel availability. Thus, finding common available channel among the SUs on demand is the first thing before communicating. The process that the SUs establish the communication link on the common channels is called rendezvous.
Common control channel based rendezvous schemes [1] use the common control channel to help the nodes establish the communication link. But the high traffic required on the common control channel causes network congestion and high overload cost. To overcome these issues, blind rendezvous algorithms based on channel hopping (CH) were then proposed [2] , [3] . Jump-stay rendezvous algorithms considering symmetric model proposed in [4] , [5] achieve guaranteed rendezvous by constructing CH sequence combining periods of jump-pattern and stay-pattern. Both the sequence based rendezvous algorithm proposed in [6] and the ETCH algorithms considering synchronization proposed in [3] can only be applied to symmetric model. The probability based CH algorithm proposed in [7] depends on the preassigned order among the nodes in the network to further assign roles to each node. The asynchronous quorum based rendezvous algorithm proposed in [8] can only reach rendezvous on the two of the available channels, and its asynchronous Latin square based algorithm can only be applied in symmetric model. The HH algorithm in [2] assumes that the available channels of each node are consecutive. As observed in [9] , the MTP algorithm proposed in [10] is not highly efficient if the spectrum is fully available. The DSCR algorithm in [9] assumes that the same channel label (or index) of the common available channel is used between a pair of nodes. In other words, they do not consider the oblivious setting for channel labeling. Here, the definition of oblivious channel labeling is available in [11] .
We propose an oblivious guaranteed rendezvous algorithm called cycle length based rendezvous (CLR) algorithm. To solve the deadlock problem when the cycle lengths of two nodes (T i and T j ) are not coprime, we use a threshold T c , which is the minimum prime number no less than C (the maximal channel sensing ability of all the radios in the CRN). If rendezvous between the two nodes is not reached after hopping T i * T c time slots (deadlock situation), the two nodes will blindly change its cycle length by checking its binary ID bit by bit. The rendezvous will be reached as long as the bits of the two nodes to compare are different, in which T i = T j is met. The CLR has the following features:
• It applies threshold T c and the binary IDs of the two nodes to guarantee rendezvous in T
• The CLR algorithm is proved to be guaranteed under all the possible time skew δ ∈ [0, T i ) (asynchronous system) via both theoretical analysis and simulation study.
• The performance of CLR algorithm is totally independent with the channel IDs, and channel loads are smoothly distributed on each channel.
The rest of this paper is organized as follows. The system model and problem formulation are provided in Section II. Section III presents the details of the proposed CLR algorithm and the theoretical analysis. The simulation results are presented in Section IV. We conclude our work in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we present the system model and problem formulation. Table I summarizes the notations used. The set of available channels of node i. C
The maximum sensing capability of the radios in the CRN.
Tc
The threshold, minimum prime number no less than C.
The binary ID, binary representation of the ID of node i.
The cycle length of node i.
S i
The CH sequence of node i.
S (t) i
The channel hopped by node i at time slot t.
The x-th round of the CH sequence of node i.
The y-th channel in the x-th round of the CH sequence. δ
The time skew between CH sequences of nodes i and j.
A. System Model
We consider a CRN of multiple nodes. Each node has a unique ID, denoted as ID i . The binary representation of the ID i , called binary ID of node i, is defined as
, 1} is the k-th bit of B i and W i = log ID i is the width or number of bits of B i . In addition, the bit sequence of B i is in the order of least significant to most significant bit. For any two nodes i and j in the CRN, B i = B j , so there is at least one different bit in their binary IDs.
In this paper, we only discuss the two-node scenario. Each node is equipped with a single radio. Assume that all the radios in the CRN have the same maximal sensing capability, denoted as C. Let C i = {c 0 , c 1 , · · · , c |Ci|−1 } be the set of channels available to node i, and |C i | is the total number of available channels. Assume that the channels available to each node cause no interference to any PU. In this paper, we consider heterogeneous model, thus C i and C j can be different in both length and range of the available channels, and we have
To attempt rendezvous, the radio of each node hops on one channel at each time slot. The rendezvous is reached when the radios of the two users hop on the same channel at the same time slot. The number of time slots required to rendezvous is defined as Time to Rendezvous (TTR). The Maximal Time to Rendezvous (MTTR) is the TTR in the worst case, and the Expected Time to Rendezvous (ETTR) is the average TTR over different cases. The deadlock in rendezvous is defined as the situation where the two nodes can not rendezvous with each other after a certain amount of time.
B. Problem Formulation
We consider an asynchronous system in this paper. The time is slotted with the same and fixed length. The time skew is defined as the number of time slots the CH sequences of the two nodes misaligned, so any time skew is possible in the asynchronous system. Let δ be the time skew between the CH sequences of the two nodes i and j, δ ≥ 0. Without loss of generality, we assume node i always starts hopping earlier than node j if δ > 0. That is, if node i starts hopping at time slot t, then node j starts at t + δ, and δ is in the range: δ ∈ [0, T i ).
Let the CH sequence of node i be
represents the channel hopped at time slot t, and T i is a prime number representing the cycle length of the CH sequence. The CH sequence can also be defined in cycles as: S i = {S [0] i , S [1] i , S [2] is t = x * T i + y. The rendezvous problem of finding the time slot the rendezvous is reached between nodes i and j can be defined as follows:
where t is the TTR for node i, and t − δ for node j. Then the maximal time slots required for rendezvous between the two nodes can be defined as MTTR = max ∀δ t.
III. CYCLE LENGTH BASED RENDEZVOUS ALGORITHM A. The CLR Algorithm
The CH sequence of the proposed CLR algorithm is constructed based on cycle length. For each node i, we define two cycle lengths as follows: i) T 0 i , the minimum prime number no less than |C i |. ii) T 1 i , the smallest prime number greater than T 0 i . Based on the two possible cycle lengths, two CH sequences is constructed for each node in cycle as following:
At each cycle x, the node i will choose one of the two CH sequences based on its cycle length.
The proposed CLR algorithm can be classified into two cases based on the cycle length of each node: i) T i and T j are coprime, i.e., T i = T j , in which the rendezvous is guaranteed in T i * T j + δ time slots. ii) T i and T j are not coprime, i.e.,
(a) T i and T j are coprime, 
Algorithm 1 CLR Algorithm
Input: Available channels set end for 31: end while
For the second case, a threshold T c , which is the minimum prime number no less than C, is used to check the deadlock situation. If the rendezvous between nodes i and j can not be reached after hopping T i * T c time slots (deadlock situation), the equality between T i and T j will be known by both the two nodes attempting rendezvous. Then each node will independently decide whether to change its cycle length or not based on their binary IDs B i at time slot t = T i * T c .
For nodes i and j, based on the definition of the binary
Combining with the known cycle length of the other node after the checking at T = T i * T c , each node will continue deadlock checking bit by bit until rendezvous is reached. Let l ∈ {1, 2, · · · , W i }, so the following two situations exist during the deadlock checking process. i) b . Otherwise, the rendezvous will be guaranteed during this period of time (T i = T j ). It should be noted that if the rendezvous is not reached until all the bits in B j has been checked, then B l j = 0 when l > W j . Fig. 1 shows the rendezvous process described above. When t < T i * T c , node i hops on its CH sequence with T i = T 0 i until the rendezvous is reached (Fig. 1(a) ), otherwise, the deadlock situation will be encountered (left part of Fig. 1(b) ). When t ≥ T i * T c , the two nodes will independently change their binary IDs bit by bit and oscillate its cycle length between T 0 i and T 1 i , as shown in the right part of Fig. 1(b) .
B. Performance Analysis
Here we will analyze the performance of Algorithm 1 by considering all the possible time skew δ ∈ [0, T i ) between the CH sequences of nodes i and j.
Lemma 1 For nodes i and j, with δ = 0 and T i = T j , let the length of the rendezvous round be T = T i * T j . For any two CH sequences of nodes i and j, if no rendezvous can be reached within T time slots, then there is no guaranteed rendezvous between the two nodes (deadlock situation). Otherwise MTTR = T .
Proof: We prove the lemma 1 by contradiction. Assume nodes i and j rendezvous at time slot T + k after the first rendezvous round, 0 ≤ k < T . Within a rendezvous round (T time slots), node i hops for r = T /T i cycles, and node j for s = T /T j cycles. Thus, the last hop by nodes i and j at each rendezvous round, S Proof: There are four cases:
This case is proved by Theorem 6 of [2] , and MTTR = T i * T j . This paper mainly focuses on the other three cases.
Case 2 T i = T j , δ > 0, where node i starts δ time slots earlier than node j. Assume that node i starts hopping at time slot t = 0, so node j starts hopping at time slot δ.
} be another CH sequence for node i. It is clear that S i is a clockwise rotation of the original CH sequence of node i :
}, by δ time slots. So the rendezvous between S i and S j with δ time skew is equivalent with the rendezvous between S i and S j with zero time skew. Thus this case is equivalent to the case that both nodes i and j start hopping at time slot t = 0 (δ = 0), which is exactly the case 1. So the rendezvous of this case is still guaranteed, and MTTR = T i * T j + δ.
Case 3 T i = T j , δ = 0. When nodes i and j have the same cycle length, the length of the rendezvous round is T = T i = T j , and there is a high probability that no rendezvous can be reached in T time slots. Without the threshold, nodes i and j may not rendezvous with each other forever according to Lemma 1. For the deadlock checking process starting at t = T i * T c , the worst case is when b 
In this case, the deadlock checking process will repeat for W i − 1 times, and the rendezvous can only be reached on the last bit. Based on Algorithm 1, both the deadlock checking process on each of the W i − 1 bits and rendezvous process at the last bit requires T
Based on cases 2 and 3, it's easy to find that the rendezvous of this case is still guaranteed, and
IV. PERFORMANCE EVALUATION
In this section, we will verify the theoretical results in Theorem 1 by comparing with the simulation results. For comparison purpose, the HH algorithm is also simulated. The comparisons are conducted by the following three metrics: i) guarantee of the rendezvous; ii) average/expected time to rendezvous (ETTR); and iii) channel load.
A. Simulation Setup
The simulations are implemented in MATLAB R2016a in asynchronous environments. The asynchronous environment is guaranteed by varying the time skew between CH sequences of nodes i and j in range [0, T i ) on all possible values. The simulations are conducted in 2-node scenario, and the available channels of the two nodes are randomly selected from [1, 100] . The common channels between them are also randomly selected from their available channel set.
We run simulations by varying the number of available channels of the two nodes in the following four periods with the corresponding threshold for CLR: i) is repeated for 100 times. So the results in the simulations are got by combing 100 * T i * |C j | runs. The overlapping ratio is defined as the fraction of common channels between nodes i and j to the total number of available channels of node j, assuming |C i | > |C j |. During the simulation, we randomly generate a 8-bit binary ID for each node at each run.
B. Verification on the Theoretical Results
In this part, we will verify the theoretical results concluded in Theorem 1 by comparing with the simulation results in two situations when T i and T j are coprime (T i = T j ) or not (T i = T j ). We study the MTTR under varying time skew and different pairs of number of available channels of nodes i and j. (Fig. 2) , while the MTTR is independent with the time skew when T i = T j (Fig. 3) . Also, the simulated MTTRs are always smaller than the theoretical MTTR. 
C. The Guarantee of Rendezvous
We study the guarantee of rendezvous under the varying overlapping ratio. By applying deadlock checking and the binary ID of each node, to independently change its cycle length bit by bit, the rendezvous of CLR algorithm is guaranteed in both the two situations, as shown in Figs. 4(a) and (b) . While the rendezvous of HH algorithm is not guaranteed for both the two situations. For HH, when the number of available channels of the two nodes are large, but the overlapping ratio is small, nodes i and j may rightly miss with each other on the common channels at some time skew due to its interspersed CH seuqences. Thus in Fig. 4(a) , the rendezvous of HH in 40 − 50 period is not guaranteed when the overlapping ratio is less than 0.3. In addition, due to the randomness in the channel IDs, theorem 7 of [2] is not valid, where the rendezvous can not be guaranteed. Thus at Fig. 4(b) , the rendezvous of HH is not guaranteed in 20 − 30, 30 − 40 and 40 − 50 periods as the overlapping ratio is less than 0.4, 0.4, 0.3, respectively. Especially for 10 − 20 period, the randomness in the channel IDs becomes more obvious when the number of available channels are small. Thus at Fig. 4(b) , the HH in 10 − 20 period is not guaranteed until the overlapping ratio is 1. As the number of available channels of the two nodes decrease, HH can not guarantee rendezvous with higher probability.
D. Expected Time to Rendezvous
We study the ETTR under the varying overlapping ratio. When T i and T j are coprime, the TTR between the two nodes is linear to the cycle length of their CH sequences. Since the cycle length of HH is three times of that of CLR, CLR always outperforms HH significantly under all of the four periods, as shown in Fig. 5(a) . When T i = T j , as the probability of failed rendezvous by HH is larger than 0.05 (Fig. 4b) , the ETTR of HH is much higher than CLR in thousands, as shown in Fig. 5b in 30 − 40 and 40 − 50 periods at the overlapping ratio of 0.1, and the 20 − 30 period at 0.1 − 0.2. Especially for the 10 − 20 period, HH always has much higher ETTR than CLR till full overlapping ratio of 1. The use of threshold to guarantee rendezvous discounts the ETTR of CLR. Thus, when the overlapping ratio is larger than 0.2, the ETTR of CLR is higher than that of the HH. But CLR has a more stable performance that always guarantees rendezvous and has ETTR within 3000 time slots. So the trade off between the guaranteed rendezvous and the ETTR is important, and we can change the threshold to adjust the ETTR of CLR. 
E. Channel Load
In CRNs, the channels available to each node are dynamically changed due to PUs' activities. Therefore, the channel load is an important measure to evaluate rendezvous algorithms. l c = {l c1 , l c2 , . . . , l c | Ci| } is defined as set of probabilities, where l ci is channel load of channel c i , the probability of rendezvous occurring on channel c i considering all the 3 * 100 * T i * |C j | runs on the algorithm for each period. The smoother the distributions of channel load, the better the algorithm is. So the channel load min-max degree d is defined as follows:
where max {lc} , min {lc} and avg {lc} represent the minimal, maximal and average of the channel load. The d quantifies the distance between the maximal and minimal channel load among all the channels. Thus the smaller d is, the better the algorithm is. The channels are all randomly assigned with IDs from [1, 100] . The CH sequence of CLR occupies each channel with almost the same probability without depending on the channel IDs, so the channel load is smoothly distributed on each channel for all situations, as shown in both Figs. 6 and 7. While the CH sequences of HH depends on channel IDs significantly by assigning the channel with smallest ID to the parity slots. So with HH, the channel with smaller IDs suffers from much higher channel load than other channels. Tables  II and III demonstrate 
V. CONCLUSION
This paper presents a guaranteed rendezvous algorithm named cycle length based rendezvous (CLR) algorithm. The CLR guarantees rendezvous no matter T i and T j are coprime or not, where T i and T j are the cycle lengths of nodes i and j, respectively. To guarantee rendezvous when T i and T j are not coprime, we introduce a strategy that uses a threshold T c , where T c is a constant. The threshold combining with the binary ID of each node, are used to conduct deadlock checking and guide the two nodes to change cycle lengths between T 0 i and T 1 i bit by bit to guarantee rendezvous. We have conducted both theoretical and simulation studies to evaluate the performance of the CLR algorithm. Results demonstrate that the CLR algorithm outperforms the wellknown heterogeneous hopping (HH) algorithms. 
