ABSTRACT Direction-of-arrival (DOA) estimation using sparsity-inducing techniques has attracted much interest recently. In this paper, the DOA estimation for the bi-static passive radar is investigated. Under the framework of sparse Bayesian learning (SBL), a joint sparse Bayesian model is established to combine the measurements from both stations and yield improved targets DOA estimation. First, the maximum a posteriori (MAP) estimation of the DOA using the joint data set is derived. With the utilization of more measurements, the joint reconstruction process can produce far more precise estimates. To reduce the computational expense, a fast SBL method based on evidence maximization is also proposed. Using the fix-point method, the fast SBL method tends to converge faster than the MAP estimator. Theoretical results focusing on local convergence property of the fast SBL method are provided. The simulation results show that the proposed methods outperform the conventional SBL methods, especially in harsh scenarios with a limited number of snapshots and low signal-to-noise ratio (SNR).
I. INTRODUCTION
Direction of arrival estimation has been a hot topic in signal processing for several decades [1] - [4] . It is an essential problem in Radar, Sonar and seismic sensing etc.. Sub-space based methods [5] - [8] , such as Multiple Signal Classification (MUSIC) [5] , were proposed based on the premise that the targets signals only span a low dimensional subspace. These methods were able to achieve super-resolution within a Rayleigh cell, but usually require moderate SNR, non-coherent sources assumption and sufficient number of snapshots, which confines their application in practice. Besides the sub-space methods, a family of parametric methods based on the maximum likelihood (ML) paradigm [9] enjoy excellent statistical properties. However, the heavy computational burden has prohibited such methods from practical application.
Recently, Sparsity-inducing techniques have been introduced into DOA estimation and achieve great success in improving robustness of estimation against noise, limited number of snapshots, and correlation of signals. The topic
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has attracted much interest in the last few decades and continues drawing attention. In its most basic form, the sparsityinducing models introduce an over-complete dictionary for signal representation which makes the corresponding weight vector sparse, i.e. the non-zero rows are much less than the zero ones. Because of the over-complete dictionary, this problem is ill-posed unless further constraints are established. One class of the methods solve the problem by inducing l p -norm penalty into the minimizing objective function [10] - [13] . However, imposing l p -norm penalty with p < 1 for sparsity usually causes a combinatorial increase in local optima [14] . Finding such local optima may be too computationally expensive to afford for some practical systems. Later the sparsity-inducing model was expanded to utilize multiple measurement vectors (MMV) for DOA estimation. In the new model, it is reasonably assumed that all vectors sampled from different time share a common sparsity profile. The row-wise l 2 -norm can be utilized to combine multiple snapshots and form a single sparse vector [15] - [17] . Then the algorithms developed for single measurement vector, such as the Least Absolute Shrinkage and Selection Operator (LASSO) [18] , can be extended to fit the new model. Other variants included using row-wise l 1 -norm [19] or row-wise l ∞ -norm [20] for signal sparsity constraints. Such convex relaxing techniques made the DOA estimation accessible by the established convex-programming but scarified the recovery performance, i.e. the results may not be sufficiently sparse.
Another class of the sparsity constrained methods called sparse Bayesian learning approach the problem from the Bayesian perspective. There are two types of estimation in this category. Type-I estimation is equivalent to MAP estimation using a sparsity-inducing prior distribution. Type-II estimation operates in latent variable space leveraging a variational representation of the latent variable distribution which leads to sparse estimators reflecting posterior information beyond the mode [21] . Recently, a bunch of algorithms based on this method have been proposed for different scenarios [22] - [25] . Theoretical results show that Type-II estimator could hold several desirable advantages over all possible Type-I estimators with most,and in certain quantifiable conditions all, local optima smoothed away [21] .
In this paper, we investigate how to jointly use measurements from bi-static passive radar for DOA estimation. Investigation of techniques used in passive radar [26] - [28] has been extensively conducted for decades due to its several advantages over active radar. In the last few years, the interest in target detection and tracking based on bi-static or multi-static radar has significantly grown up [29] - [32] . In [33] , a SBL based method with grid refining strategy was proposed to obtain joint direction of departure and direction of arrival estimation for bi-static multiple-input multiple-output (MIMO) radar. In the method, atoms of the dictionary matrix were formed by the Kronecker product of the steering vector of transmitting array and the steering vector of receiving array. However, such method did not take full advantage of the geometry relations of the bi-static system, e.g. the range estimates of targets. In [34] , the ML solution of target localization was derived for multi-static passive arrays under various assumptions on relative source spectral information. To the authors best knowledge, using SBL to jointly estimate the targets' DOA for bi-static passive radar, has rarely been studied in the open literatures, yet it is quite useful in practice. Bi-static passive radar is consisted of two stations that only receive data from source emitters. Here the joint estimation means combining measurements from the two receiving arrays to yield improved estimates. The angles of arrival for these two arrays are closely linked to each other by a one-to-one mapping determined by the bi-static geometry. It is this link that the proposed method uses to jointly learn the DOA of targets under the SBL framework. If we directly average the estimated angles from each station, the result would be less precise than the best estimate of those two. However, by using SBL, we can achieve improved estimation. The target localization using bi-static or multi-static passive radar can find many applications in practice [36] , [37] . For example, the WiFi-based antenna arrays, such as indoor routers, can be employed to form a bi-static or multi-static radar for detecting and tracking people moving inside a building, for tracking vehicles moving in a parking area or for the surveillance of sensible areas within railway station, airport terminals and private commercial premises [38] , [39] .
The main contribution of this paper can be divided into three aspects. Firstly, a joint sparse Bayesian model is established to combine the measurements from both stations and the MAP estimator of targets DOA was derived with expectation maximization (EM) technique [40] . It was found that using the data from bi-static system could help enhance the uniqueness condition for reconstruction process. However, it was found that although the MAP estimator based on EM could achieve optimal performance in Bayesian perspective, the computational expense would be unbearable in some practical situations. Therefore, based on the fix-point method and appropriate approximation, we then developed a fast optimization algorithm that maximize a Type-II Gaussian likelihood function. In addition, the local convergence property of this algorithm was given and proved theoretically. In our experiments, we show that in the case of low SNR and limited number of snapshots, the proposed SBL algorithms could achieve lower Root-Mean-Squared-Error (RMSE) than the conventional methods that only used data from either station.
The rest of this paper is organized as follows. In Section II, we give a description of the signal model. For the joint DOA estimation, the bi-static geometry is utilized. We show that under the Bayesian framework, the measurements from two radar stations can be combined to obtain the DOA estimation. Then in Section III, we derive an iterative algorithm using EM technique for the DOA estimation model. We then develop a fast algorithm in Section IV by maximizing a Type-II evidence function. In Section V, we present the simulation results of the proposed method and comparison with the conventional methods. Finally, Section VI concludes the paper.
II. SIGNAL MODEL
A. SYSTEM MODEL Consider a bi-static passive radar that consists of two linear phased arrays located at separate places. Here we assume the two arrays are placed in the same plane. The geometry of the bi-static system is depicted by Fig 1. Denote 
where the angles of arrival are in the range [−
. Further simplification of (1) gives
From (2), we can see that such link is dependent on R 1 and R 2 which are usually measured in the stage of detection. In many practical applications, e.g. wide-band radar, the precision of range measurement is higher than the angle estimation. The received signals at station 1 and station 2 can be written as
where
] is a M 2 ×L matrix of the received data at station 2 and
T is the array manifold and λ is the wavelength of the sources, M is the number of array elements. S 1 and S 2 are the complex amplitudes of the targets sampled at L different time. N 1 and N 2 are the white Gaussian noise from the first array and the second array respectively. Conventional DOA estimation methods based on sub-space decomposition usually requires estimation of the covariance matrix:
where (·) H represents the conjugate transpose, and sub-space decomposition by eigenvalue decomposition [41] :
where U si , i = 1, 2 consist of eigenvectors of signal sub-space and U ni , i = 1, 2 consist of eigenvectors of noise sub-space, σ 2 1 and σ 2 2 are noise power of the arrays. Therefore, from (5) and (6), we can see that the performance of such methods are sensitive to limited number of samples and SNR.
B. SPARSE SIGNAL MODEL
The sparse signal model introduces an over-complete dictionary matrix = [a(θ 1 ) a(θ 2 ) · · · a(θ N )] into the expression of received data. Here θ i , i = 1, · · · , N is a discrete sampling of spatial angle space. Then the received data can be rewritten as
where 1 and 2 are the dictionary matrices for station 1 and station 2 respectively. Since we have N max(M 1 , M 2 ), the problem we face is ill-posed unless the weight matrices S 1 and S 2 are K -sparse for each column meaning only K elements corresponding to the targets directions potentially have non-zero values and every column share the same sparsity profile. To jointly exploit the received data from both stations, we relate the sampling grids {θ 1i } N i=1 of 1 to the sampling grids {θ 2i } N i=1 of 2 using (2). Note that the sampling grids can not be too dense, otherwise the computation expense would be unaffordable. The optimal design of joint grid maps is a interesting topic for the future research and currently out of the scope of this paper. But generally we could let either
and the other is calculated by (2) .
The probabilistic distribution of data given the weight matrix is complex Gaussian as
where · F stands for the Frobenius norm of matrix. For the prior, note that we have made connection between 1 and 2 , therefore, it is reasonable to assume that the elements along each row of S 1 and S 2 are independent identically distributed (iid) and subject to a zero-mean complex Gaussian distribution with variance γ i ≥ 0, i = 1, · · · , N . The elements of each column are assumed to be independent from each other. Then we can put the prior distribution of weight matrices as
VOLUME 7, 2019 where γ = [γ 1 γ 2 · · · γ N ] and = diag(γ ). The variances γ are called hyper-parameters that control the sparsity of the model. In this paper, it is assumed that the variances of the target signal received by the two stations are the same. In practice, the signal variance corresponds to the signal power. The ratio of the signal power in the two stations can be estimated by the radar function. Then the received data can be compensated to make the variance of the target signal at both stations equal. When γ i = 0, the corresponding complex amplitudes equal zero with probability 1. Thus the estimation of targets direction depends on the estimation of γ instead of the weight matrices which amounts to significantly reduction of parameters needed to be estimated. The prior of the hyper-parameters is usually assumed to be non-informative or uniform. Using such broad prior over the hyper-parameters allows the posterior probability mass to concentrate at very small values of some of these γ variables, with the consequence that the posterior probability of the associated weights will be concentrated at zero, thus effectively 'switching off' the corresponding inputs [42] . Here we assume that the hyper-parameters are subject to Gamma distribution:
and Gamma(x |ā,b) = (ā) −1bā xā −1 e −bx with (ā) being the gamma function. In order to make the prior non-informative, we set a → 0, b → 0 and c → 0. Empirical evidences have shown that the SBL method is robust to the choice of a, b, c, as long as their values are sufficiently small [25] .
One way to obtain estimation of the hyper-parameters is by MAP estimation. On the other hand, from Bayes' theorem, the posterior distribution for γ and β 1 , β 2 is given by
Therefore, if the prior is relatively flat, in the evidence framework, the values of γ , β 1 , β 2 can be obtained by maximizing the marginal likelihood function p(Y 1 , Y 2 | γ , β 1 , β 2 ) which will be explored in Section IV. The algorithms we proposed in this paper can still work even if the targets are off the grid, but the performance will deteriorate. However, a simple grid refinement strategy [15] can be employed to alleviate such effect. Therefore, in the derivation of our algorithms, we will omit the discussion of handling the off-grid gap.
C. UNIQUENESS OF SOLUTION IN NOISELESS CASE
Denote spark(·) as the minimal number of coherent columns of a matrix and the term diversity represents the number of elements or rows of a matrix that are not equal to zero, then the following theorem holds:
Theorem 1: Assume that spark( 1 ) = m 1 , spark( 2 ) = m 2 and there exists a solution of S 1 and S 2 that satisfies (7) with diversity being p < max(m 1 , m 2 )/2, then there can be no other solutions with diversity r < max(m 1 , m 2 ) − p + 1.
The proof of the theorem is provided in Appendix A. Readers can find more discussion of the uniqueness of sparse recovery solution in [17] , [35] . The spark(·) corresponds to the Unique Representation Property (URP) in single-task compressive sensing problems. The theorem tells that if a solution with diversity less than max(m 1 , m 2 )/2, is found, this solution is unique. In addition, the theorem also gives the maximum number of targets that can be uniquely estimated. It can be found that compared with the DOA estimation using data from only one station, the model diversity constraint is more relaxed in our case. Therefore, the joint reconstruction process using data from both stations helps enhance the uniqueness of the solution.
III. MAP ESTIMATION OF TARGETS DOA
In this section, we derive an iterative algorithm for DOA estimation based on standard EM technique. The algorithm proposed exploit the data from both stations instead of either one of them as in the original EM algorithms. Therefore, we denote this proposed algorithm as Bi-static Multisnapshot Expectation Maximization (BM-EM). Following the standard SBL procedure, we will derive the estimator for hyper-parameters γ , β 1 , β 2 . Although the DOA estimation is only related to γ , the estimation of other hyper-parameters do affect the performance of DOA estimation. The estimation of hyper-parameters is obtained through MAP estimation:
Then with the optimal hyperparameters, the MAP estimate of S 1 and S 2 can be obtained by
According to Bayes' theorem, we have
Ignoring irrelevant terms, (12) is equivalent to
A. E-STEP
To obtain the objective function in (15), we need to compute the following integral:
However, optimizing the right side of (16) 
where · p(x) is the expectation operator with respect to the distribution p(x). For further derivation, we need to evaluate the posterior distribution of S 1 , S 2 . According to Bayes' theorem, we have
Here we assume that S 1 and S 2 are independent from each other. In practice, there could be many factors that contribute to this assumption [34] . Although the signals share the same sources, they are attenuated and also modulated during transmission. Turbulence of the transmission channel is one of the factors that make them incoherent. Furthermore, the signals for DOA estimation are already down-converted to the base band. Therefore, the turbulence in the radar system could also contribute to the assumption. With this assumption and that the noise in the two stations are independent, we have Y 1 and Y 2 are also independent from each other. Therefore, we have
Since Gaussian distribution is self-conjugate, the posterior distribution of S i , i = 1, 2 is also Gaussian. Combining (8) and (9) gives
where tr(·) represents the trace of a matrix, (·) −1 is matrix inversion, det(·) is the determinant of matrix and
where posterior mean µ S 1 , µ S 2 and covariance S 1 , S 2 can be written as
Now we have all the ingredients for the optimization problem in (15) . In the next subsection, we will continue derivation for the update of hyperparameters.
B. M-STEP
In this subsection, we address the estimation of hyperparameters γ , β 1 , β 2 . The estimation is done by maximizing the objective function in (17) , following a similar procedure in [25] . However, because in our algorithm, the data from two stations are jointly utilized, the update for γ is different. The estimation of β 1 and β 2 is only dependent on data from either station 1 or station 2. Thus, their estimation is the same as in [25] and we give the update of β 1 and β 2 directly as follows
and
where we have omitted the prior distribution of β 1 and β 2 , as the prior distribution is non-informative when b → 0 and c → 0. The above equation is obtained by directly taking differentiation of (17) over β 1 and β 2 and setting them to zero. In other literatures, the following update rule for noise variance was also used [42] , [43] :
However, for suitably structured dictionaries, the noise variance estimates obtained via this update rule can be extremely inaccurate [14] . Thus, in the iteration, it is recommended to use (23) and (24) for noise variance estimation.
For γ , ignoring irrelevant terms in (17), we could obtain
where for brevity, we have omitted the subscript p(
in the expectation operator and the prior distribution of γ , S 1 (i) and S 2 (i) represent the ith column of S 1 and S 2 respectively.
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For convenience of calculation, we differentiate (26) with respect to α m = 1 γ m instead of γ m . Then we can have
and (·) m,m represents the element at mth row and mth column of a matrix. In the above derivation, we have used the following matrix equality:
where is an arbitrary matrix. Setting the derivative in (27) equal to zero, we could obtain the following update rule for
As it can be seen from (30), the update of γ m uses the information from the average of posterior distributions of S 1 and S 2 instead of information of a single posterior distribution. As in our model, γ is the same for both stations, the average is principally equal to adding more data samples to the estimates. Therefore, the performance of our algorithm is expected to outperform traditional EM algorithm that uses data from either station.
C. COMPUTATIONAL COMPLEXITY ANALYSIS
However, the convergence of this algorithm may not be fast enough for practical applications. For the update of the posterior mean µ S i , i = 1, 2 and posterior variance S i , i = 1, 2, computation expense mainly comes from the matrix inversion of size N × N . Thus its computational complexity is in the order of O(N 3 ). The computation of updating γ requires 2NL 2 complex multiplications and 2(N −1)L 2 complex additions. Following the update of γ , the update of noise variance requires
In practice, the length of the dictionary is usually much greater than the number of elements and the number of targets. Thus the computational complexity in each iteration is in the order of O(N 3 ). As N increases for higher precision of DOA estimation, the computation burden of BM-EM could be unaffordable in practice. Therefore, in the next section, we will develop a fast SBL method for DOA estimation.
D. ALGORITHM SUMMARY
The EM algorithm requires repeating the E-step and M-step until the profile of γ converges. Upon convergence, the EM algorithm would give not only the DOA estimates but also the ≤ ε 4) Do the peak search of γ j+1 and use the dictionary matrix to obtain the angle estimation. 5) Output: θ 1 , θ 2 , K number of sources. Thus, it does not require prior knowledge of the number of sources. The initial value of γ is usually set to be uniform in every direction of the dictionary, because no prior information of targets' possible directions is assumed. The proposed algorithm is summarized in Algorithm 1.
IV. FAST SBL METHOD
In this section, we will develop a faster DOA estimation method by maximizing the evidence function. Although this method can be much more efficient, it requires prior information about the number of targets. Similar to other DOA estimators, the number of targets can be estimated by model-order selection criteria, such as Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) [44] - [46] . It is also possible that we introduce the model-order selection into the iteration [46] , so the algorithm could work without information of the number of targets.
Instead of calculating the posterior distribution of the weights matrix S 1 and S 2 , the evidence function is directly maximized to estimate the hyper-parameters. We denote this algorithm as Bi-static Multi-snapshot Sparse Bayesian Learning (BM-SBL).
According to Bayes' theorem, the evidence function could be obtained by
Substituting (8) and (9) into (31) gives
) With (32), the hyper-parameters are estimated by
The maximization is carried out by alternatively updating the hyper-parameters.
A. UPDATE FOR γ
In this subsection, we will address the update for γ . Differentiating (34) with respect to γ m gives us
where φ 1m and φ 2m are the mth column of 1 and 2 respectively. In derivation of (35), we have used the following matrix equality:
where is an arbitrary matrix. Using fix-point method, we introduce factors into (35) to obtain an iterative update equation for γ m . Thus we rewrite (35) as
Setting (37) to zero, we can get the update rule for γ m as
Note that from (5), we have
m . Now we can see that the update of γ is principally an iterative procedure of fitting the covariance matrix. At the optimal point, we have the following equation [47] 
where 1M and 2M are composed of columns from 1 and 2 that correspond to the target directions. Since R 1 and R 2 are usually positive definite, we can replace 
Such replacement can reduce the computation expense at each iteration. In [47] , a similar algorithm for only one station was proposed where the update rule for γ m is
It can be seen that (41) is not a linear combination of the update rule in (42) for a single station. The convergence of the proposed algorithm using (41) not only depends on the data variance fitting of station 1 but also the data variance fitting of station 2. Thus more data samples are used for estimation. Using (41) to update γ m is more robust to small perturbations in the proximity of the optimal value. Guarantees for global convergence is hard to prove rigorously. In [47] , the proof of convergence of (42) was not provided. As the formulated problem falls into the category of multi-task compressive sensing, it has been proved that the global minimum of the joint reconstruction process as in BM-SBL coincides with the true solution with probability 1 in the noiseless case [48] . In this paper, we give the local convergence of BM-SBL:
Theorem 2: ∃ a set K = γ | δ ≥ γ m − γ * m ≥ 0 such that if the initial point of the iteration γ 0 ∈ K, the algorithm would always converge to the true value γ * .
The proof of the above theorem is provided in Appendix B.
B. ESTIMATION OF K AND UPDATE FOR
Before jumping into the estimation of noise variance, we need to determine the number of targets first. Following the guidelines in [46] , one can easily get the estimate of K aŝ
where P is the model order, κ = (2PL+1) ln(L) 2 and
are the subspace projection matrices. Here 1M and 2M are composed of columns from 1 and 2 that correspond to the directions of P largest peaks in γ . Getting a good estimate of noise variance is important for fast convergence of the SBL methods. As it can be seen from the last section, the estimation of noise only depends on either Y 1 or Y 2 . Therefore, we can follow the same procedure as in [47] to get the update rule as
The above update rule is an outcome of (40) . Note that P 1 and P 2 may change at every iteration until the algorithm converges. If the columns in 1M and 2M correspond to the true target directions, the noise estimate in (45)
is unbiased, consistent and asymptotically efficient as it approaches the Cramer-Rao Lower Bound (CRLB) with L → ∞ [47] . But if the columns in 1M and 2M correspond to the false directions, (45) will always over-estimate the noise power because the signal power is smeared into noise subspace.
C. COMPUTATIONAL COMPLEXITY ANALYSIS
In each iteration, the computation expense of updating γ is mostly on calculation of the numerator, as the denominator does not change with iteration and can be calculated in advance. The computation of 
For the update of noise variance, determining the number of targets needs to be done in advance. Afterwards, the update of noise variance can be obtained directly from the maximum of the object function in (43) . If simple traversal search is used for finding the solution of (43), the computation requires
complex multiplications and
2 ) + 2P 3 complex additions where η is the maximum number of P. Generally η is much less than the minimum of M 1 and M 2 . Since the number of elements and the number of targets are much less than N , the computation in each iteration of Algorithm 2 is much less than BM-EM.
D. ALGORITHM SUMMARY
The algorithm proceeds by repetitively and alternatively update γ and σ 2 1 , σ 2 2 until
Firstly the update of γ is done using (41) , then the first K highest peaks are picked out to form 1M and 2M . Afterwards, σ 2 1 and σ 2 2 are updated by (45) . The algorithm proposed in this section estimate the targets' DOA by iterative fitting the data covariance. Therefore, the better estimation of R 1 and R 2 we have, the better estimation of DOA we can achieve. Note that the update of noise variance in (45) may converge very fast to its optimal point if M 1 K and M 2 K because the initial estimate may be already close to the optima, which would accelerate the convergence of our algorithm. The algorithm is summarized in Algorithm 2.
V. SIMULATION RESULTS
In this section, we conduct mathematical simulation to demonstrate the convergent property and estimation performance of the proposed algorithms. We compare our methods with the other conventional DOA estimation methods, such as MUSIC, Empirical Multi-snapshot Sparse Bayesian Learning (EM-SBL) [14] , original one-station EM (O-EM) [42] , [49] , and Multi-snapshot Sparse Bayesian Learning (M-SBL) [47] . These conventional methods only utilize data from station with higher SNR. For well-separated targets, all sparsity-inducing methods as well as MUSIC would provide similar DOA estimation performance, they differ, however, when two of the targets are closely located.
We consider two stations both equipped with linear array of six elements. The elements are uniformly spaced by half of the wavelength of radar. In this section, the simulation is conducted based on two different scenarios. In the first scenario, the distance between station 1 and the cross point equals the distance between station 2 and the cross point, i.e. L 1 = L 2 and the range of station 1 and of station 2 is the same and is equal to L 1 , i.e. R 1 = R 2 = L 1 . In this special case, the dictionary 2 is merely a mirror image of 1 . Thus, the grids of two dictionaries are both uniformly sampled in space and we have θ 1 = −θ 2 . In the second scenario, we also assume that L 1 = L 2 , but R 1 = 2L 1 , R 2 = 1.8L 1 . In this scenario, the grids of dictionary 1 are still uniformly sampled but the grids of 2 are calculated according to (2) . From  Fig. 2 , it can be seen that the proposed algorithms can obtain precise estimation of two closely spaced targets (within the 3dB beam width of the main lobe) while the MUSIC algorithm fails to distinguish the two targets. It can also be observed that the peak width of BM-SBL is narrower than BM-EM.
To analyze the convergent property of the proposed algorithms, we take the relative update ratio
as a measure of convergence. The relative update ratio can tell the rate of convergence and whether fluctuation occurred during iterations. In the simulation, we cap the number of iterations to be 500 in BM-EM and BM-SBL. The results of 10 Monte Carlo simulations are plotted in Fig. 3 . From the results, we can see that the relative update ratio of γ drops rapidly at the beginning and barely changes after about 300 iterations for both algorithms. However, in BM-SBL the relative update ratio undergoes a small bump after the rapid drop which is the result of fitting the covariance matrix. As the eigenvalues of Y 1 and Y 2 approach that of R 1 and R 2 respectively, a sudden turn of direction would generally happen once the convergent sequences of eigenvalues cross the eigenvalues of R 1 and R 2 .
The ratio σ 2 1 /σ 2 1T is used to evaluate the convergence of noise variance estimation, where σ 2 1T is the true value of the noise variance in station 1. The results are plotted in Fig. 4 . From the results, it can be seen that the BM-EM tends to underestimate the noise variance while the BM-SBL tends to produce rather precise estimates at the beginning of the iteration. As can be seen, the estimate of noise variance for BM-SBL is always higher than its true value at the beginning of the iteration, which is consistent with the analysis in Section IV.
B. DOA ESTIMATION PERFORMANCE
In this subsection, we will compare the DOA estimation performance of the proposed algorithms with conventional methods. Two targets are assumed with θ 11 = 20 • and θ 12 = 30 • respectively. As shown in Fig. 2 , when the two targets are such closely placed, the traditional MUSIC algorithm would not be able to distinguish between them. Thus, the comparison does not include MUSIC. We set the SNR in station 1 3dB higher than the SNR in station 2. The simulation is conducted based on the two different scenarios mentioned above.
In the first scenario, each method collects 50 independent snapshots for estimation and 100 Monte Carlo simulations are conducted to evaluate the performance. The conventional methods, i.e. EM-SBL, O-EM and M-SBL, only utilize the data from station 1. Fig. 5 shows the RMSE of different methods for different SNR of station 2. It can be seen from the results that in this scenario, the proposed algorithms, i.e. BM-EM and BM-SBL both outperform the conventional methods at all different SNR which is due to the incorporation of the data samples from station 2. Furthermore, the BM-SBL has a slight advantage over BM-EM in RMSE, especially when the SNR is low, which probably results from the usage of prior information about the number of targets. For the same reason, M-SBL outperforms EM-SBL and O-EM in all cases. The EM-SBL and O-EM fail to produce precise estimation of targets DOA when the SNR drops below 0dB. The advantage of the proposed algorithms is more obvious in the case of low SNR. Thus it can be concluded that in this scenario, the joint estimation obtained via the proposed methods can achieve better performance than the conventional SBL methods only using data from one station. Fig. 6 shows the RMSE of different methods versus the SNR of station 2 in scenario 2. Again, each method uses 50 snapshots for estimation and the RMSE is calculated based on 100 Monte Carlo simulations. It can be seen that in this scenario, the proposed algorithms still outperform the all the other conventional SBL methods, especially at lower SNR. Fig. 7 shows the how performance of different methods changes with different number of snapshots in scenario 1. In the scenario, it is still assumed that two targets are incident from the direction θ 11 = 20 • and the direction θ 12 = 30 • respectively. The SNR of both stations are set to be 4dB. The RMSE of each method is calculated based on 100 Monte Carlo simulations. It can be seen that the performance of all the sparsity-inducing techniques improves with increasing number of snapshots. The proposed algorithms outperform the other conventional methods in all situations. It can also be observed that when the number of snapshots grows larger, BM-SBL has a slight advantage in RMSE over BM-EM. Fig. 8 shows the RMSE of different methods versus number of samples in scenario 2. In scenario 2, the dictionary 2 is no longer uniformly sampled. All the other simulation parameters remain the same as in scenario 1. From the results, it can also be found that the proposed algorithms outperform the other conventional methods and the BM-SBL tends to perform better than BM-EM in the case of large number of samples. Fig. 9 presents the performance of different methods at different cases where the two targets are separated by different angles. In the simulation, the first target is fixed at 0 • , while the angle of the other target changes from 5 • to 20 • . It is found that all the SBL methods are not able to tell the two targets separated by less than 5 • and when the targets are separated by more than 10 • , the SBL methods can produce relatively precise estimates. It is also seen that the larger the separated angle is, the lower RMSE the SBL methods can offer. The proposed algorithms outperform the conventional methods in all situations.
The computation time of BM-EM and BM-SBL is compared in Fig. 10 . It can be seen that with more snapshots, the algorithms require more time for calculation. Furthermore, BM-SBL is clearly more computational efficient than BM-EM, especially in the cases of large snapshots, which support the analysis given in Section IV. DOA estimation performance with and without the grid refining strategy [15] is compared in Fig. 11 . In the simulation, two targets were assumed. The incidental angles with respect to station 1 were 10 • and −10.5 • respectively. 100 snapshots were used for the estimation. The SNR changed from −2dB to 8dB. In the off-grid handling, the grids of the refined dictionary matrix span from min(θ ) − 5 • to max(θ ) + 5 • with the interval being 0.5 • . Hereθ is the DOA estimates from the last estimation using coarse grids. Such choice of grids was made based on the last estimates of targets' DOA. It ensured that all the DOA of targets were covered in the refined grids. It can be seen from Fig. 11 that the off-grid handling can significantly improve the performance of DOA estimation. Without the off-grid handling, the RMSE could not go lower than 0.5 • . The computational complexity of the proposed method before and after the off-grid handling was compared in Fig. 12 . It can be seen that with snapshots increasing, the computation complexity of BM-SBL increases slower than that of BM-EM. The off-grid handling almost doubles the CPU time of the case without off-grid handling. In all, the off-grid handling is able to deal with the off-grid targets, however at the expense of much more computational resources.
VI. CONCLUSION
In this paper, we proposed a novel DOA estimation method for bi-static passive radar under the framework of sparse Bayesian learning, which successfully combined the measurements from both stations to achieve improved estimates. Theoretical results showed that the bi-static system could help enhance the uniqueness of the reconstructed solution. Two algorithms were proposed for this purpose. The MAP estimator was firstly derived using EM technique. To reduce the computation expenses, a fast SBL method named BM-SBL was then developed by using the fix-point method to maximize the evidence. Theoretical derivation proved that once the initial point of iteration started in a given set around the true value, the BM-SBL estimates would always converge to the true value. Simulation results demonstrate the advantage of the proposed algorithms against the conventional SBL methods only using data from one station.
APPENDIX A PROOF OF THEOREM 1
Proof: The proof of theorem 1 follows the basic guideline of proving Theorem 1 in [17] , [21] , [35] for single-task compressive sensing. As the formulated problem in this paper is a multi-task compressive sensing, the derivation differs a little.
Let us assume that M 1 > M 2 and there exists another solution of S 1 with diversity r < M 1 − p + 1. Denote such solution as S 1 . Then we have
Denote the p columns in 1 that correspond to the non-zero rows in S 1 as p 1 and the sub-matrix that is formed by the non-zero rows of S 1 as X 1 . Denote the r columns in 1 that correspond to the non-zero rows in S 1 as r 1 and the sub-matrix that is formed by the non-zero rows of S 1 as X 2 .
Thus, following the assumption, one can get
Since p + r < m 1 , the columns in the matrix ( p 1 r 1 ) are linearly independent. Therefore, X 1 and X 2 must be zero matrix for (47) to be satisfied, which clearly contradicts the original assumption. The above derivation concludes that there can be no other solution of S 1 with diversity r < m 1 − p + 1. As p < m 2 , it can be given that r > p which means that the original solution is the sparsest among all that satisfy (7). The same conclusion can be derived if m 2 > m 1 and hence, theorem 1 is proved.
APPENDIX B PROOF OF THEOREM 2
Proof: In order to access the convergence of sequence γ m , we firstly prove the local convergence of the sequence γ 2 m . From (41), we have
Taking differentiation of (48) over γ 2 m gives:
The complex derivative operator is defined in [50] 
where f is an arbitrary real function and x is a complex vector, Re(·) and Im(·) represent the real part and imaginary part of a complex matrix respectively. Using the complex derivative operator and the chain rule of differentiation, we have
where in the above derivation, we have used
Similarly, one can easily get
Substituting (51) and (53) into (49) gives that
In the following derivation, the lemma below is used:
With the Lemma, it can be seen that
. Such function is a multivariate function. The derivative of h m (γ ) over γ m is
which is clearly always negative. The derivative of h m (γ ) over
Denote a set M that contains the indexes that correspond to the target directions in the dictionary and the optimal point as γ * . Then one can easily get:
If m / ∈ M, one can obtain the following result from (55) and (56):
where (·)| γ =γ * represents the value at γ = γ * . Since the derivative of h m is also continuous, it can be seen that
If m ∈ M, h m (γ * ) < 1. Thus it can be obtained that
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