(Quasi-)Poisson-Lie T-duality of string effective actions is described in the framework of generalized geometry of Courant algebroids. The approach is based on a generalization of Riemannian geometry in the context of Courant algebroids, including a proper version of a Levi-Civita connection. In our approach, the dilaton field is encoded in a Levi-Civita connection and its form is determined by the Courant algebroid geometry. Explicit examples of background solutions are provided using the approach developed in the paper.
Introduction, Poisson-Lie T-duality
In their original series of papers [1] [2] [3] , Klimčík and Šev-era proposed a new kind of non-Abelian duality, the so called Poisson-Lie T-duality, between two-dimensional σ-models. Recently, this observation was interpreted in terms of geometry of Courant algebroids in [4] [5] [6] .
Let us recall the main statement of the Poisson-Lie Tduality in the case relevant for this paper. Details can be found in [5, 6] and, to some extent, in the following sections. A 2-dimensional σ-model is a field theory given by the action functional
where the fields are smooth maps ℓ : Σ → M , and i) (Σ, h) is a 2-dimensional oriented pseudo-Riemannian smooth manifold, the worldsheet; ii) M is a smooth manifold, the target, equipped with a metric g , a 2-form B and a closed 3-form H; iii) Σ is the boundary of a 3-dimensional smooth manifold X and ℓ in the last term is an arbitrary extension of the map ℓ : Σ → M to X .
Using the Stokes theorem, the theory is manifestly invariant under the change B → B −C and H → H + dC , where C ∈ Ω 2 (M ) is an arbitrary 2-form. For this reason, the term with B can be omitted without the loss of generality. In accordance with [6] , in this case, the action (1) describes a σ-model of Poisson-Lie type. Now, one can construct a special class of background fields (g , B, H) on the target D/G, using a fixed half-dimensional subspace
See the text under equation (24) for details.
Interestingly, if one repeats this procedure for a different Lagrangian subgroup G ′ ⊂ D and constructs the respective fields (g ′ , B ′ , H ′ ) starting from the same subspace E + , the corresponding σ-models on D/G and D/G ′ are equivalent. More precisely, there exists an (almost) symplectomorphism of the respective phase spaces intertwining the Hamiltonians. See [6] for details. This is the main statement of Poisson-Lie T-duality.
On the other hand, for any σ-model (1) , one can consider the corresponding low-energy effective action
where g and B are now dynamical fields on M , and φ is a smooth function on M called the dilaton field. Equivalently, this is a bosonic part of the type II supergravity where the Ramond-Ramond fields are omitted. In this paper, however, the dimension of M does not need to be ten. For some time, the theory of Courant algebroids, with a proper generalization of the Levi-Civita connection, seems to be the correct approach to a geometrical description of low-energy effective actions and various supergravities. See [7, 8] for type II supergravities, [9, 10] for the heterotic case, and our own work on this topic in [11] [12] [13] [14] . The same idea is pivotal in double field theory, for a comprehensive list of references see, e.g. the review in [15] . For a recent work on Poisson-Lie T-duality and related topics, see also [16] [17] [18] [19] .
It is natural to combine the Courant algebroid approach to Poisson-Lie T-duality with the geometrical description of effective theories.
We have done this in [20] for a special case where D is diffeomorphic to a product G × G * of two mutually dual Poisson-Lie groups. The corresponding homogeneous spaces are D/G ∼ = G * and D/G * ∼ = G and this scenario in fact corresponds to the original setting of Poisson-Lie duality in [1] . Unfortunately, this paper contains a quite cumbersome derivation of the formula for the dilaton. Moreover, neither an explicit form of algebraic equations for the subspace E + ⊂ d nor examples are given.
These issues are addressed in this paper. In Section 2, we recall the rich geometrical content of Manin pairs (d, g) and their integration to Lie group pairs (D,G). In particular, there is a natural structure of an exact Courant algebroid on the trivial vector bundle D/G×d and a quasiPoisson tensor on the coset space D/G. In Section 3, we use these building blocks to construct background fields of the low-energy effective action corresponding to an arbitrary σ-model of Poisson-Lie type. In particular, one has to employ the apparatus of Courant algebroid connections to find the dilaton field φ, c.f. Theorem 3.1. The proof of the resulting formula (34) is moved to Appendix B. It is a great simplification and generalization to the quasi-Poisson case of the one presented in [20] .
In Section 4, we prove the two main results of this paper. In Theorem 4.3, we show that equations of motion for the effective actions are, for background fields constructed in Section 3, equivalent to a system of algebraic equations for the subspace E + ⊂ d. As E + is common to all σ-models related by (quasi-)Poisson-Lie T -duality, one immediately obtains Theorem 4.4, which should be viewed as a proof of the consistency of Poisson-Lie Tduality with the induced low-energy theories. We prove the theorem using the language of Levi-Civita connections on Courant algebroids, see [13] . The detailed derivation of the algebraic system of equations for E + has been included as Appendix C.
At this moment, we must point out that recently a very interesting paper [21] appeared. Their main claim is very similar to our Theorem 4.4. Moreover, RamondRamond fields and more general σ-models are considered. They use methods developed in [22] . In particular, instead of general Courant algebroid connections, they construct a (different) generalized Ricci scalar and a scalar curvature without using Levi-Civita connections. Instead they make use of a properly defined divergence operator div : Γ(E ) → C ∞ (M ). We believe that the approaches developed in [21] and in the present paper are complementary to each other; we write down explicit formulas in terms of the quasi-Poisson geometry on D/G, discuss the algebraic system of equations in more detail, and find some interesting non-trivial solutions for a type II supergravity with a dilaton field in Section 5.
Manin pairs and their geometry
Let d be a Lie algebra together with a non-degenerate symmetric and invariant bilinear form 〈·, ·〉 d . We will write g d = 〈·, ·〉 d whenever it is more convenient. For any 
where we always identify the bivector θ with the induced 
Given a splitting j, one can construct a vector space isomorphism g ⊕ g * → d and equip g ⊕ g * with the structure of a double of the Lie quasi-bialgebra g. It is uniquely determined by (g, δ, µ) and for all (x, ξ), (y, η) ∈ g ⊕ g (6) where
There are certain compatibility conditions among (g, δ, µ) which are most easily read out of the Jacobi identities for the bracket (6) . Note that for µ = 0, the Lagrangian subspace j(g * ) ⊆ d is not a subalgebra and for general µ, the skew-symmetric bracket [·, ·] g * is not Lie. The Lie quasi-bialgebra (g, δ ′ , µ ′ )corresponding to another isotropic splitting j ′ can be expressed using (g, δ, µ) and the unique bivector θ by plugging (4) into the definitions (5).
As G is assumed to be closed, there is a unique smooth manifold structure on the coset space S = D/G, making the quotient map π 0 : D → S into a smooth surjective submersion and D into a total space of a principal G-bundle with the Lie group G acting on D via the restriction of the right multiplication.
There is a natural transitive left action ⊲ :
called the dressing action of D on S. Let #
denote the corresponding infinitesimal action. It can be used to define a fiber-wise surjective vector bundle map
The trivial vector bundle E = S ×d can be equipped with a fiber-wise extension of the form 〈·, ·〉 d , denoted by the same symbol. We may thus form a sequence of vector bundles
where 
for all ψ, ψ
Note that the last term is the only difference between [·, ·] E and the bracket corresponding to the respective Atiyah Lie algebroid. For every exact Courant algebroid, there exists an isotropic splitting of the sequence (8) , that is a vector bundle map σ : T S → E satisfying ρ •σ = 1 and σ(T S) ⊆ E forming a Lagrangian subbundle with respect to 〈·, ·〉 d . Every such σ induces a Courant algebroid isomorphism
for all X , Y ∈ X(S) and ξ, η ∈ Ω 1 (S). The anchor on ÌS is the canonical projection onto T S and the pairing 〈·, ·〉 ÌS is the canonical one between 1-forms and vector fields. The closed 3-form H σ represents the so called Ševera class of E and it is obtained via the formula
for all X , Y , Z ∈ X(S). For any other isotropic splitting σ
For a good reference on the topic of exact Courant algebroids and their splittings, see e.g. [26] .
Can some splittings j : g * → d of (3) be of use in order to construct splittings σ of the short exact sequence (8)?
As σ is uniquely determined by its image, it is natural to consider a subbundle S × j(g * ) ⊆ E . This is a Lagrangian subbundle of a correct rank. One only has to show that it is complementary to ker(ρ). Unfortunately, this is not true for general j. First, note that for any s ∈ S, one can unambiguously define a subspace Ad s (g) := Ad d (g) for any d ∈ π −1 0 (s). One says that the isotropic splitting j of (3) is admissible at s ∈ S, if
Every splitting is admissible at s 0 = π 0 (G). If j is admissible at s, it is admissible at all points of some neighborhood of s. Finally, for every s ∈ S, there exists some splitting admissible at s. For the proof of the last assertion, see [25] . We say that (D,G) is a complete group pair if it admits an everywhere admissible splitting. Then the following statements are equivalent:
ii) The subbundle S × j(g * ) is complementary to ker(ρ). In other words, there exists a unique isotropic splitting σ : T S → E of (8) , such that σ(T S) = S × j(g * ); iii) For each s ∈ S, the map ξ → # ⊲ s (j(ξ)) is a linear isomorphism. In other words, the module X(S) is generated by vector fields ξ ⊲ := # ⊲ (j(ξ)). The splitting σ from the previous point can be then uniquely described by
where we identify elements of d with the constant sections of E ; iv) For a splitting j, one can write the adjoint action Ad of D as a formal block matrix with respect to the isomorphism d ∼ = g ⊕ g * induced by the choice of j:
where k(d) : g → g and similarly for the other blocks.
Note, it follows immediately from (11) and (13) that H σ is related to µ ∈ Λ 3 g by
for all ξ, η, ζ ∈ g * . This observation underlines the general principle -evaluate everything on the special vector fields ξ ⊲ to make the calculations easier.
Finally, the choice of an isotropic splitting j : g * → d
allows one to induce additional structure on D. Indeed,
for all ξ, η ∈ d * . This is called the standard r -matrix corresponding to j. Let
where L and R denote the left and right translation of 
The tensor Π D j depends on the choice of the splitting j. When j ′ is related to j as in (4) , one finds Π
. It can be written directly
From the above equations for Π D , one can directly derive the identities
Moreover, under the change of splitting (4), one has
In the following, we will assume a fixed splitting j and omit the corresponding subscript. Now, suppose that j is everywhere admissible. For each x ∈ g, we may define a 1-form x
for all ξ ∈ g * . This determines it uniquely. The infinitesimal action # ⊲ can be then written as
Equivalently, Π S can be uniquely characterized by equa-
We will often view Π as an S-dependent map from g to g * defined by Π(y) = Π(·, y). The objects introduced in this paragraph satisfy some important relations which are in detail discussed in Appendix A. There is a non-trivial observation relating Π to the block form of the adjoint representation (14) . We formulate it as a proposition. ( 14) . Then the map Π ∈ C ∞ (S, Hom(g, g * ))
introduced above can be written as
Proof. The map k can be point-wise inverted as j is assumed to be everywhere admissible. As Ad is a group representation and G is a subgroup, the function c · k
. One only has to argue that Π ′ = Π. To achieve this, one has to observe that
The rest follows from the fact that
and the definitions (16, 17) . ■
Constructing the background fields
We will now construct σ-model backgrounds (g , B, H) on the manifold S starting from two pieces of the algebraical data on the Lie algebra d.
First, recall that by generalized metric on any orthogonal vector bundle (E , 〈·, ·〉 E ) we mean a maximal positive subbundle V + ⊆ E with respect to 〈·, ·〉 E . Its rank equals to the positive index (which has to be constant on every connected component of the base manifold) of the form 〈·, ·〉 E . We define V − = V ⊥ + . It follows that V − is a maximal negative subbundle of E with respect to 〈·, ·〉 E and we can write E = V + ⊕ V − .
In particular, on the vector bundle ÌS = T S ⊕ T * S equipped with the canonical pairing 〈·, ·〉 T , every generalized metric V + ⊆ TS is uniquely determined by a pair (g , B ) , where g is a Riemannian metric on S and B ∈ Ω 2 (S)
is a 2-form. More precisely, one has
We use this observation to construct the backgrounds. This is the original idea of Poisson-Lie T-duality [1] , explained in the language of Courant algebroids in [4] . 
is a generalized metric on the orthogonal vector bundle (E , 〈·, ·〉 d ).
One can fix any splitting σ : T S → E of the sequence (8) and obtain a vector bundle isomorphism
. This is, by construction, a generalized metric on (ÌS, 〈·, ·〉 T ) and there is thus a unique pair (g , B σ ) of background fields determined by V σ + . The subscript σ of g is missing on purpose, the Riemannian metric obtained in this ways is in fact independent on the splitting.
Recall that there is also a closed 3-form H σ ∈ Ω 3 (S)
representing the Ševera class of E defined by (11) . Altogether, we obtain a triple (g , B σ , H σ ) of sigma model background fields on the target space S. These are precisely the ones discussed in [6] . The choice of the splitting σ is not especially important. Indeed, every other isotropic splitting σ ′ : T S → E of (8) can be written as
for a unique 2-form C ∈ Ω 2 (S). For the corresponding 3-
Using the Stokes theorem, it is clear that the two sigma models with target space backgrounds (g , B σ , H σ ) and (g , B σ − C , H σ + dC ) are equivalent. We can thus choose σ to our advantage in the following. Let us also henceforth write just B for B σ . Let j be an everywhere admissible splitting. There is a unique invertible map E 0 : g * → g such that the positive definite subbundle E + ⊆ d can be written as its graph:
The subspace E + is positive with respect to 〈·, ·〉 d if and only if E 0 has a positive definite symmetric part. Define E ∈ C ∞ (S, Hom(g * , g)) for all ξ, η ∈ g * using the equation
In other words, E is the combination of the metric and Bfield in the special frame. Again, it makes sense to view E as an S-dependent map from g * to g. It follows that E can be written in terms of the function Π given by (23) and the constant map E 0 defined above as
To see this, note that ρ
By definition of E 0 , we find E(η) = E 0 (η + Π(E(η))) for all η ∈ g * . It is not difficult to see that E given by (28) is the unique solution of this equation. Now, let us endeavor to find the last of the background fields in the effective action, the dilaton field φ ∈ C ∞ (S). To do so, we have to introduce another concept.
Let
for all sections ψ, ψ ′ ∈ Γ(E ) and f ∈ C ∞ (M ), and its extension to tensors on E satisfies ∇ ψ (g E ) = 0. We write g E = 〈·, ·〉 E . One says that ∇ is torsion-free if its torsion 3-form defined for all ψ, ψ
vanishes identically. Finally, let V + ⊆ E be a generalized metric. We say that ∇ is a Levi-Civita connection on E with respect to V + , if it is torsion-free and for all ψ ∈ Γ(E ), one has ∇ ψ (Γ(V + )) ⊆ Γ(V + ). One writes ∇ ∈ LC(E ,V + ).
The space of such connections is non-empty and in general quite big, see e.g. [13] or [10] . For any Courant algebroid connection, there is a natural divergence operator
. By Tr we mean the fiber-wise trace of the vector bundle endomorphism. Now, recall that our starting data in the construction of the background (g , B ) was a generalized metric
Courant algebroid with the bracket (9) . It restricts to the bracket −[·, ·] d on constant sections and we can thus extend ∇ 0 to a unique Courant algebroid connection ∇ E ∈ LC(E , E E + ). Finally, by fixing the splitting σ : T S → E , one can use the isomorphism Ψ σ : ÌS → E to define a Levi-
. For reasons explained in the following section, we define φ ∈ C ∞ (S) to be the solution to the system of partial differential equations
Levi-Civita connection ∇ g on S corresponding to the metric g . Equivalently, this ensures the partial integration rule in the form
If such φ exists, it is determined uniquely up to an additive constant, which is irrelevant for the effective action. It turns out that there are choices of ∇ 0 for which there are no solutions. In fact, there even exist Manin pairs where there is no solution for any ∇ 0 . Fortunately, there are two reasonable restrictions on (d, g) and ∇ 0 where not only φ can be found, but it also can be written down explicitly. We state the result as a theorem. We have included its proof in Appendix B. 
Theorem 3.1. Let g be a unimodular Lie algebra, that is Tr(ad
on an open set U ⊆ S, the solution is on U is given by the formula
The function ν : ( 14) . In fact, the right-hand side of ( 34) does not depend on the used admissible splitting. In particular, it can be used to define a globally well-defined solution φ ∈ C ∞ (S). 
where
is some basis of g. The form (35) is indeed invariant with respect to the dressing action. To see this, note that µ is D-invariant if and only if its pullback
But we have already noted in the proof of Proposition (2.1) that
for all x ∈ g. Recall that k : D → End(g) is defined by (14) .
This form is indeed left-invariant. Moreover, note that µ does not depend on the choice of the admissible isotropic splitting j. In other words, the local definitions (35) patch well to give a global form µ on S. Now, let E = g + B be the decomposition of the map (28) into its symmetric and skew-symmetric part. Slightly abusing the notation, we use the same notation for the corresponding matrices in the basis we have used to define µ. Then
Now, note that (28) implies g − Bg
Using the same formula for the determinant, we also have
Hence, the combination of these two expressions yields
Now, observe that the volume form vol g can be written using the matrix g of functions as
We can thus rewrite the formula (34) in the form
Note that µ depends on the choice of the basis (
which is compensated by the constant term in (42). Moreover, none of the objects depend on the choice of the admissible splitting j.
Equations of motion for effective actions
Now, suppose that we have constructed the background fields (g , B, φ, H) as described in the previous section. We will now prove that the equations of motion of the action
can be in this case formulated as a set of algebraic equations for the subspace E + ⊆ d we have used to construct this special class of target space fields. We will rely on the geometrical description of equations of motion in terms of Courant algebroid connections. Let us recall the necessary ingredients. Suppose we have a Courant algebroid (E , ρ,
Then the generalized Riemann tensor R ∇ is defined by
It turns out that R ∇ is a well-defined tensor on E with many useful symmetries, see [13] for the detailed exposition. Most importantly, it allows one to unambiguously define the generalized Ricci tensor Ric ∇
µ=1 is some local frame on E and 〈ψ µ E , ψ ν 〉 E = δ µ ν . Now, the choice of a generalized metric V + ⊆ E allows one to write E = V + ⊕ V − . It follows that the fiber-wise metric G = g E | V + − g E | V − is positivedefinite. We can use it to define the generalized scalar curvature R + ∇ ∈ C ∞ (M ) with respect to V + as a trace
There is also a canonical scalar curvature R ∇ = Tr g E (Ric ∇ ) which can be used for various consistency checks. These are precisely the ingredients required to describe the equations of motion of (43). We formulate it as a theorem. Its proof can be found in [13] . ( 24) .
for a given smooth function φ ∈ C ∞ (M ) and all (X , ξ) ∈ Γ(ÌM ). We write ∇ ∈ LC(ÌM ,V + , φ).
Then the backgrounds (g , B, φ) solve the equations of motion obtained by the variation of the action 1 ( 43) if and only if the connection ∇ satisfies the conditions R
It is of course important that for any V + and any φ ∈ C ∞ (M ), we have LC(ÌM ,V + , φ) = . It follows directly from the statement that nothing depends on the particular choice of ∇ ∈ LC(ÌM ,V + , φ). In fact, one can prove that for any Levi-Civita connection, the quantities R + ∇ , R ∇ and Ric +− ∇ depend on ∇ only through its divergence operator. As we fix its form by condition (48), this explains the above observation. Now, recall that we have constructed the dilaton function φ as a solution to the partial differential equation (32). Looking at the condition (48), we just made our LeviCivita connection ∇ σ satisfy the assumptions of Theorem 4.1. Recall, we have constructed it from a given LeviCivita connection ∇ 0 ∈ LC(d, E + ). Hence, it is not surprising that their respective induced quantities are closely related.
Theorem 4.2. Let
∇ 0 ∈ LC(d, E + ) be any Levi-Civita con- nection on the Courant algebroid (d, 0, 〈·, ·〉 d , −[·, ·] d ) with respect to the generalized metric E + ⊆ d. Let ∇ σ ∈ LC(ÌS,V σ + ) be
the Levi-Civita connection constructed from it using the splitting σ, cf. the paragraph above ( 32).
Then R
and only if
Proof. This is a slight generalization of Proposition 6.1 in [20] . Note that in particular, the scalar curvature R It is easy to see that both Ric and R + transform naturally with respect to any Courant algebroid isomorphism, respectively. Again, see [13] for details.
Finally, we have defined ∇ E and E E + to restrict to ∇ 0 and E + on constant sections which (globally) generate E . As R ∇ E is a tensor on E , it (and all its traces) can be evaluated on the generators and the conclusion of the theorem follows immediately. ■
We can now formulate and easily prove the two main results of this paper. This should be understood as a proof of consistence of Poisson-Lie T-duality on the level of σ-models with the corresponding low-energy theories (type II supergravity).
Remark 4.5. We have constructed and proved everything using the positive subspace E + ⊆ d. Consequently, the metric g is always Riemannian. In order to allow for any (e.g. Lorentzian) signature, one has to relax the conditions on E + . Namely, one can consider any halfdimensional subspaces E + ⊆ d such that the restriction of 〈·, ·〉 d to E + remains non-degenerate. This is possible as long as the involved objects make sense. Some maps may become singular or negative. For example, in formula (34) we may be forced to add absolute values to the arguments of the logarithms. One only has to be more careful to cope with such issues. We will comment more on this in the examples in the following section.
Some examples
Let us now examine some non-trivial examples of Manin pairs which can be explicitly integrated to a group pair. We will first look at the algebraic system of equations of motion obtained in Theorem C.2. In particular, we will choose some non-trivial Lie quasi-bialgebra (g, δ, µ). 
Lie algebra g is Abelian
If we assume that g 0 is positive definite, this equation forces µ ′ = 0. In other words, we require θ 0 to be the potential for the 3-vector µ, namely
This provides a first algebraic obstruction to the existence of some solution (g 0 , θ 0 ), namely the Chevalley-Eilenberg cohomology class [µ] ∈ H 3 (g * , Ê) must be trivial. Note that this condition makes sense as µ is by construction (it is one of the Lie quasi-bialgebra conditions) d * -closed. We can thus set µ ′ = 0 in all the remaining equations. In particular, note that the skew-symmetric tensor (159b) vanishes for any Lie algebra g * . Moreover,
It is still quite difficult to solve this equation. So far, we have found a single non-trivial Lie algebra g * where we were able to find the solution. 
This Lie algebra has a zero Killing form, c g * = 0, and a non-trivial third cohomology group H
we have d * (θ 0 ) = 0 for all θ 0 ∈ Λ 2 (g) and our only choice for µ is thus µ = 0. The bivector θ 0 ∈ Λ 2 g can be chosen
arbitrarily. Note that in the following, we will allow for g 0 of any signature. In general, there could be thus some non-zero µ ′ ∈ Λ 3 (g) satisfying (49). However, in this case dim(Λ 3 g) = 1 and there are no such elements.
One can approach the problem as follows. The most general automorphism of (g * , [·, ·] g * ) has the matrix in the above basis given by
where M ∈ GL(2, Ê) and x ∈ Ê 2 are arbitrary. We can examine the action of this group on the space of symmetric non-degenerate matrices g −1 0 . In general, we have
where h 0 ∈ Ê, h ∈ Sym(2, Ê) and a ∈ Ê 2 take values constrained by the condition det(g 
where ǫ ∈ {−1, 1} and λ 1 ≥ λ 2 are two non-zero numbers. The subset h 0 = 0 contains exactly two orbits uniquely represented by
where ǫ ∈ {−1, 1}. Note that no metric in these two classes is positive definite, as g 
which is non-zero. The family g −1 0 (ǫ, λ 1 , λ 2 ) thus does not solve the equations. On the other hand, it is easy to see that g −1 0 (ǫ) both do solve the equations. Note that g 0 has signature (2, 1) for ǫ = 1 and (1, 2) for ǫ = −1. There is no positive-definite solution.
In this example, everything can be calculated very explicitly. Indeed, note that g * is the Heisenberg algebra realized by a subalgebra of matrices 
where α i ∈ Ê are arbitrary real numbers. As manifolds, we have H 3 (Ê) ∼ = Ê 
Now, as g is Abelian, we can choose G = (g, +). The Lie group D can be then chosen as
where H(3) acts on g via the coadjoint representation. As both G = g and H 3 (Ê) are subalgebras of D, we are in the Manin triple scenario described in [20] . In particular, the coset space S can be identified with H 3 (Ê) and the projection π : D → S is in this case indeed just a projection
Moreover, we have d = g ⊕ g * , the canonical inclusion j : g * → g⊕g * is everywhere admissible and for any ξ ∈ g * , we have ξ ⊲ = ξ R , a right-invariant vector field on H 3 (Ê) generated by ξ ∈ g * = Lie(H 3 (Ê)). Naturally, the dual generators x ⊲ are right-invariant 1-forms x R generated by x ∈ g. Explicitly, one has
where ξ i = ξ(t i ) for all i ∈ {1, 2, 3}. Next, we must find the map Π ∈ C ∞ (H 3 (Ê), Hom(g, g * )). By 2.1, it may be found using the blocks of the adjoint representation. One has
We see that Π = 0. This is hardly surprising as Π is (up to a sign) the unique multiplicative Poisson bivector on H 3 (Ê) whose Lie derivative at the unit should give a cocycle defining the trivial Lie algebra structure on g. From (28), we thus get
This shows that the background field B is the rightinvariant 2-form on H 3 (Ê) generated by θ 0 ∈ Ê. As µ = 0, the formula (15) implies that H = 0. The metric g is rightinvariant and generated by g 
Finally, we can plug into the formula (34). The Lie group H 3 (Ê) is unimodular and thus ν = 1. We thus find a quite boring formula for dilaton, namely φ = 0. 
The class of δ is trivial
For example, one has a ′ = [θ 0 (t i ), t i ] g which is in general non-zero. The Killing form c
Nevertheless, there are examples where we can solve the equations of motion completely.
Example 5.2 (g is now the Heisenberg algebra). Sup-
pose g is a 3-dimensional Lie algebra given in the basis (t 1 , t 2 , t 3 ) by its commutation relations
Using arguments parallel to previous subsection, it is sufficient to verify the equations of motion for g 0 having the matrix, in this basis, in one of the following forms:
where ǫ ∈ {−1, 1} and λ 1 ≥ λ 2 are arbitrary non-zero numbers. Moreover, let us parametrize the matrix θ 0 of the bivector θ 0 in the above basis as
In other words, we have θ 
Note that in this basis, the bracket depends on θ 0 only through the parameter b 1 . For the induced quantities, we find their coordinate expressions 
This shows that the entire system of algebraic equations in Theorem C.2 does depend (in this basis) on θ 0 only through b 1 . Now, we can treat the two above classes of metrics separately.
The best way to start is to solve the two scalar equations (160a, 160b). This ensures that the scalar equation (158) holds and it renders Ric 0 s traceless. We obtain two equations
The first of the two conditions forces ν 0 = ± . In particular, this can work only for λ 1 λ 2 < 0. We also see that µ 0 = 0. One can immediately argue that we have a solution. Indeed, this case corresponds to µ 0 < 0 in the (a) case, where we twist the splitting to get µ 0 = 0 at the expense of non-zero b 1 . However, one can also verify everything by an explicit calculation. We indeed obtain a solution whose matrices are
The parameters ǫ ∈ {−1, 1}, λ 1 , λ 2 = 0 and b 2 , b 3 ∈ Ê are arbitrary except of the condition λ 1 λ 2 < 0.
Here θ 0 is not independent of the choice of g 0 . ii) g 0 (ǫ): The scalar equation (160b) 
In other words, the only possibility is b 1 = 0. We obtain a class of solutions
where ǫ ∈ {−1, 1} and b 2 , b 3 ∈ Ê are arbitrary parameters.
There are some remarks in order. Indeed, we can set (η). (82) Here, we used the notation introduced in Example 5.1.
One can show that the bivector Π S on S ∼ = g * correspond-
ing to the canonical splitting j : g * → g ⊕ g * is minus the Kirillov-Kostant-Souriau Poisson structure Π g * on g * . Recall that we can view the basis (
as coordinates on g * . The bivector Π g * is then given by
The right-invariant vector fields on the Abelian Lie group (g * , +) generated by t i ∈ g * coincide with the coordinate vector fields
. In other words, the function Π ∈ C ∞ (g * , Λ 2 g * ) can be for all x, y ∈ g written as
Equivalently, its g * -dependent matrix in the basis (t 1 , t 2 , t 3 ) evaluated at ξ ∈ g * takes the form
As an example, consider the solution in the part (i)- (b) above. The matrix E 0 of the map E 0 : g * → g is then
One has det(E 0 ) =
. This means that E 0 can be singular for some values of b 2 and b 3 . Recall that λ 1 and λ 2 have opposite signs, so det(E 0 ) = 0 can happen also for (b 2 , b 3 ) = (0, 0). These kinds of singularities appear as g 0 (ǫ, λ 1 , λ 2 ) is now indefinite. We will not go into the calculation of E. Instead, let us look at the dilaton φ. As g * is a unimodular Lie algebra, one has ν = 1. Moreover, as g 0 is indefinite, we will add the absolute values into the formula (34), see Remark 4.5. One has
We see that this formula has a singularity at ξ 1 = 1 2 −λ 1 λ 2 , another consequence of the indefiniteness of g 0 . This concludes this example.
In general, it is quite difficult to find some solutions. In fact, there is a (majority) of cases, where there is no solution at all. Let us demonstrate this on the following example.
Example 5.3 (g is the compact algebra su (2)). This case is potentially very interesting as it includes the case where the geometry is easy to handle.
Indeed, let G be any Lie group, such that its Lie algebra g is quadratic, that is it comes equipped with a nondegenerate symmetric invariant bilinear form g g ≡ 〈·, ·〉 g . Consider the direct product of Lie groups D = G × G. We can view G as a closed subgroup of D if we identify it with its image with respect to the diagonal map
Clearly (d, g) then forms a Manin pair. Define the isotropic splitting j :
It is easy to see that δ : g → Λ 2 g corresponding to this splitting vanishes. The 3-vector µ can be then calculated to give
where χ g (x, y, z) = 〈[x, y] g , z〉 g is the Cartan 3-form corresponding to (g, 〈·, ·〉 g ). We see that this example fits into this subsection. Now, it is natural to consider g = su(2) and choose 〈·, ·〉 g to be the Killing form c g of g. 
The matrix A of any automorphism of su (2) in the above basis lies in the group SO(3). We can thus change the basis such that the above commutation relations remain valid and the matrix g 0 of g 0 is diagonal. This simplifies calculations significantly. Moreover, one can parametrize
T as in (71). One can then combine (158) and (159b) to show that necessarily b = 0. The compatibility of the two scalar equations (160a) and (160b) then forces conditions on g 0 which directly contradict the equations coming from the equation (159a). ■
Appendices

A Important relations
Let us spell out some relations between the objects defined in the paragraph above (23) . We assume that j is an everywhere admissible (otherwise the formulas work only locally) splitting of (3). Let us start with the commutator [ξ ⊲ , η ⊲ ] of the vector fields generating X(S). For all ξ, η ∈ g * , one has
Analogously, one can calculate the further relations and we conclude that
The corresponding Lie derivatives are
Using those partial results, we can derive the identity
(95)
B Proof of the dilaton formula
The proof of Theorem 3.1. First, note that the equation (32) has in fact two independent components, which can be rewritten using the definition of the connection ∇ σ as
The second equation certainly does not depend on σ. It follows from (25) that if (96b) stands true, the right-hand side of (96a) is also independent of the splitting. Moreover, it is clear that div ∇ E depends on ∇ 0 only through its divergence operator which is assumed to be trivial.
Next, as noted under the definition (12), there exists an isotropic splitting j : g * → d of the sequence (3) admissible on a neighborhood U of each point. We can thus locally define φ via the formula (34). First, let us note that it is well defined. We can write 1 g − E 0 Π = E 0 E −1 . As E 0 and E have positive-definite symmetric parts, we have det(E 0 E −1 ) > 0 on the whole S and the first part of φ thus makes sense. Now, if U is connected and contains s 0 = π 0 (G), we have ν(s 0 ) = 1 and ν(s) = 0 for all s ∈ U . Whence, ν(U ) ⊆ Ê + and the second part of φ is well-defined on U . Now, suppose that j
isotropic splitting of (3) admissible on the neighborhood
There is thus a unique bivector θ ∈ Λ 2 g satisfying (4). As both j and j ′ are admissible an U ∩ U ′ , it follows that the map 1 g * − Πθ is invertible on U ∩ U ', and the maps Π ′ and E ′ 0 associated to j ′ can be written as
We thus get the expression valid on U ∩U ′ :
In particular, this implies det(1 g − θΠ) > 0 on U ∩U ′ and we have the relation
Next, for all d ∈ π
Using Proposition 2.1, we can now on U ∩U ′ express the function ν ′ ′ ′ as
Note that this also implies that ν
As S is by definition connected (because D is connected), we may use this to show that ν in the formula (34) defined using a splitting admissible on any connected open set U ⊆ S satisfies ν(U ) ⊆ Ê + and the second term in (34) is well-defined. Moreover, on U ∩U ′ , we find
which shows that the two formulas for φ coincide on the intersection U ∩U ′ . We can thus use the local expressions to construct φ globally.
In particular, we can without the loss of generality assume in the remainder of the proof that j : g * → d is an everywhere admissible isotropic splitting of (3). Let us now show that under the assumptions of the theorem, the equation (96b) holds.
be a fixed basis of d. It suffices to prove it for ξ = d f and f ∈ C ∞ (S). One finds (102) where (t
is the basis of d satisfying 〈t µ , t
In fact, one can show from the properties of E that the left-hand side of (102) viewed as an operator on C ∞ (S) is a vector field. In particular, there is a unique vector
hence it must commute with all the generators # ⊲ (x). This implies that Y is invariant with respect to the transitive dressing action ⊲ and it is determined by its value at the point s 0 = π 0 (G). One can write
is an arbitrary basis of g. This expression
can be evaluated using (95). In particular, at s 0 there is Π s 0 = 0 and one obtains
where α ∈ g * is defined by α(x) = Tr(ad x ) for all x ∈ g. At any s ∈ S and π 0 (d) = s, one has
But our assumptions were α = 0 (unimodularity of g) and div ∇ 0 = 0. It follows that the right-hand side of (102) vanishes and (96b) indeed holds. Now, assume that σ : T S → E is the splitting (13) corresponding to the everywhere admissible splitting j. For X = ξ ⊲ , one finds that the second term on the right-hand side of (96a) vanishes:
We thus obtain the simplified equation for φ, namely, for all ξ ∈ g * , one has
Let us proceed by calculating the differential of the function φ given by (34). First, denote the first of the two summands as φ 0 = − 1 2 ln(det(1 g − E 0 Π)) . Using the standard formulas for differentiation of logarithms and determinants, one arrives to the formula
Write E = g + B for the decomposition of E into its symmetric and skew-symmetric part. As Π is skew-symmetric, only B contributes to the sum above. Whence we get
For the second summand, let φ 1 = − 1 2 ln(ν). Now, recall that ξ ⊲ is π 0 -related to the right-invariant vector field j(ξ)
where ⋆ denotes the input of the map whose trace we are taking. Now, we have to apply Proposition 2.1 to see that c · k
Moreover, define a ∈ g for all ξ ∈ g * by ξ(a) = Tr(ad * ξ ). We can thus rewrite the resulting expression as
To proceed, let us derive the way to differentiate the function g along the vector fields. First, decompose the constant map E 
Using that g ′ 0 and B ′ 0 are constant, it is not difficult to arrive to the equation
for all X ∈ X(S). From the definition of Levi-Civita connection and divergence, one finds directly
Using (93a), the first term can be rewritten as
But this is exactly the contribution (111) of φ 1 . On the other hand, the contribution of the second term can be evaluated using (113) and the usual properties of trace. One gets
But this is precisely the contribution (109). We conclude that the equation (107) 
for all x, y, z ∈ d. 
or equivalently k a = − be the basis defined
for all z ∈ d. We may now proceed to the calculation of the generalized Ricci tensor Ric ∇ 0 ∈ S 2 (d * ). From the definition, we obtain the generalized Riemann tensor
(120)
It follows that the generalized Ricci tensor reads
The first term proportional to k ′ (t µ ) vanishes. The remaining five terms can be recast using (118) to give a relatively simple expression
For the record, we may now easily calculate the canonical Ricci scalar R ∇ 0 . One finds
In other words, R ∇ 0 is the square of the norm of the canonical Cartan 3-form χ with respect to the metric 〈·, ·〉 d . We will show in the moment that for unimodular g it actually vanishes. This is in fact necessary for ∇ σ to satisfy the assumption of theorem 4.1. Note that 〈χ, χ〉 d does not depend on the generalized metric E + ⊂ d and its vanishing is ensured solely by the algebraic structure of (d, g) . Now, let G denote the positive definite metric on d induced by the generalized metric E + as above (47), so that R
We thus find the expression
At this moment, the calculation becomes unpleasant.
to be adapted to this splitting, that is fix the two bases (t
of E + and E − , respectively, and combine them into a basis of d.
There are again induced bases (t
. The advantage of this basis is that it also satisfies the relation 〈t
. There is nothing interesting on the evaluation of R + ∇ 0 and we take the liberty to omit the routine manipulations leading to the following expression. We use the similar tricks as to deal with the (+ + +) and (− − −) components as in the calculation of R ∇ 0 . The mixed ones are treated using the consequences of the compatibility of ∇ 0 with E + and the torsion-free property (118) in the form
for all x, y, z ∈ d. The resulting expression for R
First, note that R + ∇ 0 indeed does not depend on the choice of the divergence-free connection ∇ 0 . There are now several ways how to rewrite R + ∇ 0 , none of them particularly elegant. For example, if we define 〈χ,
We see that the last two terms come with the different sign. One thus finds
This can be mildly simplified further, we can write
We will use this expression as it contains no unnecessary prefactors. Finally, let us turn our attention to the tensorial part of the equations. Again using the split basis for the summation in (122), for all x, y ∈ d, one immediately obtains
See that the right-hand side does not depend on the choice of divergence-free ∇ 0 at all, as we claimed before. Let us summarize this subsection with the proposition. and (t
of E ± defined above. There also holds an auxiliary equation
The numbers 〈χ, χ〉 G and 〈χ, χ〉 d are defined via the standard (pseudo)scalar products on Λ 3 (d * ) induced by the metrics G and d.
C.2 Equations in the convenient splitting
So far, we have not used the richer algebraic structure of the Manin pair (d, g). To do so, we will now conveniently choose an isotropic splitting of the sequence (3) . Let E 0 ∈ Hom(g * , g) be the invertible map associated to the given isotropic splitting j : g * → d as in (26) . We can uniquely decompose it into its symmetric and skew-symmetric part as E 0 = g .
This shows that we can always choose a unique isotropic splitting j so that G j is block diagonal. We assume that this is the case in the remainder of this subsection.
As a warm up exercise, let us prove that if g ⊆ d is unimodular, one has 〈χ, χ〉 d = 0. As we fixed our splitting, we may identify d with g ⊕ g * equipped with the bracket (6) and the canonical pairing 〈·, ·〉 d . It is then natural to consider a basis of g ⊕ g * in the form
is any basis of g and (t
is the corresponding dual one. It is then straightforward to arrive to the expression
in general). Plugging the two partial results into the righthand side of (131a) leads to the formula We will make use of these two scalar equations in the examples.
C.3 An arbitrary splitting
The derivation of equations in the previous subsection has one serious defect. We have calculated everything in the special isotropic splitting making the induced metric on g ⊕ g * block diagonal. However, we do not know E + in advance to find it. Fortunately, there is an easy way to make it right. Hence assume that j : g * → d is an arbitrary but fixed isotropic splitting of (3). As discussed in previous subsection, the sought for generalized metric E + can be uniquely described by a pair (g 0 , θ 0 ) such that the induced fiber-wise metric G j on g ⊕ g * takes the form (133). Let (g, δ, µ) be the Lie quasibialgebra induced by the choice of the splitting j. Our goal is to write the equations for E + in terms of (g, δ, µ) with unknown (g 0 , θ 0 ). Now, let j ′ : g * → d be the isotropic splitting defined by (4) where we choose θ = θ 0 . This is the (sought for) splitting where G j ′ is block diagonal. Let (g, δ ′ , µ ′ ) be the Lie quasi-bialgebra induced by j ′ . In the previous subsection, we have found the equations of motion in terms of (g, δ ′ , µ ′ ) for unknown g 0 . The second variable θ 0 is thus introduced only through the induced objects δ ′ and µ ′ , as we will now demonstrate. First, we find
x (θ 0 ))(ξ, η),
where ad (2) denotes the adjoint representation of g on 
