The main goal of this paper is to study a stationary problem arising from angiogenesis, including terms of chemotaxis and flux at the boundary of the tumor. We give sufficient conditions on terms of the data of the problems assuring the existence of positive solutions.
Introduction
In this paper we analyze a stationary-state system arising from a crucial step of the growth process tumor: the angiogenesis. The interested reader is suggested to read the paper [29] about multiple aspects of angiogenesis. We are only interested in the behaviour of two populations: the endothelial cells (CEs) which move and reproduce to generate a new vascular net attracted by the chemical substance generated by the tumor (TAF). We represent them by u and v respectively. They live together in a region Ω ⊂ IR d , d ≥ 1 (generically d = 3) that is assumed to be bounded and connected and with a regular boundary ∂Ω. Specifically, we consider the case in which
with Γ i ∩ Γ j = ∅ for i = j, being Γ i closed and open in the relative topology of ∂Ω. We assume that Γ 2 is the boundary of the tumor, and Γ 3 the boundary of the blood vessel. Finally, Γ 1 is the exterior boundary, such that the tumor and the primary vessel blood are inside of Γ 1 , see Figure 1 where we have represented a particular situation. We assume Dirichlet and Neumann homogeneous boundary conditions in both variables at Γ 1 and Γ 3 respectively. However, in the boundary of the tumor we assume that there does not exist flux of CEs, that is, ∂u/∂n = 0, n denotes the outward unit normal on Γ 2 , but ∂v ∂n = µv where µ ∈ IR. So, µ represents the amount of TAF that the tumor is generating, and it will play an important role in the paper. We note that this is a Robin condition with a negative coefficient when µ > 0. In summary, we have the boundary conditions B 1 u = 0 and B 2 (µ)v = 0 being λ, µ ∈ IR, α ≥ 0 and c > 0. So, we are assuming that u is affected by a chemotaxis term, that is, CEs move toward the higher concentration of TAF and that its growth follows a logistic law. On the other hand, the decay of the TAF, v, is modelled by a term logistic and a proportional term of competition with u, see [8] for a similar model considering a logistic behaviour on v. Observe that for α = 0 the CEs are free of the chemotaxis effect, and so they can live independently of the TAF.
Although recently there is a great attention to systems with a chemotaxis term, this study is based mainly in the parabolic problem associated to (1.1), and there are not many papers dedicated to the stationary case including a nonlinear reaction term. We cite for example the papers [15] and [14] and references therein, where existence results are obtained using topological index theory. Although the models considered in the cited papers have several species of cells or bacteria, and so their study is more difficult, we will give easily computable conditions which assure the existence of positive solutions, unlike the obtained in the above papers. In [33] a similar system is studied with a linear equation in v and homogeneous Neumann boundary conditions in u and v. See also [34] for a one dimensional problem.
We can summarize our main results as follows: it is clear that there exists three kinds of solutions of (1.1): the trivial one, the semi-trivial solutions (u, 0) and (0, v) and the solutions with both components positive, the coexistence states (u, v) . Basically, the trivial solution always exists, and:
1. There exists a value λ 1 > 0 such that the semi-trivial solution (u, 0) exists if, and only if λ > λ 1 .
2. There exists a value µ 1 > 0 such that the semi-trivial solution (0, v) exists if, and only if µ > µ 1 .
Moreover, there exist two curves µ = F (λ) and λ = Λ(α, µ) in the (λ, µ)-plane such that: there exists at least a coexistence state of (1.1) if (λ, µ) belongs to the region limited by the two curves, specifically if
Finally, with respect to the stability of the semi-trivial solutions, we show that
, and unstable if µ > F (λ).
(0, v) is stable if λ < Λ(α, µ), and unstable if λ > Λ(α, µ).
So, when both semi-trivial solutions are stable or unstable, there exists at least one coexistence state. Hence, these curves are crucial in the study of existence of positive solutions and we will study in detail both maps. In order to prove these results we use mainly bifurcation methods, sub and supersolution, homogenization techniques and a deep study of different eigenvalue problems.
In section 2 we collect some results related mainly with eigenvalue problems. In section 3 we study the semi-trivial solutions, in Section 4 we study the stability of the semi-trivial solutions. Section 5 is devoted to the case that the chemotaxis is not present, in section 6 we analyze the existence of coexistence state and the curves µ = F (λ) and λ = Λ(α, µ). Finally in the last section we briefly discuss some biological implications of our results.
Preliminaries and notations
Along the work we are going to use the following notation: for γ ∈ (0, 1) we denote
Moreover, given a function c ∈ C(Ω) we denote by
We are interested in solutions (u, v) ∈ X of (1.1) with both components non-negative and non-trivial. Observe that thanks to the strong maximum principle, any component, u or v, of a non-negative and non-trivial solution is in fact positive in all the domain Ω and at Γ 2 ∪ Γ 3 . Finally, for a solution U 0 of a nonlinear equation, we say that is linearly asymptotically stable (l. a. s.) if the first eigenvalue of the linearization around U 0 is positive, and unstable if it is negative.
We collect also in this section some eigenvalue problems which will be useful in the
We are interested only in the principal eigenvalue of (2.1), i.e., the eigenvalues which have an associated positive eigenfunction. In the following result we recall its main properties, see [2] , [6] and [20] . Also, it will appear eigenvalue problems with a potential blowing up on Γ 2 . To be more specific, consider m ∈ C(Ω ∪ Γ 1 ∪ Γ 3 ) and m Γ 2 = +∞ (in the sense that lim dist(x,Γ 2 )→0 m(x) = +∞) and the following eigenvalue problem
This kind of eigenvalues has been studied in [13] (Section 3.2) and [27] (Section 8) with homogeneous Dirichlet boundary conditions, but their results can be easily extrapolated to our case. Let us recall some properties in the following result. 3 Study of the semi-trivial solutions
Moreover, if there exists
In this section we study the semi-trivial solutions of (1.1). First, for v = 0 the system (1.1) has the form
This equation has been analyzed in [5] , see also [16] when ∂Ω has only one component. Their results can be generalized in our case: 
In the case that the solution exists, it is unique and we denote it by ϑ λ . Moreover, the following estimate holds
where ϕ 1 is a positive eigenfunction associated to λ 1 , that is
Furthermore, the map λ ∈ (λ 1 , +∞) → ϑ λ ∈ X 1 is regular, increasing and
where
Proof. The existence, uniqueness and (3.7) follow by Lemma 3.1 and Theorem 3.5 of [16] , see also Theorem 1.1 in [5] . Estimate (3.3) follows showing that ((λ − λ 1 )/ ϕ 1 ∞ )ϕ 1 is a subsolution of (3.1). Finally, (3.5) is deduced in a similar way to Lemma 4.3 in [11] .
When in system (1.1) the function u ≡ 0, we have the following equation Hence, there exists a unique value µ 1 > 0 such that
We have the following result: 
is regular, increasing and
and ψ 1 is a principal positive eigenfunction associated to µ = µ 1 , that is
(3.14)
Proof. 1. Let v a positive solution of (3.8). Then
and so µ > µ 1 .
is not hard to show that v := εψ µ with ε > 0 is a subsolution of (3.8)
The construction of a supersolution is more involved. Define for δ > 0 and small the sets
and take its principal eigenvalue, denoted by λ δ 1 , and its associated positive eigenfunction ϕ δ . Observe that min Ω ϕ δ > 0. Then, again it is not hard to show that
Now, we can take M large such that v > v and apply the sub-supersolution method to conclude the existence of a positive solution of (3.
The uniqueness follows by a standard argument, observe that v → −v 2 /v is decreasing and so we can apply the general result of [4] , see [30] for nonlinear boundary conditions. We would like to point that although the main uniqueness result of [4] is stated for the homogeneous Dirichlet boundary conditions, it is also valid for the mixed condition B 2 (µ)v = 0. So, we can conclude that
Thanks to the above bound and the non-existence of solution for µ = µ 1 , we conclude that lim
In order to prove (3.10) it is enough (see for instance Lemma 2.2 in [16] ) to find a positive supersolution, that is, a positive function v such that
and at least one of the inequalities is strict. We take as supersolution v = θ µ , then
in Ω, and so we conclude (3.10). 2. The proof of that µ → θ µ is increasing is standard. Now, we show its regular character. For that, we use a continuation method. Define the regular map
It is clear that the solutions of (3.8) can be viewed as the zeros of the mapping F. Consider a solution (µ 0 , v 0 ) of (3.8) with µ 0 > µ 1 . Then
is an isomorphism, and so using the implicit function theorem we conclude the regularity of the map µ → θ µ for µ > µ 1 . Now, we will show the expression (3.11). We have that F(µ 1 , 0) = 0 and that
On the other hand,
and so multiplying by ψ 1 and integrating we arrive at 
, introducing the expressions of µ(s) and sψ 1 + sw(s) into (3.8) in the variables µ and v respectively, and after some calculations, we arrive at
and so
. 
So, since the map µ → θ µ is increasing we can define the pointwise limit
Thanks to the L p elliptic estimates, this limit is in C 2,γ (Ω) and z ∈ C 2,γ (Ω). Now, it remains to prove that z is in fact solution of (3.14) , that is, that lim dist(x,Γ 2 )→0 z(x) = ∞. Now, since the proof of this paragraph is practically similar to Theorem 4 in [19] , see also [28] , we only sketch it. First, we can show that
where v m is the unique solution of
Take δ > 0 small, and consider the set
for A > 0, τ > 0 and κ > 0 to be chosen. It is not hard to show that w − k for some k is a subsolution of
And then,
and so taking m → ∞ and τ → 0 we get,
Remark 3.3. The existence, uniqueness and paragraph 3 of the above result have been previously studied in [19] in the case ∂Ω = Γ 2 , see also [5] for mixed boundary problem with the parameter µ in the equation instead of at the boundary. Problems related to (3.14) have been extensively studied in the last years, see for example [28] , [18] , [12] and references therein.
With a similar reasoning to the above result we can study the general equation
where r ∈ C γ (Ω) is a positive function. 
In case of existence of solution, this is the unique positive one, denoted by V µ , and it is l. a. s., that is
Also, along the paper we will need to study the following equation
where a ∈ C 1 (Ω), b, c ∈ C γ (Ω) and d ∈ C 1,γ (Γ 2 ) all of them positive. Although the following result is in fact true under more general conditions on the data, and perhaps it is more or less known, we include a proof for the reader's convenience and for the useful estimates obtained. For the existence we use again the sub-supersolution method. Indeed, we can pick up w := K > 0, for K constant. Then, w is a supersolution of (3.
As subsolution we consider w := εφ 1 for ε > 0. Then, w is subsolution of (3.18) provided of
This proves the estimate (3.19) and concludes the proof.
Study of the stability of the semi-trivial solutions
In this section we study the stability of the two semi-trivial states. Let us to extend the definition of ϑ λ and θ µ . We write ϑ λ ≡ 0 as λ ≤ λ 1 and θ µ ≡ 0 as µ ≤ µ 1 . Let us introduce now some maps. By Lemma 2.1 we have that for each λ > λ 1 there exists a unique value µ = F (λ) such that
On the other hand, for µ > µ 1 we consider the eigenvalue problem
Denote by Λ(α, µ) the principal eigenvalue of (4.1). This eigenvalue plays a crucial role in studying our problem, so a study in detail will be carried out later. We extend the definitions of F (λ) and Λ(α, µ) in the following sense: Proof. First we prove only the second paragraph of the result, the third one follows similarly. Observe that the stability of (ϑ λ , 0) is given by the real parts of the eigenvalues for which the following problem admits a solution (ξ,
Assume that η ≡ 0, then for some j ≥ 1 and by (3.7)
Suppose now that η ≡ 0, then from the second equation of (4.2) we get
Assume now that µ > F (λ). Then,
Denote by η a positive eigenfunction associated to σ 1 , that is
Since σ 1 < 0, then
and so there exists
that is,
Then, σ 1 < 0 is an eigenvalue of (4.2) with the eigenfunction associated (ξ, η), so (ϑ λ , 0) is unstable. The stability of the trivial solution follows in a similar way.
The case α = 0: no chemotaxis
In this section, we study the case when the chemotaxis is not present, that is α = 0 and so the system (1.1) is uncoupled. In the following result we collect the main features: 
The stability results follow in a similar way that Proposition 4.1, except the stability of the coexistence state, we call it (ϑ λ , V µ ). For that, we need study the real parts of the eigenvalues for which the following problem admits a solution (ξ, η) ∈ X \ {(0, 0)}
This completes the proof.
The existence of coexistence states
Our first result provides necessary conditions on λ and µ in order to have positive solutions of (1.1). 
Now, applying Proposition 3.5 we conclude that w = 0 if λ ≤ 0.
In fact, we can sharp this result building a non-existence region of positive solutions in the (λ, µ)-plane. Proof. If (u, v) is a positive solution of (1.1) then w defined in (6.1) is a positive solution of (6.2), and so by Proposition 3.5 we have
The properties of the map G follow by the ones of the eigenvalue Γ(1; e αθ µ , D, N, N ).
Remark 6.3. Lemma 6.1 and Proposition 6.2 provide us a non-existence region of positive solutions in the
(λ, µ)-plane. Indeed, if (λ, µ) ∈ B := {(λ, µ) : µ ≤ µ 1 or λ ≤ G(µ)},
then (1.1) does not possess positive solutions. See Figure 2 where we have drawn the region B in different cases.
In the following result, we show a priori bounds in X of the solutions of (1.1). 
Proof. Suppose (λ, µ) ∈ K ⊂ IR 2 compact and let (u, v) be a solution of (1.1). Then, u = e αv w transforms the equation for u into (6.2). So, by (3.19)
On the other hand, since v ≤ θ µ , we obtain that
for some constant C not depending on λ or µ. Hence, u and v are bounded in L ∞ (Ω). Now, going back to the v-equation and using the L p -estimates of Agmon, Douglis and Nirenberg [1] , we have that for p large
But, the u-equation in (1.1) can be written as follows
and thus, u is bounded in W 2,p (Ω) for all p > 1, and so in C 1 (Ω). Now, again using the v-equation and the Schauder Theory in Hölder spaces (see [17] ), v is bounded in X 2 , and finally u in X 1 with constants independent of λ and µ.
The following result shows that fixed µ, (1.1) does not have positive solutions for λ large enough. In order to clarify the proof of this result, we include several lemmas which will be used later. The first one is a useful interpolation inequality, which follows from the boundedness of the embedding operator from H 1 (Ω) into L 2 (∂Ω), see for instance Theorem 2.1 in [23] .
Lemma 6.6. For any ε > 0, there exists a positive constant C(ε) such that
Since we are going to move the parameter λ, let us write it as subscript. Denoting by
we have that 1 ≤ a λ ≤ e αθ µ ≤ C, for a positive constant independent of λ, and so that Denote now by φ λ a positive eigenfunction associated to Γ(λ). We will need a bound of φ λ independent of the parameter λ. In the following result we obtain a bound on its 
Proof. Denote by z = φ λ + 1 and take β ≥ 1, and
It is clear that ∇ϕ = βz β−1 ∇z. Now, taking ϕ as test function in the equation of φ λ , and taking into account that ∇φ λ = ∇z, we obtain
with Γ defined in (6.3). Moreover, observe that 1 ≤ a λ , and so
Now, denoting by Ψ := z β+1 2 , we get
Hence,
Using now that H 1 (Ω) → L r (Ω) for some r > 2, we conclude that
for some constant C independent of λ. Now, since Ψ 2 = z β+1 and (
Thus, if we call p = β + 1 and q = r/2 > 1 we have
Now, taking p = 2q n , for n = 0, 1, 2, .... we have
letting n → ∞ we obtain that for some constant C
and so we conclude (6.4). and so w is a supersolution of the equation
(6.5) 
Observe that
Now, fix µ > µ 1 . Then, since v is a positive solution of the second equation of (1.1) and using (6.6), we get
We claim that lim λ→+∞ g(λ) = +∞, whence we deduce that λ can not reach a value bigger than Λ 0 . Suppose otherwise that g(λ) is bounded. There exists a sequence ϕ λ ∈ S such that ϕ λ 2 = 1 and
Using now Lemma 6.6 we get that 8) and hence if we take ε small enough, ϕ λ is bounded in H 1 (Ω), and so passing to a subsequence there exists ϕ 0 ≥ 0, ϕ 0 2 = 1 and ϕ 0 = 0 such that
We study now φ λ . By (6.3) it follows that there exists Γ 0 > 0 such that 10) and so,
whence we deduce that φ λ is bounded in H 1 (Ω), and hence
Observe that φ 0 ≥ 0 and nontrivial because φ 0 2 = 1.
Observe that the equation (6.10) is verified in H −1 (Ω), and so we can apply the homogenization technique (see for instance [10] and Theorem 2.1 in [22] Proof. We are going to apply the bifurcation method. We fix µ > µ 1 and consider λ as bifurcation parameter. First, we apply the Crandall-Rabinowitz theorem in order to find the bifurcation point from the semi-trivial solution (0, θ µ ). Consider the map F :
Hence, for λ = λ 0 = Λ(α, µ) and (u 0 , v 0 ) = (0, θ µ ) we get that
where Φ 1 is an eigenfunction associated to Λ(α, µ) and
which is well defined by (3.10) .
On the other hand, observe that
, and so
Under the change of variable ξ = e αθµ ς, the above equation is transformed into 
(6.13)
Now, multiplying (6.12) by ψ 1 and (6.13) by ς, and subtracting we get
Hence, the point (λ, u, v) = (λ 0 , 0, θ µ ) is a bifurcation point from the semi-trivial solution (0, θ µ ). Now, we can apply Theorem 4.1 of [24] and conclude the existence of a continuum C + ⊂ IR × X 1 ×X 2 of positive solutions of (1.1) emanating from the point (λ, u, v) = (Λ(α, µ), 0, θ µ ) such that:
Alternative iii) is not possible. Indeed, if a sequence of positive solutions (λ n , u n , v n ) ∈ cl(C + ) such that λ n → λ and (u n , v n ) → (0, 0) uniformly, then denoting by
and using the elliptic regularity, we have that V n → V ≥ 0 and non-trivial in C 2 (Ω) with
and so µ = µ 1 , a contradiction. On the other hand, fixed µ > µ 1 , for λ negative or λ large, (1.1) does not possess positive solution by Lemma 6.1 and Proposition 6.5. Moreover, by Proposition 6.4 it follows that C + is bounded in X uniformly on compact subintervals of λ. Hence, alternative i) does not occur.
Therefore, alternative ii) holds. When this alternative occurs, we can proceed as above and it follows that λ ∞ > λ 1 is such that
that is, µ = F (λ ∞ ). So, we can conclude the existence of a coexistence state for
As consequence of this result, it is very important to study the behavior of the functions µ = F (λ) and λ = Λ(α, µ).
Recall that we have defined F (λ) = µ 1 for λ ≤ λ 1 and Λ(α, µ) = λ 1 for µ ≤ µ 1 .
Proposition 6.9. Denote by ϕ 1 and ψ 1 positive principal eigenfunctions associated to λ 1 and µ 1 defined in (3.4) and (3.13) , respectively. (6.14)
The map
Moreover,
where n 1 is defined in (3.6) , and 
where m 1 is defined in (3.12) and
Finally,
where z is the minimal solution of (3.14).
Proof. 1. Recall that µ = F (λ) if, and only if,
Since λ → ϑ λ is increasing, we get that λ → F (λ) is also increasing. To prove (6.14) we argue by contradiction. Assume that F (λ) is bounded for λ large, F (λ) ≤ C, then On the other hand, by (3.3)
being ϕ 1 the positive eigenfunction associated to λ 1 with ϕ 1 ∞ = 1. Hence,
as λ → +∞. The fact that this last eigenvalue diverges to +∞ as λ → +∞ follows with a similar argument to the used in Proposition 6.5, see also Theorem 6.4 in [25] . Now, take ψ λ the eigenfunction associated to
Since the map λ → ϑ λ is regular, F (λ) and ψ λ are also regular in λ, see [21] , [3] and Example 3.5 in [7] . Hence, using (3.5) we can write
We would like to compute µ 2 . Introducing these expressions into the equation (6.18), the terms of order 0 drive to show that ψ 1 is a positive eigenfunction associated to µ 1 . The terms of order (λ − λ 1 ) satisfy the following equation:
Multiplying by ψ 1 and integrating by parts, we get
. This proves (6.15). 2. We make a change of variable yet used in a slight different context in [31] and [3] .
Indeed, under the change of variables Φ = e (α/2)θ µ ψ in (4.1) we obtain 20) and so
This implies that the map is increasing in α,
3. First, observe that Λ(α, µ 1 ) = λ 1 . Let Φ µ be the principal eigenfunction associated to Λ(α, µ). Using now (3.11) we can write
Again, we can easily check that Φ 0 is a eigenfunction associated to λ 1 , that is Φ 0 = ϕ 1 , and that Φ 1 verifies
Multiplying by ϕ 1 and integrating, we get that Take Ω 0 Ω, by Theorem 3.2 we know that θ µ → z in C 2,α (Ω 0 ), where z is the solution of (3.14), and so g µ ( Then, Λ(α, µ) is bounded for all µ and so there exists Λ * such that for a sub-sequence µ n we have that Λ(α, µ n ) → Λ * as n → +∞. Now, consider ψ n the positive eigenfunction associated to Λ(α, µ n ) such that ψ n 2 = 1. Then, 22) and then ψ n is bounded in H 1 (Ω). So, we can conclude that there exists ψ 0 ∈ H 1 (Ω) such that Hence by Lemma 2.2 we get that Λ * = λ 1 (−∆ + g α (z); D, D, N ). This completes the proof.
In Figure 2 we have represented different cases of the regions of non-existence and existence of coexistence states of (1.1). The region denoted by B is the non-existence region (recall Remark 6.3). We have maintained this notation in the case of no chemotaxis, Figure 2 a) .
With respect to the region of existence of coexistence state, this is delimited by the curves µ = F (λ) and λ = λ 1 when α = 0, by µ = F (λ) and λ = Λ(α, µ) when α > 0 according to Proposition 5.1 and Theorem 6.8, respectively. Observe that we are not able to show if Λ(α, µ) is monotone in µ. In any case we know the existence of its limit as µ → +∞ and we can show different situations depending on the size of α.
In Figure 2 a) we have represented the case α = 0, see Proposition 5.1. In Figure 2 b) we have plotted the case when α is small, for example for α < 2 cµ 1 n 1 m 1 k 1 l 1 , the curve µ = F (λ) is below that λ = Λ(α, µ) in a neighbourhood of the point (λ 1 , µ 1 ) by Proposition 6.9. If we assume that α is small enough, we have that µ = F (λ) is below that λ = Λ(α, µ) in all the plane. In this case we are in Figure 2 b) , and the existence region is denoted by A; in this region both semi-trivial solutions are unstable. In Figures 2 c) and d) we have represented the existence region for α large, in the first case Λ(α, µ) is not increasing in µ and in the second one is increasing. Now, we have divided the existence region in A ∪ C, being A where the semi-trivial solutions are unstable and C when they are stable. Of course, we have represented only the case in which the curves intersect one time, but several intersections could occur. 
Conclusions
We have presented a model arising from angiogenesis where the CEs grow following a logistic law and move toward the TAF, appearing so a chemotaxis term. With respect to
