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Abstract
Topological insulators are materials that behave like an insulator in the bulk but have
conducting edge states. These edge states are topologically protected and exhibit
unique properties. Studying the dynamics of these systems far-from equilibrium can
provide information on the stability of these edge states and provide insight on the
propagation of entanglement which is of interest in quantum information.
In this thesis, I study the far-from-equilibrium dynamics of the Haldane model.
Various quenches between different topological phases are performed, and the dynam-
ics of both the entanglement and particle numbers are analyzed. Using a correlation
matrix, the time evolution of the entanglement and charge fluctuations are calcu-
lated. The dynamics of the entanglement and charge fluctuations provides insight
on the evolution of this system following a quench. The charge fluctuations allow us
to probe the entanglement of these systems using a quantity that can be measured
experimentally.
I showed that for the various quenches, the charge fluctuations mirrors the en-
tanglement entropy providing examples for which the second moment provides the
majority of the weight. Additionally, I showed that the entanglement entropy drasti-
cally increases immediately following a quench until the system reaches a steady state.
By analyzing the entanglement spectrum I showed that the bulk states contribute to
the entanglement following a quench. This thesis establishes a framework that can
be applied to other topological systems.
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Chapter 1
Introduction
Over the past decade, condensed matter research has focused on the growing field
of topological states of matter. These systems have unique properties such as topo-
logically protected edge states which are resistant to disorder. As a result, they
have potential applications in quantum computing [5, 6] and highly energy efficient
electronics [7]. Additionally quench dynamics are an active area of study in the
fields of quantum information [8] and cold-atom systems [9]. In this chapter, we in-
troduce/discuss the central concepts of this thesis; we outline the structure of the
subsequent chapters and the contributions of this work.
1.1 Topological Phases of Matter
Traditionally, the properties of matter have been understood via statistical mechanics.
Two materials can display vastly different properties even though they are composed
of the same building blocks due to the organization of their constituent particles. A
simple example is water and ice - both are composed of the same molecules, but the
organization of the molecules lead to different properties which are referred to as “or-
ders”. In 1937, Landau appreciated that phase transitions take place when a system’s
symmetry changes [10]; he suggested that all phases were simply a consequence of
1
symmetry. Landau’s symmetry principle was considered to encompass all states of
matter and the transitions between them.
Starting in the 1980’s, various discoveries – the integer [11] and fractional [12]
quantum Hall effects, chiral spin states [13], etc. – changed our perspective on how
different orders in matter can arise. These discoveries did not follow Landau’s theory.
It was soon accepted that Landau’s theory was unable to characterize all forms of
matter; new ideas were needed to describe these new forms of matter. Here came
the introduction of topological order – this arises from entanglement, and not symme-
try [14]. Topologically ordered systems are stable to local perturbations – they cannot
be continuously deformed into a non-topological phase without going through a phase
transition [15]. Furthermore, a distinctive/dramatic feature arises in a system with
a boundary – the system has a gap to excitations in the bulk, but there are gapless
modes living on the boundary. It should be noted/stressed, these phenomena are a
result of the collective behavior of the constituent particles – “more is different” [16],
namely the behavior of a system with many degrees of freedom is drastically different
from its individual components; new phenomena “emerge” [17] due to the interactions
between the individual components.
1.2 Quantum and Topological Phase Transitions
As implied by the name, finite-temperature phase transitions occur at finite temper-
ature; these phase transitions are driven by thermal fluctuations [18] and are char-
acterized as either first order or continuous. First-order phase transitions describe a
situation where two different phases can coexist. Such coexistence does not arise with
continuous phase transitions; rather, at a certain point – the critical point – thermal
fluctuations cause one phase to change to another. As the study of phase transitions
expanded, a class of phase transitions was discovered to exist at zero-temperature,
2
namely quantum phase transitions. As quantum phase transitions occur at zero-
temperature, they are not driven by thermal fluctuations; rather, they driven by
quantum fluctuations, as dictated by Heisenberg’s uncertainty principle. Instead of
temperature, changes in parameters such as magnetic field or chemical potential drive
quantum phase transitions.
To further understand quantum phase transitions, let us consider a Hamiltonian
H(g) which varies as a function of a dimensionless coupling g and whose degrees of
freedom lie on a finite lattice [1]. Generally, the ground state energy will be a smooth
analytic function of g however a special case occurs when g couples to a conserved
quantity such as, H(g) = H0 +gH1, where H0 and H1 commute. Both H0 and H1 can
be diagonalized separately such that the energy eigenvalues depend on g, and at the
point g = gc, a level crossing between the ground and excited states which occurs in a
non-analytic way. This is the main concept describing quantum phase transitions, as
one can tune g such that the energy levels cross and a phase transition occurs. The
point g = gc is referred to as the quantum critical point.
Quantum phase transitions only occur at zero-temperature but it is not possible
to measure materials at zero-temperature. Even though zero temperature is not pos-
sible, indicators of quantum phase transitions have been detected in low-temperature
systems near the quantum critical point [19]. At temperatures T > 0 there are two
different phase diagrams that can be used to describe a system near a quantum crit-
ical point, both of which are shown in Figure 1.1. Figure 1.1a has a thermodynamic
singularity at only g = gc and temperature T = 0, where all T > 0 properties are
analytic as a function of g. Figure 1.1b has a line of second-order phase transitions
for T ≥ 0 and at the quantum critical point g = gc. In the shaded pink region, the
theory of finite temperature phase transitions can be applied.
When discussing quantum phase transitions, one should also discuss the quantum
critical region. As seen in Figure 1.1b, the phase diagram is split into three regions at
3
(a) (b)
Figure 1.1: Two phase diagrams of a quantum phase transition [1].The quantum
critical point is at g = gc and T = 0 a) Quantum phase transition only occurs at T = 0.
b) In low-temperature systems, characteristics of quantum phase transitions can be
detected within the quantum critical region. In the shaded pink region, the theory of
finite temperature phase transitions can be applied. The blue lines surrounding the
quantum critical region denote smooth transitions between the driving fluctuations.
T > 0 divided by two blue boundary lines. The left region is dominated by thermal
fluctuations and the right region is dominated by quantum fluctuations. The middle
region, dubbed the quantum critical region, is special in that both quantum and
thermal fluctuations are equally important [1]. One should note that the blue lines
surrounding the quantum critical region do not indicate a phase transition, but a
smooth transition between the driving fluctuations.
Most quantum phase transitions that have been studied are similar to thermal
phase transitions, in that they involve the breaking of symmetry. However, there is
interest in another type of quantum phase transition, namely topological phase transi-
tions. Topological phase transitions do not involve the breaking of symmetries – they
deal with phases characterized by different topological invariants; in going between
the different topological phases, a quantum phase transition necessarily occurs [20].
4
1.3 Entanglement
At the turn of the 20th century, quantum mechanics was introduced into physics.
Even though the theory developed at an extraordinary rate, there were some who be-
lieved the foundations of quantum mechanics were incomplete and could not provide
a complete description of reality. Einstein, along with Podolsky and Rosen published
a thought experiment in 1935 which would be later referred to as the EPR paradox.
Einstein described a system of two particles interacting with each other. After some
time t = T, these particles would no longer interact. By using the Schro¨dinger equa-
tion and knowledge of the momentum or position of the first particle, the momentum
and position of the second particle, respectively, could be inferred. The idea of the
measurement of one particle affecting the second particle at any distance bothered
Einstein and he concluded that the theory of quantum mechanics must be lacking, as
it gave rise to (seemingly) unphysical results [21]. This phenomenon would later be
referred to as “spooky action at a distance” by Einstein.
Schro¨dinger immediately appreciated the importance of this phenomenon, refer-
ring to it as Verschra¨nkung (translated as entanglement); he described it as ”the
characteristic trait of quantum mechanics, the one that enforces its entire departure
from classical lines of thought” [22]. Since the particles have interacted, one can no
longer treat each particle individually; the two particles now must be treated as a
single entity – the two particles have become “entangled”.
Entanglement is a property in quantum mechanics where the total state of a
system cannot be described as a product of states of individual subsystems [23].
Consider a quantum mechanical system in a state |Ψ〉 – by partitioning the system
into two subsystems (see Figure 1.2), one can express the state as
|Ψ〉 =
∑
ij
Mij |ΨAi 〉 ⊗ |ΨBj 〉 , (1.1)
5
Figure 1.2: Partition of system into subsystems A and B.
where |ΨAi 〉 (|ΨBj 〉) is an orthonormal basis for subsystem-A (subsystem-B); one then
performs a Schmidt decomposition. More explicitly, one performs a singular value
decomposition on M
M = U∆V † , (1.2)
where U and V are unitary matrices, and ∆ is a rectangular matrix with the singular
values of M along the diagonal and zero elsewhere. Inserting Eq. 1.2 into Eq. 1.1,
one obtains
|Ψ〉 =
∑
iqj
Uiq∆qqV
†
qj |ΨAi 〉 |ΨBj 〉 ; (1.3)
then, defining new bases |ψAq 〉 =
∑
i Uiq |ΨAi 〉 and |ψBq 〉 =
∑
j V
†
qj |ΨBj 〉, Eq. 1.3 becomes
|Ψ〉 =
∑
q
λq |ΨAq 〉 |ΨBq 〉 . (1.4)
The entanglement of the state |Ψ〉 is quantified by the singular values of M , {λq} [24].
An effective way of determining the singular values of M is to consider the reduced
density matrix of subsystem-A (or subsystem-B). The total density matrix of state
|Ψ〉 is
ρ = |Ψ〉 〈Ψ| . (1.5)
One then calculates the reduced density matrix by tracing out the degrees of freedom
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in subsystem-B [25]
ρA = TrB |Ψ〉 〈Ψ| . (1.6)
Using Eq. 1.4
ρA =
∑
k
〈ψBk |
∑
m,n
λmλn|ψAmψBm〉 〈ψAnψBn |ψBk 〉 . (1.7)
Calculating the trace and simplifying the equation results in the reduced density
matrix ρA:
ρA =
∑
n
|λn|2 |ΨAn 〉 〈ΨAn | . (1.8)
For the systems considered in this thesis, ρA is readily obtained from the correlation
matrix [26]. The correlation matrix and the time evolution of the entanglement is
discussed in Appendix B.
The study of entanglement is one of the major topics in quantum information
theory, as entangled states provide a resource for the processing and transfer of quan-
tum information [8]. Two important measures of entanglement are the entanglement
spectrum and the entanglement entropy – the entanglement spectrum {n} is defined
via λn ≡ exp(−n); beginning with the Renyi entropy [27]
Sq = − 1
q − 1 ln Tr [ρ
q
A] , (1.9)
the limit q → 1+ gives the entanglement entropy [28]
S = −Tr [ρA ln ρA] . (1.10)
Studying entanglement of a many-body system can provide unique information
about these systems and allow us to study properties that would not be captured with
conventional probes, such as local order parameters and correlation functions. Entan-
glement allows us to study the changes in the ground states of such systems which can
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help with the understanding of quantum phase transitions [24]. Of particular interest
in the study of quantum many-body systems is the measurement of entanglement [29].
Attempts to measure entanglement have lead to methods of relating thermodynamical
quantities [30, 31], calculating the entanglement entropy using the Shannon entropy
of certain observables [32] and measuring entanglement entropy through interference
of quantum many-body twins [33]. It has been shown that the charge fluctuations
in some systems can be used to probe many-body entanglement [34]. [This can also
be useful to provide further information about the evolution of the system.] In this
thesis, we consider the measures of entanglement discussed above; we investigate how
information about entanglement is contained in the charge fluctuations. More detail
on the charge fluctuations can be found in Appendix C.
1.4 Quantum Quenches
Quantum systems far from equilibrium have been an interest for some time. One early
example dates back to the 1970’s, where Barouch and McCoy described the evolution
of a spin-chain that was perturbed by an external, time-dependent magnetic field [35].
For decades, however, these systems were unable to be physically realized; this was
due primarily to decoherence and dissipation within these system [36], preventing ex-
perimentalists from tracking their evolution. In the early 2000s, cold atom systems,
where a gas of atoms is trapped in an optical lattice, were realized [37]. These systems
are inherently more stable and resistant to external perturbations, allowing one to
measure the system’s evolution. A central work in the revival of far-from-equilibrium
physics was by Calabrese and Cardy [38], where they discussed the evolution of cor-
relation functions in an extended quantum system and coined the term “quench”.
Suppose a quantum system described by a Hamiltonian H0 is prepared in its
ground state at time t = 0, |Ψ0〉; suppose the system is suddenly/strongly perturbed,
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changing the Hamiltonian of the system from H0 → H1 for t > 0 – the system will
be described by the state vector
|Ψ(t)〉 = exp(−iH1t)|Ψ0〉 . (1.11)
This type of sudden perturbation and subsequent evolution is referred to as a quantum
quench [38]. The physics of a quantum quench can be seen with a simple harmonic
oscillator [39]. The Hamiltonian is
H0 =
1
2
pˆ2 +
1
2
ω20xˆ
2 , (1.12)
prepared in a state |Ψ0〉. Suddenly, the system is quenched by changing the frequency
ω0 to a new frequency ω – the state of the system evolves as
|Ψ(t)〉 = e−iHt |Ψ0〉 =
∑
n
e−i(n+
1
2
)ωt |n〉 〈n|Ψ0〉 , (1.13)
where |n〉 is an eigenstate of the new Hamiltonian H. The key to a quantum quench
is that the system is suddenly changed – if the system started in the ground state
of H0 and the change to H was adiabatic (i.e. slow and smooth), the final state of
the system would be the ground state of H; due to the sudden change, the system
is thrown into a superposition of all the eigenstates of H (resulting in non-trivial
evolution).
Having applications in the fields of liquid crystals [40], superconducting thin
films [41] and photonics [42], it is important to develop a proper understanding of the
far-from-equilibrium dynamics of an arbitrary quantum system. There are currently
no standard approaches to generalized non-equilibrium quantum systems [43]. An-
other area of interest is quenching through a quantum critical point, as the quench
dynamics could be used as a non-equilibrium probe of the phase transitions [44]. Fi-
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nally, analyzing quench dynamics can provide information on the system’s entangle-
ment [45]. Overall, the study quantum dynamics can lead to a greater understanding
of the properties of quantum many-body systems.
1.5 Topology
Topology is an area of mathematics that involves classifying objects based on global
properties that are preserved through continuous deformation. A detailed study of
topology requires the introduction of a number of ideas and various machinery; here
we discuss two topological invariants that are relevant to the topic of this thesis.
The first topological invariant is the winding number. Consider a closed path in
two dimensions - the winding number counts the number of times the path wraps
around a singular point [46]. As an example, consider Fig. 1.3. The black dot is the
singular point. The leftmost figure has a path which does not enclose the singularity –
it has a winding number 0. The next few figures shows examples of different winding
numbers. Finally the difference between positive and negative winding number is the
direction by which the path encircles the singularity. The winding number will come
into play when describing the physics about Dirac points.
Figure 1.3: Examples of different winding numbers.
The second topological invariant is the genus. The genus characterizes a closed
10
surface – the genus counts the number of holes through the surface [47]. Two objects
of different genus are shown in Fig. 1.4: the sphere and the torus – the sphere, having
zero holes through its surface, has genus g = 0; the torus, having a hole through the
middle, has genus g = 1. It is worth noting that an object’s genus can be obtained via
the Gauss-Bonnet theorem [48], namely from the integral of the Gaussian curvature
G over the surface
1
4pi
ˆ
S
d2r G(r) = 1− g . (1.14)
A generalization of the genus (and, in particular, the Gauss-Bonnet theorem), referred
to as the Chern number, characterizes the topological insulating phases discussed in
this thesis (namely those breaking time-reversal invariance).
(a)
(b)
Figure 1.4: Example of object with different genus. a) A sphere has a genus of 0
while b) a torus has a genus of 1.
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1.6 Thesis Outline and Contribution
The study of topological insulators is an active area of study in condensed matter re-
search [20]. In this thesis, we study the dynamics of entanglement and particle number
of a topological insulator, namely the Haldane model, by performing various quenches
between different topological phases. The analytic solution of the time-dependent
wave function was derived and the dynamics of the entanglement and particle num-
ber were calculated using numerical simulations of the various quenches. Specifically,
three quenches between the two topological phases and then non-topological phase
were performed. The rest of this thesis is organized as follows:
In Chapter 2, we begin with the history of the Haldane model, starting with
the first discovered topological system, the integer quantum Hall effect – we discuss
Landau level physics and the Berry’s phase. We then introduce graphene and its band
structure. Finally, we discuss the Haldane model in detail – we present a calculation
of the phase diagram; we discuss the band structure in the trivial and topological
phases. Finally, we (briefly) discuss potential applications of topological insulators.
In Chapter 3, details our calculations and results. We calculate the time evolution
of the correlation matrix for the Haldane model. Using the eigenvalues of the cor-
relation matrix, we calculate the entanglement entropy, entanglement spectrum and
charge fluctuations following various quenches. Using the entanglement and charge
fluctuations, we characterize the system’s evolution following the various quenches.
Chapter 4, we provide a summary of the thesis and suggestions for future work.
Finally, a collection of Appendices are included that contain all secondary calcu-
lations that were used throughout the thesis.
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Chapter 2
The Haldane Model
In this chapter, we discuss the history and motivation behind the Haldane Model (as
discussed in Haldane’s 2016 Nobel Lecture). We then detail properties of the model;
we discuss potential applications of the model and topological insulators (and, more
generally, why we care about them).
2.1 History and Motivation
When discussing the Haldane Model, one must first appreciate how it was conceived.
To this end, we consider the first topological insulator, namely the (integer) quantum
Hall effect.
2.1.1 The Quantum Hall Effect
To set the stage, we begin by discussing the classical Hall effect. Consider a wire along
the x-direction – the wire is subject to an external magnetic field in the positive zˆ
direction and has a current density jx flowing through it. [See Figure 2.1.] Due
to the Lorentz force electrons are deflected toward negative yˆ; due to the confining
potential, electrons will build up on the −yˆ side of the wire, resulting in a transverse
13
field Ey. At equilibrium, the transverse field Ey will balance the Lorentz force until
the electrons only move in the xˆ direction.
Figure 2.1: Setup for the Hall effect. A wire with current in the x-direction and
applied magnetic field in the z-direction. VH represents the Hall voltage which is
used to calculate the Hall resistance.
Employing the Drude model, the relationship between the transverse electric field
Ey, the current density jx, and the magnetic field B is readily obtained [49]. From
the Lorentz force law, the equation of motion for an electron is
dp(t)
dt
+
p
τ
= −e(E + p
m
×B) , (2.1)
where p/τ accounts for scattering with τ being the the scattering time. In steady-
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state, the electrons are not accelerating; Eq. 2.1 simplifies to
px
τ
= −eEx − ωcpy ,
py
τ
= −eEy + ωcpx ,
(2.2)
where ωc = eBz/m is the cyclotron frequency. Writing j = nep/m and σ0 = ne
2τ/m,
one obtains
σ0Ex = ωcτjy + jx ,
σ0Ey = −ωcτjx + jy .
(2.3)
As described above, in equilibrium the electrons only move in xˆ i.e. there is no
transverse current jy – setting jy = 0,
Ey = −(ωcτ
σ0
)jx = −Bz
ne
jx = RHBzjx , (2.4)
where RH = −1/ne is the Hall coefficient.
In 1990, von Klitzing performed experiments on Hall bar devices at low temper-
atures [50] – he discovered something unexpected, namely the quantum Hall effect,
which earned him the 1985 Nobel prize. More specifically, von Klitzing measured
the longitudinal and Hall voltages with respect to the gate voltage at constant cur-
rent and magnetic field – he discovered plateaus in the Hall voltage, which always
appeared in specific spots on his recording device, independent of the magnetic field
and the geometry of the device [50]; he showed that the Hall resistance takes on val-
ues of 2pi~/e2ν, where ν = 0, 1, 2, 3.. for each filled Landau level. The quantized Hall
resistance is shown in Figure 2.2, where the Hall resistivity ρxy and the transverse
resistivity ρxx are plotted with respect to the applied magnetic field B; one clearly
sees that the Hall resistivity sits on a plateau for a range of the magnetic field before
suddenly jumping to the next plateau. This was surprising, as the Hall resistance did
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Figure 2.2: Quantization of Hall resistance. Plot of the Hall and transverse resistivity
with respect to the applied magnetic field B [2].
not depend linearly on the field (as per the classical result, Eq. 2.4).
As implied by the name, the quantum Hall effect follows from a proper quantum
mechanical treatment and, in particular, the resulting Landau levels [51]. Consider a
free charged particle in magnetic field – the Hamiltonian is
Hˆ =
1
2m
(pˆ− e
c
A)2 , (2.5)
where pˆ is the particle’s momentum operator, and A is the vector potential. Taking
the magnetic field to lie along the z-axis and working in the Landau gauge, A =
(−By, 0, 0), the schro¨dinger equation is
1
2m
[(pˆx +
eB
c
y)2 + pˆ2y]ψ = Eψ . (2.6)
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The structure of Eq. 2.6 suggests a wave function of the form
ψ = exp(ipxx/~) X(y) ; (2.7)
substituting into Eq. 2.6, one obtains
d2X
dy2
+
2m
~2
[E − 1
2
mω2H(y − y0)2]X = 0 , (2.8)
where y0 = cpx/eB and ωH = |e|B/mc. One recognizes Eq. 2.8 as the equation for a
harmonic oscillator – the equation is readily solved; in particular, the spectrum is
E = (n+
1
2
)~ωH , (2.9)
where n = 0, 1, 2, 3... – the free-particle spectrum has collapsed into a series of Landau
levels. These Landau levels are highly degenerate – for an area A and magnetic field
B, the degeneracy of a Landau level, N , is [52]
N =
AB
Φ0
, (2.10)
where Φ0 = 2pi~/e is the flux quantum.
Figure 2.3 shows the energy levels for the Hall bar – when the chemical potential
lies in between Landau levels, there is a gap to excitations in the bulk; however,
there are states crossing the chemical potential at the boundaries. The physics can
be understood semiclassically – in a magnetic field, charged particles precess with
frequency ωc; when the particle encounters the physical boundary of the system, it
exhibits a skipping motion along the boundary, giving rise to an ”edge state” i.e. a
current running around the boundary. It is the Landau level structure and the edge
states which gives rise to the measured resistivity and, in particular, the quantized
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Hall resistivity (Figure 2.2).
Figure 2.3: Landau levels for the quantum Hall system. The system has an insulating
bulk with gapless edge states [3].
In 1982, Thouless, Kohmoto, Nightingale and den Nijs [53] (TKKN) showed a
”deeper” reason for the quantum Hall effect – the quantum Hall effect is a result
of topology. Employing the Kubo formula, TKKN obtained a result for the Hall
conductance that depends solely on the wave functions of the occupied bands and
not on the system’s energy levels
σH =
ie2
2pi~
∑ ˆ
BZ
d2k
ˆ
unitcell
d2r (
∂u∗n
∂k1
∂un
∂k2
− ∂u
∗
n
∂k2
∂un
∂k1
) , (2.11)
where the {un} are the system’s wave functions. It was subsequently appreciated by
Simon [54] that the TKKN formula (Eq. 2.11) is a statement of topology and the
Hall conductance is a topological invariant – by mapping the crystal momentum k
to the Bloch Hamiltonian H(k), one can topologically classify different gapped band
structures; if one class of H(k) can be deformed smoothly into another, then they are
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part of the same class. Each class is distinguished by a topological invariant called
the Chern number; the (quantized) Hall conductance is just this Chern number [55].
Simon also showed this mathematical structure stems from the Berry’s phase.
In the next section we show how the Berry’s phase arises; we show how the TKKN
formula (Eq. 2.11) derives from the Berry’s phase.
2.1.2 Berry’s Phase
Consider a system described by the Hamiltonian H(R), where R are parameters that
can be varied with time. For different values of R, there exists an energy basis which
satisfies the Schro¨dinger equation
H(R) |Ψn(R)〉 = En(R) |Ψn(R)〉 . (2.12)
If the Hamiltonian changes with time, the energy eigenvalues and eigenvectors change
with time. However, if the Hamiltonian changes gradually, the particle in the n-th
state will return to the n-th state, but it will pick up a (time-dependent) phase.
Invoking the adiabatic theorem, the phase is equal to
Ψn(R) = ψn(R) exp
(−i
~
ˆ t
0
dt′ En(t′)
)
exp(iγn(t)) , (2.13)
where exp(−i/~ ´ t
0
dt′ En(t′)) is called dynamical phase, which arises when the energy
eigenvalues are time-dependent. The leftover term, γn(t), is called the geometric
phase; explicitly,
γn(t) =
ˆ Rf
Ri
dR 〈ψn|∇R|ψn〉 . (2.14)
This geometric phase was obtained by Berry in 1984 and is referred to as the Berry’s
Phase [56].
The connection between Eq. 2.11 and the Berry’s phase is via the wave function
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Figure 2.4: Schematic of the tight-binding honeycomb lattice of graphene. Sub-
lattices A and B occur periodically throughout the structure and are represented
by red and purple circles respectively. Nearest-neighbour hopping amplitude t1 is
present. Unit vectors a1,a2 and a3 are connecting adjacent sub-lattice sites.
u. When the momentum k is transported around a closed loop, it accrues a Berry’s
phase. As shown in Appendix D, the Berry’s phase can be expressed as a surface
integral of the Berry’s flux ∇×A, where A = i 〈um|∇m|um〉 is the Berry’s potential.
Furthermore, the Chern number can be written as n = γn/2pi where γn is the Berry’s
phase. Manipulating Eq. 2.11 slightly, one can express the Hall conductance in terms
of the Berry’s phase and, more importantly, show the integer in the TKKN equation
is equal to the Chern number
σH =
e2
2pi~
γn =
e2
h
n . (2.15)
2.2 Graphene
Central to the subsequent discussion are the properties of a nearest-neighbor tight-
binding model on a honeycomb lattice. The honeycomb lattice has a triangular
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Bravais lattice with a two-site basis, labeled as A- and B-sites. [See Figure 2.4.] In
momentum space, the Hamiltonian is
H0(k) =
 0 h(k)
h†(k) 0
 , (2.16)
where h(k) = t1
∑
i exp(ik · ai), k = (kx, ky) and t1 is the hopping amplitude be-
tween nearest-neighbor sites. We define all the hopping vectors as unit vectors mul-
tiplied by the distance between adjacent sites a, where a1 = a(−
√
(3)/2,−1/2),
a2 = a(
√
(3)/2,−1/2) and a3 = a(0, 1). This system came into the limelight with
the discovery of graphene, a mono layer of carbon atoms on a honeycomb lattice; the
band structure of graphene has been found to be well described by Eq. 2.16.
Figure 2.5: Band structure of graphene. The two bands are gapped except at six Dirac
points where the two bands are connected. [This figure was created using Maple.]
The Hamiltonian is readily diagonalized; one obtains the energy spectrum E(k) =
21
±|h(k)|. The band structure is shown in Figure 2.5 – there is a gap between the
conductance and valence bands except at six points where they touch; these six
points are called Dirac points and the areas surrounding are referred to as Dirac cones.
Graphene is called a semi-metal because these Dirac points give rise to conducting
behavior, but with a vanishing density of states.
Graphene is both time-reversal and inversion invariant; to obtain a topological in-
sulator, some modifications are needed (namely these symmetries have to be broken).
The necessary modifications were appreciated by Haldane in 1988; we discuss these
modifications and the resulting Haldane model in the next section.
2.3 The Haldane Model
In this section, we discuss the model created by Haldane in 1988 [57]. This model
showed it is possible to obtain a nonzero Hall conductance in a system without an
applied external magnetic field; all that is needed is the breaking of time-reversal
symmetry.
(a) (b)
Figure 2.6: a) The model has the same structure as Figure 2.4 except with complex
next-nearest-neighbour hopping added to the structure which can be seen in the
figure above. b) First Brillouin zone for the system. Points K and K ′ are points of
high-symmetry and M is the middle between between K and K ′ along the edge.
The Haldane model is constructed on a honeycomb lattice with A and B basis
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sites, as shown in Figure 2.6a; the Hamiltonian is
H =
∑
<ij>
t1cˆi
†cˆj +
∑
<<ij>>
t2e
iΦcˆi
†cˆj +M
∑
i
icˆi
†cˆi , (2.17)
where c†i is the creation operator for an electron on site-i, single chevrons denote near-
est neighbours while double chevrons denote next-nearest neighbours. The first (sec-
ond) term describes the nearest-neighbour (next-nearest-neighbour) hopping, with t1
(t2) being the nearest-neighbour (next-nearest-neighbour) hopping amplitude. Note
that a phase Φ is accumulated from the next-nearest-neighbour hopping, thus break-
ing time-reversal invariance. The final term adds an energy offset of +M for site A
and −M for site B, which breaks inversion symmetry. Writing Eq 2.17 in momentum
space, one obtains [58] H(k) = h0I +
∑
i hi(k)σi, where σi are the Pauli matrices;
ai are the hopping vectors between sub-lattice sites, and bi are the hopping vectors
between nearest neighbours and k is the wave vector. Expanding using the Pauli
matrices,
H(k) =
 h0 + hz hx + ihy
hx − ihy h0 − hz
 , (2.18)
where
h0 = 2t2 cosϕ
∑
i
(k · bi) ,
hx = t1
∑
i
cos(k · ai) ,
hy = t1
∑
i
sin(k · ai) ,
hz = M − 2t2 sinϕ
∑
i
sin(k · bi) .
(2.19)
The energy spectrum is readily obtained from Eq. 2.18, an example of which is
shown in Fig. 2.7b. The Brillouin zone can be represented by three points, Γ, K and
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K ′, as seen in Figure 2.6b; the rest of the Brillouin zone is covered by symmetry.
When t2 = and M = 0, Dirac points form at the K and K
′ points; the energy
spectrum is the same as graphene [55]. Adding the mass term M creates a trivial
gap at the Dirac points. To create a topological phase, one must break time-reversal
symmetry by adding the complex hopping t2. Due to the system’s symmetries, the
gap transitions occur at the K and K ′ points; the physics can be understood by
linearizing about these points, as shown on the right of Figure 2.5 – the resulting
Eqs. 2.20 and 2.21 are [59]
h(K + κ) = −3t2 cosφ+ 3
2
t1(κyσx − κxσy) + (M − 3
√
3t2 sinφ))σz , (2.20)
h(K ′ + κ) = −3t2 cosφ− 3
2
t1(κyσx + κxσy) + (M + 3
√
3t2 sinφ))σz . (2.21)
To determine the gap transition thus determining the topological phases, we decrease
M , starting at +∞ with t2 > 0 and −pi < φ < pi until we see the gap close – this
occurs at M = 3
√
3t2 sinφ. One can now vary φ and determine the phase diagram
for the Haldane model – this phase diagram is shown in Figure 2.7a, where ν = 0
represents the non topological state, while ν = 1 and ν = −1 are two different
topological phases.
2.4 Applications of Topological Insulators
Through the discovery of the Quantum Hall state, it was shown that studying the
topology of systems can lead to new distinct quantum states of matter. But why
should we care? Topological systems display an array of interesting properties such
as their topologically protected edge states which have potential applications in other
areas of physics and engineering. Within the past decade, the focus on topology in
condensed matter has grown exponentially due to the experimental discovery of these
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(a)
(b)
Figure 2.7: a) Phase Diagram for the Haldane model. ν = 0 represents the non
topological state while ν = 1 and ν = −1 represent different topological phases. This
figure was generated decreasing M until the gap closed, which is an indicator of a
topological phase transition. This occurs at M = 3
√
(3)t2 sinφ, and by varying φ,
we calculate the phase boundary. b) Energy Spectrum for the Haldane model at the
bold point in a). The point lies in a phase transition between the non topological and
topological states. On the phase boundary, the gap closes at the Dirac point K while
the gap at K ′ remains open. The uneven gap between the two points in due to the
breaking of inversion and time-reversal symmetry.
topological states. Some recent discoveries include applications in spintronics [60],
quantum computing [5, 6], acoustics [61] and photonics [62].
One notable example of a unique application of a topological system was the
creation of a unidirectional topological electromagnetic states that was immune to
backscattering [4]. The group produced an electromagnetic edge state in a photonic
crystal which only traveled in one direction and was robust against scattering [4]. The
theoretical calculations can be seen in Figure 2.8. Wang, Chong, Joannopoulos and
Soljac˘ic´ [4] clearly shows a unique application of a topological system, opening up
more possibilities in how their unique features can be used to create new systems. In
addition, by realizing a topological system using photonic crystals, one could possibly
realize other classes of condensed matter systems that are of interest in the current
research landscape. Photonic crystals provide easily tunable system parameters that
allow for constant system geometries unlike many electronic systems that are currently
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being used [4].
(a)
(b)
(c)
(d)
Figure 2.8: a) Drawings of the photonic crystal slab used in the experiments of Wang
et al [4]. The blue points are ferrite rods which are organized in a square lattice and
are exposed to a 0.2T magnetic field. The crystal is sandwiched between two copper
plates. The edge state is located at the zy plane boundary of the crystal against
a metal wall. There are two antennas A and B which are used to feed the system
or probe the system. A metal wall is present in the lattice to introduce a potential
of backscattering. b-d) Theoretical calculations of the edge states. b) and d) show
unidirectional propagation from antenna A and B, where red is traveling anticlockwise
and blue is traveling clockwise. c) shows the edge state is immune to backscattering
in the presence of a defect. [This figure has been reproduced with permission from
Springer Nature.]
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Chapter 3
Calculations and Results
In this chapter, we will use the entanglement spectrum, entanglement entropy and
charge fluctuations to help describe the quench between difference topological phases.
Various quenches will be analyzed; from a topological state to a non-topological state,
and the reverse transition as well as a quench from one topological state to another.
Before analyzing the quenches, we look at the system in equilibrium to get a baseline
understanding of the entanglement. Through all the calculations, we set the nearest-
neighbour hopping amplitude t1 = 1. This results in all the time being reported in
arbitrary units (in all the Figures). The simulations were performed on a numerical
lattice of size 50x50.
3.1 Calculations
To perform the calculations, we treat the triangular Bravais lattice as a square lattice
with a diagonal bond; we take the lattice vectors as
a1 = a xˆ , a2 = a yˆ . (3.1)
[See Fig. 3.1 and 3.2.]
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Figure 3.1: Triangular lattice.
Figure 3.2: Square lattice visualization/representation of the triangular lattice.
For the system under consideration in this thesis, measures of entanglement can
be obtained from the eigenvalues {λn} of the correlation matrix Cˆ — taking our
system to be periodic in both directions, we partition the system into subsystems A
and B. The elements of Cˆ are given by
Cˆij(t) = 〈ψ(t) | cic†j | ψ(t)〉 , (3.2)
where i, j ∈ A.
To compute the correlation matrix, we start with the momentum space Hamilto-
nian, Eq. 2.18 and compute the eigenfunction Ψp =
u
v
 which have the same form
as calculated in Eq. D.9.
The momentum space correlation matrix Cˆp is,
Cˆp = ΨpΨ
†
p
=
u
v
(u† v†) . (3.3)
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Next, we perform a Fourier transform to calculate the spatial correlation matrix,
Cˆij =
1
N
∑
p
eip¯·(r¯i−r¯j)Cˆp , (3.4)
where N is the system size. Finally, the eigenvalues {λn} of the correlation matrix
Cˆ are computed.
Following the procedure laid out in Appendix B.2 and using the time-dependent
wave function as defined by Eq. 1.11, the time evolution of the correlation matrix
Cˆij(t) is calculated. At each time-step, the eigenvalues {λn} of the correlation matrix
Cˆ are computed.
Using {λn}, the Renyi entropies are given by
Sα =
1
(1− α)
∑
n
ln [λαn + (1− λn)α] ; (3.5)
taking α→1 gives the entanglement entropy (EE)
S = −
∑
n
[λn lnλn + (1− λn) ln(1− λn)] . (3.6)
To consider particle number fluctuations in a region A, we consider the generating
function χ(λ) –
χ(λ) = 〈ψ(t) | exp(iλNˆA) | ψ(t)〉 , (3.7)
where λ is the counting parameter. The cumulants (moments) Cn are obtained from
χ(λ) as per
Cn = (−i∂λ)n lnχ(λ) |λ=0 . (3.8)
In particular, the second moment – the “fluctuations” – can be written as
C2 = Tr
{
CˆA(t)[IˆA − CˆA(t)]
}
, (3.9)
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where CˆA(t) is the correlation matrix restricted to region-A.
3.2 Results
We now present results for entanglement and fluctuations in the Haldane model fol-
lowing a quantum quench. We begin by discussing the properties in equilibrium; then
we present results for quenching into and out of the (topological) Chern insulating
phase.
3.2.1 In Equilibrium
Fig. 3.3 shows results for the entanglement entropy (EE) for graphene (orange) and
the Chern insulating phase (blue). For graphene, the EE has two maxima, which
correspond to the Dirac points at K and K ′. The Chern insulator has a maximum
around ky = pi.
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Figure 3.3: Entanglement Entropy (EE) of both graphene and the Chern insulator.
Figure 3.4a and Figure 3.4b show results for the entanglement spectrum (ES) –
we see the ES mirrors what appeared in the EE. Looking at graphene in Figure 3.4a,
one can see the EE is dominated by the low energy states while the bulk of the
system barely contributes to the entanglement. Highly entangled states arise due to
the Dirac points – the Dirac points act as vortices in momentum space [63], which
can be characterized its winding number [64]; the flat band between the two cones is
due to a zero-energy edge state [65]. The ES for the Chern insulator follows a similar
theme to that of graphene. The low energy states dominate the contributions to the
entanglement. However, unlike graphene, the low energy states meet at a single point
with the spectrum being linear about that point – this linearly dispersing mode is
due to the edge state of the topological phase; it is described by a c = 1 conformal
field theory.[66][67]
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(a) (b)
Figure 3.4: a) Entanglement Spectrum (ES) for graphene at equilibrium. b) ES for
the Haldane model at equilibrium.
3.2.2 Post-Quench
We now perform quenches in the Haldane model; we characterize the quench using
measures of entanglement and also the charge fluctuations.
ν = 0→ ν = +1 (Graphene to Chern)
We first quench from graphene to the Chern insulator – the hopping amplitude t2 was
quenched from t2 = 0 to t2 = 1/3. Figure 3.5 shows the EE and charge fluctuations as
a function of time – the solid blue line is the raw entropy data obtained numerically;
the solid red line is a moving median average of the signal with a window of N = 101
to remove the noise; the dashed black line is the average value of the signal ignoring
the initial increase. Both the EE and charge fluctuations drastically increases at the
start of the quench until the system reaches a steady state.
Note that the charge fluctuations mirrors the EE, which is in accord with [68],
which showed how the second moment of Eq. 3.8 contain the majority of the weight
and defines a relation between the entanglement entropy and the charge fluctuations.
During this initial increase, the system experiences small amplitude oscillations
that decay over time. These oscillations could be due to finite-size effects and lattice
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interactions during the quench [69, 70]. The time at which the system reaches a steady
state was estimated by calculating the first intersection between the moving average
and the average value of the noise. This time was determined to be t = 85. The
noise represents an average non vanishing fluctuation that is present in the system.
This is possibly because there is no energy dissipation in the system. The noise could
be used to estimate the uncertainty of these two quantities. One point of interest is
around t = 1, where the small scale oscillation hits its first local maximum.
Figure 3.6 shows the change in the EE at various times around time t = 1. By
comparing it to Figure 3.3, one can see the similarities of both plots; it appears that
the entropy is hybridized between the two phases.
Figure 3.7b is the EE after its initial increase. Comparing to Figure 3.3, the final
state should look similar to the equilibrium state of the Chern insulator. Both plots
are similar with the maximum entropy peak about k = pi. The state at t = 25 has
two additional side-lobes at about ky = 3pi/4 and ky = 5pi/4; the side-lobes could
be due to the additional energy left in the system after the initial quench – if the
total energy of the steady state after the quench is larger than the total energy of the
Chern insulator in equilibrium and the system is closed, the additional energy could
contribute to both the additional entropy in the steady state and the fluctuations in
the total entropy seen in Figure 3.8. Figure 3.7c is the EE at time t = 85, when the
system is estimated to reach a steady state. The central peak is wider compared to
t = 25 and has oscillations at the higher entropies.The two side lobes appear to be
moving towards to center of the curve. Figure 3.7d is the average EE after the system
reaches a steady state. The EE has a Gaussian-like shape centered about ky = pi.
The average and variance were calculated over multiple times between t = 100 and
= 2000. The system appears to be oscillating about the higher entropies, while the
ends of the Gaussian remain stable. The oscillations are relatively small compared to
the EE, which further agrees with the analysis above that the system has reached a
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Figure 3.6: EE about t = 1. The two peaks around ky = pi/2 and ky = 3pi/2 are
getting smaller while a central peak is forming at ky = pi.
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steady state.
(a) (b)
(c) (d)
Figure 3.7: a) EE before the quench at t = 0. b) EE at t = 25. c) EE at t = 85. d)
Average value (blue) of the EE over multiple times between t = 100 and t = 2000.
The EE oscillates about higher entropies which is shown by the variance (black) at
each ky.
The ES shows similar features as the EE. Figure 3.8 shows the evolution of the
low lying entanglement eigenvalues during the quench. Similar to the EE and charge
fluctuations, the ES changes drastically in the initial moments of the quench and then
stabilizes to some steady state. These large changes in the bulk eigenvalues indicates a
large contribution to the overall entanglement, compared to the initial state where the
majority of the contribution comes from the edge states. Additionally, the spectrum
also contains noise. The dashed black line indicates the average value of the signal
from the first positive bulk eigenvalues ignoring the initial spike. The orange signal
crosses the average line at t = 76, which follows closely to the time measured using
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the entanglement entropy. The entanglement gap closes around t = 80, which could
indicate the system completing the phase transition.
Figure 3.8: ES as a function of time during the quench (ν = 0→ ν = 1).
Figure 3.9: ES between times t = 0 and t = 250 during the quench (ν = 0→ ν = 1).
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ν = +1→ ν = 0 (Chern to Graphene)
The next quench that was analyzed was starting from the Chern insulating phase and
ending with graphene; this was achieved by changing the complex hopping amplitude
from t2 = 1/3 to t2 = 0. Figure 3.10 is the total EE and charge fluctuations during
the quench. Similar to the previous quench, the system evolves rapidly and eventually
reaches a steady state. Additionally, for much of the same reasoning, the quantities
have an associated noise to them; the noise appears stronger during this quench
as opposed to the previous one Unlike the previous quench, which has small scale
oscillations during the initial steps of the quench, there appears to be much larger
scale oscillations that are weakly dampened over time as the system reaches a steady
state. Similar to the first quench, a moving median of the signal (red line) and average
value of the noise (dashed black line) were plotted. The estimated time of the system
reaching a steady state was calculated to be t = 85, which is the same as the first
quench. The charge fluctuations continue to mimic the functional form of the EE,
while increasing on a smaller scale.
The ES of Figure 3.11 shows similar trends to the first quench. During the quench,
the contribution to the entanglement by the bulk bands increases drastically. The
dashed black line indicates the average value of the signal from the first positive bulk
eigenvalues ignoring the initial spike. Zooming in on the ES in Figure 3.12, the orange
signal hovers on the average line at around t = 75, which again is close to the time
estimated using the EE. A noticeable difference in the ES comes from the edge state
eigenvalues, which is pinned to λn = 0.5.
38
(a
)
(b
)
F
ig
u
re
3.
10
:
a)
E
E
ov
er
ti
m
e
fo
r
a
q
u
en
ch
b
et
w
ee
n
ν
=
1
an
d
ν
=
0.
b
)F
lu
ct
u
at
io
n
s
ov
er
ti
m
e
fo
r
a
q
u
en
ch
b
et
w
ee
n
ν
=
1
an
d
ν
=
0.
39
Figure 3.11: ES as a function of time during the quench (ν = 1→ ν = 0).
Figure 3.12: ES between times t = 0 and t = 250 during the quench (ν = 1→ ν = 0).
Figure 3.13b is the EE at time t = 16, where the first initial increase in entan-
glement entropy ends. Comparing to Figure 3.3, the similarities are apparent. There
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is a decrease about ky = pi and two distinct peaks are forming at ky = 3pi/4 and
ky = 5pi/4. The two peaks are much wider, which could be due to the increased
contribution from the bulk states during the quench as seen in Figure 3.11. As time
increases, it appears the two peaks widen towards ky = pi however the drop at ky = pi
remains without any change. Figure 3.13d shows the average value of the EE between
the times of t = 100 and t = 2000, where the error bars are the variance for each
ky value. Again, similar to Quench 1, the EE fluctuates after the system reaches a
steady state.
(a) (b)
(c) (d)
Figure 3.13: a) EE before the quench at t = 0. b) EE at t = 16. c) EE at t = 50. d)
Average value (blue) of the EE over multiple times between t = 100 and t = 2000.
The EE oscillates about higher entropies which is shown by the variance (black) at
each ky.
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ν = +1→ ν = −1 (Chern to Chern)
The final quench that was performed was between the ν = +1 and ν = −1 Chern
insulating phases. This was achieved by changing the phase from Φ = pi
2
to Φ = −pi
2
while keeping t2 = 1/3 throughout. Figure 3.14 shows the EE and charge fluctuations
during the quench. A moving median of the signal (red line) and average value of the
noise (dashed black line) were plotted. The system again evolves rapidly and then
reaches a steady state. The first key difference between this quench and the previous
two is the magnitude of the EE and fluctuations. The EE for this quench is much
larger. which could be due to the different phase transitions that occur during the
quench. The total charge fluctuations is also slightly larger compared to the previous
two quenches. Similar to the first quench, there are small-amplitude fluctuations
present during the initial increase in the EE. Using the EE, the estimated time to
reach steady state was found to be t = 63; this is significantly less than the previous
two quenches.
The ES follows a similar structure to the previous two quenches as seen in Fig-
ure 3.16. During the quench, the bulk states contribute a large portion to the entan-
glement. The dashed black line indicates the average value of the noise from the first
positive bulk eigenvalues. Estimating the time at which the system reaches a steady
state using the ES results in a time of t = 74. Again this close to the estimated time
calculated from the EE. It is interesting to note that the entanglement gap closes
at about t = 74, similar to the quench between graphene and the Chern insulator.
Another interesting feature is that the bulk eigenvalues lie closer to λ = 0.5 compared
to the previous two quenches. This indicates a much larger contribution to EE. Ad-
ditionally, the two centre eigenvalues appear to fluctuate more than the previous two
quenches.
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Figure 3.15: ES as a function of time during the quench (ν = 1→ ν = −1).
Figure 3.16: ES between times t = 0 and t = 100 during the quench (ν = 1 → ν =
−1).
Two features of note are at time t = 1 and t = 25. The first of which is the first
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maximum of the small-amplitude oscillations seen in Figure 3.14. Figure 3.17 shows
the change in the EE at various times around time t = 1. The EE begins as a single
wide peak centered about ky = pi. At later times, the system begins to thin out,
which looks more like the EE of the Chern insulator in equilibrium (seen in Figure
3.3). There are two additional side lobes which could be due to the intermediate
phase transition to the graphene phase.
Finally we consider Figure 3.18b, which is the time at which the initial increase
in entropy ends. The entropy closely resembles the entropy at t = 25 for the quench
between graphene and the Chern insulator in Figure 3.7b. The main peak about
ky = pi is thinner and resembles Figure 3.3. Additionally, the side lobes are larger
relative to the main peak. This could be due to the bulk eigenvalues, which contribute
more to the entanglement compared to the previous two quenches. Figure 3.18d is
the average value of the EE between time t = 100 and t = 2000, with the error bars
being the variance of each ky value. Again it appears the larger entropies fluctuate.
The two peaks from Figure 3.18b appear to widen and merge into the centre peak.
Again Figure 3.18d verifies our previous result that the system appears to reach a
steady state after the quench.
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Figure 3.17: EE about t = 1 after quenching the system. The middle peak appears
to be getting thinner while two side lobes form.
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(a) (b)
(c) (d)
Figure 3.18: a) EE before the quench at t = 0. b) EE at t = 25. c) EE at t = 75. d)
Average value (blue) of the EE over multiple times between t = 100 and t = 2000.
The EE oscillates about higher entropies which is shown by the variance (black) at
each ky.
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Chapter 4
Conclusion and Future Work
In this thesis, we studied the evolution of the Haldane model after a quench. We
perform three quenches, two between the topological and non-topological phases, and
the third being between the two topological phases. For each quench, the dynamics
of the entanglement and particle numbers is analyzed.
We show that the charge fluctuations mirrors the entanglement entropy after each
quench which is in accord with other publications [68]. The entanglement entropy
increases immediately after each quench until reaching the system reaches a steady
state and the bulk states of the system contribute to the entanglement after a quench.
Small-amplitude oscillations are present in two quenches, which could be the result
of small system sizes [69, 70].
This thesis focuses on characterizing the dynamics of the Haldane model using
general trends in the entanglement and charge fluctuations with a relatively small
system size. Future work could entail the study of the entanglement following a
quench at various system sizes and with different types and sizes of entanglement
cuts. A deeper analysis of the entanglement following a quench of this system could
be the subject of future work. Additionally, one could calculate the system’s entan-
glement following different quench protocols. Finally, one could use similar methods
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as discussed in the thesis to characterize the dynamics of other classes of topological
systems following a quench.
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Appendix A
Second Quantization
This thesis makes extensive use of the method of second quantization. In this Ap-
pendix, we review key ideas about identical particles and second quantization.
A.1 Identical Particles
In a group of identical classical particles, it is always possible to distinguish between
each individual particle. One could label each particle by their trajectory in space
and continue to track that particle at any point in time. This is different in quantum
systems. Identical quantum mechanical particles cannot be distinguished between
each other due to their lack of enough degrees of freedom to allow one to mark each
particle differently [71]. Another issue is when one observes a quantum system, the
system is disturbed in an uncontrollable fashion, thus making it impossible to track
a particle without effecting its motion.
Consider |Ψ〉, a state of n identical particles. The wave function of the state would
be defined as
Ψ(1, 2, ...., n) = 〈1, 2, ..., n|Ψ〉 . (A.1)
Now let Pij be defined as the Permutation Operator, which when acting on state |Ψ〉
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swaps the state at which the ith and jth particle occupy.
〈1, 2, ..., i, .., j, ..., n|Pij|Ψ〉 = 〈1, 2, ..., j, .., i, ...n|Ψ〉 . (A.2)
For any symmetric operator A, PA = AP . This means that the physical results
remain the same when particles are interchanged.
It can be shown that a pair of identical particles will always have a wave function
that is an eigenstate of P12. Diagonalizing the operator leads to eigenvalues of ±1.
Pˆij |Ψ〉 = ± |Ψ〉 where the ± is dependent on the type of particles being interchanged.
An eigenvalue of +1 is related to particles with symmetric states and are referred to
as bosons while an eigenvalue of −1 is related to particles with antisymmetric states
and are referred to as fermions.
A.2 Second Quantized Formalism
Consider a potential well V (r) with single-particle energy eigenstates {ϕn(r)}. Con-
sider an N -particle system, where the particles occupy the various levels of the well.
Suppose there are n0 particles in the level ϕ0(r), n1 particles in the level ϕ1(r), etc.
Let us denote these state by |n0, n1, n2, · · ·〉. Now we can introduce two operators, an
and a†n as follows,
ai | n0, · · ·ni, · · · 〉 = √ni | n0, · · · , ni − 1, · · · 〉 , (A.3a)
a†i | n0, · · · , ni, · · · 〉 =
√
ni + 1 | n0, · · · , ni + 1, · · · 〉 , (A.3b)
with a†i being the adjoint of ai. From the above definition, ai (a
†
i ) is a particle
annihilation operator (particle creation operator) – acting on a state with ni particles
in the level ϕi(r), it produces a state with n− 1 (n+ 1) particles in ϕi(r). Note that
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the state | n0, · · ·ni, · · · 〉 can be constructed from the ”vacuum state” | 0〉 via
| n0, · · ·ni, · · · 〉 = · · · (a
†
2)
n2
√
n2!
(a†1)
n1
√
n1!
(a†0)
n0
√
n0!
| 0〉 . (A.4)
Also, note that the operator Ni = a
†
iai counts the number of particles in the level
ϕi(r) —
a†iai | n0, · · ·ni, · · · 〉 = a†i
√
ni | n0, · · ·ni − 1, · · · 〉 = ni | n0, · · ·ni, · · · 〉 . (A.5)
The focus of this thesis is fermions. For fermions, the {ni} can only take on values
ni = 0 and ni = 1, since one cannot put more than one fermion in the same state;
furthermore, the fermion wave function changes sign upon interchange. The power of
this formalism is that the fermionic statistics can be built into the operator language
– to this end, one defines the an and a
†
n to satisfy the anti-commutation relations
{ai, a†j} = δi,j , {ai, aj} = 0 . (A.6)
{ai, ai} = 0 → (a†i )2 = 0 guarantees one cannot put two fermions in the same state.
{ai, a†j} = 0 and {ai, aj} = 0 (i 6= j) guarantee the state changes sign upon in-
terchange. To see this, consider the state | · · · , i1, · · · , j1, · · · 〉 – we interchange the
particles by first removing the one in ϕj using aj. Next, we then transfer the remaining
particle from ϕi to ϕj by applying ai followed by a
†
j. Finally, put the leftover parti-
cle back into ϕi using a
†
i : a
†
ia
†
jaiaj | · · · , i1, · · · , j1, · · · 〉; using the anti-commutation
relations, we obtain
a†ia
†
jaiaj | · · · , i1, · · · , j1, · · · 〉 = −a†iaia†jaj | · · · , i1, · · · , j1, · · · 〉
= − | · · · , i1, · · · , j1, · · · 〉 .
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Finally, {ai, a†i} = 1 –
(aia
†
i + a
†
iai) | · · · , i1, · · · 〉 = (0 + 1) | · · · , i1, · · · 〉
(aia
†
i + a
†
iai) | · · · , i0, · · · 〉 = (1 + 0) | · · · , i0, · · · 〉 . (A.7)
Now introduce field operators via
ψ(r) =
∑
n
ϕn(r)an , ψ
†(r) =
∑
n
ϕ∗n(r)a
†
n . (A.8)
From the anti-commutation relation of the creation and annihilation operators, one
deduces
{ψ(r), ψ(r′)†} = δ(r− r′) , {ψ(r), ψ(r′)} = 0 . (A.9)
Operators for physical observables are readily written via the field operators, using
the following rule [71] — expectation values appear to have become operators for
physical quantities. [One-particle wave functions appear to have become operators
which create and annihilate particles.] Hence, for a one-body operator,
∑
i
Oˆ(ri,pi)→
ˆ
dr ψ†(r)Oˆ(r,p)ψ(r) ; (A.10)
for a two-body operator,
∑
i 6=j
Oˆ(ri,pi; rj,pj)→
ˆ
drdr′ ψ†(r)ψ†(r′)Oˆ(r,p; r′,p′)ψ(r)ψ(r′) . (A.11)
The focus of this thesis is a quadratic Hamiltonian, specifically the Haldane model.
Let us consider a many-particle fermion system described by a quadratic Hamiltonian.
Following Eq. A.10, the second quantized Hamiltonian has the form
Hˆ =
ˆ
dr ψˆ†(r)H0(r)ψˆ(r) . (A.12)
53
Expanding the field operators in eigenstates of H0 – {ϕn(r)}, where H0ϕn(r) =
nϕn(r) – one obtains
Hˆ =
ˆ
dr
∑
m
ϕ∗m(r)c
†
mH0(r)
∑
n
ϕn(r)cn
=
∑
m,n
nc
†
mcn
ˆ
dr ϕ∗m(r)ϕn(r) (A.13)
Hˆ =
∑
n
nc
†
ncn . (A.14)
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Appendix B
Entanglement from the Correlation
Matrix
In this Appendix, we review how measures of entanglement can be obtained from the
correlation matrix [26] as defined by Eq. 3.6.
B.1 The Correlation Matrix and Entanglement
We partition the system into subsystems A and B, expressing a state of the system
|ψ〉 in terms of orthonormal bases localized in A and B
|ψ〉 =
∑
ab
Mab |ψAa 〉 ⊗ |ψBb 〉 , (B.1)
where {|ψAa 〉} ({|ψBb 〉}) is an orthonormal basis for A (B). We are interested in
the singular values of the matrix Mab — this is readily obtained by considering the
reduced density matrix of subsystem A, ρA, obtained by tracing out the degrees of
freedom in subsystem B [25]
ρA = TrB [|ψ〉〈ψ|] . (B.2)
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By definition, the reduced density matrix ρA reproduces all correlation functions in
subsystem A; in particular, Wick’s theorem follows if ρA is the exponential of a free-
fermion operator [26, 72] — ρA has the form
ρA =
1
Z exp(−HA) , (B.3)
where the ”entanglement Hamiltonian”, HA, has the form
HA =
∑
i,j
c†iH
A
ijcj , (B.4)
and Z is a normalization constant.
Let {φn(i)} be the eigenfunctions of HA with corresponding eigenvalues {n}.
Consider some function of HA, F(HA) – the elements of F(HA) are given by
Fij(HA) =
∑
n
F(n) φn(i)φ∗n(j) . (B.5)
Now consider the correlation matrix Cˆ, whose elements are given by
Cˆij = 〈cic†j〉 , (B.6)
where i, j ∈ A. Expanding ci in eigenstates of HA, one obtains
Cˆij =
∑
n
φn(i)φ
∗
n(j) [1 + f(n)] , (B.7)
where
f(n) =
1
exp(n) + 1
, (B.8)
is the Fermi function; hence, measures of entanglement can be obtained from the
correlation matrix – let {λn} denote the eigenvalues of Cˆ; the {λn} are related to the
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{n} via
exp(n) =
λn
1− λn . (B.9)
The Renyi entropy is defined as
Sα =
1
1− α ln Tr [ρ
α
A] . (B.10)
Using Eq. B.3, one obtains
Sα =
1
1− α
∑
n
[
ln
(
1 + e−αn
)− ln (1 + e−n)α] ; (B.11a)
using Eq. B.9
Sα =
1
1− α
∑
n
ln [λαn + (1− λn)α] . (B.11b)
Taking α→ 1+ in Eq. B.10 gives the entanglement entropy
S = −Tr [ρA ln ρA] ; (B.12)
taking α→ 1+ in Eq. B.11b, one obtains
S =
∑
n
[λn lnλn + (1− λn) ln(1− λn)] . (B.13)
B.2 Time-Evolution of Entanglement
To investigate the dynamics of entanglement, we consider
Cˆij(t) = 〈ψ(t) | cic†j | ψ(t)〉 (B.14a)
= 〈ψ0 | ci (t)c†j(t) | ψ0〉 . (B.14b)
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ci(t) can be written as
ci(t) =
∑
j
∑
n
φn(i)φ
∗
n(j)e
−intcj ; (B.15)
from Eq. B.5, we see that
ci(t) = Uˆij(t) cj , (B.16)
where Uˆij(t) are the elements of the time-evolution operator Uˆ(t) = exp(−iHt).
Hence,
Cˆij(t) =
[
Uˆ(t)Cˆ(0)Uˆ †(t)
]
ij
. (B.17)
Measures of entanglement are obtained using Eqs. B.11b and Eq. B.13, but the eigen-
values of Cˆ(t) are now time dependent.
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Appendix C
Counting Statistics and
Entanglement
In this Appendix, we show details of the evaluation of the generating function for
number fluctuations (as a determinant) as defined in Eq. 3.9; we establish the fermion
trace formula, used in evaluating the generating function.
C.1 Fermion Trace Formula
The fermion trace formula is employed when one traces over an exponential of fermion
bilinears. In what follows, {ci} will be fermion destruction operators; c is such that
cT = (c1, c2, · · · ).
C.1.1 Background Results
We begin by establishing some necessary background results. First we establish the
following Lemma: Let A and B be matrices Then,
[c†Ac , c†Bc ] = c†[A,B]c . (C.1)
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Proof: By direct calculation.
[c†iAijcj, c
†
rBrscs] = AijBrs[c
†
icj, c
†
rcs]
= AijBrs(c
†
iδjrcs − c†rδsicj)
= c†iAijBjscs − c†rBrsAsjcj
= c†i [A,B]ijcj
(C.2)
We next recall the Baker-Campbell-Hausdorff Theorem: For matrices A and B, ∃
a matrix C such that
eAeB = eC .
[Note: The matrix C is obtained from a series of commutators of A and B.]
Finally, we establish the following Theorem: Let A, B, C be matrices, where C is
such that eAeB = eC . Then
exp(c†Ac) exp(c†Bc) = exp(c†Cc) . (C.3)
Proof: From the Baker-Campbell-Hausdorff theorem, the matrix C exists. Write
exp(c†Ac) exp(c†Bc) = exp(Oˆ), where Oˆ can be written as a series of commutations
of c†Ac and c†Ac). Since [c†Ac, c†Bc)] = c†[A,B]c) (from the above Lemma), and
since eAeB = eC , one has Oˆ = c†Cc). Hence, exp(c†Ac) exp(c†Bc) = exp(c†Cc).
C.1.2 The Fermion Trace Formula
We now establish the fermion trace formula. – Let {Ai} be N × N matrices. Write
Aˆi = c
†Aic; then
Tr
[
eAˆ1eAˆ2 · · ·
]
= det
[
I + eA1eA2 · · · ] . (C.4)
To establish this, we start by considering a single exponential. We evaluate the
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trace in the basis where the matrix is diagonal
Tr
[
eAˆ
]
= Tr
[
exp(
∑
i
λic
†
ici )
]
= Tr
∏
i
exp(λinˆi) =
∏
i
Tr exp(λinˆi) =
∏
i
[
e0 + eλi
]
,
(C.5)
since there can be only 0 or 1 fermion in a particular level. Therefore,
Tr
[
eAˆ
]
= det [I + exp(Λ)] . (C.6)
Let U be the matrix which diagonalizes A: Λ = U †AU . Then,
det [I + exp(Λ)] = det
[
(I + exp(Λ))U †U
]
= det
[
U (I + exp(Λ))U †
]
. (C.7)
Hence,
Tr
[
eAˆ
]
= det
[
I + eA
]
. (C.8)
Now consider two exponentials: Tr[eAˆeBˆ]. Using the Theorem from the previous
subsection, this can be written as Tr[eCˆ ]. Using the result established above (for a
single exponential), Tr
[
eAˆeBˆ
]
= det
[
I + eC
]
; hence,
Tr
[
eAˆeBˆ
]
= det
[
I + eAeB
]
. (C.9)
The above result is readily generalized to the case of an arbitrary number of
exponentials by induction.
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C.2 Counting Statistics and Entanglement
We compute the generating function χ(λ)
χ(λ) = 〈ψ(t) | exp(iλNˆA) | ψ(t)〉 (C.10)
= 〈ψ0 | exp(iHˆt) exp(iλNˆA) exp(−iHˆt) | ψ0〉 . (C.11)
To proceed, we evaluate this as
χ(λ) = lim
β→∞
1
Z0
Tr
[
e−βHˆ0eiHˆteiλNˆAe−iHˆt
]
, (C.12)
where Z0 = Tr[e
−βHˆ0 ]. Eq. C.12 is evaluated using the trace formula Eq. C.4; one
obtains
χ(λ) = lim
β→∞
det
[
(I − nF0) + nF0eiHteiλNAe−iHt
]
, (C.13)
where
nF0 =
(
eβH0 + I
)−1
. (C.14)
Then from Eq. C.13, the cumulants (moments) Cn are obtained as per
Cn = (−i∂λ)n lnχ(λ) |λ=0 . (C.15)
In particular, we obtain for the second moment
C2 = Tr
{
CˆA(t)[IˆA − CˆA(t)]
}
. (C.16)
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Appendix D
The Berry’s Phase and Chern
Number
In this Appendix, we derive a gauge independent expression for the Berry’s phase;
we calculate the Chern Number for a two-dimensional (2D) Dirac Hamiltonian.
D.1 Gauge Independent Form of the Berry’s Phase
The Berry’s phase is defined by [56, 59]
γn = i
˛
C
〈n(R)| ∇R |n(R)〉 · dR , (D.1)
where the integral is over a closed path in parameter space. Invoking Stoke’s theorem,
one converts the line integral into a surface integral
γn = −Im
ˆ ˆ
C
dSR · ∇ × 〈n(R)|∇n(R)〉 (D.2a)
γn = −Im
ˆ ˆ
C
dSR · 〈∇n(R)| × |∇n(R)〉 . (D.2b)
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It is of value to express Eq. D.2b in a gauge-independant form. To this end, we
introduce a complete set of eigenstates
∑
m |m〉 〈m| = 1
〈∇n(R)| × |∇n(R)〉 (D.3a)
=
∑
m=n
〈∇n(R)|m(R)〉 × 〈m(R)|∇n(R)〉+
∑
m 6=n
〈∇n(R)|m(R)〉 × 〈m(R)|∇n(R)〉 .
(D.3b)
The first sum (with m = n) is real; since the Berry’s phase is purely imaginary, we
drop it. Simplifying Eq. D.3b gives
γn = −Im
ˆ ˆ
C
dSR ·
∑
m6=n
〈∇n(R)|m(R)〉 × 〈m(R)|∇n(R)〉 . (D.4)
Finally, we remove the derivative on the eigenstate –
En 〈m|∇n〉 = 〈m|∇(Enn)〉 = 〈m|∇(Hn)〉 = 〈m|∇H|n〉+ Em 〈m|∇n〉 (D.5a)
〈m|∇n〉 = 〈m|∇H|n〉
En − Em . (D.5b)
Combining Eqs. D.5b and D.4 gives the gauge-independent expression
γn = −Im
ˆ ˆ
C
dSR · B¯(R) , (D.6)
where
B¯(R) =
∑
m 6=n
〈m(R)|∇RHˆ(R)|n(R)〉 × 〈n(R)|∇RHˆ(R)|m(R)〉
(Em(R)− En(R))2 . (D.7)
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D.2 The Two-Level System: Eigenvalues and Eigen-
vectors
We start with a generic Hamiltonian for a two-level system H = R¯ · σ¯, where R is an
arbitrary vector R¯ = {r1, r2, r3} and {σ} are the Pauli matrices; explicitly,
H =
 r3 r1 − ir2
r1 + ir2 −r3
 . (D.8)
Eq. D.8 is readily diagonalized – the eigenvalues are E = ±
√
r21 + r
2
2 + r
2
3 = ±|R|;
the eigenvectors are
ΨE± = C±
r3 + E±
r1 − ir2
 , (D.9)
where
C± =
1
2E±(E± + r3)
. (D.10)
D.3 Berry’s Phase of a Two-Level System
We consider Eq. D.7 for a two-level system [56]. The two states will be denoted as
|+〉 and |−〉, where E+(R) ≥ E−(R); Eq. D.7 simplifies to
B¯+(R) = −Im〈+|∇RHˆ(R)|−〉 × 〈−|∇RHˆ(R)|+〉
(E+(R)− E−(R))2 . (D.11)
Having calculated |ΨE±〉, we obtain the Berry’s phase via Eq. D.11. First, we calculate
∇RH –
∇RH = ∇R(R¯ · σ¯) = σ¯ . (D.12)
Next, we rotate coordinates such that the z-axis points along Rˆ; the resulting eigen-
vectors are
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|+〉 =
1
0
 ; |−〉 =
0
1
 . (D.13)
Finally, we can calculate B¯+(R) –
〈+|σx|−〉 = 1; 〈−|σx|+〉 = 1
〈+|σy|−〉 = −i; 〈−|σy|+〉 = i
〈+|σz|−〉 = 0; 〈−|σz|+〉 = 0
. (D.14)
Therefore in the rotated coordinates,
B¯+(R) =
1
2R2
; (D.15)
reverting back to the original coordinates, one obtains
B¯+(R) =
R
2R3
. (D.16)
Hence, the Berry’s phase of a two-band system is
γn =
ˆ ˆ
C
dSR · Rˆ
2R3
. (D.17)
D.4 Berry’s Phase and Chern Number for the 2D
Dirac System
The Hamiltonian for the 2D Dirac system is H = k¯ · σ¯, where k = (kx, ky,m). From
Eq. D.2, E+ =
√
k2x + k
2
y +m
2. To calculate the Berry’s phase (using Eq. D.17), we
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must convert the (surface) integral to k-space (from R-space) [73],
dSR = dr2dr3rˆ1 + dr3dr1rˆ2 + dr1dr2rˆ3 (D.18a)
dSR = dkydkzJ2,3rˆ1 + dkzdkxJ3,1rˆ2 + dkxdkyJ1,2rˆ3 , (D.18b)
J2,3 = 0 and J3,1 = 0. Therefore, the integral in k-space is
γn =
ˆ
kx
ˆ
ky
dkxdky · m
2E3
. (D.19)
To evaluate the integral, we go to polar coordinates
γn =
m
2
ˆ ∞
0
ˆ 2pi
0
k
(k2x + k
2
y +m
2)3/2
dkdφ ; (D.20)
hence,
γn = pi ∗ sgn(m) . (D.21)
The Chern number is given by n = γn/2pi –
n =
1
2
sgn(m) . (D.22)
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