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Resumen
Con la evolucio´n de las tecnologı´as de informacio´n y
comunicacio´n, han surgido depo´sitos no estructurados de
informacio´n. No so´lo se consultan nuevos tipos de datos
tales como texto libre, ima´genes, audio y vı´deo; sino que
adema´s, en algunos casos, ya no se puede estructurar ma´s
la informacio´n en claves y registros. Estos escenarios re-
quieren un modelo ma´s general tal como bases de datos
me´tricas.
La necesidad de una respuesta ra´pida y adecuada, y
un eficiente uso del espacio disponible, hace necesaria la
existencia de estructuras de datos especializadas que in-
cluyan estos aspectos. En particular, nos vamos a dedicar
a co´mo resolver eficientemente no so´lo las bu´squedas,
sino tambie´n a algunos otros temas de intere´s en el a´mbito
de las bases de datos me´tricas. Ası´, la investigacio´n apun-
ta a poner estos nuevos modelos de bases de datos a un
nivel de madurez similar al de las bases de datos tradi-
cionales.
Palabras Claves: bases de datos, espacios me´tricos, con-
sultas, algoritmos, estructuras de datos.
1. Introducci·on y Motivaci·on
Con la evolucio´n de las tecnologı´as de informacio´n y
comunicacio´n, han surgido depo´sitos no estructurados de
informacio´n. No so´lo se consultan nuevos tipos de datos
tales como texto libre, ima´genes, audio y vı´deo; sino que
adema´s ya no se puede estructurar ma´s la informacio´n
de la manera tradicional. Au´n cuando esta estructuracio´n
sea posible, nuevas aplicaciones tales como la minerı´a de
datos requieren acceder a la base de datos por cualquier
campo y no so´lo por los marcados como “claves”.
Los escenarios anteriores requieren un modelo ma´s
general tal como bases de datos me´tricas ( bases de datos
que incluyan objetos de un espacio me´trico), entre otros;
y contar con herramientas capaces de realizar bu´squedas
eficientes sobre estos tipos de datos. Las te´cnicas que
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emergen desde estos campos muestran un a´rea de inves-
tigacio´n propicia para el desarrollo de herramientas que
resuelvan eficientemente los problemas involucrados en
la administracio´n de estos tipos de bases de datos no con-
vencionales.
Un concepto unificador es el de bu´squeda por “simili-
tud” o “proximidad”, que se expresa como: dado un con-
junto de objetos de naturaleza desconocida, una funcio´n
de distancia definida entre ellos, que en paticular es una
me´trica y mide cua´n diferentes son, y otro objeto, llama-
do la consulta, encontrar todos los elementos del conjun-
to suficientemente similares a la consulta. El conjunto de
objetos junto con la funcio´n de distancia se denomina es-
pacio me´trico [6, 16, 13].
En algunas aplicaciones, los espacios me´tricos resul-
tan ser de un tipo particular llamado “espacio vectorial”,
donde los elementos consisten de D coordenadas de valo-
res reales (ver [9] para ma´s detalles); pero normalmente
las soluciones en estos espacios no se pueden extender a
los espacios me´tricos generales.
Por otra parte, una base de datos de texto es un sistema
que debe proveer acceso eficiente a grandes volu´menes de
texto no estructurado. Ası´, se necesitan construir ı´ndices
que permitan realizar bu´squedas eficientes de patrones in-
gresados por el usuario. Sin embargo, tambie´n la bu´sque-
da puede consistir en encontrar todas las apariciones del
patro´n en el texto admitiendo un cierto nu´mero de errores,
lo que se enmarca dentro del contexto de las bases de
datos me´tricas.
La necesidad de una respuesta ra´pida y adecuada, y
un eficiente uso de memoria, hace necesaria la existen-
cia de estructuras de datos especializadas que incluyan
estos aspectos. En particular, nos vamos a dedicar a opti-
mizar las estructuras y los algoritmos de bu´squeda en esos
a´mbitos. Adema´s, como las estructuras y algoritmos para
bu´squedas en espacios me´tricos sufren de la ası´ llamada
“maldicio´n de la dimensionalidad”, nos interesa tambie´n
estudiar la manera de estimar la dimensio´n intrı´nseca de
un espacio me´trico con el fin de elegir el ı´ndice ma´s efi-
ciente en cada aplicacio´n particular.
2. Bases de Datos M·etricas
El planteo general del problema en bases de datos
me´tricas es: dado un conjunto S ⊆ U , recuperar los ele-
mentos de S que sean similares a uno dado, donde la
similitud entre elementos es modelada mediante una fun-
cio´n de distancia positiva d. El conjunto U denota el uni-
verso de objetos va´lidos y S , un subconjunto finito de U ,
denota la base de datos en donde buscamos. El par (U , d)
es llamado espacio me´trico. La funcio´n d : U ×U → R+
cumple con las propiedades propias de una funcio´n de
distancia.
Ba´sicamente, existen dos tipos de bu´squedas de intere´s
en espacios me´tricos:
Bu´squeda por rango: recuperar todos los elementos de
S a distancia r de un elemento q dado.
Bu´squeda de los k vecinos ma´s cercanos: dado q, re-
cuperar los k elementos ma´s cercanos a q.
En muchas aplicaciones, la evaluacio´n de la funcio´n d,
suele ser una operacio´n costosa y ası´ en la mayorı´a de
los casos la cantidad de evaluaciones de distancias nece-
sarias para resolver la bu´squeda, se usa como medida de
complejidad.
Integrar objetos de un espacio me´trico en un ambiente
de bases de datos requiere principalmente poder resolver
consultas por similitud eficientemente. En aplicaciones
reales es posible tener grandes volu´menes de datos, ya
sea por la cantidad de objetos o por el taman˜o de cada
objeto. Ello implica que debemos contar con estructuras
adecuadas y eficientes para memoria secundaria, y en ese
caso debemos optimizar tambie´n la cantidad de E/S.
Adema´s en un escenario real de un ambiente de base de
datos es necesario contar con herramientas que, adema´s
de ser capaces de trabajar con grandes volu´menes de
datos, usualmente permitan insertar o eliminar objetos
dina´micamente y de manera eficiente. Un objeto de un
espacio me´trico puede ser una imagen, una huella digi-
tal, un documento, o cualquier otro tipo de objeto. E´sta
es una de las razones por las que los elementos de una
base de datos me´trica no se pueden almacenar en bases de
datos relacionales, las cuales tienen taman˜o fijo de tupla;
lo que adema´s implica que las operaciones sobre datos de
un espacio me´trico son, en general, ma´s costosas que las
operaciones relacionales esta´ndar.
Existen ı´ndices que, en principio, resuelven estos tipos
de problemas; pero au´n esta´n muy inmaduros para ser u-
sados en la vida real por dos motivos importantes: fal-
ta de dinamismo y necesidad de trabajar en memoria
principal. Estas caracterı´sticas son sobreentendidas en
los ı´ndices para bases de datos tradicionales, y la investi-
gacio´n apunta a poner los ı´ndices para estas nuevas bases
de datos a un nivel de madurez similar.
3. Optimizaci·on de Estructuras
Existen numerosas estructuras para bu´squedas por
similitud en espacios me´tricos, so´lo unas pocas de ellas
trabajan eficientemente en espacios de alta o mediana di-
mensio´n. Adema´s, la mayorı´a no admiten dinamismo, ni
esta´n disen˜adas para trabajar sobre grandes volu´menes de
datos; es decir, en memoria secundaria. Por lo tanto, es-
tudiamos distintas maneras de optimizar algunas de las
estructuras que han mostrado buen desempen˜o.
3.1. SATD
Hemos desarrollado una estructura para bu´squeda por
similitud en espacios me´tricos llamado A´rbol de Aproxi-
macio´n Espacial Dina´mico (SATD) [12] que permite rea-
lizar inserciones y eliminaciones, manteniendo un buen
desempen˜o en las bu´squedas. Muy pocos ı´ndices para es-
pacios me´tricos son completamente dina´micos. Esta es-
tructura se basa en el A´rbol de Aproximacio´n Espacial
[11], el cual habı´a mostrado un muy buen desempen˜o en
espacios de mediana a alta dimensio´n, pero era comple-
tamente esta´tico.
El SAT esta´ definido recursivamente; la propiedad que
cumple la raı´z a (y a su vez cada uno de los siguientes
nodos) es que los hijos esta´n ma´s cerca de la raı´z que de
cualquier otro punto de S. La construccio´n del a´rbol se
hace tambie´n de manera recursiva. De la definicio´n se ob-
serva que se necesitan de antemano todos los elementos
para la construccio´n y que queda completamente deter-
minado al elegirle una raı´z, lo cual en el SAT original se
realizaba al azar.
3.1.1. Eleccio´n de la raı´z en el SATD
Para optimizar las bu´squedas en el SAT, ya hemos es-
tudiado diferentes maneras de elegir la raı´z para que es-
ta seleccio´n refleje alguna de las caracterı´sticas propias
del espacio me´trico a indexar, tal como su dimensio´n in-
trı´nseca. Este ana´lisis nos permitio´ observar que alguna
de ellas consiguen mejorar significativamente los costos
de las bu´squedas, mostrando que vale la pena tomarse el
trabajo de elegir mejor la raı´z.
El SATD se construye incrementalmente, tomando co-
mo raı´z el primer elemento insertado. Sin embargo, da-
do que ya hemos visto se obtienen mejores resultados en
las bu´squedas eligiendo la raı´z con ma´s informacio´n so-
bre el espacio me´trico considerado, pensamos adaptar y
estudiar el comportamiento de los distintos me´todos de
seleccio´n de la raı´z que mostraron buen desempen˜o en el
SAT, a la versio´n dina´mica. En este caso necesitarı´amos
demorar la seleccio´n de la raı´z hasta conocer un nu´mero
razonable de objetos de la base de datos, pero sin perder
el dinamismo.
Esperamos con esto que, tal como sucedio´ en el SAT,
logremos brindar una estructura dina´mica ma´s eficiente
en las bu´squedas gracias a tener una mejor raı´z para el
a´rbol.
3.1.2. Actualizacio´n de SATD
Para el desarrollo del SATD [12] se han estudiado dis-
tintas maneras de realizar incorporaciones de nuevos ele-
mentos sobre el a´rbol, pero se opto´ por un me´todo que
inserta un nuevo elemento en un punto determinado del
a´rbol, manteniendo la aridad acotada. Gracias a esos tra-
bajos, quedo´ demostrado que existen otros posibles pun-
tos de insercio´n va´lidos, aunque no se analizo´ cua´l de
ellos serı´a el mejor.
Por lo tanto, tiene sentido considerar si los otros puntos
posibles de insercio´n para un elemento consiguen mejo-
rar au´n ma´s los costos de bu´squeda. Para ello, cada vez
que un elemento elige un punto de insercio´n, evaluamos
co´mo se comportarı´a la estructura durante las bu´squedas
si inserta´ramos al elemento ma´s profundo en el a´rbol. De
esta manera es posible que el a´rbol resultante sea menos
“ancho” y ma´s “profundo” que el que se hubiera obtenido
con el SATD original. Cabe destacar que en el SATD, a
diferencia de los a´rboles de bu´squeda tradicionales, se ha
mostrado que mantener aridad baja en los primeros nive-
les en algunos casos mejora las bu´squedas.
Como resultado se espera brindar una estructura que
mejore el comportamiento durante las bu´squedas gracias
a elegir adecuadamente los puntos de insercio´n de los
nuevos elementos.
3.1.3. SATD con Clustering
El SATD es una estructura que realiza la particio´n del
espacio considerando la proximidad espacial, pero si el
a´rbol lograra agrupar los elementos que se encuentran
muy cercanos entre sı´, lograrı´a mejorar las bu´squedas al
evitarse el recorrerlo para alcanzarlos. Ası´, nos hemos
planteado el estudio de una nueva estructura de datos que
realice la aproximacio´n espacial sobre clusters o grupos
de elementos, en lugar de elementos individuales.
Podemos pensar entonces que construimos un SATD,
con la diferencia que cada nodo representa un grupo de
elementos muy cercanos (“clusters”) y relacionamos los
clusters por su proximidad en el espacio. La idea serı´a que
en cada nodo se mantenga el centro del cluster correspon-
diente, y se almacenen los k elementos ma´s cercanos a e´l;
cualquier elemento a mayor distancia del centro que los
k elementos, pasarı´a a formar parte de otro nodo en el
a´rbol.
La bu´squeda de un elemento q con radio r deberı´a
proceder de manera similar al SATD, es decir realizando
aproximacio´n espacial entre los centros de los nodos. Sin
embargo, al tener clusters en los nodos debemos adema´s
verificar si hay o no interseccio´n entre la zona consulta-
da y el cluster. Ma´s au´n, si no la hay se pueden descartar
todos los elementos del cluster, sin necesidad de com-
pararlos contra q. Si el cluster no se pudo descartar para
la consulta, es posible usar al centro de cada nodo co-
mo un pivote para los elementos xi que se encuentran
en el cluster, porque mantenemos las distancias d(a, xi)
respecto del centro a. De esta manera es posible que,
evitemos algunos ca´lculos de distancia entre q y los xi, si
|d(q, a)−d(a, xi)| > r. Cabe destacar que si la zona con-
sultada cae completamente dentro de un cluster, podemos
estar seguros que en ninguna otra parte del a´rbol encon-
traremos elementos relevantes para esa consulta [1].
3.1.4. SATD en Memoria Secundaria
Hemos desarrollado una versio´n del SATD que fun-
ciona adecuadamente en memoria secundaria y actual-
mente estamos evaluando su desempen˜o en las bu´squedas
y su dinamismo, compara´ndolo contra otras estructuras
que poseen estas propiedades.
Ası´, eligiendo la estructura ma´s apta, serı´a posible pen-
sar en extender apropiadamente el a´lgebra relacional y
disen˜ar soluciones eficientes para los nuevos operadores,
teniendo en cuenta aspectos no so´lo de memoria secun-
daria, sino tambie´n de concurrencia, confiabilidad, etc.
Algunos ejemplos de las operaciones que podrı´an ser de
intere´s resolver son: join espacial, operaciones de conjun-
tos y otras operaciones de intere´s en bases de datos espa-
ciales tales como los operadores topolo´gicos. Algunos de
estos problemas ya poseen solucio´n en las bases de datos
espaciales, pero no en el a´mbito de los espacios me´tricos.
En este caso no so´lo se busca minimizar la cantidad de
ca´lculos de la funcio´n de distancia, sino tambie´n la canti-
dad de operaciones de E/S, lo que permitirı´a utilizarla en
aplicaciones reales, tales como bu´squedas en la web.
3.2. VP–forest Desbalanceado
El VP–forest es una estructura para resolver bu´squedas
por similitud, presentada en [15], que forma una fores-
ta de varios a´rboles binarios completamente balanceados
VP–trees [14]. Sin embargo, en [5] se muestra que, en
espacios me´tricos de alta o mediana dimensio´n, tener un
ı´ndice balanceado no es sino´nimo de bu´squedas ma´s efi-
cientes, como lo era en las bases de datos tradicionales.
Por otra parte, es posible desbalancear el VP–forest
forzando que las ramas izquierda y derecha de cada a´rbol
binario posean una cantidad muy diferente de elementos
y ası´ cubran “zonas” de taman˜o muy diferente. Actual-
mente hemos demostrado empı´ricamente en esta estruc-
tura que el desbalanceo produce mejores resultados en las
bu´squedas, pero au´n nos resta encontrar cua´l es el desba-
lanceo ma´s recomendable si uno no conoce de antemano
el espacio me´trico a indexar.
Entonces, nos interesa optimizar esta estructura de-
terminando no so´lo el mejor desbalance, sino tambie´n
si hay otras maneras de desbalancearla que resulten en
bu´squedas ma´s eficientes.
4. Dimensi·on Intr·nseca
En los espacios de vectores, la “maldicio´n de la di-
mensionalidad” describe el feno´meno por el cual el de-
sempen˜o de todos los algoritmos existentes se deteriora
exponencialmente con la dimensio´n. En espacios me´tri-
cos generales la complejidad se mide como el nu´mero
de ca´lculos de distancias realizados, pero la ausencia de
coordenadas no permite analizar la complejidad en te´rmi-
nos de la dimensio´n.
En los espacios vectoriales existe una clara relacio´n en-
tre la dimensio´n (intrı´nseca) del espacio y la dificultad de
buscar. Se habla de “intrı´nseca”, como opuesta a “repre-
sentacional”. Los algoritmos ma´s ingeniosos se compor-
tan ma´s de acuerdo a la dimensio´n intrı´nseca que a la
representacional. Existen varios intentos de medir la di-
mensio´n intrı´nseca en espacios de vectores, tales como
la transformada de Karhunen-Loe`ve (KL) y otras rela-
cionadas, ma´s fa´ciles de computar; medidas tales como
Fastmap [8]. Otro intento u´til para medir la dimensio´n
intrı´nseca, de espacios de vectores no uniformemente dis-
tribuidos, es la dimensio´n fractal [2].
Existen so´lo unas pocas propuestas diferentes sobre
co´mo estimar la dimensio´n intrı´nseca de un espacio
me´trico tales como el exponente de la distancia (basada
en una ley de potencias empı´rica observada en muchos
conjuntos de datos) [10], y la medida de dimensio´n in-
trı´nseca como una medida cuantitativa basada en el his-
tograma de distancias [3]. Adema´s, tambie´n parece posi-
ble adaptar algunos de los estimadores de distancia para
espacios de vectores para aplicarlos a espacios me´tricos
generales, como por ejemplo Fastmap y dimensio´n frac-
tal.
En aplicaciones reales de bu´squeda en espacios me´tri-
cos, serı´a muy importante contar con un buen estimador
de la dimensio´n intrı´nseca porque esto nos permitirı´a de-
cidir el ı´ndice adecuado a utilizar en funcio´n de la di-
mensio´n del espacio. Adema´s, al conocer una buena es-
timacio´n de la dimensio´n nos permitirı´a, en algunas oca-
siones, elegir la funcio´n de distancia de manera tal que se
obtenga una menor dimensio´n.
5. B·usqueda por Similitud en Tex-
tos
El problema de bu´squeda por similitud en textos es:
dado un gran texto T de longitud n y un patro´n P de
longitud m (comparativamente ma´s corto) y un umbral r,
para el nu´mero de “errores” o “diferencias” permitidas,
devolver todas las ocurrencias del patro´n, es decir, todos
los substrings del texto cuya distancia de edicio´n (o dis-
tancia de Levenshtein) a P sea a lo sumo r. Tanto el texto
como el patro´n son secuencias de un alfabeto de sı´mbolos
de taman˜o σ.
Los esquemas de indexacio´n para este problema esta´n
todavı´a inmaduros y la mayorı´a de los esfuerzos se orien-
tan a la bu´squeda en textos de lenguaje natural y las
soluciones no se pueden extender a casos generales co-
mo ADN, proteı´nas, sı´mbolos orientales, etc. Teniendo
en cuenta que la distancia de edicio´n es una me´trica, se
puede definir un espacio me´trico sobre el conjunto de
substrings de T , en la aproximacio´n [4] se replantea el
problema de bu´squeda aproximada como uno de bu´sque-
da por rango sobre este espacio me´trico.
El principal aporte de la aproximacio´n [4] es que per-
mite proveer un me´todo que colapsa significativamente el
O(n2) de diferentes substrings en un texto a indexar en
O(n) conjuntos, al encontrar una forma de construir un
espacio me´trico con esos conjuntos. La idea es indexar
los n sufijos del texto, cada sufijo [Tj...] representa todos
los substrings que comienzan en la posicio´n j. En esta
propuesta, el espacio me´trico formado por O(n) conjun-
tos de strings se indexa por pivotes. Cabe destacar que no
necesitamos guardar los sufijos, ya que ellos se pueden
obtener e indexar directamente del texto. Ası´, la u´nica
estructura necesaria serı´a el ı´ndice me´trico. Adema´s se
consideran polı´ticas de seleccio´n de pivotes que aseguran
buen desempen˜o.
Si se considera la bu´squeda de un patro´n dado P con a
lo sumo r errores se esta´ ante un query por rango de radio
r en el espacio me´trico de sufijos. Entonces, comparamos
el patro´n P contra los k pivotes y obtenemos una coor-
denada k-dimensional (ed(P, p1), . . . , ed(P, pk)). Aho-
ra, dado cualquier pivote pi y los sufijos [Tj...] de T se
cumple que ed(P, pi) + r < mı´n(ed([Tj...], pi)), por la
desigualdad triangular se sabe que ed(P, [Tj...])) > r
para todo substring que este´ representado por [Tj...]. Los
nodos que no puedan ser eliminados usando algu´n pivo-
te debera´n ser directamente comparados contra P y para
aquellos cuya distancia mı´nima a P sea a lo sumo r, se
reportara´n todas sus ocurrencias.
El conocimiento de que los pivotes con distancias
mı´nimas grandes permiten la eliminacio´n de una mayor
cantidad de sufijos puede ayudar a mejorar el compor-
tamiento del ı´ndice permitiendo descartar ma´s elementos
utilizando el mismo espacio.
6. Trabajos Futuros
Como trabajo futuro de esta lı´nea de investigacio´n se
considera:
Elecci·on de la ra·z del SATD: Por el momento estamos
adaptando los distintos me´todos de seleccio´n de la
raı´z, que mostraron mejor desempen˜o en el SAT,
para la versio´n dina´mica. Sin embargo, vamos a
analizar tambie´n si existen otros me´todos diferentes,
con el fin de contrastarlos con los ya planteados.
Adema´s, es posible considerar si alguno de estos
me´todos podrı´a hacer que el a´rbol obtenido posea un
almacenamiento eficiente en memoria secundaria.
Actualizaci·on del SATD: Se espera poder adquirir un
conocimiento ma´s acabado sobre el SATD a trave´s
de la experimentacio´n y proponer finalmente una
nueva versio´n que mejore au´n ma´s los costos tanto
de las operaciones de actualizacio´n, como tambie´n
la construccio´n y las bu´squedas.
Clustering+SATD: Esperamos poder evaluar el compor-
tamiento de la estructura propuesta experimentando
sobre distintos espacios me´tricos. Adema´s pretende-
mos hacer comparaciones contra otras estructuras tal
como la Lista de Clusters propuesta en [5].Tambie´n
queremos analizar, entre otras, cuestiones tales co-
mo: ¿esta estructura serı´a eficiente en memoria se-
cundaria?, ¿es posible mantener el cluster separado
del nodo para obtener una mejor opcio´n para memo-
ria secundaria?, ¿serı´a ma´s adecuado mantener los
clusters con cantidad fija de elementos o con radio fi-
jo?, ¿existen otras maneras de combinar estas te´cni-
cas para bu´squedas en espacios me´tricos?.
SATD en Memoria Secundaria: Estamos actualmente
comparando empı´ricamente nuestra versio´n de
memoria secundaria del SATD con las u´nicas dos
estructuras de datos que actualmente permiten
dinamismo y esta´n disen˜adas especialmente para
memoria secundaria: M-tree [7] y D-index [16].
Con la estructura que resulte ma´s competitiva
en memoria secundaria se estudiara´ la manera
de utilizarla como base para implementar otras
operaciones de intere´s sobre bases de datos me´tricas
tal como el join por similitud.
VPforest desbalanceado: Ya hemos probado empı´rica-
mente que si mantenemos desbalanceados los VP–
trees que componen la foresta podemos obtener
mejores resultados no so´lo en las bu´squedas, sino
tambie´n en algunos casos en la construccio´n del
ı´ndice. Actualmente estamos analizando si podemos
determinar cua´l es el mejor desbalance, desde el
punto de vista de las bu´squedas, como ası´ tambie´n
otra manera de desbalancear el VP–forest que nos
permita adema´s explotar la localidad espacial de los
datos.
Dimensi·on Intr·nseca: Hemos adaptado algunas medi-
das de dimensionalidad intrı´nseca a espacios me´tri-
cos y estamos actualmente evaluando cua´l de
ellas permite predecir ma´s adecuadamente la fa-
cilidad o dificultad que se encontrarı´a al realizar
bu´squedas sobre un espacio me´trico. Esto nos per-
mitirı´a no so´lo predecir de alguna manera los costos
de bu´squeda sobre un espacio me´trico, sino tambie´n
elegir el ı´ndice ma´s adecuado a la dimensionalidad
del espacio me´trico considerado.
Aplicaci·on a Bases de Datos de Texto: Habiendo ya
realizado la implementacio´n de la aproximacio´n
presentada, se esta´ analizando su competitividad
por medio de una intensa experimentacio´n. Adema´s
existe la posibilidad de extender esta te´cnica a
otras funciones de distancias entre strings que son
difı´ciles de manejar con otras aproximaciones.
Tambie´n se pretende tratar de reducir el nu´mero de
substrings a indexar como tambie´n explorar otros
me´todos de seleccio´n de pivotes.
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