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Abstract
Recurrent Neural Networks (RNNs) are among the most popular models in sequential data
analysis. Yet, in the foundational PAC learning language, what concept class can it learn?
Moreover, how can the same recurrent unit simultaneously learn functions from different in-
put tokens to different output tokens, without affecting each other? Existing generalization
bounds for RNN scale exponentially with the input length, significantly limiting their practical
implications.
In this paper, we show using the vanilla stochastic gradient descent (SGD), RNN can actually
learn some notable concept class efficiently, meaning that both time and sample complexity
scale polynomially in the input length (or almost polynomially, depending on the concept).
This concept class at least includes functions where each output token is generated from inputs
of earlier tokens using a smooth two-layer neural network.
1 Introduction
Recurrent neural networks (RNNs) is one of the most popular models in sequential data analy-
sis [25]. When processing an input sequence, RNNs repeatedly and sequentially apply the same
operation to each input token. The recurrent structure of RNNs allows it to capture the depen-
dencies among different tokens inside each sequence, which is empirically shown to be effective in
many applications such as natural language processing [28], speech recognition [12] and so on.
The recurrent structure in RNNs shows great power in practice, however, it also imposes great
challenge in theory. Until now, RNNs remains to be one of the least theoretical understood models
in deep learning. Many fundamental open questions are still largely unsolved in RNNs, including
1. (Optimization). When can RNNs be trained efficiently?
2. (Generalization). When do the results learned by RNNs generalize to test data?
Question 1 is technically challenging due to the notorious question of vanishing/exploding gra-
dients, and the non-convexity of the training objective induced by non-linear activation functions.
Question 2 requires even deeper understanding of RNNs. For example, in natural language
processing, “Juventus beats Bacerlona” and “Bacerlona beats Juventus” have completely different
∗V1 appears on this date and V2 polishes writing. We would like to thank Yingyu Liang and Zhao Song for very
helpful conversations. Part of the work was done when Yuanzhi Li was visiting Microsoft Research Redmond.
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meanings. How can the same operation in RNN encode a different rule for “Juventus” at token 1
vs. “Juventus” at token 3, instead of merely memorizing each training example?
There have been some recent progress towards obtaining more principled understandings of
these questions.
On the optimization side, Hardt, Ma, and Recht [13] show that over-parameterization can help
in the training process of a linear dynamic system, which is a special case of RNNs with linear
activation functions. Allen-Zhu, Li, and Song [2] show that over-parameterization also helps in
training RNNs with ReLU activations. This latter result gives no generalization guarantee.
On the generalization side, our understanding to RNN is even more limited. The VC-dimension
bounds [10] and [17] polynomially depend on the size of the network, and either only apply to
linear (or threshold) networks or to networks with one dimension input. Technically speaking, these
bounds can be modified to the total number of parameters in the network if only classification error
is considered. However, a bound scaling with the total number of parameters usually cannot be
applied to modern neural networks, which are heavily over-parameterized. Others [9, 31] (or the
earlier work [14]) establish sample complexity bounds that exponentially grow in the input length.
In particular, they depend on the operator norm of the recurrent unit, that we denote by β. If
β > 1, their bounds scale exponentially with input length. Since most applications do not regularize
β and allow β > 1 for a richer expressibility,1 their bounds are still insufficient.
Indeed, bridging the gap between optimization (question 1) and generalization (question 2) can
be quite challenging in neural networks. The case of RNN is particularly so due to the (potentially)
exponential blowup in input length.
• Generalization 9 Optimization. One could imagine adding a strong regularizer to ensure
β ≤ 1 for generalization purpose; however, it is unclear how an optimization algorithm such
as stochastic gradient descent (SGD) finds a network that both minimizes training loss and
maintains β ≤ 1. One could also use a very small network so the number of parameters is
limited; however, it is not clear how SGD finds a small network with small training loss.
• Optimization 9 Generalization. One could try to train RNNs without any regularization;
however, it is then quite possible that the number of parameters need to be large and β > 1
after the training. This is so both in practice (since “memory implies larger spectral radius”
[24]) and in theory [2]. All known generalization bounds fail to apply in this regime.
In this paper, we give arguably the first theoretical analysis of RNNs that captures optimization
and generalization simultaneously. Given any set of input sequences, as long as the outputs are
(approximately) realizable by some smooth function in a certain concept class, then after training
a vanilla RNN with ReLU activations, SGD provably finds a solution that has both small training
and generalization error. Our result allows β to be larger than 1 by a constant, but is still efficient :
meaning that the iteration complexity of the SGD, the sample complexity, and the time complexity
scale only polynomially (or almost polynomially) with the length of the input.
2 Notations
We denote by ‖ · ‖2 (or sometimes ‖ · ‖) the Euclidean norm of vectors, and by ‖ · ‖2 the spectral
norm of matrices. We denote by ‖ · ‖∞ the infinite norm of vectors, ‖ · ‖0 the sparsity of vectors or
diagonal matrices, and ‖ · ‖F the Frobenius norm of matrices. Given matrix W , we denote by Wk
1For instance, if W ∈ Rm×m is the recurrent weight matrix, and is followed with an ReLU activation σ. Under
standard random initialization N (0, 2
m
), the combined operator σ(Wx) : Rm → Rm has operator norm √2 with high
probability. If instead one uses N (0,
√
2
m
), then β becomes 1 but gradients will vanish exponentially fast in L.
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or wk the k-th row vector of W . We denote the row ℓp norm for W ∈ Rm×d as
‖W‖2,p def=
(∑
i∈[m] ‖wi‖p2
)1/p
. (2.1)
By definition, ‖W‖2,2 = ‖W‖F . We use N (µ, σ) to denote Gaussian distribution with mean µ and
variance σ; or N (µ,Σ) to denote Gaussian vector with mean µ and covariance Σ. We use x = y± z
to denote that x ∈ [y − z, y + z]. We use 1event to denote the indicator function of whether event
is true. We denote by ek the k-th standard basis vector. We use σ(·) to denote the ReLU function
σ(x) = max{x, 0} = 1x≥0 · x. Given univariate function f : R → R, we also use f to denote the
same function over vectors: f(x) = (f(x1), . . . , f(xm)) if x ∈ Rm.
Given vectors v1, . . . , vn ∈ Rm, we define U = GS(v1, . . . , vn) as their Gram-Schmidt orthonor-
malization. Namely, U = [v̂1, . . . , v̂n] ∈ Rm×n where
v̂1 =
v1
‖v1‖ and for i ≥ 2: v̂i =
∏i−1
j=1(I−v̂j v̂⊤j )vi
‖∏i−1j=1(I−v̂j v̂⊤j )vi‖ .
Note that in the occasion that
∏i−1
j=1(I − v̂j v̂⊤j )vi is the zero vector, we let v̂i be an arbitrary unit
vector that is orthogonal to v̂1, . . . , v̂i−1.
We say a function f : Rd → R is L-Lipscthiz continuous if |f(x) − f(y)| ≤ L‖x − y‖2; and say
it is is L-smooth if its gradient is L-Lipscthiz continuous, that is ‖∇f(x)−∇f(y)‖2 ≤ L‖x− y‖2.
Function complexity. The following notions from [1] measure the complexity of any infinite-
order smooth function φ : R → R. Suppose φ(z) = ∑∞i=0 cizi is its Taylor expansion. Given
non-negative R,
Cε(φ,R)
def
=
∑∞
i=0
(
(C∗R)i +
(√log(1/ε)√
i
C∗R
)i)|ci|
Cs(φ,R)
def
= C∗
∑∞
i=0(i+ 1)
1.75Ri|ci|
where C∗ is a sufficiently large constant (e.g., 104). It holds Cs(φ,R) ≤ Cε(φ,R) ≤ Cs(φ,O(R)) ×
poly(1/ε), and for sin z, ez or low degree polynomials, they only differ by o(1/ε). [1]
Example 2.1. If φ(z) = zd for constant d then Cs(φ,R) ≤ O(Rd), Cε(φ,R) ≤ O(Rdpolylog(1ε )). For
functions such as φ(z) = ez−1, sin z, sigmoid(z) or tanh(z), it suffices to consider ε-approximations
of them so we can truncate their Taylor expansions to degreeO(log(1/ε)). This gives Cs(φ,R),Cε(φ,R) ≤
(1/ε)O(logR).
3 Problem Formulation
The data are generated from an unknown distribution D over (x⋆, y⋆) ∈ (Rdx)(L−2) × Y(L−2).
Each input sequence x⋆ consists of x⋆2, . . . , x
⋆
L−1 ∈ Rdx with ‖x⋆ℓ‖ = 1 and [x⋆ℓ ]dx = 12 without
loss of generality.2 Each label sequence y⋆ consists of y⋆3, . . . , y
⋆
L ∈ Y. The training dataset Z =
{((x⋆)(i), (y⋆)(i))}i∈[N ] is given as N i.i.d. samples from D. When (x⋆, y⋆) is generated from D, we
call x⋆ the true input sequence and y⋆ the true label.
Definition 3.1. Without loss of generality (see Remark 3.4), for each true input x⋆, we transform
it into an actual input sequence x1, x2, . . . , xL ∈ Rdx+1 as follows.
x1 = (0
dx , 1) and xℓ = (εxx
⋆
ℓ , 0) for ℓ = 2, 3, . . . , L− 1 and xL = (0dx , εx)
2This is without loss of generality, since 1
2
can always be padded to the last coordinate, and ‖x⋆ℓ‖2 = 1 can always
be ensured from ‖x⋆ℓ‖2 ≤ 1 by padding
√
1− ‖x⋆ℓ‖22 to the second-last coordinate. We make this assumption to
simplify our notations: for instance, (x⋆ℓ )dx =
1
2
allows us to focus only on networks in the concept class without bias.
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where εx ∈ (0, 1) is a parameter to be chosen later. We then feed this actual sequence x into RNN.
In this way we have ensured that the actual input sequence is normalized :
Definition 3.2. We say the sequence x1, . . . , xL ∈ Rdx+1 is normalized if
‖x1‖ = 1 and ‖xℓ‖ = εx for all ℓ = 2, 3, . . . , L.
3.1 Our Learner Network: Elman RNN
To present the simplest result, we focus on the classical Elman RNN with ReLU activation. Let
W ∈ Rm×m, A ∈ Rm×(dx+1), and B ∈ Rd×m be the weight matrices.
Definition 3.3. Our Elman RNN can be described as follows. On input x1, . . . , xL ∈ Rdx+1,
h0 = 0 ∈ Rm gℓ =W · hℓ−1 +Axℓ ∈ Rm
yℓ = B · hℓ ∈ Rd hℓ = σ(W · hℓ−1 +Axℓ) ∈ Rm
We say that W,A,B are at random initialization, if the entries of W and A are i.i.d. generated from
N (0, 2m ), and the entries of B are i.i.d. generated from N (0, 1d).
For simplicity, in this paper we only updateW and let A and B be at their random initialization.
Thus, we write Fℓ(x
⋆;W ) = yℓ = Bhℓ as the output of the ℓ-th layer.
Our goal is to use y3, . . . , yL ∈ Rd to fit the true label y⋆3, . . . , y⋆L ∈ Y using some loss function
G : Rd × Y → R. In this paper we assume, for every y⋆ ∈ Y, G(0d, y⋆) ∈ [−1, 1] is bounded, and
G(·, y⋆) is convex and 1-Lipschitz continuous in its first variable. This includes for instance the
cross-entropy loss and ℓ2-regression loss (for y
⋆ being bounded).
Remark 3.4. Since we only update W , the label sequence y⋆3, . . . , y
⋆
L is off from the input sequence
x⋆2, . . . , x
⋆
L−1 by one. The last xL can be made zero, but we keep it normalized for notational
simplicity. The first x1 gives a random seed fed into the RNN (one can equivalently put it into h0).
We have scaled down the input signals by εx, which can be equivalently thought as scaling down
A.
3.2 Concept Class
Let {Φi→j,r,s : R → R}i,j∈[L],r∈[p],s∈[d] be infinite-order differentiable functions, and {w∗i→j,r,s ∈
Rdx}i,j∈[L],r∈[p],s∈[d] be unit vectors. Then, for every j = 3, 4, . . . , L, we consider target functions
F ∗j : R
dx → Rd where F ∗j =
(
F ∗j,1, . . . , F
∗
j,d
)
can be written as
F ∗j,s(x
⋆)
def
=
j−1∑
i=2
∑
r∈[p]
Φi→j,r,s(〈w∗i→j,r,s, x⋆i 〉) ∈ R . (3.1)
For proof simplicity, we assume Φi→j,r,s(0) = 0. We also use
Cε(Φ, R) = max
i,j,r,s
{Cε(Φi→j,r,s, R)} and Cs(Φ, R) = max
i,j,r,s
{Cs(Φi→j,r,s, R)}
to denote the complexity of F ∗.
Agnostic PAC-learning language. Our concept class consists of all functions F ∗ in the form
of (3.1) with complexity bounded by threshold C and parameter p bounded by threshold p0. Let
OPT be the population risk achieved by the best target function in this concept class. Then, our
goal is to learn this concept class with population risk OPT+ ε using sample and time complexity
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Algorithm 1 SGD for RNNs
Input: Data set Z, step size η.
1: W0 = 0.
2: for t = 1, 2, . . . T do
3: Randomly sample (x⋆, y⋆) from the data set Z
4: Update: Wt =Wt−1 − η∇W ′Obj(x⋆, y⋆;Wt−1).
5: end for
polynomial in C, p0 and 1/ε. In the remainder of this paper, to simplify notations, we do not
explicitly define this concept class parameterized by C and p. Instead, we equivalently state our
theorem with respect to any (unknown) target function F ∗ with specific parameters C and p.
Example 3.5. Our concept class is general enough and contains functions where the output at
each token is generated from inputs of previous tokens using any two-layer neural network. Indeed,
one can verify that our general form (3.1) includes functions of the following:
F ∗j (x
⋆) =
∑j−1
i=2 A
∗
j−iφ(W
∗
j−ix
⋆
i ) .
4 Our Result: RNN Provably Learns the Concept Class
Suppose the distribution D is generated by some (unknown) target function F ∗ of the form (3.1)
in the concept class with population risk OPT, namely,
E(x⋆,y⋆)∼D
[∑L
j=3G
(
F ∗j (x
⋆), y⋆j
)]
≤ OPT ,
and suppose we are given training dataset Z consisting of N i.i.d. samples from D. We consider
the following stochastic training objective
Obj(W ′) def= E
(x⋆,y⋆)∼Z
[
Obj(x⋆, y⋆;W ′)
]
where Obj(x⋆, y⋆;W ′) def=
L∑
j=3
G
(
λFj(x
⋆;W +W ′), y⋆j
)
Above, W ∈ Rm×m is random initialization, W ′ ∈ Rm×m is the additional shift, and λ ∈ (0, 1) is a
constant scaling factor on the network output.3 We consider the vanilla stochastic gradient descent
(SGD) algorithm with step size η, see Algorithm 1.4
Theorem 1. For every 0 < ε < O˜
(
1
poly(L,d)·p·Cs(Φ,O(
√
L))
)
, define complexity C = Cε(Φ,
√
L) and
λ = Θ˜
(
ε
L2d
)
, if the number of neurons m ≥ poly(C, ε−1) and the number of samples is N = |Z| ≥
poly(C, ε−1, logm), then SGD with η = Θ˜
(
1
εL2d2m
)
and
T = Θ˜
(p2C2poly(L, d)
ε2
)
3Equivalently, one can scale matrix B by factor λ. For notational simplicity, we split the matrix into W +W ′ but
this does not change the algorithm since gradient with respect to W +W ′ is the same with respect to W ′.
4Strictly speaking, Obj(x⋆, y⋆;W ′) does not have gradient everywhere due to the non-differentiability of ReLU.
Throughout the paper, ∇ is used to denote the value computed by setting ∇σ(x) = 1[x ≥ 0], which is also what is
used in practical auto-differentiation softwares.
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satisfies that, with probability at least 1− e−Ω(ρ2) over the random initialization
E
sgd
[ 1
T
T−1∑
t=0
E
(x⋆,y⋆)∼D
[
Obj(x⋆, y⋆;W +Wt)
]] ≤ OPT+ ε .
Above, Esgd takes expectation with respect to the randomness of SGD. Since SGD takes only one
example per iteration, the sample complexity N is also bounded by T .
4.1 Our Contribution, Interpretation, and Discussion
Sample complexity. Our sample complexity only scales with log(m), making the result appli-
cable to over-parameterized RNNs that have m ≫ N . Following Example 2.1, if φ(z) is constant
degree polynomial we have C = poly(L, log ε−1) so Theorem 1 says that RNN learns such concept
class
with size m =
poly(L, d, p)
poly(ε)
and sample complexity min{N,T} = p
2poly(L, d, logm)
ε2
If φ(z) is a function with good Taylor truncation, such as ez − 1, sin z, sigmoid(z) or tanh(z), then
C = LO(log(1/ε)) is almost polynomial.
Non-linear measurements. Our result shows that vanilla RNNs can efficiently learn a weighted
average of non-linear measurements of the input. As we argued in Example 3.5, this at least includes
functions where the output at each token is generated from inputs of previous tokens using any
two-layer neural networks. Average of non-linear measurements can be quite powerful, achieving
the state-of-the-art performance in some sequential applications such as sentence embedding [4]
and many others [23], and acts as the base of attention mechanism in RNNs [5].
Adapt to tokens. In the target function, Φi→j,r,s can be different at each token, meaning that
they can adapt to the position of the input tokens. We emphasize that the positions of the tokens
(namely, the values i, j) are not directly fed into the network, rather it is discovered through
sequentially reading the input. As one can see from our proofs, the ability of adapting to the
tokens comes from the inhomogeneity in hidden layers hℓ: even when xℓ = xℓ′ for different tokens
ℓ′ 6= ℓ, there is still big difference between hℓ and hℓ′ . Albeit the same operator is applied to xℓ and
xℓ′ , RNNs can still use this crucial inhomogeneity to learn different functions at different tokens.
In our result, the function Φi→j,r,s only adapts with the positions of the input tokens, but
in many applications, we would like the function to adapt with the values of the past tokens
x⋆1, . . . , x
⋆
i−1 as well. We believe a study on other models (such as LSTM [15]) can potentially settle
these questions.
Long term memory. It is commonly believed that vanilla RNNs cannot capture long term de-
pendencies in the input. This does not contradict our result. Our complexity parameter Cε(Φ,
√
L)
of the learning process in Theorem 1 indeed suffers from L, the length of the input sequence. This
is due to the fact that vanilla RNN, the hidden neurons hℓ will incorporate more and more noise
as the time horizon ℓ increases, making the new signal Axℓ less and less significant.
Comparison to feed-forward networks. Recently there are many interesting results on ana-
lyzing the learning process of feed-forward neural networks [7, 8, 11, 16, 18–20, 26, 27, 29, 30, 32].
Most of them either assume that the input is structured (e.g. Gaussian or separable) or only con-
sider linear networks. Allen-Zhu, Li, and Liang [1] show a result in the same flavor as this paper
but for two and three-layer networks. Since RNNs apply the same unit repeatedly to each input
token in a sequence, our analysis is significantly different from [1] and creates lots of difficulties in
the analysis.
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4.2 Conclusion
We show RNN can actually learn some notable concept class efficiently, using simple SGD method
with sample complexity polynomial or almost-polynomial in input length. This concept class at
least includes functions where each output token is generated from inputs of earlier tokens using a
smooth neural network. To the best of our knowledge, this is the first proof that some non-trivial
concept class is efficiently learnable by RNN. Our sample complexity is almost independent of m,
making the result applicable to over-parameterized settings. On a separate note, our proof explains
why the same recurrent unit is capable of learning various functions from different input tokens to
different output tokens.
Proof Sketch
Our proof of Theorem 1 divides into four conceptual steps.
1. We obtain first-order approximation of how much the outputs of the RNN change if we move
fromW toW +W ′. This change (up to small error) is a linear function inW ′. (See Section 6).
(This step can be derived from prior work [2] without much difficulty.)
2. We construct some (unknown) matrix W> ∈ Rm×m so that this “linear function”, when
evaluated on W>, approximately gives the target F ∗ in the concept class (see Section 5).
(This step is the most interesting part of this paper.)
3. We argue that the SGD method moves in a direction nearly as good asW> and thus efficiently
decreases the training objective (see Section 7).
(This is a routine analysis of SGD in the non-convex setting given Steps 1&2.)
4. We use the first-order linear approximation to derive a Rademacher complexity bound that
does not grow exponentially in L (see Section 8). By feeding the output of SGD into this
Rademacher complexity, we finish the proof of Theorem 1 (see Section 9).
(This is a one-paged proof given the Steps 1&2&3.)
Although our proofs are technical, to help the readers, we write 7 pages of sketch proofs for
Steps 1 through 4. This can be found in Section 5 through 9. Our final proofs reply on many
other technical properties of RNN that may be of independent interests: such as properties of RNN
at random initialization (which we include in Section B and C), and properties of RNN stability
(which we include in Section D, E, F). Some of these properties are simple modifications from prior
work, but some are completely new and require new proof techniques (namely, Section C, D and
E). We introduce some notations for analysis purpose.
Definition 4.1. For each ℓ ∈ [L], let Dℓ ∈ Rm×m be the diagonal matrix where
(Dℓ)k,k = 1(W ·hℓ−1+Axℓ)k≥0 = 1(gℓ)k≥0 .
As a result, we can write hℓ = DℓWhℓ−1. For each 1 ≤ ℓ ≤ a ≤ L, we define
Backℓ→a = BDaW · · ·Dℓ+1W ∈ Rd×m.
with the understanding that Backℓ→ℓ = B ∈ Rd×m.
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Throughout the proofs, to simplify notations when specifying polynomial factors, we introduce
ρ
def
= 100Ld logm and ̺
def
=
100Ldp · Cε(Φ,
√
L) · logm
ε
We assume m ≥ poly(̺) for some sufficiently large polynomial factor.
5 Existence of Good Network Through Backward
One of our main contributions is to show the existence of some “good linear network” to approximate
any target function. Let us explain what this means. SupposeW,A,B are at random initialization.
We consider a linear function over W> ∈ Rm×m:
fj′
def
=
∑j′
i′=2 Backi′→j′ Di′W
>hi′−1 . (5.1)
As we shall see later, in first-order approximation, this linear function captures how much the
output of the RNN changes at token j′, if one we move W to W +W ′. The goal in this section is
to construct some W> ∈ Rm×m satisfying that, for any true input x⋆ in the support of D, if we
define the actual input x according to x⋆ (see Definition 3.1), then with high probability,
∀s′ ∈ [d] fj′,s′ ≈ F ∗j′,s′(x⋆) =
∑j′−1
i=2
∑
r∈[p]Φi→j′,r,s′(〈w∗i→j′,r,s′, x⋆i 〉) (5.2)
Furthermore,W> is appropriately bounded in Frobenius norm. In our sketched proof below, it shall
become clear how this same matrix W> can simultaneously represent functions Φi→j′ that come
from different input tokens i. Since SGD can be shown to descend in a direction “comparable” to
W>, it converges to a matrix W with similar guarantees.
5.1 Indicator to Function
In order to show (5.2), we first show a variant of the “indicator to function” lemma from [1].
Lemma 5.1 (indicator to function). For every smooth function Φ: R→ R, every unit vector w∗ ∈
Rdx with w∗dx = 0, every constant σ ≥ 0.1, every constant γ > 1, every constant εe ∈
(
0, 1
Cs(Φ,O(σ))
)
,
there exists
C ′ = Cεe(Φ, σ) and a function H : R→ [−C ′, C ′],
such that for every fixed unit vectors x⋆ ∈ Rdx with x⋆dx = 12 ,
(a)
∣∣Ea∼N (0,I),n∼N (0,σ2) [1〈a,x⋆〉+n≥0H (a)]−Φ(〈w∗, x⋆〉)∣∣ ≤ εe (on target)
(b)
∣∣Ea∼N (0,I),n∼N (0,σ2) [1〈a,x⋆〉+γn≥0H (a)]− Φ(0)∣∣ ≤ εe +O(C′ log(γσ)γσ ) (off target)
Above, Lemma 5.1a says that we can use a bounded function 1〈a,x⋆〉+n≥0H (a) to fit a target
function Φ(〈w∗, x⋆〉), and Lemma 5.1b says that if the magnitude of n is large then this function is
close to being constant. For such reason, we can view n as “noise.” While the proof of 5.1a is from
prior work [1], our new property 5.1b is completely new and it requires some technical challenge to
simultaneously guarantee 5.1a and 5.1b. The proof is in Appendix G.1
5.2 Fitting a Single Function
We now try to apply Lemma 5.1 to approximate a single function Φi→j,r,s(〈w∗i→j,r,s, x⋆i 〉). For this
purpose, let us consider two (normalized) input sequences. The first (null) sequence x(0) is given
as
x
(0)
1 = (0
dx , 1) and x
(0)
ℓ = (0
dx , εx) for ℓ = 2, 3, . . . , L
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The second sequence x is generated from an input x⋆ in the support of D (recall Definition 3.1).
Let
• hℓ,Dℓ,Backi→j be defined with respect to W,A,B and input sequence x, and
• h(0)ℓ ,D(0)ℓ ,Back(0)i→j be defined with respect to W,A,B and input sequence x(0)
We remark that h
(0)
ℓ has the good property that it does not depend x
⋆ but somehow stays “close
enough” to the true hℓ (see Appendix D for a full description).
Lemma 5.2 (fit single function). For every 2 ≤ i < j ≤ L, r ∈ [p], s ∈ [d] and every constant
εe ∈
(
0, 1
Cs(Φi→j,r,s,O(
√
L))
)
, there exists C ′ = Cεe(Φi→j,r,s,
√
L) so that, for every
εx ∈ (0, 1ρ4C′
)
and εc =
εeεx
4C′ ,
there exists a function Hi→j,r,s : R→
[− 4(C′)2εeεx , 4(C′)2εeεx ], such that, let• x be a fixed input sequence defined by some x⋆ in the support of D (see Definition 3.1),
• W,A be at random initialization,
• hℓ be generated by W ,A,x and h(0)ℓ be generated by W ,A,x(0), and
• w˜k, a˜k ∼ N
(
0, 2Im
)
be freshly new random vectors,
with probability at least 1− e−Ω(ρ2) over W and A,
(a) (on target)∣∣∣∣ Ew˜k,a˜k
[
1|〈w˜k,h(0)i−1〉|≤ εc√m
1〈w˜k,hi−1〉+〈a˜k ,xi〉≥0Hi→j,r,s(a˜k)
]
− Φi→j,r,s(〈w∗i→j,r,s, x⋆i 〉)
∣∣∣∣ ≤ εe
(b) (off target), for every i′ 6= i∣∣∣∣ Ew˜k,a˜k
[
1|〈w˜k,h(0)i−1〉|≤ εc√m
1〈w˜k,hi′−1〉+〈a˜k ,xi′〉≥0Hi→j,r,s(a˜k)
]∣∣∣∣ ≤ εe
Lemma 5.2 implies there is a quantity 1|〈w˜k,h(0)i−1〉|≤ εc√m
Hi→j,r,s(a˜k) that only depends on the
target function and the random initialization (namely, w˜k, a˜k) such that,
• when multiplying 1〈w˜k,hi−1〉+〈a˜k ,xi〉≥0 gives the target Φi→j,r,s(〈w∗i→j,r,s, x⋆i 〉, but
• when multiplying 1〈w˜k,hi′−1〉+〈a˜k ,xi′〉≥0 gives near zero.
The full proof is in Appendix G.2 but we sketch why Lemma 5.2 can be derived from Lemma 5.1.
Sketch proof of Lemma 5.2. Let us focus on indicator 1〈w˜k,hi′−1〉+〈a˜k ,xi′〉≥0:
• 〈a˜k, xi′〉 is distributed like N (0, 2ε
2
x
m ) because 〈a˜k, xi′〉 =
〈
(a˜k, (εxx
⋆
i′ , 0)
〉
; but
• 〈w˜k, hi′−1〉 is roughly N (0, 2m) because ‖hi′−1‖ ≈ 1 by random init. (see Lemma B.1a).
Thus, if we treat 〈w˜k, hi′−1〉 as the “noise n” in Lemma 5.1 it can be 1εx times larger than 〈a˜k, xi′〉.
To show Lemma 5.2a, we only need to focus on |〈w˜k, h(0)i′−1〉| ≤ εc√m because i = i′. Since h(0) can
be shown close to h (see Lemma D.1), this is almost equivalent to |〈w˜k, hi′−1〉| ≤ εc√m . Conditioning
on this happens, the “noise n” must be small so we can apply Lemma 5.1a.
To show Lemma 5.2a, we can show when i′ 6= i, the indicator on |〈w˜k, hi−1〉| ≤ εc√m gives
little information about the true noise 〈w˜k, hi′−1〉. This is so because hi−1 and hi′−1 are somewhat
uncorrelated (details in Lemma B.1k). As a result, the “noise n” is still large and thus Lemma 5.1b
applies with Φi→j,r,s(0) = 0. 
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5.3 Fitting the Target Function
We are now ready to design W> ∈ Rm×m using Lemma 5.2.
Definition 5.3. Suppose εe ∈
(
0, 1
Cs(Φ,O(
√
L))
)
, C ′ = Cεe(Φ,
√
L), εx ∈ (0, 1ρ4C′
)
, we choose
εc
def
=
εeεx
4C ′
, C
def
=
4(C ′)2
εeεx
, Ci→j,s
def
=
1
m
∥∥∥e⊤s Back(0)i→j∥∥∥2
2
‖h(0)i−1‖2 .
We construct W> ∈ Rm×m by defining its k-th row vector as follows:
w>k
def
=
L−1∑
i=2
L∑
j=i+1
∑
r∈[p],s∈[d]
1
mCi→j,s
[
e⊤s Back
(0)
i→j
]
k
1|〈wk,h(0)i−1〉|≤ εc√m
Hi→j,r,s(ak)h
(0)
i−1
where Ci→j,s
def
=
1
m
∥∥∥e⊤s Back(0)i→j∥∥∥2
2
‖h(0)i−1‖2
Above, functions Hi→j,r,s : R→
[− C,C] come from Lemma 5.2.
The following lemma that says fj′,s′ is close to the target function F
∗
j′,s′ .
Lemma 5.4 (existence through backward). The construction of W> in Definition 5.3 satisfies the
following. For every normalized input sequence x generated from x⋆ in the support of D, we have
with probability at least 1− e−Ω(ρ2) over W,A,B, it holds for every 3 ≤ j′ ≤ L and s′ ∈ [d]
fj′,s′
def
=
j′∑
i′=2
e⊤s′ Backi′→j′Di′W
>hi′−1
=
j′−1∑
i=2
∑
r∈[p]
Φi→j′,r,s′(〈w∗i→j′,r,s′, x⋆i 〉)±
(
pρ11 ·O(εe + Cs(Φ, 1)ε1/3x + Cm−0.05)
)
.
Proof sketch of Lemma 5.4. Using definition of fj′,s′ in (5.1) and W
>, one can write down
fj′,s′ =
∑
i′,j′,j
∑
r∈[p],s∈[d]
∑
k∈[m]
(
1
mCi→j′,s
[
e⊤s′ Backi′→j′
]
k
[
e⊤s Back
(0)
i→j
]
k
× 1|〈wk,h(0)i−1〉|≤ εc√m1[gi′ ]k≥0Hi→j,r,s(ak)〈hi′−1, h
(0)
i−1〉
)
(5.3)
Now,
• The summands in (5.3) with i 6= i′ are negligible owing to Lemma 5.2b.
• The summands in (5.3) with i = i′ but j 6= j′ are negligible, after proving that Backi→j and
Backi→j′ are very uncorrelated (details in Lemma C.1).
• The summands in (5.3) with s 6= s′ are negligible using the randomness of B.
• One can also prove Backi′→j′ ≈ Back(0)i′→j′ and hi′−1 ≈ h(0)i′−1 (details in Lemma D.1).
Together,
fj′,s′ ≈
j′−1∑
i′=2
∑
r∈[p]
∑
k∈[m]
(
1
mCi′→j′,s′
( [
e⊤s′ Back
(0)
i′→j′
]
k
)2
1|〈wk,h(0)i′−1〉|≤
εc√
m
1[gi′ ]k≥0Hi′→j,r,s′(ak)‖h
(0)
i′−1‖2
)
Applying Lemma 5.2a and using our choice of Ci′→j′,s′ , this gives (in expectation)
fj′,s′ ≈
∑j′−1
i=2
∑
r∈[p]Φi→j′,r,s′(〈w∗i→j′,r,s′, x⋆i 〉) = F ∗j′,s′(x⋆) .
Proving concentration (with respect to k ∈ [m]) is a lot more challenging due to the sophisticated
correlations across different indices k. To achieve this, we replace some of the pairs wk, ak with
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fresh new samples w˜k, a˜k for all k ∈ N and apply concentration only with respect to k ∈ N . Here,
N is a random subset of [m] with cardinality m0.1. We show that the network stabilizes (details in
Section E) against such re-randomization. Full proof is in Section G.3. 
Finally, one can show ‖W>‖F ≤ O
(pρ3C√
m
)
(see Claim G.1). Crucially, this Frobenius norm
scales in m−1/2 so standard SGD analysis shall ensure that our sample complexity does not depend
on m (up to log factors).
6 Coupling and First-Order Approximation
Consider now the scenario when the random initialization matrix W is perturbed to W +W ′ with
W ′ being small in spectral norm. Intuitively, this W ′ will later capture how much SGD has moved
away from the random initialization, so it may depend on the randomness of W,A,B. To untangle
this possibly complicated correlation, all lemmas in this section hold for all W ′ being small.
The first lemma below states that the j-th layer output difference B(hj + h
′
j) − Bhj can be
approximated by a linear function in W ′, that is
∑j−1
i=1 Backi→jDi+1W
′hi. We remind the reader
that this linear function in W ′ is exactly the same as our notation of fj′,s′ from (5.2).
Lemma 6.1 (first-order approximation). Let W,A,B be at random initialization, x be a fixed
normalized input sequence, and ∆ ∈ [̺−100, ̺100]. With probability at least 1− e−Ω(ρ) over W,A,B
the following holds. Given any perturbation matrix W ′ with ‖W ′‖2 ≤ ∆√m , letting
• hℓ,Dℓ,Backi→j be defined with respect to W,A,B, x, and
• hℓ + h′ℓ,Dℓ +D′ℓ,Backi→j +Back′i→j be defined with respect to W +W ′, A,B, x
then
∀j′ ∈ [L] :
∥∥∥Bh′j −∑j−1i=1 Backi→jDi+1W ′hi∥∥∥ ≤ O(ρ7∆4/3m1/6 ) .
The proof of Lemma 6.1 is similar to the semi-smoothness theorem of [2] and can be found in
Section H.1.
The next lemma says that, for this linear function
∑j−1
i=1 Backi→jDi+1W˜hi over W˜ , one can
replace h,D,Back with h + h′,D +D′,Back+Back′ without changing much in its output. It is a
direct consequence of the adversarial stability properties of RNN from prior work (see Section F).
Lemma 6.2 (first-order coupling). Let W,A,B be at random initialization, x be a fixed normalized
input sequence, and ∆ ∈ [̺−100, ̺100]. With probability at least 1−e−Ω(ρ) over W,A,B the following
holds. Given any matrix W ′ with ‖W ′‖2 ≤ ∆√m , and any W˜ with ‖W˜‖2 ≤ ω√m , letting
• hℓ,Dℓ,Backi→j be defined with respect to W,A,B, x, and
• hi + h′i,Dℓ +D′ℓ,Backi→j +Back′i→j be defined with respect to W +W ′, A,B, x
then ∥∥∥ ∑
i′∈[j′]
(
Backi′→j′ +Back′i′→j′
)
(Di′ +D
′
i′)W˜ (hi′−1 + h
′
i′−1)
−
∑
i′∈[j′]
Backi′→j′ Di′W˜hi′−1
∥∥∥ ≤ O(ωρ6∆1/3
m1/6
)
.
A direct corollary of Lemma 6.2 is that, for our matrixW> constructed in Definition 5.3 satisfies
the same property of Lemma 5.4 after perturbation. Namely,
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Lemma 6.3 (existence after perturbation). W> in Definition 5.3 satisfies the following. Let
W,A,B be at random initialization, x be a fixed normalized input sequence generated by x⋆ in
the support of D, and ∆ ∈ [̺−100, ̺100]. With probability at least 1 − e−Ω(ρ) over W,A,B the
following holds. Given any matrix W ′ with ‖W ′‖2 ≤ ∆√m , any 3 ≤ j′ ≤ L, and any s′ ∈ [d]:
j′∑
i′=2
e⊤s′
(
Backi′→j′ +Back′i′→j′
)
(Di′ +D
′
i′)W
>(hi′−1 + h′i′−1)
=
j′−1∑
i=2
∑
r∈[p]
Φi→j′,r,s′(〈w∗i→j′,r,s′, x⋆i 〉)±
(
pρ11 · O(εe + Cs(Φ, 1)ε1/3x + Cm−0.05)
)
Proof. Combining Lemma 5.4 and Lemma 6.2 gives the proof. 
7 Optimization and Convergence
Our main convergence lemma for SGD on the training objective is as follows.
Lemma 7.1. For every constant ε ∈ (0, 1
p·poly(ρ)·Cs(Φ,
√
L)
)
, there exists C ′ = Cε(Φ,
√
L) and param-
eters
εx =
1
poly(ε−1, C ′)
, εc =
1
poly(ε−1, C ′)
, C = poly(ε−1, C ′) , λ = Θ
( ε
Lρ
)
so that, as long as m ≥ poly(̺) and N ≥ Ω(ρ3pC2s(Φ,1)
ε2
), setting learning rate η = Θ
(
1
ερ2m
)
and
T = Θ
(p2C2poly(ρ)
ε2
)
, we have
E
sgd
[
1
T
T−1∑
t=0
E
(x⋆,y⋆)∼Z
[ L∑
j=3
G
(
λFj(x
⋆,W +Wt), y
⋆
j
) ]] ≤ OPT+ ε
2
.
and ‖Wt‖F ≤ ∆√m for ∆ =
C2p2poly(ρ)
ε2
.
Sketch Proof of Lemma 7.1. The full proof is in Section I and we sketch the main idea here. Recall
the training objective
Obj(Wt)
def
= E(x⋆,y⋆)∼Z
[
Obj(x⋆, y⋆;Wt)
]
where Obj(x⋆, y⋆;Wt)
def
=
∑L
j=3G
(
λFj(x
⋆;W +Wt), y
⋆
j
)
Let x be a normalized input sequence generated by some x⋆ in the support of D. Consider an
iteration t where the current weight matrix is W +Wt. Let
• hℓ, gℓ,Dℓ,Backi→j be defined with respect to W,A,B, x, and
• hℓ + h′ℓ,t, gℓ + g′ℓ,t,Dℓ +D′ℓ,t,Backi→j +Back′i→j,t be defined with respect to W +Wt, A,B, x
Let us define function Rj(x
⋆; W˜ ) ∈ Rd as
Rj(x
⋆; W˜ )
def
=
j∑
i=2
(
Backi→j +Back′i→j,t
)
(Di +D
′
i,t)W˜ (hi−1 + h
′
i−1,t)
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which is a linear function over W˜ . Let us define a loss function G˜ as:
G˜(W˜ )
def
= E(x⋆,y⋆)∼Z
[
G˜(x⋆, y⋆; W˜ )
]
where G˜(x⋆, y⋆; W˜ )
def
=
∑L
j=3G
(
λFj(x
⋆;W +Wt) + λRj(x
⋆; W˜ ), y⋆j
)
It is not hard to verify that
Obj(Wt) = G˜(0) and ∇Obj(Wt) = ∇G˜(0) .
LetW> be defined in Definition 5.3. By Lemma 6.3, we know that as long as ‖Wt‖2 is small (which
we shall ensure towards the end),
Rj(x
⋆;W>) ≈ F ∗j (x⋆)
Thus, by the 1-Lipschitz continuity of G, one can derive that
E(x⋆,y⋆)∼Z
[∑L
j=3G(Rj(x
⋆,W>), y⋆j )
]
≤ OPT+ ε100 .
By Lemma 6.1 and Lemma 6.2 together, we know that
Fj(x
⋆,W +Wt)− Fj(x⋆,W ) ≈
j−1∑
i=1
Backi→j Di+1Wthi
≈
j−1∑
i=1
(
Backi→j +Back′i→j,t
)(
Di +D
′
i,t
)
Wt(hi−1 + h′i−1,t) ≈ Rj(x⋆,Wt) .
Using the linearity of Rj and the 1-Lipschitz continuity of G, we have
G˜
(
1
λ
W> −Wt
)
= E(x⋆,y⋆)∼Z
[∑L
j=3G
(
λFj(x
⋆,W +Wt) + λRj
(
x⋆, 1λW
> −Wt
)
, y⋆j
)]
≈ E(x⋆,y⋆)∼Z
[∑L
j=3G
(
λFj(x
⋆,W ) +Rj(x
⋆,W>), y⋆j
)]
①≈ E(x⋆,y⋆)∼Z
[∑L
j=3G
(
Rj(x
⋆,W>), y⋆j
)]
± ε10
where ① is by our choice of λ which implies λ‖Fj(x⋆;W )‖ ≤ λ · O(ρ) ≤ ε10L by Lemma B.1h.
Together, we have G˜
(
1
λW
> −Wt
) ≤ OPT + ε5 . Thus, by the convexity of G˜(W˜ ) (composing
convex function with linear function is convex), we know〈
∇G˜(0), 1λW> −Wt
〉
≤ G˜( 1λW> −Wt)− G˜(0) ≤ OPT+ ε5 − G˜(0) . (7.1)
Suppose in this high-level sketch that we apply gradient descent as opposed to SGD. Then, Wt+1 =
Wt − η∇G˜(0) and we have∥∥λ−1W> −Wt+1∥∥2F = ∥∥λ−1W> −Wt∥∥2F + 2η〈λ−1W> −Wt,∇G˜(0)〉︸ ︷︷ ︸
♦
+η2
∥∥∇G˜(0)∥∥2
F
.
Putting (7.1) into this formula, we know that as long as G˜(0) > OPT+ ε5 , then ♦ is a very negative
term and thus, when η is sufficiently small, it guarantees to decrease
∥∥λ−1W> −Wt+1∥∥F . This
cannot happen for too many iterations, and thus we arrive at a convergence statement. 
8 Rademacher Complexity Through Coupling
We have the following simple lemma about the Rademacher complexity of RNNs. It first uses the
coupling Lemma 6.1 to reduce the network to a linear function, and then calculates the Rademacher
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complexity for this linear function class.
Lemma 8.1 (Rademacher complexity of RNNs). For every s ∈ [d], ℓ ∈ [L], we have that
1
N
E
ξ∈{±1}N
 sup
‖W ′‖F≤∆/
√
m
∑
q∈[N ]
ξqFj,s(x
⋆
q ;W +W
′)
 ≤ O(ρ7∆4/3
m1/6
+
ρ2∆√
N
)
Proof. By Lemma 6.1, we have that∣∣∣∣∣Fj,s(x⋆q ;W +W ′)−
j−1∑
i=1
e⊤s Backq,i→jDq,i+1W
′hq,i
∣∣∣∣∣
2
≤ O(ρ7∆4/3
m1/6
)
where we use Backq,i→j, hq,i and Dq,i to denote that calculated from sample x⋆q . Since this function
is linear in W ′, we can write it as
〈W ′, Gq〉 def=
j−1∑
i=1
e⊤s Backq,i→jDq,i+1W
′hq,i .
We have ‖Gq‖F ≤ O(Lρ
√
m/d) from Lemma B.1. We bound the Rademacher complexity of this
linear function using Proposition A.3 as follows.
1
N
E
ξ∈{±1}N
 sup
‖W ′‖F≤∆/
√
m
∑
q∈[N ]
ξq〈W ′, Gq〉
 ≤ O( ρ2√
d
∆√
N
)
. 
9 Proof of Theorem 1
Recall ρ
def
= 100Ld logm and ̺
def
=
100Ldp·Cs(Φ,
√
L log(1/ε))·logm
ε .
Theorem 1 (restated). For every ε ∈ (0, 1
poly(ρ)·p·Cs(Φ,O(
√
L))
)
, define complexity C = Cε(Φ,
√
L)
and λ = ε10Lρ , if the number of neurons m ≥ poly(C, p, L, d, ε−1) and the number of samples is
N ≥ poly(C, p, L, d, ε−1), then SGD with η = Θ( 1
ερ2m
)
and
T = Θ
(p2C2poly(ρ)
ε2
)
satisfies that, with probability at least 1− e−Ω(ρ2) over the random initialization
E
sgd
[
1
T
T−1∑
t=0
E
(x⋆,y⋆)∼D
[ L∑
j=3
G
(
Fj(x
⋆;W +Wt), y
⋆
j
) ]] ≤ OPT+ ε . (9.1)
Proof of Theorem 1. One can first apply Lemma 7.1 to obtain Wt for t = 0, 1, . . . , T − 1 satisfying
(recall (I.1))
‖Wt‖F ≤ ∆√
m
for ∆ = Θ
(C2ρ11p2
ε2
)
We can also apply Lemma B.1h together with Lemma F.1a to derive that for each fixed (x⋆, y⋆) ∼ D,
with probability at least 1− e−Ω(ρ2), it satisfies for every j = 3, 4, . . . , L,
‖Fj(x⋆;W +Wt)‖ ≤ O(ρ7∆)
and therefore by the 1-Lipschitz continuity of G(·, y⋆),∣∣∣ L∑
j=3
G
(
λFj(x
⋆;W +Wt), y
⋆
j
) ∣∣∣ ≤ O(ερ6∆) . (9.2)
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Plugging in the Rademacher complexity Lemma 8.1 together with the choice b = O(ερ6∆) into
standard generalization argument (see Corollary A.2), we have with probability at least 1−e−Ω(ρ2),
for all t∣∣∣∣∣∣ E(x⋆,y⋆)∼Z
 L∑
j=3
G
(
λFj(x
⋆;W +Wt), y
⋆
j
)− E
(x⋆,y⋆)∼D
 L∑
j=3
G
(
λFj(x
⋆;W +Wt), y
⋆
j
)∣∣∣∣∣∣ (9.3)
≤ λ ·O
(
ρ9∆4/3
m1/6
+
ρ4∆√
N
)
+O
(
ρ2b√
N
)
≤ ε
2
where the additional factor λ is because we have scaled Fj with factor λ. In sum, it suffices to
choose N ≥ Ω(λ2ρ8∆2
ε2
)
= Ω(ρ6∆2) and N ≥ Ω(ρ4b2
ε2
)
= Ω(poly(ρ)∆2). 
Remark 9.1. Strictly speaking, there is a subtle issue in the above proof because the loss function
G is not absolutely bounded for all samples x⋆, y⋆ (see (9.2)) so one cannot apply Corollary A.2
directly.5 We only have the statement that for each sample (x⋆, y⋆), the loss function is bounded
by some parameter b with high probability. By union bound, this can hold for all the training
samples, but possibly not all the testing samples. A simple fix here is to apply a truncation (for
analysis purpose only) on the loss function L to make it always bounded by b. Then, we can apply
Corollary A.2: the population risk “E(x⋆,y⋆)∈D[· · · ]” in (9.3) becomes truncated but the empirical
risk “E(x⋆,y⋆)∈Z [· · · ]” in (9.3) stays unchanged. In other words, the truncated population risk must
be small according to Corollary A.2. Finally, we can remove this truncation from the population
risk, because in the rare event that the loss exceeds b, it is at most poly(m)·eO(L) but the probability
for this to happen is only e−Ω(ρ2). This is negligible in this expectation E(x,y)∈D[· · · ].
5In some literature this issue was simply ignored or an absolute bound on L is imposed; however, the only globally
absolutely bounded convex function is constant.
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Appendix
A Rademacher Complexity Review
Let F be a set of functions Rd → R and X = (x1, . . . , xN ) be a finite set of samples. Recall the
empirical Rademacher complexity with respect to X of F is
R̂(X ;F) def= E
ξ∼{±1}N
[
sup
f∈F
1
N
N∑
i=1
ξif(xi)
]
(A.1)
Lemma A.1 (Rademacher generalization). Suppose X = (x1, . . . , xN ) where each xi is generated
i.i.d. from a distribution D. If every f ∈ F satisfies |f | ≤ b, for every δ ∈ (0, 1) with probability at
least 1− δ over the randomness of Z, it satisfies
sup
f∈F
∣∣∣∣∣ Ex∼D[f(x)]− 1N
N∑
i=1
f(xi)
∣∣∣∣∣ ≤ 2R̂(Z;F) +O
(
b
√
log(1/δ)√
N
)
.
Corollary A.2. If F1, . . . ,Fk are k classes of functions Rd → R and Lx : Rk → [−b, b] is a
1-Lipschitz continuous function for any x ∼ D, then
sup
f1∈F1,...,fk∈Fk
∣∣∣∣∣ Ex∼D[Lx(f1(x), . . . , fk(x))]− 1N
N∑
i=1
Lx(f(xi))
∣∣∣∣∣ ≤ O(
k∑
r=1
R̂(Z;Fr)
)
+O
(
b
√
log(1/δ)√
N
)
.
Proof. Let F ′ be the class of functions by composing L with F1, . . . ,Fk, that is, F ′ = {Lx ◦
(f1, . . . , fk) | f1 ∈ F1 · · · fk ∈ Fk}. By the (vector version) of the contraction lemma of Rademacher
complexity6 it satisfies R̂(Z;F ′) ≤ O(1) ·∑kr=1 R̂(Z;Fr). 
We recall the simple calculation of the Rademacher complexity for linear function class.
Proposition A.3. Suppose ‖x‖2 = 1 for all x ∈ X . The class F = {x 7→ 〈w, x〉 | ‖w‖2 ≤ B} has
Rademacher complexity R̂(X ;F) ≤ O( B√
N
).
B Random Initialization: Basic Properties
We first note some important properties about the random initialization of our RNNs. Some of
them have already appeared in [2], and the remaining ones can be easily derived from [2].
Let W,A,B be at random initialization and x1, . . . , xL be any fixed normalized input sequence
(see Definition 3.2). Recall h0 = 0 and
gℓ =W · hℓ−1 +Axℓ ∈ Rm hℓ = σ(W · hℓ−1 +Axℓ) ∈ Rm .
(Dℓ)k,k = 1(gℓ)k≥0 Backℓ→a = BDaW · · ·Dℓ+1W ∈ Rd×m .
Remark. We note two main difference between the setting here and [2]. We focus on a single input
sequence x1, . . . , xL, while in [2] the authors study a set of n fixed input sequences. In addition,
we focus on a normalized input sequence so that ‖x1‖ = 1 and ‖x2‖ = · · · = ‖xL‖ = εx have small
Euclidean norm; instead in [2], the authors study the case when x2, . . . , xL can have Euclidean
norm up to 1. This is why we can have ‖hℓ‖ ≤ 2 but they have ‖hℓ‖ ≤ O(ℓ).
6There are slightly different versions of the contraction lemma in the literature. For the scalar case without
absolute value, see [21, Section 3.8]; for the scalar case with absolute value, see [6, Theorem 12]; and for the vector
case without absolute value, see [22].
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Lemma B.1. For every εx ∈ [0, 1/L], there exists a function ζn(εx, ℓ) =
√
1 + (ℓ− 1)ε2x ⊆ [1, 2]
such that the following holds. For every normalized input sequence x1, . . . , xL (see Definition 3.2),
with probability at least 1− e−Ω(ρ2) over W,A,B
(a) |‖hℓ‖2 − ζn(εx, ℓ)| ≤ O
( ρ2√
m
)
for every ℓ ∈ [L] (hidden layer signal)
(b)
∣∣‖gℓ‖2 −√2ζn(εx, ℓ)∣∣ ≤ O( ρ2√m) for every ℓ ∈ [L] (hidden layer signal)
(c) ‖Whℓ‖∞, ‖Axℓ‖∞, ‖gℓ‖∞ ≤ O
( ρ√
m
)
for every ℓ ∈ [L]. (infinity norm bound)
(d)
{
k ∈ [m] ∣∣ |[gℓ]k| ≤ s√m} ≤ O(sm) for every ℓ ∈ [L], s ∈ (ρ2m , 1]. (alpha-good property)
(e) ‖DjWj · · ·DiWiu‖ ≤
(
1 + 1100L
)j−i+1‖u‖ for all 1 ≤ i ≤ j ≤ L and fixed u ∈ Rm
(intermediate bound)
(f)
∣∣e⊤r Backi→j ek∣∣ ≤ O( ρ√d) for every k ∈ [m], r ∈ [d], 1 ≤ i ≤ j ≤ L (backward signal)
(g)
∥∥e⊤r Backi→j∥∥ ≥ Ω(√m√d ) for every r ∈ [d], 1 ≤ i ≤ j ≤ L (backward signal)
(h) ‖Bhℓ‖ ≤ O(ρ) for every ℓ ∈ [L] (output signal)
(i) ‖Dℓ2W · · ·Dℓ1W‖2 ≤ O(L3) for every 1 ≤ ℓ1 ≤ ℓ2 ≤ L (intermediate spectral norm)
(intermediate spectral norm)
(j) |u⊤WDℓ2W · · ·Dℓ1Wv| ≤ O
(√sρ√
m
)‖u‖‖v‖ for all s-sparse vectors u, v ∈ Rm with s ∈ [1, m
ρ3
]
and 1 ≤ ℓ1 ≤ ℓ2 ≤ L (intermediate sparse spectral norm)
(k) ‖(I − Uℓ−1U⊤ℓ−1)hℓ‖ ≥ Ω( 1L2 log3 m) . for every ℓ ∈ [L] (forward correlation)
Above, Uℓ
def
= GS (h1, h1, h2, . . . , hℓ).
B.1 Proof for Lemma B.1
Proof of Lemma B.1.
(a) The “forward propagation” part of “basic properties at random initialization” of [2] in fact
shows (e.g. their Claim B.4 and B.5 of version 3) that, for every δ ∈ [mρ , 110L], with probability
at least 1− e−Ω(δ2m) over W and A, for every ℓ = 2, 3, . . . , L
(1− δ) ≤ ‖h1‖ ≤ (1 + δ)
(1− δ)
√
‖hℓ‖2 + ε2x ≤ ‖hℓ+1‖ ≤ (1 + δ)
√
‖hℓ‖2 + ε2x for all ℓ = 1, 2, . . . , L− 1
Now, suppose we define ζn(ℓ) =
√
1 + (ℓ− 1)ε2x then it is trivial to verify by induction
(1− δ)ℓζn(ℓ) ≤ ‖hℓ‖ ≤ (1 + δ)ℓζn(ℓ)
Finally, letting δ = ρ√
m
finishes the proof.
(b) This is similar to the proof of Lemma B.1a, except noticing the
√
2 factor:
√
2(1−δ)√1 + ε2x ≤
‖g1‖ ≤
√
2(1 + δ)
√
1 + ε2x.
(c) We have Whℓ = WUU
⊤hℓ where U = GS(h1, . . . , hL). Each entry of WU is i.i.d. from
N (0, 2m ). For any fixed z we have ‖WUz‖∞ ≤ O(
√
ρ/
√
m) with probability at least 1−e−Ω(ρ2).
Taking ǫ-net over z and using ‖hℓ‖ ≤ 2 gives the desired bound ‖Whℓ‖∞ ≤ O(ρ/
√
m). As for
the infinity norm bound on gℓ =Whℓ−1+Axℓ it follows from ‖Whℓ‖∞ and a trivial bound on
‖Axℓ‖∞.
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(d) Again we write gℓ = Whℓ−1 + Axℓ = WUU⊤hℓ−1 + Axℓ. For any fixed z with ‖z‖ ∈ [0.5, 3],
we know y =WUz+Axℓ ∼ N (0, 2‖xℓ‖
2+2‖z‖2
m I) and thus with probability at least 1− e−Ω(sm)
• y has at most O(sm) coordinates k with |yk| ≤ s2√m .
Since z is of dimension at most L, we can apply a standard ǫ-net argument over all possible
z with ‖z‖ ∈ [0.5, 3] (with ǫ = O(s/√m)) and then apply union bound. Since sm ≥ ρ2, with
probability at least 1− e−Ω(ρ2), for all z in this range, it satisfies
• y has at most O(sm) coordinates k with |yk| ≤ s√m .
Substituting z = U⊤hℓ−1 (which we know ‖hℓ−1‖ ∈ [0.5, 3] from Lemma B.1a) finishes the
proof.
(e) The “intermediate layers” part of “basic properties at random initialization” of [2] in fact
shows (e.g. their Claim B.12 of version 3) that, for a fixed unit vector u, with probability at
least 1− e−Ω(m/L2), it satisfies
(1− 1
100L
)a−ℓ ≤ ‖DaW · · ·Dℓ+1Wu‖ ≤ (1 + 1
100L
)a−ℓ .
(f) Recall Backℓ→a = BDaW · · ·Dℓ+1W ∈ Rd×m where Dℓ is determined by A,W and inputs
x1, . . . , xL. The “intermediate layers” part of “basic properties at random initialization” of
[2] in fact shows (e.g. their Claim B.12 of version 3) that, for a fixed unit vector u, with
probability at least 1− e−Ω(m/L2), it satisfies
(1− 1
100L
)L ≤ ‖DaW · · ·Dℓ+1Wu‖ ≤ (1 + 1
100L
)L .
Further using the randomness of B, we have with probability at least 1− e−Ω(ρ2),
|e⊤r BDaW · · ·Dℓ+1Wu| ≤ O
( ρ√
d
)
(1 +
1
100L
)L .
This finishes the proof after plugging in u = ek.
(g) Using the same as above, we have with probability at least 1/2,
|e⊤r BDaW · · ·Dℓ+1Wu| ≥ Ω
( 1√
d
)
(1− 1
100L
)L .
This finishes the proof after plugging in u = ek for all k ∈ [m] and taking Chernoff bound.
(h) Since B is independent of the randomness of hℓ, we have ‖Bhℓ‖ ≤ O(ρ)‖hℓ‖ with probability
at least 1− e−Ω(ρ2).
(i) This is similar to the proof of Lemma B.1f but requires a careful ǫ-net argument. It is already
included in the “intermediate layers: spectral norm” part of the “Basic Properties at Random
Initialization” of [2] (e.g. Lemma B.11 in version 3).
(j) This can be proved in the same way as Lemma B.1f. It is already included in the “intermediate
layers: sparse spectral norm” part of the “Basic Properties at Random Initialization” of [2]
(e.g. Lemma B.14 in version 3).
(k) See the “forward correlation” part of [2] (e.g. Lemma B.6 of version 3).

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C Random Initialization: Backward Correlation
In this section, we derive a new property regarding the random initialization of RNNs which needs
very new proof techniques from the prior work. Again, let W,A,B be at random initialization and
x1, . . . , xL be any fixed normalized input sequence (see Definition 3.2). We use gℓ, hℓ,Dℓ,Backi→j
to denote those calculated with this input sequence and W,A,B.
Lemma C.1 (backward correlation). For every εx ∈ [0, 1/L], every fixed normalized input sequence
x1, . . . , xL, with probability at least 1− e−Ω(ρ2) over W,A,B: for every 1 ≤ i ≤ j < j′ ≤ L:∣∣∣〈u⊤ Backi→j, v⊤ Backi→j′ 〉∣∣∣ ≤ O(m3/4ρ4) · ‖u‖‖v‖
Since ‖Backi→j ‖2 is on the magnitude of
√
m, the above Lemma C.1 says that the two vectors
u⊤ Backi→j and v⊤ Backi→j′ are very uncorrelated whenever j 6= j′.
Remark. In fact, one can prove the same Lemma C.1 for the un-correlation between u⊤ Backi→j
and v⊤ Backi′→j′ whenever j − i 6= j′ − i′. We do not need that stronger version in this paper.
C.1 Proof of Lemma C.1
Proof of Lemma C.1. It suffices to prove for fixed unit vector u, v ∈ Rd because we can apply ǫ-net
argument and union bound in the end. Recall
u⊤ Backi→j = u⊤BDjW · · ·Di+1W and v⊤ Backi→j′ = v⊤BDj′W · · ·Di+1W .
Let ξ1, . . . , ξm be a random orthonormal basis of R
m, and we denote by
Ξp
def
=
(
u⊤BDjW · · ·Di+1Wξp
) · (v⊤BDj′W · · ·Di+1Wξp)
so it suffices to bound the absolute value of
∑
p∈[m] Ξp =
〈
u⊤ Backi→j, v⊤ Backi→j′
〉
.
Let us fix N coordinates (without loss of generality the first N coordinates) and calculate∑
p∈[N ] Ξp only over [N ] by induction. Define
z1,i = ξ1, z2,i = ξ2, . . . zN,i = ξN
and define zp,ℓ = DℓW · · ·Di+1Wzp,i. We have
‖zp,ℓ‖ ≤ 2 and Ξp = u⊤Bzp,j · v⊤Bzp,j′
where the first is due to Lemma B.1e. Let
Zp,ℓ = GS
(
h1, . . . , hℓ, z1,i, . . . , zN,i, z2,i+1, . . . , zN,i+1, . . . z1,ℓ, . . . , zp−1,ℓ
)
.
Each Zp,ℓ is column orthonormal and has at most (N + 1)L columns.
In the base case ℓ = i, we have
‖Z⊤p,izp,i‖ = ‖Z⊤p,iξp‖ ①= ‖U⊤i ξp‖
②≤ O(
√
Lρ/
√
m)
Above, ① is by the definition Ui = GS(h1, . . . , hi), and ② is because for each fixed unit vector u,
we have |〈u, ξp〉| ≤ O(ρ/
√
m) with probability at least 1− e−Ω(ρ2).
For any ℓ = i, . . . , L− 1, we have
Z⊤p,ℓ+1zp,ℓ+1 = Z
⊤
p,ℓ+1Dℓ+1
(
W (I − Zp,ℓZ⊤p,ℓ)zp,ℓ +WZp,ℓZ⊤p,ℓzp,ℓ
)
= Z⊤p,ℓ+1Dℓ+1
W (I − Zp,ℓZ⊤p,ℓ)zp,ℓ
‖(I − Zp,ℓZ⊤p,ℓ)zp,ℓ‖
‖(I − Zp,ℓZ⊤p,ℓ)zp,ℓ‖+ Z⊤p,ℓ+1Dℓ+1WZp,ℓZ⊤p,ℓzp,ℓ
We consider the two terms on the right hand side separately:
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• For the first term, we know that g = W (I−Zp,ℓZ
⊤
p,ℓ)zp,ℓ
‖(I−Zp,ℓZ⊤p,ℓ)zp,ℓ‖
is distributed according to N (0, 2Im ) and
is independent of Zp,ℓ+1.
7 Therefore, with probability at least 1− e−Ω(ρ2)∥∥∥Z⊤p,ℓ+1Dℓ+1g‖(I − Zp,ℓZ⊤p,ℓ)zp,ℓ‖∥∥∥ ≤ O(ρ√NL√m ) · ‖(I − Zp,ℓZ⊤p,ℓ)zℓ‖ ≤ O(ρ
√
NL√
m
‖zℓ‖) ≤ O(
√
Nρ2√
m
)
• For the second term, we have∥∥∥Z⊤p,ℓ+1Dℓ+1WZp,ℓZ⊤p,ℓzp,ℓ∥∥∥ ≤ ‖Dℓ+1WZp,ℓZ⊤p,ℓzp,ℓ‖
Letting y = Dℓ+1WZp,ℓZ
⊤
p,ℓzp,ℓ, then we have
y = 1Whℓ+Axℓ+1≥0 ·WZp,ℓZ⊤p,ℓzp,ℓ
①
= 1WZp,ℓZ⊤p,ℓhℓ+Axℓ+1≥0 ·WZp,ℓZ
⊤
p,ℓzp,ℓ
②
= 1Ma+Axℓ+1≥0 ·Mb
where in ① we have used hℓ is in the column span of Zp,ℓ, and in ② we have definedM =WZp,ℓ,
a = Z⊤p,ℓhℓ, and b = Z
⊤
p,ℓzp,ℓ. We stress here that the entries of M and A are i.i.d. in N (0, 2m).
Now, suppose for a moment that we view a and b as fixed. Then, it is a simple exercise to
verify that with probability 1− exp(−Ω(m/L2)) (over the randomness of M,A),8
‖1Ma+Ax≥0Mb‖ ≤ ‖b‖(1 + 1
100L
) .
After taking ǫ-net over all possible a, b, we have that for fixed x ∈ Rd and all a, b:
‖1Ma+Ax≥0Mb‖ ≤ ‖b‖(1 + 1
50L
) .
We can thus plug in the choice a = Z⊤p,ℓhℓ, and b = Z
⊤
p,ℓzp,ℓ (both of which may depend on the
randomness of W and A). We have∥∥∥Z⊤p,ℓ+1Dℓ+1WZp,ℓZ⊤p,ℓzp,ℓ∥∥∥ ≤ ‖y‖ ≤ ‖Z⊤p,ℓzp,ℓ‖(1 + 150L ) .
Combining the above two properties and using induction, we have
‖Z⊤p,ℓ+1zp,ℓ+1‖ ≤ O(
√
Nρ3√
m
)
7Indeed,
– For each zp′,ℓ+1 with p
′ < p in the column span of Zp,ℓ+1, we have zp′,ℓ+1 = Dℓ+1Wzp′,ℓ so it only depends on
zp′,ℓ and the randomness of Wzp′,ℓ, both of which already included in the column span of WZp,ℓ. Therefore,
zp′,ℓ+1 is independent of g because g has already projected out all the randomness in WZp,ℓ.
– For each zp′,j with p
′ ∈ [N ] and j ≤ ℓ in the column span of Zp,ℓ+1, we have zp′,j = DjWzp′,j−1 so it only
depends on zp′,j−1 and the randomness of Wzp′,j−1, both of which already included in the column span of
WZp,ℓ. Therefore, zp′,j is independent of g because g has already projected out all the randomness in WZp,ℓ.
– For hℓ+1 included in the column span of Zp,ℓ+1, we have hℓ+1 = DℓWhℓ so it only depends on hℓ and the
randomness ofWhℓ, both of which already included in the column span ofWZp,ℓ. Therefore, hℓ+1 is independent
of g because g has already projected out all the randomness in WZp,ℓ.
In sum, g must be independent of Zp,ℓ+1.
8See for instance Claim B.13 of version 3 of [2].
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We calculate∑
p∈[N ]
Ξp =
∑
p∈[N ]
u⊤Bzp,j · v⊤Bzp,j′
=
∑
p∈[N ]
u⊤B(I − Zp,jZ⊤p,j)zp,j · v⊤B(I − Zp,j′Z⊤p,j′)zp,j′
+
∑
p∈[N ]
u⊤BZp,jZ⊤p,jzp,j · v⊤Bzp,j′ +
∑
p∈[N ]
u⊤B(I − Zp,jZ⊤p,j)zp,j · v⊤BZp,j′Z⊤p,j′zp,j′
①
=
∑
p∈[N ]
u⊤B(I − Zp,jZ⊤p,j)zp,j · v⊤B(I − Zp,j′Z⊤p,j′)zp,j′︸ ︷︷ ︸
♣
±O
(
N1.5ρ5√
m
)
Above, ① is because for every fixed vector x, with probability at least 1− e−Ω(ρ2) over B it satisfies
|u⊤Bx| ≤ O(ρ‖x‖), and therefore we have (similarly if we replace u with v)
|u⊤B(I − Zp,jZ⊤p,j)zp,j| ≤ O(ρ) and |u⊤BZp,j′Z⊤p,j′zp,j′| ≤ O
(√Nρ4√
m
)
To bound ♣, we note that the following 2N vectors{
(I − Zp,jZ⊤p,j)zp,j
}
p∈[N ]
⋃{
(I − Zp,j′Z⊤p,j′)zp,j′
}
p∈[N ]
are pairwise orthogonal, and therefore, when left-multiplied with matrix B, their randomness (over
B) are independent. This means, |♣| ≤ O(√Nρ2) with probability at least 1 − e−Ω(ρ2) over B.
Choosing N = m1/2 we have
|
∑
p∈[m1/2]
Ξp| ≤ O(m1/4ρ4) .
Finally, we can divide all the m coordinates into
√
m chunks each of size
√
m. Performing the
above calculation for each of them gives the desired bound. 
D Stability: After Dropping x⋆
In this section we consider two (normalized) input sequences. The first sequence x(0) is given as
x
(0)
1 = (0
dx , 1) and x
(0)
ℓ = (0
dx , εx) for ℓ = 2, 3, . . . , L (D.1)
The second sequence x is generated from an arbitrary x⋆ = (x⋆2, . . . , x
⋆
L−1) in the support of D:
x1 = (0
dx , 1) and xℓ = (εxx
⋆
ℓ , 0) for ℓ = 2, 3, . . . , L− 1 and xL = (0dx , εx) (D.2)
We study the following two executions of RNNs under input x(0) and x respectively:
g0 = h0 = 0 g
(0)
0 = h
(0)
0 = 0
gℓ =Whℓ−1 +Axℓ g
(0)
ℓ =Wh
(0)
ℓ−1 +Ax
(0)
ℓ for ℓ ∈ [L]
hℓ = σ(Whℓ−1 +Axℓ) h
(0)
ℓ = σ(Wh
(0)
ℓ−1 +Ax
(0)
ℓ ) for ℓ ∈ [L]
We also define diagonal sign matrices Dℓ ∈ {0, 1}m×m and D(0)ℓ ∈ {0, 1}m×m by letting
(Dℓ)k,k = 1[gℓ]k≥0 and (D
(0)
ℓ )k,k = 1[g(0)ℓ ]k≥0
.
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Accordingly,
Backℓ→a = BDaW · · ·Dℓ+1W ∈ Rd×m
Back
(0)
ℓ→a = BD
(0)
a W · · ·D(0)ℓ+1W ∈ Rd×m
We have the following lemma.
Lemma D.1. For every εx ∈ [0, 110L ], there exists a function ζd(εx, ℓ) ∈
[√
(ℓ− 1)ε2x/2,
√
2(ℓ− 1)ε2x
]
satisfying the following. For every fixed x⋆ in D, consider two normalized input sequences x(0) and
x defined as (D.1) and (D.2). Let W,A,B be at random initialization, let h
(0)
ℓ ,D
(0)
ℓ ,Back
(0)
i→j be
defined with respect to W,A,B, x(0), and hℓ,Dℓ,Backi→j be defined with respect to W,A,B, x. With
probability at least 1− e−Ω(ρ2) over W,A,B we have
(a)
∣∣‖h(0)ℓ − hℓ‖2 − ζd(εx, ℓ)2∣∣ ≤ O( ρ√m) for every ℓ ∈ [L]
(b) ‖D(0)ℓ −Dℓ‖0 ≤ O((
√
Lεx)
2/3m) ≤ O(L1/3ε2/3x m) for every ℓ ∈ [L]
(c)
∥∥∥u⊤ Back(0)i→j −u⊤ Backi→j∥∥∥
2
≤ O(ρ25/6ε1/3x √m) · ‖u‖ for every 1 ≤ i ≤ j ≤ L and u ∈ Rd
We emphasize that Lemma D.1a is technically the most involved, and the remaining two prop-
erties Lemma D.1b and Lemma D.1c are simple corollaries.
D.1 Proof of Lemma D.1a
Proof of Lemma D.1a. We first look at layer ℓ = 1. We have h
(0)
1 = σ(Ax
(0)
1 ) = σ(Ax1) = h1 so
can set ζd(εx, 1) = 0. As for ℓ ≥ 2, we can write hℓ − h(0)ℓ as:
hℓ − h(0)ℓ = φ
(
WUU⊤hℓ−1 +Axℓ
)
− φ
(
WUU⊤h(0)ℓ−1 +Ax
(0)
ℓ
)
where U = GS(h
(0)
1 , . . . , h
(0)
L , h1, . . . , hL) ∈ Rm×2L. Let us write z = U⊤hℓ−1 and z0 = U⊤h(0)ℓ−1. We
know that WU ∈ Rm×2L is a random matrix with entries i.i.d. from N (0, 2m). Of course, z and z0
depend on the randomness of WU . Since hℓ−1 and h
(0)
ℓ−1 are in the column span of U , we have
‖z − z0‖ = ‖h(0)ℓ−1 − hℓ−1‖, ‖z‖ = ‖hℓ−1‖, ‖z0‖ = ‖h(0)ℓ−1‖
Let ẑ0 = z0/‖z0‖, then we can write
z = 〈ẑ0, z〉ẑ0 + (I − ẑ0ẑ⊤0 )z = c1ẑ0 + c2
(I − ẑ0ẑ⊤0 )z
‖(I − ẑ0ẑ⊤0 )z‖
with
c1 =
〈z0, z〉
‖z0‖ =
‖z0‖2 + ‖z‖2 − ‖z0 − z‖2
2‖z0‖
c22 = ‖z‖2 − (〈z, ẑ0〉)2 = ‖z‖2 −
(‖z0‖2 + ‖z‖2 − ‖z0 − z‖2)2
4‖z0‖2 = ‖z‖
2 − c21
Now, for every ℓ ≥ 2, suppose for now that z0 and z are fixed (as opposed to depending on the
randomness of WU). Then, by Proposition D.2 (after appropriate re-scaling), we have
E
WU,A
[∥∥∥φ (WUz +Axℓ)− φ(WUz0 +Ax(0)ℓ )∥∥∥2
2
∣∣∣ z, z0] = 2 (‖z‖22 + ε2x) ζc(β)
with α =
√
c21
‖z‖22 + ε2x
=
√
1− β2, β =
√
c22 + ε
2
x
‖z‖22 + ε2x
22
Recall ‖z0‖ = ζn(εx, ℓ − 1) ± O( ρ
2√
m
) and ‖z‖ = ζn(εx, ℓ − 1) ± O( ρ
2√
m
) from Lemma B.1a and
ζn ∈ [1, 2]. Therefore, using ζn to denote ζn(εx, ℓ− 1), we have
β2 =
‖z‖2 − (‖z0‖2+‖z‖2−‖z0−z‖2)2
4‖z0‖2 + ε
2
x
‖z‖22 + ε2x
=
‖z − z0‖2 + ‖z−z0‖
4
4ζ2n
+ ε2x
ζ2n + ε
2
x
±O( ρ
2
√
m
)
Using the concentration, we know with probability at least 1− e−Ω(ρ2), for any fixed z, z0 satisfying
‖z‖, ‖z0‖ ∈ [0.5, 3] and ‖z − z0‖ ≤ 0.1,∥∥∥φ (WUz +Axℓ)− φ(WUz0 +Ax(0)ℓ )∥∥∥2
2
= 2
(‖z‖22 + ε2x) ζc(β)±O( ρ√m
)
.
By applying an ǫ-net argument over all possible z and z0, the above formula turns to hold for all
z and z0. Therefore, if we pick the special choice z = U
⊤hℓ−1 and z0 = U⊤h
(0)
ℓ−1 (which depend on
the randomness of WU), we have∥∥∥hℓ − h(0)ℓ ∥∥∥2
2
= 2
(‖z‖22 + ε2x) ζc(β)±O( ρ√m
)
.
Using again ‖z‖ = ζn±O( ρ
2√
m
) and the Lipschitz continuity property of ζc(
√
x) from Proposition D.2,
we have
∥∥∥hℓ − h(0)ℓ ∥∥∥2
2
= 2
(
ζ2n + ε
2
x
)
ζc

√√√√‖z − z0‖2 + ‖z−z0‖44ζ2n + ε2x
ζ2n + ε
2
x
±O( ρ√
m
)
= 2
(
ζn(εx, ℓ− 1)2 + ε2x
)
ζc

√√√√‖hℓ−1 − h(0)ℓ−1‖2 + ‖hℓ−1−h(0)ℓ−1‖44ζn(εx,ℓ−1)2 + ε2x
ζn(εx, ℓ− 1)2 + ε2x
±O( ρ√m
)
.
For such reason, let us define
ζd(εx, ℓ)
2 def= 2
(
ζn(εx, ℓ− 1)2 + ε2x
)
ζc

√√√√ζd(εx, ℓ− 1)2 + ζd(εx,ℓ−1)44ζn(εx,ℓ−1)2 + ε2x
ζn(εx, ℓ− 1)2 + ε2x
 .
We analyze two things:
• Recall −|β|3 ≤ ζc(β)− β
2
2 ≤ β
4
4 from Proposition D.2. This means∣∣∣∣ζd(εx, ℓ)2 −(ζd(εx, ℓ− 1)2 + ζd(εx, ℓ− 1)44ζn(εx, ℓ− 1)2 + ε2x
)∣∣∣∣ ≤ O (ζd(εx, ℓ− 1)3) .
Applying induction, we have ζd(εx, ℓ)
2 ∈ [12(ℓ− 1)ε2x, 2(ℓ− 1)ε2x] since εx ≤ 110L .
• Suppose ∣∣‖hℓ−1−h(0)ℓ−1‖2− ζd(εx, ℓ−1)2∣∣ ≤ ξℓ−1, then, by the 12 -Lipschitz continuity of ζc(√x),
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we have∣∣‖hℓ − h(0)ℓ ‖2 − ζd(εx, ℓ)2∣∣
≤
∣∣∣∣∣‖hℓ−1 − h(0)ℓ−1‖2 + ‖hℓ−1 − h
(0)
ℓ−1‖4
4ζn(εx, ℓ− 1)2 − ζd(εx, ℓ− 1)
2 − ζd(εx, ℓ− 1)
4
4ζn(εx, ℓ− 1)2
∣∣∣∣∣+O
(
ρ√
m
)
.
≤ ξℓ−1 +O
(
ξℓ−1ℓε2x +
ρ√
m
)
≤ (1 + 1
2L
)ξℓ−1
Thus, we can define ξℓ = (1 +
1
2L)ξℓ−1 and applying induction we finish the proof. 
D.2 Proof of Lemma D.1b and D.1c
Proof of Lemma D.1b and D.1c.
(b) Since ‖h(0)ℓ −hℓ‖ ≤ O(
√
Lεx) by Lemma D.1a, we have ‖g(0)ℓ −gℓ‖ ≤ O(
√
Lεx). Thus, combining
Lemma B.1d and Fact D.3, we can derive that if gℓ is affected in Euclidean norm by τ , then
with probability at least 1− e−Ω(ρ2), the number of sign changes is at most O(τ2/3m+ ρ2). In
other words, we have
‖D(0)ℓ −Dℓ‖0 ≤ s
def
= O((
√
Lεx)
2/3m) ≤ O(L1/3ε2/3x m)
(c) By definition, letting D′ℓ = D
(0)
ℓ −Dℓ,
u⊤ Back(0)i→j −u⊤ Backi→j = u⊤B(Dj +D′j)W . . . (Di+1 +D′i+1)W − u⊤BDjW . . .Di+1W
One can then expand out all the 2j−i − 1 terms in the above difference formula. Ignoring the
subscripts, we recall three basic properties
• Euclidean norm ‖u⊤B(WD · · ·W )D′‖ ≤ O(ρ√s)‖u‖ ≤ O(ρ7/6ε1/3x m1/2)‖u‖ from Lemma B.1f.
• Spectral norm ‖D′(WD · · ·W )D′‖2 ≤ O(ρ
√
s/m) ≤ 1100L from Lemma B.1j.
• Spectral norm ‖D′(WD · · ·W )‖2 ≤ O(L3) from Lemma B.1i.
Therefore, we have
‖u⊤B(Dj +D′j)W . . . (Di+1 +D′i+1)W − u⊤BDjW . . . Di+1W‖
≤ L ·
(
O(ρ7/6ε1/3x m
1/2)‖u‖ · O(L3)
)
+ L2 ·
(
O(ρ7/6ε1/3x m
1/2)‖u‖ · O(L3)
)
· 1
100L
+ L3 ·
(
O(ρ7/6ε1/3x m
1/2)‖u‖ · O(L3)
)
· 1
(100L)2
+ . . .
≤ O(ρ25/6ε1/3x m1/2)

D.3 Mathematical Tools
Proposition D.2 (Gaussian difference with ReLU). Let g1, g2 be two independent standard Gaus-
sian random variable N (0, 1), and let parameters β ∈ [−34 , 34 ] and α =
√
1− β2 ∈ [34 , 54]. Define
ζc(β)
def
= E
[
|σ(g1)− σ(αg1 + βg2)|22
]
We have:
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• For β ∈ [−34 , 34 ] we have −|β|3 ≤ ζc(β)− β
2
2 ≤ β
4
4 .
• Over x ∈ [−0.05, 0.05], the function ζc(
√
x) is 12-Lipschitz continuous over x.
Proof. At least for the range of α ∈ [34 , 54] and β ≥ 0, one can exactly integrate out this squared
difference over two Gaussian variables. For instance, the “δ-separateness” part of “properties at
random initialization” of [3] (e.g. Claim A.6 of their version 3) has already done this for us:
2ζc(α, β) = 2E
[
|σ(g1)− σ(αg1 + βg2)|22
]
=
(
α2 − 2α+ 1)+ β2 + 2
π
∞∑
k=1
(−1)k (α+ k)β
2k+1
(2k + 1)α2k+1
=
δ
(−2α2 + α− 2δ2)
π (α2 + δ2)
+
(1− 2α) arctan (αδ )
π
+ (α− 1)α + δ2 + 1
2
It is easy to see that, as long as β ≤ α, we always have (α+k)β2k+1
(2k+1)α2k+1
≥ (α+k+1)β2k+3
(2k+3)α2k+3
. Therefore
(
α2 − 2α+ 1)+ β2 ≥ 2 E
g1,g2
[
(σ(g1)− σ(αg1 + βg2))2
] ≥ (α2 − 2α+ 1)+ β2 − 2
π
(α+ 1)β3
3α3
≥ (α2 − 2α+ 1)+ β2 − β3
• For the value approximation, we have 1− α ≥ ζc(α, β) ≥ 1− α− β3 from the above formula,
and thus plugging α =
√
1− β2, we have
β2
2
+
β4
4
≥ ζc(
√
1− β2, β) ≥ β
2
2
− β3
• For the Lipschitz continuity, we have
ζc(
√
1− x,√x) = −2π
(√
1− x− 1)+ (√1− x− 2)√x+ (2√1− x− 1) arcsin (√x)
2π
Taking derivative with respect to x, we have
d
dβ
ζc(
√
1− x,√x) = −
√
x+ arcsin (
√
x)− π
2π
√
1− x
It is easy to verify that for all β ∈ [0, 0.9]:
0.3 ≤ d
dβ
ζc(
√
1− x, x) ≤ 0.5
This proves the 0.5-Lipschitz continuity over x.

Fact D.3. If x ∈ Rm is a vector with at most sm coordinates satisfying |xk| ≤ sq , then
|{k ∈ [m] |1xk≥0 6= 1yk≥0}| ≤ sm+
‖x− y‖2
s2/q2
.
If s can be optimally chosen to minimize the above right hand side,
|{k ∈ [m] |1xk≥0 6= 1yk≥0}| ≤ O
(
m2/3(q‖x− y‖)2/3) .
E Stability: After Re-Randomization
In this section we study a scenario where we re-randomize a fixed set of rows in the random
initialization matrices W and A. Formally, consider a fixed set N ⊆ [m] with cardinality N = |N |.
Define
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• W˜ ∈ Rm×m where w˜k = wk for k ∈ [m] \ N but w˜k ∼ N (0, 2Im ) is i.i.d. for k ∈ N ;
• A˜ ∈ Rm×(dx+1) where a˜k = ak for k ∈ [m] \ N but a˜k ∼ N (0, 2Im ) is i.i.d. for k ∈ N .
For any fixed normalized input sequence x1, . . . , xL ∈ Rdx+1, we consider the following two execu-
tions of RNNs under W and W˜ respectively:
g0 = h0 = 0 g
′
0 = h
′
0 = 0
gℓ =Whℓ−1 +Axℓ gℓ + g′ℓ = W˜ (hℓ−1 + h
′
ℓ−1) + A˜xℓ for ℓ ∈ [L]
hℓ = σ(Whℓ−1 +Axℓ) hℓ + h′ℓ = σ(W˜ (hℓ−1 + h
′
ℓ−1) + A˜xℓ) for ℓ ∈ [L]
We also denote
W ′ = W˜ −W and A′ = A˜−A
and define diagonal sign matrices Dℓ ∈ {0, 1}m×m and Dℓ +D′ℓ ∈ {0, 1}m×m by letting
(Dℓ)k,k = 1(gℓ)k≥0 and (Dℓ +D
′
ℓ)k,k = 1(gℓ+g′ℓ)k≥0.
Accordingly,
Backℓ→a = BDaW · · ·Dℓ+1W ∈ Rd×m
Backℓ→a+Back′ℓ→a = B(Da +D
′
a)(W +W
′) · · · (Dℓ+1 +D′ℓ+1)(W +W ′) ∈ Rd×m
Lemma E.1 (stability after re-randomization). Let W,A,B be at random initialization. Fix N ⊆
[m] with N = |N | ≤ m/ρ23 and suppose we replace W,A with W˜ , A˜ by re-generating their rows in
N . Fix any normalized input sequence x1, . . . , xL. Let hℓ, gℓ,Dℓ,Backi→j be defined with respect
to W,A, x and hℓ + h
′
ℓ, gℓ + g
′
ℓ,Dℓ +D
′
ℓ,Backi→j +Back
′
i→j be defined with respect to W˜ , A˜, x. We
have, with probability at least 1− e−Ω(ρ2) over the randomness of W, W˜ ,A, A˜,B
1. ‖g′ℓ‖, ‖h′ℓ‖ ≤ O(ρ5
√
N/m) for every ℓ ∈ [L]
2. ‖D′ℓ‖0 ≤ O(ρ4N1/3m2/3) for every ℓ ∈ [L]
3. |〈wk, h′ℓ〉| ≤ O(ρ5N2/3m−2/3) for every k ∈ [m], ℓ ∈ [L]
4.
∣∣u⊤ Back′i→j ek∣∣ ≤ O(ρ7(N/m)1/6) · ‖u‖ for every k ∈ [m], u ∈ Rd and 1 ≤ i ≤ j ≤ L.
E.1 Proof for Lemma E.1
Proof of Lemma E.1. Throughout the proof we will fix some parameters s, τ0, τ1, τℓ2 but specify
their values towards the end. (We will make sure τ1 ≥ τ0 and m ≥ sρ4.)
Bound ‖g′
ℓ
‖. We inductively prove that the difference g′ℓ can be written as the following form,
g′ℓ = β0 +Wβ1 + (WDℓ−1W )β2 + (WDℓ−1WDℓ−2W )β3 + · · ·+ (WDℓ−1 · · ·WD2W )βℓ−1
with
‖βi‖0 ≤
{
N, i = 0;
N + s, i ≥ 1. and ‖βi‖ ≤
{
τ0, i = 0;
τ1, i ≥ 1.
Under these assumptions:
• ‖g′ℓ‖2 ≤ τℓ2
def
= Θ(ρ4τ1) using Lemma B.1i.
• ‖D′ℓ‖0 ≤ s
def
= Θ(ρ3τ
2/3
1 m).
This because combining Lemma B.1d and Fact D.3, we can derive that if gℓ is affected in
Euclidean norm by τ , then with probability at least 1 − e−Ω(ρ2), the number of sign changes
is at most O(τ2/3m+ ρ2). In other words, ‖D′ℓ‖0 ≤ O((τℓ2)2/3m) ≤ O(ρ3τ2/31 m).
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To prove the induction for ℓ+ 1, we write down the recursive formula
g′ℓ+1 = (W +W
′)(Dℓ +D′ℓ)(gℓ + g
′
ℓ)−WDℓgℓ +A′xℓ+1 .
There are many terms in this difference, and we treat them separately below.
• A′xℓ+1. We have ‖A′xℓ+1‖ ≤
√
N maxk∈N |〈a˜k − ak, xℓ+1〉| ≤ O(ρ
√
N√
m
).
Indeed, for each k, we have |〈a˜k, xℓ+1〉| ≤ O( ρ√m) and |〈ak, xℓ+1〉| ≤ O( ρ√m) both with proba-
bility at least 1− e−Ω(ρ2).
• W ′Dℓgℓ =W ′hℓ. We have ‖W ′hℓ‖ ≤
√
N maxk∈N |〈w˜k − wk, hℓ〉| ≤ O(ρ
√
N√
m
).
Indeed, each |〈w˜k, hℓ〉| ≤ O( ρ√m ) · ‖hℓ‖ with probability at least 1 − e−Ω(ρ
2), and we have
|〈wk, hℓ〉| ≤ O( ρ√m) from Lemma B.1c.
• WD′ℓ(gℓ + g′ℓ). We have ‖D′ℓ(gℓ + g′ℓ)‖ ≤ 2‖D′ℓg′ℓ‖ ≤ 2τ0 +O(
√
sρ2τ1√
m
). Indeed,
– We have ‖D′ℓ(gℓ + g′ℓ)‖ ≤ 2‖D′ℓg′ℓ‖. For each coordinate k ∈ [m] to have sign change(
D′ℓ
)
k,k
6= 0, it must be because the signs of [gℓ]k and [gℓ+ g′ℓ]k are opposite. This implies
|[gℓ]k| ≤ |[g′ℓ]k| and therefore ‖D′ℓ(gℓ + g′ℓ)‖ ≤ 2‖D′ℓg′ℓ‖.
– We have ‖D′ℓg′ℓ‖ ≤ τ0 + O(
√
sρ2τ1√
m
). Recall from |u⊤WDℓW · · ·DaWv| ≤ O
(√sρ√
m
)‖u‖‖v‖
for all s-sparse vectors u and v from Lemma B.1j. Therefore, ‖D′ℓWDℓ−1W · · ·Wβi‖ ≤
O(
√
sρτ1√
m
) for i ≥ 1. Also, we have ‖D′ℓβ0‖ ≤ τ0.
• W ′Dℓg′ℓ = (W˜N −WN )Dℓg′ℓ satisfies ‖W ′Dℓg′ℓ‖ ≤ O(
√
sρ2√
m
τ1). Indeed,
– WNDℓg′ℓ = DNWDℓg
′
ℓ where DN is the diagonal matrix satisfying (DN )k,k = 1k∈[N ]. It
satisfies ‖DNWDℓg′ℓ‖ ≤ O(
√
sρ2√
m
τ1) using again Lemma B.1j and N ≤ s.
– W˜NDℓg′ℓ also satisfies ‖W˜NDℓg′ℓ‖ ≤ O(
√
sρ2√
m
τ1) for similar reasons.
• W ′D′ℓ(gℓ + g′ℓ) satisfies ‖W ′D′ℓ(gℓ + g′ℓ)‖ ≤ O(
√
sρτ1√
m
).
Indeed, ‖W ′D′ℓ(gℓ+ g′ℓ)‖ ≤ ‖W ′D′ℓ‖2 · ‖D′ℓ(gℓ + g′ℓ)‖ ≤ O(
√
sρ√
m
) · (2τ0 +O(√sρ2τ1√m )) ≤ O(√sρτ1√m ).
• WDℓg′ℓ =WDℓβ0 +WDℓWβ1 + · · · by induction
In sum, we have
g′ℓ+1 = (W
′Dℓgℓ +W ′Dℓg′ℓ +W
′D′ℓ(gℓ + g
′
ℓ) +A
′xℓ+1)︸ ︷︷ ︸
β′0
+W (D′ℓ(gℓ + g
′
ℓ) +Dℓβ0)︸ ︷︷ ︸
β′1
+WDℓW β1︸︷︷︸
β′2
+ · · ·
We have that ‖β′0‖0 ≤ N , ‖β′0‖ ≤ O(ρ
√
N√
m
+ ρ
2√s√
m
τ1), ‖β′1‖0 ≤ s+N , and ‖β′1‖2 ≤ 3τ0 +O(ρ
2√s√
m
τ1).
Finally, we choose τ0 = Θ(
ρ
√
N√
m
+ ρ
2
√
s√
m
τ1) and τ1 = Θ(
ρ
√
N√
m
) to satisfy (using N ≤ m/ρ23)
τ1 ≥ Ω(τ0 + ρ
2√s√
m
τ1) and m ≥ sρ4
Since these parameters imply τℓ2 = Θ(ρ
4τ1) = Θ(ρ
5
√
N/
√
m) we finish the proof that ‖g′ℓ‖ ≤
O(ρ5
√
N/m).
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Bound ‖h′
ℓ
‖. Since hℓ = Dℓgℓ we have h
′
ℓ = D
′
ℓ(gℓ+ g
′
ℓ)+Dℓg
′
ℓ. We already have Euclidean norm
bound on ‖g′ℓ‖ and on D′ℓ(gℓ + g′ℓ) from the previous proof.
Bound ‖D′
ℓ
‖0. Since s = Θ(ρ
3τ
2/3
1 m) ≤ O(ρ4N1/3m2/3) we have the desired bound.
Bound 〈wk, h
′
ℓ
〉. We have 〈wk, h′ℓ〉 = e⊤kWD′ℓ(gℓ+g′ℓ)+e⊤kWDℓg′ℓ. Using similar proof as before:
• ‖e⊤kWD′ℓ(gℓ + g′ℓ)‖ ≤ ‖e⊤k WD′ℓ‖2 · ‖D′ℓ(gℓ + g′ℓ)‖ ≤ O(
√
sρτ1√
m
).
• ‖e⊤kWDℓg′ℓ‖ ≤ O(
√
sρ2τ1√
m
)
Bound backward. Ignoring indices in ℓ, we can write
u⊤ Back′i→j ek = u
⊤B(D +D′)(W +W ′) · · · (D +D′)(W +W ′)ek − u⊤BDW · · ·DWek .
Let us compare the difference
(D +D′)(W +W ′) · · · (D +D′)(W +W ′)ek −DW · · ·DWek
and compute its Euclidean norm. One can in fact expand out all the (exponentially many) difference
terms and bound them separately.
(1) If D′ shows up once and W ′ never shows up, then the term is
(DW )aD′(WD)bWek .
We have ‖(DW )a‖2 ≤ O(L3) by Lemma B.1i and ‖D′(WD)bWek‖ ≤ O(ρ
√
s/m) by Lemma B.1j.
Therefore, its absolute value is at most O(ρ4
√
s/m), and there are at most L such terms.
(2) If W ′ = DN (W˜ −W ) shows up once and D′ never shows up, then the term is
(DW )aDW ′(DW )bek .
We have ‖(DW )aD‖ ≤ O(L3) by Lemma B.1i and ‖DNW ′(DW )bek‖ ≤ O(ρ
√
s/m) by
Lemma B.1j. (We also have ‖DN W˜ (DW )bek‖ ≤ O(ρ
√
s/m) but this is much easier to prove
because W˜ is fresh new random.) Therefore, its absolute value is at most O(ρ4
√
s/m), and
there are at most L such terms.
(3) If the total number of times D′ and W ′ show up is 2, then the occurance of D′ and W ′ divides
the difference term into three consecutive parts. As before, the norm of the first and the last
parts are at most O(L3) and O(ρ
√
s/m) respectively, so it suffices to bound the matrix spectral
norm of the middle part. There are four possibilities for this middle part:
• D′WD · · ·WD′.
• D′WD · · ·WDN .
• DN (W˜ −W )DW · · ·WD′.
• DN (W˜ −W )DW · · ·WDN .
All of such matrices have spectral norm at most O(ρ
√
s/m) ≤ 1100L by Lemma B.1j because D′
and DN are both s-sparse. Therefore, although there are at most (2L)2 such difference terms,
each of them is at most 1100L · O(ρ4
√
s/m) in magnitude. Therefore, their total contribution
is negligible when comparing to cases (1) and (2).
(4) If the total number of times D′ and W ′ show up is 3, then there are at most (2L)3 such terms
and each of them is at most 1(100L)2 ·O(ρ4
√
s/m) in magnitude.
(5) And so on.
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In sum, we conclude that∥∥(D +D′)(W +W ′) · · · (D +D′)(W +W ′)ek −DW · · ·DWek∥∥ ≤ L ·O(ρ4√s/m) ≤ O(ρ5√s/m)
and finally using the randomness of B we have with probability at least 1− e−Ω(ρ2)
|u⊤ Back′i→j ek| ≤ O(ρ) ·O(ρ5
√
s/m) .

F Stability: After Adversarial Perturbation
In this section we study a scenario where the random initialization matrixW is perturbed toW+W ′
with W ′ being small in spectral norm. Intuitively, this W ′ will later capture how much SGD has
moved away from the random initialization, so it may depend on the randomness of W,A,B. To
untangle this possibly complicated correlation, we consider stability with respect to all W ′ being
small. The following lemma has appeared already in the “Stability After Adversarial Perturbation”
section of [2].
Lemma F.1. Let W,A,B be at random initialization, x be a fixed normalized input sequence, and
∆ ∈ [̺−100, ̺100]. With probability at least 1−e−Ω(ρ) over the randomness of W,A,B, the following
holds. Given any perturbation matrix W ′ with ‖W ′‖2 ≤ ∆√m , letting
• hℓ,Dℓ,Backi→j be defined with respect to W,A,B, x, and
• hℓ + h′ℓ,Dℓ +D′ℓ,Backi→j +Back′i→j be defined with respect to W +W ′, A,B, x
then
(a) ‖h′i‖ ≤ O(ρ6∆/
√
m) for every i ∈ [L] (forward stability)
(b) ‖D′i‖0 ≤ O(ρ4∆2/3m2/3) for every i ∈ [L] (sign change)
(c) ‖Back′i→j ‖2 ≤ O
(
∆1/3ρ6m1/3
)
for every 1 ≤ i ≤ j ≤ L (backward stability)
Specifically, Lemma F.1a and F.1b can be found in Lemma C.2 and Lemma F.1c can be found
in Lemma C.9 of [2, ver.3].
G Proof for Section 5
G.1 Missing Proof of Lemma 5.1
Proof of Lemma 5.1. Recall the “indicator to function” lemma of [1, Lemma 6.2 of ver.5] which
says the following.9 For any smooth function Ψ, there exists two-dimensional function HΨ : R2 →
[−Cεe(Ψ, 1),Cεe(Ψ, 1)] such that, for every v∗, y ∈ Rd with ‖v∗‖2 = ‖y‖2 = 1:∣∣∣∣ Ev∼N (0,I),b0∼N (0,1) [1〈v,y〉+b0≥0HΨ(〈v, v∗〉, b0)]−Ψ(〈v∗, y〉)
∣∣∣∣ ≤ εe . (G.1)
We now revise (G.1) in two ways without changing much of its original proof.
• First, the above b0 ∼ N (0, 1) is quite an arbitrary choice in their proof, and can be replaced
with any other b0 ∼ N (0, τ2) for constant τ ∈ (0, 1]. They have constructed HΨ by first
expanding Ψ into its Taylor expansions, and then approximating each term xi with hi(z)—
9For concreteness, here is a link to their arXiv version 5: https://arxiv.org/pdf/1811.04918v5.pdf .
29
probabilists’ Hermite polynomial of degree i— with z = 〈v, v∗〉. Only the coefficient in front of
each hi(z), namely c
′
i in their Eq. (117) depends on the choice of τ , and c
′
i decreases from its
original value as τ decreases from 1. Therefore, their final construction of HΨ will only have a
smaller magnitude in these coefficients so (G.1) remains unchanged if we choose τ = 1√
3+4σ2
.
• Second, although not explicitly stated, it satisfies ∣∣E[HΨ(〈v, v∗〉, b0)] − Ψ(0)∣∣ ≤ εe/4. See for
instance [1, page 42-43 of ver.5], their HΨ is a linear combination of Hermite polynomials hi(z)
with z = 〈v, v∗〉 which is a standard Gaussian. Since Eg∼N (0,1)[hi(g)] = 0 for all i ≥ 1, this is
zero for all terms except the degree-0 constant that is 2Ψ(0). The reason for the error εe term
is because they have additionally truncated each hi(z) when |z| is very large. This truncation
(see their Claim B.2) creates at most εe/4 error.
Taking into account the above two observations, we can restate [1, Lemma 6.2 of ver.5] as follows.
For any smooth function Ψ, there exists HΨ : R2 → [−Cεe(Ψ, 1),Cεe(Ψ, 1)] such that, for every
v∗, y ∈ Rd with ‖v∗‖2 = ‖y‖2 = 1:∣∣∣∣∣ Ev∼N (0,I),b0∼N (0, 1
3+4σ2
)
[
1〈v,y〉+b0≥0H
Ψ(〈v, v∗〉, b0)
]−Ψ(〈v∗, y〉)∣∣∣∣∣ ≤ εe . (G.2)∣∣∣∣∣ Ev∼N (0,I),b0∼N (0, 1
3+4σ2
)
[
HΨ(〈v, v∗〉, b0)
]− 2Ψ(0)∣∣∣∣∣ ≤ εe4 . (G.3)
Parameter Choices. Having restated (G.2) and (G.3) from the prior work, let us choose param-
eters to apply them. Let us separate out the last coordinate for these vectors. Suppose
a = (a⊳, a⊲) , x
⋆ = (x⋆⊳,
1
2
) , w∗ = (w∗⊳, 0)
where a⊳, x
⋆
⊳, w
∗
⊳ ∈ Rdx−1 and a⊲ ∈ R. Recall ‖x⋆⊳‖ =
√
1− (1/2)2 = √3/4 and ‖w∗⊳‖ = 1. Let us
choose
v = (a⊳,
n
σ
) , y =
(x⋆⊳, σ)√
σ2 + 3/4
, b0 =
a⊲√
3 + 4σ2
, v∗ = (w∗⊳, 0) , Ψ(z) = Φ(
z√
σ2 + 3/4
)
One can carefully verify the following:
• v ∼ N (0, I), ‖y‖ = 1, b0 ∼ N (0, 13+4σ2 )
• 〈v, y〉+ b0 = 1√
σ2+3/4
(〈a⊳, x⋆⊳〉+ n+ a⊲2 ) = 1√σ2+3/4(〈a, x⋆〉+ n)
• Φ(〈v∗, y〉) = Ψ(√σ2 + 3/4〈v∗, y〉) = Φ(〈w∗⊳, x⋆⊳〉) = Φ(〈w∗, x⋆〉)
• 〈v, v∗〉 = 〈w∗⊳ , a⊳〉
Therefore, choosing H(a)
def
= HΨ(〈w∗⊳ , a⊳〉, a⊲√3+4σ2 ) = HΨ(〈v, v∗〉, b0), plugging these choices into
(G.2) and (G.3), we have∣∣∣∣ E
a∼N (0,I),n∼N (0,σ2)
[
1〈a,x⋆〉+n≥0H (a)
]− Φ(〈w∗, x⋆〉)∣∣∣∣ ≤ εe∣∣∣∣ E
a∼N (0,I),n∼N (0,σ2)
[H (a)]− 2Φ(0)
∣∣∣∣ ≤ εe4
The first statement above finishes the proof of Lemma 5.1a. We note that Cεe(Ψ, 1) = Cεe(Φ, σ)
because Φ is re-scaled from Ψ by
√
σ2 + 3/4 ≤ O(σ).
30
Off Target. For Lemma 5.1b, we can derive the following
E
a,n
[
1〈a,x⋆〉+γn≥0H(a)
] ①
= E
a,n
[
1〈a,x⋆〉+γn≥0H(a)
∣∣∣ |〈a, x⋆〉| ≤√log(γσ)]±O(C ′
γσ
)
= E
a
[
Pr
[〈a, x⋆〉+ γn ≥ 0]H(a) ∣∣∣ |〈a, x⋆〉| ≤√log(γσ)]±O(C ′
γσ
)
= E
a
[(1
2
±O(√log(γσ)
γσ
))
H(a)
∣∣∣ |〈a, x⋆〉| ≤√log(γσ)]±O(C ′
γσ
)
②
=
1
2
E
a
[
H(a)
∣∣∣ |〈a, x⋆〉| ≤√log(γσ)]±O(C ′√log(γσ)
γσ
)
=
1
2
E
a
[H(a)]±O(C ′√log(γσ)
γσ
)
= Φ(0)± (εe
4
+O
(C ′√log(γσ)
γσ
))
.
Above, ① is because |〈a, x⋆〉| > √log(γσ) with probability at most O( 1γσ ) and |H| ≤ C ′; ② uses
|H| ≤ C ′. 
G.2 Missing Proof of Lemma 5.2
Proof of Lemma 5.2. Let us denote
ĥ = h
(0)
i−1/‖h(0)i−1‖ ,
and we have∥∥(I − ĥĥ⊤)hi−1∥∥2 = ‖hi−1‖2 − 〈h(0)i−1, hi−1〉2‖h(0)i−1‖2 = ‖hi−1‖2 −
(‖h(0)i−1‖2 + ‖hi−1‖2 − ‖h(0)i−1 − hi−1‖2)2
4‖h(0)i−1‖2
.
Using Lemma B.1a and Lemma D.1a, we can write (abbreviating by ζn = ζn(εx, i − 1) and ζd =
ζd(εx, i− 1)),
∥∥(I − ĥĥ⊤)hi−1∥∥2 = (ζ2n ±O( ρ2√m)) −
(
2
(
ζ2n ±O( ρ
2√
m
)
)− (ζ2d ±O( ρ√m )))2
4
(
ζ2n ±O( ρ
2√
m
)
)
= ζ2n −
(
2ζ2n − ζ2d ±O( ρ
2√
m
)
)2
4ζ2n ±O( ρ
2√
m
)
±O( ρ
2
√
m
)
= ζ2n −
(
2ζ2n − ζ2d
)2 ±O( ρ2√
m
)
4ζ2n ±O( ρ
2√
m
)
±O( ρ
2
√
m
)
= ζ2d −
ζ4d
4ζ2n
±O( ρ
2
√
m
) = τ ±O( ρ
2
√
m
) (G.4)
where we have defined
τ
def
=
√
ζd(εx, i− 1)2 − ζd(εx, i− 1)
4
4ζn(εx, i− 1)2 .
Note that by Lemma B.1a and Lemma D.1a we have
τ = [0.9
√
i− 1εx, 1.1
√
i− 1εx] .
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Let us apply Lemma 5.1 with
σ =
τ
εx
≤ 1.1
√
L , Φ = Φi→j,r,s
to get the H with |H| ≤ C ′, and let us define
Hi→j,r,s =
1
ε′c
H where ε′c = Pr
w˜k
[|〈w˜k, h(0)i−1〉| ≤ εc√m].
A standard property of Gaussian random variable shows that:
ε′c = Θ(εc)
On Target. Let us now focus on
g˜i
def
= W˜hi−1 + A˜xi .
We can decompose hi−1 into the projection on h
(0)
i−1 and on the perpendicular space of h
(0)
i−1. We
can write (g˜i)k as:
(g˜i)k = 〈w˜k, h(0)i−1〉 ·
〈h(0)i−1, hi−1〉
‖h(0)i−1‖2
+
〈
w˜k, (I − ĥĥ⊤)hi−1
〉
+ 〈a˜k, xi〉
By the fact that ‖h(0)i−1‖, ‖hi−1‖ ∈ [0.9, 2] from Lemma B.1a, we know that
∣∣ 〈h(0)i−1,hi−1〉
‖h(0)i−1‖2
∣∣ ≤ 3. As a
result, conditioning on |〈w˜k, h(0)i−1〉| ≤ εc√m , we have∣∣∣〈w˜k, hi−1〉 − 〈w˜k, (I − ĥĥ⊤)hi−1〉∣∣∣ ≤ 2 εc√
m
(G.5)
Since 〈a˜k, xi〉 ∼ N
(
0, 2ε
2
x
m
)
is independent of the randomness of w˜k, equation (G.5) implies
Pr
a˜k
[
1〈w˜k,hi−1〉+〈a˜k ,xi〉≥0 6= 1〈w˜k,(I−ĥĥ⊤)hi−1〉+〈a˜k ,xi〉≥0
∣∣∣∣∣ |〈w˜k, h(0)i−1〉| ≤ εc√m, w˜k
]
①≤ Pr
a˜k
[
|〈a˜k, xi〉| ∈
[
ξ, ξ +
∣∣∣〈w˜k, hi−1〉 − 〈w˜k, (I − ĥĥ⊤)hi−1〉∣∣∣]
∣∣∣∣∣ |〈w˜k, h(0)i−1〉| ≤ εc√m, w˜k
]
②≤ Pr
a˜k
[
|〈a˜k, xi〉| ∈
[
ξ, ξ +
2εc√
m
]]
③≤ 2εc
εx
. (G.6)
Above, inequality ① is because 1a+g≥0 6= 1b+g≥0 implies there exists some ξ ∈ R such that g ∈
[ξ, ξ + |b− a|]; inequality ② is because of (G.5); and inequality ③ is because 〈a˜k, xi〉 ∼ N (0, 2‖xi‖
2
m )
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and ‖xi‖ ≥ εx. Using this, we can derive that
E
w˜k,a˜k
[
1|〈w˜k,h(0)i−1〉|≤ εc√m
1〈w˜k,hi−1〉+〈a˜k ,xi〉≥0Hi→j,r,s(a˜k)
]
= E
w˜k,a˜k
[
1〈w˜k,hi−1〉+〈a˜k ,xi〉≥0Hi→j,r,s(a˜k)
∣∣∣∣ |〈w˜k, h(0)i−1〉| ≤ εc√m
]
Pr
[
|〈w˜k, h(0)i−1〉| ≤
εc√
m
]
= ε′c E
w˜k,a˜k
[
1〈w˜k,hi−1〉+〈a˜k ,xi〉≥0Hi→j,r,s(a˜k)
∣∣∣∣ |〈w˜k, h(0)i−1〉| ≤ εc√m
]
①
= ε′c E
w˜k,a˜k
[
1〈w˜k,(I−ĥĥ⊤)hi−1〉+〈a˜k ,xi〉≥0Hi→j,r,s(a˜k)
∣∣∣∣ |〈w˜k, h(0)i−1〉| ≤ εc√m
]
± 2εcC
′
εx
= ε′c E
w˜k,a˜k
[
1〈w˜k,(I−ĥĥ⊤)hi−1〉+〈a˜k ,xi〉≥0Hi→j,r,s(a˜k)
]
± 2εcC
′
εx
= E
w˜k,a˜k
[
1〈w˜k,(I−ĥĥ⊤)hi−1〉+〈a˜k ,xi〉≥0H(a˜k)
]
± 2εcC
′
εx
. (G.7)
Above, ① uses (G.6) and |H| ≤ C ′.
Next, recall from (G.4) that |‖(I − ĥĥ⊤)hi−1‖ − τ | = O
( ρ2√
m
)
. As a result, with probability at
least 1− e−Ω(ρ2) over w˜k,∣∣∣∣∣〈w˜k, (I − ĥĥ⊤)hi−1〉− 〈w˜k, τ (I − ĥĥ⊤)hi−1‖(I − ĥĥ⊤)hi−1‖
〉∣∣∣∣∣ ≤
∣∣∣∣∣〈w˜k, (I − ĥĥ⊤)hi−1‖(I − ĥĥ⊤)hi−1‖
〉∣∣∣∣∣ · O( ρ2√m)
①≤ O(ρ3
m
)
. (G.8)
Above, ① is because
〈
w˜k,
(I−ĥĥ⊤)hi−1
‖(I−ĥĥ⊤)hi−1‖
〉 ∼ N (0, 2m), so with probability at least 1 − e−Ω(ρ2) over
w˜k it is at most O(ρ/
√
m). Using (G.8), together with a similar argument to (G.6), we have
Pr
a˜k
[
1〈w˜k,(I−ĥĥ⊤)hi−1〉+〈a˜k ,xi〉 6= 1〈w˜k,τ (I−ĥĥ⊤)hi−1‖(I−ĥĥ⊤)hi−1‖
〉
+〈a˜k ,xi〉
∣∣∣ w˜k satisfies (G.8)
]
= O
( ρ3
εx
√
m
)
.
(G.9)
Thus, defining nk
def
= τ (I−ĥĥ
⊤)hi−1
‖(I−ĥĥ⊤)hi−1‖
, we have
E
w˜k,a˜k
[
1〈w˜k,(I−ĥĥ⊤)hi−1〉+〈a˜k ,xi〉≥0H(a˜k)
]
①
= E
nk,a˜k
[
1nk+〈a˜k,xi〉≥0H(a˜k)
]±O( ρ3C ′
εx
√
m
)
②
= Φi→j,r,s(〈w∗i→j,r,s, x⋆i 〉)± εe ±O
( ρ3C ′
εx
√
m
)
. (G.10)
Above, ① is because of (G.9) and the definition of nk; and ② is because of Lemma 5.1 with
xi = (εxx
⋆
i , 0) and σ =
τ
εx
= O(
√
L) and re-scaling. Putting together (G.7) and (G.10) finish the
proof for the on target part.
Off Layer. Let us next focus on
g˜i′
def
= W˜hi′−1 + A˜xi′ .
We again decompose hi′−1 into the projection on h
(0)
i−1 and on the perpendicular space of h
(0)
i−1. We
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can write (g˜i′)k as:
(g˜i′)k = 〈w˜k, h(0)i−1〉 ·
〈h(0)i−1, hi′−1〉
‖h(0)i−1‖2
+
〈
w˜k, (I − ĥĥ⊤)hi′−1
〉
+ 〈a˜k, xi′〉 .
By the fact that ‖h(0)i−1‖, ‖hi′−1‖ ∈ [0.9, 2] from Lemma B.1a, we again know
∣∣ 〈h(0)i−1,hi′−1〉
‖h(0)i−1‖2
∣∣ ≤ 3.
Therefore, the same derivation of (G.7) implies
E
w˜k,a˜k
[
1|〈w˜k,h(0)i−1〉|≤ εc√m
1〈w˜k,hi′−1〉+〈a˜k ,xi′〉≥0Hi→j,r,s(a˜k)
]
= E
w˜k,a˜k
[
1〈w˜k,(I−ĥĥ⊤)hi′−1〉+〈a˜k ,xi′〉≥0H(a˜k)
]
± 2εcC
′
εx
. (G.11)
Using Lemma 5.1b, we have for every γ > 1,
E
w˜k,a˜k
[
1〈w˜k,(I−ĥĥ⊤)hi′−1〉+〈a˜k ,xi′〉≥0H(a˜k)
∣∣∣ ∥∥(I − ĥĥ⊤)hi′−1∥∥ = γσεx]
= E
nk∼N (0, 2σ
2ε2x
m
),〈a˜k ,xi′〉∼N (0, 2ε
2
x
m
)
[
1γnk+〈a˜k ,xi′〉≥0H(a˜k)
]
①
= 0± εe ±O
(C ′ log(γσ)
γσ
)
(G.12)
Above, ① is by applying Lemma 5.1b after re-scaling and Φi→j,r,s(0) = 0.
Using Lemma B.1k, we know for i′ > i with high probability ‖(I − ĥĥ⊤)h(0)i′−1‖ ≥ Ω
(
1
L2 log3 m
)
.
(One can argue similarly with the help of Lemma B.1 for i′ < i.) Thus, by the closeness property
‖hi′−1 − h(0)i′−1‖ ≤ O(
√
Lεx) from Lemma D.1a, we also have with probability at least 1 − e−Ω(ρ2)
over the randomness of W,A,
‖(I − ĥĥ⊤)hi′−1‖ ≥ Ω
( 1
L2 log3m
)
.
Putting this into (G.12), we have with probability at least 1− e−Ω(ρ2),
E
w˜k,a˜k
[
1〈w˜k,(I−ĥĥ⊤)hi′−1〉+〈a˜k ,xi′〉≥0H(a˜k)
]
= ±εe ±O
(
C ′εxρ3 log(εxρ)
)
= ±2εe (G.13)
Combining this with (G.11), and using our choice of εc finishes the proof of for the off target part.

G.3 Missing Proof of Lemma 5.4
Proof of Lemma 5.4. Let us consider a random subset N ⊂ [m] of size |N | = N , and replace the
rows {wk, ak}k∈N ofW and A with freshly new i.i.d. samples w˜k, a˜k ∼ N (0, 2mI). We call these new
matrices W˜ and A˜. For any fixed x⋆ in the support of D and normalized input sequence x defined
accordingly, we use hℓ, gℓ,Dℓ,Backi→j to denote those generated by W,A, and h˜ℓ, g˜ℓ, D˜ℓ, B˜acki→j
to denote those generated by W˜ , A˜. Recall from Lemma E.1 we have with probability at least
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1− e−Ω(ρ2) over the randomness of W,A, W˜ , A˜,
‖gℓ − g˜ℓ‖, ‖hℓ − h˜ℓ‖ ≤ O(ρ5
√
N/m) for every ℓ ∈ [L] (G.14)
|〈wk, hℓ − h˜ℓ〉| ≤ O(ρ5(N/m)2/3) for every k ∈ [m], ℓ ∈ [L] (G.15)∣∣∣e⊤s [Backi′→j′]k − e⊤s [B˜acki′→j′]k∣∣∣ ≤ O(ρ7(N/m)1/6) ∀k ∈ [m], s ∈ [d] and 1 ≤ i ≤ j ≤ L.
(G.16)
Let us choose s = O(ρ5N2/3/m1/6), and by Lemma B.1d, we have with probability 1− e−Ω(ρ2) over
the randomness of W,A, {
k ∈ [m] ∣∣ |[gi′ ]k| ≤ s√
m
} ≤ O(sm+ ρ2) .
Using the randomness of N , we have with probability 1− e−Ω(ρ2) over the randomness of W,A,N ,{
k ∈ N ∣∣ |[gi′ ]k| ≤ s√
m
} ≤ O(sN + ρ2) .
Let us define N1 be the above subset. Since [gi′ ]k = 〈wk, hi′−1〉 + 〈ak, xi′〉 and since |〈wk, hi′−1〉 −
〈wk, h˜i′−1〉| ≤ s√m from (G.15), we have
k ∈ N \ N1 =⇒ 1〈wk,hi′−1〉+〈ak ,xi′〉≥0 = 1〈wk,h˜i′−1〉+〈ak ,xi′〉≥0
For a similar reason, using ‖h˜(0)i−1‖ ∈ [0.5, 3] from Lemma B.1a and the independence between
wk and h
(0)
i−1, we know with probability 1− e−Ω(ρ
2) over the randomness of W,A, W˜ , A˜,N ,{
k ∈ N ∣∣ ∣∣∣∣|〈wk, h˜(0)i−1〉 − εc√m
∣∣∣∣ ≤ s√m
}
≤ O(sN + ρ2) .
Let us define N2 be the above subset. Using |〈wk, h(0)i−1 − h˜(0)i−1〉| ≤ s√m from (G.15) again, we have
k ∈ N \ N2 =⇒ 1|〈wk,h(0)i−1〉|≤ εc√m = 1|〈wk,h˜(0)i−1〉|≤ εc√m
Together, we have |N1 ∪ N2| ≤ O(sN + ρ2) = O(ρ5N5/3/m1/6 + ρ2). Let us choose
N ≤ O(m0.1/ρ2)
so we have
|N1 ∪N2| ≤ O(ρ2)
Let us now fix i, i′, j, j′, s, s′, r. Summing over k ∈ N \ N1 ∪ N2, we have with probability
1− e−Ω(ρ2),∑
k∈N\N1∪N2
[
e⊤s′ Backi′→j′
]
k
[
e⊤s Back
(0)
i→j
]
k
1|〈wk,h(0)i−1〉|≤ εc√m
1〈wk,hi′−1〉+〈ak ,xi′〉≥0Hi→j,r,s(ak)〈hi′−1, h
(0)
i−1〉
=
∑
k∈N\N1∪N2
[
e⊤s′ Backi′→j′
]
k
[
e⊤s Back
(0)
i→j
]
k
1|〈wk,h˜(0)i−1〉|≤ εc√m
1〈wk,h˜i′−1〉+〈ak ,xi′〉≥0Hi→j,r,s(ak)〈hi′−1, h
(0)
i−1〉
①
=
∑
k∈N\N1∪N2
[
e⊤s′B˜acki′→j′
]
k
[
e⊤s B˜ack
(0)
i→j
]
k
1|〈wk,h˜(0)i−1〉|≤ εc√m
1〈wk,h˜i′−1〉+〈ak ,xi′〉≥0Hi→j,r,s(ak)〈h˜i′−1, h˜
(0)
i−1〉
±O(CNρ8(N/m)1/6)
Above, ① uses
∣∣[e⊤s′ Backi′→j′]k∣∣ , ∣∣[e⊤s′ Back(0)i′→j′ ]k∣∣ ≤ O(ρ) and ‖h˜i′−1‖2, ‖h˜(0)i′−1‖2 ≤ 2 from Lemma B.1,
as well as (G.16) and (G.14), and the range |Hi→j,r,s| ≤ C def= 4(C
′)2
εeεx
from Lemma 5.2. Using these
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bounds, we can also sum up over k ∈ N1 ∪ N2:∑
k∈N1∪N2
[
e⊤s′ Backi′→j′
]
k
[
e⊤s Back
(0)
i→j
]
k
1|〈wk,h(0)i−1〉|≤ εc√m
1〈wk,hi′−1〉+〈ak ,xi′〉≥0Hi→j,r,s(ak)〈hi′−1, h
(0)
i−1〉
= ±O(Cρ4)
Thus, putting together the two summations we have∑
k∈N
[
e⊤s′ Backi′→j′
]
k
[
e⊤s Back
(0)
i→j
]
k
1|〈wk,h(0)i−1〉|≤ εc√m
1〈wk,hi′−1〉+〈ak ,xi′〉≥0Hi→j,r,s(ak)〈hi′−1, h
(0)
i−1〉︸ ︷︷ ︸
Gi,i′,j,j′,r,s,s′
=
∑
k∈N
[
e⊤s′B˜acki′→j′
]
k
[
e⊤s B˜ack
(0)
i→j
]
k
1|〈wk,h˜(0)i−1〉|≤ εc√m
1〈wk,h˜i′−1〉+〈ak ,xi′〉≥0Hi→j,r,s(ak)〈h˜i′−1, h˜
(0)
i−1〉︸ ︷︷ ︸
G˜i,i′,j,j′,r,s,s′
±O(CNρ8(N/m)1/6 + Cρ4)
Now, we consider fixed W˜ , A˜,N and only use the randomness of {wk, ak}k∈N to analyze G˜i,i′,j,j′,r,s,s′.
It is a summation of N independent random variables. By Chernoff bound, with probability
1− e−Ω(ρ2),
|G˜i,i′,j,j′,r,s,s′ − E{wk,ak}k∈N [G˜i,i
′,j,j′,r,s,s′]| ≤ O(Cρ2
√
N)
By Lemma 5.2 we know that the expectation is given by:
E[Gi,i′,j,j′,r,s,s′] =
(∑
k∈N
[
e⊤s′B˜acki′→j′
]
k
[
e⊤s B˜ack
(0)
i→j
]
k
〈h˜i′−1, h˜(0)i−1〉︸ ︷︷ ︸
Z˜i,i′,j,j′,s,s′
)
· (Φi→j,r,s(〈w∗i→j,r,s, x⋆i 〉) · 1i=i′ ± εe)
Let us define
Zi,i′,j,j′,s,s′
def
=
∑
k∈N
[
e⊤s′Backi′→j′
]
k
[
e⊤s Back
(0)
i→j
]
k
〈hi′−1, h(0)i−1〉
Using (G.14) and (G.16) again, we can bound∣∣∣Z˜i,i′,j,j′,s,s′ − Zi,i′,j,j′,s,s′∣∣∣ ≤ O (Nρ8(N/m)1/6) .
Therefore, so far we have calculated that with probability at least 1− e−Ω(ρ2) over the randomness
of W,A,N :
Gi,i′,j,j′,r,s,s′ = Zi,i′,j,j′,s,s′ · Φi→j,r,s(〈w∗i→j,r,s, x⋆i 〉) · 1i=i′ ±O(εeρ2N + CNρ8(N/m)1/6 + Cρ4 + Cρ2
√
N)
Summing it up, and using Ci→j,s ≥ Ω(1d) from Claim G.1b, we can write
fj′,s′ =
j′∑
i′=2
L−1∑
i=2
L∑
j=i+1
∑
r∈[p],s∈[d]
1
mCi→j′,s
m
N
E
N
[Gi,i′,j,j′,r,s,s′]
=
j′∑
i=2
L∑
j=i+1
∑
r∈[p],s∈[d]
1
Ci→j′,s
1
N
E
N
[Zi,i,j,j′,s,s′] · Φi→j,r,s(〈w∗i→j,r,s, x⋆i 〉)± error
=
j′∑
i=2
L∑
j=i+1
∑
r∈[p],s∈[d]
1
mCi→j′,s
〈
e⊤s′Backi→j′ , e
⊤
s Back
(0)
i→j
〉
〈hi−1, h(0)i−1〉 · Φi→j,r,s(〈w∗i→j,r,s, x⋆i 〉)± error
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with error = pm ·O(εeρ5m+ Cmρ11(N/m)1/6 + CmN ρ7 + Cρ5 m√N ).
Next, using (1)
∥∥e⊤s′ Back(0)i→j′ −e⊤s′ Backi→j′ ∥∥2 ≤ O(ρ5ε1/3x √m) from Lemma D.1c, (2) ‖h(0)i−1 −
hi−1‖ ≤ O(
√
Lεx) from Lemma D.1a, (3) ‖Backi→j ‖2 ≤ O(ρ
√
m) from Lemma B.1f, and (4)
notation C ′′ def= Cs(Φ, 1), we can write
fj′,s′ =
j′∑
i=2
L∑
j=i+1
∑
r∈[p],s∈[d]
1
mCi→j′,s
〈
e⊤s′Back
(0)
i→j′, e
⊤
s Back
(0)
i→j
〉
〈h(0)i−1, h(0)i−1〉 · Φi→j,r,s(〈w∗i→j,r,s, x⋆i 〉)
± p
m
· O(C ′′(ρ5εx + ρ8ε1/3x )m+ εeρ5m+ Cmρ11(N/m)1/6 + C
m
N
ρ7 + Cρ5
m√
N
)
Using Lemma C.1, we further have
fj′,s′ =
j′−1∑
i=2
∑
r∈[p],s∈[d]
1
mCi→j′,s
〈
e⊤s′Back
(0)
i→j′ , e
⊤
s Back
(0)
i→j′
〉
〈h(0)i−1, h(0)i−1〉 · Φi→j′,r,s(〈w∗i→j′,r,s, x⋆i 〉)
± p
m
·O(C ′′ρ6m3/4 + C ′′(ρ5εx + ρ8ε1/3x )m+ εeρ5m+ Cmρ11(N/m)1/6 + C
m
N
ρ7 + Cρ5
m√
N
)
When s 6= s′, using the randomness of B, it is easy to see with probability at least 1− e−Ω(ρ2)〈
e⊤s′Back
(0)
i→j′, e
⊤
s Back
(0)
i→j′
〉
= ±O
(
ρ√
m
· ‖Back(0)i→j′‖22
)
= ±O(ρ8√m)
where the last equality is due to Lemma B.1i and ‖B‖2 ≤ O(ρ
√
m). Therefore, we can write
fj′,s′ =
j′−1∑
i=2
∑
r∈[p]
1
mCj′,i,s′
∥∥∥e⊤s′Back(0)i→j′∥∥∥2 ‖h(0)i−1‖2 · Φi→j′,r,s(〈w∗i→j′,r,s, x⋆i 〉)± error
=
j′−1∑
i=2
∑
r∈[p]
Φi→j′,r,s(〈w∗i→j′,r,s, x⋆i 〉)± error
with
error =
p
m
·O(C ′′ρ10√m+ C ′′ρ6m3/4 + C ′′(ρ5εx + ρ8ε1/3x )m
+ εeρ
5m+ Cmρ11(N/m)1/6 + C
m
N
ρ7 + Cρ5
m√
N
)
≤ p
m
·O(C ′′ρ8ε1/3x m+ εeρ5m+ Cmρ11(N/m)1/6 +C
m
N
ρ7 + Cρ5
m√
N
)
①≤ pρ11 ·O(C ′′ε1/3x + εe + Cm−0.05)
Above, ① uses our choice N = Θ(m0.1/ρ2).

G.4 Norm Bound on W>
Claim G.1. With probability at least 1− e−Ω(ρ2) over the random initialization W,A,B, we have
(a) ‖W>‖2,∞ ≤ O
(pρ3C
m
)
so ‖W>‖F ≤ O
(pρ3C√
m
)
.
(b) Ω(1d) ≤ Ci→j,s ≤ O(ρ
2
d ) for every 1 ≤ i ≤ j ≤ L and s ∈ [d].
where the notion C comes from Definition 5.3.
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Proof of Claim G.1. For the norm bound on W>, note that for any unit vector z, we have
|〈W>k , z〉| ≤
∑
i,j
∑
r∈[p],s∈[d]
1
mCi→j′,s
∣∣∣[e⊤s Back(0)i→j]
k
∣∣∣ · |Hi→j,r,s(ak)| |〈h(0)i−1, z〉|
≤
∑
i,j
∑
r∈[p],s∈[d]
O
( d
m
) · O( ρ√
d
) · C · O(1) ≤ O(pρ3C
m
)
and as a result ‖W>‖F ≤ O
(pρ3C√
m
)
. Lemma B.1a and Lemma B.1g together imply Ci→j,s ≥ Ω(1d).
Lemma B.1a and Lemma B.1f together imply Ci→j,s ≤ O(ρ
2
d ). 
H Proof for Section 6
H.1 Proof of Lemma 6.1
Proof of Lemma 6.1. This lemma is similar to the semi-smoothness theorem of [2]. Using the 1-
Lipschitz continuity of ReLU, it is not hard to derive that there exists diagonal matrices D′′ℓ where
[D′′ℓ ]k,k ∈ [−1, 1] and is non zero only when [D′ℓ]k,k 6= 0 satisfying
B(hj + h
′
j)−Bhj =
j−1∑
i=1
B(Dj +D
′′
j )W · · ·W (Di+1 +D′′i+1)W ′(hi + h′i) . (H.1)
(This is for instanced proved in [2, Claim G.2 of ver.3].) Note that ‖D′′ℓ ‖0 ≤ ‖D′ℓ‖0 ≤ O(ρ4∆2/3m2/3)
by Lemma F.1b.
Now, for each term on its right hand side, we compare it to BDjW · · ·WDi+1W ′(hi + h′i). We
can expand the difference into at most 2L terms, each of the form (ignoring subscripts)
(BDW · · ·DW )D′′(WD · · ·DW )D′′ · · ·D′′(WD · · ·WD)W ′h
We have (note we can write D′′ = D′D′′D′ because each diagonal entry of D′ℓ is in {−1, 0, 1}.
• ‖BDW · · ·DWD′‖2 ≤ O(ρ
√‖D′‖0) ≤ O(ρ3∆1/3m1/3) by Lemma B.1f
• ‖D′WD · · ·DWD′‖2 ≤ O(ρ
√
‖D′‖0√
m
) ≤ 1100L by Lemma B.1j.
• ‖(WD · · ·WD)W ′(h + h′)‖ ≤ ‖WD · · ·WD‖2‖W ′‖2‖h + h′‖ ≤ O
(
L3∆√
m
)
by Lemma B.1i (and
‖h+ h′‖ ≤ O(1) using Lemma B.1a with Lemma F.1a).
Together, we have∥∥B(Dj +D′′j )W · · ·W (Di+1 +D′′i+1)W ′(hi + h′i)−BDjW · · ·WDi+1W ′(hi + h′i)∥∥
≤ L ·O(ρ3∆1/3m1/3) · O(L3∆√
m
)
+
(
L
2
)
· 1
100L
·O(ρ3∆1/3m1/3) ·O(L3∆√
m
)
+
(
L
3
)
· 1
(100L)2
· O(ρ3∆1/3m1/3) ·O(L3∆√
m
)
+ · · ·
≤ O(ρ7∆4/3
m1/6
)
. (H.2)
Finally, we also have∥∥BDjW · · ·WDi+1W ′h′i∥∥ ≤ O(ρ√m) · ‖W ′‖2 · ‖h′i‖ ≤ O(ρ7∆2√m ) . (H.3)
Putting (H.2) and (H.3) back to (H.1) finishes the proof. 
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H.2 Proof of Lemma 6.2
Proof of Lemma 6.2. We write∑
i′∈[j′]
(
Backi′→j′ +Back′i′→j′
)
(Di′ +D
′
i′)W˜ (hi′−1 + h
′
i′−1)
=
∑
i′∈[j′]
Back′i′→j′(Di′ +D
′
i′)W˜ (hi′−1 + h
′
i′−1)︸ ︷︷ ︸
♣i′
+
∑
i′∈[j′]
Backi′→j′(Di′ +D′i′)W˜h
′
i′−1︸ ︷︷ ︸
♠i′
+
∑
i′∈[j′]
Backi′→j′D′i′W˜hi′−1︸ ︷︷ ︸
♦i′
+
∑
i′∈[j′]
Backi′→j′ Di′W˜hi′−1
We analyze the three error terms separately.
• ‖♣i′‖ ≤ ‖Back′i′→j′ ‖2 · ‖W˜‖2 ·O(1) ≤ O
(ωρ6∆1/3
m1/6
)
using Lemma F.1c.
• ‖♠i′‖ ≤ ‖Backi′→j′ ‖2 · ‖W˜‖2 · ‖h′i′‖ ≤ O
(ωρ7∆√
m
)
using Lemma B.1f and Lemma F.1a.
• ‖♦i′‖ ≤ ‖Backi′→j′ D′i′‖2 · ‖W˜‖2 ·O(1) ≤ O
(ωρ2∆1/3
m1/6
)
using Lemma B.1f and the bound ‖D′i′‖0
from Lemma F.1b. 
I Proof for Lemma 7.1
Proof of Lemma 7.1. To begin with, recall
E(x⋆,y⋆)∼D
[∑L
j=3G(F
∗
j (x
⋆), y⋆j )
] ≤ OPT .
Since it satisfies ‖F ∗j (x⋆)‖ ≤ O(
√
pLdCs(Φ, 1)) for all x
⋆, by the 1-Lipschitz continuity of G(·, y⋆),
we also have |G(F ∗j (x⋆), y⋆j )| ≤ O(
√
pLdCs(Φ, 1)). Therefore, by Chernoff bound, as long as N ≥
Ω(ρ
3·p·C2
s
(Φ,1)
ε2
) we also have
E(x⋆,y⋆)∼Z
[∑L
j=3G(F
∗
j (x
⋆), y⋆j )
]
≤ OPT+ ε200 .
Let us recall the training objective
Obj(Wt)
def
= E
(x⋆,y⋆)∼Z
[
Obj(x⋆, y⋆;Wt)
]
where Obj(x⋆, y⋆;Wt)
def
=
L∑
j=3
G
(
λFj(x
⋆;W +Wt), y
⋆
j
)
Let x be a normalized input sequence generated by some x⋆ in the support of D. Consider an
iteration t where the current weight matrix is W +Wt. Let
• hℓ, gℓ,Dℓ,Backi→j be defined with respect to W,A,B, x, and
• hℓ + h′ℓ,t, gℓ + g′ℓ,t,Dℓ +D′ℓ,t,Backi→j +Back′i→j,t be defined with respect to W +Wt, A,B, x
Let us define function Rj(x
⋆; W˜ ) ∈ Rd as
Rj(x
⋆; W˜ )
def
=
j∑
i=2
(
Backi→j +Back′i→j,t
)
(Di +D
′
i,t)W˜ (hi−1 + h
′
i−1,t)
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which is a linear function over W˜ . Let us define a loss function G˜ as:
G˜(W˜ )
def
= E
(x⋆,y⋆)∼Z
[
G˜(x⋆, y⋆; W˜ )
]
where G˜(x⋆, y⋆; W˜ )
def
=
L∑
j=3
G
(
λFj(x
⋆;W +Wt) + λRj(x
⋆; W˜ ), y⋆j
)
It is not hard to verify that
Obj(Wt) = G˜(0) and ∇Obj(Wt) = ∇G˜(0) .
Let W> be defined in Definition 5.3. By Lemma 6.3, we know that as long as ‖Wt‖2 ≤ ∆√m (for
some parameter ∆ ∈ [̺−100, ̺100] we shall choose at the end),∥∥Rj(x⋆;W>)− F ∗j (x⋆)∥∥ ≤ pρ12 ·O(εe + Cs(Φ, 1)ε1/3x + Cm−0.05) ≤ ε100L
where the last inequality is by choosing εe = Θ(
ε
pρ13
) and εx =
1
poly(ρ,p,ε−1,C′) and sufficiently large
m. Taking union bound over all samples in Z, by the 1-Lipschitz continuity of G, we have
E
(x⋆,y⋆)∼Z
 L∑
j=3
G(Rj(x
⋆,W>), y⋆j )
 ≤ OPT+ ε
50
.
By Lemma 6.1 and Lemma 6.2 we know that
Fj(x
⋆,W +Wt)− Fj(x⋆,W ) =
j−1∑
i=1
Backi→j Di+1Wthi ±O
(ρ7∆4/3
m1/6
)
=
j−1∑
i=1
(
Backi→j +Back′i→j,t
)(
Di +D
′
i,t
)
Wt(hi−1 + h′i−1,t)±O
(ρ7∆4/3
m1/6
)
= Rj(x
⋆,Wt)±O
(ρ7∆4/3
m1/6
)
.
Using 1-Lipschitz continuity of G, we have
G˜
(
1
λ
W> −Wt
)
= E
(x⋆,y⋆)∼Z
 L∑
j=3
G
(
λFj(x
⋆,W +Wt) + λRj
(
x⋆,
1
λ
W> −Wt
)
, y⋆j
)
= E
(x⋆,y⋆)∼Z
 L∑
j=3
G
(
λFj(x
⋆,W ) +Rj(x
⋆,W>), y⋆j
)±O(ρ7∆4/3
m1/6
)
①
= E
(x⋆,y⋆)∼Z
 L∑
j=3
G
(
Rj(x
⋆,W>), y⋆j
)± ε
10
±O(ρ7∆4/3
m1/6
)
where ① is by our choice of λ which implies λ‖Fj(x⋆;W )‖ ≤ λ · O(ρ) ≤ ε10L by Lemma B.1h.
Together, we have
G˜
(
1
λ
W> −Wt
)
≤ OPT+ ε
5
Thus, by the convexity of G˜(W˜ ) (composing convex function with linear function is convex), we
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know 〈
∇G˜(0), 1
λ
W> −Wt
〉
≤ G˜(1
λ
W> −Wt
)− G˜(0) .
Finally, recall that SGD takes a stochastic gradient so
Wt+1 =Wt − η∇˜t where ∇˜t def= ∇Obj
(
(x⋆)(t), (y⋆)(t);Wt
)
= ∇G˜
(
(x⋆)(t), (y⋆)(t); 0
)
and we have∥∥λ−1W> −Wt+1∥∥2F = ∥∥λ−1W> −Wt∥∥2F + 2η〈λ−1W> −Wt, ∇˜t〉+ η2∥∥∇˜t∥∥2F .
On one hand, we have (for any (x⋆, y⋆) ∼ D)
∥∥∇G˜ (x⋆, y⋆; 0) ∥∥
F
①≤
L∑
j=3
λ
∥∥∇Rj(x⋆; 0)∥∥F ②≤ L2λO(ρ√m) ≤ O(ερ√m) .
Above, ① uses the 1-Lipschitz continuity of G, and ② uses Lemma B.1 and the choice of λ ≤ εLρ .
On the other hand, we have Esgd[∇˜t] = ∇G˜(0). Together, we know
E
sgd
[ ∥∥λ−1W> −Wt+1∥∥2F ] ≤ ∥∥λ−1W> −Wt∥∥2F + 2η (OPT+ ε5 − G˜(0))+O (ε2η2ρ2m)
=
∥∥λ−1W> −Wt∥∥2F + 2η (OPT+ ε5 − Obj(Wt))+O (ε2η2ρ2m)
Telescoping over all t = 0, 1, . . . , T − 1, we have
1
T
E
sgd
[Obj(Wt)] ≤ OPT+ ε
5
+ η ·O (ε2ρ2m)+ ‖λ−1W>‖2F
ηT
①≤ OPT+ ε
4
+
ρ6m‖W>‖2F
εT
②≤ OPT+ ε
4
+
p2ρ12C2
εT
Above, ① uses our choice η = Θ
(
1
ερ2m
)
and λ; and ② uses the bound on ‖W>‖F from Claim G.1a.
It thus suffices to choose T = Θ
(p2ρ12C2
ε2
)
to satisfy 1T E [Obj(Wt)] ≤ OPT+ ε2 .
As for the norm bound, we have
‖Wt‖F ≤ η
T−1∑
t=0
‖∇˜t‖F ≤ ηT · O(ερ
√
m) = O
(C2ρ11p2
ε2
· 1√
m
)
(I.1)
so we can choose ∆ = Θ
(C2ρ11p2
ε2
)
.
Finally, we can replace the notation Cεe with Cε because log(1/εe) = O(log(1/ε)). 
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