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Abstract
Keywords: chemical looping combustion, oxygen carrier, ﬂuidized beds, heteroge-
neous reactions, shrinking core model, methane combustion.
In this work, reactive unsteady three-dimensional numerical simulations of a Chem-
ical Looping Combustion (CLC) plant are performed. The plant is a 120 kWth pilot
working with CaMn0.9Mg0.1O3−δ as selected oxygen carrier. Numerical simulations
are performed by NEPTUNE_CFD code using an Euler-Euler approach which
computes both the gas and the solid phases in an Eulerian fashion accounting for
speciﬁc closures in order to model interphase mass, momentum and energy trans-
fers. Reduction and oxidation heterogeneous (i.e. gas-solid) reactions are modeled
by means of a grain model (shrinking core model in the grain) accounting for both
the competing mechanisms of chemical reaction at the particle internal surface and
gaseous diﬀusion through the product layer. Results from numerical simulations are
validated against experimental measurements and analyzed in order to gain insight
in the local behaviour of the reactive gas-particle ﬂow in the CLC system. The
theoretical/numerical tool developed in this work will be used for design upgrade
recommendation in the stage of scaling-up from pilot to industrial facilities.
Résumé
Mots-clé : combustion en boucle chimique, transporteur d’oxygène, lits ﬂuidisés,
réactions hétérogènes, modèle à cœur rétrécissant, combustion du méthane.
Dans cette thèse, des simulations numériques tridimensionnelles instationnaires
d’une installation expérimentale de combustion en boucle chimique sont réalisées.
Le pilote expérimental, d’une puissance de 120 kWth, utilise un matériau perovskite,
à base de Ca-Mn, comme transporteur d’oxygène (CaMn0.9Mg0.1O3−δ). Les simu-
lations numériques sont réalisées par le code NEPTUNE_CFD, selon une approche
Euler-Euler pour les deux phases (solide et gazeuse), avec des modèles de ferme-
ture spéciﬁques pour modéliser les transferts de masse, de mouvement et d’énergie.
iv
Les réactions hétérogènes (i.e. réactions gaz-solide) de réduction et d’oxydation
sont décrites au moyen d’un modèle à cœur rétrécissant dans le grain, qui prend
en compte les mécanismes compétitifs dans le processus global de réaction gaz-
solide: réaction chimique à la surface interne des particules, diﬀusion à travers la
couche de produits et transfert externe autour des particules. Les résultats des
simulations numériques sont validées avec des mesures expérimentales et analysées
aﬁn de mieux comprendre le comportement local/instationnaire de l’écoulement
gaz-particules réactif dans ce système de combustion en boucle chimique. L’outil
théorique/numérique développé dans ce travail sera utilisé pour le dimensionnement
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In recent years, great eﬀorts have been made in order to reduce the anthropogenic
emissions, especially carbon dioxide into the atmosphere. Globally, the challenge
facing the current researches is to propose an economically and environmentally
viable technique for energy production. In addition, energy production from renew-
able sources increases more slowly compared to the global energy demand increase,
meaning the world will still depend on fossil fuel sources (gas, oil and coal) for many
years to come. Therefore, parting from those sources would be unfavourable, given
the economic growth, which strongly inﬂuences the world energy consumption. Car-
bon Capture and Storage (CCS) technologies are among the possible solutions to
reduce those emissions to the desired low levels. However, the most common tech-
nique, called Gas Separation Unit, used to capture CO2 from the exhaust gases
of the existing power plants, suﬀers of high energy costs. An emerging CCS ap-
proach, that would potentially allow the use of fossil fuels for power generation,
besides both the reduction of the anthropogenic emissions into the atmosphere and
a low energy cost for the CO2 capture step, is the Chemical Looping Combustion
technique (CLC). The process of such a technique is based on the combustion of
the fuel with an oxygen provided by a solid material, called oxygen carrier. This
technique, generally based on dual circulating ﬂuidized beds, involves circulation
of the oxygen carrier between two reactors, a fuel reactor for the fuel combustion
and an air reactor for the regeneration of the oxygen carrier by air. Such a process
prevents direct contact between air and fuel, and thus, enables an easy separation
of CO2 from the combustion products. Due to such "unmixed" combustion, CLC
emerges as one of the best alternatives to conventional fuel combustion.
During the last 10 years, a great number of experimental researches have been car-
ried out with the aim to establish CLC as a viable commercial process. Diﬀerent
aspects of the technology have been investigated including reactor conﬁguration,
oxygen carrier production and process scale-up and optimization. On the other
hand, theoretical modeling and numerical simulations are very helpful for the de-
sign and the optimization of the process, reducing the cost of the experimental
campaigns. Moreover, three-dimensional numerical approaches provide extensive
information about the entire process accounting for diﬀerent geometries and oper-
ating conditions, thus contributing to improve existing technologies and to design
and scale-up from pilot to new production facilities.
2 Chapter 1. Introduction
The present work provides a theoretical and numerical study of the CLC process
in a lab-scale unit. For the sake of completeness, in chapter (2), we ﬁrst present
a literature survey on the CLC process, including research and development works
on reactor design, oxygen carriers and CLC reactions. In chapter (3), the physics
of ﬂuidized beds and the approaches available in the literature for predicting their
behaviour are presented. This chapter also includes a detailed modeling of reactive
gas-particle ﬂows in ﬂuidized beds based on the Eulerian-Eulerian approach. Vali-
dation of such an approach is carried out in chapter (4), presenting unsteady three-
dimensional simulations of methane combustion in dense ﬂuidized beds, for which,
experimental data are available from the literature. In chapter (5), the Eulerian-
Eulerian approach is used to perform theoretical and numerical investigation of the
120kWth CLC unit available at Vienna University of Technology. Additional mod-
eling, based on the Shrinking Core Mechanism, accounting for the gas-solid overall
reaction processes, is detailed as well. Results from unsteady three-dimensional
simulations of the CLC process are presented and discussed in this chapter. Exper-
imental data available from the literature are used for comparison purposes. Further
analysis of the local and instantaneous gas-solid thermo-hydrodynamic behaviour
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4 Chapter 2. Generalities on Chemical looping combustion
2.1 Introduction
Most of the world’s scientists and governments agrees that warming of the climate
system is occurring. The main cause is attributable to the gases emitted to the
atmosphere, the so-called greenhouse gases (GHG) that result from the human ac-
tivities [10, 88]. The main gases aﬀecting the greenhouse eﬀect are H2O, CO2,
CH4, N2O, CFCs and SF6. CO2 is currently the most signiﬁcant greenhouse gas
to which the increasing temperature in the lower atmosphere is attributed. This is
ﬁrst due to the fact that CO2 represents the largest emissions of all the global an-
thropogenic GHG emissions, with percentage values as high as 75%, and to its very
high residence time in the atmosphere [10]. Therefore, it is generally accepted that
a reduction in emissions of greenhouse gases is necessary to prevent catastrophic
changes in earth.
To reduce the GHG emissions, especially CO2 emissions, governments are funding
research and development of new technologies. In 1997, the United Nations Frame-
work Convention on Climate Change (UNFCCC) drafted the historic agreement
known as Kyoto Protocol. After ratiﬁcation in 2005, 37 industrialized countries
and the European Community committed to reduce GHG emissions to an average
of 5% over the period of 2008 – 2012 compared to 1990 levels [10]. In August 2011,
191 countries signed and ratiﬁed the protocol and lot of them committed themselves
to reduce the emissions of greenhouse gases [10, 90]. Up to now, the technological
options for reducing CO2 emissions to the atmosphere include [10, 88]:
• Reducing energy consumption by increasing the eﬃciency of energy conversion
and/or utilization;
• Switching to less carbon intensive fuels;
• Increasing the use of renewable energy sources;
• Sequestering CO2 by enhancing biological absorption capacity in forests and
soils;
• Promoting aﬀorestation.
Unfortunately, none of these solutions will reduce eﬃciently the CO2 emissions to
the desired low levels. Furthermore, these levels would not be reached even if the
above solutions are all gathered. Therefore, capturing and storing CO2 chemically
or physically appear as an additional option, among the most promising ones to
fulﬁl the environmental challenges of the next few years. In addition, due to the
fact that the share of the renewable sources in heat and power production increases
only slowly, the world will still depend on fossil fuel sources (gas, oil and coal) for
many years to come [10, 114]. It is then of great importance to develop Carbon
dioxide Capture and Storage (CCS) technologies.
2.2 Carbon capture technologies
Regarding carbon capture, three main techniques are considered: pre-combustion,
post-combustion and oxy-fuel combustion [58, 90, 114], as it is shown in ﬁg. (2.1).
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Fig. 2.1: Plant conﬁgurations for the three main CO2 capture processes [114].
2.2.1 Post-combustion capture
In this technology, CO2 is separated from the ﬂue gas once the fuel is fully burned
with air in a conventional power plants, which are generally pulverized coal-ﬁred
plants. The separation is commercially achieved via chemical absorption with
monoethanol-amine (MEA). The capture system can be added downstream the
combustion unit and no major transformation of the original process is required.
2.2.2 Pre-combustion capture
This technique is often associated with the Integrated Gasiﬁcation Combined Cycle
(IGCC) power plants where coal gasiﬁcation is applied for the generation of syngas
(CO and H2). Shift reactions convert CO to CO2, which is then separated from hy-
drogen before this is burned in a gas turbine. However, the high capital cost related
to plant construction and the few existing IGCC units for electricity generation led
to a weak demonstrated availability for IGCC. As a consequence, IGCC–CCS is
currently not economically viable for its application in existing plants.
2.2.3 Oxy-fuel combustion capture
This technique consists of burning the fuel in an oxygen-rich environment in order
to produce a ﬂue gas with a very high CO2 concentrations, which then can be easily
captured. Furthermore, compared to the conventional combustion, this technique
involves lower emissions of nitrogen oxides (NOx). However, because it includes
recirculation of the ﬂue gas (mainly composed of CO2 and H2O) to the combuster,
its implementation in existing power plants may induce considerable changes of the
plant conﬁguration.
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The method used to obtain the oxygen-rich environment largely determines the
energy penalty imposed on the plant. The Air Separation Unit (ASU), which is
based on the cryogenic distillation to extract CO2, is already commercially available
but implies a very large energy consumption. Although in the demonstration stage,
other methods may substantially reduce the energy penalty and costs. Some of
these developing methods are listed in table (2.1).
CO2 capture challenges
There are many demonstration and pilot-scale projects for CO2 capture technologies
and a signiﬁcant progress has been achieved. However, although most of these
technologies can reduce CO2 emissions, they still suﬀer from some diﬃculties and
barriers to their implementation, namely:
• Low energy eﬃciency of the processes and high energy cost, as a consequence
of a high energy penalty;
• Scale-up and integration constraints;
• Health, safety and environmental (HSE) issues.
Table (2.1) summarizes the CO2 capture technologies, that can be either commer-
cially proven or in the demonstration stage with the corresponding challenges.
Commercially Developing options Implementation
proven Stillin laboratory/ challenges












• Separation of CO2 • New solvents • Scale and integration of
from flue gas (e.g. amino-acids) systems for flue gas
cleaning
• Chemical absorption or • New amines requiring less energy • Solvent leakage to the air
physical absorption for regeneration (possible HSE issues)
• Process designs and equipment • Carry-over of solvent into
for new and conventional solvents the CO2 stream
• Solid sorbent technologies • Energy penalty
• Membrane technologies • Flue gas contaminants











n • Solvents and solid • Membrane separation of oxygen • Degree of integration of
sorbents and syngas large IGCC plants
• Cryogenic air separation • Turbines for H2-rich gas with versus flexibility
unit (ASU) low NOx • Operational availability
withcoal in base load












• Cryogenic ASU • New and more efficient air • Unit size and capacity
• Cryogenic purification separation (e.g. membranes) versus energy demand
of the CO2 stream • Optimized boiler systems for ASU
prior to compression • Oxy-combustion turbines • Peak temperatures versus
• Recycling of flue gas • Chemical looping combustion flue gas recirculation
• NOx formation
• Lack of commercial
guarantees
Tab. 2.1: CO2 capture technologies and challenges facing the developing options
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During the last years, several works have been carried out worldwide and aimed to
develop new low-cost CCS technologies. Among them, chemical looping techniques
have received a particular interest when considering both economic and environment
beneﬁts. These techniques are based on the introduction of a solid oxygen carrier to
extract from the air the oxygen required for the fuel conversion. They are presented
in the following section (section 2.3) with a focus on the gas-fuelled Chemical looping
combustion technique.
2.3 Chemical looping combustion technologies
2.3.1 Process overview
The term "Chemical-looping" refers to cycling processes where the oxygen required
for the fuel conversion is provided by a solid material referred to as oxygen carrier.
To close the loop, the reduced material is re-oxidized before starting a new cycle.
Such a concept can be ﬁrst attributed to Lewis and Gilliland [70] who suggested in
1954 to produce pure CO2 from the oxidation of carbonaceous material by means
of a solid oxidized copper as a source of oxygen. Later in the eighties, with the
aim to develop a new combustion approach to eﬀectively utilize the fuel energy,
Chemical Looping Combustion (CLC) concepts similar to the current known CLC
process have been proposed by Richter and Knoche [97] and Ishida et al. [53]. Some
years later, Ishida and Jin [49, 50, 51] proposed CLC as a process for CO2 capture.
Since then, number of ideas and technologies related with CO2 capture emerged
and many funded research programs and projects came up to extensively study the
CLC process for its development and to establish it as a viable commercial process.
Detailed reviews on the progress in chemical looping technologies can be found in
the works of Adánez et al. [10] and Nandy et al. [88].
Today, the ﬁnal purpose of chemical looping technologies can be the combustion
or the hydrogen production, both with an inherent CO2 separation. CLC refers
then to technologies aimed for combustion. In the recent years, CLC of gaseous
fuels (e.g. natural gas and reﬁnery gas) has undergone great developments and
reviewed by Adanez et al [10] and by Hossain and de Lasa [47]. CLC with solids
as primary fuels is also being given a meaningful attention because of the rich solid
fuel resources (coal, petroleum coke and biomass) and their lower cost compared
to natural gas [67, 73, 84]. Thus, diﬀerent CLC processes, as listed in table (2.2),
have been proposed in the literature.
In general, as it is shown in ﬁg. (2.2), the CLC process is mainly composed of a
fuel reactor and an air reactor exchanging solid particles acting as oxygen and heat
carriers. In the fuel reactor, a reduction reaction is carried out between the solid
oxygen carrier and the fuel, for which compositions can be expressed as MeOx and
CnH2m, respectively. The reduction reaction produces mainly CO2 and H2O in
the ﬂue gas and converts the oxygen carrier to its reduced form MeOx−1 (reaction
(2.1)). After condensation of the water vapour, CO2 is cooled and pressurized in
stages to yield liquid CO2 ready for storage. The reduced material (MeOx−1) is sent
back to the air reactor and regenerated by air according to an oxidation reaction
(reaction (2.2)).
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Fuel Process Main features
Gas CLC Combustion of gaseous fuels with oxygen carriers
Solid Syngas-CLC Previous gasiﬁcation of solid fuels integrated
to CLC Oxygen request for gasiﬁcation
Solid iG-CLC Gasiﬁcation of solid fuels inside a CLC fuel-reactor
Low cost oxygen carriers are desirable
Solid CLOU Use of oxygen carriers with gaseous O2 release
properties for the combustion of the solid fuel
Tab. 2.2: Summary of the chemical looping processes dedicated for combustion
Fig. 2.2: Schematic description of a CLC process.
The redox cycle may be summarized as follows:
(2n+m)MeOx (s) + CnH2m → (2n+m)MeOx−1 (s) + nCO2 +mH2O (2.1)
(2n+m)MeOx−1 (s) + (n+m/2)O2 → (2n+m)MeOx (s), (2.2)
where n andm are appropriate stoichiometric coeﬃcients, s indicates a solid species
and Me states for metal oxide. While the oxidation reaction (reaction (2.2)) is
always an exothermic process associated with a strong heat release, the reduction
reaction may be an endothermic or a slightly exothermic reaction, depending on
the oxygen carrier and the fuel employed in the CLC system. When the reduction
reaction is endothermic, the heat demanded is carried by the oxygen carrier, by
which almost the same temperature in the two reactors can be achieved. The
overall chemical reaction and the corresponding heat release, over the two reactors
in the CLC system, is the same as in conventional combustion where the fuel is
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directly burned by air,
CnH2m + (n+m/2)O2 → nCO2 +mH2O, (2.3)
with the advantage that combustion takes place without emission of CO2 in the
atmosphere. Due to the unmixed combustion, CLC is an inherent CO2 separation
and it therefore exhibits interesting characteristics that can be summarized here:
• Possibility to achieve 100% CO2 capture eﬃciency (ready for transport and
storage);
• No energy penalty for CO2 separation;
• Low cost CO2 capture technology;
• No nitrogen oxide formation;
• And possible application for existing technologies.
2.3.2 Reactor configurations for CLC of gaseous fuels
CLC requires a continuous circulation of solid particles between two reactors, one
of them being the fuel reactor and the other the air reactor, along with an eﬀective
oxygen transfer between the gas and the particles for the fuel combustion. Hence,
selection of a given reactor conﬁguration is a crucial criterion for a successful long-
term CLC operation. Diﬀerent conﬁgurations have been proposed and generally are
two interconnected moving or ﬂuidized-bed reactors, alternated packed or ﬂuidized
bed reactors and rotating reactors [10, 88]. Figures (2.3a-c) show schemes of those
conﬁgurations.
Based on the eﬀectiveness of the gas-solid reactions in ﬂuidized beds, the concept
of interconnected ﬂuidized bed (IFB) reactors is believed to be the best option for
the industrial development of chemical looping technologies. In such systems, the
reduction reaction converts the fuel mainly into CO2 and H2O in the fuel reactor,
whereas the oxidation reaction regenerates the oxygen carrier in the air reactor. In
addition, two loop-seal devices must be added to the IFB system in order to avoid
gas leakage between the reactors. The gas-solid reaction rates represent certainly
the most fundamental factor for the CLC reactor design. When the reactions are
slow, long residence times of the gas and the particles are necessary to transfer the
required oxygen to the carrier and to fully convert the fuel. Therefore, tall reactors
running with a low superﬁcial gas velocity are required. This is not suitable for a
CLC reactor with a high fuel capacity. By contrast, when the reaction rates are
fast enough, the superﬁcial gas velocity can be high and this gives the driving force
for the solid circulation. Thus, depending on the application, on the fuel and on
the oxygen carrier, several systems based on the IFB reactors have been proposed
worldwide. Detailed reviews on the development work of appropriated design for
CLC applications can be found in [10, 18, 88] and [117].
An atmospheric circulating system composed of a low-velocity bubbling ﬂuidized
bed as fuel reactor and a high-velocity riser as air reactor, has been proposed by
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(a) Interconnected ﬂuidized bed reactors (b) Alternating ﬁxed bed reactors
(c) Rotating reactor
Fig. 2.3: Possible reactor conﬁgurations for CLC processes [10, 88].
Lyngfelt et al. [75]. This conﬁguration is preferred because of the fact that most
of oxygen carriers require higher particle residence time for the reduction than for
the oxidation. In addition, due to the high volumetric gas ﬂow in the air reactor,
which is approximately 10 times larger than that of the gaseous fuel in the fuel
reactor, a high velocity is needed in the air reactor in order to keep a reasonable
size of the reactors. At the same time, this velocity provides the driving force for
the circulation of the particles between the two reactors.
In order to improve the gas-solid contact, a system based on a dual circulating
ﬂuidized bed (DCFB) reactors has been proposed by Kolbitsch et al. [60]. A
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scheme of such a system is shown in ﬁg. (2.4). The fuel reactor is operated in
the turbulent regime in order to avoid bypassing of unconverted fuel through the
ﬂuidized bed and thus improving the gas-solid contact. The air reactor is a fast
bed and is responsible for the global solid circulation in the system. In order to
prevent gas leakage between the reactors and control the solid circulation rate,
the system is equipped with two steam-ﬂuidized loop seals (upper and lower loop
seals). An internal solid circulation may occur in the fuel reactor thanks to an
internal steam-ﬂuidized loop seal. Finally, a cyclone added at the top of each
reactor separates the oxygen carrier particles from the exhaust gases. Compared
with other CLC conﬁgurations, this system allows lower solid inventories, which is
especially relevant at high plant capacities.
Fig. 2.4: CLC process with IFB reactors:
High-velocity riser (air reactor) and fast ﬂuidized bed (fuel reactor) [60].
2.3.3 Oxygen carrier fundamentals
The CLC process strongly depends on the oxygen carrier properties. These prop-
erties largely determine the cost of the material (particles’ lifetime, raw material
cost, production cost) and its HSE risks. The selection of the appropriate oxygen
carrier is considered as one of the most important criterion for a good performance
of the CLC process. An ideal oxygen carrier for CLC applications would have the
following characteristics:
• Favourable thermodynamical properties, i.e. ability to convert fully the fuel
to CO2 and H2O;
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• High reactivity for both reduction and oxidation steps, to reduce the solids
inventory in the reactors;
• Stability under repeated oxidation/reduction cycles;
• High oxygen transport capacity;
• Low tendency for carbon deposition that would release CO2 in the air reactor
reducing CO2 capture eﬃciency;
• Resistance to attrition and fragmentation;
• Environmental friendly characteristics;
• And a limited cost.
A lot of experiments have been performed on gaseous, solid and liquid fuels to
develop suitable oxygen carriers for diﬀerent CLC processes. The most studied
ones are synthetic materials. They are composed of active metal oxides based on
Ni, Cu, Mn, Fe or Co, often supported on porous inerts such as Al2O3, MgAl2O4,
SiO2, ZrO2 and TiO2, in order to increase the reactivity and the durability of the
oxides and also to enhance the ionic conductivity of the solids.
Because of their lower cost with respect to the synthetic materials, the use of some
natural minerals for CLC purposes has also been addressed in the literature. The
most studied materials of this category are iron ore, ilmenite, manganese ore, and
waste materials coming from steel industry and alumina production (bauxite waste,
combustion ash, etc.). Compared to the synthetic materials, the major drawback
of the natural materials is their low reactivity. Research on improving natural
mineral reactivity with the addition of metal oxides or alkali and alkaline (K+,
Na+ or Ca++) compounds have been reported.
Today, nearly a thousand of oxygen carriers, including metal oxides, minerals and
waste materials, are developed and tested for CLC. Table (2.3) shows a summary of
those oxygen carriers tested in continuous CLC units including the operation time
of each material. Table (2.4) provides a summary of the operation time for each
particular type of oxygen carrier [88]. The total time of operational experience
is about 4000 hours [72] and the major contributors are Chalmers University of
Technology (CHALMERS), Vienna University of Technology (TWIEN), Institute of
Carboquímica belonging to Spanish National Research Council (ICB-CSIC), Tokyo
Institute of Technology (TITECH) and Korea Institute of Energy Research (KIER)
[10, 72].
2.3.3.1 Metal oxide oxygen carriers
To be considered as a potential oxygen carrier for CLC applications, a solid com-
pound must have the aﬃnity for reaction with both the fuel gas and the air. Gener-
ally, reaction rates with pure metal oxides are quickly decreased after few cycles of
reduction and oxidation [10, 50, 51, 88]. Therefore, depending on the application,
many diﬀerent metal oxides mixed with supports or combination of metal oxides
with diﬀerent properties are proposed in the literature. It should then be pointed
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Oxygen carrier Support Application Operation
time (h)
NiO 40% by weight NiAl2O4 10 kW CLC 100
NiO 40% by weight NiAl2O4 10 kWth > 1000
Ni, Fe and Mn-based 300 Wth CLC
NiO 60% by weight Bentonite 50 kWth CLC 28
CuO γ-Al2O3 10 kWth CLC 120
NiO 10 kWth CLC > 50
Ni-based MgO or MgAl2O4 120 kWth CLC
Ni-based 10 kWth CLC 160
Ni-based α-Al2O3 500 Wth CLC 100
Low Ni content CaO/Al2O3 500 Wth CLC 90
NiO 300 W CLC 54
CuO 15% by weight γ-Al2O3 10 kWth CLC 120
Cu-based 1.5 kWth CLOU
Cu-based 300 W CLC 45
Fe2O3 Al2O3 300 Wth CLC 40
Fe2O3 Al2O3 500 Wth CLC 50
α-Fe2O3 1 kWth CLC 20
Fe2O3 γ-Al2O3 500 Wth CLC 75
Fe2O3 10 kWth CLC 78
Fe-ESF from bauxite 500 Wth CLC 40
Tierga iron ore 500 Wth CLC 50
Mn-based ZrO2/MgO 300 Wth CLC
Mn3O4 300 Wth CLC 17
CO-based CoAl2O4 50 kWth CLC 25
Fe2O3+NiO Bentonite 1 kWth CLC
Ilmenite 100 kWth CLC 12
Ilmenite 300 W CLC 80
NiO+CuO Al2O3 500 Wth CLC 67
Tab. 2.3: Oxygen carriers tested in continuously-operated CLC units [88]







Ilmenite and other low cost materials 291
Total 3966
Tab. 2.4: Experience time (in hours) of diﬀerent oxygen carriers [88]
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out that the possibilities for varying the properties of the material are extremely
wide, giving rise to a large number of potential oxygen carriers. This is due to the
fact that:
• There are many metal oxides and a large number of possible mixed metal
oxides;
• There is a very large number of potential supporting materials and the pro-
portions of the active material and the support may be varied as well;
• There are several preparation methods which strongly aﬀect the properties
of the oxygen carriers, such as the reactivity and stability during consecutive
redox cycles;
• And there are diﬀerent properties of the oxygen carrier precursors depending
on their sources (suppliers).
Abilities to react with the fuel gas and to fully convert it to CO2 and H2O are im-
portant characteristics desired for an oxygen carrier. In order to investigate these
properties, thermodynamic analysis of some common metal oxides has been per-
formed by Mattisson and Lyngfelt [83]. Fig. (2.5) reports the equilibrium constant
logK as function of 1/T for the reduction reaction of diﬀerent metal oxide/reduced
metal species using methane as fuel gas. Since a high logK value means a high aﬃn-
ity for methane, it is evident from the ﬁgure that, among the candidate metal oxide
systems considered, MnO2/Mn2O3, Mn2O3/Mn3O4, CuO/Cu2O and Co3O4/CoO
systems have very high aﬃnity for methane. However, MnO2, Mn2O3, Co3O4 and
CuO decompose at temperatures above 460◦C, 820◦C, 890◦C and 1030◦C, respec-
tively. Therefore, except for CuO, these oxides may be unsuitable for the use in
high temperature CLC processes [47, 83].
A complete fuel combustion to CO2 and H2O is particularly advantageous since
it reduces the amount of the unburned compounds (e.g. CO, H2 or CH4) that
must be recirculated back to the fuel reactor and, more important, reduces the
combustion eﬃciency [10, 83]. In their thermal analysis, Mattisson and Lyngfelt
[83] determined the degree of methane conversion to carbon dioxide for the diﬀerent
oxide systems. Their results are reported in ﬁg. (2.6), showing that complete
conversion can be reached for Cu2O/Cu, Mn3O4/MnO and Fe2O3/Fe3O4 systems
and almost complete (97%) for NiO/Ni system. Such systems have then been
considered as feasible for use as oxygen carriers in a CLC process. However, because
of the low melting point of Cu (1085◦C), a CLC process using Cu2O/Cu as oxygen
carrier may need to be conducted at temperatures below 900◦C. Finally, despite of
its low yield of CO2, CoO/Co system have also been selected.
In 2006, Jerndal et al. [55] performed a thermal analysis of 27 possible oxygen
carriers based on metal oxides of the metals Ni, Cu, Fe, Cd, Mn, Co, Zn, Ce,
W, Mo and Ag, except two systems which are based on the transition between
metal sulphate to metal sulphide, i.e. Ba and Sr. Three fuels were used in their
investigation, CH4, CO and H2. A ﬁrst analysis based on the gas yields showed
that only eight of those systems have complete fuel conversion. On the other hand,
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Fig. 2.5: logK as a function of 1/T in the temperature range 600◦C – 1200◦C for
diﬀerent metal oxide systems [83].
Fig. 2.6: Conversion of CH4 to CO2 as a function of temperature for diﬀerent
metal oxide systems [83].
among all the systems studied, Cd, Zn, Ce and MoO3 have too low melting points,
therefore unsuitable for use under the possible CLC operating temperatures (600 –
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1200◦C). For further investigation, the authors excluded all oxide systems with poor
conversion (< 92%) and the retained systems have been investigated with respect
to temperature drop and possible carbon, sulphide and sulphate formation in the
fuel reactor.
The heat release over the fuel and the air reactors in the CLC process is the same
as that from normal combustion where the fuel gas is directly burned with oxygen
of the air. However, heat involved in each reactor will be function on both the
fuel gas and the oxygen carrier used in the process. While the oxidation reaction
is always exothermic, the reduction reaction can be exothermic or endothermic
depending on the redox system and the fuel gas. Then, if the oxidation reaction is
more exothermic than the conventional combustion, the reduction reaction will be
endothermic. According to Jerndal et al. [55], the oxide systems feasible for the
CLC process are summed up in table (2.5).
Metal Metal or reduced metal oxide (∆Ho/∆Hc)
oxide systems oxydation reaction at 1000 ◦C ratio
NiO/Ni O2 + 2Ni → 2NiO 1.17
CuO/Cu O2 + 2Cu → 2CuO 0.74
Cu2O/Cu O2 + 4Cu → 2Cu2O 0.83
Fe2O3/Fe3O4 O2 + 4Fe3O4 → 6Fe2O3 1.19
Mn2O3/MnO O2 + 4MnO → 2Mn2O3 0.89
Mn3O4/MnO O2 + 6MnO → 2Mn3O4 1.12
Co3O4/Co O2 + 1.5Co → 0.5Co3O4 1.11
CoO/Co O2 + 2Co → 2CoO 1.16
WO3/WO2.722 O2 + 0.278/2WO2.722 → 0.278/2WO3 1.04
BaSO4/BaS O2 + 0.5BaS → 0.5BaSO4 1.20
SrSO4/SrS O2 + 0.5SrS → 0.5SrSO4 1.18
Tab. 2.5: Ratio of the oxidation reaction enthalpies (∆Ho) at 1000
◦C of various
metals or reduced metal oxides to that of the conventional methane combustion
with O2 (∆Hc). Note that ∆Hc = −401.7kJ mol
−1 of O2 [55].
For each system, the ratio of the oxidation reaction enthalpy (∆Ho) at 1000
◦C
of the reduced species to that of the direct methane combustion with O2 (∆Hc)
is also shown. A value above 1 for this ratio means that the reduction reaction
in the fuel reactor is endothermic, otherwise it is exothermic. Results show that
some of the selected redox systems exhibit endothermic reactions with methane.
In that case, the fuel reactor will be heated by the circulating particles coming
from the air reactor. However, high temperature drops in the fuel reactor should
be avoided, otherwise the reduction reaction will slow down or even stop. Table
(2.6) reports values of the oxygen ratio, R0, of the selected oxide systems. This
parameter expresses the maximum transported mass of oxygen for a given mass
ﬂow of metal oxide and it is quite practical in CLC applications.
In accordance with the above thermodynamic considerations, the systems listed
in table (2.6) are highly promising and can be used as oxygen carriers in CLC
processes. However, some limitations must be taken into account: i) Cu-based ma-
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aR0 = (mox −mred)/mox
Tab. 2.6: Oxygen ratio of suitable metal oxide systems for CLC [55]. mox and mred
are the mass of oxidized and reduced material, respectively.
terials, with the melting point of 1085◦C, can not be used above 900◦C, ii) iron,
manganese and tungsten oxides have very low oxygen ratios, iii) Ni-based materials
leave some unconverted fuel in the form of CO and H2 at the fuel reactor outlet and
iv) for the systems BaSO4/BaS and SrSO4/SrS, SO2 may form by decomposition
of the sulphate mainly at high temperatures and low total pressures. To increase
the reactivity, durability and ﬂuidizability, the aforementioned oxygen carriers are
used together with inert supports. It should be noted that, in this case, the oxygen
ratio will strongly depend on the metal loading [47] and will often decrease [55].
Oxygen ratios of diﬀerent supported oxygen carriers are summarized in table (2.7).
Apart from thermodynamics and some physical properties (e.g. density, active sur-
face area, particle size and crushing strength), economic cost and health, safety and
environmental (HSE) issues are other important features for a successful oxygen car-
rier. In general, cobalt and nickel are the most expensive metals followed by copper
and the cheapest ones are manganese and iron. Regarding HSE aspects, nickel and
cobalt are considered as materials exhibiting the highest risk during operation due
to which safety measures are required for their usage. On the contrary, iron and
manganese are non-toxic in nature. Finally, the use of copper as oxygen carrier is
believed to have less environmental problems than nickel and cobalt [10, 47, 74, 88].
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Tab. 2.7: Oxygen ratio of various oxygen carriers [47]
2.3.3.2 Mixed oxide oxygen carriers
As discussed above, a lot of metal oxides mixed with diﬀerent support materials
revealed very interesting characteristics for their CLC usage. However, beneﬁts and
limitations are associated to each type of oxygen carrier and no single material will
provide all of the characteristics of an ideal oxygen carrier for CLC processes. Hence,
diﬀerent complex metal oxides and perovskite-based oxygen carriers are prepared
and tested for CLC applications. The main objectives of such an approach may be:
• To improve reactivity and stability of the particles over repeated redox cycles;
• To increase the fuel conversion ratio;
• To improve the mechanical strength and reduce attrition of the particles;
• To minimize the carbon deposition;
• To minimize the use of toxic metals, such as nickel oxide;
• To decrease cost of the oxygen carrier materials.
Jin et al. [56] examined the gas-solid reaction kinetics in a natural-gas-fueled CLC
operated in a ﬁxed bed reactor. NiO/NiAl2O4 and CoO-NiO supported on YSZ
(Yttria-Stabilized Zirconia) have been used as oxygen carriers. Equal amounts of
NiO and CoO were used in the case of the double metal oxide (CoO-NiO). The
authors found that the double metal oxide provided a complete avoidance of car-
bon deposition and outstanding regeneration properties over repeated redox cycles,
but reaction rates were slightly lower than those of the individual metal oxide
2.3. Chemical looping combustion technologies 19
(NiO/NiAl2O4). In addition, due to their low thermal stability and their high
cost, YSZ supported CoO-NiO oxygen carriers became less interesting [88, 47].
Mohammad et al. [47] demonstrated the excellent reactivity and stability of NiO-
CoO/Al2O3 carrier after addition of Co by varying nickel loading from 2.5 to 20
wt%. Adánez et al. [11] reported that the presence of NiO stabilized the CuO
phase in their prepared bimetallic Cu-Ni/Al2O3 oxygen carrier, providing a high
durability along with a high reaction temperature.
The addition of NiO to iron-based oxygen carrier particles has also been investi-
gated. Son and Kim [106] carried out CLC experiments in an annular shape CFB
reactor using diﬀerent combinations of NiO and Fe2O3 supported on bentonite.
They detected no presence of CO and H2 at the fuel reactor outlet and only small
amounts of NOx were detected at the air reactor outlet. They also found that the
reactivity of the particles increases with increasing NiO content, up to a maximum
corresponding to an optimum ratio of 75:25 for NiO/Fe2O3. Lagerbom et al. [66]
observed that alloying of Fe2O3/Al2O3 with small amounts of NiO improved the
reactivity but decreased the mechanical strength.
Rydén et al. [101] evaluated the performances of diﬀerent oxygen carriers for their
use in chemical looping combustion (CLC) and chemical looping reforming (CLR)
applications. Three bimetallic oxide materials were studied: NiO-MgAl2O4, Fe2O3-
MgAl2O4 and Mn3O4-MgZrO2, containing respectively 60%wt. of NiO, 40%wt. of
Fe2O3 and 40%wt. of Mn3O4. Mixtures prepared simply by mixing particles of those
materials were also analyzed. The authors found that carbon formation occurred
during NiO-MgAl2O4 oxygen carrier tests, which was attributed to the catalytic
properties of nickel. Fe2O3-MgAl2O4 and Mn3O4-MgZrO2, with or without added
NiO-MgAl2O4 particles, were found to have properties that could be useful for CLC.
They also concluded that Fe2O3-MgAl2O4 could be used for CLR purposes.
Materials containing Cu and Fe have been prepared by diﬀerent researchers. Rif-
ﬂart et al. [98] used complex compounds containing Cu and Fe and reported a high
oxidation rate with Cu0.95Fe1.05AlO4 compound, but a lower reduction rate than
that obtained with a reference Ni-based oxygen carrier (NiO60NiAl2O4). Ksepko et
al. [64] investigated the performance of Fe2O3-MnO2 oxygen carriers supported on
zirconia (ZrO2), sepiolite (Mg4Si6O15(OH)2.6(H2O)) and alumina (Al2O3). They
found that all the oxygen carriers exhibited stable performance and the support had
an important eﬀect on the reaction rate. Mungse et al. [87] carried out CLC experi-
ments using methane as fuel and a mixed oxide of Cu and Mn, CuMn2O4, as oxygen
carrier. They found that the methane combustion eﬃciency and the oxygen carry-
ing capacity were not altered with the increase of the time operation. Moreover,
CuMn2O4 showed high tendency towards CO2 formation. However, agglomeration
of the particles was observed for temperatures above 750◦C.
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2.3.3.3 Perovskites as oxygen carriers
In addition to bimetallic oxides, more complex metal oxides with perovskite struc-
ture have been proposed to be used as oxygen carriers. Although perovskite is a
calcium titanium oxide mineral composed of calcium titanate (CaTiO3), it lends its
name to materials with the same type of crystal structure as CaTiO3. In this re-
search area, Rydén et al. [101] found that La0.5Sr0.5Fe0.5Co0.5O3−δ which has a very
high thermal stability and decent mechanical properties, provided high selectivity
towards CO2 and H2O and thus should be feasible for CLC applications. They
also reported that perovskite structures like LaxSr1−xFeO3−δ can be interesting for
CLR applications due to their excellent selectivity towards H2 and CO.
Perovskites of CaMnO3−δ family, where δ expresses the amount of oxygen deﬁciency,
attracted great interest as oxygen carriers mainly due to their oxygen uncoupling
property. This characteristic is particularly interesting in solid-fueled CLC pro-
cesses, such as Chemical Looping with Oxygen Uncoupling (CLOU) and in-situ
Gasiﬁcation CLC (iG-CLC) processes. Indeed, such materials have the ability to
release gaseous oxygen in the fuel reactor, which increases the fuel conversion. As
function of the oxygen partial pressure and the surrounding temperature, the oxygen
deﬁciency makes perovskites interesting for chemical looping applications. Indeed,
in an oxygen-poor environment (fuel reactor), δ would increase, thus releasing oxy-
gen, whereas it would decrease in an oxygen-rich environment (air reactor).
Bakken et al. [15] reported a study on the redox energetics of the perovskite
CaMnO3−δ and showed that, although this material releases gas-phase oxygen
at conditions relevant for CLC, it unfortunately decomposes to Ca2MnO4−δ and
CaMn2O4, leading to deactivation of the oxygen carrier. To prevent the decom-
position to some extent, Rydén et al. [100] incorporated titanium in the crystal
structure of the perovskite and the produced material (CaMn0.875Ti0.125O3−δ) was
tested in a circulating ﬂuidized bed reactor. The particles exhibited oxygen release
as well as good methane conversion. However, chemical changes in the perovskite
structure occurred during the experiments and resulted in some loss of the parti-
cles’ reactivity with methane. Källén et al. [57] examined Mg-doped CaMnO3−δ as
oxygen carrier in a 10kWth natural gas-ﬁred CLC unit. The synthesized oxygen car-
rier (CaMn0.9Mg0.1O3−δ) released oxygen above 700
◦C in an inert atmosphere. In
addition, nearly complete fuel combustion was obtained at 900◦C, suggesting that
a substantial part of the fuel was converted by gaseous oxygen released from the
particles. Later, the same material was used by de Diego et al. [26] in thermogravi-
metric analysis (TGA) experiments. Oxygen carrier reactivities with CH4, H2 and
CO, were found to increase with the number of redox cycles, whereas the oxygen
release property was strongly reduced. Another study using Mg and Ti doped into
CaMnO3−δ perovskite structure was performed by Hallberg et al. [44] in a 300W
natural gas-ﬁred CLC unit. The examined materials, based on a perovskite type
structure with the formula CaMn1−xMxO3−δ (M = Mg or Mg and Ti), showed a
high CO2 yield at 900
◦C, an oxygen release ability at elevated temperature (700 -
950◦C), along with a substantial mechanical integrity. However, a slight decompo-
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sition to CaMn2O4 was detected for CaMn0.9Mg0.1O3−δ and a few amount of ﬁne
particles (< 45µm) were collected in the ﬁlters for all the tested materials. The
perovskite material CaMn0.775Mg0.1Ti0.125O3−δ was again studied by Abad et al.
[8] using TGA experiments to establish its redox kinetics and results were compared
to that reported previously by de Diego et al. [26]. It was found that doping the
parent material (CaMnO3−δ), not only with Mg, but also with Ti, stabilized the
perovskite structure. The oxygen release property, which was mostly lost for the
mono-doped material, was maintained for the codoped material and the oxygen
transport capacity was higher.
According to the above discussion, perovskite type materials based on the abun-
dantly available manganese ores and calcium precursors appear to be among the
best alternatives to costly and harmful metal oxides, such as Ni-based metal ox-
ides, for a use in chemical looping applications. Their abilities to reach complete
gas conversion and release gaseous oxygen at conditions relevant for chemical loop-
ing processes while showing little attrition, make them very attractive. However,
a challenge to CaMn1−xMgyTix−yO3−δ oxygen carriers is their lack of long term
stability and eventual deactivation under sulfurous environments.
2.4 Reaction schemes and kinetics in CLC systems
The reaction mechanism and its kinetic parameters are crucial for developing a
mathematical model suitable for the design, the simulation and the optimization
of a CLC system. In general, gas-solid reactions are widely investigated in many
chemical processes and many reaction models have been proposed. The reaction
mechanisms and the kinetic models related to gas-solid reactions that are applied
for CLC of methane are reported in this section.
2.4.1 Reaction schemes
The major reactions considered for CLC modeling purposes are given below. The
oxidation of the oxygen carrier (designated hereafter as M and MO in the reduced
and oxidized states, respectively) can be simply described by the reaction (2.4) and
its reduction by methane by the reaction (2.5), giving H2O and CO2 as primary
products. Other products, such as H2 and CO, could be involved during the re-
duction process, making the one-step mechanism (2.5) unsuitable for the reaction
modeling. In this case, the general scheme represented by the reactions (2.6), (2.7)
and (2.8) can be assumed. In addition to those reactions, methane could be re-
formed by steam, according to the reactions (2.9) and (2.10), and the resulting
products, H2 and CO, promote the reactions (2.7) and (2.8). Carbon formation
may compromise the conversion of methane to H2O and CO2, either by methane
decomposition, according to the reaction (2.11) or by the reverse Boudouard re-
action (2.12). At the same time, carbon can react with steam according to the
reaction (2.13). Finally, the shift reaction (2.14) is usually considered when CO2,
H2O, CO and H2 are present in the reacting gas.
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M+ 0.5O2 → MO (2.4)
MO+ 0.25CH4 → M+ 0.25CO2 + 0.5H2O (2.5)
MO+ CH4 → M+CO+ 2H2 (2.6)
MO+ CO→ M+CO2 (2.7)
MO+H2 → M+H2O (2.8)
CH4 +H2O⇋ CO+ 3H2 (2.9)
CH4 + 2H2O⇋ CO2 + 4H2 (2.10)
CH4 ⇋ C+ 2H2 (2.11)
CO⇋ 0.5C + 0.5CO2 (2.12)
C + H2O⇋ CO+H2 (2.13)
CO + H2O⇋ CO2 +H2 (2.14)
Generally, methane conversion is well described by the direct reaction (2.5) if Mn-
or Fe- based oxygen carriers are used in the process [9, 20], whereas it is assumed
to evolve according to the reactions (2.6), (2.7) and (2.8) for Cu-based oxygen
carriers [4, 7]. Steam reforming of methane, showed in the reactions (2.9) and
(2.10), has been found relevant in the fuel reactor when Ni-based oxygen carriers
are used [6, 11, 22, 34, 56]. In this case, H2 and CO are likely to be formed when the
temperature is low or the oxygen in the particles is depleted. However, an increased
total pressure promotes the reverse reaction (2.9), thus decreasing the conversion
of methane by steam reforming. Concerning the modeling procedure, the kinetics
of those reactions may be needed. The reaction (2.11), which is favoured at high
temperature and the reaction (2.12), which is favoured at low temperature, are
kinetically slow, but metals such as Ni and Fe could catalyze them [11, 22, 34].
In practice, carbon can be removed from the oxygen carrier surface by gasiﬁcation
with H2O (reaction (2.13)), or with CO2 (reverse of the reaction (2.12)). However,
since carbon formation has not been observed during continuous CLC operation,
it could be omitted in the reaction scheme [10]. Finally, the shift reaction (2.14)
oﬀsets the disappearance of the highest reactive gas (H2 or CO) with the oxygen
carrier. This fact is involved in CLC systems using Ni- or Cu-based oxygen carriers
[6, 4, 7, 11]. Therefore, adding the shift reaction kinetic in the modeling of the
overall reduction process could be necessary.
In addition to the reaction (2.5), other reactions can be involved in the fuel reac-
tor when perovskites are used as oxygen carriers. As previously discussed, these
materials may release gaseous oxygen at conditions relevant for CLC processes and
therefore gaseous combustion of methane by the released oxygen can also take place
in the fuel reactor. The amount of oxygen available for the gaseous combustion is
related to the oxygen deﬁciency δ of the perovskite material, meaning to the dif-
ference between δAR in the air reactor and δFR in the fuel reactor. Therefore, for
a CLC modeling purpose, it could be necessary to account for the kinetic of the
uncoupling process [8, 26], showed below by the reaction (2.15) and, at least, for
that of the overall reaction (2.16) of the methane combustion by the gas-phase O2.
2.4. Reaction schemes and kinetics in CLC systems 23
CaMn1−xMgyTix−yO3−δ ⇋ CaMn1−xMgyTix−yO3−δ + 0.5(δAR − δFR)O2 (2.15)
CH4 + 2O2 → CO2 + 2H2O (2.16)
2.4.2 Gas-solid reaction kinetics
Reaction kinetics of the solid oxygen carrier with the reducing gases and oxygen in
air depend on the particle size, temperature, composition and type of the oxygen
carrier, and gas composition. In general, the conversion of a single particle of a
given solid B involved in the following gas-solid reaction
A (g) + bB (s)→ cC (g) + dD (s), (2.17)





m0pB and mpB are the initial mass and the actual mass of the solid reactant B,
respectively. The reactivity data, as a function of time, are generally obtained in
TGA experiments from the solid mass variations during the reaction. Models for
the reaction rate, which can be presented by dXBdt , and for the solid conversion,
XB, could be derived. Regarding CLC, the most frequently used models can be
separated in mainly two categories: Shrinking Core Model (SCM) and Nucleation
and Nuclei Growth Model (NNGM). A brief review of the former is given here, for
which a detailed mathematical development can be found in chapter (5), whereas
the latter is not included in this manuscript. Its mathematical development and
applicability for CLC processes can be found in [10, 48, 47, 63].
In general, the overall process of any gas-solid reaction is believed to evolve following
several intermediate steps, which include:
1. External transfer of the gaseous reactants from the bulk of the gas phase to
the surface of the solid particle;
2. Intra-particle diﬀusion of the gaseous reactants through the pores (pore diﬀu-
sion) and/or along the internal surface (surface diﬀusion) of the solid product
formed during the reaction and the reacting solid particle;
3. Adsorption of the gaseous reactants on the reacting solid surface;
4. And chemical reaction between the gaseous species and the solid.
Of course, the gaseous species produced during the reaction leave the particle fol-
lowing a process of desorption and diﬀusion until the bulk of the gas phase. Based
on the above assumptions, the shrinking core models visualize the reaction as occur-
ring at a sharp interface between the reacted and the unreacted solids. During the
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reaction, the interface moves inward, leaving behind a solid product layer. Depend-
ing on the structural parameters of the particle, particularly the pore structure, the
shrinking core models can be considered in two ways. When the particle is non-
porous, the resistance to gas diﬀusion is very high and the product layer is formed
around an unreacted core inside the particle. In this case, the model is simply re-
ferred to as the SCM in the particle and the corresponding overall reaction process
is shown in ﬁg. (2.7a). When the porosity is high, the particle can be viewed as
being a random grouping of non-porous grains that react according to the shrink-
ing core model. In this case, the solid product is formed around an unreacted core
inside each grain and the solid conversion is uniform throughout the particle. The
model corresponds then to a Shrinking Core Model in the grains (SCMg) or usually
referred to as the Grain model. Fig. (2.7b) illustrates the schematic of the overall
reaction process described by this model.
(a) Shrinking Core Model in the particle (b) Grain model
Fig. 2.7: Schemes of the Shrinking Core Models.
2.4.2.1 Shrinking Core Model
If the reaction (2.17) is assumed ﬁrst order with respect to species A and if the
adsorption and the desorption phenomena can be neglected, then according to the







(Rc/Rp)2/km + (1−Rc/Rp)Rc/Dpl + 1/ks
. (2.19)
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In the above equations, Rp (in m) is the particle radius and ρ
′
pB
(in mol m−3) is the
particle molar density of the reactant solid B. km (in m s
−1) and Dpl (in m
2 s−1)
are the respective coeﬃcients of the external transfer and the eﬀective intra-particle
diﬀusion of the species A and CAg (in mol m
−3) is its concentration in the bulk
gas. ks (in m s
−1) is the surface kinetic constant of the chemical reaction. For
an isothermal reaction and a constant concentration CAg , the integral form of eq.






















This equation shows the contribution of the chemical reaction, the product layer














Comparison of experimental data with the SCM showed that the reduction is mostly
controlled by the chemical reaction, while the oxidation is in the intermediate regime
between the chemical reaction and the diﬀusion through the product layer [47, 52].
However, the model is found to be unsuitable for small-sized particles (< 100 µm)
or with a high porosity [10].
2.4.2.2 Grain model
The Grain model was developed in order to take into account the structural proper-
ties of the solid reactant and the solid product. A simpliﬁed mathematical develop-
ment of this model leads to write the characteristic times of the chemical reaction,
τch, and the diﬀusion in the product layer, τpl, as functions of the grain properties
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where rg and γB are the grain radius and porosity of the solid reactant B, respec-




This model was used to determine the kinetic parameters of the reduction and
the oxidation reactions for several oxygen carriers. For further details, the reader
is referred to references [5, 4, 7, 20, 26, 106]. However, in order to match the
experimental data about the solid conversion, this model is usually rearranged.
Indeed, in most experiments, a straight conversion vs. time curve is obtained at low
conversion values, which is attributed to a chemical reaction controlling process. At
high conversion values, a sharp decrease in the reaction rate is observed, suggesting
a change in the controlling mechanism from the chemical reaction to the diﬀusion
through the product layer around the grains. Therefore, the integral form of the
Grain model is usually given as:



















The characteristic times of the chemical reaction and the diﬀusion are determined
in TGA experiments, whereas that of the external mass transfer is often neglected,
due to the fact that such a mechanism could easily be eliminated through a suﬃcient
addition of gaseous reactants into the reactor. The most frequently used expressions


















where CAeq is the equilibrium concentration of the gaseous species A. It takes into
account the thermodynamic equilibrium that occurs in the oxygen carrier. In the
absence of this equilibrium, CAeq should be set to zero. n and n
′ are the reaction
orders of the chemical reaction and the diﬀusion of the species A, respectively.
Finally, kv (in m
3n mol−n s−1) and Dpl,v (in m
3n′ mol−n
′
s−1) are the apparent
(volumetric) coeﬃcients of the chemical reaction and the diﬀusion, respectively.


















In these equations, the activation energies Ech and Epl have units of kJ mol
−1. Rg
is the ideal gas constant and Tp the particle temperature.
In conclusion, the SCM applied in the particle is able to predict experimental data
for highly porous particles and the Grain model, more suitable than the SCM
for CLC modeling, often requires some adjustments, especially when the reaction
order is diﬀerent than unity and several competing mechanisms are involved in the
overall reaction process. Generalized forms of both the SCM and the Grain model
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have been reported in the literature to account for the particle and/or the grain
expansion. This fact is due to the diﬀerence between the molar volume of the
oxidized form and that of the reduced form of the oxygen carrier. This means that
during the reduction of the oxygen carrier particle, its porosity increases due to the
shrinkage of the volume inside the pores and, by contrast, during the oxidation, the
pore volume decreases. Finally, the integral form of a Grain model accounting for
all the resistances to the overall reaction process, should be written as:
t = τextf(XB) + τdifffp(XB) + τplfpl(XB) + τchfch(XB), (2.29)
where τext, τdiff , τpl and τch are the respective characteristic times of the external
mass transfer, the pore diﬀusion, the product layer diﬀusion and the chemical re-
action mechanisms. Expressions for the conversion functions f , fp, fpl and fch in
the case of a ﬁrst order reaction are summarized in table (2.8).






Particles with constant size, (Rp = RpB )
f(XB) = XB















Particles with constant size, (Rp = RpB )
fp(XB) = 1− 3(1−XB)
2/3 + 2(1−XB)













6bDplCAgGrain with constant size, (rg = rgB )
fpl = 1− 3(1−XB)
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3.1 Introduction to circulating fluidized beds
The ﬁrst use of Circulating Fluidized Beds (CFB) at the industrial scale was done
in the frame of Fluid Catalytic Cracking (FCC) which went on stream in 1942.
This means that insight has been gained about the CFB from the FCC. When a
gas is fed through a bed of particles, it exerts a drag force upon the particles which
results in a gas pressure-drop proﬁle across the bed. This proﬁle provides a ﬁrst
understanding of the CFB system operation. As it is shown in ﬁg. (3.1), for a ﬁxed
bed, the pressure-drop is approximately proportional to the gas velocity. As the gas
velocity increases, beyond the so-called minimum ﬂuidization velocity, an expansion
of the bed occurs. This results in a dynamic state referred to as ﬂuidization state
for which diﬀerent regimes can be observed depending on the gas velocity: bubbling
and slugging regimes at relatively low gas velocities, and turbulent regime at higher
gas velocities. At the ﬂuidization regime, the gas pressure-drop remains almost
constant with the increasing of the gas velocity. For higher gas velocities, the
particle terminal velocity will be exceeded and the particles will be carried out with
the ﬂuid stream. This corresponds to the so-called pneumatic conveying regime.
Therefore, a continuous process can be maintained by recirculating the particles to
the bottom of the bed. The pressure drop becomes then function of gas velocity
and solid recirculation rate.
Fig. 3.1: Gas pressure drop vs. gas velocity in ﬂuidized beds [86].
The behaviour of a ﬂuidized bed is intrinsically related to the characteristics of
the ﬂuidized particles. Diﬀerent types of particles behave in diﬀerent ways when
submitted to ﬂuidization. Therefore, the speciﬁc ﬂuidization properties of every
particle type needs to be empirically determined prior to selecting the bed mate-
rial for a ﬂuidized bed process. Geldart [41] proposed a classiﬁcation of powders
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regarding their relative density in the ﬂuidizing gas (ρp−ρg) and the mean particle
diameter (Sauter mean particle diameter, dp). Based on these parameters, particles
are classiﬁed into four groups, as depicted in ﬁg. (3.2).
Fig. 3.2: Geldart classiﬁcation of powders [41].
Particles of Geldart A group are deﬁned as aeratable particles. They have a small
particle diameter (< 130µm) and relatively low density (< 1400 kg/m3). Beds
of this group show a signiﬁcant expansion before starting to form bubbles and to
reach the so-called bubbling ﬂuidization regime. The particles do not promote
very large bubbles even for very large beds. Being easy to be aerated explains
their homogenous ﬂuidization in the vicinity of the minimum ﬂuidization velocity
[41, 99, 119].
Geldart B are called sand-like particles or bubbly particles. They have a diameter
ranging from 150 to 500µm and a density from 1400 to 4000 kg/m3 and they
deaerate quickly. Therefore, beds of this group show no homogenous ﬂuidization
and bubbles are formed at the onset of ﬂuidization, which implies a gas-solid contact
regime referred to as sand-like ﬂuidization regime. Bed expansion is small and
bubbles can be very large (of the order of meters in tall beds). Bubble sizes larger
than two-thirds the bed diameter can cause slugging, that is bubbles push upward
large quantities of solid at once. The slugging regime can cause serious problems
to the equipments and does not promote a homogenous bed [41, 99, 119].
Geldart C are cohesive particles and are the most diﬃcult to ﬂuidize. They have
very samll particle diameter (< 30µm). The interparticle attractive Van der Waals
forces are so large that they tend to prevent the ﬂuidization process. In small
diameter ﬂuidized beds, this kind of particles gives rise to channelling, thus altering
the ﬂuidization quality. However, ﬂuidization can generally be achieved by using
additional energy resources (e.g. mechanical stirrers, vibrators) or by adding larger
particles, such as those of the B group, to promote smoother ﬂuidization [41, 99,
119].
Geldart D are called spoutable particles. They are either very large or very dense.
As they are very diﬃcult to ﬂuidize, these particles are processed in spouting beds,
that is ﬂuidized beds in which the gas is fed only through a centrally-positioned
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hole at the bottom of the vessel. Fluidization of D-particles can be achieved by
very high gas ﬂow rates [41, 99, 119].
The scheme, represented in ﬁg. (3.3), summarizes the diﬀerent regimes of gas-solid
contact (ﬂuidization regimes) according to Geldart classiﬁcation and the ﬂuidization
velocity [90].
Fig. 3.3: Change in gas-solid contact regime by increasing gas velocity [90].
3.2 Unsteady three-dimensional modeling approaches
Fluidized beds involve complex physical mechanisms related to gas-solid hydro-
dynamics and, possibly, to heat and mass transfer phenomena and to chemical
reactions as well. Over the past decades, several models have been developed in
order to understand such mechanisms as best as possible and to accurately predict
the gas-solid ﬂow behaviour in ﬂuidized beds. An accurate prediction of such ﬂows
makes it possible to improve existing processes and to design more eﬃcient new
processes. Broadly speaking, models proposed in the literature can be divided in
two groups: macroscopic models (zero-dimensional or one-dimensional models) and
Computational Fluid Dynamic (CFD) models (unsteady three-dimensional mod-
els). The macroscopic models require several empirical correlations in order to
reproduce the correct gas-particle hydrodynamics. In this category, the bubble as-
semblage model, introduced by Kato and Wen [59], has been widely used for dense
ﬂuidized bed reactors. Such a model considers the dense bed as an assemblage of
an emulsion of particles (dense phase) and large voids (bubble phase) exchanging
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gas. The model consists then of a governing equation for each phase with a term
describing the mass exchange between the phases. Diﬀerent variants of this model,
as the one proposed by Kunii and Levenspiel [65], extended the formulation to the
splash region above the dense bed, accounting for the strong variations of the gas
ﬂow properties in the axial direction of the reactor. For fast ﬂuidized beds, the
gas-solid hydrodynamic is described based on the bubble assemblage model inside
the dense bed and a core-annulus ﬂow structure model in the splash region and the
upper part of the reactor [12]. Another model formulation combining the bubble
assemblage formalism and one-dimensional transport equations of the gas and the
particulate phases, has also been proposed to account for the upward and downward
gas ﬂows, as well as the wall-particle frictional eﬀects [14].
Three-dimensional numerical approaches models provide extensive information about
the entire ﬂuidized bed process accounting for diﬀerent geometries and operating
conditions, thus contributing to improve existing processes and to design and scale-
up from pilot to new production facility technologies. Fluidized beds exhibit an
unsteady and inhomogeneous behaviour which involves a wide range of charac-
teristic length and time scales. Inter-particle and gas-particle interactions at the
micro-scale (1 to 5dp) result in almost stable meso-scale structures, such as bubbles
(10 to 100dp), that aﬀect macro-scale gas-solid ﬂow behaviour. In addition, a wide
variation in the solid volume fraction is commonly encountered inside CFBs, such as
CLC systems, where the volume fraction spans from typical values of packed beds at
the bottom of the reactors to less than 5% in the riser (upper part of the air reactor).
This implies diﬀerent local behaviours which depend on the local inter-particle and
gas-particle interactions, and which may profoundly modify the hydrodynamic of
the ﬂuidized bed. For instance, an initial turbulent ﬂow may vanish if the particle
loading is high enough and an initial laminar ﬂow may develop a kind of pseudo-
turbulence due to the presence of agitated particles and their wakes. Fluctuations
of the gas-phase velocity play an important role in the transport of particles as
well as in the mixing of chemical reacting species and heat transfer, which are rel-
evant in CLC processes. Therefore, diﬀerent numerical approaches may be applied
to simulate the ﬂow behaviour at microscopic, mesoscopic and macroscopic scales
with the aim to elucidate the mechanisms underlying the origin and the evolution
of the heterogeneous gas-particle ﬂow pattern encountered in ﬂuidized beds. These
approaches are here brieﬂy presented.
3.2.1 Euler-Lagrange approaches
For very low solid volume fractions, techniques such as Lagrangian Particle Track-
ing (LPT), also called Discrete Particle Methods (DPM), may provide enough com-
plete description of the particle dynamic (position and velocity evolutions) using
the Newtonian equations. In this regime (mixtures at low solid volume fractions),
the particles interact mostly through binary collisions, that can be described us-
ing models from Molecular Dynamics, the so-called sphere models [24, 27, 112].
In the hard-sphere model, particles experience instantaneous collisions, which are
detected using an event-based algorithm [112]. As a reminder, compared to molec-
ular systems where energy is always conserved, granular systems are signiﬁcantly
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diﬀerent because of the dissipative particle interactions. Hence, energy has to be
continuously supplied to a granular system in order to keep the particles in motion.
In granular dynamic simulations, energy is supplied through gravity and the drag
force exerted on the particles by the gaseous phase. LPT requires then ﬂuid-particle
interaction closure laws (e.g. drag law). Since the ﬂuid turbulence is resolved on a
length scale larger than the particle size, the ﬂuid-particle interaction is accounted
for using interface coupling terms [21]. In more complex situations (relatively high
solid volume fractions or cohesive particles), particles tend to make enduring con-
tact. The particles are then considered as soft spheres that can overlap slightly
and exert both normal and tangential forces on each other [24]. This model, known
as the soft-sphere model, requires a contact force scheme in order to account for
the inter-particle collision dynamics. In contrast to the hard-sphere model, the
soft-sphere model is capable of dealing with multiple particle interactions. LPT
approaches allow for a suitable implementation of detailed models of chemical and
physical evolution of the individual particles, but their relatively high computa-
tional cost limits their range of application to gas-particle ﬂows with O(106) par-
ticles [93]. Therefore, they are generally used to develop accurate gas-particle ﬂow
models suitable for use in industrial applications.
To circumvent this limitation on the number of particles that can be simulated,
a statistical description of the dispersed phase is applied. Usually, a complete
characterization of all the multiparticle events requires to solve the multiparticle
density function equation (Liouville-like equation). Instead, one-Particle Density
Function (PDF), based on the reduction of Liouville-like equation, is solved [40, 110,
113]. This method, referred to as PDF approach, cannot describe the behaviour
(position, velocity and trajectory) of every individual particle but rather describes
the motion of an ensemble of particles, thus providing a mesoscopic insight of the
the particulate phase hydrodynamic. The Lagrangian approach consists then in
discretizing the PDF into a number of individually tracked stochastic particles,
also called parcels. Each parcel being tracked represents a large number of particles
having the same characteristics as the parcel [21]. In addition to the unclosed terms
encountered in the statistical description of single-phase turbulence, the statistical
description of gas-particle ﬂows results in interphase averaged-terms that have to
be modeled [110]. These terms reﬂect the average forces experienced by a stochastic
particle due to gas pressure and velocity ﬂuctuations (drag force). Based on the
stochastic equivalence principle1, the drag that a stochastic particle experiences is
often modeled as the average single-particle drag, thus taking into account the solid
volume fraction and neighbour particle eﬀects [110]. The interparticle collisions are
also treated in a statistical manner by replacing the actual particle-particle collisions
by a probability of collision, using stochastic-based algorithms. Direct Simulation
Monte Carlo (DSMC) technique is the one that is often used in stochastic lagrangian
approaches, for which a large number of stochastic particles is required in order to
control statistical errors [21].
In short, the Eulerian-Lagrangian approach requires closure relations to account for
1The principle of stochastic equivalence states that two systems can evolve such that the in-
dividual realizations in each system are radically different but the two may have identical mean
values.
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the interphase forces and the inter-particle collisions. The closure models can be
obtained from empirical relations or from more sophisticated simulations with ﬁne
resolution. In dense particle regimes, computational expenses make this approach
infeasible for ﬂuidized bed simulations at industrial scale and further limited to 2D
gas-particle ﬂows with a small number of particles if a chemistry model is added.
3.2.2 Euler-Euler approaches
In these approaches, both the gas and particulate phases are treated as fully inter-
penetrating continuum media. They are described by separate conservation equa-
tions for mass, momentum and energy with appropriate coupling terms between the
phases included as source terms in the conservation equations. The ﬂuid-particle
interaction is incorporated by drag force correlations. Also constitutive equations
have to be speciﬁed in order to account for the collisional behaviour of the partic-
ulate phase. Then, both phases are solved in a common Eulerian reference frame.
Historically, the Eulerian modeling of the dispersed phase in dilute two-phase ﬂows
were derived by analogy with classical ﬂuid turbulence models [23, 36]. Transfer
terms are then added in the equations to account for the ﬂuid-particle interactions
[105]. Derivation of basic ﬁeld equations have also been performed in the past using
ensemble averaging procedures and constitutive relations from continuum mechan-
ics for closure purposes [32]. This kind of modeling is now referred to as Two-Fluid
Modeling (TFM) and it is considered as a generalization of Navier-Stokes equations
for interacting continua2. As in the stochastic lagrangian approach, the informa-
tion regarding the positions and velocities of each particle is lost in the continuum
model. Instead, only the averaged variables (e.g. volume fraction, velocity...) of
each phase are known over regions larger than the particle size but smaller than the
characteristic size of the system. But unlike the lagrangian approaches, TFM allows
the use of relatively coarser grids so that the computational eﬀort is signiﬁcantly
reduced and hence larger scale simulations can be performed. However, the contin-
uum model suﬀers from some limitations in the modeling of the gas-particle ﬂows.
Indeed, the averaged momentum equation of the dispersed phase reveals two impor-
tant transport variables, the particle stress tensor and the granular pressure. These
variables are diﬃcult to express since they are related to the collisional behaviour
of the individual particles. To solve this problem, a Constant Viscosity Model
(CVM) has been proposed and applied in many of the early TFM simulations [37].
This model assumes a constant viscosity and a volume fraction dependent pressure
for the dispersed phase. These assumptions greatly simplify its implementation in
CFD codes but do not reproduce accurately the mechanism due to particle-particle
collisions.
A more sophisticated way, that brings more fundamental insight on the particle-
particle interactions, makes use of the Kinetic Theory of Granular Flow (KTGF)
and is based on the PDF formalism previously introduced. The KTGF provides the
closure laws for the physical properties of the dispersed phase, such as the granular
pressure and the dynamic and bulk viscosities. The PDF evolution equation is then
2In the literature, TFM is not restricted to gas-particle flow problems. Problems dealing with
gas-liquid flows, solid-liquid flows and flows of two immiscible liquids are also involved.
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integrated in order to obtain the macroscopic balance equations that govern the
particulate phase and in which each macroscopic transported variable represents
a velocity-moment of the PDF, the ﬁrst three velocity-moments being the number
density, the mean velocity and the particle kinetic stress tensor components. This
way of modeling is known as Eulerian-Eulerian approach.
In earlier studies, the KTGF has been applied to various gas-particle ﬂow problems
to which an additional transport equation called the pseudo-thermal energy balance
is added. This pseudo-thermal energy can be seen as the mesure of the random
motion of the particles, which is mainly due to particle-particle collisions. These
approaches neglect the inﬂuence of the gas phase turbulence and are only valid
for dense regimes, such as bubbling ﬂuidized beds [28, 71]. Further studies, based
on the PDF equations and using diﬀerent closure models, have been proposed to
account for the interaction with the ﬂuid turbulence and, eventually for the particle
collisions [95, 102]. In recent years, the KTGF is used by many research groups (such
as: Arastoopour’s group [17], Sundaresan’s group [13], Hjertager’s group [82] and
Simonin’s group [19, 42, 46]) with the aim to enhance the predictability of Eulerian-
Eulerian approaches in gas-particle ﬂows. In addition, a large number of transient
simulations and comparisons to experimental data have also been performed and, by
the improvement of computational resources, unsteady 3D simulations on reactive
ﬂuidized beds are also available. The major developments in Eulerian-Eulerian
modeling have been recently reviewed by van der Hoef et al. [115].
In conclusion, Eulerian-Eulerian approches are based on a continuum description
of both the gas and the particulate phase. The gas phase turbulence is generally
modeled following LES or RANS equations and the particulate phase conservation
equations are obtained from the PDF evolution equation, for which the closure is
achieved using the KTGF. Then, both the gas and the particulate phase are solved
on a common Eulerian grid, which is much larger than the particle size. Eulerian-
Eulerian approach requires a relatively low computation cost and thus can be used
to simulate large-scale circulating ﬂuidized beds. However, due to the limitation
of computational resources, the practical simulations have to be performed using
coarser grids. This can be problematic since small-scale structures, such as clus-
ters and streamers3 whose characteristic size is on the order of 10 to 100 particle
diameters [13], may not be captured by the simulations, thus leading to inaccurate
estimate of the gas-particle ﬂow behaviour. It would then be necessary to develop
subgrid models for coarse-grid simulations in order to account for the inﬂuence of
the unresolved structures (see, e.g., references [91, 92]).
3.3 Modeling reactive gas-particle flows
In this work, an Eulerian-Eulerian approach is used to predict the reactive gas-
particle ﬂows in ﬂuidized beds. The main goal is to provide a whole model able to
3Risers of CFB systems (Air reactors for CLC systems) are often operated at high gas flow
rates. This causes the flow to become unsteady with large particle concentration fluctuations.
Then, spontaneous densely packed particles, referred to as clusters, may form in the flow. Shearing
of the clusters gives rise to streamers that can be undulating or in the form of long and thin vertical
strands.
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reproduce the local and instantaneous behaviour of such complex ﬂows. This model
will be used to perform theoretical and numerical investigation of the 120kWth CLC
unit available at Vienna University of Technology. For validation purposes, this
approach is ﬁrst applied for simulating air-methane combustion in a dense ﬂuidized
bed reactor, for which experimental results are available from the literature. The
Eulerian-Eulerian modeling used for both the air-methane combustion in a dense
ﬂuidized bed and the CLC process is presented in this section. Additional modeling
required for each process are detailed later in the manuscript (chapters (4) and (5)).
As previously discussed, the Eulerian-Eulerian approach is based on the fundamen-
tal description of the gaseous and the dispersed phases as interpenetrating continua.
Both the phases can be found at the same time in the same computational volume,
according to their own volume fractions, αk. The conservation equations for the
gaseous phase are coupled with that of the dispersed phase through interphase
transfer terms. For each phase k, models have to be provided. A description of
such an approach is given in the following sections.
3.3.1 Gas phase modeling
The transport equations of the gas phase are derived from its local instantaneous
single-phase equations. The method consists in multiplying those equations by an
indicator function χg, which is equal to 1 when in presence of gas and 0 otherwise.
The resulting equations are then spatially averaged over a control volume, which
is much larger than the particle size but smaller than the smallest length scale of
the undisturbed ﬂow4. The macroscopic conservation equations are then obtained
using a density-weighted averaging [46]. Mean mass, momentum and enthalpy low







































+Πp→g + [Hσ −Hg]Γg, (3.3)
where the repeated cartesian subscript "j" implies summation. αg and ρg are the gas
volume fraction and density, respectively. Ug,j = 〈ug,j〉g is the j
th component of the
mean gas velocity; 〈ψg〉g is the density-weighted average of any variable ψg. Pg and
Hg are the mean pressure and speciﬁc enthalpy, respectively, and Kg is an eﬀective
thermal diﬀusivity derived using the Boussinesq eddy-viscosity assumption.
4An undistributed gas flow is the flow that would exist in the absence of particles. The single-
phase turbulence is then characterized by a range of length and time scales from the Kolmogorov
scale to the integral scale.
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The term on the right hand-side (r.h.s) of eq. (3.1) and the last terms in eq.
(3.2) and (3.3) account respectively for the changing of mean mass, momentum and
enthalpy due to mass transfers from the particulate phase "p" to the gaseous phase
"g", which arise from the gas-solid reactions. In such reactions, the gaseous species
cross the interface with the velocity Uσ,i and enthalpy Hσ and have a total mass
transfer rate Γg. In this study, mass transfers occur in the CLC process, in which
heterogeneous reactions take place between the oxygen carrier and the gases (air
and fuel). These terms will be developed and presented in chapter (5).
The fourth term (Ip→g,i) in eq. (3.2) and the second term (Πp→g) in eq. (3.3) ac-
count respectively for the interphase momentum and enthalpy exchanges between
the phases. These terms will be detailed with the particulate phase modeling (sec-
tion (3.3.2)).
The third term on the r.h.s of eq. (3.2) is the momentum transport due to the
velocity ﬂuctuations and viscous stresses. It is written in terms of the eﬀective
stress tensor, Σg,ij :




g,j〉g +Θg,ij , (3.4)
with u′′g,i = ug,i − Ug,i. The quantities Rg,ij and Θg,ij represent the turbulent-
















The turbulent-Reynolds stress tensor stems from the averaging procedure and needs
to be modeled or computed from additional transport equations in order to close
the momentum transport equation (3.2). In this work, the so-called k-ε eddy-
viscosity model is used and complemented by additional terms accounting for the
interactions with the dispersed phase [19, 42]. The turbulent-Reynolds stress tensor












































ε the characteristic timescale of the turbulence. αp and ρp are the
solid volume fraction and density, respectively. τ tgp and τ
F
gp are timescales related
to the interaction between the continuous and the dispersed phases and qgp is the
ﬂuid-particle velocity covariance. These quantities will be presented together with
the particulate phase modeling (section (3.3.2)).
In order to be closed, eqs. (3.6) and (3.7) require the solution of the following
transport equations for the gas turbulent kinetic energy, k, and the dissipation
rate, ε, as well:






























− αgρgε︸ ︷︷ ︸
Dissipation






































+ Πεp→g︸ ︷︷ ︸
Two-way coupling
The transport equations for k and ε make appear two speciﬁc terms accounting for










The mean velocities Vr,i and Vd,i will be deﬁned later in the manuscript (section
(3.3.2)). Constants required for the turbulence modeling are summarized in table
(3.1).
C12 Cµ σk σε Cε1 Cε2 Cε3
0.34 0.09 1 1.3 1.44 1.92 1.2
Tab. 3.1: Constants for the gas phase turbulence modeling
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Balance of gas mixture species
The gas is assumed to be a mixture of N gaseous species α of mass fraction Yα.


















− YαΓg +Ψα, (3.11)
and according to the conservation law:
N∑
α=1
Yα = 1. (3.12)
In eq. (3.11), Dg is the turbulent diﬀusion coeﬃcient of the species α. Under the















where Wα is the species molar mass, Pref is the reference pressure and Tg the mean
gas temperature. Ψα accounts for the change in species mass fractions due to both
gaseous (homogeneous) and gas-solid (heterogeneous) chemical reactions (Ψgα and






3.3.2 Dispersed phase modeling
Eulerian transport equations for the dispersed phase are obtained using the PDF
formalism. Particles are assumed identical, spherical and only binary collisions can
occur at one time instant. A brief description of such an approach is given here.
More details may be found in the work of Simonin [103].
The statistical description of the particulate phase is based on the PDF, fp, evolv-
ing in the phase-space deﬁned by the following independent variables: position x,
velocity cp, speciﬁc enthalpy hp, mass µp and time t. The quantity fpδcpδhˆpδµpδx
is then the probable number of particles, whose center of mass, xp, at time t is
located in the volume [x,x+ δx] with a translation velocity up in [cp, cp + δcp],
an enthalpy hp in
[
hˆp, hˆp + δhˆp
]
and a mass mp in [µp, µp + δµp].










µpψp(cp, hˆp, µp)fp(cp, hˆp, µp;x, t)dcpdhˆpdµp (3.16)
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where np is the mean number of particles per unit volume, which represents the
ﬁrst moment of the PDF:
np(x, t) =
∫
fp(cp, hˆp, µp;x, t)dcpdhˆpdµp. (3.17)















































The notation 〈G|cp, hˆp, µp〉 stands for the conditional expectation 〈G|up = cp, hp =
hˆp,mp = µp;xp = x〉 and d/dt represents the rate of change measured along the
particle paths of any particle property due to the exchange with the ﬂuid and to the
inﬂuence of external ﬁelds. In the frame of the moment method, eq. (3.18) is not
directly solved. Instead, the general evolution of any particle property ψp is pre-
dicted using its moment equation, which can be obtained by integrating the above
equation over the phase space. However, solution of the moment equation requires
closing all the r.h.s terms based on lagrangian modeling. A brief presentation of
this modeling is given below.
The lagrangian modeling of the particle motion accounts for the interaction with
the gas and the eﬀect of external forces, whereas that of the change in the particle
thermal energy is due to the interaction with the gas, to the chemical reactions
and to other external sources (e.g. thermal radiation). Therefore, the lagrangian




















In the momentum equation (3.19), the force due to gravity ﬁeld is accounted for in
the ﬁrst term on the r.h.s. The forces exerted on the particle by the surrounding
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ﬂuid are represented by the second term, a generalized Archimede’s force written
in terms of an undisturbed pressure gradient, and the third term, a drag force
representing the eﬀect of the perturbation induced by the particle presence. The
drag force is approximated by the following drag law, in which vr and CD are






In the energy equation (3.20), Sext is an external thermal energy source term and
Qr accounts for the heat exchanged with the surrounding ﬂuid and is function of
the local instantaneous relative temperature (θr = θp− θ˜g) and the Nusselt number
Nup:
Qr = −λgπdpNupθr. (3.22)
In both the equations, the last r.h.s terms account for the eﬀect of the mass ﬂux
crossing the gas-particle interface with the averaged velocity uσ and the speciﬁc
enthalpy hσ. The variable ψ˜g, used in this modeling, is the local undisturbed gas
ﬂow property at the position of the particle centre. λg and νg are the gas kinematic
viscosity and thermal conductivity, respectively.
As previously mentioned, the moment equation for the particle property ψp is de-































In the above equation, np{mp}p can be written as np{mp}p ≃ αpρp, where αp




for the particle mean number, mass, momentum and enthalpy are then derived by
substituting ψp by 1/mp, 1, up,i and hp, respectively, thus resulting in a following
set of Eulerian conservation equations for the dispersed phase:



































































In these equations, any variable ψp is composed of its mean 〈ψp〉p and ﬂuctuating
ψ′′p quantities: ψp = 〈ψp〉p + ψ
′′
p . We also set: 〈up,i〉p = Up,i and 〈hp〉p = Hp. In
addition to the above equations, it is also possible to derive a transport equation
for the mean number of particles per unit mass of the dispersed phase, Xd, deﬁned

















In each equation of the above system, the ﬁrst r.h.s term (C(mpψp)) is the mean
collisional rate of change of the transported particle property and represents the
integral of all possible collisions of the change in (mpψp). In eqs. (3.24), (3.25) and
(3.28), it is accounted for if the particles break up or coalesce during collisions. In
eq. (3.26), it is generally negligible in more dilute gas-particle ﬂows with respect
to the kinetic stress contribution (〈u′′p,iu
′′
p,j〉p), but should be taken into account in
dense gas-particle ﬂows as interparticle collisions become important. In eq. (3.27),
it accounts for the heat exchanged by contact during the interparticle collisions and
it is negligible, so C(mphp) ≃ 0.
The second term in eq. (3.24) represents the change in the particle number density
due to turbulent mixing of particles with diﬀerent diameter or density. In eqs.
(3.26) and (3.27), it respectively represents the momentum and enthalpy transports
by the velocity ﬂuctuations. These terms are either modeled using the Boussinesq
approximation or computed from an additional transport equations [103].
The last terms in eqs. (3.25-3.27) account for the inﬂuence of the interphase mass
transfer and are expressed as:







































In addition, the expression:
Γp + Γg = 0, (3.32)
can be used to close the containing mass transfer rate terms appearing in the gaseous
transport equations by modeling Γp, detailed in chapter (5). Modeling of the mean
interphase enthalpy Hσ can also be found in chapter (5), while the mean interphase
velocity Uσ has been neglected.
3.3.2.1 Closure laws
Modeling the collision terms:
The integral collision term C(mpψp) is decomposed into two contributions (Dahler
et Sather [25] and Jenkins and Richman [54]), with the ﬁrst being a collisional
source term (χp) and the second a collisional ﬂux term (Θp,j),




In the present work, the collisions are assumed to occur without breakage and
agglomeration. Thus, number and mass of the particles do not change during
collisions. So C(1) = 0 in eq. (3.24) and eq. (3.28) and C(mp) = 0 in eq. (3.25).
For the momentum transport equation, we use eq. (3.33) to model the collision
term C(mpup,i). As the collisional source term, χp(mpup,i), is null, then only the
collisional ﬂux term (collisional stress), Θp,j(mpup,i), has to be modeled. This term
is considered as a part of the eﬀective particle stress tensor, Σp,ij , for which the
modeling will be presented later (see page 46).
Modeling the mean interphase transfers:




〉p and satisﬁes Ig→p,i + Ip→g,i = 0. (3.34)
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where Vr,i is the mean relative velocity, written in terms of the separate mean phase
velocities, Ug,i and Up,i, and the ﬂuid-particle turbulence drift velocity, Vd,i, due to
the turbulent correlation between the instantaneous particle distribution and the
ﬂuid velocity ﬁeld:
Vr,i = (Up,i − Ug,i)− Vd,i. (3.36)
In the frame of the RANS approach, the drift velocity, Vd,i, accounts for the turbu-
lence transport of the dispersed phase by the ﬂuid turbulence and is modeled using
















The dispersion coeﬃcient, Dtgp, is proportional to the ﬂuid-particle velocity co-
variance, qgp and to an eddy-particle interaction time, τ
t
gp characterizing the ﬂuid
turbulence seen (viewed) by the particles. Its expression is given in table (3.2).
For an ensemble of particles as a dispersed phase interacting with the ﬂuid turbu-
lence, a mean particle dynamic relaxation time, τFgp, is deﬁned. The model retained
in this study uses two diﬀerent correlation laws depending on the value of αp: Wen













CD,WY if αg ≥ 0.7,









α−1.7g for 〈Re〉p < 1000
















〉p and satisﬁes Πg→p +Πp→g = 0. (3.42)





where Tr is the mean relative temperature, Tr ≃ Tp − Tg. The thermal relaxation
time, τTgp, is expressed as follows:









with the Nusselt number, 〈Nu〉p, given in terms of Re and Pr numbers, using the
following correlation by Sun et al. [111]:
〈Nu〉p =
(













Modeling the particle ﬂuctuating motion:
The eﬀective particle stress tensor, Σp,ij , is written as:




p,j〉p +Θp,ij . (3.46)
The kinetic part of the eﬀective particle stress tensor is found to be dominant in
dilute ﬂows, whereas the collisional part is dominant in dense ﬂows. The modeling of
those terms is derived in the frame of the KTGF [54], accounting for the eﬀect of the
interstitial ﬂuid [103]. So, both the kinetic and the collisional parts of the eﬀective
stress will be functions of the particle agitation and the ﬂuid-particle correlation.


























The particle kinetic viscosity, νkinp , accounts directly for the combined eﬀects of
diﬀerent mechanisms, such as, the transport of the particle momentum by the ﬂuid

















According to Böelle et al. [19], the collisional part of the eﬀective particle stress
tensor is not aﬀected by the interstitial ﬂuid and so the corresponding Boussinesq





























with the collisional viscosity,












The parameter ec is the restitution coeﬃcient and is deﬁned as the ratio of the rel-
ative velocities of a colliding pair of particles after and prior to impact. It accounts
for particle energy exchanges in partially elastic collisions. The function g0 is the
radial distribution function, and in the kinetic theory of gases, it takes into account
the increased probability of collisions for dense gases as compared to dilute gases,
for which the function g0 is equal to unity.





p,i〉p. It is obtained by summing the separate transport equations governing






















− αpρpεp +Πqp , (3.51)






































In eq. (3.51), the quantity εp is the particle kinetic energy dissipation rate due to












(2q2p − qgp). (3.55)
The diﬀerent parameters appearing in these equations are given in table (3.2), while
a summary of the diﬀerent timescales (including τ tgp and τ
c
p) encountered in the gas-
particle ﬂow modeling is given in table (3.3).
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Modeling the ﬂuid-particle velocity correlations:




p,i〉p, is derived from the sepa-






































where εgp is the ﬂuid-particle covariance dissipation rate due to viscous dissipation


















The ﬂuid-particle velocity correlation tensor 〈u′′g,iu
′′
p,j〉p is modeled using the Boussi-















































































Tab. 3.2: Closure parameters for q2p − qgp model
Stokes characteristic time:






Mean particle dynamic relaxation time:










It is related to τp through the Stokes’ number, St = τp/τ
t
g


















It corresponds to the mean collision time for mono-dispersed phase
-Assumption of uncorrelated collisions:















-Assumption of correlated collisions [104]
Takes into account correlation eﬀects between the ﬂuid turbulence and the particles









, 0 < ζ2gp < 1
Mean particle thermal relaxation time:








Tab. 3.3: Characteristic timescales in gas-particle ﬂows
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4.1 Introduction
The Eulerian-Eulerian approach developed in the previous chapter is applied for
the simulation of a ﬂuidized bed reactor in which methane is burned with air. Al-
though this process may be diﬀerent from that of the CLC, both in its principle
and objectives, its description relies on the same hydrodynamic and thermodynamic
fundamentals as the CLC process. Thus, taking advantage from its relative sim-
plicity, modeling and numerical simulation of a ﬂuidized bed reactor can be of great
help for validation of the modeling approach proposed to simulate the CLC process.
In this chapter, the theoretical models developed in the previous chapter are supple-
mented by an additional modeling required for the study of air-methane combustion
in a dense ﬂuidized bed reactor, for which experimental results are available by the
works of Dounit et al. [29, 30, 31]. In their experiments, the authors reported that
natural gas combustion in dense ﬂuidized beds containing inert particles almost
takes place above the bed surface for bed temperatures lower than 850 ◦C. In ad-
dition, the authors pointed out the essential role played by the particle projection
zone, above the bed surface, in the global thermal eﬃciency of the reactor operating
at relatively low temperatures (600 - 800 ◦C). In this context, numerical simula-
tions of natural gas combustion process in ﬂuidized beds can provide explanatory
access to the underlying physics taking place in the reactor, thus supplementing the
experimental results.
4.2 Brief description of the experimental campaign
A sketch of the experimental setup used is given in ﬁg. (4.1). It consists of a reactor
of 1400 mm height and 180 mm of inner diameter supplemented by a disengagement
section of 360 mm of diameter. In order to maintain a constant temperature in the
bed, cooling air is made to circulate in a double shell. The cooling air circuit has
a pneumatic valve regulated by a PID system supplied of a thermocouple which is
located in the bed. The experiments were conducted using chemically inert sand
particles for operation to ﬂuidized bed and natural gas with 97% of methane for
combustion. The reactor was equipped with a wind box, located between a pri-
mary and a secondary distributors, which ensures premixing of air with natural
gas at the reactor inlet. In addition, the reactor was axially ﬁtted with tempera-
ture sensors and gas-sampling water-cooled tubes at diﬀerent locations above the
primary distributor. The sampling tubes were connected to the cooling unit in or-
der to eliminate steam. The molar fractions of CH4, CO2 and CO were measured
by means of infrared-type analyzers while for O2 paramagnetic-type analyzers were
used. A detailed description of the experiments may be found in the aforementioned
publications.
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Fig. 4.1: Sketch of the experimental setup [30].
As summarized in table (4.1), experiments were performed for several operating
points deﬁned by varying some relevant parameters such as the solid mass, the
superﬁcial gas velocity, the mean particle diameter and the air factor; the latter
is deﬁned as the ratio between the volume of air supplied and that required for
stoichiometric combustion of methane. In addition, in the experiments, the C1
operating point was investigated over several bed temperatures ranging between
600 and 880 ◦C. Further experimental quantities of interest are reported in table
(4.2).
Test Solid Uf/Umf Air Particle Variable
mass (kg) at 20 ◦C factor Φ diameter (µm) parameter
C1 12 2 1.2 315 - 400 Reference test
C2 9 2 1.2 315 - 400
Solid mass
C3 15 2 1.2 315 - 400
C4 12 3 1.2 315 - 400
Gas velocity
C5 12 4 1.2 315 - 400
C6 12 2 1.0 315 - 400
Air factor
C7 12 2 1.5 315 - 400
C8 12 2 1.2 80 - 125
Particle diameter
C9 12 2 1.2 500 - 630
Tab. 4.1: Operating conditions of the air-natural gas combustion from experiments
[30]
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Solid particles Units
Particle density kg m−3 2650
Speciﬁc heat J kg K−1 1050
Thermal conductivity W kg K−1 1.75
Radiative emissivity - 0.60
Minimum ﬂuidization velocity m s−1
- for 80 to 125 µm-sized particles 0.015
- for 315 to 400 µm-sized particles 0.083
- for 500 to 630 µm-sized particles 0.260
Tab. 4.2: Properties of sand particles and their ﬂuidization
In section (4.4.3), results obtained from numerical simulations that have been run at
conditions corresponding to C1 will be presented. For this reason, only experimental
results related to such selected operating point will be reported in this work in order
to be used for comparison purposes.
4.3 Modeling approach
4.3.1 General presentation
Interactions between solid particles of the same diameter and a gas mixture com-
posed of N species are predicted in an Eulerian framework using the two-ﬂuid model
formalism. The two separate sets of equations (one for each phase) including mass,
momentum and enthalpy transport equations are already presented in chapter (3).
This part of work consists then to present the additional modeling used to perform
simulations of the dense ﬂuidized bed reactor. As mentioned in the previous sec-
tion (section 4.2), the solid particles do not participate in the reactions and this
means that any term related to gas-particle mass transfer is being set to zero in the
balance equations, starting with the mass transfer rate Γp (and Γg). The gas phase
is described by eqs. (3.1), (3.2) and (3.3) and the dispersed phase by eqs. (3.25),
(3.26) and (3.27). The balance equations for the dispersed phase are re-written in a
similar way as that of the gas phase. The particle number balance equations (3.24)
and (3.28) are not needed here since the particle size does not change during the
process. Finally, thermal radiation between the phases and towards the reactor wall
has been considered in the present work and it is included in the modeling through
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In the above equations, αk represents the volume fraction of the phase k (which
may be either the gas and in that case k = g, or the particulate phase in which
case k = p). ρk and Uk,j are the phase’s density and velocity respectively. Ik′→k,i
in eq. (4.2) accounts for the interfacial momentum transfer between the phases
and is closed using eqs. (3.35 - 3.38). The last term, accounting for the transport
due to velocity ﬂuctuations, is modeled according to eqs. (3.4 - 3.7) in the case of
the gas phase and according to eqs. (3.46 - 3.50) for the dispersed phase. In eq.
(4.3), Hk represents the k-phase enthalpy. Sradk represents the heat exchange due
to thermal radiation in the reactor. Its model is given in subsection (4.3.3). Πk′→k
is the convection/diﬀusion heat transfer term and is closed using eqs. (3.42 - 3.45).
The last term represents the enthalpy transport due to velocity ﬂuctuations. This
term is written in the frame of the gradient approximation with an eﬀective thermal
diﬀusivity, Kk [61, 62]. Such a thermal diﬀusivity is composed of two contributions:
for the gas phase they are the laminar and the turbulent thermal diﬀusivity coef-




g . For the dispersed phase, the two contributions are the
thermal diﬀusivity due to the particle agitation and that related to the heat transfer




p . The latter contribution is
neglected in the present work.
The set of N − 1 gaseous species equations (3.11) and the conservation law (3.12)
are used for predicting the gaseous species evolution. The gas density is computed


































Since the particles undergo no reaction with the gaseous species, the species mass
fraction source-term Ψα, given in eq. (3.14), is here equal to Ψ
g
α. This term has
to be speciﬁed for each species being transported. Such a work is developed in the
subsection below.
4.3.2 Methane-air mixture combustion modeling
In the present work, methane combustion is described by the following global two-
step mechanism:
CH4 + 3/2 O2 → CO+ 2H2O (4.7)
CO + 1/2 O2 → CO2 (4.8)
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The gaseous mixture is thus composed of N = 6 species which are methane, oxy-
gen, nitrogen, carbon dioxide, carbon monoxide and water vapor. Since the atomic
species are always conserved during any chemical process, it was decided to trans-
port the atomic mass fraction of C, H and N , in order to reduce as much as possible
the use of the source terms in the numerical solution. The atomic mass fractions
are related to the mass fractions of the species which compose the mixture by the
following relations:
YC = 12/16 YCH4 + 12/28 YCO + 12/44 YCO2
YH = 4/16 YCH4 + 2/18 YH2O
YN = YN2
(4.9)
Additional transport equations for CH4 and CO are then used. The carbon dioxide
and water vapor mass fractions (YCO2 and YH2O) are deduced from the transported
species, thanks to the system of equations (4.9) and the oxygen mass fraction is
eventually computed according to the conservation law
∑
k Yk = 1. The source
terms for the atomic species mass fractions are therefore set equal to zero (ΨC =
ΨH = ΨN = 0) whereas that of CH4 and CO are modeled from the selected kinetics
for the two-step mechanism (4.7) and (4.8). In this work, the following two-step




















0.25 × 10−4.5. (4.11)
R1 and R2 are the kinetic rates (in mol/m
3/s) and [–] the species molar concentra-
tions (mol/m3). The vanishing rate of methane (in kg/(m3s)) due to the reaction
(4.7), is modeled according to eq. (4.10) as
ΨCH4 = −αgWCH4R1, (4.12)
and the rate of change of carbon monoxide, which accounts for both appearance
and vanishing of such a species due to reactions (4.7) and (4.8), is modeled as
ΨCO = αgWCO(R1 −R2). (4.13)
For comparison purpose with experimental measurements, methane conversion is
deﬁned and computed as follows
χCH4 = 1−XCH4/(XCH4 +XCO2 +XCO), (4.14)
whereXα is the molar fraction of the species α, obtained according to the expression
Xα = YαWg/Wα. (4.15)
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4.3.3 Thermal radiation model
A simpliﬁed thermal radiation model was used in this study. Such a model as-
sumes that each radiating gas contained in a given cell volume has an unobstructed
isotropic view of the surrounding cold and the gas surrounding that cell does not










where σ is the Stefan-Boltzmann constant (5.669 × 10−8W m−2 K−4). Pα is the
partial pressure (in atmosphere units) and βα the Planck mean absorption coeﬃcient
of the species α. Tbulk and ǫbulk are the surrounding medium temperature and
emissivity, respectively. Tbulk is either the local mean particle temperature Tp or
the reactor wall temperature TW , according to a critical value of the solid volume
fraction. In this study, the following condition was imposed:
(Tbulk, ǫbulk) =

(TW , ǫW ) if αp ≤ 0.02,
(Tp, ǫp) otherwise,
(4.17)
where ǫp and ǫW are the particle and the wall emissivities, respectively. Four species
(n = 4 in eq. (4.16)) were retained in the calculation and they are water vapor,
carbon dioxide, carbon monoxide and methane. Their absorption coeﬃcients are
made varying as a function of the gas temperature according to curve ﬁts generated
for temperatures between 300K and 2500K [2, 16, 43]:




βCO = C0,CO + Tg (C1,CO + Tg (C2,CO + Tg (C3,CO + C4,COTg))) , (4.18)
βα = C0,α + C1,α(1000/Tg) + C2,α (1000/Tg)
2 + C3,α (1000/Tg)
3
+C4,α (1000/Tg)
4 + C5,α (1000/Tg)
5 ; α = {CO2,H2O}.
using the constant values as given in tables (4.3) and (4.4).
Concerning the solid phase, the heat exchange due to the particles’ radiation toward
(primarily) the reactor walls in dilute regions and toward (primarily) the gas in







p ) if αp ≤ 0.02,
−Srad,g otherwise,
(4.19)
with the particle absorption coeﬃcient given by
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Species CH4 CO2 H2O
Gas temperature range, Tg ∈ [300, 2500] in K
C0 +6.6334000 +18.7410 −0.23093







C5 (-) −5.81690 −1.86840× 10
−5
Tab. 4.3: Values of the constants used for CH4, CO2 and H2O radiation calculation
Species CO
















4.3.4 Local mean phase temperature determination
For a mixture composed ofN chemical species α, each associated to a mean enthalpy
Hα, the mean gas enthalpy Hg may be computed by the relationship with the gas





According to Shomate equations, the species enthalpies can be expressed as func-








in which tg = Tg/1000 and A to H are coeﬃcients for each species available from
the literature [3]. A comparison between the mean enthalpy as obtained from
the solution of eq. (4.3) for the gas phase and the mean enthalpy as obtained
from eqs. (4.21) and (4.22), makes it possible to obtain the corresponding gas
temperature, Tg, using an iterative numerical method. Once the temperature is ob-
tained, the speciﬁc heat, Cpα , of each species is updated thanks to the corresponding
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For the particulate phase, it was assumed that its speciﬁc heat Cpp does not depend
on the particulate temperature Tp and it is taken from table (4.2). Therefore, the
particulate phase temperature is simply obtained by the relation
Tp = Tref +Hp/Cpp . (4.23)
4.4 Numerical simulation
Unsteady three dimensional numerical simulations of the ﬂuidized-bed reactor are
performed using the Eulerian N-ﬂuid modeling approach for ﬂuid-particle turbulent
polydispersed reactive ﬂows implemented in NEPTUNE_CFD V1.08@Tlse version
by IMFT (Institut de Mécanique des Fluides de Toulouse). NEPTUNE_CFD is a
computational multiphase ﬂow software developed in the framework of the NEP-
TUNE project, ﬁnancially supported by CEA (Commissariat à l’Énergie Atomique),
EDF (Electricité de France), IRSN (Institut de Radioprotection et de Sûreté Nu-
cléaire) and AREVA-NP. The performances of NEPTUNE_CFD for high parallel
computing are highlighted in ref. [89].
4.4.1 Configuration and mesh
A sketch of the retained numerical conﬁguration is shown in ﬁg (4.2). It consists
of a cylindrical reactor of diameter 180 mm and height 1400 mm completed with
an above disengaging section of diameter 360 mm and height 520 mm. Concerning
the reactor mesh, four grid reﬁnements were tested. They are referred to as Mesh
A, Mesh B, Mesh C and Mesh D and their characteristics are summarized in table
(4.5). For all the meshes, ∆z is set to the value indicated in table (4.5) for a
coordinate z ≤ 80 cm while it is chosen as 2.5 cm for z ≥ 140 cm and a gradual
connection inside the range 80 < z < 140 cm is realized. As an example, Mesh C is
depicted in ﬁg. (4.2).
Units in cm
∆x ∆y ∆z Number of cells
Mesh A 1.4 1.4 1.4 24224
Mesh B 0.9 0.9 0.9 65904
Mesh C 0.6 0.6 0.6 227016
Mesh D 0.3 0.3 0.3 1536096
Tab. 4.5: Mesh characteristics




Fig. 4.2: Sketch and mesh of the ﬂuidized bed reactor. (a) Reactor geometry, (b)
full reactor mesh, (c) bottom inlet and (d) top of the reactor showing the smokestack
for exhaust gas.
4.4.2 Simulation cases
Several conﬁgurations, based on diﬀerent grid reﬁnements combined with diﬀerent
parameters, have been investigated by the numerical simulation. Their description,
motivation and main goals are here brieﬂy explained:
1. all the simulations have been run at the operating condition corresponding
to C1 in the experiments, as indicated in table (4.1). For the ﬁnest grid, two
diﬀerent bed temperatures, T = 700 ◦C and T = 800 ◦C, were selected and
simulated in order to check the ability of the model to predict the combustion
at the freeboard and inside the bed as well;
2. for all the simulations, heat exchanges with the reactor wall, when accounted
for, have been considered up to z = 0.8m, under the assumption of inﬁnite
gas-to-wall and particle-to-wall heat exchange coeﬃcients and a constant tem-
perature at the wall. However, two simulations have been performed without
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conductive heat exchanges at the wall over two diﬀerent grids in order to com-
pute a total enthalpy budget analysis, taking advantage from the simpliﬁed
assumptions, with the goal to assess the weight of the diﬀerent source terms
in the enthalpy equation as a function of the mesh reﬁnement;
3. following the results obtained from the total enthalpy budget analysis which
conclusions were that a reﬁned mesh is needed in order to accurately pre-
dict the gas-particle heat transfer at the freeboard, a mesh analysis has been
performed over several grids;
4. ﬁnally, a simulation using a ﬁnite rate chemistry/eddy dissipation approach
[118] has been performed, with the goal to assess a modeling for combustion
when coarse grids are retained.
The simulation test cases have been reported in table (4.6) and the common quan-
tities for all the simulations are summarized in table (4.7).
Case Initial Heat exchange TW Combustion
designation Mesh Tbed (
◦C) at wall (◦C) model
MESHA0 Mesh A
700 ϕk→w = 0 (-) DGMESHB0 Mesh B
MESHA1 Mesh A




MESHA2 Mesh A 700 ϕk→w 6= 0 707 min(DG,ED)
MESHD2 Mesh D 800 ϕk→w 6= 0 800 DG
• ϕk→w is the heat exchange rate between the phase k and the reactor wall;
• In all the simulations, ϕk→w = 0 for z > 0.8m;
• DG refers to Dryer and Glassman mechanism;
• ED refers to eddy dissipation approach;
• min(DG,ED) is the minimum between DG kinetic rate and that of the ED approach.
Tab. 4.6: Simulation test cases
Only one class of sand particles are retained, with a diameter corresponding to
the mean diameter of the sample used in the C1 experimental operating point (see
table (4.1)). In the experiments, a distributor composed of a perforated plate of
0.4% porosity is used. Its eﬀect in the numerical simulations is reproduced by
assuming a perfect air-methane mixing at the reactor inlet. Such an assumption is
justiﬁed by the fact that the pressure drop induced by the distributor is comparable
to that induced by the particle bed (which suggests a uniform gas distribution at
the reactor inlet). No-slip condition for the mean particle velocity combined with
zero-ﬂux condition for the particle kinetic energy were selected in the numerical
simulations. These boundary conditions were found to be very eﬀective in dense
ﬂuidized beds reproducing the eﬀects of spherical particles bouncing on a very rough
wall [38]. The ﬂuidizing gas is a mixture composed of methane and air injected at
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the following operating conditions: pressure = 1 atm, temperature = 298 K, total
ﬂow rate = 14.6 Nm3/h, air factor = 1.2 and ﬂuidizing velocity = 2Umf at 298 K.
Gas properties
Mixture composition Air and methane
Total ﬂow rate 14.6 Nm3 h−1
Air factor, Φ 1.2
Fluidizing velocity, Uf 2Umf at 298 K
Min. ﬂuid. vel., Umf 0.08 m s
−1 at 298K
Particle properties
Density, ρp 2650 kg m
−3
Mean diameter, dp 350 µm
Restitution coeﬃcient, ec 0.9
Radiative emissivity, ǫp 0.6
Tab. 4.7: Gas and particle properties
Boundary conditions for the species mass fractions at the reactor inlet are summa-
rized in table (4.8). They are obtained from the inlet conditions of the air-methane
mixture (a total ﬂow rate of 14.6 Nm3h−1 and an excess air factor of 1.2), with the
assumption that air is composed of 23.2wt% of oxygen and 76.8wt% of nitrogen.
This table also includes the atomic mass fractions computed using eq. (4.9).
Molecular Atomic
species mass fractions species mass fractions
CH4 0.0461 C 0.034575
O2 0.2220 H 0.011525
N2 0.7319 N 0.731900
H2O, CO2 and CO 0 O 0.222000
Tab. 4.8: Fractions of the molecular and the atomic species at the reactor inlet
Initially, both the gas and the particulate phases are at the same temperature (T =
700 ◦C for simulations MESHA0, MESHB0, MESHA1 to MESHD1 and MESHA2,
and T = 800 ◦C for simulation MESHD2). The reactor is ﬁlled with nitrogen and
loaded with 12 kg of solid, corresponding to an initial particle volume fraction of
0.55.
4.4.3 Results and discussions
All simulations have been made run for 80 seconds in order to ensure to reach a
permanent regime. In such a regime, particles and the ﬂuid properties are supposed
to be statistically stationary and the mean (time-averaged) quantity of any variable





with T = 40 sec.
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4.4.3.1 Preliminary results
The results obtained for simulations MESHA0 and MESHB0 are ﬁrst analyzed.
Figure (4.3) shows the mean pressure drop along the reactor height (at the wall,
for x = 0.09m) as predicted from the numerical simulations, compared with the
experimental data. Globally, the pressure-drop slop is very well reproduced. Some
diﬀerences in value are instead observed (and estimated to be around 5%) at the
bottom of the bed. These diﬀerences may be attributed to the elutriation phe-
nomenon and to the uncertainty in experimental measurements.




















Fig. 4.3: MESHA0 and MESHB0: Numerical against experimental mean pressure
drop.
Numerical against experimental results about the mean gas temperature in the
reactor are shown in ﬁg. (4.4a) for MESHA0 and in ﬁg. (4.4b) for MESHB0. The
axial proﬁles are plotted at diﬀerent x coordinates, from the center to the wall, and
y = 0. In the experiments, the temperature is measured by means of temperature
sensors located at several reactor heights, at the center of the reactor (x = 0, y = 0
in the numerical simulation).
The gas temperature represents one of the most relevant parameters in the ﬂuidized
bed combustor and needs to be carefully investigated. In their studies, Pre et al.
[94] and Dounit et al. [29, 30, 31] showed that the combustion zone, characterized
by a peak of the mean gas temperature, moves in the reactor depending on the tem-
perature of the dense bed. In particular, they showed that for temperatures higher
than 800 ◦C, the combustion mainly takes place into the bed, while for tempera-
ture lower than 800 ◦C, the combustion zone moves towards the freeboard region
(above the bed surface) and over. At the operating point of 700 ◦C, most of the
combustion is expected to take place in the freeboard region. This is indeed what is
observed when looking at the results illustrated by both ﬁgures (4.4a) and (4.4b).
However, it is worth of note that the numerical simulations overestimate the gas
temperature in the freeboard region while their predictions are quite accurate into
the bed. Further, in both the simulations, the gas temperature is not radially homo-
geneous. From the center to the wall, gradually stronger radial inhomogeneities are
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Fig. 4.4: Numerical against experimental mean gas temperature.
Results for simulations (a) MESHA0 and (b) MESHB0.
observed above the bed surface. Moreover, comparison between numerical results
(ﬁg. (4.4a) vs. ﬁg. (4.4b)) shows that the highest deviations from the experiments
are obtained for the coarsest grid (Mesh A). Such a poor resolution has in fact an
important eﬀect on the modeling of the particulate phase. The correct prediction
of the local solid amount is in fact crucial in order to accurately reproduce the com-
bustion process. Using a more reﬁned grid (Mesh B) makes it possible to improve
the results. A diﬀerence of about 60 ◦C at the center and 130 ◦C near the wall is
found when comparing Mesh B with Mesh A. Despite the ability of both the meshes
to reproduce the good bed expansion for this class of particles, heat transfers are
not accurately reproduced. Another diﬀerence between the numerical simulations
and the experimental measurements concerns the location of the combustion zone.
Indeed, in the numerical simulations, the combustion zone is slightly shifted towards
the bed surface compared to the experimental measurements. This point will be
further discussed in section (4.4.3.2).
For both the simulations, comparisons between numerical results and experimental
measurements about the species molar fractions are given in ﬁg. (4.5a). In the
experiments, gas samples are taken at the center of the reactor, therefore the molar
fraction proﬁles are extracted at the center as well. One can observe that oxygen
and carbon dioxide, as predicted by the numerical simulations, do not match the ex-
perimental values at the top of the reactor. This is due to the fact that in numerical
simulations pure methane was taken into account while, in the experiments, natural
gas with 97wt.% methane content was used. The presence of small quantities of
heavy hydrocarbons such as ethane, propane and butane, explains such a diﬀerence
observed in molar fractions for the reaction products. Further, results show that
the methane molar fraction is quite well reproduced into the bed while it is underes-
timated in the freeboard region. These results are consistent with the observations
about the gas temperature overestimate at the freeboard. In this region, both the
simulations predict faster fuel conversion compared to the experiments, as shown in
ﬁg. (4.5b). Steeper curves of the conversion are obtained by the simulations with
respect to the experiments. However, the slop is slightly reduced when Mesh B is
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used.














































Fig. 4.5: Numerical against experimental results. MESHA0: ,
MESHB0:
At this point, it is believed that reproducing the local particulate behaviour as bet-
ter as possible would lead to accurate local heat exchange predictions and, therefore,
to a correct combustion ignition. In order to quantify the eﬀect of the bed hydro-
dynamics (i.e., the local particle volume fraction resolution) on the temperature
predictions, a total enthalpy budget analysis of the gas-solid mixture is carried out
in the region including the freeboard (spanning from 30 cm to 60 cm). For both
the gas and the particulate phases, eq. (4.3) is written in a conservative form and
the total enthalpy equation (particles+gas) is computed and integrated over such a
region when the permanent regime is reached. After simpliﬁcations, a ﬁnal equation
using mean quantities is written as follows:













where T g and T p are mean (spatial and temporal averaged) gas and particle tem-
peratures, Cpg is the mean gas speciﬁc heat capacity, V and A are the volume of
the selected region and the normal to axial direction area, and Sradp and Sradg the
mean amount of all the radiative terms. Mathematical development and assump-
tions used to obtain such an equation are given in the appendix.
Equation (4.24) shows that the mean gas temperature increment is mainly due to
three contributions which are i) a heat release from combustion, ii) a contribution
due to the bed hydrodynamics and iii) a radiative source term. This equation may
be written in the synthetic form as follows:
∆T g = ∆T g,COMB −∆T g,HY DR −∆T g,RAD. (4.25)
These contributions were estimated in the present study over two diﬀerent grids.
The analysis gave the following results:
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• MESHA0: ∆T g,COMB ≃ 1600K, ∆T g,HY DR ≃ 455K, ∆T g,RAD ≃ 195K;
• MESHB0: ∆T g,COMB ≃ 1475K, ∆T g,HY DR ≃ 625K, ∆T g,RAD ≃ 145K.
As expected, the combustion contribution from MESHA0 is larger than that ob-
tained from MESHB0. This is consistent with the observations about the gas tem-
perature overestimate at the freeboard, which was found to be higher for MESHA0
compared to MESHB0. But most important, results show that the hydrodynamic
contribution plays an important role on the gas temperature predictions, more than
the radiative contribution, and that its amount is very sensitive to the mesh reﬁne-
ment. An accurate prediction of the bed hydrodynamic is therefore crucial in order
to accurately predict the heat exchanges in the reactive ﬂuidized bed.
4.4.3.2 Mesh sensitivity analysis
Preliminary results gave the evidence that a better resolution of the bed hydrody-
namics may produce a substantial eﬀect on the predictions of the gas temperature
and, by consequence, on the molar fractions as well. In this section, a mesh sensi-
tivity analysis is carried out using Mesh A, Mesh B and two more reﬁned meshes,
referred to as Mesh C and Mesh D (see table (4.5)). In the simulations, heat ex-
changed in the near-wall computing cell within the thermal boundary layer was
taken into account for both the gas and the particulate phases. To do so, inﬁnite
gas-wall and particle-wall heat exchange coeﬃcients were assumed and the following
thermal boundary conditions were imposed:








The subscript X refers to the ﬁrst grid point from the wall and TW is the wall
temperature, here imposed as TW = 707
◦C. The simulations are then performed
according to the conditions reported in table (4.6).
The results about the mean pressure drop predictions for the four simulations, ME-
SHA1, MESHB1, MESHC1 and MESHD1, are depicted in ﬁg. (4.6). Experimental
results are globally well reproduced by all the simulations and small diﬀerences are
found comparing the various grids at the top of the dense bed.
The eﬀect of the heat exchanges at the reactor wall can be analyzed by compar-
ing the results obtained by MESHA1 and MESHB1 with that from MESHA0 and
MESHB0, previously presented. The analysis of MESHA0 vs. MESHA1 and that
of MESHB0 vs. MESHB1 lead to similar conclusions, thus only the ﬁrst one is here
reported. Proﬁles of mean gas temperature and mean conversion along the reactor
height, at diﬀerent x coordinates, are shown in ﬁg. (4.7). Globally, results show
that taking into account the heat exchange at the wall only had a weak eﬀect on the
numerical predictions. However, heat exchanges at the wall had to be accounted for
in order to avoid a progressive increase of the gas and the particulate phase tem-
peratures inside the bed, thus ensuring a thermodynamic statistically stationary
regime for longer time simulations.
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Fig. 4.7: Numerical gas temperature and fuel conversion proﬁles.
MESHA0: , MESHA1:
Mean gas temperature at the reactor center as predicted by the four simulations,
MESHA1, MESHB1, MESHC1 and MESHD1 are presented, against the experi-
mental measurements, in ﬁg. (4.8). Improved results are obtained when ﬁner grids
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are used. Results show that for the ﬁnest grid (Mesh D), the maximum of the gas
temperature is drastically reduced reaching a value very close to that obtained in
the experiments.























Fig. 4.8: MESHA1-D1: Numerical against experimental mean gas temperature.
Results also show that the location of the combustion zone is nearly the same
for all the numerical simulations and, as previously mentioned, is slightly shifted
towards the bed surface with respect to the experiments. Such a diﬀerence with the
experimental measurements could be due to the kinetics retained in the numerical
simulations, which is based on a simpliﬁed two-steps reaction mechanism instead
of a complete reaction scheme. The two-steps mechanism was found very eﬀective
for lean mixtures in one-phase ﬂows within a range of temperatures close to those
of the present study. However, its adequacy in dense ﬂuidized beds should be
further investigated. A parametric study on a one-dimensional static bed reactor,
performed by Dufresne et al. [35], shows that, for bed temperatures lower than a
critical value of about 800 ◦C, the Dryer and Glassman [33] mechanism leads to
combustion zones slightly closer to the bed surface than that obtained with the
detailed GRI (Gas Research Institute) mechanism for methane combustion (GRI-
MECH 3.0 [1]). On the other hand, previous studies ([107] and references therein)
have shown that the presence of inert solid particles may induce an increase of the
homogeneous combustion ignition temperature. This eﬀect may originate from free
radicals’ termination by the particle surfaces and makes the combustion zone to
move far from the bed surface. It may therefore become necessary to model the
contribution of heterogeneous processes in the combustion inhibition.
Otherwise, numerical simulations show that ﬁner meshes make it possible to better
predict the hydrodynamics of the bed therefore improving thermodynamic predic-
tions as well. As an example, central proﬁles of the mean particle volume fraction
variance (α′2p ) are depicted in ﬁg. (4.9) for diﬀerent mesh reﬁnements.
Results show that for ﬁnest grid, the mean particle volume fraction variance is higher
into the bed and at the freeboard, indicating that particle spatial inhomogeneities
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Fig. 4.9: MESHA1-D1: Mean solid volume fraction variance, α′2p , at the reactor
center.
Fig. 4.10: Snapshots of the instantaneous gas temperature (◦C) and the instanta-
neous particle volume fraction, at time = 60 s.
70 Chapter 4. Simulation of dense fluidized bed reactors
are better reproduced when a ﬁner mesh is used. Such inhomogeneities are the
manifestation of a higher ﬁdelity prediction of the bubbling zones into the bed and
bubble eruption at the freeboard. A ﬁner mesh leads to better reproduce the gas
pockets in the bed and their explosion at the bed surface. It is well known that in the
gas pockets the combustion process is enhanced and that the solid acts instead like
a quenching for the combustion. As an evidence of such a mechanism, snapshots
of the instantaneous gas temperature and solid volume fraction are depicted in
ﬁg. (4.10). In the ﬁgure, inverted transfer functions are used for the color map,
thus light zones correspond to high gas temperature (on the left) and low solid
volume fraction (on the right). Instantaneous ﬁelds show that, into the bed, the
temperature is higher in the gas pockets meaning that combustion is favoured in
such zones.
For the same instant (t = 60 sec), a scatter plot of the instantaneous gas tempera-
ture vs. the solid volume fraction is computed into the bed (z ≤ 40 cm) and results
depicted in ﬁg. (4.11). Results show that the lower is the particle volume fraction
(corresponding to the bubble zones), the higher is the temperature into the bed.
The opposite eﬀect is of particular interest for the analysis of the gas temperature
behaviour in the freeboard region. At the bed surface, the bubble eruption and the
particle projection mechanisms take place simultaneously. As previously mentioned
and conﬁrmed through the enthalpy budget analysis, the particles play a quenching
role for the combustion, thus avoiding a drastic increase of the gas temperature at
the freeboard. Temporal and spatial average of the upward-moving stream of solid is
computed at diﬀerent cross-sectional areas and results for diﬀerent grid reﬁnements
depicted in ﬁg. (4.12). Focusing on the particle projection zone (0.4m< z < 0.5m),
results show that for ﬁner grids, and hence for better hydrodynamic predictions, the
particle ﬂux captured by the simulations is higher than for coarsened grids, which
is consistent with the observations of a gas temperature decrease in the freeboard
region when reﬁned meshes are used.
Fig. 4.11: Scatter plot of the instan-
taneous gas temperature as a function
of the particle volume fraction into
the bed (z ≤ 40 cm).

























Fig. 4.12: Upward mass ﬂow (spa-
tially and temporally averaged) of
solid as computed by simulations
MESHA1-D1.
The eﬀect of the mesh size on the molar fraction and on the methane conversion is
assessed by computing mean quantities at the reactor center, as in the experiments.
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Results, depicted in ﬁgures (4.13a) and (4.13b) respectively, show that a reﬁned
grid improves the species predictions as well.
























(a) Methane molar fraction


























Fig. 4.13: MESHA1-D1: Numerical against experimental results.
4.4.3.3 Effect of turbulent mixing on the combustion process
The analyses presented in the previous sections have shown that a good resolution of
the gas-solid mixture hydrodynamic in and above the bed leads to improve thermo-
dynamic (temperature) and chemistry (molar fraction) predictions for the gaseous
mixture. This resolution depends on the mesh reﬁnement. Such a reﬁnement not
only has an impact on the thermodynamics through indirectly the hydrodynamic
resolution but also through directly the local mixing predictions. With the aim to
model the eﬀect of the turbulence mixing on the combustion, a ﬁnite rate chem-
istry/eddy dissipation approach was used.
In most cases, gas-phase chemical reactions are very fast and the rate of combustion
is more inﬂuenced by the turbulent mixing than by chemical-kinetic features. In
those cases, the combustion rate can be determined by the mixing rate between the
reactant and the product species, transported by the turbulent eddies. Based on
such an idea, Spalding [108, 109] proposed, for a premixed combustion, to express
the averaged reaction rate as a function of a turbulent mixing time, modeled as
the ratio between the ﬂuid turbulent kinetic energy and its dissipation rate, and
the variance of the fuel mass fraction. This model, known as the Eddy Break Up
(EBU) model, can not make any diﬀerence between rich and lean mixtures. A
model, known as the Eddy Dissipation Model (EDM), was proposed by Magnussen
and Hjertager [80], who replaced the variance of the fuel mass fraction by the mean
mass fraction of the deﬁcient species (fuel for lean or oxygen for rich mixtures).
Further, Magnussen [78, 79] extended this model and proposed the Eddy Dissipation
Concept (EDC). The author argued that the reaction space is provided by the so-
called ﬁne structures, where the energy dissipation and the molecular mixing occur.
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In the present work, an eddy dissipation approach, based on the mean rate of
strain (Sij), as proposed in Ref. [118] for chemical engineering applications, is
retained. According to Ref. [118], the gas reaction rate is modeled as the mini-
mum of the chemical kinetic rate Rch and the turbulent mixing rate Rmix, namely
Rmin = min(Rch, Rmix). The chemical kinetic rate, Rch, is deﬁned using the ﬁnite
rate chemistry model proposed by Dryer and Glassman [33], given in section (4.3.2).
A summary of the quantities involved in the modeling is given in table (4.9).
Dryer and Glassman mechanism Eddy Dissipation approach
(DG) (ED)












with A = 1
Chemical reaction rate Turbulence mixing rate





τmixEq. (4.10) Eq. (4.11)
Resulting DG/ED model
Combustion process
(R1) CH4 + 3/2 O2 → CO+ 2H2O
(R2) CO + 1/2 O2 → CO2
Resulting reaction times Resulting reaction rates
τ1 = max(τch,1; τmix) R1 = min(Rch,1;Rmix,1)
τ2 = max(τch,2; τmix) R2 = min(Rch,2;Rmix,2)
Tab. 4.9: Combustion modeling used in the numerical simulation MESHA2
In order to assess the eﬀects of the sub-grid mixing on the combustion predictions,
the model was used in conjunction with the coarsest grid (Mesh A) and the nu-
merical simulation referred to as MESHA2 (see table (4.6)). The latter is then
compared with MESHA1 based on the Dryer and Glassman [33] kinetics (DG). For
both the simulations MESHA1 and MESHA2, axial proﬁles of the mean gas tem-
perature and mean molar fractions at the reactor center are shown by ﬁgures (4.14)
and (4.15), respectively. Results show that inside the bed MESHA2, which uses
the DG/ED model for the combustion, predicts very similar quantities compared
with simulation MESHA1 while in the freeboard region and above results are sub-
stantially diﬀerent. In particular, it appears that MESHA2 overestimate the gas
temperature even more that MESHA1. In fact, the predictions are not improved
by the DG/ED model as instead expected. Such results make suppose that, inside
the bed, the overall combustion process is controlled by the chemical reaction while
in the freeboard region chemical reaction and turbulence mixing are competitive
mechanisms.
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Fig. 4.14: Mean gas temperature proﬁles. MESHA1 and MESHA2 vs. Experi-
ments.




































Fig. 4.15: Mean molar fraction proﬁles. MESHA1 ( ) and MESHA2 ( ) vs.
Experiments ().
In order to investigate this point, the probability to ﬁnd the chemical reaction (Pch)
or the turbulent mixing (Pmix) as limiting mechanism for each reaction step (R1)
and (R2) is computed as follows:
Pch = P (Rch ≤ Rmix) and Pmix = P (Rch > Rmix) with Pch + Pmix = 1.
A unity value of Pch means that the overall process is dominated by the chemical
reaction, whereas if Pmix = 1, the overall process is then dominated by the turbu-
lence mixing. Results as obtained from simulation MESHA2 are depicted in ﬁgures
(4.16a) and (4.16b) for the reaction R1 (CH4 → CO) and the reaction R2 (CO →
CO2), respectively.
As expected, inside the bed, the turbulent mixing does not aﬀect the combustion
process. Therefore, in this region, results about the gas temperature and the species
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Fig. 4.16: MESHA2: Chemical reaction versus turbulence mixing on the overall
combustion process : (a) reaction R1 (CH4 → CO) and (b) reaction R2 (CO →
CO2).
molar fractions as obtained by simulation MESHA2 are the same as that obtained
by simulation MESHA1. In the freeboard region, the probabilities Pch and Pmix
become comparable, conﬁrming that chemical reaction and turbulence mixing are
competitive mechanisms. Figures (4.16a) and (4.16b) show that, as soon as the
contribution of the turbulence mixing appears (which occurs at the vicinity of the
bed surface, z ≃ 0.4m from which Pmix 6= 0), results from simulation MESHA2
tend to deviate from that of simulation MESHA1. The slopes of the axial proﬁles
of both methane and carbon dioxide become slightly lower, meaning that the overall
reactions (R1 and R2) become slower. This fact results in a progressive increase of
the carbon monoxide molar fraction. Further, for both the simulations MESHA1
and MESHA2, the solid entrainment, which acts like a quenching for combustion,
decreases along the reactor height above the bed surface and reaches values close to
zero at the height of about 0.55m (see, for instance, ﬁg. (4.12)). As a consequence,
in the simulation MESHA2, the increase of the species molar fractions above the
bed surface, in particular that of the carbon monoxide, will result in an increase of
the gas temperature as well.
In conclusion, combining the chemical reaction rate with the turbulent mixing rate
to describe the combustion process does not improve the numerical predictions
about the gas temperature and the species molar fractions. On the one hand,
the DG/ED model is useless inside the bed since, in such a zone, the ﬁnite rate
chemistry model drives the combustion process. On the other hand, the DG/ED
model decreases the rate of the overall combustion process above the bed, which
leads to larger amounts of the gaseous reactant species (CH4 and CO). This eﬀect,
combined with a decreasing ﬂux of the quenching solid along the freeboard zone,
will then result in an excess of heat in the gas-phase, leading to an increase of the
maximum of the gas temperature.
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4.4.3.4 Simulation MESHD2, Tbed = 800
◦C
In order to study the eﬀect of an increased bed temperature on the combustion
process, an additional operating point was simulated. The operating conditions
correspond to the C1 operating point in which Tbed = 800
◦C was selected as a
bed temperature. The results obtained by the numerical simulation, referred to as
MESHD2, are presented in this section. The mean gas temperature and the methane
conversion along the reactor height, compared with the experimental measurements
and with the results from simulation MESHD1, are illustrated in ﬁgures (4.17a) and
(4.17b).






























EXP, Tbed = 700 °C
MESHD2
EXP, Tbed = 800 °C
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EXP, Tbed = 700 °C
MESHD2
EXP, Tbed = 800 °C
(b)
Fig. 4.17: Numerical (MESHD1 and MESHD2) against experimental results about
(a) mean gas temperature and (b) methane conversion.
As expected, for this higher bed temperature, combustion takes place inside the bed
and near the bed surface. This eﬀect was already pointed out by Pre et al. [94] and
Dounit et al. [29, 30, 31] in their experiments. The authors showed that for temper-
atures higher than 800 ◦C, the combustion mainly takes place into the bed, while for
temperature lower than 800 ◦C, the combustion zone moves towards the freeboard
region. Results from numerical simulation show that such a behaviour is globally
reproduced. Indeed, ﬁg. (4.17b) shows that almost 80% of methane is converted
inside the bed for an initial bed temperature of 800 ◦C, while only about 20% of the
conversion is reached when the initial bed temperature is set to 700 ◦C. However,
inside the bed, in particular near the bottom, simulation MESHD2 exhibits faster
methane conversion than the experiments. This is consistent with the predictions of
the gas temperature as shown in ﬁg. (4.17a). Inside the bed, this quantity is indeed
overestimated enough to yield a faster conversion. It appears that the modeling
of the heat exchanges does not ensure well controlled bed temperature during the
simulation, leading to a temperature overestimate. The radiative modeling should
be further investigated as well as the modeling of the heat coeﬃcient at wall. The
overestimate of the gas temperature above the bed surface, on the top of the reactor,
was instead expected. The reason of such a diﬀerence with the experimental data
76 Chapter 4. Simulation of dense fluidized bed reactors
is following explained. In the experiments, according to Dounit [29], the reactor
exchanges heat through the wall with the ambiance over the bed, whereas in the
numerical simulations heat exchanges with the reactor wall are taken into account
assuming a constant wall temperature imposed to be equal to the temperature of
the bed. As a future work, a radiative heat transfer coupling with an adequate heat
conduction through the wall should be taken into account.
4.5 Conclusion
In this study, an Euler-Euler approach was used to perform unsteady 3D numeri-
cal simulations of methane combustion in a ﬂuidized-bed reactor containing inert
particles. Four meshes were tested in order to investigate the inﬂuence of the mesh
reﬁnement on the combustion. Comparisons between numerical and experimental
data pointed out a strong dependency of the gas temperature predictions on the
mesh reﬁnement. This dependency is mainly attributable to the hydrodynamic
resolution of the bed. Finer meshes make it possible to reproduce the bubble-
eruption behaviour of the mixture, strongly aﬀecting the heat exchange into the
bed and at the bed surface. However, it is believed that a combustion model ac-
counting for the sub-grid scale mixing of the gaseous species is also needed in order
to accurately predict the combustion process. A preliminary test accounting for
the eﬀect of the turbulent mixing on the combustion by using an Eddy-dissipation
model has been carried out. Unfortunately, the model failed in predicting the ki-
netic rate at the freeboard zone where turbulent mixing competes with the intrinsic
chemical reaction, while it was found useless inside the bed. The eﬀect of an in-
creased bed temperature on the combustion behaviour was also investigated at a
relatively high temperature (Tbed = 800
◦C). Although the methane conversion was
found slightly larger than the experimental measurements, globally the simulation
showed its ability to reproduce the displacement of the combustion zone towards
the bed, as observed in the experiments. As a future work, a more sophisticated
radiation model coupling with appropriate gas-wall and particle-wall coeﬃcients
should be investigated in order to improve the heat exchange predictions into the
bed and at the freeboard, between the phases and between each phase and the wall.
Moreover, the question of the sub-grid eﬀects on the hydro-thermodynamics should
also be addressed. Sub-grid models should be taken into account in order to cor-
rectly predict the interaction between the phases so to enable the use of coarsened
grids (see, e.g., Ozel et al. [91], Parmentier et al. [92]). Sub-grid models could
also be required to accurately predict gaseous species mixing and thus combustion.
Finally, the free radicals’ termination by the solid particles, observed in ﬁxed beds,
should be further investigated in ﬂuidized beds in order to assess its eﬀect on the
gaseous combustion (temperature ignition, species molar fractions and location of
the combustion zone).
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5.1 Introduction
CLC technology has shown to have a unique potential in reducing energy and cost
penalty for the CO2 capture. Research eﬀorts are now focussing on the selection of
an appropriate eﬃcient, environment-friendly and reasonably cheap oxygen carrier
and related manufacturing techniques. The latter represents the main goal of the
FP7 project SUCCESS (Scale-Up of oxygen Carrier for Chemical-looping combus-
tion using Environmentally SuStainable materials) which aims at deﬁning oxygen
carrier and production techniques for its use at industrial scale. Scaling-up from
pilot to industrial facilities also requires designing and sizing industrial plants while
deﬁning commercial beneﬁts and costs. With the goal to provide useful information
for the CLC modeling and design upgrade, a theoretical and numerical approach
has been developed in this study. This approach makes it possible to characterize
the local behaviour of the CLC system therefore providing useful information to be
used for the scaling-up from laboratory to industrial scale.
In this chapter, the theoretical and numerical investigations of the 120kWth CLC
lab-scale unit available at Vienna University of Technology (TWIEN) is presented.
Simulations are performed using the Eulerian-Eulerian formalism in order to predict
the reactive gas-particle ﬂow in such a complex system. Additional models, based
on the Shrinking Core Mechanism, are included in order to account for the gas-solid
overall reaction processes. Results from such unsteady three-dimensional simula-
tions are presented and discussed in this chapter. Experimental data provided by
TWIEN are used for comparison purposes. Further analyses about the local and in-
stantaneous gas-solid thermo-hydrodynamic behaviour of the CLC system are also
oﬀered.
5.2 Description of the experimental set up
The pilot plant is a 120kWth CLC unit conceived as a dual circulation ﬂuidized
bed and composed by an air reactor (AR) and a fuel reactor (FR) connected each
other by un upper and a lower loop seal. The loop seals are ﬂuidized by steam
and aims at avoiding gas mixing between the two reactors. Solid circulation is
made possible thanks to the ﬂuidization of the reactors, by air or by fuel depending
on the reactor. In the experiments, natural gas was used as ﬂuidizing gas in the
fuel reactor. Internal circulation of solid may occur in the fuel reactor thanks to
a ﬂuidized-by-steam loop seal (internal loop seal). The fuel reactor is insulated
while the air reactor is equipped with two cooling jackets. The cooling medium is
steam and/or air. A sketch of the experimental pilot is given in ﬁg. (5.1) and main
dimensions in table (5.1). Additional details may be found in Mayer et al. [85].
In the experiments, diﬀerent oxygen carriers, each one at two diﬀerent operat-
ing points, have been investigated. In numerical simulations, only one oxygen
carrier at one operating point is retained. The oxygen carrier is the perovskite
CaMn0.9Mg0.1O3−δ (also referred to as C14), for which the main physical proper-
ties are given in table (5.2). Tables (5.3), (5.4) and (5.5) summarize the set of
parameters corresponding to the selected operating point. The experimental data
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Fig. 5.1: Experimental CLC unit scheme, excerpted from [85].
used as inputs for numerical simulations and the experimental measurements re-
tained for a comparison purpose are provided by TWIEN.
AR FR
Inner diameter 150 mm 159.3 mm
Reactor height 4 m 3 m
Tab. 5.1: Main dimensions of the CLC unit of TWIEN
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C14 oxygen carrier
Particle mean diameter 130 µm
Bulk density 1542 kg m−3
Particle density 3200 kg m−3
Tab. 5.2: Main properties of C14
Bed material (kg)
Total inventory 55
FR active inventory 13.5
AR active inventory 6.5










Total 7.59 Nm3 h−1
Temperature 1223 K
AR
Air 90.78 Nm3 h−1
Temperature 1203 K
Tab. 5.4: Gas feed to the reactors
Fluidizing steam
Upper loop seal (ULS) 3 kg h−1
Lower loop seal (LLS) 2 kg h−1
Internal loop seal (ILS) 2 kg h−1
Temperature 453 K
Tab. 5.5: Loop seals ﬂuidizing steam
5.3 Modeling approach
5.3.1 General presentation
The theoretical/numerical investigation of the CLC process is performed using the
Eulerian approach presented in chapter (3). The system of equations describing
each phase in the presence of homogeneous (i.e., gas) reactions was validated in
chapter (4) by the study of the methane combustion in a dense ﬂuidized bed reactor.
However, unlike the previous study, in a CLC system, heterogeneous (i.e., gas-solid)
reactions occur. Mass exchanges between the gas and the particles of the oxygen
carrier have thus to be modeled in order to account for the gas-solid chemical
reactions taking place in the fuel and the air reactors. For each phase, the system
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+ [Hσ −Hk]Γk. (5.3)
All the terms on the r.h.s of the above equations have already been presented in
chapter (3). As a ﬁrst approximation, thermal radiation is neglected in the present
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study. The change of mass of the oxygen carrier, through the change of its density ρp
or its particle diameter dp or even both, is due to oxidation and reduction processes.
Therefore, an additional closure for Γk has to be provided.
5.3.2 Evolution of the particle properties
Reactions that are generally considered in CLC processes were presented in chapter
(2). In this work, two reactions (one for the reduction and one for the oxidation)
are retained for modeling the redox cycle of the perovskite oxygen carrier. Kinet-
ics parameters and reaction mechanisms are provided by the work of de Diego et
al. [26] developed at the Instituto de Carboquímica of CSIC (Consejo Superior
de Investigaciones Cientíﬁcas) in the frame of the previous FP7 project INNOCU-
OUS. In the numerical simulations, the δ parameter in the perovskite formula,
CaMn0.9Mg0.1O3−δ, is assumed to be constant. Its value is set to 0.1, despite its
dependency on the temperature and on the oxygen partial pressure (for more de-
tails, the reader is referred to the references [15, 26, 68]). Under such assumptions,
the CLC process is described by the following reactions:
CaMn0.9Mg0.1O2.9 + a/2 CH4 → CaMn0.9Mg0.1O2 + a/2 CO2 + a H2O (5.4)
CaMn0.9Mg0.1O2 + a O2 → CaMn0.9Mg0.1O2.9 (5.5)
where a = 0.9/2.
If fuel-air mixing is well prevented thanks to the loop seals, the reduction (reaction
5.4) takes place in the fuel reactor, while the oxidation (reaction 5.5) only occurs
in the air reactor. In both the zones, as the reactions proceed, the particle mass
changes, as well as the mass fractions of the oxidized form (CaMn0.9Mg0.1O2.9) and
the reduced (CaMn0.9Mg0.1O2) contributions inside the particle. Thus, two solid
species mass fractions, Yox for the oxidized species and Yred for the reduced species,
are deﬁned and must satisfy the relation Yox + Yred = 1. Since the amounts of the
oxidized and the reduced species are related each other via the mass of the oxygen
carrier, only one appropriate scalar deﬁned in the particulate phase is suﬃcient to
predict the particle mass and its composition. This scalar is the mean number of




where mrefp is a reference constant mass and can be the mean mass of the fully
oxidized particle (m0pox) or that of the fully reduced particle (m
0
pred
). mp is the
instantaneous local mean particle mass. In this work, the reference is taken as the
mass of the fully reduced particle. Assuming that particles do not undergo attrition
or break-up phenomena, the temporal evolution of the mean number of particles
per unit mass, Xd, is governed by eq. (3.28), in which the collisional term is null
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in which Dtp denotes the diﬀusivity coeﬃcient due to the transport of Xd by the par-
ticle velocity ﬂuctuations. The solution of the above equation provides an update
of the particle properties during the simulations at each time step. These proper-
ties include the particle mass, the mass fractions of the reduced and the oxidized
species, the solid conversions and the particle oxidation degree. The modeling of
such properties is here brieﬂy explained, whereas that of the mass exchange, Γp, is
detailed in section (5.3.3).





The mean mass fractions of the oxidized and the reduced species are expressed as
functions of their respective instantaneous masses (mpox and mpred) and that of the
total mass mp:
Yox = mpox/mp, Yred = mpred/mp. (5.9)
The conversions of the oxidized and the reduced species during, respectively, the



















one can obtain the relationships between X and the conversion quantities as follows:
Xr = 1−X, Xo = X. (5.12)
Finally, from equations (5.9) to (5.12), the following expressions may be obtained


































In the above equations, m0pox and m
0
pred
are known. Indeed, m0pox is the initial
mass of the oxygen carrier for which the particle density (ρpox = ρ
0
p) and the mean
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diameter (dpox = d
0
p) are given (table (5.2)), whereas the mass of the fully reduced












At this point, the instantaneous mean density and diameter of the particulate phase
can not be derived, unless an additional evolution equation is considered. However,
if one of these properties is considered as constant during the chemical process, the




for (dp = d
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for (ρp = ρ
0
p) and (dpred ≤ dp ≤ dpox). (5.16)
Although in the present study the ﬁrst assumption is retained, the modeling is
developed in such a way that an additional evolution equation for the particle
density or diameter may be considered as well.
5.3.3 Modeling the interphase mass transfer
According to reactions (5.4) and (5.5), the mass transfer rate per unit volume, Γp,
is composed of two contributions, a ﬁrst contribution due to the reduction (Γ
(r)
p )








These contributions are related to the consumption rates, Φox and Φred (in kg/m
3/s),



















Combining eqs. (5.18) and (5.19) makes it possible to write each mass transfer rate
contribution as a function of the reactant species consumption rate involved in each
reaction:




p = (1−Wox/Wred) Φ
(o)
red
Γp = (1−Wred/Wox) Φ
(r)
ox + (1−Wox/Wred) Φ
(o)
red. (5.20)




red, is detailed in section (5.3.7)
and its validation presented in section (5.3.8).
84 Chapter 5. Simulation of chemical looping combustion processes
5.3.4 Balance of gas mixture species


















− YαΓg +Ψα. (5.21)
According to the reactions (5.4 and 5.5), and since air is used as oxidant in the
air reactor, N = 5 gaseous species are retained. They are: CH4, CO2, H2O, O2
and N2. As no gaseous reaction is considered in this study, the source term Ψα in
eq. (5.21) is a purely interphase mass transfer of the αth species from the reactive









































































5.3.5 Modeling the interphase enthalpy transfer
As mentioned before, the enthalpy (Hσ) exchanged between the particles and the
surrounding gas is due to the mass ﬂux crossing the particle surfaces. Its modeling
is detailed in this section. It was assumed that the reactant species (CH4 and O2)
cross the interface at the gas temperature (Tg), while the product species (CO2 and
H2O) cross it at the particulate phase temperature (Tp). This leads to write
HσΓg = HCH4(Tg)ΨCH4 +HCO2(Tp)ΨCO2 +HH2O(Tp)ΨH2O+HO2(Tg)ΨO2 . (5.24)
Since Γg = −Γp, and taking into account eqs. (5.23), the mean enthalpy of the
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5.3.6 Local mean phase temperature determination
The method used to compute the gas temperature is the same as that given in
chapter (4) (section (4.3.4)). For the particulate phase, the change in composition



















are the speciﬁc heats and the standard forma-
tion enthalpies of the oxidized and the reduced species, respectively. In addition,
it was assumed the particle speciﬁc heat, Cpp , as temperature and mass fraction
independent, i.e. Cpp = Cpox = Cpred . Therefore, the expression obtained for the
particulate phase temperature is the following:












To the best of our knowledge, there is a lack of information regarding the heat
of reaction and the formation enthalpy of the retained perovskite oxygen carrier
(CaMn0.9Mg0.1O3−δ). Therefore, some assumptions have been necessary in order
to enable the use of eq. (5.27) in the numerical simulations. The strategy retained
in this study is here brieﬂy explained.
5.3.6.1 Equations
1. Heat (in J/kg of the reactant solid species) involved during the reduction






























2. The overall reaction in the CLC process is written as:
a/2 CH4 + a O2 → a/2 CO2 + a H2O. (5.30)
3. The heat released during the direct combustion of methane with oxygen (in
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1. Formation enthalpy of the oxidized species is zero;
2. Reduction reaction involves no eﬀect on the particulate phase temperature.
According to the above considerations, the formation enthalpies of the solid species
are ﬁnally computed as follows:













In table (5.6), the values of the standard formation enthalpies used in the numeri-
cal simulations, including the heat of the reactions considered above, are reported
(values are taken at standard conditions of 1 atm and 298.15 K).
Species or reactions H0f or ∆H (kJ/kg)










Tab. 5.6: Formation enthalpies and heat of reactions
5.3.7 Heterogeneous gas-solid reaction





is detailed. These quantities are required to close the interphase mass and enthalpy
source terms. Their expressions are derived on the basis of the grain model, brieﬂy
introduced in chapter (2). Our partners from ICB - CSIC [26] conducted TGA
experiments in order to determine the reactivity of C14 and used the grain model
to deﬁne the kinetics of both the reduction and the oxidation reactions taking
place in the CLC process. In their study, they showed that the overall processes of
gas-solid reactions of C14 were limited by the chemical reaction and the diﬀusion
through the product layer surrounding the grains. Therefore, in the present study,
both the reduction and the oxidation processes of the retained oxygen carrier are
supposed to evolve according to the following mechanisms:
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• External mass transfer of the gaseous species from the gas to the solid particle
through an external ﬁlm surrounding the particle;
• Diﬀusion of the species in the product layer surrounding the unreacted core
of the grain;
• Chemical reaction onto the grain surface: i) oxidation reaction as shown in
ﬁg. (5.2c); ii) reduction reaction as shown in ﬁg. (5.2d).
Fig. 5.2: Overall gas-solid transfer mechanism and reaction schemes.
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As the reaction (oxidation or reduction) proceeds, the grain size changes from its
initial value rg0 to rg, while the size of the unreacted core shrinks to rc. In order
to explain such a mechanism and to derive an appropriate modeling, let’s consider
the following general reaction, representing the oxidation of the solid B, as shown
in ﬁg. (5.2c):
A (g) + bB (s)→ dD (s) + Gases. (5.34)
5.3.7.1 External mass transfer
The mass ﬂux of species A per unit volume (in kg/m3/s), due to the external







pWAkm(CAg − CAs). (5.35)
In this equation, np is the number of particles per unit volume, np = 6αp/(πd
3
p), Rp
(in m) is the instantaneous particle radius, km (in m s
−1) is the external transfer
coeﬃcient of the species A, and WA and CA are the molar mass and the molar
concentration of the species A, respectively (“g” for the bulk gas and “s” for the
particle surface).
5.3.7.2 Diffusion in the product layer around the grains
The mass ﬂux of species A (in kg/s), diﬀusing radially in the product layer around












where r ∈ [rc, rg], with rc and rg being the grain core and the grain radii, respec-
tively. CA ∈ [CAc , CAs ], with the subscripts “s” and “c” referring to the particle
surface and to the grain core surface, respectively, and Dpl (in m
2 s−1) is the diﬀu-
sion coeﬃcient of A in the product layer.
As there is no reaction in the product layer, and assuming a quasi-stationary diﬀu-


















Eq. (5.36) can thus be integrated with respect to the radial coordinate r and the
molar concentration CA to obtain the following expression for the mass ﬂux of










WA(CAs − CAc). (5.38)
Finally, accounting for all the grains in a single particle and all the particles in a
unit volume, the mass ﬂux of species A per unit volume (in kg/m3/s) due to the
diﬀusion in the product layer can be expressed as:










WA(CAs − CAc), (5.39)
where Ng is the number of grains in a single particle and remains constant during
the reaction. Its expression is given in table (5.7).
5.3.7.3 Chemical reaction onto the grain surfaces
The consumption rate (in kg/m3/s) of species A due to reaction (5.34), as obtained










where ks (in mol
1−n m3n−2 s−1) is the surface kinetic constant of the reaction and
n its order with respect to species A.
5.3.7.4 Solid consumption during the overall gas-solid chemical process
The system of equations for the mass ﬂuxes of species A, due to the external mass
transfer, diﬀusion in the product layer and surface reaction onto the grain surfaces,














































If the reaction is ﬁrst order with respect to species A, (n = 1), the system (5.41)
can be solved analytically. First, a relationship between the concentrations in the
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Then, thanks to the mass conservation during the reaction, ΦB is related to the










According to the deﬁnitions summarized in table (5.7), and combining the last
equation of the system (5.41) with eqs. (5.43) and (5.45), a further expression for













































mass density ρpB ρpD

















mass density ρgB ρgD








Ng = (1− γB)(RpB/rgB )
3 = (1− γD)(RpD/rgD)
3
Tab. 5.7: Constant parameters of the grains and the particles used in the grain
model
In eq. (5.46), one can recognize the characteristic times associated to a given particle
undergoing a shrinking core process. These times are related to the grain properties
and they are:














for the external mass transfer.
The conversion of species B is given byXB = 1−(rc/rgB )
3. The ratio (rg/rg0), where
rg0 = rgB , represents the instantaneous change of the grain size during the chemical
reaction. It increases in the case of the oxidation here described (ﬁg. (5.2c)). In the
case of the reduction (ﬁg. (5.2d), for which rg0 = rgD), this ratio decreases as the
reaction proceeds. A mass balance in the grain, according to the general reaction
(5.34), allows to express the ratio (rg/rgB ) as function of the conversion, X, and
the volume expansion factor, Zg, previously introduced in chapter (2). This factor
arises from the reaction stoichiometry and the molar densities of the solid reactant



















































and its ﬁnal expression is then
rg/rgB = [1 + (Zg − 1)XB]
1/3 . (5.49)
For further details, the reader is referred to references [45, 76, 77, 81]. Combining
eqs. (5.46), (5.47) and (5.49), a ﬁnal expression for the consumption rate of solid
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Due to the lack of information regarding the porosities γB and γD, to which the
volume expansion factor Zg is related via the molar densities, eq. (5.50) can not
be used as it is. In addition, the characteristic times for the chemical reaction and
diﬀusion, must be experimentally determined. de Diego et al. [26] proposed the
following empirical equation to obtain the conversions during the redox cycle:
t = τchXB + τpl[1− 3(1−XB)
2/3 + 2(1−XB)]. (5.51)

































in which the characteristic times τch and τpl, are that reported from the experiments
[26] and τext is given by the last equation of the system (5.47).
Finally, the consumption rates of the oxidized and the reduced species are computed
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The equilibrium concentrations, Cα,eq, are equal to zero for both methane and oxy-
gen. Table (5.8) reports the kinetic parameters1 of C14 oxygen carrier as obtained
in TGA experiments [26].
Parameter Units CH4 O2
n - 0.5 1
k0v m
3n mol−n s−1 24 0.28
Ech kJ mol
−1 66.1 25.1




s−1 3.2× 105 4.2× 10−2
Epl kJ mol
−1 187.8 13.4
Tab. 5.8: Kinetic parameters for the reactions of CaMn0.9Mg0.1O2.9 with CH4 and
O2 [26]
5.3.8 Validation of the gas-solid reaction modeling
In order to ensure the validity of the modeling presented in the previous section, re-
sults obtained from a 0D model, which has been implemented in NEPTUNE_CFD
V1.08@Tlse version, are compared with experimental data provided by ICB - CSIC
[26]. The available data are:
• for the reduction reaction
CaMn0.9Mg0.1O2.9 + a/2 CH4 → CaMn0.9Mg0.1O2 + a/2 CO2 + a H2O,
experimental solid conversions versus time at diﬀerent reducing gas concen-
trations and diﬀerent temperatures;
• for the oxidation reaction
CaMn0.9Mg0.1O2 + a O2 → CaMn0.9Mg0.1O2.9,
experimental solid conversions versus time at diﬀerent oxidizing gas concen-
trations and diﬀerent temperatures;
• an initial solid mass of 50 mg and a gas feed of 25 l/h at normal conditions.
Solid conversions obtained by numerical simulations, together with the experimental
data, are depicted in ﬁg. (5.3a-f) for the reduction and in ﬁg. (5.4a-f) for the
oxidation. Results show that numerical predictions match very well experimental
data whatever operating temperatures and concentrations of the reducing and the
oxidizing gases is used.
1In the experiments, two types of particles are distinguished: fresh and activated particles. In
this work, only the kinetic parameters of the activated particles have been retained.
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(a) XCH4 = 15%
T = 1073K


















(b) XCH4 = 15%
T = 1223K


















(c) XCH4 = 15%
T = 1273K


















(d) T = 1073K
XCH4 = 5%


















(e) T = 1073K
XCH4 = 15%


















(f) T = 1073K
XCH4 = 60%
Fig. 5.3: Solid conversions during reduction.


















(a) XO2 = 10%
T = 1073K


















(b) XO2 = 10%
T = 1223K


















(c) XO2 = 10%
T = 1273K


















(d) T = 1073K
XO2 = 10%


















(e) T = 1073K
XO2 = 15%


















(f) T = 1073K
XO2 = 21%
Fig. 5.4: Solid conversions during oxidation.
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5.4 Numerical simulation
5.4.1 Configuration and mesh
Unsteady three dimensional numerical simulations of the CLC pilot are performed
using the Eulerian N-ﬂuid modeling approach implemented in NEPTUNE_CFD
V1.08@Tlse version. The conﬁguration used in numerical simulations is shown in
ﬁg. (5.5a). If compared with the experimental geometry, depicted in ﬁg. (5.5b),
the numerical conﬁguration does not include neither internal nor upper loop seals
(ILS and ULS) and cyclones. Their eﬀects are reproduced in the simulations by
appropriate boundary conditions. The entire domain is meshed using a cartesian
grid involving around 1.723 million cells. A zoom of the upper and lower parts of
the system and their meshing is given in ﬁgures (5.6a) and (5.6b).
(a) Theoretical conﬁguration (b) Experimental conﬁguration
Fig. 5.5: Theoretical versus experimental conﬁguration.
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(a) Mesh of the upper part (b) Mesh of the lower part
Fig. 5.6: Mesh of the CLC system.
5.4.2 Initial conditions
Initially, both the gas and the particulate phases are at the temperature of 1223 K.
All the system is ﬁlled with nitrogen. Since both the ULS and the ILS have not been
taken into account in the theoretical conﬁguration, the system is loaded with an
amount of (partially oxidized) solid which is less than the total amount reported in
the experiment (table (5.3)). For the fuel and the air reactors, experiments report
13.5 and 6.5 kilograms of active inventories, respectively, whereas no experimental
data are available for the LLS. According to table (5.2), the bulk density of the
oxygen carrier material is equal to 1542 kg/m3. This makes it possible to estimate,
at quiescent conditions, a solid mass of about 9 kg in the LLS box, and 13 kg
in the LLS device (here, LLS device stands for LLS box + connection pipes with
the reactors). At the operating conditions with ﬂuidizing steam, these amounts
should be lower than at quiescent conditions. Therefore, two values of the solid
inventory, respectively of 5 and 10 kilograms, in the LLS device are retained in
our simulations. Diﬀerent simulations are therefore performed using 25 and 30
kilograms as total solid mass. A summary of such parameters is given in table
(5.9).
Solid mass (kg)
In the FR 13.5
In the AR 6.5
In the LLS device 5 or 10
Total inventory 25 or 30
Tab. 5.9: Solid mass initialization
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5.4.3 Boundary conditions
Mass fractions at the fuel gas inlet are imposed according to table (5.4), considering
the heavier hydrocarbons, CxHy, as methane. At the air inlet, 23.2wt% of oxygen
and 76.8wt% of nitrogen are injected. Since the upper and the internal loop seals
are not reproduced in the theoretical conﬁguration, the corresponding ﬂuidizing
steam is directly injected in the reactors. Fluidizing steam at the bottom of the
CLC system is injected into the LLS box. For all theses inlets, pure steam is used,
thus, its mass fraction is set equal to unity. Table (5.10) summarizes the mass
fractions of the gaseous species at the various inlets of the CLC system.
Mass Fuel Air Steam
fractions inlet inlet inlets
YCH4 0.975 0 0
YCO2 0.007 0 0
YH2O 0 0 1
YO2 0 0.232 0
YN2 0.0018 0.768 0
Tab. 5.10: Inlet mass fractions at the CLC system
Solid circulation between the reactors is ensured by computing the solid mass ﬂux
leaving the air reactor and re-injecting it into the fuel reactor together with the
ULS ﬂuidizing steam. Similarly, the internal solid circulation in the fuel reactor is
provided by computing the solid mass ﬂux leaving the fuel reactor and re-injecting
it into the same reactor together with the ILS ﬂuidizing steam.
5.4.4 Simulation cases
Four simulations were performed; they are summarized in table (5.11). Two simula-
tions have been run at isothermal conditions (1223 K) and with the same total solid
mass of 25 kg. These simulations aimed at studying the inﬂuence of the steam injec-
tion into the LLS on i) the time step during calculations and ii) the hydrodynamics
of the reactors. In the ﬁrst case, referred to as ISO25BI, steam is injected from
the bottom of the LLS, whereas in the second case, referred to as ISO25LI, steam
is laterally injected (see ﬁgures (5.7a) and (5.7b)). The two additional simulations
accounted for the heat release during the oxidation reaction in the air reactor, as
it is reported in table (5.6). In the air reactor, heat exchanged at the wall was
modeled according to the assumption of inﬁnite gas-wall and particle-wall heat ex-
change coeﬃcients and a constant wall temperature of 1223 K. Concerning the fuel
reactor, according to the previous assumptions, no heat release during the reduction
reaction and no heat ﬂux at the wall were considered. These non-isothermal simu-
lations diﬀer each other by the total solid inventory in the system: 25 kg and 30 kg,
referred to as ANISO25 and ANISO30, respectively. These simulations aimed at
analyzing thermo-hydrodynamic features of the CLC system, such as gas mixing,
mass distribution of solids, gas pressure and temperature proﬁles in the reactors
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and methane conversion at the fuel reactor exit. Time-averaged quantities are then
computed and compared with the available experimental measurements.
Fig. 5.7: Steam inlet to the LLS: (a) bottom inlet (b) lateral inlet.
Steam at the LLS Temperature Solid mass
Isothermal simulations
ISO25BI Bottom inlet







Tab. 5.11: Simulation cases
5.4.5 Results and discussions
5.4.5.1 Preliminary hydrodynamic analysis
Figure (5.8) shows the mean pressure drops in both the reactors along the axial
direction as obtained by the isothermal simulations. Results show that the pressure
drop in the whole system is aﬀected, even if slightly, by the diﬀerent types of
injection (bottom versus lateral inlets). The lateral injection exhibits lower pressure
drop values than the bottom injection.
The solid mass distribution in the CLC system has also been analyzed. Figures
(5.9a), (5.9b) and (5.9c) show the solid-mass time evolutions in the reactors and in
the LLS. For both the simulations ISO25BI and ISO25LI, the solid mass decreases
in the reactors and increases in the LLS with respect to the initial conditions.
Moreover, it appears that the way in which the steam is injected into the LLS
aﬀects the solid mass distribution in the system as well. Using a bottom steam
inlet instead of a lateral steam inlet results in a decrease of the solid mass in the
reactors and an increase of the solid mass in the LLS; these results are consistent
with the observations about the pressure drop proﬁles in the reactors.
The time step, dynamically computed on the basis of a CFL criterion, was found
to be similar in the two simulations ISO25BI and ISO25LI (∆t ≃ 2.4× 10−5 sec for
both the cases).
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0 1 2 3 4













AR Side : ISO25BI
                 ISO25LI
FR Side  : ISO25BI
                 ISO25LI
Fig. 5.8: Mean gas pressure axial proﬁles obtained by the isothermal simulations.













ISO25BI - avg. 5.5 kg
ISO25LI - avg. 4.5 kg
(a) Mass in the AR













ISO25BI - avg. 11.5 kg
ISO25LI - avg. 11.0 kg
(b) Mass in the FR













ISO25BI - avg. 7.5 kg
ISO25LI - avg. 9.0 kg
(c) Mass in the LLS
Fig. 5.9: Time evolutions of the solid mass in the CLC system.
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According to these results, as the bottom injection does not provide any gain in
computational costs and, moreover, induces some diﬀerences in the hydrodynamic
behaviour of the system, its use is discarded and a lateral injection, as in the
experiments, is instead retained.
5.4.5.2 Thermo-hydrodynamic analysis
In the experiments, the amounts of the active solid inventory in the reactors were
derived from the pressure drop measured in the ﬂuidized beds. The results are
reported in table (5.3). In the numerical simulations, the total mass was estimated
from these values and from an estimated mass contained in the LLS. The prelimi-
nary hydrodynamic analysis showed that the solid mass in each reactor decreased
with respect to its values at the initialization and that it almost doubled in the LLS
in the case of the lateral inlet. In this part of work, results of non-isothermal simu-
lations performed using two diﬀerent solid amounts (25 kg and 30 kg), as reported
in table (5.9), are presented and discussed.
Gas pressure: Figures (5.10a) and (5.10b) show the mean pressure-drop proﬁles
in both the reactors along the axial direction as predicted by the non-isothermal
simulations. The experimental measurements are also displayed for comparison.
For both the simulations, an important diﬀerence with respect to the experimental
data is observed at the bottom of the fuel reactor (for z < 0). This diﬀerence can
be attributed to the fact that, in the experiments, steam is injected by means of
penetrating pipes through the LLS, which is not the case in our simulations. Nev-
ertheless, globally numerical simulations give satisfactory results reproducing both
the dense and the circulating behaviour of the fuel and the air reactors respectively.
0 1 2 3 4
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FR  : ANISO25
         EXP
(a) Simulation ANISO25
0 1 2 3 4
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FR :  ANISO30
         EXP
(b) Simulation ANISO30
Fig. 5.10: Mean gas pressure axial proﬁles obtained by the non-isothermal simula-
tions
Solid mass distribution: Time evolutions of the solid mass in the air and the
fuel reactors are shown in ﬁgures (5.11a) and (5.11b), respectively. Results show
that simulation ANISO30 matches better the experimental measurements. Time
evolutions of the solid mass in the LLS, with and without the connection pipes with
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the reactors, have also been computed and results are depicted in ﬁgures (5.11c) and
(5.11d). As mentioned before, at quiescent conditions, the solid amounts in the LLS
device and the LLS box were estimated as 13 and 9 kilograms, respectively. At the
operating conditions, corresponding to a steam injection in the LLS of 2 kg/h at 453
K, lower amounts were instead observed (9 and 3.6 kilograms respectively). Worthy
of note is that these amounts have the same values irrespective of the numerical
simulation (i.e., of the total solid mass inventory).













ANISO25 - avg. 5.2 kg
ANISO30 - avg. 7.0 kg
EXP          - avg. 6.5 kg
(a) Mass in the AR













ANISO25 - avg. 10.3 kg
ANISO30 - avg. 13.6 kg
EXP          - avg. 13.5 kg
(b) Mass in the FR













ANISO25 - avg. 9.0 kg
ANISO30 - avg. 9.0 kg
(c) Mass in the LLS device













ANISO25 - avg. 3.6 kg
ANISO30 - avg. 3.6 kg
(d) Mass in the LLS box
Fig. 5.11: Time evolutions of the solid mass in the CLC system (non-isothermal
simulations).
Evolutions in time of the diﬀerence between the instantaneous mass (M(t)) and
its time average (Mavg) computed within the three diﬀerent sections of the CLC
pilot are given in ﬁgures (5.12a) and (5.12b) for the simulations ANISO25 and
ANISO30, respectively. For each simulation, an oscillating behaviour of the solid
mass is observed. In particular, results show low-frequency mass ﬂuctuations in both
the air and the fuel reactors being nearly 180 degree out-of-phase with each other,
whereas a high-frequency behaviour is observed in the LLS. Simulations ANISO25
and ANISO30 mainly diﬀer each other for the mass ﬂuctuation amplitudes in both
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the reactors which depend on the relative solid mass ﬂow rate, contrary to the
oscillation amplitudes in the LLS which are lower compared to those in the two
reactors and which appear to be independent from the solid mass ﬂow rate.








































Fig. 5.12: Time evolutions of mass ﬂuctuations in the CLC system.
In order to ensure that the whole system has reached a statistically-stationary
regime and that results may be considered as conclusive, the time evolutions of
the total solid mass in the three sections of the system (AR+FR+LLS) and in the
whole CLC (AR+FR+LLS+inlet/outlet connections) are computed and depicted
in ﬁgures (5.13a) and (5.13b). Globally, the total solid mass exhibits a statistically-
stationary behaviour, even if a slight increasing is observed during the simulation
when connections are included. Finally, the whole system reaches a state which
can reasonably be considered as a statistically-stationary state in the time of the
numerical simulations.


































Fig. 5.13: Time evolutions of the total solid mass.
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The question of the stationarity is also investigated by computing, in each part of
the CLC system, the amounts of the atomic oxygen contained in the gas (MO,g)






























where V can be the fuel reactor volume, the air reactor volume, the LLS volume or
the overall volume of the CLC system. As an example, the time evolutions for sim-
ulation ANISO30 are depicted in ﬁgures (5.14a) and (5.14b), respectively. Results
show that the atomic oxygen amount in both the phases reaches a statistically-
stationary state in each part of the system, which is consistent with the trend
observed for the solid mass.





































Fig. 5.14: Time evolutions of the atomic oxygen in the gas and the solid phases.
Solid mass flows: Time evolutions of the solid mass ﬂow at the reactor outlets
are plotted in ﬁgures (5.15a) and (5.15b). The mass ﬂow of solids leaving the air
reactor is very ﬂuctuating, while it is almost zero for the fuel reactor. This suggests
that the air reactor behaves as a circulating ﬂuidized bed and the fuel reactor as
a bubbling ﬂuidized bed, as expected. This can also be qualitatively observed in
ﬁg. (5.16), representing a snapshot of the instantaneous solid volume fraction after
24 seconds of simulation (case ANISO30). The time-averaged quantities at the air
reactor outlet, as predicted by the simulations ANISO25 and ANISO30, are 0.620
kg/s and 0.853 kg/s, respectively. These results, compared with the experimental
value of 0.775 kg/s, show that, in terms of the global solid circulation, simulation
ANISO30 gives better predictions than simulation ANISO25.
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/s) ANISO25 - avg. 0.620 kg/sANISO30 - avg. 0.853 kg/s
EXP          - avg. 0.775 kg/s
(a) AR outlet


























/s) ANISO25 - avg. 0.0048 kg/sANISO30 - avg. 0.0072 kg/s
(b) FR outlet
Fig. 5.15: Time evolution of the solid mass ﬂow rates leaving the reactors.
Fig. 5.16: Instantaneous solid volume fraction after 24 sec as obtained by simulation
ANISO30 (2D cut on the right).
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Gas mixing: The analysis of the gaseous species distribution provides some infor-
mation about the gas mixing at diﬀerent locations inside the CLC unit. Snapshots
of the gaseous species molar fractions after 24 sec of simulation (case ANISO30)
are shown in ﬁg. (5.17). From these results, it clearly appears that methane and
oxygen never come in contact each other in the system, which, of course, is possible
thanks to the ﬂuidizing steam at the loop seals. This information is capital since it
proves the eﬃciency of the system in capturing CO2 from the fuel reactor exhaust
gases.
Fig. 5.17: Instantaneous molar fractions of methane, oxygen and water vapour (2D
cut) obtained with simulation ANISO30.
Gas-solid reaction: The most relevant parameters concerning the CLC process
are methane conversion, CO2 yield, degree of oxidation and the gas temperature in
the reactors. Numerical results of such quantities obtained from both the simula-
tions ANISO25 and ANISO30 are compared each other and with the experimental
measurements. The methane conversion (χCH4) and the carbon monoxide yield
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factor (ΥCO2) at the fuel reactor outlet are deﬁned by the following relations:
χCH4 = 1−XCH4,out/(XCH4,out +XCO2,out +XCO,out)
ΥCO2 = XCO2,out/(XCH4,out +XCO2,out +XCO,out)
where Xα,out is the molar fraction of the species α leaving the fuel reactor. However,
since the kinetic mechanism retained in our model to describe the oxygen carrier
reduction does not account for the carbon monoxide formation (see section (5.3.2))
and that XCO,in = 0 at the fuel reactor inlet, then χCH4 ≡ ΥCO2 . Therefore, for
comparison with the experimental data, only the methane conversion is retained.
Mean methane conversion and oxygen mass transfer:
Time evolution of the methane conversion at the fuel reactor outlet is depicted in
ﬁg. (5.18), including the corresponding mean value. Results show that the fuel con-
version is overestimated by both the simulations compared with the experiments.
Moreover, simulation ANISO30 exhibits higher values than simulation ANISO25
despite its better hydrodynamics predictions. The reason of such a diﬀerence be-
tween the numerical simulations and the experimental measurements is investigated
below.




















ANISO25 - avg. 91.5 %
ANISO30 - avg. 95.4 %
EXP          - avg. 85.4 %
Fig. 5.18: Numerical against experimental results about the methane conversion
at the fuel reactor exit.







ing, respectively, to the mass loss by the oxygen carrier during the reduction and
to that gained during the oxidation, were computed and integrated over the do-
main inside the fuel reactor for the former and inside the air reactor for the latter.
Results, including temporal averages, are depicted in ﬁgures (5.19a) and (5.19b).
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ANISO25 - avg. 19.9 kg/h
ANISO30 - avg. 20.7 kg/h

































ANISO25 - avg. 14.5 kg/h
ANISO30 - avg. 17.4 kg/h




Fig. 5.19: Numerical against experimental results about the overall oxygen transfer
rate during (a) the reduction in the fuel reactor and (b) the oxidation in the air
reactor.
From such results, a ﬁrst observation is that, for both the simulations, the oxygen
mass transfer rate in the fuel reactor is higher than that in the air reactor, meaning
that the overall reaction is consuming oxygen. As a consequence, an increasing of
the reduced species could be expected during the simulation. In order to investigate
this point, the integral amounts of the reduced and the oxidized species have been
computed in the whole CLC system and their time evolutions depicted in ﬁgures
(5.20a) and (5.20b). Results show that a statistically-stationary state is not fully
reached for each solid contributions, separately. The relative mass increasing of
the reduced species and decreasing of the oxidized species, with respect to their
initial values, are depicted in ﬁgures (5.21a) and (5.21b). Results show that the
relative increasing/decreasing is higher for simulation ANISO25 for which a higher
diﬀerence between the oxygen transfer rate in the FR and in the AR is found.
In the fuel reactor, both the simulations exhibit slightly higher amounts of the
oxygen mass ﬂux transferred from the solid to the gas phase compared with the
experimental measurements (ﬁg. (5.19a)). It is believed that such a diﬀerence with
the experiments is high enough to justify the overestimate of the fuel conversion at
the fuel reactor outlet. The concern of the overestimate of the oxygen mass transfer
is further investigated below.
Mean degrees of oxidation:
In this section, simulation ANISO30, for which both the solid mass distribution
in the reactors and the global solid circulation match very well the experimental
measurements, is ﬁrst analyzed. Time evolutions of the oxidation degree at the top
of the air reactor (or in the ULS) and at the bottom of the fuel reactor (or in the
LLS) are shown in ﬁg. (5.22). It can be seen that the numerical results match very
well the experimental measurements. Results show also that both the oxidation of
the reduced species and the reduction of the oxidized species are incomplete. This














































Fig. 5.20: Time evolutions of the mass of the oxidized species (Ms,ox) and of the
reduced species (Ms,red) as obtained by (a) ANISO25 and (b) ANISO30.























































Fig. 5.21: Time evolutions of (a) the relative mass increasing of Ms,red and (b)
the relative mass decreasing of Ms,ox in the whole CLC for both the simulations
ANISO25 and ANISO30.
is due to fact that the reaction time is much higher than the residence time of the
solids in each reactor. Solid residence, reduction and oxidation times in each reactor
are reported in table (5.12), including values related to simulation ANISO25. They
are approximated by the following expressions:





















, (a = 0.9/2). (5.60)
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ULS : ANISO30 - avg. 89.85 %
           EXP         - avg. 89.43 %
LLS : ANISO30 - avg. 83.80 %
           EXP         - avg. 82.48 %
Fig. 5.22: Time evolution of the oxidation degree at the top of the air reactor and
at the bottom of the fuel reactor, as obtained by simulation ANISO30.
Air reactor Fuel reactor
Residence time Reaction time Residence time Reaction time
ANISO25 8.38 13.1 16.6 168.07
ANISO30 8.20 18.5 15.9 218.40
Tab. 5.12: Reaction and solid residence characteristic times in the reactors
Summarizing, simulation ANISO30 provides very satisfactory predictions of the
solid mass distribution and the global solid circulation mass ﬂow, along with ac-
curate values of the oxidation degree, but overestimates the oxygen mass transfer
during the reduction in the fuel reactor. This suggests that, in the experiments,
the oxygen carrier, CaMn0.9Mg0.1O3−δ, does not transfer oxygen to methane until
CaMn0.9Mg0.1O2 is formed, as it was instead assumed in our reaction model. This
means that the oxygen deﬁciency of the oxygen carrier, and hence the stoichiome-
try of the reduction reaction, as described in our model, may be diﬀerent from that












In numerical simulations, δ = 0.1 was selected, which corresponds to the fully oxi-
dized material, CaMn0.9Mg0.1O2.9, as it is reported in [26], and γ = 1 was imposed,
corresponding to the lower limit for the fraction of oxygen in the perovskite, that
is the fully reduced material CaMn0.9Mg0.1O2 was assumed in the reaction model.
It is conjectured that the overestimate of the oxygen transfer from the oxygen car-
rier to methane is the result of an overestimate of the parameter γ retained in the
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numerical modeling. In order to support this conjecture, the 0D validation study
reported in section (5.3.8) is here re-proposed accounting for lower values of γ.
Figures (5.23a) and (5.23b) show the time evolutions of the solid conversion and
the oxygen mass transfer rate respectively, as obtained at 1223 K and 15%vol. of
methane. Results show that corresponding to lower values of γ, lower amounts of
the oxygen mass transfer rate are obtained although very close conversion (Xr) are
observed, that is very close oxidation degree (X = 1−Xr).
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Fig. 5.23: 0D-model results for (a) solid conversion and (b) oxygen mass transfer
rate during reduction at 1223K and 15%vol. of methane
For simulation ANISO25, time evolutions of the oxidation degree are reported in
ﬁg. (5.24). According to the results, the averaged value of the oxidation degree at
the bottom of the fuel reactor, as obtained by the numerical simulation, is quite
close to that of the experiment, while a substantial deviation can be observed at
the top of the air reactor. This diﬀerence is mainly due to the fact that the solid
circulation mass ﬂow as predicted by the numerical simulation is lower than that of
the experimental measurements. To highlight this fact, results about the oxidation
degrees as predicted by both simulations ANISO25 and ANISO30 are compared
each other, keeping in mind that results from simulation ANISO30 match very well
the experimental values. The oxygen mass transfer rate (|ϕO2 |) during reduction
or during oxidation can be approximated as function of the solid circulation mass
ﬂow (qs) and the diﬀerence (∆X) in degrees of oxidation between the air reactor
and the fuel reactor outlets, as |ϕO2 | ≃ C × qs∆X, where C is a constant which
depends on the oxygen carrier properties, in particular, on its oxygen deﬁciency.
This quantity is found to be the same in both the simulations. For nearly the same
oxygen mass transfer rate, as it is obtained in the fuel reactor, a decrease of the
global solid circulation induces an increase of the quantity ∆X. This is what can be
deduced when comparing simulations ANISO25 and ANISO30. In addition, from
table (5.12), the reduction is slower than the oxidation, meaning that the oxidation
degree will increase at the air reactor outlet. Consistent results are indeed obtained
by the simulation ANISO25.
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ULS : ANISO25 - avg. 92.55 %
           EXP         - avg. 89.43 %
LLS : ANISO25 - avg. 82.98 %
           EXP         - avg. 82.48 %
Fig. 5.24: Time evolution of the oxidation degree at the top of the air reactor (ULS)
and at the bottom of the fuel reactor (LLS), as obtained by simulation ANISO25.
Mean species molar fractions:
Numerical results about the instantaneous molar fractions of the major species leav-
ing the reactors are reported in ﬁgures (5.25a) and (5.25b) for the fuel reactor and
in ﬁgures (5.26a) and (5.26b) for the air reactor. The corresponding time-averaged
values are also included for comparison with the experimental data. Globally, the
numerical results match well the experimental measurements. However, one can
observe that methane molar fraction at the fuel reactor outlet is slightly underesti-
mated by the simulations. This is consistent with the observation of an overestimate
of the methane conversion rate as previously discussed. At the air reactor outlet,
predictions from the simulation ANISO30 match better the experiments than that
from simulation ANISO25. Concerning the oxidation process, only one reaction
is considered in the simulations and it is probably the most relevant in the ex-
periments. An accurate modeling of such a reaction combined with an accurate
prediction of the solid mass in the air reactor should lead to an accurate prediction
of the gaseous species molar fractions. This is indeed what is obtained by the sim-
ulation ANISO30.
Mean gas temperature in the reactors:
For both the simulations, comparisons between numerical results and experimental
measurements for the gas temperature are given in ﬁgures (5.27a) and (5.27b). It
may be observed that the mean gas temperature axial proﬁles in both the reactors,
as predicted by the numerical simulations, do not exactly match the experimental
results. This is due to the fact that in the numerical simulations, the heat release
in the CLC system is only attributed to the oxidation, which takes place in the
air reactor, whereas during the reduction in the fuel reactor, no heat release is
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X_H2O - avg. (sim. 72.68 % vs. exp. 69.65 %)
X_CO2 - avg. (sim. 24.83 % vs. exp. 23.80 %)
X_CH4 - avg. (sim. 2.200 % vs. exp. 3.930 %)
(a) Simulation ANISO25






















X_H2O - avg. (sim. 73.00 % vs. exp. 69.65 %)
X_CO2 - avg. (sim. 25.53 % vs. exp. 23.80 %)
X_CH4 - avg. (sim. 1.183 % vs. exp. 3.930 %)
(b) Simulation ANISO30
Fig. 5.25: Instantaneous and mean molar fractions of the gaseous species leaving
the fuel reactor (experimental results in symbols).






















X_N2    - avg. (sim. 86.83 % vs. exp. 88.18 %)
X_O2    - avg. (sim. 10.50 % vs. exp. 7.580 %)
X_H2O - avg. (sim. 2.664 % vs. exp. 3.120 %)
(a) Simulation ANISO25






















X_N2    - avg. (sim. 88.69 % vs. exp. 88.18 %)
X_O2    - avg. (sim. 8.300 % vs. exp. 7.580 %)
X_H2O - avg. (sim. 3.002 % vs. exp. 3.120 %)
(b) Simulation ANISO30
Fig. 5.26: Instantaneous and mean molar fractions of the gaseous species leaving
the air reactor (experimental results in symbols).
considered. It is then expected that the mean gas temperature will remain almost
constant in the fuel reactor, while it could vary in the air reactor, as observed in
ﬁgures (5.27a) and (5.27b).
Since the oxidation in the air reactor is an exothermic reaction, the eﬀect of the
particle volume fraction on the gas temperature is also analyzed. Results about the
gas temperature and the particle volume fraction, at diﬀerent reactor heights, are
depicted in ﬁgures (5.28a) and (5.28b), respectively. The reactor exhibits a rapid
decrease of the particle volume fraction along its axial direction, but the amount
is high enough to induce a slight increase of the gas temperature, from the bottom
to the top of the reactor (results for z > 3m are not shown, since they are similar
to that obtained for z = 3m). Results also show that, from the center to the wall,
the gas temperature is not homogeneous. This is due to the heat exchanges at the
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Fig. 5.27: Numerical against experimental mean gas temperature along the reactor
height in the air (a) and the fuel (b) reactors.
air reactor wall accounted for in the modeling by an inﬁnite gas-wall and particle-
wall heat exchange coeﬃcients and a constant wall temperature. Concerning the
solid volume fraction, such inhomogeneities reﬂect the existence of a stationary
core-annular distribution of the solid, usually observed in fast ﬂuidized beds: a
dilute core and a dense annulus near the reactor wall (for more details, the reader
is referred to ref. [96] and to the references therein).
The axial proﬁles of the mean particle volume fraction, at diﬀerent radial coordi-
nates (x-direction), are shown in ﬁgures (5.29a) and (5.29b), for the fuel and the air
reactors, respectively. It can be observed that proﬁles have steeper slops in the air
reactor than in the fuel reactor (for heights less than about 0.5 m), which reﬂects
the circulating behaviour of the air reactor and the bubbling behaviour of the fuel
reactor. Such behaviours and their eﬀect on the thermodynamics of the system
can be qualitatively observed in ﬁg. (5.30), representing the instantaneous solid
volume fraction, gas temperature and particle mass change rates due to oxidation
and reduction, after 24 sec of simulation.
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z = 1.0 m
z = 1.5 m
z = 2.0 m
z = 2.5 m
z = 3.0 m
(b)
Fig. 5.28: Radial mean variation of (a) the gas temperature and (b) the particle
volume fraction at diﬀerent heights (z) in the air reactor (simulation ANISO30).





















x = 0.079 m
x = 0.060 m
x = 0.040 m
x = 0.020 m
x = 0.000 m
(a) Results for the FR





















x = 0.075 m
x = 0.060 m
x = 0.040 m
x = 0.020 m
x = 0.000 m
(b) Results for the AR
Fig. 5.29: Axial mean proﬁles of the particle volume fraction at diﬀerent radial
x-coordinates, as obtained from simulation ANISO30.
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Fig. 5.30: Instantaneous solid volume fraction (αp), gas temperature (Tg in
◦C)




p , due to oxidation and
reduction, respectively. The rates are computed according to the system of equa-
tions (5.20). Note that for the reduction, it is the absolute values of Γ
(r)
p that are
displayed. Results are obtained by simulation ANISO30.
5.5 Conclusion
In this work, a whole model, based on an Eulerian-Eulerian approach to compute
both the gas and the solid phases, is used to predict the local and instantaneous
behaviour of the complex reactive ﬂow inherent to the CLC process. Oxygen carrier
reduction by methane and oxidation by oxygen were described based on the grain
model, accounting for the external mass transfer, diﬀusion and chemical reaction
mechanisms, in the overall chemical reaction process between the solid particles
and the reacting gaseous species. The kinetic parameters for the chemical reaction
were provided by ICB - CSIC [26]. Heat release was only attributed to the oxidation
reaction, which takes place in the air reactor. Heat exchanged at the air reactor wall
was accounted for in the model, considering inﬁnite gas-wall and particle-wall heat
exchange coeﬃcients and a constant wall temperature. For the fuel reactor, no heat
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exchange at the wall was considered. The unsteady three-dimensional numerical
simulations of a lab-scale CLC unit, available at Vienna University of Technology,
have been performed using NEPTUNE_CFD code. The simulations were carried
out using two solid inventories of 25 kg and 30 kg.
Results showed that the two-ﬂuid approach is able to predict, locally and instanta-
neously, the entire CLC processes. The existence of the core-annular ﬂow structure,
in the dilute regions of the CLC system (mainly, in the upper part of the air reac-
tor), is clearly predicted by the simulations. The bubbling behaviour of the dense
ﬂuidized bed in the fuel reactor is also accurately reproduced by the simulations.
Globally, the hydrodynamic is well reproduced when 30 kg of solid is used, lead-
ing to good agreements with the experimental data about the gas pressure drop,
the solid mass distribution in the system (FR, AR and LLS) and the global solid
circulation between the reactors.
CLC reactions were also investigated and the results compared with the experi-
mental data at the air and the fuel reactor outlets. The predictions of the gaseous
species molar fractions are found very satisfactory, even if an overestimate of the
fuel conversion at the fuel reactor outlet was observed. This diﬀerence with the
experiments was attributed to the fact that in numerical simulations the oxygen
carrier, CaMn0.9Mg0.1O3−δ, transfers oxygen to methane until CaMn0.9Mg0.1O2 is
formed, which is not the case in the experiments, hence leading to an overestimate
of the oxygen mass transfer during the reaction.
Concerning the gas temperature, numerical results slightly diﬀer from experimental
measurements. In order to improve predictions, accurate values of the heat release,
for each reaction, together with more sophisticated models accounting for the heat
exchange at the wall, could be used. The question of the thermal radiation in the
air reactor also deserves further investigations in order to evaluate its eﬀects on the




CLC is a process based on the combustion of a fuel with the oxygen provided by
an oxygen carrier. This technique, generally based on a dual circulating ﬂuidized
bed, involves circulation of the oxygen carrier between two reactors, a fuel reactor
for the fuel combustion, and an air reactor for the oxygen carrier regeneration. A
schematic description of such a process is shown in ﬁg. (6.1).
Fig. 6.1: Schematic description of a CLC process.
In the fuel reactor, a reaction of reduction of the solid oxygen carrier by the gaseous
fuel occurs, for which compositions can be expressed as MeOx and CnH2m, respec-
tively. The reduction reaction mainly produces CO2 and H2O in the ﬂue gas and
converts the oxygen carrier to its reduced form MeOx−1. After condensation of the
water vapour, CO2 is cooled and pressurized in stages to yield liquid CO2 ready
for storage. The reduced material (MeOx−1) is sent back to the air reactor and
regenerated by air according to an oxidation reaction.
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CLC technology has shown to have a unique potential in reducing energy and cost
penalty for the CO2 capture. Today, the major challenge that faces this technique
is to reach a viable commercial process. To this end, the present work provides
information contributing to the scale-up stage from pilot to industrial facilities.
In chapter (2) of this manuscript, we reviewed the major research eﬀorts that have
been made in the recent years for developing appropriate eﬃcient, environment-
friendly and reasonably cheap oxygen carriers suitable for use in CLC applications.
We also pointed out the complex chemistry that takes place between the oxygen
carrier and the various gases in such processes and focused our attention in the mod-
eling procedures related to that chemistry. The literature survey reported that most
of the gas-reaction processes in CLC are described by the Shrinking Core Model
(SCM), either in the solid particle or in ﬁctional grains uniformly distributed in the
solid particle.
Numerical approaches are powerful tools that considerably help to improve exist-
ing processes and to design and scale-up from laboratory to industrial scale. Such
approaches are reviewed in chapter (3), with a particular focus on the Eulerian
approach for predicting reactive gas-particle ﬂows in ﬂuidized beds. This approach
is proven to be suitable and extremely useful for simulation of large scale units and
can provide extensive information about the entire ﬂuidized bed process accounting
for diﬀerent geometries and operating conditions. Based on this approach, we de-
veloped a model able to accurately reproduce the local and instantaneous behaviour
of complex ﬂows involved in CLC processes. The whole modeling is the result of
several studies previously carried out [19, 39, 42, 46, 103].
In chapter (4), a theoretical/numerical study of a ﬂuidized bed reactor in which
methane is burned with air has been carried out. Taking the advantage from the
relative simplicity of this process, its modeling and numerical simulation is used for
validation of the modeling approach proposed to simulate the CLC process. Un-
steady 3D numerical simulations of the methane combustion in the ﬂuidized bed
reactor containing inert particles, at an initial bed temperature of 700 ◦C, have been
performed using NEPTUNE_CFD code. Results are validated against experimen-
tal data available from the literature [29, 30, 31]. As it is shown in ﬁg. (6.2), our
study pointed out a strong dependency of the gas temperature predictions on the
mesh reﬁnement. This dependency is attributable to the hydrodynamic resolution
of the bed. Finer mesh makes it possible to better reproduce the gas pockets in the
bed and their explosion at the bed surface. It is well known that the combustion
is enhanced in the gas pockets, while the solid acts instead like a quenching for
the combustion. Therefore, heat exchanges into the bed and at the bed surface
are accurately predicted when a ﬁner mesh is used. However, for simulations at
industrial scale, sub-grid models are needed in order to enable the use of coarsened
grids. For further details, the reader is referred to references [91, 92]. In this chap-
ter, we also extended our investigation to an analysis of the eﬀect of the turbulent
mixing on the combustion process. Results showed that the turbulent mixing has
no eﬀect inside the bed, while it competes with the intrinsic chemical reaction in the
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freeboard zone. Moreover, predictions about the gas temperature and the species
molar fractions along the reactor are not improved. As a consequence, such a model
has to be discarded and further investigations have to be carried out taking into
account the detailed kinetics of methane combustion and/or combustion inhibition
through depleting free radicals’ concentration in the gas phase. Behaviour of the
ﬂuidized bed reactor has also been investigated at a relatively high bed temperature
(800 ◦C). Satisfactory results were obtained and the displacement of the combustion
zone towards the bed was observed, as expected.























Fig. 6.2: Mean gas temperature along the reactor height for diﬀerent meshes, from
the coarsest (MESHA1) to the ﬁnest mesh (MESHD1). Experiments in symbols.
In chapter (5), investigations based on the Eulerian-Eulerian formalism for predict-
ing the reactive gas-particle ﬂows in CLC processes are reported. Experimental data
obtained on the 120kWth CLC lab-scale unit [85] available at Vienna University of
Technology are used for comparison purposes. The CLC process uses natural gas
(methane in the simulations) for the combustion and the perovskite-type material,
CaMn0.9Mg0.1O3−δ, as oxygen carrier. Schemes of the experimental unit and the
theoretical conﬁguration are illustrated in ﬁg. (6.3). In the modeling, the reduction
















In order to close the interphase mass and enthalpy source terms appearing in the
transport equations of both the gaseous and the particulate phases, expressions for
the consumption rates of the reduced and the oxidized particles during reactions
are obtained on the basis of the grain model. Particles are assumed, as it is shown
in ﬁg. (6.4), to be a random grouping of non-porous grains that react according to
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the SCM. The reaction takes place at a sharp interface between the reacted and the
unreacted solids, while the interface moves inward leaving behind a solid product
layer.
Fig. 6.3: Schemes of the CLC unit.
Fig. 6.4: Scheme of the Grain model.
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Therefore, in each grain, the overall reaction process of the oxygen carrier with the
gaseous species is supposed to evolve according to the following mechanisms:
• external mass transfer of the gaseous species from the gas to the solid particle
through an external ﬁlm surrounding the particle;
• diﬀusion of the species in the product layer surrounding the unreacted core
of the grain;
• and chemical reaction onto the grain surface.
Based on this approach, we proposed a reaction model that accurately takes into
account both the reduction and the oxidation of the oxygen carrier in the CLC
system. This model uses chemical reaction and diﬀusion coeﬃcients taken from the
literature [26]. Heat release was only attributed to the oxidation reaction, which
takes place in the air reactor. In the latter, heat exchanges at the wall were also
considered as well.
For a total solid inventory of 30 kg, results as obtained by the unsteady three-
dimensional numerical simulations, performed using NEPTUNE_CFD code, showed
that the hydrodynamic is very well reproduced, leading to good agreements with
the experimental data about the gas pressure drop, the solid mass distribution in
the system and the global solid circulation between the reactors. The numerical
simulations also revealed an oscillating behaviour of the solid mass in the system:
low-frequency mass ﬂuctuations in both the air and the fuel reactors being nearly
180 degree out-of-phase with each other, and a high-frequency behaviour in the
LLS. The predictions about the gaseous species molar fractions are very satisfac-
tory, even if an overestimate of the fuel conversion at the fuel reactor outlet is
observed. This diﬀerence with the experiments is attributed to the fact that in
numerical simulations the oxygen carrier, CaMn0.9Mg0.1O3−δ, transfers oxygen to
methane until CaMn0.9Mg0.1O2 is formed, which is not the case in the experiments,
hence leading to an overestimate of the oxygen mass transfer during the reaction.
Figures (6.5a-d) show the major results as obtained by the numerical simulation.
In order to improve predictions, accurate values of the heat release, for each reac-
tion, together with more sophisticated models accounting for the heat exchange at
the wall, could be used. The question of the thermal radiation in the air reactor also
deserves further investigations in order to assess its eﬀects on the predictions and
whether a radiation model should be taken into account. An additional theoreti-
cal/numerical study concerning particles’ attrition may also be necessary. Indeed,
during long-term operations, attrition phenomenon of solids may lead to a reac-
tivity loss and to elutriation of particles out of the system, thus aﬀecting the CLC
performance. Such a phenomenon is a contribution of both physical attrition eﬀects
and chemical stresses due to the redox reactions. The theoretical/numerical tool
developed in this work will be used for design upgrade recommendation in the stage
of scaling-up.
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         Experiment
FR :  Simulation
         Experiment
Total solid inventory : 30 kg






AR : Simulation  - avg. 7.0 kg
         Experiment - avg. 6.5 kg











FR : Simulation  - avg. 13.6 kg
        Experiment - avg. 13.5 kg
Total solid inventory : 30 kg
(b) Solid mass distribution




















Simulation  - avg. 95.4 %
Experiment - avg. 85.4 %
Total solid inventory : 30 kg
(c) Methane conversion.



















ULS : Simulation   - avg. 89.85 %
           Experiment  - avg. 89.43 %
LLS : Simulation    - avg. 83.80 %
           Experiment  - avg. 82.48 %
Total solid inventory: 30 kg
(d) Degree of oxidation.
Fig. 6.5: CLC thermo-hydrodynamic validation.
Appendix
Total enthalpy budget analysis
In this section, the mathematical development and the physical approximations,
used to obtain eq. (4.24) used in chapter (4), are detailed. For both the gas and
the particulate phases, the enthalpy equation (4.3) is written in a conservative form.
In a permanent regime, this equation is written as:
∇. (αkρkHkUk) = Sradk +Πk′→k +∇. (αkρkKk∇Hk) (A.1)
The total enthalpy equation (particles+gas) is then written as:
∇. (αgρgHgUg + αpρpHpUp) = Sradg + Sradp
+ ∇. (αgρgKg∇Hg + αpρpKp∇Hp) (A.2)














∇. (αgρgKg∇Hg + αpρpKp∇Hp) dV (A.3)
The divergence theorem, also known as Green-Ostrogradsky’s theorem, for any
diﬀerentiable vector ﬁeld F, deﬁned in the volume V bounded by the the surface






With n the unit exterior normal to the surface Σ. Applying this theorem on eq.
(A.3), one can obtain:
∫∫
Σ










[αgρgKg (∇Hg.n) + αpρpKp (∇Hp.n)] dS (A.5)
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Fig. A.1: Scheme of the freeboard region.
As shown in ﬁg. (A.1b), the boundary surface Σ is formed by the bed surface (S1),
the upper surface (S2) of the freeboard and the lateral surface (Σw) of the reactor
wall. The left-hand-side (l.h.s) of eq. (A.5) can then be developed as follows:
∫∫
Σ












[αgρgHg (Ug.nw) + αpρpHp (Up.nw)] dS (A.6)
and the last term on the right-hand-side (r.h.s) is written as:
∫∫
Σ












[αgρgKg (∇Hg.nw) + αpρpKp (∇Hp.nw)] dS (A.7)
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The last term on the r.h.s of eq. (A.6) is equal to zero since there is no gas mass
ﬂux and no solid mass ﬂux through the reactor wall ( Ug.nw = Up.nw = 0). The
last term on the r.h.s of eq. (A.7) is due to thermal conduction exchanged with
reactor wall. It is also equal to zero since this present enthalpy budget analysis is
performed for MESHA0 and MESHB0 that do not account for heat exchanges with
reactor wall. With these considerations, eq. (A.5) becomes:
∫∫
S1




























αpρpKp (∇Hg.n1) dS +
∫∫
S2
αpρpKp (∇Hp.n2) dS (A.8)
In the above equation, the surface integrals on the l.h.s represent, respectively, the
mean gas enthalpy transports due to the gas ﬂowing across the sections S1 and S2,
and the mean particulate phase enthalpy transports due to solid ﬂow across those
sections. The ﬁrst term on r.h.s accounts for all the radiative terms in the whole
volume of the freeboard region and the last terms account for thermal conduction
in both the phases through the sections S1 and S2.
Physical approximations
1. Section S2 is taken high enough from the bed surface in such a way that the
solid mass ﬂux through this section is negligible and hence the integral terms
over section S2 related to the solid can also be neglected;
2. Terms due to thermal conduction are assumed very small compared to that
of the enthalpy transport due to mass ﬂow across the sections S1 and S2;
3. The gas enthalpy at a given temperature Tg is expressed by the following
equation: Hg = H
0
f + Cpg(Tg − Tref );
4. The particulate phase enthalpy at a given temperature Tp is expressed by the
following equation: Hp = Cpp(Tp − Tref ).
With the assumptions 1 and 2, eq. (A.8) becomes:
∫∫
S1
αgρgHg (Ug.n1) dS +
∫∫
S2
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The last term on the l.h.s is decomposed into two terms, one is due to an upward
enthalpy transport due to solid mass ﬂux moving upward with the particle mean
velocity U+p , and the other representing a downward enthalpy transport with the
downward mean velocity U−p . This leads to the following expression:
∫∫
S1






















With the following equations,
S1 = S2 = A; n2 = −n1;
Ug.n1 = −Ug; Ug.n2 = Ug;




p .n1 = −U
−
p ,
























with z1 and z2 are the respective heights where sections S1 and S2 are located in
the reactor. Eq. (A.11) is then expressed in terms of mean quantities as follows:











If the approximation αkρkUkHk ≃ αkρkUk × Hk is used, the above equation can
be further simpliﬁed. In addition, the continuity equations written in a permanent
regime for both the phases impose:




























Replacing the enthalpies by their expressions previously given (approximations 3



























Additionally, a unique value for Cpg has been taken and it corresponds to that of
the gas crossing the section S2. Finally, the equation used in the total enthalpy
analysis of the gas-solid mixture is:
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