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Abstract
Motivated by understanding the power of quantum computation with restricted number of qubits,
we give two complete characterizations of unitary quantum space bounded computation. First
we show that approximating an element of the inverse of a well-conditioned efficiently encoded
2k(n) × 2k(n) matrix is complete for the class of problems solvable by quantum circuits acting
on O(k(n)) qubits with all measurements at the end of the computation. Similarly, estimating
the minimum eigenvalue of an efficiently encoded Hermitian 2k(n)×2k(n) matrix is also complete
for this class. In the logspace case, our results improve on previous results of Ta-Shma [30] by
giving new space-efficient quantum algorithms that avoid intermediate measurements, as well as
showing matching hardness results.
Additionally, as a consequence we show that PreciseQMA, the version of QMA with exponen-
tially small completeness-soundess gap, is equal to PSPACE. Thus, the problem of estimating the
minimum eigenvalue of a local Hamiltonian to inverse exponential precision is PSPACE-complete,
which we show holds even in the frustration-free case. Finally, we can use this characterization
to give a provable setting in which the ability to prepare the ground state of a local Hamiltonian
is more powerful than the ability to prepare PEPS states.
Interestingly, by suitably changing the parameterization of either of these problems we can
completely characterize the power of quantum computation with simultaneously bounded time
and space.
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1 Introduction
How powerful is quantum computation with a restricted number of qubits? In this work we
will study unitary quantum space-bounded classes - those problems solvable using a given
amount of (quantum and classical) space, with all quantum measurements performed at the
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end of the computation. We give two sets of complete problems for these classes; to the
best of our knowledge, these are the first natural complete problems proposed for quantum
space-bounded classes.
The first problem we consider, the k(n)-Well-conditioned Matrix Inversion problem, is a
well-conditioned version of the ubiquitous matrix inversion problem. The second problem
we consider, the k(n)-Minimum Eigenvalue problem, asks us to compute the minimum
eigenvalue of a Hermitian matrix to high precision – in the context of quantum complexity,
this is a natural generalization of the familiar local Hamiltonian problem [23]. Interestingly
enough, the first (resp. second) problem is the space-bounded variant of a BQP-complete [18]
(resp. QMA-complete [23]) problem; their complexities coincide in the space-bounded regime.
For the sake of readability, we defer precise definitions of these problems and statements of
our results until Sections 3 and 4.
We now proceed to give some justification for the importance of our results. In the
following discussion, BQUSPACE[k(n)] refers to the class of problems solvable with bounded
error by a quantum algorithm running in O(k(n)); the subscript U indicates that the
algorithm is unitary, i.e. employs no intermediate measurements.
1.1 Background and Motivation
The Matrix Inversion problem is of central importance in computational complexity theory.
Matrix inversion is known to be complete for DET, the class of functions as hard as computing
the determinant of an integer matrix, which can be solved in classical O(log2(n)) space
[5, 12]. It is a major open problem to determine if Matrix Inversion can be solved in classical
logarithmic space, which would imply L = NL = DET.
Recently, Ta-Shma [30], building on work of Harrow, Hassidim, and Lloyd [18], showed
that a well-conditioned n× n matrix can be inverted (up to 1/ poly(n) error) by a quantum
O(logn) space algorithm using intermediate measurements. Similarly, Ta-Shma also gives
an algorithm for computing eigenvalues of a Hermitian matrix with similar space. These
algorithms achieve a quadratic advantage in space over the best known classical algorithms,
which require Ω(log2 n) space. This is the maximum quantum advantage possible, since
Watrous has shown BQSPACE[k(n)] ⊆ SPACE[O(k(n)2)] [35, 36] even for quantum algorithms
with intermediate measurements.
Our completeness result for matrix inversion, along with observing our algorithm for
matrix inversion (Theorem 14) actually gives a high-precision approximation, gives the
following corollary in the logspace case (see Remark 2.3).
I Corollary 1. The problem of approximating, to constant precision, an entry of the inverse
of an n × n positive semidefinite matrix with condition number at most poly(n) is BQUL-
complete under L-reductions, where BQUL is the set of problems solvable in unitary quantum
logspace. This problem remains in BQUL even if 1/ poly(n) precision is required.
Similarly, restricting Thereom 4 to the logspace case gives the following corollary.
I Corollary 2. The problem of approximating, to 1/ poly(n) precision, the minimum eigen-
value of an n× n positive semidefinite matrix is BQUL-complete under L-reductions.
These corollaries improve upon Ta-Shma’s results [30] in two ways. First, our algorithms
solve these problems without needing intermediate measurements. Unlike in time complexity,
where the “Principle of safe storage” gives a time-efficient procedure to defer intermediate
measurements, these methods may incur an exponential blow-up in space.
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One might wonder why we care so much about avoiding intermediate measurements. The
main reason is that removing intermediate measurements from the computation allows us
to give matching hardness results, showing the optimality of our algorithms. This is the
second way our results improve on those of Ta-Shma. In particular, our proofs crucially
use space-efficient methods for the amplification of unitary quantum computations, which
are not known in the non-unitary model. This is because the techniques require applying
the inverse of the circuit, which of course is impossible if the circuit contains intermediate
measurements. We will also rely on ideas from Kitaev’s clock construction, which constructs
a local Hamiltonian from a unitary quantum circuit.
Specifically, we will show that the problems of inverting well-conditioned matrices and
computing minimum eigenvalues of Hermitian matrices are hard for unitary quantum logspace
under L-reductions. In the case of our algorithm for Matrix Inversion, this means that the
upper bound on the condition number bound is unlikely to be improved upon. Likewise, this
gives some of the strongest evidence that even well-conditioned matrices cannot be inverted
in deterministic logspace, since otherwise our results would immediately imply L = BQUL,
which seems quite unlikely.
Interestingly, although our algorithms for both problems use different techniques from
those of Ta-Shma, our algorithm for computing the minimum eigenvalue is completely
different. In particular, our algorithm crucially relies on new methods for space efficient QMA
amplification, together with some powerful recent results in Hamiltonian simulation [6, 8].
Concurrently with our work, Doron, Sarid, and Ta-Shma have shown that analogous
problems for stochastic matrices (e.g. computing the eigenvalue gap) are complete for
classical randomized logspace, or BPL [14, 13]. In addition, Le Gall has shown that analogous
problems for Laplacian matrices can be solved in BPL [16]. Since it is straightforward to
see that Well-conditioned Matrix Inversion reduces to Integer Matrix Inversion, we obtain a
direct proof that BQUL ⊆ DET, which was previously known indirectly via the containments
BQUL ⊆ PL ⊆ DET [36, 9].
Therefore the power of classical and quantum space-bounded classes are characterized by
the ability to approximate solutions of different problems in DET (stochastic matrices for
the former, and Hermitian matrices for the latter). This could shed light on the differences
between deterministic, randomized, and quantum space complexity. An open question is
to find a class of interesting matrices whose inverse (or eigenvalues) can be computed in
deterministic logspace.
Interestingly, if we change the scaling of the parameters in our Matrix Inversion and
Minimum Eigenvalue problems suitably, then we obtain problems that are known to be
complete for BQP [18] and QMA [23, 2]. Thus by appropriately bounding the dimension
of the matrix and either the condition number or the promise gap, we can give problems
complete for quantum time or quantum space. In fact we can strengthen these results to
settings with a simultaneously bounded amount of space and time; see Section 5.
1.2 Relationship with Matchgates
Matchgates are a subclass of quantum gates introduced by Valiant [32], who also showed
that nearest neighbor matchgate circuits (which we will just call matchgate computations)
are classically simulable. Matchgate computations were further shown to be equivalent to
a one-dimensional model of noninteracting fermions by Terhal and DiVincenzo [31]; and
equivalent to unitary quantum logspace by Jozsa, Kraus, Miyake, and Watrous [20]. Our
complete problems therefore elucidate the computational power of noninteracting fermions.
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We know that sampling from output distributions of matchgate computations gives us
the power of BPL; but what is the computational power of computing exactly the output
probabilities of matchgate computations? We conjecture that this computational power
corresponds to DET, since amplitudes of noninteracting fermion circuits are related to
determinants (and see also the discussion in the previous subsection). It is known that output
probabilities of matchgate computations can be exactly calculated by an efficient classical
algorithm [21], which is consistent with our conjecture because DET ∈ P.
1.3 Quantum Merlin-Arthur with Small Gap
A consequence of our proof of completeness for the k(n)-Minimum Eigenvalue problem is
an equivalence between space-bounded quantum computations and quantum Merlin-Arthur
proof systems. Here we give this equivalence for the polynomial space case: let PreciseQMA
be the variant of QMA with exponentially small completeness-soundness gap. Then we show
the following:
I Corollary 3. PreciseQMA = BQUPSPACE = PSPACE.
The second equality is due to Watrous [35, 36]. We give similar equivalences for space-
bounded quantum computations with and without a witness for other space bounds as well
(Theorem 18).
We note that PreciseQMA is likely far more powerful than its classical counterpart. The
analogous classical complexity class is contained in NPPP: given a classical witness, the
verifier runs a classical computation that in the YES case accepts with probability at least c,
or in the NO case accepts with probability at most s, where c > s. Note that in the classical
case c− s > exp(− poly) is automatically satisfied. Since NPPP is in the counting hierarchy,
the entirety of which is contained in PSPACE (see e.g., [3]), we see that the quantum proof
protocol is strictly stronger than the classical one, unless the counting hierarchy collapses to
the second level.
We also show that the local Hamiltonian problem is PSPACE-complete when the promise
gap is exponentially small (for details see Appendix D). This is in contrast to the usual
case when the gap is polynomially small, where the problem is QMA-complete. Perhaps
more surprisingly, PreciseQMA = PSPACE is more powerful than PostBQP = PP, the class
of problems solvable with postselected quantum computation [1].
Another consequence concerns Projected Entangled Pair States, or PEPS, a natural exten-
sion of matrix product states to two and higher spatial dimensions, which can be described
as the ground state of certain frustration-free local Hamiltonians [34]. A characterization of
the computational power of PEPS was given in [28], and can be summarized as follows: let
OPEPS be a quantum oracle that, given the description of a PEPS, outputs the PEPS (so
the output is quantum). Then BQPOPEPS‖,classical = PostBQP = PP, where (following Aaronson
[1]) the subscript denotes that only classical nonadaptive queries to the oracle are allowed.
Moreover, let PQP be the set of problems solvable by a quantum computer with unbounded
error ; then it is straightforwardly shown that PQPOPEPS‖,classical = PP as well (see Appendix F).
On the other hand, suppose we have an oracle OLH that given the description of a
local Hamiltonian, outputs a ground state of the Hamiltonian. Then our results show that
PreciseQMA = PSPACE ⊆ PQPOLH‖,classical. This shows that in the setting of unbounded-error
quantum computation, PEPS do not capture the full computational complexity of general
local Hamiltonian ground states unless PP = PSPACE. We leave open the problem of
determining the complexity of BQPOLH‖,classical.
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Lastly, we are able to strengthen our characterization to show that PreciseQMA contains
PSPACE (see Appendix C), even when restricted to having perfect completeness. This allows
us to prove that testing if a local Hamiltonian is frustration-free is a PSPACE-complete
problem (Appendix D). We note that if the local Hamiltonian is promised to have a ground
state energy of at least 1/ poly if it is frustrated, then this is the Quantum Satisfiability
problem defined by Bravyi, which is known to be QMA1 complete [10, 17]. Our results show
that if the promise gap is removed then we instead get PSPACE-completeness.
2 Preliminaries
2.1 Quantum circuits
We will assume a working knowledge of quantum information. For an introduction, see [26].
A quantum circuit consists of a series of quantum gates each taken from some universal
gateset, such as the gateset consisting of Hadamard and Toffoli gates [29]. For functions
f, g : N→ N, we say a family of quantum circuits {Qx}x∈{0,1}∗ is f-time g-space uniformly
generated if there exists a deterministic classical Turing machine that on input x ∈ {0, 1}n
and i > 0 outputs the i-th gate of Qx within time f(n) and workspace g(n) [26].
Our restriction to a specific gateset is without loss of generality, even for logarithmic space
algorithms: there exists a deterministic algorithm that given any unitary quantum gate U and
a parameter , outputs a sequence of at most polylog(1/) gates from any universal quantum
gateset that approximates U to precision  in space O(log(1/)) and time polylog(1/) [33].
This improves the Solovay-Kitaev theorem, which guarantees a space bound of polylog(1/);
see e.g., [26].
2.2 Space-bounded computation
For our model of unitary quantum space-bounded computation, we consider a quantum system
with purely classical control, because there are no intermediate quantum measurements to
condition future operations on. Specifically, we use the following definition (see Appendix A
for more details):
I Definition 4. Let k(n) be a function satisfying Ω(log(n)) ≤ k(n) ≤ poly(n). A promise
problem L = (Lyes, Lno) is in QUSPACE[k(n)](c, s) if there exists a poly(|x|)-time O(k)-
space uniformly generated family of quantum circuits {Qx}x∈{0,1}∗ , where each circuit
Qx = Ux,TUx,T−1 · · ·Ux,1 has T = 2O(k) gates, and acts on O(k(|x|)) qubits, such that:
If x ∈ Lyes:〈
0k
∣∣Q†x|1〉〈1|outQx∣∣0k〉 ≥ c. (1)
Whereas if x ∈ Lno:〈
0k
∣∣Q†x|1〉〈1|outQx∣∣0k〉 ≤ s. (2)
Here out denotes a single qubit we measure at the end of the computation; no intermediate
measurements are allowed. Furthermore, we require c and s to be computable in classical
O(k(n))-space.
For the rest of the paper we will always assume that Ω(log(n)) ≤ k(n) ≤ poly(n).
The bound T = 2O(k) on the circuit size comes from that any classical Turing machine
generating Qx using space O(k(|x|)) has at most 2O(k) configurations. We note that 2O(k)
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gates suffice to approximate any gate onO(k) qubits to high accuracy (see e.g. [26, Chapter 4]).
The poly(|x|) time bound on the classical control can be assumed without loss of generality;
see Appendix A.
I Definition 5. BQUSPACE[k] = QUSPACE[k](2/3, 1/3).
I Theorem 6 (Watrous [35, 36]). BQUSPACE[poly] = PSPACE.
We now define space- and time-bounded analogues of QMA:
I Definition 7. We say a promise problem L = (Lyes, Lno) is in (t, k)-bounded QMAm(c, s)
if there exists a t-time and (k +m)-space uniformly generated family of quantum circuits
{Vx}x∈{0,1}∗ , each of size at most t(|x|), acting on k(|x|) +m(|x|) qubits, so that:
If x ∈ Lyes there exists an m-qubit state |ψ〉 such that:(〈ψ| ⊗ 〈0k∣∣)V †x |1〉〈1|outVx (|ψ〉 ⊗ ∣∣0k〉) ≥ c. (3)
Whereas if x ∈ Lno, for all m-qubit states |ψ〉 we have:(〈ψ| ⊗ 〈0k∣∣)V †x |1〉〈1|outVx (|ψ〉 ⊗ ∣∣0k〉) ≤ s. (4)
out denotes a single qubit measured at the end of the computation; no intermediate measure-
ments are allowed. Here c and s are computable in classical O(t)-time and O(k +m)-space.
I Definition 8. QMA = (poly, poly)-bounded QMApoly(2/3, 1/3).
I Definition 9. PreciseQMA =
⋃
c∈(0,1] (poly, poly)-bounded QMApoly(c, c− 2− poly).
2.3 Other definitions and results
We use the following definition of efficient encodings of matrices:
I Definition 10. Let M be a 2k × 2k matrix, and A be a classical algorithm (e.g. a Turing
machine) specified using n bits. We say that A is an efficient encoding of M if on input
i ∈ {0, 1}k, A outputs the indices and contents of the non-zero entries of the i-th row, using
at most poly(n) time and O(k) workspace (not including the output size). Note that as a
consequence M has at most poly(n) nonzero entries in each row.
We will often specify a matrix M in the input by giving an efficient encoding of M . The size
of the encoding is then the input size, which we will usually indicate by n.
I Remark. It is not difficult to see that every n× n matrix has an efficient encoding of size
O(n2), since it is straightforward to construct a classical O(logn)-space circuit that on input
i, j outputs the (i, j)-entry of the matrix.
In our results we will implicitly assume the existence of algorithms that compute some
common functions on n-bit numbers, such as sin, cos, arcsin, arccos and exponentiation, to
within 1/ poly(n) accuracy in classical O(logn) space. Algorithms for these tasks have been
designed by Reif [27].1
Finally, we will need new results from the Hamiltonian simulation literature:
1 Reif’s algorithms take only O(log logn log log logn) space, but we only need the O(logn) bound.
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I Theorem 11 ([6, 7, 8]). Suppose we are given as input the size-n efficient encod-
ing of a 2k(n) × 2k(n) Hermitian matrix H. Then treated as a Hamiltonian, the time
evolution exp(−iHt) can be simulated using poly(n, k, ‖H‖max, t, log(1/)) operations and
O(k + log(t/)) space.
While the space complexity was not explicitly stated in [6, 7, 8], it can be seen from the
analysis (see e.g. [7]). The crucial thing to notice in Theorem 11 is the polylogarithmic
scaling in the error ; this implies that we can obtain polynomial precision in exp(−iHt)
using only polynomially many operations. Also note that the maximum eigenvalue of H,
‖H‖, satisfies ‖H‖ ≤ poly(n)‖H‖max.
3 The Well-Conditioned Matrix Inversion Problem
We begin with a formal statement of the problem:
I Definition 12 (k(n)-Well-conditioned Matrix Inversion). Given as input is the size-n efficient
encoding of a 2k(n) × 2k(n) positive semidefinite matrix H with a known upper bound
κ = 2O(k(n)) on the condition number, so that κ−1I  H  I, and s, t ∈ {0, 1}k(n). It is
promised that either |H−1(s, t)| ≥ b or |H−1(s, t)| ≤ a for some constants 0 ≤ a < b ≤ 1;
determine which is the case.
I Theorem 13. For Ω(log(n)) ≤ k(n) ≤ poly(n),
O(k(n))-Well-conditioned Matrix Inversion is complete for BQUSPACE[O(k(n))] under clas-
sical reductions using poly(n) time and O(k(n)) space.
Proof. We begin by giving a new space efficient algorithm for this matrix inversion problem:
I Theorem 14. Fix functions k(n), κ(n), and (n). Suppose we are given the size-n efficient
encoding of a 2k(n) × 2k(n) PSD matrix H such that κ−1I  H  I. We are also given
poly(n)-time O(k + log(κ/))-space uniform quantum circuits Ua and Ub acting on k qubits
and using at most T gates. Let Ua|0〉⊗k(n) = |a〉 and Ub|0〉⊗k(n) = |b〉. The following tasks
can be performed with poly(n)-time O(k + log(κ/))-space uniformly generated quantum
circuits with poly(T, k, κ, 1/) gates and O(k + log(κ/)) qubits:
1. With at least constant probability, output an approximation of the quantum state
H−1|b〉/‖H−1|b〉‖ up to error .
2. Approximate ‖H−1|b〉‖ to precision .
3. Approximate |〈a|H−1|b〉| to precision .
These circuits do not require intermediate measurements.
In fact our algorithm is much stronger: to solve k(n)-Well-conditioned Matrix Inversion
we merely need to approximate |〈s|H−1|t〉| to constant precision, while Theorem 14 actually
gives an approximation to precision 2−O(k) in O(k(n)) unitary quantum space. Moreover
our algorithm does not require s and t to be computational basis states. We can also
approximate 〈s|H−1|t〉 (without the absolute value), since if we choose |a〉 = (|s〉+ |t〉)/√2
and |b〉 = (|s〉+ i|t〉)/√2 we have
〈s|H−1|t〉 = 〈a|H−1|a〉 − i〈b|H−1|b〉+ (i− 1)(〈s|H−1|s〉+ 〈t|H−1|t〉)/2 (5)
and e.g. 〈a|H−1|a〉 = |〈a|H−1|a〉| becaue H is positive semidefinite.
We note that we can modify our definition of unitary quantum space-bounded classes
to include computing functions, for instance by adding a write-only one-way output tape
of qubits to the Turing machine (see the discussion in Appendix A), that are measured at
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the end of the computation. The error reduction result (Corollary 29) later in our work
allows the total error to be reasonably controlled. With such a modification we can output
an approximation to the entire matrix inverse in unitary quantum logspace. We will not
pursue this modified model further in this work.
Proof. We first briefly summarize the algorithm of Ta-Shma [30], which is based on the
linear systems solver of Harrow, Hassidim and Lloyd [18]. Ta-Shma shows that an n × n
matrix with condition number at most poly(n) can be inverted by a quantum logspace
algorithm with intermediate measurements; in our language this corresponds to solving
O(logn)-Well-conditioned Matrix Inversion.
Our algorithm and Ta-Shma’s share the same initial procedure. In particular it is shown:
I Lemma 15 (Implicit in [18, 30]). There is a poly-time O(k + log(κ/′))-space uniform
quantum unitary transformation WH over k + ` = O(k + log(κ/′)) qubits and using
poly(k, κ/′) gates, such that for any k-qubit input state |b〉,
WH(|0〉⊗` ⊗ |b〉) = α|0〉out ⊗ |ψb〉+
√
1− α2|1〉out ⊗ |ψ′b〉, (6)
where |ψb〉 and |ψ′b〉 are normalized states such that ‖|ψb〉 − |0〉⊗`−1 ⊗ H
−1|b〉
‖H−1|b〉‖‖ ≤ ′, α is a
positive number satisfying |α− ‖H−1|b〉‖κ | ≤ ′, and “out” is a 1-qubit register.
This lemma can be obtained by combining the Hamiltonian simulation algorithms of Berry
et al. (Theorem 11) with the analysis of Harrow, Hassidim and Lloyd [18]; a version without
the time bound is implicit in the proof of [30, Theorem 6.3]. For completeness, we sketch the
proof below.
Proof sketch. Decompose |b〉 into the eigenbasis of H: |b〉 = ∑λ aλ|vλ〉, where λ are
eigenvalues of H and H|vλ〉 = λ|vλ〉. The following procedure satisfies Lemma 15 (all steps
are approximate):
1. Perform phase estimation on the operator exp(iH) and state |b〉 to compute the eigenvalues
of H into an ancilliary register, obtaining the state
∑
λ aλ|vλ〉|λ〉.
2. Implement the unitary transformation |λ〉|0〉 → |λ〉[(κλ)−1|0〉 + (√1− (κλ)−2|1〉], to
obtain the state
∑
λ aλ|vλ〉|λ〉[(κλ)−1|0〉+ (
√
1− (κλ)−2|1〉].
3. Uncompute the eigenvalues λ by running phase estimation in reverse, obtaining the state∑
λ aλ|vλ〉|0〉`−1[(κλ)−1|0〉 + (
√
1− (κλ)−2|1〉]. Note that ∑λ aλ|vλ〉|0〉`−1(κλ)−1|0〉 =
1
κH
−1|b〉.
An appropriate error analysis of this procedure is the technical bulk of the proof; we refer the
reader to [18]. For Step 1, Ta-Shma showed how to implement exp(iH) in O(k + log(1/))
space [30, Theorem 4.1] (their proof works for general matrices with efficient encodings);
recent sparse Hamiltonian simulation algorithms (Theorem 11) give a time efficient way to
do this. J
Intuitively, Lemma 15 gives a space-efficient quantum algorithm that produces a state
proportional to H−1|b〉 with probability at least 1/κ. Our goal is to amplify the probability
from 1/κ to a constant, to produce a state with constant overlap to the state |0〉out ⊗ |ψb〉
together with an estimate for α ≈ ‖H−1|b〉‖. From here our algorithm differs from Ta-Shma’s
and uses a combination of amplitude amplification and phase estimation. This sidesteps both
the somewhat involved analysis and intermediate measurements of Ta-Shma’s algorithm.
Specifically, consider the two projectors
Π0 = |0〉〈0|⊗` ⊗ |b〉〈b|, Π1 = W †H(|0〉〈0|out ⊗ I)WH . (7)
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Π0 projects onto the initial subspace, while Π1 projects onto the initial states that would be
accepted by the final measurement. The rotation R = −(I − 2Π1)(I − 2Π0) has eigenvalues
e±i2 sin
−1 α with eigenvectors |ψ+〉, such that |0〉⊗` ⊗ |b〉 = (|ψ+〉 + |ψ−〉)/
√
2 is a uniform
superposition of the two eigenvectors. Therefore phase estimation on the operator R and
input state |0〉⊗` ⊗ |b〉 suffices to give an estimate of α. Furthermore both eigenvectors have
constant overlap with W †H |ψb〉, so applying WH to the residual state of phase estimation
allows us to complete the first task as well.
We have addressed the first two tasks in Theorem 14. For the third task (approximating
|〈a|H−1|b〉|), we can choose Π′1 = W †H(|0〉〈0|out ⊗ I)(Ianc ⊗ |a〉〈a|)(|0〉〈0|out ⊗ I)WH instead,
and phase estimation on R = −(I − 2Π1)(I − 2Π′0) will give an estimate for |〈a|H−1|b〉|. See
the full version of the paper for the complete proof. J
We establish that k(n)-Well-conditioned Matrix Inversion is BQUSPACE[O(k)]-hard using a
similar argument to Harrow, Hassidim, and Lloyd [18], in which given a quantum circuit
acting on k(n) qubits we construct a efficiently encoded well-conditioned 2O(k)×2O(k) matrix
H, so that a single element of H−1 is proportional to the success probability of the circuit.
See the full version of our paper for a detailed proof. J
4 The Minimum Eigenvalue Problem
Our second characterization of unitary quantum space is based on the following problem:
I Definition 16 (k(n)-Minimum Eigenvalue problem). Given as input is the size-n efficient
encoding of a 2k(n) × 2k(n) PSD matrix H, such that ‖H‖max = maxs,t |H(s, t)| is at most a
constant. Let λmin be the minimum eigenvalue of H. It is promised that either λmin ≤ a
or λmin ≥ b, where a(n) and b(n) are numbers such that b − a > 2−O(k(n)). Output 1 if
λmin ≤ a, and output 0 otherwise.
I Theorem 17. For Ω(log(n)) ≤ k(n) ≤ poly(n), O(k(n))-Minimum Eigenvalue is complete
for
BQUSPACE[O(k(n))] under classical reductions using poly(n) time and O(k(n)) space.
In the process of proving this result, we will also show the following equivalence:
I Theorem 18. BQUSPACE[O(k(n))] is equivalent to the class of problems characterized by
having quantum Merlin Arthur proof systems running in polynomial time, O(k(n)) witness
size and space, and 2−O(k(n)) completeness-soundness gap. Or in other words,
BQUSPACE[O(k(n))] =
⋃
c−s≥2−O(k(n))
(poly,O(k(n)))-bounded QMAO(k(n))(c, s)
Our proof will consist of three steps. Lemma 19 will show that k(n)-Minimum Eigenvalue
is in the generalized PreciseQMA class defined in Theorem 18. Lemma 20 will show that this
generalized PreciseQMA class is contained in BQUSPACE[k(n)]. Finally, Lemma 21 will show
that BQUSPACE[k(n)]-hardness of k(n)-Minimum Eigenvalue.
I Lemma 19. k(n)-Minimum Eigenvalue is contained in
(poly,O(k(n)))-bounded QMAO(k(n))(c, s) for some c, s such that c− s > 2−O(k(n)).
Proof. We are given the size-n efficient encoding of a 2k(n) × 2k(n) PSD matrix H, and it is
promised that the smallest eigenvalue λmin of H is either at most a or at least b. Merlin would
like to convince us that λmin ≤ a; he will send us a purported k-qubit eigenstate |ψ〉 of H
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with eigenvalue λmin. Choose t = pi/(poly(n)‖H‖max) ≤ pi/‖H‖; then all eigenvalues of Ht
lie in the range [0, pi], and the output of phase estimation on exp(−iHt) will be unambiguous.
We perform, on ψ, phase estimation of exp(−iHt) with one bit of precision:
|0〉 H • H 1+e−iλt2 |0〉+ 1−e
−iλt
2 |1〉
|ψ〉 e−iHt |ψ〉
(8)
Here the H gates on the first qubit are Hadamard gates (and have nothing to do with the
matrix H). Theorem 11 gives an implementation of exp(−iHt) up to error  = 2−Θ(k(n))
using poly(n) operations and O(k(n)) space.
In Circuit (8) we’ve assumed |ψ〉 is an eigenstate of H with eigenvalue λ. If we measure
the control qubit at the end, the probability we obtain 0 is (1 + cos(λt))/2. Therefore if
ψ is a eigenstate with eigenvalue at most a, we can verify this with probability at least
c = (1 + cos(at))/2− , where  is the error in the implementation of exp(−iHt). Otherwise
if λmin ≥ b, no state ψ will be accepted with probability more than s = (1 + cos(bt))/2 + .
The separation between c and s is at least
(cos(at)− cos(bt))− 2 = 2 sin
(
(a+ b)t
2
)
sin
(
(b− a)t
2
)
− 2 ≥ 2−O(k) (9)
since sin x = Ω(x) for x ∈ [0, 1], (a + b)t ≥ (b − a)t = 2−O(k(n)), as long as we choose  =
2−Θ(k(n)) to be sufficiently small enough. This therefore gives a
(poly,Θ(k(n)))-bounded QMAΘ(k)(c, s) protocol for c− s = 2−O(k(n)), as desired. J
I Lemma 20.
⋃
c−s≥2−O(k) (poly,O(k))-bounded QMAO(k)(c, s) ⊆ BQUSPACE[k(n)].
Proof sketch. We only give a high level overview of the proof here; for the complete proof
see Appendix B. The core of the proof is to develop and use new space-efficient QMA
error reduction procedures. Our procedures are based on the “in-place” QMA amplification
procedure of Marriott and Watrous [24], which allows the error in a QMA proof system to
be reduced without requiring additional copies of the witness state. This was improved by
Nagaj, Wocjan, and Zhang [25], whose phase-estimation based procedure reduces the error
to 2−r using only O
(
r log 1c−s
)
additional qubits and O(r/(c− s)) repetitions of the circuit
and its inverse. We derive a procedure (Lemma 28) that gives the same error bounds while
using only O
(
r + log 1c−s
)
additional qubits, but still using only O(r/(c− s)) repetitions of
the circuit; the improved space bound will be required for our purposes2.
Thus we can amplify the gap in our QMA protocols to still use O(k) space, but with
completeness 1 − 2−O(k) and soundness 2−O(k). We can now replace the witness by the
completely mixed state (or alternatively half of many EPR pairs), which gives us a com-
putation with no witness such that the resulting completeness and soundness are both
exponentially small, but are still separated by 2−O(k). Finally, we can once again apply our
space-efficient amplification procedure to this witness-free protocol, obtaining a computation
in BQUSPACE[O(k)]. J
I Lemma 21. O(k(n))-Minimum Eigenvalue is BQUSPACE[k(n)]-hard under classical poly-
time O(k(n))-space reductions.
2 In recent work we improved this result to achieve such amplification using only log rc−s extra space [15].
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Proof sketch. Again we only give an overview; see the full version of the paper for the full
proof. Recall that our uniformity condition on k(n)-Minimum Eigenvalue implies that every
language in k(n)-Minimum Eigenvalue can be decided by a quantum circuit of size at most
2O(k(n)). We first use our space-efficient error reduction procedure to amplify the gap; then
we apply a variant of Kitaev’s clock construction [23] to construct a Hamiltonian from this
amplified circuit. We use a binary clock instead of a unary one to save space; since the
number of gates is at most 2O(k(n)), the clock only needs to be of size O(k(n)), and the total
dimension of the system is 2O(k(n)) as required. Therefore the Hamiltonian is not local, but
it remains sparse (with only a constant number of nonzero terms in each row). Kitaev’s
analysis then shows that we can obtain a gap inverse polynomial in the circuit size, or inverse
exponential in k(n). J
Proof of Theorems 17 and 18. Immediate from Lemmas 19, 20, and 21. J
Note the polynomial space case in Theorem 18 is Corollary 3, that PreciseQMA = PSPACE.
Finally, we end with two results particular to the polynomial space case. First of all, in
the equality PreciseQMA = PSPACE, we can actually achieve perfect completeness (c = 1)
for the QMA proof protocol, assuming the underlying gate set contains the Hadamard and
Toffoli gates. Moreover for perfect completeness we do not require that c− s > 2− poly:
I Proposition 22. Let QMA(c, s) = (poly, poly)-bounded QMApoly(c, s). Then
PSPACE = QMA(1, 1− 2− poly) =
⋃
s<1
QMA(1, s),
where we assume that the gateset we use contains the Hadamard and Toffoli gates. In the
last term, the union is taken over all functions s(n) such that s(n) < 1 for all n.
The containment QMA(1, s) ⊆ PSPACE is known [19]. We give a proof in Appendix C.
Our second result concerns the QMA-complete Local Hamiltonian problem. We show
that if we allow the promise gap to be exponentially small, then the problem becomes
PSPACE-complete.
I Definition 23 (Precise k-Local Hamiltonian). Given as input is a k-local Hamiltonian
H =
∑r
j=1Hj acting on n qubits, satisfying r ∈ poly(n) and ‖Hj‖ ≤ poly(n), and numbers
a < b satisfying b− a > 2− poly(n). It is promised that the smallest eigenvalue of H is either
at most a or at least b. Output 1 if the smallest eigenvalue of H is at most a, and output 0
otherwise.
I Theorem 24. For any 3 ≤ k ≤ O(log(n)), Precise k-Local Hamiltonian is PreciseQMA-
complete, and hence PSPACE-complete.
See Appendix D for a proof. Combined with the perfect completeness results of Appendix C,
this will also give a proof that determining whether a local Hamiltonian is frustration-free is
a PSPACE-complete problem (Theorem 35 in Appendix D).
5 Complete problems for time- and space-bounded classes
As we noted in the introduction, variants of the problems we consider are already known
to be complete for other time-bounded quantum complexity classes. For example, consider
the problem of inverting an efficiently encoded 2O(k(n)) × 2O(k(n)) matrix with condition
number at most κ(n). If κ(n), k(n) = poly(n), this problem is BQP-complete [18]. Theorem
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13 says that this problem is instead BQUSPACE[O(k)]-complete if κ = 2O(k). Similarly,
consider the problem of determining whether the minimum eigenvalue of an efficiently encoded
2O(k(n)) × 2O(k(n)) matrix is at least b or at most a, with b− a = g(n). If g = 1/ poly and
k = poly then this problem is QMA-complete [23, 2]. Theorem 17 says that this problem is
instead BQUSPACE[O(k)]-complete if g = 2−O(k).
In both of the problems we consider, we have two parameters that we can vary: for matrix
inversion, the condition number κ and the matrix size k; and for minimum eigenvalue, the
promise gap size g = b−a and the matrix size k. Varying these two parameters independently
gives complete problems for quantum classes simultaneously bounded in time and space.
I Theorem 25. Consider the class of problems solvable by a unitary quantum algorithm using
poly(T (n)) gates and O(k(n)) space, where Ω(log(n)) ≤ k(n) ≤ T (n) ≤ 2O(k) ≤ 2poly(n).
This class has the following complete problem under classical poly(n)-time and O(k(n))-space
reductions:
Given as input is the size-n efficient encoding of a 2O(k)×2O(k) positive semidefinite matrix
H with a known upper bound κ = poly(T ) on the condition number, so that κ−1I  H  I,
and s, t ∈ {0, 1}k(n). It is promised that either |H−1(s, t)| ≥ b or |H−1(s, t)| ≤ a for some
constants 0 ≤ a < b ≤ 1; determine which is the case.
I Theorem 26. For functions k(n), T (n) satisfying Ω(log(n)) ≤ k(n) ≤ T (n) ≤ 2O(k) ≤
2poly(n),⋃
c−s≥ 1poly(T )
(poly(n),O(k))-bounded QMAO(k)(c, s) = (poly(T ),O(k))-bounded QMAO(k)(2/3, 1/3)
Furthermore, the following problem is complete for this class under classical poly(n)-time
and O(k(n))-space reductions:
Given as input is the size-n efficient encoding of a 2O(k) × 2O(k) PSD matrix H, such
that ‖H‖max = maxs,t |H(s, t)| is at most a constant. Let λmin be the minimum eigenvalue
of H. It is promised that either λmin ≤ a or λmin ≥ b, where a(n) and b(n) are numbers
such that b− a ≥ 1/ poly(T ). Output 1 if λmin ≤ a, and output 0 otherwise.
We omit the proofs; they are straightforward generalizations of the proofs in our paper.
These results interpolate between the time-bounded and space-bounded case: when T =
poly(k) the time-bound dominates and we obtain a time-bounded class; while when T = 2O(k)
we obtain a space-bounded class. Note that when T = 2O(k) then the complexity class in
Theorem 26 is equal to BQUSPACE[O(k)], as shown in Theorem 18.
6 Open Problems
This work leaves open several questions that may lead to interesting follow-up work:
1. Can we use our PreciseQMA = PSPACE result to prove upper or lower bounds for other
complexity classes?
2. We have shown PreciseQMA = PSPACE. Ito, Kobayashi and Watrous have shown that
QIP with doubly-exponentially small completeness-soundness gap is equal to EXP [19].
What about the power of QIP with exponentially small completeness-soundness gap?
3. In this paper we studied unitary quantum space complexity classes, and showed that k(n)-
Well-conditioned Matrix Inversion and k(n)-Minimum Eigenvalue characterize unitary
quantum space complexity. Can similar hardness results be shown for non-unitary
quantum space complexity classes?
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A More details on space-bounded computation
For this section, it would be helpful to keep in mind that we always assume the space bound
k(n) always satisfies Ω(log(n)) ≤ k(n) ≤ poly(n).
We start with the definitions of classical bounded space computation. In discussion of
space-bounded classes, we usually consider Turing machines with two tapes, a read-only
input tape and a work tape; only the space used on the work tape is counted. For k : N→ N,
a function f : {0, 1}∗ → {0, 1}∗ is said to be computable in k(n) space if any bit of f(x) can
be computed by a deterministic Turing machine using space O(k(|x|)) on the work tape. For
example, L is the class of functions that can be computed in O(logn) space. We now discuss
quantum space-bounded complexity classes; for a fuller discussion see [37]. A straightforward
way to define quantum space-bounded classes is to consider a Turing machine with three
tapes: a read-only classical input tape, a classical work tape, and a quantum work tape
(with two heads) consisting of qubits. This is the model considered in [30] and [36], except
that they allow intermediate measurements (and [36] allows even more general quantum
operations). In this work we consider only computations with no intermediate measurements:
we can therefore impose that there are no measurements on the quantum work tape until
the register reaches a specified end state, following which a single measurement is performed
on the quantum tape and the algorithm accepts or rejects according to the measurement.
Therefore the operations performed by the algorithm will not depend on the quantum tape,
since there is no way to read information out of it until the end of the algorithm.
Instead of working with Turing machines, in quantum computation it is much more
customary (and convenient) to work with quantum circuits. For the setup above, since the
operations on the quantum tape are completely classically controlled, we can equivalently
consider a quantum circuit generated by a classical space-bounded Turing machine that
computes the quantum gates one-by-one and applies them in sequence. If the classical Turing
machine is O(k(n))-space bounded, it has at most 2O(k) configurations, and therefore there
are at most 2O(k) quantum gates in the circuit.
Moreover, the O(k)-space bounded classical Turing machine can be replaced by a classical
circuit on O(k) bits, such that there is a poly(n)-time O(k)-space Turing machine that on
input i generates the i-th gate of the circuit (see e.g. [4, Section 6.8]). The classical circuit
can then be bundled into the quantum circuit, and we obtain a quantum circuit with at most
2O(k) gates, such that each individual gate can be generated in classical poly(n)-time and
O(k)-space. This justifies the definition of the complexity class QUSPACE[k(n)](c, s):
I Definition 27. Let k(n) be a function satisfying Ω(log(n)) ≤ k(n) ≤ poly(n). A promise
problem L = (Lyes, Lno) is in QUSPACE[k(n)](c, s) if there exists a poly(|x|)-time O(k)-
space uniformly generated family of quantum circuits {Qx}x∈{0,1}∗ , where each circuit
Qx = Ux,TUx,T−1 · · ·Ux,1 has T = 2O(k) gates, and acts on O(k(|x|)) qubits, such that:
If x ∈ Lyes:〈
0k
∣∣Q†x|1〉〈1|outQx∣∣0k〉 ≥ c. (10)
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Whereas if x ∈ Lno:〈
0k
∣∣Q†x|1〉〈1|outQx∣∣0k〉 ≤ s. (11)
Here out denotes a single qubit we measure at the end of the computation; no intermediate
measurements are allowed. Furthermore, we require c and s to be computable in classical
O(k(n))-space.
B Proof of Lemma 20
B.1 In-place gap amplification of QMA protocols with phase estimation
We start out by proving the following lemma, which proves “in-place” gap amplification
of QMA using phase estimation (see also the similar result of Nagaj et. al, Lemma 36 in
Appendix E).
I Lemma 27. For any functions t, k, r > 0,
(t, k)-bounded QMAm(c, s) ⊆
(
O
(
t2r
c− s
)
,O
(
k + r + log
( 1
c− s
)))
-bounded QMAm(1− 2−r, 2−r).
Proof. Let L = (Lyes, Lno) be a promise problem in QMA(c, s) and {Vx}x∈{0,1}∗ the corres-
ponding uniform family of verification circuits. Define the projectors:
Π0 = Im ⊗
∣∣0k〉〈0k∣∣, Π1 = V †x (|1〉〈1|out ⊗ Im+k−1)Vx (12)
and the corresponding reflections R0 = 2Π0 − I,R1 = 2Π1 − I. Define φc = arccos
√
c/pi and
φs = arccos
√
s/pi (recalling that these functions can be computed to precision O(c− s) in
space O(log[1/(c− s)]). Now consider the following procedure:
1. Perform phase estimation of the operator R1R0 on the state |ψ〉 ⊗
∣∣0k〉, with precision
O(c− s) and failure probability 2−r.
2. Output YES if the phase is at most (φc + φs)/2; otherwise output NO.
Phase estimation of an operator U up to precision a and failure probability  requires
α := dlog2(1/a)e+ log2[2 + 1/(2)] additional ancilla qubits and 2α = O(1/(a)) applications
of the control-U operation (see e.g. [26]). Thus, the above procedure can be implemented
by a circuit of size O(2rt/(c − s)) using O(r + log[1/(c − s)]) extra ancilla qubits. Using
the standard analysis of in-place QMA error reduction [24, 25], it can be shown that this
procedure has completeness probability at least 1− 2−r and soundness at most 2−r. J
In Appendix E we will prove the following stronger error reduction lemma that gives the
same space bound but uses less time. This better time bound will be required for proving
Lemma 21.
I Lemma 28. For any functions t, k, r > 0,
(t, k)-bounded QMAm(c, s) ⊆
(
O
(
rt
c− s
)
,O
(
k + r + log
( 1
c− s
)))
-bounded QMAm(1− 2−r, 2−r).
Thus, we get the following corollaries:
I Corollary 29. For any r = O(k), QUSPACE[k](c, c − 2−O(k)) ⊆ QUSPACE[Θ(k)](1 −
2−r, 2−r).
This corollary shows that error reduction is possible for unitary quantum O(k)-space bounded
classes, as long as the completeness-soundness gap is at least 2−O(k).
Proof. This follows from Lemma 28 by taking m = 0, s = c− 2−Θ(k), and r = Θ(k). J
B. Fefferman and C. Y. -Y. Lin 4:17
I Corollary 30.
(t, k)-bounded QMAm(c, c−2−Θ(k)) ⊆
(
O
(
t2Θ(k)
)
,O (k)
)
-bounded QMAm(1−2−(m+2), 2−(m+2)).
Proof. This follows from Lemma 28 by taking s = c− 2−Θ(k) and r = m+ 2. J
B.2 Removing the witness of an amplified QMA protocol
I Theorem 31. For any function t = 2O(k+m),
(t, k)-bounded QMAm(1− 2−(m+2), 2−(m+2)) ⊆ QUSPACE[k +m](3/4 · 2−m, 1/4 · 2−m).
Proof. The proof is very similar to that of [24, Theorem 3.6]. For any functions m, k,
consider a problem L ∈ (t, k)-bounded QMAm(1−2−(m+2), 2−(m+2)), and let {V ′x}x∈{0,1}∗ be
a uniform family of verification circuits for L with completeness 1− 2−(m+2) and soundness
2−(m+2).
For convenience, define the 2m × 2m matrix:
Qx := (I2m ⊗ 〈0p|)V ′†x |1〉〈1|outV ′x (I2m ⊗ |0p〉) . (13)
Qx is positive semidefinite, and 〈ψ|Qx|ψ〉 is the acceptance probability of V ′x on witness ψ.
Thus
x ∈ Lyes ⇒ tr[Qx] ≥ 1− 2−(m+2) ≥ 3/4 (14)
since the trace is at least the largest eigenvalue, and m ≥ 0; likewise,
x ∈ Lno ⇒ tr[Qx] ≤ 2m · 2−(m+2) = 1/4 (15)
since the trace is the sum of the 2m eigenvalues, each of which is at most 2−(m+2).
Therefore our problem reduces to determining whether the trace of Qx is at least 3/4
or at most 1/4. Now we show that using the totally mixed state 2−mIm (alternatively,
preparing m EPR pairs and taking a qubit from each pair) as the witness of the verification
procedure encoded by Qx, succeeds with the desired completeness and soundness bounds.
The acceptance probability is given by tr(Qx2−mIm) = 2−m tr(Qx), which is at least 2−m ·3/4
if x ∈ Lyes, and at most 2−m · 1/4 if x ∈ Lno. Thus we have reduced the problem L to
determining if a quantum computation with no witness, acting on k + m qubits, accepts
with probability at least 3/4 · 2−m or at most s′ = 1/4 · 2−m. J
We can finally finish the proof of Lemma 20.
Proof of Lemma 20. This follows from Corollary 30, Theorem 31, and Corollary 29. J
C Achieving Perfect Completeness for PreciseQMA
We now consider the problem of achieving perfect completeness for PreciseQMA. Specifically,
we will show the following:
I Proposition 32. Let QMA(c, s) = (poly, poly)-bounded QMApoly(c, s). Then
PSPACE = QMA(1, 1− 2− poly) =
⋃
s<1
QMA(1, s),
where we assume that the gateset we use contains the Hadamard and Toffoli gates. In the
last term, the union is taken over all functions s(n) such that s(n) < 1 for all n.
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Since PSPACE = PreciseQMA, this proposition shows that any PreciseQMA protocol can
be reduced to a different PreciseQMA protocol with perfect completeness, i.e. in the YES
case Arthur accepts Merlin’s witness with probability 1. The reduction is rather roundabout,
however, and it would be interesting to see if a more direct reduction can be found.
The second equality follows from the first equality and the result by [19] that QMA(1, s) ⊆
PSPACE. We will therefore only prove the first equality.
Looking back at Circuit 8, we see that we almost have perfect completeness in our protocol
already - if the Hamiltonian simulation of e−iHt could be done without error, then indeed the
protocol has perfect completeness. Our strategy will be perform a different unitary that can
be performed exactly, but, like e−iHt, also allows us to use phase estimation to distinguish
the eigenvalues of H.
Given a sparse Hamiltonian H (with at most d nonzero entries per row) and a number
X ≥ maxj,` |Hj`| that upper bounds the absolute value of entries of H, Andrew Childs
defined an efficiently implementable quantum walk [6, 11]. Each step of the quantum walk is
a unitary U with eigenvalues eiλ˜, where
λ˜ = arcsin λ
Xd
(16)
with λ representing eigenvalues of H. Note that the YES case λ = 0 corresponds to λ˜ = 0,
and the NO case λ ≥ 2−g(n) corresponds to λ˜ ≥ 2−g(n)/(Xd) since arcsin x ≥ x for |x| ≤ 1.
In the latter case the λ˜ can be at most exponentially small, and therefore the stripped down
version of phase estimation still suffices to tell the two cases apart with exponentially small
probability.
We now note that the HamiltonianH we obtain from the hardness reduction from PSPACE
(Lemma 21) is of a very special form. Specifically, since BQUSPACE[poly] = PSPACE, we
can assume the verifier circuit Vx is deterministic, so it has completeness 1 and soundness 0.
Moreover, all of its gates are classical, and hence all entries of the Kitaev clock Hamiltonian
H are 0, ±1/2, or 1.
For the matrix H satisfying the above, U can be implemented exactly with a standard
gateset; perfect completeness of the protocol will then follow. If H is a N ×N matrix (where
N = 2n), U is (see presentation in [8, Section 3.1 and Lemma 10]) a unitary defined on the
enlarged Hilbert space C2N ⊗ C2N = (CN ⊗ C2)⊗ (CN ⊗ C2), as follows:
U = ST (I2N ⊗ (I2N − 2|0〉〈0|2N ))T † (17)
where the 2N subscript indicates a register of dimension 2N , the unitary S swaps the two
registers, and the unitary T is defined by
T =
N−1∑
j=0
∑
b∈{0,1}
(|j〉〈j| ⊗ |b〉〈b|)⊗ |ϕjb〉〈0|2N (18)
with |ϕj1〉 = |0〉N |1〉 and
|ϕjb〉 = 1√
d
∑
`∈Fj
|`〉
√H∗j`
X
|0〉+
√
1− |H
∗
j`|
X
|1〉
 , (19)
where Fj index the nonzero entries in the j-th row. Recall that for any j, `, Hj` = 0, ±1/2,
or 1, and hence we can take X = 1. If we furthermore assume d is a power of 2 (which
we can always do by adding indices of zero entries to Fj), it is straightforward to see that
B. Fefferman and C. Y. -Y. Lin 4:19
both S and T can be implemented using just Hadamard gates and classical gates (Pauli-X,
controlled-X, and Toffoli gates) - the latter of which can be implemented using just Toffoli
gates and access to a qubit in the |1〉 state (which can be provided by the prover). Therefore
U can be exactly implemented in any gateset that allows Hadamard gates and Toffoli gates
to be implemented exactly.
D Precise Local Hamiltonian Problem
I Definition 32 (Precise k-Local Hamiltonian). Given as input is a k-local Hamiltonian
H =
∑r
j=1Hj acting on n qubits, satisfying r ∈ poly(n) and ‖Hj‖ ≤ poly(n), and numbers
a < b satisfying b− a > 2− poly(n). It is promised that the smallest eigenvalue of H is either
at most a or at least b. Output 1 if the smallest eigenvalue of H is at most a, and output 0
otherwise.
We then have the following theorem:
I Theorem 24. For any 3 ≤ k ≤ O(log(n)), Precise k-Local Hamiltonian is PreciseQMA-
complete, and hence PSPACE-complete.
Proof. This proof follows straightforwardly by adapting the proof of [23] and [22]. The proof
of containment in PreciseQMA is identical to the containment of the usual Local Hamiltonian
problem in QMA; see [23] for details.
To show PreciseQMA-hardness, we note that for a QMA-verification procedure with T
gates, completeness c and soundness s, [22] reduces this to a 3-local Hamiltonian with lowest
eigenvalue no more than (1− c)/(T + 1) in the YES case, or no less than (1− s)/T 3 in the
NO case. For this to specify a valid Precise Local Hamiltonian problem we need that
1− s
T 3
− 1− c
T + 1 > 2
− poly(n). (20)
Recalling that we showed that perfect completeness can be assumed for PreciseQMA-hard
problems, we can take c = 1, s = 1−2− poly(n) and the above inequality trivially holds. Hence
any problem in PSPACE can be reduced to a Precise 3-Local Hamiltonian problem. J
In fact, even just testing if a k-Local Hamiltonian is frustration-free is PSPACE-complete:
I Definition 34 (Frustration-Free k-Local Hamiltonian). Given as input is a k-local Hamilto-
nian H =
∑r
j=1Hj acting on n qubits, satisfying r ∈ poly(n), each term Hj is positive
semidefinite, and ‖Hj‖ ≤ poly(n). Output 1 if the smallest eigenvalue of H is zero, and
output 0 otherwise.
I Theorem 35. Frustration-Free k-Local Hamiltonian is PSPACE-complete.
Proof. The containment in PSPACE follows from the proof of the containment of the usual
Local Hamiltonian problem in QMA [23], along with Proposition 22. PSPACE-hardness
follows from the proof of Theorem 24, by taking c = 1 in the proof. J
E In-place gap amplification
In this appendix we will prove Lemma 28. To do so we first start out with the following
weaker result:
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I Lemma 36 (Implicit in Nagaj, Wocjan, and Zhang [25]). For any functions t, k, r > 0,
(t, k)-bounded QMAm(c, s) ⊆
(
O
(
rt
c− s
)
,O
(
k + r log
( 1
c− s
)))
-bounded QMAm(1− 2−r, 2−r).
Proof. Let L = (Lyes, Lno) be a promise problem in QMA(c, s) and {Vx}x∈{0,1}∗ the corres-
ponding uniform family of verification circuits. Define the projectors:
Π0 = Im ⊗
∣∣0k〉〈0k∣∣, Π1 = V †x (|1〉〈1|out ⊗ Im+k−1)Vx (21)
and the corresponding reflections:
R0 = 2Π0 − I, R1 = 2Π1 − I. (22)
Define φc = arccos
√
c/pi and φs = arccos
√
s/pi (recalling that these functions can be
computed to precision O(c− s) in space O(log[1/(c− s)]). Consider the following procedure:
1. Perform r trials of phase estimation of the operator R1R0 on the state |ψ〉 ⊗
∣∣0k〉, with
precision O(c− s) and 1/16 failure probability.
2. If the median of the r results is at most (φc + φs)/2, output YES; otherwise output NO.
Phase estimation of an operator U up to precision a and failure probability  requires
α := dlog2(1/a)e+ log2[2 + 1/(2)] additional ancilla qubits and 2α = O(1/(a)) applications
of the control-U operation (see e.g. [26]). Thus, the above procedure, which uses r applications
of phase estimation to precision O(c−s), can be implemented by a circuit of size O(rt/(c−s))
using O(r log[1/(c− s)]) extra ancilla qubits. Using the standard analysis of in-place QMA
error reduction [24, 25], it can be seen that this procedure has completeness probability at
least 1− 2−r and soundness at most 2−r. J
We can now prove Lemma 28, which we restate below:
I Lemma 28. For any functions t, k, r > 0,
(t, k)-bounded QMAm(c, s)r
⊆
(
O
(
rt
c− s
)
,O
(
k + r + log
(
1
c− s
)))
-bounded QMAm(1− 2−r, 2−r).
Proof.
(t, k)-bounded QMAm(c, s)
⊆
(
O
(
t
c− s
)
,O
(
k + log
(
1
c− s
)))
-bounded QMAm(3/4, 1/4)
⊆
(
O
(
rt
c− s
)
,O
(
k + r + log
(
1
c− s
)))
-bounded QMAm(1− 2−r, 2−r)
where the first line follows by taking r = 2 in Lemma 27, and the second line uses Lemma 36.
J
F Proof sketch of PQPOPEPS‖,classical = PP
Since PP ⊆ BQPOPEPS‖,classical ⊆ PQPOPEPS‖,classical [28], we only need to show that PQPOPEPS‖,classical ⊆ PP.
In [28] it was noted that all PEPS can be seen as the output of a quantum circuit followed by
a postselected measurement. Therefore PQPOPEPS‖,classical corresponds to the problems that can
be decided by a quantum circuit, followed by a postselected measurement (since the queries
to OPEPS are classical and nonadaptive, we can compose them into one single postselection),
B. Fefferman and C. Y. -Y. Lin 4:21
followed by a measurement. In the YES case the measurement outputs 1 with probability at
least c, whereas in the NO case the measurement outputs 1 with probability at most s, with
c > s. The standard counting argument placing BQP inside PP then applies to this case as
well; see for instance [1, Propositions 2 and 3].
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