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A theoretical one-dimensional model of interfacial entrainment 
has been developed which models the temporal behaviour of an initially 
quiescent, stable temperature stratification heated from below. The 
specific two-layered stratification, analysed in the thesis, is an 
inverted model of penetrative convection in the surface layer of a 
thermal power station cooling pond. At the interface between the 
uniformly mixed turbulent convection layer and the essentially non-
turbulent diffusion region,temperature and heat flux are taken to be 
continuous. However, the partial derivatives of temperature with 
respect to height and time are assumed to be discontinuous. The rate 
of rise of the interface is obtained by matching the changes in vertical 
temperature profile immediately above and below the interface. 
The heat transfer above the interface due to penetrating inter-
facial domes of mixed layer fluid is parameterized by a turbulent 
diffusivity term and an additional molecular diffusion factor. Both 
these parameters decrease to zero with increasing height above the 
interface. However, in this-low Peclet number case, molecular 
diffusion is found to be significant. It is also found that the 
"filling" (with heat) of the vertical temperature profile, due to the 
lower boundary heat flux, makes a major contribution to the rate of 
rise of the interface. As a result, the turbulent entrainment 
parameters make a relatively minor contribution. 
The empirical relationship for the turbulent diffusivity term, 
used in the numerical analyses of the model, combines two previously 
used methods of presenting interfacial entrainment data. It is 
consistent with data from high Peclet number mechanical stirring grid 
experiments and also describes the variation of the heat flux ratio 
k in atmospheric studies. 
Laboratory experiments using both steady and unsteady heat flux 
apparatus were also performed. Good agreement was found between the 
experimental and numerical analyses. 
A review of thermal convection above and below horizontal plates 
is presented in the appendices. In this review, a graphical form, 
c = Nu/Ray3 versus log Ra, has been developed. The graphical form 
q 
allows convection data to be plotted in greater detail than previous 
methods. It also· describes the variation in the heat flux with changes 
in the convection layer thickness if all other variables are fixed. 
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CHAPTER 1 
INTRODUCTION 
1.1 GENERAL DISCUSSION 
The entrainment of heat, mass and momentum across the interface 
between a region of turbulent fluid and the surrounding fluid has been 
widely studied (Chapter 2). When the turbulent region is a turbulent 
convection layer, caused by a significant positive buoyancy flux 
applied to the upper or lower boundary of a fluid column, the inter-
facial entrainment process is known as penetrative convection. The 
buoyancy flux is taken to be positive in the vertically upwards 
direction. Typically, the turbulent interfacial motions result in a 
net transfer of fluid into the turbulent region. The volume of the 
turbulent region increases and the turbulence spreads. If the fluid 
beyond the turbulent region is stably stratified, the transfer of 
fluid produces a net flux of heat or mass into the turbulent region 
(i.e. a negative buoyancy flux_at the interface). The molecular 
diffusion of heat and mass down the stable density gradient (toward 
the turbulent region) also contributes to the negative interfacial 
buoyancy flux. 
The rate of spread of the turbulent region will be governed by 
the turbulent intensity of the interface, the density distribution 
beyond the interface and the molecular diffusivity of the component 
causing the density difference. If there is no density difference 
between the turbulent region and the surrounding fluid, the rate of 
growth of the turbulent region will only be dependent on the turbulent 
intensity. If a stable density gradient exists above or below the 
turbulent region, small scale interfacial turbulence will be damped. 
The buoyancy frequency of the interfacial region will control the 
interfacial motions and the rate of growth of the turbulent region 
will be reduced. 
As the interfacial turbulence decreases with increasing inter-
facial stability, the transfer of heat and mass by molecular diffusion 
will become important. The relative importance of molecular transfer 
of heat and mass is often expressed by the Peclet number 




where .Q, and V 
s s are turbulent length and velocity scales and K is 
the molecular diffusivity. If the Peclet number is large, molecular 
diffusion effects are negligible. For low Peclet numbers, molecular 
diffusion may make a significant contribution to the heat transfer process. 
An idealized vertical density profile p(z) for penetrative 
convection in a fluid column heated from below is sketched in Fig. 1.1. 
The height (or depth) z is positive in the vertical direction away 
from the heated (or cooled) boundary at z = 0. The turbul·ent 
convection layer, thickness d , is assumed to be uniformly mixed. 
m 
It has uniform density and temperature (T) , horizontally and 
m 
vertically, except within the buoyancy production layer at the heated 
boundary where the density distribution is highly unstable. For large 
Rayleigh numbers, the relative thickness of the buoyancy production 
layer to the full mixed layer thickness 
turbulent convection layer 
as the mixed layer. 
0 < z < d 
m 
d is negligible. The 
m 
will hereafter be referred to 
Beyond the mixed layer is a region of stable density stratifi-
cation (Fig. 1.1). To be consistent with the reported sharpening of 
the interface by interfacial entrainment (Rouse and Dodu 1955), the 
density gradient is assumed to be discontinuous at the interface. 
This is a departure from previous models (e.g. Betts 1973) in which the 
temperature T(z) , and hence density p(z) , were assumed to be 
discontinuous at z = d The assumption that the interfacial 
m 
gradients of temperature and density are discontinuous is a basic 
assumption in the theoretical model developed in this study. It will 
be discussed in more detail later (Chapter 3). The density gradient 
on the non-turbulent side of the interfacial discontinuity (z = d+) is 
m 
3.2.I The subscript i applies to all quantities evaluated at aiJ. 
1 z = d+. At low Peclet number, molecular diffusion will 
m 
prevent the interfacial density gradient from becoming too large. As 
will be discussed later (Chapter 3), the additional heat transfers 
above the interface due to turbulent entrainment can be parameterized 
by a turbulent diffusion term. The stable gradient region z > d 
m 
will be referred to as the diffusion region. 
Stable interfacial density gradients of the type described 
above (Fig. 1.1) occur naturally. As more and more pollutants are 
being discharged into the surface layers of oceans and rivers and into 
the atmospheric boundary layer, the role of interfacial entrainment 





















Fig. 1.1. Idealized vertical density profile for penetrative convection. 
3 
process has a major influence on the dispersion of these pollutants. 
Two examples of pollutant dispersion in which penetrative convection 
has opposite effects are discussed below. 
Penetrative convection layers will form in the surface layers 
of the atmosphere and oceans and lakes under conditions of positive 
boundary heat flux and negligible mean horizontal currents. In the 
atmosphere, they occur during the early morning heating of the earth's 
surface by solar radiation and in oceans and lakes, during night-time 
cooling. Pollutants released into these turbulent layers will remain 
there, as the interface acts as a one-way valve (i.e. fluid can only 
enter into the turbulent region). There is the possibility of 
molecular diffusion of the pollutant through the interface. However, 
in the atmosphare, the turbulent length and velocity scales are so 
large that the Peclet number is also large and molecular diffusion 
effects are negligible. In the absence of any wind or horizontal 
currents, the rate of dilution of the pollutants will depend on the 
rate of growth of the turbulent regions. The presence of strong 
temperature gradients, known as inversions in the atmosphere and 
thermoclines in oceans and lakes·, greatly reduces the rate of entrain-
ment. Pollutant concentrations can increase to unsightly and 
unhealthy proportions. 
The second example is the dissipation of heat from a thermal or 
nuclear power station cooling pond. Hot cooling water from the 
condensers is discharged onto the surface of the pond with the amount 
of mixing kept to a minimum. Keeping the pond's surface water as hot 
as possible ensures the maximum possible heat loss to the air. 
Penetrative convection, caused by the surface cooling, will reduce the 
temperature of the surface layer by interfacial entrainment of the 
deeper colder water. Because of the relatively small turbulent 
length and velocity scales and the relatively high molecular diffusivity 
-3 2 
of heat (K ~ 1.43 x 10 cm /sec), the Peclet number for the cooling 
pond will be low. 
cant. 
Hence, molecular diffusion of heat is also signifi-
The cooling pond case differs from the previous example, in that 
the dilution of the pollutant (in this case, heat) by interfacial 
entrainment is not beneficial as it reduces its rate of loss to the 
atmosphere. This low Peclet number penetrative convection problem 
was the initial motivation for this research and will be discussed in 
more detail in the next section. 
4 
There are many other examples of interfacial entrainment. In 
some cases, such as the interchange of material between two layers of 
different density flowing relative to each other or entrainment by 
turbulent jets, the turbulent kinetic energy is caused by interfacial 
shear stresses. Shear stresses may also be created by flow relative 
to rough boundaries. Wind shear on the surface of a lake can also 
contribute to the mixed layer turbulence. In laboratory models of 
turbulent entrainment, the turbulent region is sometimes created 
mechanically by oscillating stirring grids (see Chapt. 2.2.1). 
Within an entrainment system the density differences may be 
caused by temperature variations or by dissolved or suspended solids 
such as salt or silt. The entrainment problem also occurs in studies 
of gas absorption into a stirred liquid or self-aerated flow on a 
spillway. In these latter cases, the density difference across the 
interface is due to the different fluids. 
1.2 MOTIVATION FOR THIS RESEARCH 
The proposed construction of thermal and nuclear power stations 
to meet New Zealand's future energy requirements has prompted the New 
Zealand Electricity Department to sponsor research into the behaviour 
of cooling ponds. This present study forms part of a cooling pond 
research program being carried out in the Department of Civil 
Engineering. 
The efficiency of present thermal power plants requires that, 
for every unit of electricity produced, two units of waste heat must 
be removed from the condensers. For typical discharges, the cooling 
water circulated through the condensers increases in temperature by 
10-15°c. A cooling pond is one method of dissipating waste heat which 
is g~nerally economically and ecologically acceptable. 
Cooling ponds vary in size, depth and loading (defined as the 
power station electrical output per hectare of cooling pond) and hence, 
their cooling characteristics vary. However, they may be generally 
classified into one of two types: off-stream and on-stream ponds 
(Ryan and Harleman 1973). 
When land is costly and water is scarce, off-stream cooling ponds 
need to be constructed. These are generally shallow(< 5 metres) and 
heavily loaded (3 - 4 Megawatts of .electricity per hectare). They are 
generally unstratified and require extensive diking to prevent short-
circuiting of the hot inlet water. Off-stream cooling ponds can be 
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numerically modelled without introducing penetrative convection effects 
(Ryan and Harleman 1973). 
On-stream cooling ponds are often constructed by damming a 
river. The reservoir is generally multipurpose, being also used for 
water supply, hydro power, flood control and water recreation. Natural 
lakes also come into this category. Off-stream cooling ponds are 
generally deep (> 6 metres) and lightly loaded (< 1.0 Megawatt of 
electricity per hectare). Because of their depth, they are generally 
stratified. Through proper design of the cooling pond inlet, the hot 
cooling water can be discharged onto the surface of the pond with a 
minimum of mixing. At the outlet the temperature stratification can 
be used to selectively withdraw the coldest possible cooling water for 
the condensers. 
For a pond of large extent, the mean velocities within the 
central region of the cooling pond will be negligible. Heat losses 
from the pond will create a turbulent convection layer at the surface. 
The deepening and additional cooling of this layer by interfacial 
entrainment reduces the heat losses from the pond. 
The aim of this present research is to study the behaviour of a 
penetrative convection system at low Peclet number. Although this 
research will be related in the first instance to the cooling pond 
situation, it is hoped that aspects of this research can be applied to 
other penetrative convection problems. For example, the growth of 
atmospheric inversion layers at high Peclet number. 
In the next section, the model of cooling pond entrainment to 
be studied experimentally and analytically in this thesis, will be 
discussed. 
1.3 THE INVERTED COOLING POND MODEL 
The penetrative convection process occurring in a large, deep 
power station cooling pond will be modelled experimentally by heating 
a stable two-layered temperature stratification from below. Applying 
a positive buoyancy flux to either the upper or lower boundary of the 
fluid column will produce similar convective motions at the conducting 
boundary (z = 0). By heating from below, rather than cooling from 
above, the need for expensive refrigeration equipment is avoided. 
The experimental model therefore inverts the cooling pond situation. 
However, as shown in Fig. 1.2, both the experimental model and the 
cooling pond have a region of unstable density gradient at the conduct-
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INVERTED COOLING POND MODEL 
Fig . 1. 2. Comparison of the conditions in the heat loss region of a 
cooling pond for negligible advection,and the inverted cooling pond model. 
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gradient. The experimental and analytical model will hereafter be 
referred to as the inverted cooling pond model (I.C.P.M. ) . 
There will be no mean horizontal velocities in the I.C.P.M . 
The initial temperature distribution will consist of a layer of 
uniform temperature T 
aQ 
TmO and thickness dgO 
atop a colder layer of uniform temperature 
The vertical temperature gradients well 
beyond the interface (z >> d) will therefore be zero as is the case 
m 
in a deep cooling pond (Fig . 1.2). The · boundary conditions and 
initial conditions of the I.C.P.M. will be discussed in more detail 
in -Chapter 3. 
In discussing the transfer of heat in the I.C.P.M., the 
variation of the fluid properties with temperature will be neglected. 
The vertical heat fluxes will be described in terms of the buoyancy 
heat flux 
Q(z) = q/pc 
p 
where q is the heat flux per unit area, p is the fluid density and 
c is the specific heat per unit mass. 
p 
The buoyancy heat flux Q(z) 
has the dimensions of length times degrees of temperature per unit 
time (cm 0 c/sec). 
1.4 THESIS OUTLINE 
In the next chapter (Chapter 2), previous work on experimental 
and theoretical models of atmospheric entrainment will be reviewed. 
In addition to penetrative convection, oscillating stirring grid 
experiments and horizontal shear flow entrainment problems will be 
discussed. A separate review of thermal convection has been included 
in Appendix A. 
Chapter 3 will deal with the initial development of the 
theoretical I.C.P.M. equations. Equations for the rates of change 
of temperature in the diffusion region and mixed layer will be derived. 
The rate of rise of the interface V is then obtained by matching 
em 
the temperature changes above and below the interface. 
To allow for the additional heat transfer in the diffusion 
region, due to penetrating interfacial domes, turbulent entrainment 
parameters are defined (Chapter 3) . In Chapter 4, empirical relation-
ships for these turbulent entrainment parameters will be obtained. A 
numerical analysis of the I.C.P.M . can then be carried out . The 
results of several sample analyses will be presented at the end of 
8 
Chapter 4. 
In Chapter 5, the entrainment ratio k, first defined by 
Betts (1973) and most recently reviewed by Stull (1976a), will be 
discussed in terms of the I.C.P.M. The validity of the constant k 
assumption, and other assumptions made by Betts (1973), will be 
investigated. 
An experimental investigation of the I.C.P.M. for two different 
lower boundary conditions will be reported in Chapter 6. 
In Chapter 7, data from the entrainment experiments will be 
used to assess the accuracy of the I.C.P.M. numerical analysis model. 
Conclusions drawn from this study of entrainment by penetrative 
convection at ~ow Peclet number and recommendations for future research 
are presented in Chapter 8. 
Material not considered part of the main development of the 
I.C.P.M. is presented in the appendices. These include a discussion 
of thermal convection, a theoretical analysis of the linearly 
stratified case (I'> 0), a description of the numerical analysis 




REVIEW OF THE LITERATURE 
2.1 INTRODUCTION 
The inverted cooling pond model (I .C.P.M. ) is a special case of 
the general entrainment problem as no mean horizontal or vertical 
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velocities are included. The only external source of turbulent kinetic 
energy is the positive buoyancy heat flux at the lower boundary. How-
ever, in this review of interfacial entrainment literature, other 
examples of the general interfacial entrainment problem will be discussed. 
These include vertically oscillating mechanical stirring- grid experiments 
(Rouse and Dodu 1955, Turner 1968) in which the turbulent kinetic energy 
input is controlled directly by setting the stirring frequency and stroke 
length. Stirring- grid experiments have the additional advantage that 
there is no associated buoyancy source . Hence, the only change in the 
mixed layer heat or mass storage is due to interfacial entrainment. 
Experiments in which the mixed layer turbulence is created by 
interfacial or boundary shear stresses will also be reviewed. Although 
these experiments do not have an immediate bearing on the present study, 
they require similar analysis techniques and illustrate similar inter-
facial entrainment processes. 
For the present study, the case where the mixed layer turbulence 
is caused by positive buoyancy fluxes at the mixed layer boundaries, is 
of most interest. However, even for this convective stirring case, a 
number of different types o f interfacial entrainment experiment have 
been reported. 
Interfacial entrainment can be expressed quantitatively in terms 
of the net flux of heat or .mass through the interface, Q . 
e 
The inter-
facial flux is a function of the stable density gradient at the interface, 
molecular diffusivity K , molecular viscosity V and the turbulent 
kinetic energy of the mixed layer stirring motions represented by the 
turbulent length scale ,Q, 
s 
and the turbulent velocity scale V 
s 
In the majority of interfacial entrainment analyses reviewed in 
this chapter, the region of large stable density gradients between a 
turbulent layer and the lighter (or heavier) layer above (or below), is 
assumed to have negligible thickness. In some cases both layers are 
mixed, but in most naturally occurring examples of interfacial entrain-
ment, there is only one mixed layer. If the interfacial gradient region 
has negligib_le thickness, the interfacial buoyancy field must be 
represented by the overall interfacial density difference . 
For a temperature stratification, the interfacial buoyancy field 
is given by ag 6T. where a is the thermal coefficient of volumetric 
l. 
expansion, and 6T. is the temperature difference across the interface. 
l. 
Therefore 
= ¢(ag ~T. 
l. 
K , \) , 5/, 
s 
Dimensional analysis of Eqn. 2.1.1 yields 
where 











(2 . 1.2) 
(2 . 1.3) 
is the non- dimensional interfacial buoyancy heat flux. The Richardson 
number 
describes 
51, V /K) s s 
molecular 






the stability of the interface. 
and the Reynolds number (Re = 5/, 
s 
processes. When the mixed layer 
(2.1.4) 
The Peclet number (Pe = 
V /V) represent the 
s 
is strongly turbulent (5/, 
s 
and V large), molecular diffusion and viscous effects are negligible. 
s 
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For mechanical stirring-grid experiments, the turbulent length and 
velocity scales are typically held constant by fixing the grid-stirring 
frequency (f) and maintaining the interface at a fixed distance from 
the grid (zgrid) by withdrawing mixed layer fluid. 
For shear flow experiments with no external buoyancy flux, the 
turbulent velocity scale is assumed to be proportional to the difference 
in the horizontal velocities of the two layers 6u. The length scale, 
taken as the faster moving layer depth, is generally constant. 
The results of these entrainment experiments can therefore be 
analysed in terms of Eqn . 2.1.2. 
However, for penetrative convection no direct velocity scale is 
available as there are no mean fluid velocities. In the penetrative 
convection experiments reported in the literature, an alternative method 
of analysis has been used . The interfacial buoyancy heat flux is 
assumed to be related to the lower boundary buoyancy heat flux by 
Q = - k Q 
e p 
(2.1.5) 
This relationship was introduced in the atmospheric models of Betts 
(1973), Tennekes (1973) and Carson (1973) . 
12 
Equation 2.1.5 implies that some of the external flux of turbulent 
kinetic energy is available at the interface for entrainment and the rest 
is dissipated in the mixed layer. . In earlier models (Ball 1960, Lilly 
1968), it was assumed that the turbulent dissipation was zero (i.e. 
k = 1) or that all the external energy was dissipated in the mixed 
·layer (k = 0) . If k is assumed to have a constant value, Eqn. 2.1.5 
can be used to solve the heat budget equation for the mixed layer and to 
obtain a relationship for the rate of rise of the interface. The value 
of k can then be evaluated by comparing the analytical solution with 
experimental data. Betts (1973) reported a value of k = 0.25 . 
The two re.lationships for the interfacial buoyancy heat flux 
(Eqns. 2.1.2 and 2.1.5) are different methods of analysing the same 
interfacial entrainment process. 
This review of the literature will concentrate on experimental 
and analytical studies of interfacial entrainment in which there are no 
mean motions. Of these, mechanical stirring-grid experiments will be 
discussed first. Data from these experiments show the relationship 
between the various terms in Eqn. 2.1.2 . Atmospheric models, which 
are examples of penetrative convection at high Pec1et number, will then 
be reviewed. This will illustrate the use of the heat flux ratio k 
(Eqn. 2 . 1.5) to analyse penetrative convection data. 
The first section of the review will be completed by discussing 
laboratory experiments in which convective motions have been used to 
stir the mixed layer . As will be shown tater not all of these convective 
stirring experiments are examples of penetrative convection. These 
low Peclet number experiments illustrate further the role of molecular 
diffusion in interfacial entrainment. 
The final section of this review will deal with laboratory shear 
flow experiments,in which there are no external buoyancy fluxes,and the 
more complex oceanographic models which include both shear and buoyancy 
generated turbulence. 
2.2 ENTRAINMENT WITH NO MEAN VELOCITIES 
2.2.1 Mechanical -Stirring- Grid Experiments 
The use of a vertically oscillating mechanical stirring-grid in one 
or both layers of a two-layered density distribution allows easy control 
of the external source of turbulent kinetic energy and does not involve 
an external buoyancy source. By withdrawing fluid from the mixed 
layer in the single stirring- grid case, the interface can be maintained 
at a fixed distance from the mean grid position. If both layers are 
stirred, the interfacial region centres itself midway between the grids 
(Turner 1968). 
I 
Entrainment experiments of this kind (Fig. 2.1 ) have 
been reported by Rouse and Dodu (1955), Turner (1968), Jenkins (1973), 
Wolanski and Brush (1975) and Hopfinger and Toly (1976) . 
A number of different density components have been used to create 
density stratifications: heat, salinity, sugar solution and suspensions 
of bentonite, kaolinite or silica spheres. These cover a range of 
molecular diffusivities from 10-9 cm2/sec (for kaolinite) up to 1.43 x 
-3 2 
10 cm /sec (for heat) . 
In these experiments, the interface (visualized by dyeing the 
mixed layer) remained quite distinct. Cusps of penetrating mixed 
layer turbulence were seen to form fluid streamers which were rapidly 
incorporated into the mixed layer. 
The interfacial fluxes were evaluated by measuring the with-
drawal rate necessary to maintain the interface at a constant height 
(single-layer stirring only) or by measuring the rate of change of heat 
13 
or mass in the mixed layer. 
case can be expressed by 
For a temperature stratification the latter 
(2 . 2.1 ) 
where d and T 
m m 
is the interfacial buoyancy flux and are the 
thickness (held constant) and temperature of the mixed layer. 
Thompson and Turner (1975), using Turner 's (1968 ) apparatus, 
measured the turbulent length scales and r.m.s . horizontal velocity 
fluctuation (5 
u 
above a mechanical stirring-grid in an unstratified 
fluid. Their measurements followed the relationships 
(2 . 2 . 2) 
t t 
(2 .2.3 ) 
where f · is the stirring frequency (cycles/sec) and z 'd gri and zstroke 
are the mean distance from the grid and the stroke length. 
and f 
Hopfinger and Toly (1976) found a similar relationship between a u 
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Entrainment data from Turner's (1968) grid experiments for 
single-layer stirring. (From Turner 197 3 .) 
14 
the. grid yielded different relationships between Ou and zgrid • 
Their measurements in the presence of an inversion support earlier 
assumptions that V 
s 
is proportional to f at the interface. 
At large Peclet numbers, the thickness of the interfacial region 
in the double stirring.- grid case is about 1. 5 £ and the interfacial 
sT 
region is fully turbulent (Crapper and Linden 1974 ) . However, at low 
Pe, Crapper and Linden (1974 ) found that the interfacial region between 
two mixed layers included a central diffusive core (Fig. 2.1 ) . Shadow-
graph observations showed that this central core was irr0tational. As 
the Peclet number decreased, the interfacial region thickness increased 
(Appendix G) • 
Data from mechanical stirring-grid experiments a r e typically 
reported in the .form of Eqn. 2.1.2, where E is evaluated from Eqns . 
0 
2 . 1 . 3 and 2.2.1. For the single stirring- gr id case, Turner (1968) 
assumed the interface to be negligibly thick so that Ball's (1960 ) 
equation 
V 6T. = - Q em J. e (2.2 . 4) 
was assumed to hold. In this equation, V = d(d ) /dt is the rate of 
em m 
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r ise of the interface. Hence, the non- dimensional interfacial heat flux 
E (Eqn. 2.1.3) may be alternatively expressed as 
0 
E = V / V 
o em s 
(2.2 . 5) 
where V is evaluated from the rate of withdrawal of mixed layer fluid . 
em 
Turner's measurements showed that the values of E 
0 
obtained by 
either method were approximately the same. He also found E 
0 
to be the 
same whether one or both layers were being stirred. This led Turner 
(1968) to suggest that the entrainment process was statistically 
independent. 
Data from Turner's (1968) single stirring-grid experiments are 
shown in Fig . 2.2. The non- dimensional interfacial flux E 
0 
evaluated 
from Eqn. 2.2.5, using as the turbulent velocity scale, is plotted 
against the Richardson number Ri (Turner 1973). Two different density 
components, temperature and salinity, were investigated. At large Ri , 
0 
· - 5 2 





whereas the temperature data ( K 
values of E and follow 
- 3 2 
~ 1.43 x 10 cm /sec) yield higher 
0 
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E ex: Ri 
-1 
o o · 
As the Richardson number decreased, the difference between the salinity 
and temperature data decreased and the data eventual·ly merged. At low 
Ri , the increasi_ng value of E tends toward a maximum asymptote, 
0 0 
the zero Ri limit. 
0 
If, as Turner's preliminary tests su_ggested, the entrainment rate 
is independent o f viscosity for his apparatus, his results (Fig. 2 . 2 ) 
show Peclet number dependence. The difference in the . buoyancy fluxes 
at high Ri (when interfacial turbulence is reduced) is due to the 
0 
different rates of molecular diffusion. Because the molecular diffus-
ivity of heat is much higher, the buoyancy flux for heat is greater . 
With increasing turbulent activity at the interface (decreasing 
Ri ) , the eff~ct of molecular diffusivity decreases . Turner (1973) 
0 
has reported experiments by C.G.H. Rooth, who used temperature strati-
fications over a wide range of Peclet numbers. These experiments 
appear to confirm Tur ner's (1968) salinity data curve, of slope -½' 
at high Ri , as the " fundamental " curve for large Peclet number. 
0 
For decreasing Pe, the data deviated from this curve at lower 
Richardson numbers . 
The same relationships f o r salinity and temperature at high Ri 
0 
have been obtained by Jenkins (1973) and Wolanski and Brush (1975 ) who 
used similar apparatus to Turner (1968). Using a different grid shape 
and salinity, with additional sugar solution to vary the fluid viscosity, 




-~ Ri .. Re 
0 
However, Rouse and Dodu plotted E and Ri separately as functions 
0 0 
of non-dimensional time and Reynolds number . The two empirical relation-
ships obtained from these plots were then used to yield the relationship 
for E as a function of Ri 
0 0 
and Re. Because of their difficulty 
in evaluating the non- dimensional time accurately, this indirect method 
of obtaining a relationship between E and Ri may have affected the 
0 0 
power of Ri However, the value of -¼ lies within the range of 
0 
slopes of the salinity data in Fig. 2.2 as Ri decreases. 
0 
The Reynolds number dependence obtained by Rouse and Dodu (1955) 
most probably applies to the developing region at the grid rather than 
to the interfacial entrainment process (Turner 1968). 
Wolanski and Brush's (1975) experiments with sugar solution 
yielded a slope of -1.6, similar to their salinity data. However, 
the values of E were about 20 - 30% lower. 
0 
This may again be due to 
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viscous effects. Sugar solution has a lower molecular diffusivity than 
salinity and would be expected to be on the same high Peclet number curve. 
Experiments with suspensions performed by Jenkins (1973) and 
Wolanski and Brush (1975) yielded much lower values of E 
0 
and in the 
latter experiments, slopes of - 2 to -3. The molecular diffusivity of 
the suspensions were even smaller than the salinity or sugar solution. 
An alternative explanation to a Peclet number (or Prandtl number Pr= 
V/K) dependence must be found if the -¾ slope is to be regarded as the 
large Peclet number limit. 
E values for 
0 
Hopfinger and Toly (1976) suggested the lower 
suspensions were due to non-Newtonian fluid effects. However, the fall 
velocity of the suspensions (which acts in the opposite direction to 
molecular diffusion) may have been responsible for the reduced inter-
facial buoyancy fluxes. 
It is worth noting that the - ½ slope for salinity data has also 
been found in entrainment experiments where a fluid jet is directed 
perpendicularly at a density interface (Brush 1970, Baines 1975). Br ush 
also found a -1 relationship for temperature interfaces. 
Cromwell (1960) and Turner and Kraus (1967) used grid-generated 
turbulence to simulate oceanic surface layer mixing. Their experiments 
modelled the formation of pycnoclines (stable salinit~ gradients) and 
thermoclines (stable temperature_ gradients) in oceans but no quantitative 
entrainment measurements are available. 
Linden (1975) used Turner's (1968) apparatus to study the advance 
of a mixing layer into a linear salinity stratification . Following 
Niiler (1975 ), Linden obtained a theoretical relationship for d (t) 
m 
by 
assuming that the rate of increase in potential energy was proportional 
to the energy input of the grid . The experimental data appeared to 
agree with his theoretical . relationship. When expressed in terms of 
E and Ri 
0 0 
the data yielded a range of power law exponents of approxi-
mately - 1 . 5 to - 0 . 7. 
V em Linden (197 5 ) also compared the rate of rise of the interface 
for linear salinity gradients er p = ap/ a z > O) with the corresponding 
value of v for rp = 0 (the I.C.P.M . two- layer case) . The interfacial 
em 





was explained by energy losses due to internal wave action above the 
interface. However, the interfacial gradient (dp/8z). will increase . 1. 
as r increases which may explain . some of the reduction in V p ~ 
The mechanical stirring.-grid experiments discussed above have 
illustrated the role of molecular diffusion in interfacial entrainment. 
At low Peclet number, molecular diffusion increases the thickness of the 
density gradient region at the interface. It also contributes to the 
interfacial buoyancy flux. At large Ri , this contribution becomes 
0 
significant. However, the experimental data are still confusing 
- 3~ at large Ri 
0 
Turner (1973) suggests the salinity data slope of 
is the fundamental curve for large Peclet numbers. Wolanski and Brush's 
(1975) data, however, suggest :that at even higher Peclet numbers, lower 
E values and steeper negative slopes will occur. 
0 
Before reviewing previous low Peclet number penetrative convection 
experiments, atmospheric inversion models will be discussed. Because 
of the immense scale of atmospheric turbulence (l and V large ) , the 
s s 
Peclet numbers are very large and hence, molecular diffusion may be 
neglected. 
2.2.2 Atmospheric Inver~ion Models 
In his model of a dry windless atmospheric boundary layer, Betts 
(1973) assumed the interface to have negligible thickness (Fig . 2.3). 
The mixed layer heat budget was therefore 
dT 
Q - Q - d ~ 
p e - m dt 







a -- -dt 








T increases according to 
a 
where r is the temperature gradient for z >> d 
m 
(2 . 2 . 6) 
6T, = T - T 
1. a m 
(2.2. 7) 
(2. 2 . 8) 
Chapt. 2.1, Betts assumed the ratio to have a constant value 
(Eqn . 2.1.5). Because the interface thickness was neglected, Ball's 
(1960 ) equation applied (Eqn. 2 . 2.4). Hence, 
V 6T. 
em 1. 
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Fig. 2.3. Temperature and heat flux profiles for an atmospheric 
boundary layer model (following Betts 1973) . 
19 
20 
Substituting Eqns. 2.2.7, 2.2.8 and 2.2.9 into the mixed layer heat 
budget equation (Eqn. 2.2.6) yields 
Betts (1973) assumed the initial 
t = 0 If k is constant, the 
b.T. 
k r d = 












solution to Eqn. 2 . 2.10 is 
(2.2.10) 
= 0 at 
(2.2 . 11) 
Eliminating b.T. 
l 
from Eqns. 2 . 2.9 and 2 .2. 11 and resolving, yields 
d2 2(1 + 2k) r (2 . 2.12) = r Qp dt m 0 
If t he values of k , r and Q (t) a r e known, Betts' model 
p 
equations 2.2.11 and 2.2.12 can be used to predict the temporal variation 
of b.T. and d 
l m 
evaluate k. 
Conversely, experimental data can be used to 
However, the accuracy of the analyses will depend on 
the validity of Betts' (1973) assumptions: 
(i) negligible interfacial thickness 
k = - Q /Q is constant 
e p 
(ii) 
(iii) the initial conditions at t = 0 are d = b.T. = 0 
m l 
Similar model equations were developed by Carson (1973) and 
Tennekes (1973). Carson (1973) used his model to analyse t he O'Neill 
data (Lettau and Davidson 1957) . 
dur ing the daytime heating period: 
He assumed three phases of entrainment 
(i) nocturnal inversion erosion (k assumed zero) 
(ii) rapid growth period with litt le mixing (k = O) up to 
850 metres 
(iii) a maximum entrainment period when Qp 
(k > 0). 
is at its max imum 




2(1 + 2k) Q 
r P (2.2 . 13) 
(which is Eqn . 2.2.12 differentiated with respect to time) was used to 
evaluate k for the third period . The comparison of Carson's model 
(Eqn . 2.2.13 ) with the O'Neill data yielded a value of k = 0.5 at midday . 
Later, as Qp decreased, k decreased to about 0.25. However, the 






zero until this height. 
assumption (iii) above. 
This is not consistent with Betts' (1973) 
The solution for 





6T. (Eqn. 2. 2 .11) assumed 
l. 
Hence, Eqn. 2 . 2.13 is not 
valid in Carson's (1973) analysis. As discussed further in Appendix 
B, this causes k to be overestimated. 
The relationship between Q 
e 
and (Eqn. 2.1.5 ), assumed by 
Betts (1973), can be derived by evaluating the turbulent kinetic energy 
equation at the interface (Tennekes 1973, Zilitinkevich 1975) . Following 
Lumley and Panofsky (1964), the turbulent kinetic energy equation is 
2 2 
a (L) + a (w' (~ + .9....)) = w'u I -at 2 ~ p 2 
au - + agQ - £ az 
where q2/2 = turbulent kinetic energy (TKE) 
U = 'horizontal velocity 
(2 . 2 . 14) 
w' ,u' ,p' fluctuations of vertical and horizontal velocity and 
pressure about the mean 
Q = buoyancy heat flux 
E = turbulent dissipation 
The terms on the left hand side of the equation are the rate of increase 
in turbulent kinetic energy (TKE), and the vertical transport of 
pressure fluctuations and TKE. The terms on the right hand side of 
Eqn. 2 . 2 . 14 are the production of TKE, due to shear stresses and 
buoyancy, and the turbulent dissipation term. 
In early atmospheric models, the TKE equation was integrated from 
z = 0 to d The rate of increase in TKE was neglected . As the 
m 
vertical velocities are negligible at the boundaries, the integrated 
production term was also neglected. Shear stresses were not included 
(U = O). Hence, the integration of Eqn. 2.2.14 yields 
dz (2.2 . 15) 
For E > 0 , the entrainment ratio k is less than unity. 
Tennekes (1973) evaluated the TKE equation (Eqn . 2.2.14) at 
z = d , n_eglecting all terms except the transport of TKE and buoyancy 
· m 
production term. He assumed that 
a 2 









is the r.m.s. vertical velocity fluctuation . Hence, for his 
simplified TKE equation 
3 o 
w 
- agQ . e ex -d 
m 




ex (ag Q d ) 3 
P m 
(2 .2.16) 
It therefore followed that Q = - k Q . e p 
However, Zilitinkevich (1975) pointed out that as Ri -+ 0 , 
0 
becomes large and the rate of increase of TKE at the interface is 
V em 
significant. Zilitinkevich, using a similarity argument, assumed that 
a 2 







If shear stresses and turbulent dissipation are again neglected, the· TKE 







z = d can be rewritten as 
m 
= ag Q 
e 
(2 . 2 . 17) 
Substituting for V 
em 
(from Eqn . 2 . 2.4) and rearranging yields 
(2.2 . 18 ) 
For large 6T. (Ri large), Eqns. 2.2.16 and 2.2.18 give 
1 0 
as before. However, f or small values of 6T. (low Ri), the second 
1 0 
term on the denominator of Eqn. 2.2.18 is large. 
low Ri (Tennekes 1975) 
0 
It follows that for 
This is in agreement with Turner's (1968) mechanical stirring grid 
experiments at low Ri (Fig . 2.2 ) . 
0 . 





1 + C Ri 
Z 0 
(2.2.19 ) 





are constants. This equation describes the 
variation of E 
0 
with Richardson number and can also be written in 
terms of k so that 
k = 
Ri c3 b 
l + C Ri 
Z 0 
(2.2 . 20) 
However, the high Ri 
¾ 0 




during the derivation 
limit of Eqn. 2.2.19 does not fit Turner's (1968) 
This discrepancy,which will be discussed further 
of the theoretical I.C.P.M. (Chapter 4), does not 
appear to have been reported previously. 
Atmospheric measurements of the interfacial buoyancy flux ratio 
k have been reported by Readings (1973), Rayment and Readings (1974) 
and Cattle and Weston (1975). Mean values of O. 2 < k < O. 3 wer e 
obtained although Readings (1973) measured a maximum of k = 0 . 5 at 
midday. This may have been due to a lag between the peak surface heat 
flux and the interfacial motions (Rayment and Readings 1974). 
Similar equations to Betts' (1973) model have been used to create 
large scale atmospheric mixed layer models (Sarachik 1974, Barnum and 
Rao 1975) . Sarachik assumed q constant value of k = 0 . 2 but even 
with his allowance for subsidence (mean vertical velocities), poor 
quantitative results were obtained . . Barnum and Rao (1975}, who modelled 
the mixed layer over a city, obtained k = 0.35 at midday. However , 
their results were affected by their model assumption that 6T. = rd 
1 m 
From Eqn . 2.2.11, this must impose a value of k on part of the model . 
Zeman and Tennekes (1977) have reported an atmospheric model which 
expands on the work of Tennekes (1973) and Zilitinkevich (1975), by 
parameterizing the TKE equation (Eqn. 2.2.14) to include shear production 
and dissipation . Similar work has been reported by Stull (1976b) . 
Atmospheric models based on the actual interfacial entrainment 
mechani sms have also been developed (Stull 1973, Manton 1975) . The 
interface is assumed to be composed of pairs of penetrating domes and 
displaced wisps of fluid. The penetration distance of the domes into 
the stable density gradient is found from the force equation with the 
time scale of interfacial turbulence (d /a) being based on Deardoff's 
m w 
(1970) convection scales. Comparison of Stull's (1973) numerical 




d > o) m . 
In Stull's model, non- zero initial conditions (6T. = 0 
1 
were allowed for. With increasing mixed layer thickness, 
the solution became less dependent on the initial conditions, tending 
asymptotically to the zero initial condition solution . 
Three- dimensional numerical models based on the equations of 
motion and budgets of heat and moisture have also been used to model 
atmospheric boundary layers (Deardoff 1974a,b, Kuo and Sun 1976) . 
Deardoff (1974a) found go.ad agreement between virtual temperature 
and specific humidity profiles from the Wangara data (Clarke et al. 1971) 
and his calculated profiles. The range of k values obtain~d from the 
interfacial buoyancy heat fluxes was 
0 .14 < k < 0.21 
However, evaluation of the terms in Eqns. 2.2.4 and 2.2.11 from the 
simpler atmospheric model of Betts (1973) showed many inconsistencies, 
with implied values of k from zero to 0.5. 
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The r.m.s. vertical velocity fluctuations from the numerical model 
were scaled by Deardoff (1974b) using Deardoff's (1970) convection scale 
1 
w* = (ag Q d ) 3 p m 
The relationship for the maximum r.m.s. velocity 
(a ) = . o. 68 w* w max 
(2.2 .21 ) 
(2.2.22) 
agreed well with Willis and Deardoff's (1974 ) laboratory experiments . 
Contour plots of temperature and specific moisture showed tilted 
rising plumes throughout the mixed layer (Deardoff 1974b) . Under 
optimal conditions the specific moisture contour plots also showed cusps 
of dry air from above the interface being entrained through the inter-
face on either side of a penetrating dome structure. The largest 
temperature fluctuations occurred in the buoyancy production region and 
in the stable interfacial region. In the latter region, the temperature 
fluctuations did not scale according to the convection temperature scale 
(2.2.23) 
but according to 6T. This implies a dependence on f d (from 
l m 
Eqn. 2.2.11) which is consistent with internal wave motions . 
For Ri + 0, Deardoff (1974a) found V tended to a maximum 
o em 
value of 
(V ) = . 0. 2 w* em max 
He therefore proposed the empirical relationship 
1.BQ 
V - w = 
em sub 2 
d f + 9.0 w* 
m ag d 
m 
(2 .2.24) 
(2 . 2.25 ) 
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where wsub = mean vertical velocity (subsidence ) 
and r = linear potential temperature gradient above the interface . 
This has similar form to the relationship derived later by Zilitinkevich 
(Eqn. 2 . 2.18). 
Kuo and Sun's (1976) non- linear model was similar to Deardoff 
(1974a,b) . However, their assumption of constant eddy viscosities and 
diffusivities caused the complete damping of small scale effects and 
unrealistically large heat fluxes above the interface. 
The mixed layer growth model of Mahrt and Lenschow (1975) was 
based on the parameterization of the equations of motion, thermodynamics, 
moisture and turbulent kinetic energy integrated over the mixed layer. 
The model included large horizontal velocities and is therefore more 
closely re lated to t he shear entrainment models to be discussed in 
Chapt. 2.3. 
This review of large Peclet number, atmospheric models has shown 
how the heat flux ratio k can be used in numerical and experimental 
analyses of interfacial entrainment data. The values of k reported 
in the literature have been recently reviewed by Stull (1976a). 
appear to have a mean range of 
0 .1 < k < 0 . 3 
They 
However, the value of k is not a constant . Zilitinkevich .' s (1975 ) 
result (Eqn . 2.2 . 20) shows that k will tend to zero as the Richar dson 
number decreases. It follows that models based on a constant k 
assumption are not valid. 
2.2.3 Convective Stirring 
In this section , interfacial entrainment due to turbulent 
convection is discussed. The convective motions may be caused by the 
production of buoyancy at one of the mixed layer boundaries. Not all 
of these experimental models involving convective stirring can be 
considered as penetrative convection. In some cases the buoyancy 
instabilities are produced at the interface and the buoyant (or negatively 
buoyant) elements move away from it. 
The experiments of Deardoff, Willis and Lilly (1969) are often 
used to illustrate the penetrative convection process . Deardoff e t al . 
heated water,with a s table linear temperature gradient r , from below 
by circulating water at a constant temperature (TH) beneath the lower 
conducting boundary. Temperature profiles were measured using a 
horizontally averaging probe which was vertically traversed through the 
fluid .column. Heat flux profiles were derived from the temporal 
changes in temperature between successive profiles. Temperature and 
heat flux profiles from Deardoff et al's. (1969) Run A are shown in 
Fig. 2 . 4 a, b . For clarity, only four typical heat flux profiles have 
been reproduced in Fig. 2.4b. Profile labels give the time in minutes . 
In these experiments, the height of the interface was defined as 
the point o f maximum negative heat flux (Fig . 2.4b). The values of 
k obtained from the heat flux profiles were only of order 0.05 although 
measurements of the mixed layer heat budget suggested that the extra 
buoyancy flux entering through the interface (-Q) was about 25% of Q . . e P 
Deardoff, Willis and Lilly (1974) suggested that, for non- uniform 
mixed layer temperature profiles, the effective interfacial heat flux 
can be obtained . by extrapolating the linear portion of the heat flux 
,, 
profile up to the height of the maximum negative heat flux, z = d 
m 
This is shown schematically in Fig. 2.5. Analysing the heat flux 
profile for run A at time t = 4.85 minutes (Fig . 2.4b) by this method 
yields k ~ 0.24 . 
26 
There are obvious discrepancies between the penetrative convection 
profile assumed by the writer (Fig. 1.1) and the experimental profiles 
of Deardoff, Willis and Lilly (1969). As the former profile is a 
major assumption for the I.C.P.M. (see Chapt. 1.3), and because the 
results of Deardoff et al, (1969) are o ften quoted in the literature, it 
is important that an explanation be given at this point. 
Consider a mixed layer interface which, due to uneven heating, 
is not horizontal (as shown schematically in Fig. 2.6). According to 
the I.C.P.M. assumptions, the temperature profiles at the highest and 
lowest points will have gradient discontinuities at the interface. 
However, the horizontal mean of the one- dimensional vertical profiles 
will be a smooth curve with no interfacial discontinuity. 
A number of factors suggest that the interface was not always 
horizontal in Deardoff et al's. (1969) experiments. Dyed fluid streamers 
from the diffusion region were observed to be more prevalent fn the centre 
of their experimental tank. If, as this appears to indicate, the 
entrainment rate was greater in the centre of the tank, the interface 
would be higher at that point. Deardoff, Willis and Lilly (1969) also 
reported temperature profiles measured by two vertically traversing 
thermocouple probes. These one - dimensional temperature profiles, taken 
on the central axis of the tank and at a radius of 19.3 cm, suggest the 
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Vertical profiles of (a) horizontally averaged temperature 
and (b) buoyancy heat flux from a linearly stratified penetrative 
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Fig. 2.5. Extrapolation technique for evaluating interfacial heat flux 











.,,,. "' ....__ Vertical profile 
at lowest point 
Temperature 
Sketch showing smoothing of the vertical temperature profile 
resulting from horizontal averaging of the fluid column temperatures 
when the interface is not horizontal. 
described above (Fig. 2.6), the horizontally average temperature 
profiles of Deardoff et al. (1969) do not show the sharpness of the 
interface (Fig. 2.4a). 
If the fluctuations due to the passage of convective elements 
are neglected, the vertical temperature profiles from their single 
thermocouple probes do indicate a sharp interface and a more uniform 
mixed layer (Deardoff et al's, (1969) Figure 3). 
Deardoff, Willis and Lilly's (1969) derivation of heat flux 
29 
profiles also caused a substantial averaging effect. Neglecting heat 
losses, the one-dimensional heat budget equation at any height z in 
the fluid is 
(2 . 2 . 26) 
Deardoff et al.(1969) calculated the heat flux profiles from 
this equation by considering the net changes in the temperature profiles 
oT over a finite time interval ot Hence, from Eqn. 2.2.26, they 
obtained 
Q(z) oT dz (2.2 .27) 
where 
height h ' 
T 
is the heat flux, due to molecular diffusion, at some 
well above the interface. 
Consider the two one-dimensional temperature profiles for t = t 
1 
and shown in Fig. 2.7a. Below z = dml , the temperature differ-
ence between them does not vary with height ( = oT ) • 
·m 
Over this 
region 0 < z < dml, the buoyancy heat flux profile calculated from 
Eqn. 2.2.27 will be linear. 
between the profiles for t 1 
Above 
and 
dml , the temperature difference 
t 2 decreases until OT= 0 . At 
this point (z = d' 
m 
in Fig. 2.5), the negative buoyancy flux is a maximum . 
With increasing height up to z = d , 
m2 
OT becomes increasingly more 
negative. Above dm2 , the temperature difference OT tends to zero, 
The time-averaged buoyancy heat flux profile which results from Eqn. 
2. 2. 27 is shown in Fig. 2. 7b (profile A) • 
However, the mean .temperature change over a finite time interval 
ot = t 2 - t 1 does not accurately represent the instantaneous rate of 
change of temperature at the t = (t1 + t 2)/2 (Cattle and Weston 1975) . 
The greatest inaccuracies occur within the region dml < z < dm2 
Here, the fluid spends at least some of the time interval ot in the 
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Fig. 2.7. Sketch showing differences between a vertical heat flux 
profile derived from time- averaged temperature profile changes and the 
actual heat flux profile at mean time. 
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Fig. 2 . 8. Steady state ice- water penetrative convection experiments 
(Townsend 1964, Adrian 1975) . 
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in Fig. 2.7a, the fluid in this interfacial region initially cools and 
then increases in temperature. Note that the I.C.P.M. assumption of 
a temperature gradient (3T/3z) discontinuity at the interface implies 
an interfacial discontinuity in 3T/ot . This will be discussed in 
more detail in Chapter 3. Whether the net temperature change OT is 
positive or negative is effectively dependent on the propor~ion of time 
spent in the mixed layer. At one height in this region (d ' in Fig. 
m 
2.5), the net change in temperature is zero. 
Consider the temperature profile for t = t (Fig. 2.7a). The 
instantaneous change in temperature anywhere below z = d is a positive 
m 
value of dT /dt. 
m 
However, the mean temperature changes for 
d < z < d over Ct are less than 
ml m OT m 
In fact, the mean 
temperature change immediately below z = d is negative. The mean 
temperature changes between two 
not be used to obtain 3T/3t. 
m 
temperature profiles therefore should 
The actual buoyancy heat flux profile at t = t is shown 
schematically in Fig. 2.7b (profile B) . As the instantaneous temper-
ature change is uniform with height up to z = d , it follows from 
m 
Eqn. 2.2.26 that the heat flux -profile is linear for 0 < z < d 
m 
Above the interface in the diffusion region, the temperature changes 
are negative so the heat flux tends from Q at z = d 
e m 
to - Kf 
at 
K f 
z >> d 
m 
It should be noted that the molecular diffusion flux 
was typically less than 1% of in Deardoff, Willis and Lilly's 
(1969) experiments. 
As can be seen from Fig. 2.7b, the derived heat flux profile of 
Deardoff et al. (1969), profile A, will have a maximum negative value 
less than the actual value of - Q at t = t. 
e 
The height at which 
their maximum negative buoyancy heat flux occurs (z = d ' ) is not 
m 
necessarily the height of the interface z = d 
m 
Even if Deardof f et 
al's. (1969) temperature profiles (Fig . 2.4a) had shown an interfacial 
discontinuity like the assumed one- dimensional profile of Fig. 1 . 1, 
their derived heat flux profiles would still have underestimated - Q • 
e 
Measurements of the r.m.s. vertical velocity (cr ) in the mixed 
w 
layer of a penetrative c.onvection experiment similar to Deardoff et al. 
(1969) have been reported by Willis and Deardoff (1974). The initial 
temperature profile consisted of a deep homogeneous layer topped by a 




vertical velocity was 
with time were small. The maximum r.m.s. 
(Ow)max = . 0.65 .w* 
(c.f. Eqn. 2.2.22). 
(2.2.28) 
F.D . Heidt (1975, private communication) of the University of 
Karlsruhe has performed a series of penetrative convection experiments 
similar to those of Deardoff, Willis and Lilly (1969). He evaluated 
k from Eqn. 2.2.12 and found k = 0.18 ±0.06. 
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Penetrative convection experiments for an initial two- layered 
temperature distribution (f = O) have also been reported (Denton and 
Wood 1974, Jenkins 1974). Following Betts (1973), Denton and Wood (1974) 
assumed a negligibly thick interface. 
f = 0 yields 
Rearranging Eqn. 2.2.10 for 
(2. 2.29) 
Equation 2.2.29 implies that the slope of a plot of the logarithm of d 
m 
versus the logarithm of 6T. at any point is - k/(1 + k) • Data from 
l. 
both Denton and Wood (1974) and Jenkins (1974), when plotted in this way, 
were found to be approximately linear, signifying constant values of k . 
For inqividual runs, different k values were obtained . 
Both sets of experiments were performed using a conducting 
boundary (z = 0) and a water bath of constant temperature (T8 ) • 
Denton and Wood heated from below whilst Jenkins cooled from above. 
For Denton and Wood's experiments, TH was sometimes increased at given 
times throughout a run . This caused a corresponding change (decrease) 
in the "constant" value of k. Denton and Wood's (1974) range of k 
was 0.2 < k < 0.5 whilst Jenkins (1974) obtained k = 0 .35 ±0.07. 
It will be shown later (Chapter 5) that the apparent constancy of k 
was a r esult of the heat flux conditions (unsteady Qp, constant TH) 
and does not support Betts' (1973) assumption that k is a constant . 
Many of the penetrative convection experiments discussed above 
have been analysed using Betts' (1973) model equations. However, at 
low Peclet number, molecular diffusion is important and Betts' 
assumption of a negligible interface thickness (Chapt.2 . 2.2) is not 
satisfied. For low Peclet number experiments, an improved entrainment 
model is obviously needed. 
Other types of convective stirring experiments have been reported 
in the literature. Townsend (1964) and Adrian (1975) studied the 
penetrative convection occurring in a column of water above an ice- covered 
lower boundary (0°C) which has a constant upper boundary temperature of 
I 
20 - 30°C (Fig . 2.8). 
Because the density of water is a maximum at 3 . 94°C , the fluid 
at ·the l ower boundary is buoyant and convective motions occur. The 
initial .temper ature distribution changes due to the gr owt h of the mixed 
layer and molecuiar diffusion, until a steady state is r eached. The 
33 
mean steady state temperature and density p r ofiles a r e shown schematically 
in Fig. 2.8. Adrian (1975 ) measured. a mixed layer temperature T ""' 
m 
2. 85°C altho_ugh a slight negative temperature gradient o f approximately 
- 2 
- 1 x 10 °C/cm was recorded. 
There must therefore be two buoyancy production r egions, one at 
z = 0 and the other at z ~ d (Fig. 2 . 8 ) . The lower buoyancy 
m 
production region creates upward rising thermal elements (see Appendix 
A f or r eview of t hermal convection) which penetrate the i nterface . At 
the upper negative buoyancy pr oduction region, downwar d f alling thermal 
elements a r e created. These cannot be consider ed in terms of inter-
facial penetr ation because they move away from the interface. Above 
the interface is a stable linear density (temperature) gr adient down 
which heat i s transferred by mo l ecular d iffusion . 
Townsend . (1964 ) reported that the mixed layer consisted of rising 
columns of buoyant fluid with corr esponding downward flows . The down-
ward flows are pr obably driven by the negatively buoyant t hermal elements 
from the interfacial buoyancy production region. The r is ing co lumns 
caused lar ge temper ature fluctuations at the interface and generated 
gravity waves on the stable density gradient. 
Because of their eventual steady state condition, i ce-water 
convection exper iments are ideal f or studying fluid motions . However, 
the interfacial entrainment process is difficult to concept ualize. 
Ther e is only one turbulent layer and yet the interface i s not rising. 
Solar r adiation penetrating the ice-covered surf ace of a lake also 
causes convective motions because the water temperature i s below the 
maximum dens i ty value . Measurements of this phenomena (Fig. 2.9) have 
been reported by Farmer (1975). 
Except f or a transit ion profile at the ice- covered upper boundary, 
the convection layer has uniform temper ature over most of its depth . 
Mean profiles do not r eveal a buoyancy production region as the time 
scale of the temperature changes was of the order of days and months 
r ather than minutes as in laboratory experiments . 
This filter ing of short per iod temperature fluctuations makes the 
mean temperature variations for this penetrative convection system more 






















Fig. 2.9. Penetrative convection due to solar heating of an ice-
covered lake (Farmer 1975). 
measured continuously for several weeks at depths of 2, 14 and 31.8 
metres. The upper reading shows fluctuations in the mixed layer due 
to the diurnal solar heating cycle. Further down in the mixed layer 
(14 metres), the diurnal fluctuations are not as significant but the 
net diurnal warming rate is the same. 
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The third trace at z = 31.8 metres shows the temperature changes 
due to the passage of the interface past the probe. Prior to the mixed 
layer penetrating to d = 31.8 
m 
metres on about the eighth day, little 
change in temperature (due to molecular diffusion) occurred. When the 
interface approached this depth, the temperature decreased (cooling) at 
an increasing rate. This was due to the additional turbulent motions 
i11 the diffusion region caused by mixed layer turbulence . However , 
once d = 31.8 metres, the temperature suddenly starts increasing and 
m 
continues doing so at the mixed layer rate (dT /dt) . 
m 
From the output at z = 31.8 metres, it appears that the maximum 
interfacial cooling (dT/dt). was approximately two and a half times 
1. 
greater than the mixed layer warming rate. This supports the sharp 
discontinuity in the vertical temperature profile assumed in the I.C.P.M. 
even though Farmer (1976) assumed a smooth transition in his analysis . 
r 
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Fig . 2.10. Continuous temperature measurements at fixed depths in an 
ice-covered lake heated by solar radiation . Measurements show diurnal 
temperature variation near the surface, mixed layer temperature variation 
and the cooling which occurs as the deepening interface approaches the 
















Fig. 2.11. An inverted laboratory model of convection in stratus cloud 
layers due to back radiation (McEwan 1974). 
The range of k implied by Farmer's results was 0.05 < k < 0.34 with 
a mean of 0.19. 
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Convective motions will occur within stratus cloud layers when they 
lose more heat by back-radiation than they absorb from the sun . An 
inverted model of this phenomena has been reported by McEwan (1974) . A 
column of water, consisting of a light turbid layer above a dense low 
turbidity layer, was heated from below with short wave radiation (Fig. 
2.11) . 
The short wave radiation absorbed at the turbid interface created 
buoyancy instabilities in the upper layer. This caused convective 
motions away from the interface. Physically the interface moved down-
wards but no penetration was observed. As the density differences were 
primarily due to temperature, a large portion of the interfacial heat 
flux must have been due to molecular diffusion (low Pe case) . McEwan 
(1974) found no major correlation between the relevant parameters although 
the e_ntrainment rate increased with upper layer turbidity. 
When a fluid column contains two density components of different 
molecular diffusivity, arranged so that one component destabilizes the 
interface (by diffusing density upwards) and the other stabilizes the 
interface, an interfacial transfer phenomena known as double- diffusive 
convection may occur (Turner 1973). If the component of lowest 
molecular diffusivity is the destabilizing component, buoyancy 
instabilities are created at the outer edges of the interface causing 
convective motions away from the interface (non-penetrative ) . 
Experiments using heat and salt (Turner 1965) and salt and sugar 
37 
(Shirtcliffe 1973) have been reported. No external source of turbulent 
kinetic energy is required as the convective motions are driven by the 
potential energy of the density contributions. 
These experiments have no immediate bearing on the I.C.P.M. 
problem which assumes a single density component. However, experiments 
in which an additional source of turbulent kinetic energy is applied to 
a double-diffusive system have been reported (Turner 1965, Crapper 1976) . 
If the external energy source, in the form of a lower boundary heat flux 
(Turner 1965) or oscillating stirring- grids (Crapper 1976) is large,. 
the additional turbulence will penetrate beyond the outer edges of the 
interfacial region where the double-diffusive buoyancy instabilities 
are created . I f this occurs, t he int e r facial heat f luxes wil l be due 
to turbulent entrainment and molecular diffusion along the density 
gradients in the central interfacial region. 
then behave in a similar way to the I.C.P.M . 
The experiments will 
2.3 ENTRAINMENT DUE TO SHEAR GENERATED TURBULENCE 
2.3.l Laboratory Shear Experiments 
Interfacial entrainment between two horizontal fluid layers of 
different density, moving relative to each other with velocity 6u , 
has been studied in laboratory experiments (Keulegan 1949, Lofquist 
1960, Ellison and Turner 1959, Moore and Long 1971) . Kato and Phillips 
(1969) applied a constant shear stress to the upper surface of an 
annular tank containing water with a stable linear salinity gradient. 
The shear generated turbulence caused an homogeneous mixed layer, which 
deepened by interfacial entrainment. Turbulent entrainment due to 
wind stresses at the upper surface of a water body containing a two-· 
layered salinity distribution has also been studied experimentally 
(Wu 1973) . 
In each of the above cases , the sources of turbulent kinetic 
energy were shear stresses at the interface or other boundaries. 
were no buoyancy fluxes across the upper or lower boundaries (i . e. 
Q = 0 ) • 
p 
More detailed reviews of shear-generated turbulence in 
stably stratified fluids have been presented by Long (1972), Thorpe 
(1 973 ) and Long (1975). 
There 
Data from these experiments have been reported in a similar 
manner to the mechanical stirring_-grid experiments, using the E 
0 
Ri form. The turbulent velocity . scale V 
0 S 
was generally taken as 
6U, the horizontal velocity difference across the interface, whilst 
the turbulent length scale was typically taken as d , the depth of 
m 
the mixed layer or the moving layer. 
data from these experiments. 
Figure 2 .1 .2 shows the E , Ri 
0 0 
k 
Kato and Phillips (1969) used the shear velocity u* = (T/p) 2 
as their turbulent velocity scale (where T is the constant applied 
shear stress at the upper boundary). To convert this scale to 6U, 
38 
an approximate scale factor obtained from Kato and Phillips (1969, Figure 
3) has been used . . In their experiments, a shear stress of T = 2.75 
2 gm/cm sec was created by a screen velocity of U = 30 cm/sec and the 
mixed layer velocity was approximately half that value. Hence, a shear 
velocity of u* = 1.66 cm/sec is equivalent to a relative layer velocity 
of 6U ~ 15 cm/sec. 
Similarly, Wu's (1973) results were originally expressed in terms 
of the wind shear velocity and the air density. Wu's (1973) Figure 2 
suggests that the surface drift current was about 0.55 times the wind 
shear velocity. The flow velocity at the interface (in the opposite 
direction to the wind due to closed basin circulation) was about one-
third of the surface drift velocity. 
Individual sets of data in Fig. 2.12 at high Ri have slopes 
0 
between -1 and - 'l2. As Ri + 0 Ellison and Turner's (1959) data 
0 
tend to a maximum value of E This was also the case for Turner's 
0 
(1968, 1973) mechanical stirring-grid data (Fig. 2.2). 
However, at low flows (6U small and hence, larger Ri) it is 
0 
possible for horizontal shear flows to be laminar . The interfacial 
transfer would then be by molecular diffusion alone, with a rapid fall -
off in the value of E 
0 
Ellison and Turner's (1959) data, for their 
upper range of Ri , show : this type of behaviour. 
0 
As the I.C.P.M. 
entrainment process requires the presence of a turbulent region, the 
laminar case above is outside the scope of this study. 
Molecular diffusion was also important in Moore and Long's (1971) 
experiments at . the higher Richardson numbers. For very stable salinity 
interfaces (large 6p. ), up to 27% of the interfacial mass transfer was 
1 
due to molecular diffusion. 
In his discussion of the influence of shear on interfacial entrain-
ment, Long (1975) took the relationship 
-
-
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Fig. 2 .12. Entrainment data from laboratory _shear flow experiments. 
Data from Kato and Phillips (1969) and Wu (1973) have been transformed 
so that all the data have the same velocity scale (~U) and length scale 







to be fundamental. This conflicts with Turner's (1973) adoption of 
the . -¾2 power at large Pe (Chapt. 2.2.1). The inverse relation-
ship between E and Ri is attractive because it has been taken to 
0 0 
imply that the change in potential ene.rgy of the fluid column is 
proportional to the turbulent kinetic energy input (Rouse and Dodu 
40 
i955). It also appears to fit the data from some individual laboratory 
shear experiments (Fig. 2.12). However, as discussed in Chapt. 2.2 .1, 
there is sufficient evidence to show that for large Peclet number and 
large Richardson number, the log E versus log Ri data curve tends 
· 0 0 
to a slope of - ½ (e.g. Fig. 2.2) . The overall variation of the 
shear experiment data with Richardson number (Fig. 2.12) is consistent 
with this result. 
2.3.2 Oceanographic Entrainment Models 
In general, the effect of mean horizontal winds in atmospheric 
boundary layers is assumed to be secondary to the production of turbulent 
kinetic energy by surface buoyancy fluxes (Chapt. 2.2.2). In ocean-
ographic models, the emphasis is reversed. Short-wave solar radiation 
during the daytime r epresents a stabilizing buoyancy flux.· Buoyancy 
instabilities do occur during the night- time due to surface cooling by 
back- radiation. However, the turbulent kinetic energy supplied by 
surface wind shear and shear stresses between relative horizontal 
currents often has a greater effect on the mixed layer behaviour. 
Earlier oceanographic models integrated the turbulent kinetic 
energy equation (Eqn. 2.2.13) over the whole mixed layer . The input 
turbulent kinetic energy due to windshear and buoyancy was apportioned 
to maintaining mixed layer motions and deepening the mixed layer. The 
remainder was assumed to be dissipated. (Turner and Kraus 1967, Denman 
1973, Pollard et al,1973, Niiler 1975, R. deSzoeke and Rhines 1976). 
As with Betts' (1973) atmospheric model, a step change in temperature 
was assumed at the interface. Denman (1973) used a Heaviside step 
function in his relationship for Q . 
e 
If V was positive, 
em 
Q = - V D.T. (e.g. Eqn . 2.2.4) but if V was zero or negative, 
e em i em 
the interfacial buoyancy flux Qe was set equal to zero . 
During a period of wind mixing, the turbulent mixed layer under-
went the following modes of behaviour . 
(i) An initial spin- up period to establish turbulent motions 
in the mixed layer. During this t ime d oc 
m 
·where is the 
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shear velocity. This is consistent with . E = E in the absence · max 
of any major density gradients. 
(ii) Surface wind shear is used to stir the mixed layer and 
to entrain interfacial fluid (d oc t½). 
m 
(iii) Mean motions are significant and shear generation al'so 





relationship was derived by Kato and Phillips (1969). It is consist-
ent, in their case, with E 
0 
oc Ri -l 
0 
(iv) O~ce the layer is deep, Coriolis forces become significant 
and shear production is less important. 
A plot of log d versus log t, which. is often used to evaluate 
m 
the above relationships for dm(t) , is heavily dependent on the initial 
conditions. In addition, the l .ogarithmic scale compresses the later 
stages of behaviour. When Pollard et al. (1973) slightly altered the 
depth scale origin of Kato and Phillips' (1969) data and replotted them 
in the form log d versus log t, they found a slope of ½ 
m 
However, 
over the last half of the data, a closer inspection reveals a slope of 
¼. For Kato and 
consistent with E 
0 
Phillips' (1969) experimental conditions, this is 
oc Ri - ½ 
0 
Mean shear mixing layer models, developed more recently, have 
parameterized the turbulent heat and momentum fluxes by the use of 
Richardson number dependent stability factors. These stability factors 
are evaluated at every point and so it is not necessary to define in 
advance the existence of an isothermal mixed layer (Mellor 1973, Mellor 
and Yamada 1974, Mellor and Durbin 1975). Turbulent moment equations 
for velocity, pressure arid temperature were simplified by making 
similarity assumptions for the pressure and dissipation terms. The 
similar~ty length scale coefficients and other .constants were then 
evaluated using laboratory data from neutral boundary layers (Mellor 
1973) . It was assumed that the equations would hold for both stable 
and unstable layers . A check of the model against atmospheric data 
showed that this assumption was reasonable. 
A comparison of a hierachy of models based on higher orders of 
simplification showed that the most complex Level 4 model was not 
significantly more accurate than a Level 2 model which ignored advection 
and diffusion terms (Mellor and Yamada 1974). 
Mellor and Durbin (1975) applied a Level 2 model to the one-
dimensional oceanographic surface layer . The turbulent Reynolds 
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stresses ( ~ u'w' - v'w' and vertical heat flux .due to turbulence 
(- w'T') were given by 
( - u'w', -: v'w _') = .R, V . s s 
and 
- w'T' = .R, V S aT · s s H az 
av 
- ) az (2 .3.1) 
(2 .3.2 ) 
where u and V are the mean velocities and u' and v' , the 
fluctuations about the mean, in the x and y horizontal directions . 
The fluctuations of vertical velocity and temperature are w' and T' 
respectively and .R, and V are the turbulent length and velocity 
s s 
scales. The stability factors SM and SH were assumed to be 
functions of the flux Richardson number 
Rif = 
- ag w'T' 
- u'w' v'w' av az 
(2.3.3) 
The turbulent velocity scale is obtained from a simplified steady 




= au - u'w' - v'w' az av + ag w'T' az (2.3.4) 
A comparison of the model with the laboratory data of Kato and Phillips 
(1969) showed good agreement. 
Mellor and Durbin (1975 ) considered the transfer of heat and mass 
in terms of molecular and turbulent diffusion. A similar approach will 
be used in the theoretical analysis of the I.C.P.M. (Chapter 3). However, 
the writer had adopted this turbulent diffusion approach prior to his 
sighting of Mellor and Durbin's (1975) paper. 
Although it is not immediately obvious, the relationship 
SH= ¢(Rif) may be restated in terms of an effective gradient 
Richardson number Ri* (see Appendix F) . The resulting equation for SH 
(which is equivalent to E 
0 
0 ,537 
from Eqn. 2.1.3) is 
1 + 1.98 Ri* 
(2 .3.5) 
which agrees well with the penetrative convection expressions of 
Deardoff (1974a ), (Eqn . 2.2.25) and Zilitinkevich (1975), (Eqn . 2.2 . 19) . 
Mellor and Durbin' s (1975) model has the advantage that SH may 
be evaluated for all z . However, their model cannot be applied 
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directly to the penetrative convection case because it requires vertical 
gradients of horizontal velocity . 
motions are neglected. 
In the I.C . P.M. mean horizontal 
2.4 SUMMARY 
It has been shown in this review of the literature that the 
existing theories for interfacial entrainment are not suitable at low 
Peclet number. In the case of a single turbulent region, the fluid 
column has been generally assumed to consist of: 
(i) A shallow boundary layer where buoyancy instabilities or 
shear stresses are produced (0 < z < zb) . 
(ii) The rest of the turbulent mixed layer in which the 
temperature distribution is neutral (or slightly stable ) and the 
horizontal velocities do not vary with height . 
extends from O < z < d 
m 
The full mixed layer 
(iii) A negligibly thick interfacial region (z = d ) • 
m 
(iv) The region above the interface (z > d in which the 
m 
turbulent shear motions and heat transfer are neglected. 
However, low Peclet number experiments have shown that molecular 
diffusion makes a significant contribution to the interfacial heat and 
mass transfers and hence to the thickness of the interfacial region 
(Crapper and Linden 1974). When molecular diffusion is significant, 
the assumption that the interfacial region has negligible thickness is 
not valid because the interfacial buoyancy fluxes would be infinite. 
At low Pe, t he discontinuity in temperature (or density) gradient 
between regions (ii i ) and (iv) above, will be removed by molecular 
diffusion. The interfacial temperature (or density) gradient will be 
finite and turbulent motions may occur immediately above the interface. 
As will be discussed in later chapters, the interfaciai gradient wilJ. 
play an important role in controlling the interfacial stability. 
Two methods of analysing interfacial entrainment data have been 
reported in the literature (Eqns . 2.1.2 and 2.1.5). However, as both 
describe the same process, they cannot be considered independent. In 
Chapter 4, the relationship between these two analysis methods will be 
shown. This will allow the factors affecti_ng the value of k to be 
discussed further. 
In the next chapter, analytical equations for the rates of change 
of temperature and rate of rise of the interface in the inverted cooling 
pond model, will be developed. 
CHAPTER 3 
INITIAL DEVELOPMENT OF THE THEORETICAL MODEL 
3.1 DESCRIPTION OF THE I.C.P.M. 
The inverted cooling pond model of penetrative convection has 
been outlined in Chapt. 1.3. It consists of a column of water of 
cross-sectional area A, horizontal perimeter P and height hT, 
heated from below- (Fig. 3.la) . The fluid column is insulated on the 
top and sides. However, heat losses from the fluid column can be 
reduced by insulation but never eliminated. The heat budget for the 
I.C.P.M. will include upper boundary and side wall heat losses. The 
height z and the vertical heat flux per unit area q are positive 
in the vertically upwards direction. 
positive in the outwards direction. 
3.1.1 Boundary Conditions 
Side wall heat losses are 
Heat is lost from the surface of a cooling pond as sensible heat, 
late.nt heat of evaporation and by long-wave radiation . Unless the air 
has high humidity or is hotter than the surface fluid, these heat fluxes 
will always represent losses. Heat is gained by the surface of a 
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cooling pond from solar radiation and back radiation from the atmosphere. 
Only some of the incident radiation is absorbed, the rest being reflected. 
During the daytime, the incident radiation is significant. However, 
in the cooling pond, the surface layer fluid is much hotter than the air. 
There will therefore be a net loss of heat to the atmosphere even during 
the daytime (i .e. qp is positive). Heat is transferred below the 
surface by molecular diffusion, thermal convection and short- wave 
radiation. 
In the I.C.P.M., heat is applied at a solid lower boundary. Any 
long-wave radiation will be absorbed by the water, within a negligible 
distance from the lower boundary. At large Rayleigh number all the 
lower boundary heat flux can be assumed to be transferred into the fluid 
column by turbulent convection. 
The other boundaries are insulated (Fig. 3.la). Heat losses 
from the fluid column, through these boundaries, are discussed in 
Appendix D. At the upper boundary (z = hT) 
= KT (T(hT) - T. ) air 
(3.1. 1 ) 
where ~ is the mean thermal conductivity per unit thickness of the 
wall insulation and T. air 
is the temperature outside the insulation, 
assumed to be temporally and spatially constant. 
For the side walls of the experimental apparatus 
qL = K_ (T(z) - T. ) · v air (3.1.2) 
Heat is also lost as stored heat in the walls of the experimental 
apparatus and insulation, as the temperatures increase. For the side 
walls, a heat sto~age factor S is defined. This is the ratio of the 
total heat storage capacity of the fluid column and experimental 
apparatus, per unit height, to the heat storage capacity of the fluid 
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alone. A similar factor ST applies to the upper boundary insulation. 
Side wall and upper boundary heat losses will cause horizontal 
temperature gradients within the diffusion region (z > d ) • 
m 
The heat 
losses also create statically unstable density distributions at the 
insulated boundaries. These may result in weak convective circulations 
in the quiescent fluid above the interface. 
be minor, the above effects are neglected. 
If the lower boundary heat flux qp 
As the heat losses will 
is uniform over the fluid 
column area A, the fluid column can be assumed to be horizontally 
uniform. The I.C.P.M. will therefore be considered one- dimensional 
but heat losses will be allowed for in the heat budget equations. 
3.1.2 Initial Conditions 
In a cooling pond, hot water is continually being discharged onto 
the surface and the surface heat losses are always positive. The 
initial conditions for the I.C.P.M. will not describe a pre-entrainment 
situation in the pond . Instead, they will ensure that the behaviour 
of the model, after the commencement of lower boundary heating, is 
similar to the penetrative convection occurring in the cooling pond. 
This requires that the temperature gradient in the diffusion region well 
beyond the interface is zero. 
Simple initial conditions, consistent with a cooling pond, are 
T (z,O ) = TmO 
T(z,O) = Tao 
o < z < ago 
(3 .1.3 ) 
These describe a layer of fluid of thickness dgO and uniform temperature 
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Inverted cooling pond model - (a) elevation of fluid column 









Fig. 3. 2. Initial temperature profiles for atmospheric boundary layer 
models (linearly stratified case r > 0). 
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(Fig. 3.lb, profile A). The total fluid column thickness is hT. 
As T > T · , the two-layered temperature distribution is stable. 
aO mO . 
For z >> d , representing large cooling pond depths, the temperature gO . . . 
is uniform(= T ) . At time t = 0 , the heat flux q is zero so 
· aO · P 
there is no mixed layer (d = 0). 
m 
The initial temperature difference 
between the mixed layer (T) and the maximum fluid temperature (T) is 
m a 
Establishing the initial two-layered temperature distribution in 
an experimental tank takes a finite period of time. During this time, 
the boundary between the two layers will thicken by molecular diffusion. 
There will also be some turbulent entrainment due to the filling motions. 
Hence, at time t = t , when the penetrative convection experiment is 
s 
commenced by applying a positive heat flux at z = 0, the temperature 
profile will be diffuse about z = dgO (Fig . 3 . lb, profile B) . In 
the theoretical analysis of the I.C.P.M., the temperature distribution 
at t = t will be assumed to be caused by a period o f molecular 
s 
diffusion, 0 < t <ts, during which ~ = 0 
It should be noted that the initial conditions for the I.C.P.M. 
differ from those required for atmospheric models. Well above an 
atmospheric inversion, the potential temperature profile is more closely 
approximated by a stable linear gradient r . Three initial profiles 
for atmospheric models which satisfy 
c)T 
-+ r for z >> d a; m 
are shown in Fig. 3.2. Profile C given by 
T(z,O) = TmO + fz for all z > 0 
was used by Deardoff, Willis and Lilly (1969). The initial conditions 
of Willis and Deardoff (1974) also included a lower layer of uniform 
temperature and thickness dgO (Fig . 3.2, profile D). Another 
possible initial condition is profile E (Fig. 3.2) which has a temper-
ature discontinuity at height z = d . 
gO 
Atmospheric entrainment models, where r > 0, are discussed 
further in Appendix B. · 
3.2 TEMPORAL BEHAVIOUR OF THE I.C.P.M. 
The temporal behaviour of the inverted cooling pond model is 
shown schematically in Fig. 3.3. From t = 0 until the commencement 
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DIFFUSION I INTERFACIAL ENTRAINMENT I SINGLE-LAYER CONVECTION 
--------l• l------------------l• l---------
1 I 
Fig. 3. 3. Schematic plot of height versus time showing the interface 
height d as a function of time and contours of constant temperature. m 
be zero . Everywhere within the fluid column, the temperature distrib-
ution is stable. The only heat transfer vertically is by molecular 
diffusion which causes the temperature contours to expand about dgO , 
the initial height of the boundary between the two layers (see also 
Fig . 3.lb). 
It is important to note that the height of the maximwn temper-
ature gradient d 
g 
is not the same as the height of the turbulent 
interface d In oceanography, the depth of maximwn temperature m . 
gradient (3 2T/3z 2 = 0) is defined as the thermocline depth. In 
diurnal thermocline studies, this depth 
confused with the mixed layer interface. 
the initial value of d 
g 
is whereas 
d could, therefore, be 
g 
However, in the I.C.P.M., 
d 
m 
is initially zero. The 
time period 
(Fig. 3. 3) . 
0 < t < t 
s 
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is defined as the molecular diffusion period 
After the commencement of heating at t = t , a turbulent mixed s 
layer of thickness d will be created . The rate at which the mixed 
m 
layer thickens by interfacial entrainment is partly dependent on the 
strength of the interfacial temperature_ gradient. The role of the 
interfacial temperature gradient will be discussed in more detail 
later in this chapter. As the interfacial gradients are small for 
z << d , the interface height 
gO d initially increases rapidly. m 
the vicinity of z = d , the temperature gradients are large. 
gO 
the interface is at these heights, it rises slowly. Later when 
In 
When 
dm >> dgO, the interfacial gr adients are again small and the interface 
rises rapidly. Eventually the interface reaches height z = hT and 
the mixed layer occupies the full height of the fluid column. Ther e 
is no longer an interface between turbulent and non-turbulent fluid. 
The time t = tT, when 
entrainment period. 
d = h , marks the end of the interfacial 
m T 
Four types of temperature contour can be seen in Fig. 3.3 during 
the interfacial entrainment period. The type of temperature contour 
depends on the heat transfer mechanism. It should be noted that in 
Fig. 3.3, the temperatures represented by these contours increase with 
both height and time. 
Within the main body of the mixed layer, the temperature contours 
are straight and vertical as the temperature is uniform with height 
(B - C in Fig. 3. 3) . At the lower boundary of the mixed layer, in the 
buoyancy production region, the temperature contours are curved, with a 
positive slope, due to the unstable temperature gradients (A - Bin 
Fig . 3. 3) . Well above the interface, the fluid is unaffected by the 
presence of the mixed layer, so molecular diffusion is the only vertical 
heat transfer mechanism. The temperature contours continue to spread 
with time, as in the earlier molecular diffusion period 0 < t < t 
s 
(E - Din Fig. 3.3). However, in the diffusion region close to the 
interface, there is an additional heat transfer. This is due to the 
penetration of domes of turbulent mixed layer fluid above the interface . 
The temperature contours in this region will tend to curve upwards at a 
greater rate than for molecular diffusion alone (D - C in Fig. 3. 3). The 
additional interfacial heat transfer due to turbulent entrainment will 
be discussed in more detail in the next section. Figure 3 . 3 also 
implies that there is a discontinuity in the rate of change of temper-
ature, with constant height, at the interface. The reasons for this 
c)T/dt discontinuity will be discussed in subsequent sections of this 
chapter. 
After t = t , the model behaves like a si_ngle-plate convection 
T 
experiment as there is only a si_ngle homogeneous layer of thickness hT 
(Appendix A) . The third time period for the I.C.P.M. 
called the single-layer convection period. 
3.3 THE INTERFACIAL HEAT TRANSFER PROCESS 
The one-dimensional temperature profile for the inverted cooling 
pond model (I . C.P.M.) during the interfacial entrainment period 
t < t < t 
s T 
consists of a mixed layer profile 0 < z < d 
m 
and a 
diffusion region profile d < z < h 
m T 
In the mixed layer, the 
temperature is uniform with height (= T) except in the buoyancy 
m 
50 
production region, of thickness zb, at the lower boundary (Fig. 
At large Rayleigh number, zb is negligible compared to dm 
diffusion region is a region of stable temperature gradients. 
3. 4a) . 
The 
If the 
mixed layer is continually deepening by interfacial entrainment, the 
temperature gradient can be assumed to be discontinuous at the inter-
face (Fig. 3.4a). As will be shown in this section, turbulent entrain-
ment causes additional cooling of the diffusion region fluid which 
maintains the stable interfacial gradient (c)T/c)z). rather than destroys 
1 
it. 
Consider a buoyant thermal element released from the lower heated 
boundary (z = 0) . As it travels upwards through the fluid, it will 
lose heat (and hence buoyancy) through mixing with the surrounding fluid, 
and by molecular diffusion. The continuous release of thermals from 
the heated boundary creates circulation cells of upwards and downwards 
moving fluid within the mixed layer. Although a thermal element may 
lose most or all of its buoyancy before reaching z = d , it will be 
m 
carried on upwards by its momentum and the overall circulation. When 
it reaches z = d , it overshoots (Stull 1973). The temperature o f 
m 
the rising thermal element and its corresponding buoyancy variation with 
height are shown schematically in Fig. 3.4 a,b. Once the thermal is 
beyond a height of about z = d 
m 
(depending upon whether its temperature 
is equal to or slightly greater than T ), it will be heavier than the 
m 
surrounding fluid (Fig . 3.4b). It will rise into the diffusion region 
(z > d) until it has lost all of its initial kinetic energy. 
m 
The overshooting thermals penetrate into the diffusion region in 
the form of domes of mixed layer fluid. These interfacial domes can be 
z 

















. Fig. 3.4. Sketch showing the relationship between (a) the temperature 
and (b) density of rising thermal elements and surrounding fluid. 
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Fig . 3.5. Sketch of the interface between the turbulent mixed layer 
51 
and the diffusion region showing the extent of the intermittency region 
0 < I < 1 . 
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visualized by dyeing the mixed layer fluid (Fig. 3.5). The presence 
of a penetrating interfacial dome in the diffusion region is generally 
temporary. After the penetrating dome comes to rest in the lighter 
surroundings, it is forced to recede back into the mixed layer. An 
exception to this occurs when the interfacial temperature difference 
~T. is negligible. The negative buoyancy forces are insufficient to 
l. 
return the penetrated fluid to the mixed layer. 
A similar interfacial boundary between turbulent and non- turbulent 
fluid occurs in unrestricted shear flows (Townsend 1976). Fluid within 
the mixed layer 'and in the penetrating interfacial domes is fully 
turbulent, whilst the fluid into which the domes penetrate, may be 
considered non-turbulent. Any small scale transfer of turbulence 
across the interfacial boundary will be subjected to strong viscous 
damping . 
The boundary between the turbulent mixed layer and penetrating 
dome fluid, and the non- turbulent fluid above is subject to temporal 
and spatial variations. The height of the interface d on the 
m 
I.C.P.M. vertical temperature profile (Fig. 3.4a) is defined as the 
highest point at which the intermittency of turbulence I= 1. The 
intermittency factor I (z) is taken as the fraction of turbulent fluid 
present at height z, measured as the mean over a short period of time . 
There will be a large scale variation of d 
m 
with time due to the 
overall rise of the interface. Because of uneven lower boundary 
heating or topography, the interface height d may also vary horizon-
m 
tally. Hence, the intermittency I (z ) must be measured over a small 
horizontal area (following the one-dimensional assumption). 
Throughout the mixed layer, I(z) = l (Fig. 3.5). Above the 
interface z = d , the intermittency will decrease with height. 
m 
Beyond the maximum penetration of the interfacial domes, I= 0. The 
thickness of the intermittency region O <I< 1 will depend on the 
interfacial temperature gradient 
intensity in the mixed layer. 
(dT/az). and on the turbulent 
l. 
The penetration of turbulent interfacial domes beyond the inter-
face and their subsequent motion back into the mixed layer (z < d ) 
m 
causes a net downwards heat transfer. 
caused by molecular diffusion alone. 
this additional heat flux. 
This is additional to that 
There are two contributions to 
The first is a direct turbulent interchange of fluid by the 
downwards displacement of diffusion region fluid, into the turbulent 
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mixed layer. This displacement of fluid results in an increase in the 
mixed layer thickness and a downwards transfer of heat. Two differing 
theories as to the exact nature of the displacement mechanism have been 
suggested (Stull 1973, Linden 1973) but no experimental confirmation of 
either mechanism has been reported. However, it is the effect of the 
displacement mechanism that is of primary interest here. The resulting 
heat flux may be considered to be independent of the molecular diffusi-
vity of the fluid as the displaced diffusion region fluid is rapidly 
mixed with its new surroundings by the convective moti6ns in the mixed 
layer. 
The additional heat flux due to turbulent displacement of fluid 
can be parameterized by a turbulent diffusivity y acting on the 
diffusion region temperature gradients. As the interfacial dome 
motions are related to the temperature gradients above the interface, 
this assumption appears to be reasonable. However, the use of a 
turbulent diffusivity parameter may not be valid when the temperature 
gradients are negligible. 
The second contribution to the additional heat flux immediately 
above the interface, is due to the irrotational distortion of the 
diffusion region fluid by the penetrating domes . This can cause local 
increases in the temperature gradients and increase the effective area 
of the interfacial boundary. Any increase in the vertical heat flux 
will be proportional to the molecular diffusivity K. Hence, an 
additional molecular diffusion factor A is introduced to account for 
any extra heat flux due to the stretching and distortion of the inter-
mittency region fluid. 
At any height z > d , the vertical buoyancy heat flux is 
m 
therefore given by 
Q(z) = - ((1 + A) K + y) dT a; (3 .3.1 ) 
z = d 
m 
The variation of y(z) and A(z) with increasing height above 
will be closely linked to the variation of I (z) (Fig. 3.5). 
Where I = 0 , the values of y and A will also be zero. At the 
' interface, where I(z) is a maximum for 
to assume that y(z) will be a maximum 
z > d 
- m 
( = y.) 
l. 
that y and A only apply to the diffusion region, 
it is reasonable 
It should be noted 
The assumption 
will be made that the variation of y with height above the interface, 
at any time t, is given by 
where m (z ~ d) decays from unity at z = d to zero for z >> d. 't'l m m m 
A similar function is assumed for the additional molecular diffusion 
factor 11.( z). 
The theoretical I.C.P.M. will be developed in the following 
manner: 
(i ) A one- dimensional heat diffusion equation (with losses) 
will be derived for the diffusion region d < z < h . 
m - T 
This will 
include the parameters y and . A to account for the additional heat 
transfer by interfacial dome action. For the molecular diffusion 
period ( t < t -) , y = 11. = d = 0. This simplifies the equation 
s m 
which will then be solved to obtain the vertical temperature 
distribution T(z,t) for t < t 
s 
. ( ii) A heat budget equation for the mixed layer 0 < z < d 
m 
will be obtained. 
(iii) The equations for the rates of change of temperature 
(8T/8t) above and below t he int erface r esulting f r om (i) and (i i) 
will be matched at the interface to obtain an expression for the rate 
of rise of the interface V 
em 
3.4 DIFFUSION REGION EQUATIONS 
By considering the heat budget for a one- dimensional element of 
thickness oz, with allowance for heat losses, the following heat 
budget equation may be derived 
f3 8T = 8Q W(T - T ) 
at - az - air (3 A . 1) 
This equation applies at any height within the fluid column. The term 
on the left hand side of Eqn. 3.4.1 corresponds to the heat stored by 
the fluid, the containing walls and insulation. The factor f3 accounts 
for the additional heat storage of the element due to the walls and 
insulation (Chapt . 3.1 . 1) . 
The first term on the right hand side of Eqn. 3.4.1 is the rate 
of change of the vertical buoyancy heat flux with height,and represents 
the difference between the heat fluxes entering and leaving the element 
in the vertical direction. The second term on the right hand side of 
Eqn. 3.4.1 allows for heat losses from the fluid column to the air 
(temperature T . ) • 
a1.r 
1\JP 
w = ---p C A 
p 
The heat loss factor W is defined by 
(3.4 .2) 
54 
where ¾ is the mean thermal conductivity of heat through the total 
thickness of the walls and insulation, per unit side wall area . P and 
A are the horizontal perimeter and plan area of the fluid column (c . f. 
Eqri • 3 • 1. 2 ) • 
Within the diff usion region (d < z < h , 0 < t < tT), the 
m - T 
vertical buoyancy heat flux Q(z) is given by Eqn. 3.3.1. For 
t < t , there is no mixed layer 
s 
(d = 0) 
m 
so that both y and 
are zero. After t = t , well above the mixed layer interface 
s 
(z >> d), these two terms are also zero. 
m 
Within the intermittency 
region, however, ' they ar e typically greater than zero. 
Eqn . 3 . 3 . 1 into Eqn . 3.4.1 yields 
8 :! = a: ((1 + A)K + "() ~! - W(T - Tair) 
Substituting 
(3 . 4 . 3) 
The upper boundary condition for Eqn. 3.4.3, at z = hT, is 
Q(hT) = WT(T - T. ) a i r 
where WT is the heat loss factor for the column top material, given 
by 
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A storage factor 8T which allows for the heat storage capacity of the 
material on top of the fluid column was discussed ear lier (Chapt . 3.1 . 1). 
It is defined as the heat storage capacity of the full thickness of 
column top material normalized by the heat storage capacity per unit 
height of the fluid column alone. In general, where the height of the 
fluid column is large, the contribution due to s· will be negligible. 
T 
Dur ing t he molecular d i ffusion time per iod (t < t ) , the lower 
s 
boundary condition is Q = 0 • 
p 
The lower boundary heat flux may also 
be negative as it still satisfies the stable temperature distr ibution 
assumption. 
For the int erfacial entrainment period (ts< t < tT) , t he lower 
boundary is at z = d where d is an unknown function of time . The 
m m 
interfacial buoyancy flux Qe, from Eqn. 3 . 3.1 evaluated at z = dm, is 
Q = - c n + >- . ) K + y. ) a~I 
e · 1. 1. a~i (3 . 4 . 4) 
The boundary conditions for the inter facial entrainment period will be 
found later, by matching the diffusion region equations with the mixed 
layer equations. 
The initial conditions for the diffusion region of the I.C.P . M. 
are given by Eqn . 3.1.3. 
For t < t , when d = 0 and Y =. A = 0, Eqn. 3. 4 . 3 may be 
s m · 
solved directly to obtain the vertical temperature distribution T(z,t). 
At the lower boundary, Q = 0 and to simplify the solution, the upper 
p 
boundary losses are ignored (Q(hT) = 0) • Hence, the boundary 
conditions are 
dT(O,t) = 0 dZ 
, d'!'(hT t ) 
. , (3 . 4 . 5) 
where 
az = 0 
The solution to equation 3.4 .3 is (Appendix E.l). 
T (z,t) = T . air 
+ T - i g [ 




2 oo • nTTdgO 
- TT /j,TiO l sin ( h ) • 
n=l T 
(nTTz) ( r2 )] ( Wt) cos h . exp - .,,n t • exp - S 
T 
(3.4.6) 
If the thicknesses of the two initial layers and 
are large enough, an infinite boundary condition can be assumed. In 
this case, the solution to equation 3.4.3 (Appendix E.1 ) is 
T(z t) = T . + ( aO mO) -[ 
T +T 
' air 2 
/j,TiO z - dgO ] 
T . +- 2- erf ( ft ) . exp( -air 2 ~ s 
Wt) 
s 
where the error function is defined as 
2 I~ 2 erf ~ = -- e-x dx 
1-rr 0 
(3 .4.7 ) 
This solution is a good approximation of the molecular diffusion 
equation provided the arguments of the error function at the upper and 
lower boundaries 
h - d 
t:t 2 __ s s 
d 0 g 
2_~ -
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are_ greater than three so that the error function is approximately 
equal to unity . This condition was generally satisfied for the range 




used during this 
The thermal diffusion equation cannot be solved analytically 
during the interfacial entrainment period as the functions dm(t) , 
A(z,t) and y(z,t) are unknown • For ts< t < tT, Eqn. 3.4~3 
will have to be solved numerically. 
3.5 
zero . 
MIXED LAY~R EQUATIONS 
The temperature gradient within the mixed layer is assumed to be 
In the absence of any significant temperature gradient, a 
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relationship between heat flux and temperature gradient (c .f. Eqn. 3.3.1) 
becomes meaningless. Because the mixed layer has a uniform temperature 
T , Eqn. 3.4.1, for 0 < z < d , becomes 
m m 
dT 
~ - - (3 ~ - W (T - T . ) oz - dt m air (3.5.1) 
The buoyancy heat flux profile is therefore linear in the mixed layer. 
Integrating Eqn. 3.5.1 from z = 0 to z = dm, and rearranging, yields 





Qp - Qe - W d (T - T . ) = f3 d dt m m air m 
equation applies for 0 < z < d and t < t < t T 
. 
m s 
During the single-layer convection period when d m 
boundary heat flux is not Qe but Q(hT) = w T (T m 
(3.5.2) 




) . For 
t > t , therefore, 
T dT 
m 
Q - (W + WT) d (T - T . ) = (.(3 d + f3T) dt p · m m air m (3 . 5.3) 
where (3T accounts for the storage of heat in the upper boundary 
insulation. 
3.6 THE RATE OF RISE OF THE INTERFACE 
The height of the interface z = d has been defined as the 
m 
upper limit of the fully turbulent mixed layer of intermittency I= 1 
(Chapt. 3.3). It is the point on the vertical temperature profile 
where the mixed layer (uniform temperature T) and the diffusion region 
m 
meet. At z = d , the temperature gradient oT/oz is discontinuous. 
m 
The partial derivative of temperature with respect to time d'I'/dt is 
also discontinuous at the interface. 
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A vertical temperature profile for the case where d > d is 
m .· g0 
sketched in Fig. 3.6. In this case, a2T/az2 is negative throughout 
the diffusion region. 
the diffusion region. 
Consider the rate of change of temperature in 
Expanding Eqn. 3.4.3 yields 
~Tt = ¼ [n + 11.)K + Y]a2T +lrK ~+ h]aT - !!. <T - T.) 
o µ az2 BL'. az az az B .m air 
(3 .6.1) 
As both the turbulent entrainment parameters decay with height, 
ay;az and dA./dZ are negative. Hence, all the terms on the right 
hand side of Eqn. 3.6.1 make a negative contribution to dT/dt for this 
example (d > d ) • There is a net cooling of the diffusion region 
m g0 
fluid. On the upper side of the interfacial discontinuity + (z = d ) , 
m 
the fluid temperature decreases in time Ot (from point A to point C, 
Fig. 3. 6). 
Consider the temperature changes in the mixed layer . From 
Eqn. 3.5.2 
! (T - T . ) S m air (3.6.2) 
As is positive and Q 
e 
is negative and the heat losses are minor, 
the mixed layer temperature will increase. In time ot , as shown in 
Fig. 3.6, the temperature at z = d will increase from point A to 
m 
point B. However, this situation does not satisfy the interfacial 
stability criterion. Fluid + is denser than fluid at z = d the m 
below it. Thermal elements from the lower boundary will rise past 
z = d 
m 
to the point on the new diffusion region profile <t = t + ot> 
where the mixed layer and diffusion region temperatures match (point D, 
Fig. 3 . 6) • Above this height, the thermal elements become heavier 
than their surroundings. This is therefore, the new height of the 
interface. The change in interfacial height od in time ot is 
m 
due to changes in both the mixed layer and diffusion region temperatures. 
It should be noted that the temperature at point Dis slightly 
less than the temperature at point B because of the increased thickness 
of the mixed layer. While the case d > d was chosen to simplify 
m g0 
the above discussion, the same principle applies when both (dT/at). and 
i 
ca2T/az 2)i are positive. This will occur initially when dm << dgO. 
z 
T. a T 
Fig . 3 . 6 . Diagram showing the changes in the vertical temperature 
profile after a time increment ot. 
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For the I.C.P.M., the value of (oT/ot). is restricted to being less 
. l. 
than the rate of cha_nge of the mixed layer temperature. The reasons 
for this are discussed later in this section. 
The above discussion showed in simple terms, the method of 
obtaining the rate of rise of the interface by matching the temperature 
changes immediately above and below the interface (Fig. 3.6) . This 
can be expressed mathematically by considering the total derivative of 
temperature T(z,t) with respect to time. 
dT oT + dz oT 
at = at at ·a; (3 . 6 .3 ) 
In the mixed layer at 
so that 
z = d 
m 
, the temperature gradient is negligible 
+ In the diffusion region at z = dm , the temperature gradient (oT/oz ) i 
is not negligible. The total derivative of z with respect to time 






From Eqn. 3.6.3, the total derivative of temperature is therefore 
d'!'..I 
a1:_t 
= oTI + v a~ atl. em dZ. 
:.l 1 l. 
As the temperature T(z,t) is continuous at the interface, the total 
changes in temperature at z = d + and z = d must be equal, so 
m m 
that 
dTm o'!'._I + V o'!'._I 
dt = "a1Ji em i)~i 
Rearranging Eqn. 3. 6. 4 in terms of V yields 
em 
(3.6.4) 
(3 .6.5 ) 
Equations for the rates of change of temperature in the 
diffusion region and mixed layer have been derived in Chapts. 3.4 and 
3.5. From Eqn. 3. 6. 2 and the expression for Qe (Eqn. 3.4.4) 
dT Q ( (1 + A. )K + y.) aH w ~=...:..J?... l. l. (T - T . ) + a;.- s dt 8d Ba m air 
m m l. 
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( (1 +A. ) K + y.) 
· 1 1 
8 a
2
~ -- + 2 
clz . 
l. 
The rate of rise of the interface V from Eqn. 3 . 6 . 5, is therefore 
em 
I II 
((1 +11..)K +y.) cl2T~ ( j (I ) 
__ ._ 1_8 __ 1_ aazT -½\ K :~ / ~t 
clz . 
l. 
III IV (3 . 6.6) 
It is worth noting that the heat loss terms have cancelled out of this 
equation . 
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Cons i der t he contribut ion of each o f t he f our t erms i n Eqn. 3 . 6 . 6 
to the rate of rise of the interface V Term I describes the rate 
em 
of rise of the interface due to the "filling" (with heat) of the existing 
temperature profile by the lower boundary heat flux Q . 
p 
The increase 
in the mixed layer temperature T , due to Q , is converted into an 
m p 
increase in d because of the positive interfacial gradient. Just . m 




is very small and the interfacial gradient (clT/clz). is negligible . 
1 
The contribution of term I to V is therefore very large . 
em 
Even if 
the interfacial gradient is significant initially, as in the linearly 
stratified exper iments of Deardoff , Willis and Lilly (1969), the 
contr ibution to V is still large because d is small. The r ate 
em m 
of rise of the interface will be much larger than would be predicted by 
turbulent entrainment alone. In the I .C.P.M . , term I of Eqn. 3.6.6 
will be ref erred to as the filling velocity. When the interface is in 
the r egion of z = d · , the temper ature gr adients ar e large and the 
gO 
filling velocity will have a minimum value. Although d 
m 
continues 
to increase, the f i lling velocit y will i ncr ease again, because o f the 
more rapidly decreasing interfacial gradients . Term II in Eqn. 3.6 . 6 
is the additional contribution to the "filling" of the temperature 
profile made by the interfacial heat flux . 
contribution to V 
em 
Both terms make a positive 
Because cJ 2T/clz2 may be positive at the interface during the 
initial stages of the interfacial entrainment period, term III may make 
a negative contribution to V 
em 
However , as both the turbulent 
entrainment parameters decrease with height above the interface, term IV 
of Eqn. 3.6.6 will always make a positive contribution. Terms III and 
IV are the contributions made to 
region temperature profile. 
V 
em 
by changes in the diffusion 
Provided the lower boundary heat flux is significant, the filling 
velocity (term I ) will be large enough to ensure V is positive. 
em 
However, it should be noted that if QP is very small and (o 2T/oz 2) i 
is positive, the negative contribution by term III may act to reduce 
the height o f the interface. Because is small, the turbulent 
entrainment terms are negligible and molecular diffusion dominates. 
Only the case when V em 
is positive will be considered at this stage. 
In experiments where the mixed layer turbulence is created by a 
vertically oscillating grid (Rouse and Dodu 1955, Cromwell 1960, Turner 
1968) ther e is no external source of heat or mass, only mechanical 
energy. In these experiments the filling velocity term is zero but the 
other terms of Eqn. 3 . 6.6 will be valid . 
The explicit equation for V (Eqn . 3 . 6 . 6) and other theoretical 
em 
equations for the rate of change of temperature and vertical heat flux 
in the fluid column can be solved numerically for d (t) 
m 
and T (z,t ) . 
The boundary conditions, initial conditions and fluid properties can all 
be specified. However, the turbulent entrainment parameters y(z) and 
A(z) for z > d are unknown at this stage. Empirical relationships 
- m 
for these parameters will be obtained in Chapter 4. 
In the next two sections, the heat budget for the full fluid 
column and an analytical relationship for the time at which the inter-
facial entrainment period ends tT, will be derived. Neither of these 
results require the values of y(z) and A(z) to be known. The final 
section of this chapter will present simple analyses of the I.C . P . M. 
for which the turbulent parameters are neglected (y = A = O) • 
3.7 FULL FLUID COLUMN HEAT BUDGET 
As will be shown in the next section, the full fluid column heat 
budget can be used to obtain a relationship for the time when the inter-
facial entrainment period ends, tT. To simplify the derivation of 
this heat budget, the heat storage factor for the upper boundary 
insulation will be neglected (BT = 0) . Integrating Eqn. 3.4.1 over 
the full fluid column yields 
f3 J1\, oT dz - W f 1\, (T - T . ) 
O at . O air dz (3.7 .1) 
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To evaluate the integrals, a mean temperatur e profile height, dh, is 
defined where 
f1½, . (T - T) dz 
0 a 
(3 . 7 . 2) 
It can easily be shown from the solution of the heat diffusion equation 
for deep layers (Eqn. 3.4 . 7), that at t = t s , d = h dgO For any 
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time t < t < t , 
T 
the area under the vertical temperature profile will s 
be ¾ /1T. . From i 
and that 
the defi nition of 




dh , it follows that 
The full fluid column heat budget is therefore given by 
dT 
(3.7.3) 
(3 . 7 .4 ) 
Q - Q {h ) - W [<T - T . ) h - 11T d ] = 8 h ~ - 8 d (./1Ti .. dh) p T a air T i h T dt dt 
(3 . 7 . 5) 
This equation can be further simplif ied, when the diffusion region is 
assumed to be deep, because t he t emper at ur e gr adients are negligible fo r 
z >> d 
m 
If the upper boundary losses are also considered negligible 
(Q(hT) = 0) , then the change in T 
a 
is completely due to side wall 
losses . For z >> d therefore, 
m 
dT 
8 ~ + W (T - T . ) = 0 
dt a air 
Substitut ing Eqn. 3.7 . 6 into Eqn. 3 . 7.5 yields 
3 . 8 THE LENGTH OF THE INTERFACIAL TIME PERIOD 
(3.7.6) 
(3. 7 . 7) 
The time t , when the int erface r eaches height hT and the 
T . 
interfacial entrainment period ends, can be found by considering the 
increase in the heat stored in the fluid column, from t 
s 
to 
The values of dh, T , T and hence 11T. , at time t , may 
a m i s 
all be obtained from the deep layer solution to the molecular diffusion 
equation (Eqn. 3.4.7). Fr om these values, the heat storage at t = t 
s 
can be calculated. To evaluate the heat storage at t = tT, only 
the mixed layer temperature at this time is required as there is no 
diffusion region (dm = hT) ~ 
Consider the variation of the maximum temperature T 
a 
and the 
minimum temperature in the fluid column, Tm, prior to time tT . 
If the diffusion region is deep then T is slowly decreasing due to 
a 
heat losses. Because of the two heat fluxes into the mixed layer 
(Qp and - Qe), Tm 
temperature difference 
is increasing. Eventually the interfacial 
~T. = T - T must become equal to zero. 
1 a m 
this time, the interface between the turbulent mixed layer and the 
non- turbulent fluid wil.l be rising at a finite maximum value of V 
em 
At 
(Chapt. 2.2) . If the diffusion region is sufficiently deep, ~T. 
l. 
will 
become zero before the interface reaches the upper boundary. However, 
as the interface is rising at a rate which is of order 103 times 
greater than the typical minimum values of V , the difference in the 
em 
times when 6T. = 0 and when d = h 
J. m T 
is negigible relative to 
The time when the interfacial temperature difference 
becomes zero is approximately equal to tT. 
It should be noted that if the initial upper layer thickness 
(hT - dgO) is small, the diffusion region will be completely entrained 




predicted by heat losses . (i.e. the solution to Eqn. 3.7.6). 
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Conversely, if the fluid column is infinitely deep, the mixed layer will 
eventually become hotter than the diffusion region fluid. For this 
case (6T. < O) , the interfacial heat flux at the rapidly rising 
1. 
interface would be positive. 
In the I.C.P.M. it will be assumed that the initial value 
is always large. Hence, tr is also the time when the mixed layer 
temperature T becomes equal to T 
m a The variation of T will be a 
assumed to be governed by Eqn. 3.7.6. Integrating the heat budget 
equation for the full fluid column (Eqn. 3.7.7) from 
an implicit equation for tT From Appendix E.2 
If 
(T Qp exp (~t) dt = S 6Ti0 dgO 
s 
is held constant an explicit equation results 
t = .@. fo exp (--s) + [ 
Wt 




(3 . 8 . 1) 
(3 . 8 . 2) 
If the heat losses are negligible (W = 0) then Eqn. 3.8.2 reduces to 
= t · s + 




This final result was given by Tennekes (1973) for his atmospheric model 
when r = o • 
It should be noted from the equations for tT, that the result 
is independent of the temporal variation of the interface, provided 
hT - d is large. In other words, as long as b.T. + 0 prior to d g0 l. m 
reaching hT , the amount of interfacial entrainment occurring will not 
affect the overall fluid column heat budget or the value of tT . Even 
if the turbulent entrainment parameters, y and A , are neglected in a 
numerical analysis of the I .C. P .M. , the time when the interfacial 
entrainment period ends tT will be unaffected .• 
3.9 PRELIMINARY ANALYSES OF THE THEORETICAL MODEL WITH A 
NON- TURBULENT DIFFUSION REGION 
For large lower boundary heat fluxes and shallow mixed layers, 
the filling velocity term (term I in Eqn. 3.6.6) will make a major 
contribution to the rate of rise of the interface V At low 
em 
Peclet number, the contribution made by molecular diffusion to the heat 
transfer in the diffusion region, and to the rate of rise of the inter-
face, will also be significant. It is therefore possible to gain some 
understanding of the temporal behaviour of the inverted cooling pond 
model (I.C.P.M.) by considering the interfacial entrainment process when 
the turbulent entrainment parameters y(z) and A(z) are equal to 
zero. By neglecting these terms and assuming the diffusion region to 
be non-turbulent, the I.C . P.M. equations can be greatly simplified. 
Consider first the simple case, where the molecular diffusivity 
K and the turbulent entrainment parameters y and A are all set to 
zero during the interfacial entrainment period ts < t < tT • The 
temperature profile existing at t = t , will remain unaltered within 
s 











The only contributio~ is the filling velocity. This simple analysis 
model will be referred to as filling model entrainment. It can still 
be considered as an entrainment process as the turbulent mixed layer 
is continually thickening. However, this only occurs because the 
mixed layer fluid is continually becoming more buoyant than the diffus-
ion region fluid immediately above. The interfacial entrainment 
process does not include any of the effects of the turbulent mixed 
layer (z < d) on 1;,he diffusion region 
m 
diffusion. 
(z > d) , or molecular 
m 
If the effect of molecular diffusion is included, with y and 
A still equal to zero, the I.C.P.M. analysis remains quite simple. 
After t = t , the diffusion region temperature profile changes by 
s 
molecular diffusion. As the turbulent entrainment parameters are 
zero, the mixed layer has no effect on the diffusion region. This 
allows the diffusion region equations to be solved independently of 
the mixed layer. Hence,the molecular diffusion period equations will 




This analysis will 
be referred to as molecular entrainment. There are still turbulent 
motions in the mixed layer, maintaining a uniform temperature distrib-
ution, but only the filling velocity and molecular diffusion are 
contributing to the interfacial entrainment process. 
It should be noted that the concepts of filling model and 
molecular entrainment only apply because the interface (z = d) is a 
m 
moving frame of reference. Turbulent mixed layer motions will 
penetrate beyond the existing interface height. However their effect 
on the diffusion region fluid (above the rising interface) may be 
negligible. 
Despite the independence of the diffusion region equations from 
the mixed layer, the converse does not apply. The mixed layer heat 
budget will include the heat flux through the interface from the 
diffusion region. 
simplifies to give 
In the molecular entrainment case, equation 3.6.6 
V em 
Q K 
= p + -- -
8 d d'.£.I 8 dm 
ma~. 
1 
From Eqn. 3.4.4, the interfacial heat flux Qe is given by 





Using equations 3.9.1, 3.9.2 and 3.9.3 and a solution to the 
molecular diffusion equation, it is possible to obtain numerical 
solutions for d (t) and T(z,t) for the filling model and molecular 
m 
entrainment cases. The computer program for these numerical analyses 
is discussed in Appendix C. The infinite layer depth solution to the 
molecular diffusion equation was used to evaluate the diffusion region 
temperatures (Eqn. 3.4.7). ' For the range of conditions used to test 
the model (Table 3.1), the maximum difference in temperature between 
the infinite and finite layer solutions (Eqns . 3.4.6 and 3.4.7) was 
less than 0. 01 °c. The infinite layer depth solution, based on the 
error function, allowed simple evaluation ~f the first and second 
derivatives of temperature with respect to height, both of which are 
required to evaluate V 
em 
If the infinite layer depth solution is used, an analytical 
solution of the filling model entrainment equation (Eqn. 3.9.1) can be 
found (Appendix E.3) . 
given interface height 
solution. 
The solution, which gives the time t for a 
d , was used to complement the numerical 
m 
Because the equations for the rate of rise of the interface 
predict Vern is infinite just after t = ts and just prior to tT, a 
maximum value of V = 1 . 5 cm/sec was used in the numerical analyses. 
em 
As discussed earlier, the maximum rate of rise of a .turbulent interface 
occurs when there are no stable density gradients. For this case, V 
em 
is of the same order as the r.m . s. vertical velocity fluctuation 
(Chapt . 2 . 2) . The maximum values of V for the range of conditions 
em 
to be studied are unknown. , However, as the maximum value used in the 
numerical analyses, was 103 times greater than the minimum values of 
Vern, it had a negligible effect on the temporal behaviour . 
A list of the initial conditions, boundary conditions, fluid 
properties and heat loss terms used in the numerical analyses is given 
in Table 3.1. The lower boundary heat flux was held constant and 
the variations of the fluid properties with temperature were neglected . 
Upper boundary heat losses were not included. All the values used were 
similar to those tested in the laboratory investigation (Chapter 6). 
The temporal variation of the interface height d 
m 
and the 
temperature contours for the filling model entrainment analysis are shown 
in Fig. 3.7. The numerical data covers the three I.C.P.M. time periods: 
molecular diffusion, interfacial entrainment and single- layer convection 
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Graph of height versus time for a filling model entrainment 
analysis (K = y = A = 0) showing the interface height as a function of 
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Fig . 3.8. Graph of height versus time for a molecular entrainment 
analysis (y = A = O) showing the interface height as a function of time 
and contours of constant temperature . 
68 
TABLE 3.1 LIST OF INPUT VALUES FOR THE NUMERICAL ANALYSES 
OF FILLING MODEL AND MOLECULAR ENTRAINMENT 
Initial conditions TaO = 39°c 
Tmo = 20°c 
d = 13.93 cm gO 
hT = 55 cm 
Boundary conditions Qp = 0.023 cm °C/sec 
t = 80 mins. s 
Fluid properties 1.43 X 
-3 2 
K = 10 cm /sec 
3 
pc = 1. 0 cal/cm 0 c p 
loss 7 . 44 
- 7 - 1 
Heat terms w = x 10 (sec) 
8 = 1.08 
T 
air ·- 21°c 
rapidly as (aT/dz). and d are small. With the increase in temper-
i m 
ature gradient in the vicinity of z = d , the rate of rise of the 
gO 
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interface decreases to a minimum value. For dm > dgO, the temperature 
gradients decrease with height and V 
em 
increases. 
Prior to the connnencement of heating at t = t , the temperature 
s 
contours spread about z = d , due to molecular diffusion downwards 
gO 
After t = t , the molecular diffusivity K = 0 and 
s 
and heat losses. 
the temperature contours remain at almost constant heights except for 
minor heat losses . The heat losses were retained in the filling model 
entrainment analysis to illustrate that their overall effect is not 
significant . 
Once dm reaches height hT, the vertical mixed layer temper-
ature contours occupy the full tank height . Because of the greater 
depth of water being heated, dT /dt is smaller and the temper ature 
m 
contours are spaced further apart. 
Figure 3.8 shows the results of the molecular entrainment analysis 
plotted in the same form as Fig . 3.7. The curve of d (t) from the 
m 
filling model entrainment analysis is also shown . After t = t , the 
s 
diffusion region temperatures continue to change due to molecular 
diffusion downwards and heat losses. They are unaffected by the 
presence of the mixed layer. As the diffusion region temperatures are 
initially increasi_ng, the interface heights for molecular entrainment 
are initially lower than for the filling model entrainment analysis. 
However, once the interface is above z = d 0 , the net diffusion region g . 
cooling (indicated by rising temperature contours in Fig. 3.8) enhances 
the rate of rise of the interface. Because of the additional inter-
face heat flux Q 
e 
in the molecular entrainment case, the mixed layer 
temperatures increase more rapidly (initially). This also causes the 
values of V to be larger. 
em 
Eventually, the curve of interface 
height versus time for molecular entrainment rises well above the 
filling model curve. 
Vertical temperature profiles from the molecular entrainment 
analysis show how the mixed layer and diffusion region temperature 
changes allow the interface to rise (Fig . 3 . 9). Also shown in Fig . 3.9 
are the mixed layer temperatures for filling model entrainment. As 
the diffusion region temperatures hardly varied after t = 80 mins. 
s 
(Fig. 3.7), they are not shown. The height o f the mixed layer f or 
the filling model entrainment analysis will approximately lie on the 
temperature profile for t 
s 
At t = 120 minutes, the mixed layer temperature for molecular 
I 
entrainment is greater than for filling model entrainment. However, 
due to the net warming of the diffusion region fluid just above the 
mixed layer, the interface is lower. . , For the later profiles in Fig . 
3.9, both d and T are greater in the molecular entrainment case. m m 
As the time nears tT, the differences in the corresponding 
values of T 
m 
decrease. Because the interface is higher for the 
molecular entrainment analysis, the heat storage capacity is also higher . 
Therefore, even though there has been an additional heat flux into the 
mixed layer 
similar. 
(- Q) , the values of T for the two analyses are 
e m 
At t = tT, the two values of Tm will be equal because the 
total increase in heat storage during ts< t < tT for molecular 
entrainment and filling model entrainment will be the same (Chapt. 3.8). 
For the same reasons, the interface for a turbulent entrainment analysis 
(y = A' > O) should also reach z = hT at approximately the same time 
tT, and have the same value of T 
m 
zero before dm = hT, the conditions at 
the interfacial behaviour . 
Provided 
t = t 
T 
.b.T . becomes equal to . 1. 
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Fig . 3.10. Graph of temperature versus time for a molecular entr ainment 
analysis with contours of constant height. Also shown is the mixed 
layer temperatur e curve f or the corresponding fi lling model entrainment 
analysis . 
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From equation 3.8.2, the interfacial entrainment period for 
this example (using the values given in Table 3.1) ended at tT = 
284.8 mins. If there had been no heat losses (W = 0) , the value 
of tT would have been tT = 286.4 mins . 
A third method of presenting the temporal behaviour of the 
I.C.P.M. is a plot of temperature T(z,t) against time with contours 
72 
of constant height (F ig. 3.10) . This plot corresponds with the method 
of collecting temperature data in the experimental investigation 
(Chapter 6). The temperatures are measured at integer (centimetre ) 
heights above the lower boundary. Figure 3.10 shows the results of 
the molecular entrainment analysis presented in this form . The 
mixed layer temperature T 
m 
is represented by a single curve represent-
ing all 0 < z < d 
m 
As the mixed layer thickens, the rate of increase 
of T 
m 
decreases. From Eqn. 3.4.3, the temperature changes at 
constant height z > d , for molecular entrainment, are given by 
m 
W (T - T . ) 
air 
(3 . 9.4) 
It can easily be shown from the infinite layer depth solution to the 
molecular diffusion equation (Eqn. 3 . 4.7), that the height of the 
maximum temperature gradient d remains unchanged. 
g 
Therefore, 
dg = dgO = 13.93 cm until the interface reaches this height. 
after, the maximum temperature gradient occurs at z = d 
m 
There-
Below d , the temperatures at constant height in the diffusion 
g 
r egion increase with time. This follows from Eqn. 3.9.4 as a2T/az 2 
is positive. As the molecular diffusion process acts to reduce the 
magnitude of a 2T/az 2 , the rates of change of temperature decrease 
with time. For z > d , the temperatures decrease (cooling) with 
g 
the rate of cooling again decreasing with time. The temperature at 
any height z will initially increase or decrease by molecular 
diffusion until d = z. 
m 
Thereafter, the fluid is part of the mixed 
layer and the temperature (T ) increases. In the case of turbulent 
m 
entrainment (y = A > 0) , there is additional cooling in the inter-
mittency region (Chapt. 3.3) . This will cause the temperatures at 
constant height to decrease at an increasing rate, as the interface 
approaches. 
On a plot of temperature versus time, the height of the inter-




curve at that time. Hence, from Fig. 3 . 10, th~ interface 
height at t = 210 mins. is 18 cm. 
After t = t , the fluid column is fully mixed and the contours 
· T 
of constant height all lie on the single curve, T 
m 
versus t 
variation of mixed layer temperature for the numerical analysis of 
filling model entrainment is also shown in Fig. 3.10. For filling 
The 
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model entrainment, the contours of constant height would show only slight 
decreases in temperature after t = t , due to minor heat losses. 
· s 
For filling model entrainment, the interfacial buoyancy heat flux 
is zero, during t < t < t • 
s T 
The ratio k = - Q / Q .used by 
e p 
Betts (1973) and others in their atmospheric models is therefore zero. 
In the molecular entrainment case, Q is due to the molecular diffusion 
e 
of heat along the interfacial temperature gradient. 
varies from zero at t = t 
s 
to a maximum value of 
The value of k 
k = 0.1, when 
It then decreases again, becoming equal to zero at d = 13 cm . 
m 
The maximum value of k is not much different from the range of previously 
reported k values, 0.1 < k < 0.3 (Stull 1976a). 
In order to perform a more realistic analysis of the I.C.P.M., 
relationships for y(z) and A(z) are required. In the next chapter, 
empirical relationships for these terms are obtained. 
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CHAPTER 4 
TURBULENT INTERFACIAL ENTRAINMENT 
4.1 INTRODUCTION 
Before a full numerical analysis of the I.C.P.M. can be performed, 
relationships for the turbulent diffusivity y(z) and additional 
molecular diffusion factor A(z) (z > d) must be obtained. As was 
- -m 
discussed eaplier (Chapt . 3.3), both these terms may be assumed to have 
maximum values at the interface 
above the interface according to 
(y. and A.) and decay with height 
l. l. 
y(z) = y. 
l. 
A(z) = A. 
l. 
- d ) 
m 
- d ) 
m 
(4 .1.1 ) 
The first step in evaluating either 
a relationship for the interfacial values 
y(z) or A(z) is to obtain 
y. and A .• 
l. l. 
The method 
that will be used to evaluate Yi and Ai from experimental data is 
as follows: Consider the interfacial buoyancy heat flux Q . From 
e 
Eqn. 3.4.4 
Q = - ( (1 + A.) K + y.) ~] 
e 1. 1. oz . 
l. 
(4 .1.2 ) 
This equation shows how the unknown quantities y. 
l. 
and A. are related, 
l. 
by (3T/3z ). , to the interfacial buoyancy heat flux. 
l. 
Experimental 
measurements of Q and (3T/3z) . may therefore be used to evaluate 
e l. 
y. and A .• 
l. l. 
In the special case of a high Peclet number experiment, 
molecular diffusion is negligible so that 
(4.1.3) 
In previous experimental work, Q has been related to the inter-
e 
facial stability and mixed layer turbulence parameters in either of two 
ways (Chapt. 2.1). The first method considers Q as a function of 
e 
the interfacial temperature difference 6T. , the molecular diffusivity 
l. 




Dimensional analysis then yields the non- dimensional interfacial 
buoyancy heat flux E (= - Q / 6T. V ) as a function of the Richardson 
o e 1. s 
number Ri , P~clet number Pe and Reynolds number Re (Eqn . 2.1.2). 
0 
The second method merely considers the interfacial buoyancy heat flux 
to be related to the boundary heat flux according to Eqn. 2.1 . 5, so that 
75 
Q = · ... k Q 
e . p 
Initially, we shall consider experimental measurements of Qe 
in the non-dimensional form, E 
0 
sider the dimensional analysis. 
However, it is necessary to recon-
Because the interfacial thickness 
was neglected in earlier experimental analyses (Rouse and Dodu 1955, 
Turner 1968), the interfacial temperature difference 6T, was taken 
1 
as being representative of the interfacial buoyancy field .. It has been 
shown, however, that even for high P~clet numbers, a turbulent inter-
facial region has a finite thickness for a range of Richardson numbers 
(Crapper and Linden 1974). 
The interfacial temperature gradient (dT/az). will therefore be 
1 
used to represent the interfacial buoyancy field. This is consistent 
with the I.C.P.M. assumption that the temperature gradient, and not the 
temperature profile, is discontinuous at z = d . The m use of the 
interfacial gradient is important in the I.C.P.M., where initially 6T, 
1 
(= T - T ) is large but the interfacial gradients are small . 
a m 
Dimensional analysis in terms of (dT/az). yields 
1 
a~ i2 ag -dZ ' s 
Ri 1 = 
v2 
(4 .1.4 ) 
s 
- Q 
E e = (4 .1.5 ) 
9, aH V 
s az ' s 
1 
The interfacial gradient Richardson number (Eqn. 4.1.4) is also the ratio 




to the mixed layer turbulence frequency V /9, , all squared. If the 
s s 
frequency with which the mixed layer turbulence attacks the interface 
is low relative to the interfacial response (high Ri), the interfacial 
motions will be controlled by the interfacial buoyancy field. If the 
mixed layer frequency is high relative to the frequency response of the 
buoyancy field (low Ri), the interfacial motions will be controlled by 
the mixed layer turbulence. 
The dimensional ratios based on the overall temperature difference 
(E and Ri) and the interfacial gradient terms (E and Ri) are 
0 0 
related by the iriterfacial thickness term 
aH R, . = 6.T . / -;:r-
1 . 1 oz . 
1 
R,i , where 
From Eqns. 2.1.3 and 2.1 . 4 and Eqns . 4.1.4 and 4 . 1.5, 
E 
0 
= E (R,JR, ) - 1 
. 1 S 
Ri = Ri (f./R,) 
·o 1 s 
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(4 . 1.6) 
(4.1.7) 
To obtain a relationship for y. , we consider the special case 
1 
of a high P~clet number entrainment experiment i n which an oscillating 
sti rring- grid is used on one side of the interface. 








From a relationship for E = <f>(Ri) at l arge Peclet number, it f ollows 
that y. = R, V <f>(Ri) 
1 S S 
An alternative but more approximate method of obtaining Eqn . 
4 . 1 . 8 comes from considering the r ate of r ise of the interface V 
em 
(Eqn. 3 • 6. 6) . As there is n0 external buoyancy source, Q = 0 , and 
p 
at large Pe terms containing K are neglected . 
-2~ y, ::J -y az 2 V 1 = -- c)T em d i 
m 1 az". 
1 
The storage factor 8 has been assumed to be unity. 





(4 . 1.9) 
At large Pe , 
The third term on the r ight hand side of Eqn . 4 . 1 . 9 will, ther e f ore , 
not make a significant contribution. In a grid stirring experiment 
(e.g . Turner 1968), the turbulent length scale R, 
s 
is approximat ely 
one- tenth of the distance between the mean grid position and the inter-
face zgrid. Crapper and Linden's (1974) measurements suggest the 
interface thickness is of the same order as R, The rate of change 
s 
of y with height at the interface will be related to the interface 
thickness. Hence, the second term on the right hand side of Eqn. 






As the oscillating grid is typically placed at mid-height in the mixed 
layer, d is approximately twice z grid m 
second term on the right hand side of Eqn. 
twenty times la_rger than the first term •. 
and 4.1. 10, 
V ~ - h~ -~ Yi 
em oz . t . 
l. l. 
At large Pe, Eqn. 2.2.5 holds so that 
E 
0 
From Eqn. 4. 1. 7 
or twenty times t . The 
s 
4.1.9 will be approximately 
Therefore, from Eqns. 4.1.9 
The agreement of this derivation with Eqn. 4.1.8 suggests that Eqn . 
4.1.10 is a good approximation. 
Once a relationship for y. = t V cf> (Ri) has been obtained, 
l. s s 
the decay of y with height above the interface may be considered. An 
assumption as to the form of the decay function will have to be made . 
Equation 4.1.10 will be used as a guide to the magnitude of the inter-
facial gradient of the decay function. 
To find the order of magnitude of the additional molecular 
diffus i on term A , low Peclet number data from a grid-stirring 
i 
experiment will be used. Equation 4.1.2 states that the contributions 
made by the molecular and turbulent diffusivities to Qe , sum 
arithmetically. From the empirical relationship for y , and the 
l. 
known value of K ' 
the contribution of >... to Qe may be ascertained. l. 
Before proceeding with the evaluation of y (z ) , the turbulent 




and velocity V 
s 
for the I.C.P.M. need to be 
4.2 TURBULENT LENGTH AND VELOCITY SCALES 
In the I.C.P.M. the mixed layer turbulence is caused by large 
Rayleigh number c~mvection. The relevant scales of length and velocity 
for a convection layer, beyond the buoyancy production region, will be 
dependent on the layer depth 
kinetic energy, represented by 
d 
m 
and the external supply of turbulent 
Q . p Due to the turbulent nature of 
78 
the convective motions beyond the buoyancy production region, molecular 
diffusion and viscosity effects will be negligible. Only .the 
coefficient of volumetric thermal expansion a needs to be considered . 
Therefore 
Dimensional analysis yields 
JI, ex: d 
s m 
l 
V ex: (ag Q d ) 3 
s p IJI 
(4 . 2.1) 
(4.2.2) 
The corresponding turbulent time scale (Lilly 1968) is 
JI, [ d 2 ]l/3 
vs ex: ag; 
s . p 
(4.2.3) 




s 1 (ag Q d ) 3 
p m 
(4.2.4) 
For his turbulent convection scales, Deardoff (1970) chose the layer 
depth as the length scale and defined the velocity and temperature 
scales as w* (Eqn. 2.2.21) and T* (Eqn. 2.2.23) respectively. Away 
from the heated boundary and the interface, Deardoff found that r.m.s. 
vertical velocity fluctuations and r.m.s. temperature fluctuations from 
atmospheric data (Telford and Warner 1964 , Lenschow and Johnstone 1968) 
scaled with these convection scales. Data from the parallel plate 
convection experiments of Deardoff and Willis (1967) were also able to 
be scaled using w* and T*. More recent convection experiments 
have been analysed using these scales (Deardoff 1974b, Willis and 
Deardoff 1974 and Fitzjarrald 1976). Further discussion of convection 
scales is given in Appendix A. It therefore appears to be valid to 
use the relationships given by Eqns . 4.2.1 and 4.2.2 in the I.C.P . M. 
For the I.C.P.M., JI, and V will be defined as 
s s 
JI, = 0.1 d 
s m 
(4.2.5) 
The choice of a turbulent length scale that is one- tenth of the 
mixed layer depth (and, therefore, one- tenth Deardoff's (1970) scale) 
brings JI, 
s into line with experimental measurements. The linear spread 
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of plumes and isolated thermals with . height suggests 51, ~ 0. 1 z • 
s 
Similarly Thompson and Turner's (1975) measurements above a .vertically 
oscillating stirring grid yielded 51, ex: 0.1 z 'd (Eqn . 2.2.2). 
s . gr1 
Atmospheric measurements of entrainment interfaces (large Pe) have 
revealed that the interfacial thickness is approximately one-tenth the 
mixed layer depth (Stull 1973, Betts 1974, Mahrt and Lenschow 1976). 
As will be discussed in the next section, Crapper and Linden's (1974) 
measurements of the thickness of the interfacial region between two 
stirred layers (thickness ~ 1.5 51, ) 
s 
suggest the thickness of the 




atmospheric measurements discussed above are therefore consistent with 
51, = 0.1 d 
s m 
The definition of the turbulent velocity scale (Eqn. 4.2.5) was 
not chosen to equate V 
s 
with actual experimental measurements. When 
Turner (1973) plotted his (1968) experimental data in the form log E 
0 
versus log Ri , he used the measured turbulent length scales and 
0 
r.m.s. horizontal velocity fluctuations (Eqns. 2.2.2 and 2.2.3) reported 
by Thompson and Turner (1975). Turner's (1973) data plot, log E 
0 
versus log Ri (Fig. 2.2), is therefore applicable to other stirring 
0 
experiments where a and 51, are measured directly. u s However, large 
Rayleigh number convection differs from grid generated turbulence as 
discussed below. 
In a homogeneous layer above an oscillating grid, an array of 
jets are formed which merge, well away from the grid, to form a 
turbulence flow field. The variation of a with height above the 
u 
grid may be measured. For Turner's (1968) apparatus, Thompson and 
Turner (1975) found 
~ 
- 2 
a ex: z 'd u gr1 
Mean motions do not make a major contribution to the turbulent energy 
transfer. In a similar set of measurements, Hopfinger and Toly (1976) 
found mean motions represented less than 10% of the total kinetic energy. 
Provided there is a reasonable thickness of fluid above and below the 
mean grid position, the r.m.s. velocity fluctuations should be unaffected 
by mean motions and therefore, are independent of the layer depth. 
In the turbulent convection layer of the I.C.P.M., buoyant thermal 
elements are present (Appendix A). These are produced at the heated 
lower boundary and rise upwards toward the upper boundary. The mean 
motions of the thermal elements have a major influence on the transfer 
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of turbulent kinetic energy. Because the mean motions are controlled 
by the layer depth, the distribution of turbulent kinetic energy and 
hence, r.m.s. vertical velocity, will scale according to . z/dm (Deardoff 





= ti, (~) 
. 't' d 
m 
Therefore, the r.m.s. vertical velocities for turbulent convection cannot 
be calibrated in the same way as grid- stirring experiments. 
of a 
w 
in a deep homogeneous convection layer at height 
be independent of the full layer thickness d 
m 
The value 
z will not 
The chosen I.C.P.M. definiti on of V (Eqn. 4.2.5) conforms with 
s 
the second method of analysing interfacial buoyancy heat flux data 
(Chapts. 2 . 1 and 4 . 1) . i . e . 
-kQ 
p 
This is the method typically used in penetrative convection studies 
(Betts 1973, Tennekes 1973 and others). 
It should be noted at this stage that in the atmospheric model 
of Betts (1973), Ball's (1960) equation (Eqn. 2.2.4) was assumed to hold. 
Hence, k could be calculated from either Eqn . 2.1.5 or Eqn. 2.2.9. 
At low Peclet numbers, Eqn. 2.2.4 does not hold and the values of k 
obtained from Eqns. 2.1.5 and 2.2.9 will differ. This is discussed 
further in Chapt. 5.1. To differentiate between several possible 
definitions of k, the interfacial heat flux ratio for the I.C.P.M. is 
defined as 
(4.2.6) 
Consider the definitions of E and Ri (Eqns. 4.1.4 and 4.1.5). 
From the chosen I.C . P.M . definition of V (Eqn. 4.2.5), it follows 
s 
that for all Peclet numbers 
E Ri = k 
e 
(4.2 . 7) 
The loci 0f constant k values on a l .og E 
e 
versus log Ri plot are, 
therefore, lines of slope - 1 • From Eqn . 4.1.6, it also follows that 
E Ri = E Ri = k (4.2 . 8) 
o o e 
The I.C . F.M . definition of V allows direct evaluation of k from s e 
the E and Ri values. 
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4. 3 TURBULENT DIFFUSIVITY ·. y (z) 
4.3.l Interfacial Turbulent Diffusivity y 
------------------- i-
A method for obtaining a relationship for Yi from high Peclet 
number grid- stirring data has been outlined in Chapt. 4.1. If the 
P~clet number is large, molecular diffusion effects are negligible. 
It will be shown later in this .section that Turner's (1968, 1973) 
grid-stirring experiments fit this large Pe criterion. 
From Eqns. 4.1.2 and 4.1.5, the full relationship for E is 
1 y, - 1 
E = ( 1 + ·\) Pe + .Q,v (4.3.1) 
s s 
However, Turner's data was presented in the form E = ¢(Ri) where 
0 0 
the two terms E and E 
0 
are related by the interfacial thickness 
t. (Eqn. 4.1.7). 
1 
Crapper and Linden's (1974) measurements using salinity and a 
similar range of conditions to Turner (1968), showed that, for large 
Pe, the interfacial region between two grid-stirred layers had a 
thickness of approximately 1.5 .Q, • Hopfinger and Toly (1976) 
s 
measured both the static and dynamic thicknesses of a very stable 
salinity interface above a single stirring-grid. For two cases, which 
had Richardson numbers differing by a factor of 10, the thickness of 
the interface shortly after stopping the stirring-grid (static value) 
was ~ .Q,. The interfacial thicknesses with the stirrer in action 
s 
(dynamic values) were slighly larger and Richardson number dependent. 
For the purposes of this empirical evaluation of yi for the 
I.C.P.M., the assumption will be made that for large Peclet number 
.Q,, = .Q, 
1 S 
(4.3.2) 
This equation will be used to relate Turner's E = ¢(Ri) salinity 
0 0 
data with the I.C.P.M. terms E and Ri. It will be shown later that 
if .Q,,/.Q, is slightly different from unity but still constant, the 
1 S 
form of the resulting E = ¢(Ri) and y. relationships will be 
1 
unaffected. Only the empirical constants will be different. 
Eqns. 4.1.7 and 4.3.2, it follows that 
·, 
large Peclet number. 
E = E 
0 




Consider Eqn. 4.3.1 for E, and hence E , evaluated from 
0 
Turner's (1968) salinity experiments. For z 'd = 9 cm and a minimum gr1 
stirring frequency of 166 revs per minute, · the length and velocity 
scales (Eqns. 2.2.2 and 2.2.3) were 
5/, = 0.9 cm, 
sT 
It should be noted that 
grid position to the interface 
stirri_ng-grid experiments, the· 
OuT = 0.144 cm/sec 
z . is the distance from the mean 
. grid 
z = d In Turner's . (1968) single 
· m 
interface was maintained at the central 
height of his experimental tank. The value of z 'd was therefore gri 
fixed. In his double stirring-grid experiments, the interfacial 
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region between the two mixed layers remained stationary, midway between 
the two grids. However, due to the thickness of the interfacial 
region, the distances to the two interfaces z 'd were less than the 
. gri 
single stirring grid value. This is significant at low Peclet 
numbers where the interfacial region thickness is large (Crapper and 
Linden 1974). It is not apparent whether Turner (1968, 1973) accounted 
for this reduction in zgrid . In this thesis, only data from the 
single stirring- grid experiments (Fig. 2.2), which more closely conform 
with the I.C.P.M., are used quantitatively . 
Assuming the molecular diffusivity f or salinity to be 1.2 x 10-5 
2 . 
cm /sec, 
= 1.1 X 10 4 
- 3 
At the lowest value of E = 2 x 10 (Fig. 2.2) and 11.. of order 
0 l. 
unity, the first term on the right hand side of Eqn. 4.3.1 is less than 
10% of E As E 
0 0 
increases with decreasing Richardson number, 
this contribution from molecular diffusion will become even smaller . 
Turner 's (1968, 1973) salinity data may therefore be considered to be 
representative of high Peclet number data. 
An empirical relationship is now required which fits the form of 
Turner's high Peclet number data (Fig. 2.2). 
number, the data varies according to 
3 
- /2 
E ex: Ri 
At large Richardson 
This large Ri limit is well established experimentally (Chapt. 2 .2.1). 
With decreasing Richardson number, the data tends to the zero Ri limit 
E = E 
max 
The form for an empirical. formulae to interpolate between these two 
limits is suggested by Zilitinkevich's (1975) equation (Eqn. 2.2.19). 




This relationship gives a good fit of Turner's (1968,1973) salinity 
data (Fig. 4.1). 
However , because of the different turbulence scales, the 
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empirical constants E .and 
max 
not conform with the I.C.P.M. 
from a fit of Turner's data will 
Turner's data needs to be transformed 
according to the length and velocity scales and the ratio i./i . 
1 S 
the turbulent length scale definition for the I.C.P.M. has the same 
form as that used by Turner (1973), they will be assumed to be of 
As 
approximately equal magnitude. The ratio i./i , following Crapper 
1 S 
and Linden (1974), has pr eviously been assumed to be equal to unity. 
Hence, the only transformation necessar y is due to the velocity scale 
V 
s 
As discussed in Chapt . 4 . 2, the choice of 
allows the product E Ri to yield the value of k 
e 
V for the I .C.P.M. 
s 
at all points. 
Turner's data, and hence E and c , require transformation until 
max t 
the range of k 
e 
values matches previously reported experimental values 
for high Peclet number. 
Because of the large turbulent length and velocity scales in the 
atmosphere, atmospheric data can be considered to have high Pe. The 
most recent review of k values from atmospheric, oceanographic and 
laboratory data has been presented by Stull (1976a) . 
of k is 
0.1 < k < 0.3 
The typical range 
although values outside this range have been reported. As will be 
discussed later in this section, not all the reported k values are 
reliable. 
Fr om Eqns. 4.2.7 and 4.3.3, the range of 







for the I.C.P . M., 
(4 . 3.4) 
It can easily be shown that 
of 
k has a maximum value, for large Pe , 
e 
(4.3.5) 




= (- ) 
. ct 
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(4.3 . 6) 
As the Richardson number tends to zero or infinity, 
Hence, for the I.C.P.M. at high Pe 
k tends to zero. 
e 




In comparing · atmospheric values of k with the I.C.P.M., it is 
e 
important to allow for the variation of k 
e 
with Richardson number. 
Stull (1976 b) reanalysed both the O'Neill data (Lettau and Davidson 
1957) and Day 33 of the Wangara data (Clarke et al.1971). He suggested 
Typical values the value of k 
e 
due to buoyancy fluxes alone was 0.1. 
from his analyses are: 
(8T/8z). = 24°K/km 
1 
2 
~ = 200 watts/m, 
These values yield 
d = 850 metres, T = 305°K, 
m m 
a gradient Richardson number 
(in air) of Ri ~ 10 Transforming Turner's salinity data, by the 
velocity scale, to fit the point (Ri = 10, 
(k ) ::: 0.2 (Fig. 4.1). 
e max 
k = 0.1) yields a value of 
e 
Because k varies with both Richardson and Peclet number and 
e 
because of a number of other factors (outlined in Chapter 5.6), such as 
the improper use of Bett's (1973) model equations, many previously 
published values of k 
e 
are unreliable. However, when these factors 
are taken into account the atmospheric range of k values appear to 
e 
be consistent with the value of (k ) 
e max 
obtained above. 
For the I.C.P.M., it will be assumed the maximum value of 
at high Peclet number is 




Transforming Turner's (1968,1973) salinity data, according to the 




= 0 .66 
2.31 
(4 .3. 7) 
The transformed data and the empirical relationship for E (Eqn. 4.3.3) 
are shown in Fig. 4.1. As well as Turner's (1968) salinity data, his 
low Ri temperature stratification data are also plotted. For low 
Richardson numbers, molecular diffusion becomes negligible, even for 
the low Peclet number temperature data. These data points have 
therefore joined the fundamental high Pe curve . The empirical 
constants (Eqn . 4.3.7) infer the ratio V8 /auT = 1.79. 
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Empirical curve of log E versus log Ri for large Peclet 
Experimental points are transformed data from Turner (1968,1973) . 
The interfacial turbulent diffusivity y, 
l 
is therefore 
described by the empirical relationship (from Eqns. 4.1.8 and 4.3.3) 
E !l _V 
· max · s s 
~ 
1 + c Ri 2 
t 
This relationship will be used to evaluate 
analysis of the I.C.P.M. 
(4.3 . 8) 
y . 
l 
in the numerical 
It should be noted that the use of Eqn. 4.3.8 in a low Peclet 
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number penetrative convection model, requires the assumption that y, 
l 
is independent of the other factors influencing the rate of rise of 
the interface (Chapt. 3.6). 
in Eqn. 3.6.6 
However, if the filling velocity term 
is large, this assumption may not hold. As discussed in Chapter 3.6, 
large filling velocities occur when the mixed layer fluid is rapidly 
being made more buoyant than the diffusion region above it. (i.e. 
dT /dt large and (dT/az). small). 
m l 
The penetrating interfacial 
domes are quickly overtaken by other penetrating domes from below . As 
a result they do not penetrate far beyond the rising interface. The 
turbulent diffusivity term y(z) for z > d is therefore reduced. 
- m 
In Turner's (1968) stirring grid experiments there was no 
external source of buoyancy (Q = 0). There was only a relatively 
p 
slow increase in T due to the interfacial buoyancy flux so the 
m 
filling velocity was not significant. 
Provided the filling velocity is small, the use of Eqn. 4.3.8 
to evaluate y. 
l 
in the I.C.P.M. should be acceptable. The effect of 
overestimating y. , when the filling model term is large, will be 
1 
discussed in more detail in Chapter 7. 
4.3.2 Comparison With Other Empirical Formulae 
The empirical formulae for E = </>(Ri) at high Pe (Eqn. 4.3.3) 
differs from previous formulae reported by Zilitinkevich (1975), (Eqn. 
2.2.19); Deardoff (1974a), (Eqn. 2.2.25); and Mellor and Durbin (1975) , 
(Eqn. 2. 3. 5) ; because it tends to a 3 -~ power relationship at high 
Ri rather than a - 1 power. Munk and Anderson (1948) suggested an 





( 1 + 3. 3 3 Ri ). 2 
(4 .3.9 ) 
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However, the interpolation form, with . the whole denominator to the 
3 . 
power of ~ , appears to have been arbitrarily chosen. The inter-
polation form for the I.C.P.M. formula was chosen because it is 
consistent with Zilitinkevich '.s (1975) analysis of the turbulent kinetic 
energy equation at the interface . It also provides a significantly 
better interpolation fit of Turners (1968) salinity data. Schiller 
and Sayre (1973) suggested a similar formula to Munk and Anderson (1948) 
except that it was based on .a r~ denominator power. Their data did 
not extend to high enough Richardson numbers to reveal a - ½ slope. 
The empirical constant E may be compared with data from max 
neutral jets and neutral boundary layers (Ri + 0). At very low 
Richardson numbers, turbulent motions are dominant and Eqn. 2.2 . 4 can 
be assumed to hold. Hence, from the definition of E (Eqn. 4 . 1 , 5), 
the limit as Ri + 0 is 






In his numerical model, Deardoff (1974 a) found that, for low 
Ri, V 
em 
tended to a maximum value (Eqn. 2.2.24) which yields E 
max = 
0.43. Mellor and Durbin's (1975) formula infers a value of E max 
~ 0 .§4 
(Appendix F). From neutral atmospheric boundary layer data, Tennekes 
(1975) deduced that 
(V ) = 0 . 35 a 
em max w 
where a 
w 
was taken as the mean value of the r.m.s. vertical velocit y 
fluctuations for the mixed layer. 
measurements suggest, a ::: 0.55 w* 
w 
If, as Willis and Deardoff (1974) 
= 1.18 V then, this infers 
s 
E ::: 0.41. 
max 
Obviously more detailed measurements are needed before the 
empirical values of E 
max 
and can be evaluated accurately . The 
empirical value of E =0.66 for the I.C.P.M. appears to be reason-
max 
ably consistent with previously reported measur ements . 
4.3.3 The Variation of the Turbulent Diffusivity y(z) above 
the Interface. 
The decay of y(z) above z = d was approximated by 
.m 
where ¢1 (z - dm) = 1 at z = dm and tended to zero for 
(Chapt. 3.3). The form of the decay function cp1 (z :... dm) 




available from the literature. 
Adrian (1975) has reported measurements of the r.m . s. vertical 
velocity fluctuation o in the diffusion region, just above the 
w 
interface, in his ice-water experiments. As shown in Fig. 4.2, a 
w 
normalized by Adrian's (1975) turbulent velocity scale (for ice-water 
convection) VAd, decayed with increasing height. Adrian fitted two 








where iAd is Adrian's turbulent length scale, can also be used to 
fit the data. 
Measurements of vertical particle displacements above a 
deepening mixed layer (Linden 1975) also illustrate the decay of 
turbulence with height. Figure 4.3 shows Linden's (1975) data, his 
asymptotic . power decay curve ( - ! slope), and another fitted 
exponential decay curve. The vertical particle displacements n 
are non-dimensionalized by the interfacial value 




Both sets of data suggest that the function ¢1(z - dm) could be 
approximated to an exponential decay curve. 
Chapt. 4.1, it also appears that 
From the discussion in 
h i 
a~i 





Any relationship for ¢1 (z - dm) should 
also be consistent with this relationship. Hence, 
a<j>H ~ 






A numerical analysis computer program for the I.C.P.M. is 
described in Appendix C. The turbulent diffusivity y(z) and 
¢1 (z - dm) were assumed to become equal to zero at a finite distance 
zint above the interface. 
mittency I becomes zero. 
as the power curve 
This is also the height where the inter-
The decay function ¢1 (z - dm) was taken 
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Fig. 4 . 3. Decay of vertical particle displacements with height above 








To complete the description of y(z ) the intermittency region 
thickness zint was defined empirically as 
2.5 J, . s 
1 + 0.01 Ri 
(4.3.14) 
The form of the relationship allowed for a finite limit on zint 
at low Richardson number whilst also allowing for the dependence of 
the interfacial dome penetration distance on the Richardson number . 
The increase in the dome penetration distance with decreasing 
Richardson number has been previously reported by Hopfinger and 
Toly (1976) and is included in the models of Linden (1973) and Stull 
(1973) . The empirical constants were chosen f r om observations of 
the experimental I.C.P.M. interface when the mixed layer was dyed 
( Ch apt. 6. 3 • 3) . 
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As the range of Richardson numbers for the I . C.P.M. was typically 
10 < Ri < 30 
for the majority of the time, the range of z . t/Q, was 1.n s 
1.9 < z. t/Q, < 2.3 1.n s 
This is consistent with Eqns. 4.3.11 and 4.3.13. 
4.4 THE ADDITIONAL MOLECULAR DIFFUSION FACTOR A(z) 
To account for the extra molecular transfer of heat in the 
intermittency region, due to the stretching and distortion of the 
interface, an additional molecular diffusion factor A(Z) was defined 
(Chapt. 3. 3). As was assumed for the turbulent diffusivity y(z) , 
the additional molecular diffusion factor A(z) has a maximum value 
A, at the interface and decays to zero with increasing height. It 
l. 
is expected that the value of Ai will be of order one or less. 






Substituting for yi from Eqn. 4.3.8 yields 
E 
E = max ¼ . + (1 + A.) Pe - 1 
1 R,i. __ 2 l. .+ ct 
(4 . 4.2) 
A plot of log E versus log Ri for constant values of Pe/(1 + A.) 
. l. 
is shown in F_ig. 4.4. 
have been assumed. 
The emp,i.rical constants given by Eqn. 4.3.7 
The variation of E with Richardson number, for 





were zero, the curves in Fig. 4.4 would be curves of constant 
The probable variation of constant Pe 
than zero, is shown schematically in Fig. 4.5. 
data if A. is greater 
l. 
The contributions of 
the terms of Eqn. 4.4.1 to the value of E, at a given Ri and low 
Pe, a r e also shown (point A). At very high Richardson number, the 
turbulent diffusivit y y, 
l. 
(Eqn . 4 . 3.8) is negligible . It is logical 
to assume that as Yi becomes negligible, Ai will also tend to zero . 
The interfacial heat flux will only be due to molecular diffusion . 
From Eqn. 4.4.2, the data at large Richardson number will tend to 
E = - 1 Pe 
as shown in Fig. 4.5. 
(4.4.3 ) 
As the Richardson number decreases, interfacial turbulence will 
become more important and A, will increase. In the case sketched in 
1 
Fig. 4.5, the value of A. 
1 
is assumed to increase to unity as Ri 
At very low Richardson numbers, decreases. y, 
l. 
becomes very large 
and the total contribution of molecular diffusion (whatever the value 
of A.) is negligible. 
l. 
It should be noted that specifying either the Richar dson number 
or Peclet number alone, will not describe the relative effects of inter-
facial turbulence and molecular diffusion. For instance, at low Peclet 
number but also low Richardson number, the contribution of y , 
l. 
is much 
greater than K The relative importance of the turbulent and mole-





vary differently, A 
i 
increases as Y. 
l 
increases. Hence,the 
Y./ K does not need to include the effect of A. . 
l. l. 
When the contribution of A. is taken into account (as illustr-
1 
ated in Fig. 4.5) , Figure 4.4 shows that for decreasing Peclet numbers, 
the entrainment data will deviate from the fundamental (Pe = 00 ) curve 
at decreasing values of Ri This phenomenon was observed by 
G.G.H. Rooth in a series of grid- stirring experiments (reported by 
1.0 
zero R i Ii mit 
0.1 E_ 
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Fig. 4.4. Non-dimensional interfacial heat flux E as a function of 
Richardson number with contours of constant Pe/(1 + A.) . From the 
1 
empirical I.C.P.M. relationships (Eqns. 4.3.8 and 4.4.1). 
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Fig . 4.6. Sketch showing the transformation of low Peclet number data 






For large Richardson number, the low .Peclet number 
data will tend to a constant value_ given by Eqn. 4.4.3. 
The approximate magnitude of A. may be dete:rmined by comparing 
l. 
the empirical I.C.P.M. curves (Fig. 4.4) . with Turner's (1968,1973) low 
Peclet number data (F_ig. 2. 2) • The method used will be the same as 
that used to evaluate y. · (Chapt. 4.3.1). 
l. 
In the high Peclet number evaluation of y. , the interfacial 
l. 
thickness of JI,. 
]. 
in Turner's salinity experiments was assumed to be 
approximately equal to the turbulent length scale 









to the interfacial gradient scales of the I.C.P.M., E and Ri . 
However, Crapper and Linden (1974) , using Turner's (1968) apparatus, 
showed that at low Peclet number, JI,, 
l. 
decreased, the ratio 5/,,/$1, 
l. s 
increased. 
Crapper and Linden (1974) varied only 




It should be noted that 
and !J.T. during their 
l. 
temperature experiments. By decreasing V 
s 
to lower the Peclet 
number, they increased the Richardson number, for a given range of 
!J.T. • 
l. 
To relate Turner's low Peclet number data to the I.C.P.M. 
Pe 
empirical equations, the variation of 5/,,/5/, with Peclet number (and 
l. s 
Richardson number) will have to be discussed. 
The transformation of log E versus log Ri data into the form 
log E versus log Ri , according to 5/,,/5/, , is shown schematically 
· 0 0 l. S 
in Fig. 4.6. Consider the same low Peclet number data curve that was 
sketched in Fig. 4.5. It follows from Eqn. 4.1.7, that for 5/,,/$1, 
l. s 
greater than zero, log E versus log Ri data are transformed into 




data by a shift along a line of slope - 1 in 
the increasing Ri direction. For example, in Fig. 4.6, point A 
shifts to point B. When y./K is very high (i.e. whenever the data 
l. 
are close to the fundamental Pe= 00 curve), the ratio i./i 
l. s 
is 






increases and the data is shifted by increasing 
As a result of the transformation, low P~clet number log E 
0 
versus log Ri 
0 
data lies below the empirical I.C.P.M. curve 
for log E versus log Ri. 
An approximate evaluation of the range of 5/,,/51, 
l. s for Turner's 
low Peclet number experiments can be obtained from the results of 
Crapper and Linden (1974). This is discussed in more detail in 
Appendix G. Crapper and Linden's (1974) data infers that the limit 
ae low yi/K, in terms of the I.C.P.M. turbulence scales is 
E 
0 
0 . 0172 Pe -½ 
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(4 .4.4 ) 
This is consistent with the results of Fortescue and Pearson (1967) who 
studied the high Ri case of the entrainment of carbon dioxide gas 
into a turbulent layer of water. 
From Eqns. 4.4.3 and 4.4.4, it follows that, at low Pe and 




-½ 58.l Pe (4.4 .5 ) 
The low Peclet number curve shown schematically in Fig. 4.6 will 
therefore tend toward the high Richardson number limit value of E 
0 
given by Eqn. 4 . 4 . 4 . The maximum value o f t./t which will occur 
l. s 
f or large Ri , is given by Eqn. 4.4.5. 
0 
This relationship will only apply to the range of low Peclet 
numbers studied by Crapper and Linden (1974) and t o the ir t ype of 
double-layer grid- stirring experiment. Because of the similarities 
between the experimental conditions of Turner (1968) and Crapper and 
Linden (1974), it will be assumed to be valid to apply Eqn. 4.4.4 to 
Turner's low- Pe data. Note that Eqns. 4.4.3 and 4.4.4 cannot hold 
for Pe > 3300 as R,. /R, is less than unity . No intermediate 
l. s 
relationship for the variation of t./t 
l. s 
is available. 
It is apparent from Figs. 4.4, 4.5 and 4.6 that the slope of 
-1 for Turner's (1968,1973) low Peclet number data (Fig . 2.2 ) is the 
result of a number of factors. These are the variation of t./t and 
l. s 
A. and the range of Ri and Pe. Had Turner's temperature data 
l. 0 
extended to much higher Richardson numbers, the data would probably 
have tended t oward a constant value of E (i . e. a slope of zero), as 
0 
shown in Fig. 4.6. As discussed earlier (Chapt. 4.3), the low 




E ) • 
max 






-½ (4 . 4 . 6) 
are constants, to fit Turner's (1968) stirring- grid 
data and their own data for medium and larger Ri0 This is an 
improvement on an earlier empirical formula suggested by Turner (1968) 
which tended to 
E 
0 
-½ . -½ 
Ri .. . Pe 
o · 
as the Peclet number increased. However, many possible slopes of 
log E versus log Ri0 data, due to variations in Richardson and . 0 
96 
Peclet number , are inferred by Fig. 4. 4. . Empirical formulae such as 
Eqn. 4.4.6 are not sufficiently general to cover these possibilities. 
A quantitative comparison between Turner's (1968,1973) data in 
the log E versus log Ri form and a plot of log E versus log Ri 
0 · 0 
from Eqn. 4.4.2 will be made by -plotting both sets of data on the same 
graph (Fig. 4. 7) • The maximum value of i./i may be inferred from 
1 S 
the high Richardson number limits of E and E The minimum value 
0 
of i./i at low Richardson number is unity (i.e. E = E , Ri = Ri ) . 
1 S 0 0 
Turner (1968) used a range of grid stirring frequencies from 
166-333 rpm and kept z 'd = 9 cm. 
gri 
The transformed range of 
Peclet numbers for the temperature data (K 
- 3 2 
= 1.43 x 10 cm /sec) is 
therefore 
161 < Pe < 323 
Curves of E for the limits of this range of 
are shown in Fig. 4.7. As the range of Pe 
Pe and for A.= 0 
1 
is approximately a 
factor of two, the corresponding curves of E for A. = 1 are 
1 
approximately given by the curves for Pe/(1 +A.)= 81 and 161. 
1 
for this Peclet number range (from Eqn. The large Ri0 limits of E0 
4.4.4) are also shown in Fig. 4.7. Because only the range of i./i 
1 S 
is known an accurate evaluation of A. from Fig. 4.7 is not possible. 
1 
However, when all the factors illustrated schematically in Figs. 4.5 
and 4.6 are taken into account, the·maximum value of 
of order unity or less. 
As the experimental I.C.P.M. range of yi/K 
A. appears to be 
1 
was, for the 
majority of the time, less than unity (Chapter 6), the value of A. 
1 
is 
expected to be much less than unity. Because an accurate value of A. 
1 
is difficult to obtain empirically_ the numerical analysis of the fully 
turbulent I.C.P.M. will be simplified by setting . A. , and hence A(z), 
1 
equal to zero. 
4.5 NUMERICAL ANALYSIS OF THE THEORETICAL I.C.P.M . 
It is now possible to proceed with a numerical analysis of the 
theoretical I.C.P.M. usi_ng the model equations developed· in Chapter 3 
and the turbulent entrainment parameters, evaluated empirically in this 
' 
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4.3.12 and 4.3.14 and the additional molecular diffusivity factor . A( z ) 
is assumed to be zero. A description of the computer · program used 
for the numerical analysis is given in Appendix C. The values of the 
constant parameters used in the computer pr.ogram are listed in Table 
4.1. 
TABLE 4,1 - CONSTANT PARAMETERS USED IN THE I~C.P.M. 
NUMERICAL ANALYSIS PROGRAM 
Fluid eroferties (water) 
3 
pc = 1.0 cal/cm °C p 
a = 2.5 X 10- 4 (°C)-l 
1.43 X 10- 3 2 ~ = cm /sec 
Heat loss factors 
7.44 X - 7 -1 w = 10 (sec ) 
6, 77 X - 6 
~T = 10 · cm/sec 
B = · 1.08 
~T 
= 0,053 (cm) - 1 
I 
T = 21 °c 
1 air 
Steady heat flux heating equation (Eqn • 6.5.8) • dT 
q - s 
m 
(W + W ) (T - T . ) 4p = G p dt p ex p air 
0.0268 cal/ sec. 2 qG = cm 
2 s = 1. 89 cal/cm °C p 
3,8 X 10- 6 cal/sec . 
2 w = cm 0 c p 
2,6 X 10- 5 cal/sec. 
2 w = cm °C ex 
Unsteady heat f lux heating equation (Eqn . 6.4.2) 
= 
-3 
(7.98 LlTH - 8 . 30) x 10 cm 0 c/sec 
The r esults of a numerical analysis of a steady heat flux 
experiment are shown in Figs. 4.8 and 4.9. In Fig. 4.8, the temperature 
versus t i me data are presented for the mixed layer anq for constant 
integer (centimetre) heights in the diffusion region. Also plotted 
in F_ig. 4. 8 is the corresponding variation of the mixed layer height 
d with time . For comparison, the d . versus t curve for a 
m m 
molecular entrainment analysis, usi_ng the same initial and boundary 
conditions, is also show~. This numerical analysis was based on an 
actual experimental run ES2 (Chapter 6) . The initial conditions and 
boundary conditions used were sl_ightly different than those used in 
Chapt . 3.9 (Table 3.l). 
As the temperature distribution in the diffusion region was 
obtained by finite difference methods (c .f. the use of Eqn. 3.4.7 in 
the molecular entrainment analysis, Chapt. 3.9), upper boundary heat 
losses could be included. To simulate the actual experimental 
conditions for ES2, a slight increase in Qp with time, due to the 
lower aluminium plate heat storage capacity, was allowed for (see 
Chapter 6 for a discussion of the experimental heating apparatus). 
Over the time period 80 < t < 274 mins., the lower boundary heat 
99 
flux increased from 0.022 to 0.025 cm°C/sec. However, the mean value 
of Qp was approximately equal to the constant value of 0 .023 cm°C/sec 
used in the molecular entrainment analysis of Chapt . 3.9 (Table 3.1). 
The numerical analysis of ES2 (Fig . 4.8) commenced at t = 80 miris. 
with non-zero mixed layer values (d = 8 .70 cm, T = 21.5°c). 
m m 
Because of thermal lag in the experimental heating apparatus, the initial 
lower boundary heat fluxes were not able to be controlled. Hence,the 
numerical analyses of the experiments were started shortly after the 
actual time heating commenced t = t For this particular numerical 
s 
analysis (ES2), the temperature distribution at t = 80 mins. was taken 
as the best fit of a molecular diffusion profile (Eqn . 3.4.7) to the 
experimental data . In later numerical analyses, the actual experi-
mental temperature distribution was used (Chapter 7). 
As discussed above, there are a number of small quantitative 
differences between the initial and boundary conditions for the earlier 
molecular entrainment analysis (Chapt. 3.9, Table 3.1) and this numerical 
analysis of ES2. However, a comparison of the two temperature-time 
graphs (Figs. 3.10 and 4.8) shows, qualitatively, the effect of the 
turbulent diffusivity term y( z ). 
Consider the temperature in the diffusion region at height z = 
14 cm. In the molecular entrainment model (Fig . 3.10), this is approxi-
mately the height dgO of the initial two~layer boundary. For molecular 
diffusion only, the temperature at_h~i~ut z = 14 cm remains almost 
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Fig. 4. 8. Temperature versus time and interface height versus time 
graphs from a turbulent entrainment analysis (A = 0) of steady heat flux 
experiment ES2. Curves of mixed layer thickness and temperature from 
100 
the corresponding molecular entrainment analysis (y =A= 0) are also shoWJ1].. 




















22 24 26 28 30 32 34 36 38 40 
Temperature ( oc) 
Temperature profiles from a turbulent entrainment analysis 
(A = 0) of steady heat flux experiment ES2. Locus of the mixed layer 
thickness and temperature is also shown. 
constant until the arrival of the mixed layer at t ~ 160 mins. 
In the fully turbulent I.C . P.M. analysis (Fig. 4.8), the temperature 
at z = 14 cm decreases more and more rapidly as the interface 
approaches. The additional turbulent diffusion y(z) has a net 
cooling effect on the diffusion region fluid. 
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Fig. 4.8 shows a comparison of the rates of rise of the inter-
face for the fully turbulent analysis and another molecular entrain-
ment analysis ( y = A = 0) . Both analyses had the same initial 
and boundary conditions (Table 4.1). As a result of the increased 
cooling above the interface, the interface rises more rapidly. 
Despite the increased diffusion region cooling, the mixed layer 
temperature 
than 0.2°C 
(Fig. 4 . 8). 
T for this numerical analysis of ES2 is never more 
m 
higher than the corresponding molecular entrainment value 
The extra interfacial heat flux for the fully tur bulent 
analysis (due to y(z)) is spread over a deeper mixed layer so the 
temperature is only slightly increased. As discussed earlier (Chapt . 
3.8), the final interfacial entrainment time tT is the same for both 
analyses. Note that because of the different initial and boundary 
conditions, the value of tT for Fig. 3.10 is not the same as for 
Fig. 4 . 8. 
Vertical temperature profiles (Fig. 4.9) further illustrate the 
role played by turbulent diffusion in altering the diffusion region 
temperature profile and raising the interface. The locus of the 
mixed layer values d and T , shown in Fig. 4.9, is in effect a m m 
minimum temperature envelope. For a filling model entrainment 
analysis, the diffusion region temperatures only slightly decrease due 
to minor heat losses. Hence, the minimum temperature envelope 




temperature profile at t = t (Chapt. 3.9). In a molecular entrain-
s 
ment analysis, the minimum temperature envelope deviates from the 
t = t 
s 
profile because of molecular diffusion (Fig . 3.9). In a fully 
turbulent I.C . P.M. analysis, the deviation is even greater (Fig . 4.9 ) . 
Until the results of the experimental investigation are presented 
(Chapter6 ), the numerical analysis of the steady heat flux experiment 
ES2 will not be discussed any further. This will enable the numerical 
model to be evaluated against the actual experimental data. 
However, it is interesting at this point to use the numerical 
model to illustrate the temporal behaviour of an unsteady heat flux 
entrainment experiment. Experiments of this type have previously 
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been reported by Denton and Wood (1974) and Jenkins (1,974). For the 
numerical analysis, the same initial conditions and heat loss factors 
used in the numerical analysis of the steady heat fluJc experiment ES2, 
will be applied (Table 4.1). In unsteady heat flux experiments, the 
lower boundary heat flux is controlled by maintaining a constant 
temperature TH beneath the lower boundary (Chapter 6). 
In this representative example of an unsteady heat flux experi-
ment, TH is initially set at 36°C. The heat flux Qp is then 
evaluated by a linear empirical calibration equation (Eqn . 6.4 .2 ). 
= (7.98 ~TH - 8.30) x 10~3 
where T - T H rn 
This equation was obtained from a best fit of t he writer's experimental 
convection data (Chapt. 6 .4, Fig. 6 .13 ) . Later, when decreases 
to an arbitrary minimum value ( e 0 . 011 crn°C/sec), TH is increased 
to 41°C. 
Graphs of temperature versus time and interface height versus 
time for this unsteady heat fl ux example are shown in Fig. 4.10a. The 
resulti_ng lower boundary heat flux Q (t) 
p 
is also shown (Fig. 4.10b). 
Because the mixed layer temperature is continually increasing, Qp 
decreases with time for a constant value of TH. 
Immediately after t = 80 rnins., the heat flux Qp is large and 
the mixed layer values d and T increase rapidly. rn rn However, as 





both decrease . The rate of change of diffusion region temperature 
also decreases because y. 
l. 
is decreasing. At t = 146 rnins., when 
TH increases from 36°C to 41°C, the lower boundary heat flux undergoes 
an instantaneous increase. This increase in causes a sirnultan-
eous increase in V and dT /dt 
em rn 
It should be noted that in an experiment it is not possible to 
change TH instantaneously and the changes in Qp, Vern and dTrn/dt 
will be more continuous . However, it is obvious from Fig. 4.10, 
that the additional unsteadiness caused by the decreasing heat flux Qp, 
and the changes in TH, make the temporal behaviour of this type of 
penetrative convection experiment quite confusing . The much smoother 
variations in the diffusion region temperatures and in T and d rn rn 
for steady heat flux experiments (e .g. ES2, Fig. 4.8), show more clearly 
the process of penetrative convection at low Peclet number . 
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Fig. 4.10 . (a) Temperature versus time and interface height versus time 
graphs, and (b) lower boundary buoyancy heat flux versus time graph from 
a turbulent entrainment analysis (A = O) of an unsteady heat flux example . 
Before discussi_ng the experimental investigations, it is 
important to consider some of the consequences of the theoretical 
modeL In the next chapter, the entrainment ratio k , introduced 
by Betts (1973), and now widely used in atmospheric modelling, will 
be discussed . 
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CHAPTER 5 
THE ENTRAINMENT RATIOS k , k AND k e - m---- h -
5.1 INTRODUCTION 
In Chapter 2.2, the atmospheric entrainment models of Betts 
(1973), Tennekes (1973) and Carson (1973) were discussed. It was 
shown that if the interfacial density gradient region is assumed to 
have negligible thickness, and if the interfacial buoyancy heat flux 
Qe is parameterized as being a constant proportion of the lower 
boundary flux Qp, then 
k = V /::,.T,/Q 
em i P 
(5 .1. 1) 
The entrainment ratio k could then be used to simplify the heat 
budget equation and yield a solution for the temporal variations of 
d and /::,.T, . However, in the development of the theoretical 
m i 
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I.C.P.M. (Chapters 3 and 4), it has been shown that the thickness of the 
interfacial density gradient region is not negligible. This is 
, I 
especially so at low Peclet number (e.g. Fig. 4.9) . Generally, 
Ball's (1960) equation (Eqn. 2.2.4) does not hold and Eqn. 5.1.1 is 
invalid. 
It has also been shown that two heat budget equations are 
relevant to the analysis. One for the mixed layer and one for the 
In Betts' (1973) model , these reduce to a full fluid column . 
single equation. If a similar method of simplifying and solving the 
two heat budget equations is to be used, three entrainment ratios or 
k values must be defined. 
The first, defined in Chapt. 4 . 2 (Eqn. 4 . 2 . 6), is the ratio of 
the interfacial and lower boundary buoyancy heat fluxes 
k = - Q /Q e e p 
The second is the ratio of the hypothetical heat flux represented by the 






to the lower boundary flux 
f3 V /::,.T. 
em i 
(5.1.2) 
where f3 is included to account for heat storage in the fluid column 
walls and insulation . · The third ratio is required to analyse the 
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full fluid column heat budget equation (Eqn . 3.7.7). It has a similar 
f orm to km but is based on the mean temperature profile height dh 
i.e. 8 Veh LiTi 
~ = (5. 1. 3) Qp 
where veh = . d(dh)/dt 
In Betts' (1973) model , the two heights dm and dh are equal, so 
that 
In this chapter, the relationship between k = E Ri and the 
e 
two interfacial entrainment tenns Ri and Pe will be discussed. 
and k will then be derived. To 
m 
simple relationship between 
illustrate that none of the values are generally constant, the 
temporal variations of k , k 
e m 
and obtained from numerical 
analyses of the I.C.P.M. will be presented. 
If k is a variable with time, Betts' (1973) solution o f the 
heat budget equation for his simple model is invalid. His analysis 
A 
included two integrations with respect to time for which it was assumed 
that k did not vary with time. However, by following Betts' (1973) 
analysis up to the first integration, a method of evaluating the I.C . P.M. 





It should be noted that Betts' (1973) atmospheric model was applied 
to the linearly stratified case (f > O) As the I.C.P.M. deals with 
r = O, only this case will be discussed here. A similar analysis of 
the heat budget equations for linear stratifications is given in 
Appendix B. 
5 . 2 
,. 
THE VARIATION OF k WITH RICHARDSON AND PECLET NUMBER 
e 
From the definition of V and J/, in the I.C.P.M. it followed 
s s 
that (Eqn. 4.2.7) 
k E Ri 
e 









-~ Ri .. 
Ri 
+ (1 + i\..) 
i Pe (5 .2.1) 




= 0.66 and c = 2.31 , is shown in Fig. t . . 5.1. Contours of 
constant Pe/(1 + A.) are plotted. It should 
1. 
be noted that Fig . 5 . 1 
is just a transformed version of Fig. 4. 4 . . In both cases, the abscissa 
is log Ri and the ordinates are E Ri and log E respectively . 
The value of k 
e 
for Pe = oo is seen to increase with increasing 
Richardson number to a maximum value of k = 0.2. This was the e 
maximum value of k 
e 
used in the evaluation of E and ct From 
Eqn. 4.3.6, the maximum 




occurs at Ri = 
decreases to a zero 
max 
(2/c ) ¾ = t 0 . 91. Thereafter, 
asymptote at large Ri 
The decrease of k 
e 
to zero as the Richardson number tends to zero has 
been reported by Zilitinkevich (1975). Tennekes (1975) suggested 
intuitively that k 
e 
should also decrease to zero at large Ri in 
0 
atmospheric models. However, to the writer's knowledge, no relation-
ship which describes the decrease of 
number , has previously been reported. 
0.3 
E max = 0.66 
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Fig. 5 . 1. Variation of the heat flux ratio k as a function of e 
Richardson number showing contours of constant 
Eqn . 5. 2. 1.) 
Pe/ ( 1 + A . ) • (From 
1. 
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At low Peclet number, additional .heat transfer by molecular 
diffusion increases the value of k 
e 
This contribution by molecular 
diffusion becomes increasi_ngly mQre important at high Ri • For low 
Peclet number and increaidng Richardson number, k 
e 
than 0.2, eventually tending to infinity (Fig. 5.1). 
5.3 THE RELATIONSHIP BETWEEN kh AND k e-
becomes greater 
From the two heat budget equations, a simple relationshtp between 
kh and ke can be obtained. Expanding the right hand side of the 
full fluid column heat budget equation (Eqn. 3.7.7) and rearranging, 
yields 
d (l'iT.) 
Q + SV h l'iT. - Sd 
1 
- W dh l'iTi ;: p e 1 h dt (5 . 3 . 1) 
wher e V = 
eh d(dh)/dt 
From the definition of l'iT. 
1 
d (l'iT.) dT dT 
1 a m 
;: ---dt dt dt (5.3.2) 
If the diffusion region is assumed to be deep and upper boundary heat 
losses can be ignored, then Eqn. 3.7 . 6 ·applies. 
substituted in Eqn. 5.3.1, yield 
Both these equations, 
dT 
Qp + s veh l'iTi = ah (S d; + W(Tm - Tair)) 
From the definition of kh, it follows that 
dT 
(1 + kh) Qp = ah (S a: + W(Tm - Tair)) 
(5.3.3) 
(5.3 . 4) 
Similarly, the mixed layer heat budget (Eqn. 3.5 . 2) can be expressed 
terms of k , so that 
e 
dT 
(1 + k ) Qp = d (S ~+ W(T - T . ) ) (5.3.5 ) e m dt m air 
in 




kh = __.E. (1 + k ) - 1 
am e 
(5.3.6) 
Because the mean profile height dh is always greater or equal to the 
interface height d , it follows that k > k . 
m h - e 
There does not appear 
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to be a similar relationship for k 
m 
A plot of the vertical buoyancy heat flux profile also illustrates 
the relationship between kh . and . ke Figure 5.2 shows the heat flux 
profile from the numerical analysis of ES2 at t = 140 minutes . The 




As the temperature throughout the mixed layer is assumed to be 
uniform (T) , it follows from Eqn. 3 . 4.1 that the mixed layer heat flux 
m 





W(T - T . ) 
m air 
(5.3.6) 
At the interface, t he buoyancy heat flux is Q . I n the non- dimens i onal 
e 
form of Fig . 5 . 2, t he val ue at t he interface height is - k 
e 
From 
Eqns. 5 . 3 . 3 and 5.3 . 6, it follows that extrapolating the linear mixed 
layer prof ile to the mean temperature profile height dh, allows kh 
t o be eva luat ed . The value of Veh need not be known. 
For this example (Fig. 5.2), the two k values are k = 0 . 18 
e 
and kh = 0 . 47 • The buoyancy heat flux profile in the diffusion 
r egion due to molecular diff usion alone is also shown in Fig. 5 . 2. At 
the interface, molecular diffusion contributes about 68% of k 
e 
The 
cor responding value of k 
m 
in this example is k = 0 .61. 
m 
To illustrate' that none of the three k values (k , k and 
e m 
kh) are generally constant, the temporal variation of these terms fo r 
t he I. C. P .M. will be d i scussed in the next section. 
5.4 THE TEMPORAL VARIATIONS OF k , k AND kh IN THE I.C . P . M. 
e - m 
The temporal variation of the k values for a steady heat flux 
experiment will be illustrated using the results of the numerical 
analysis of ES2. The variations of temperatur e and interface height 
with time, for this numerical analysis, have been discussed earlier 
(Chapt. 4 . 5). Figure 5 . 3 shows the variation of k , k and e m as 
well as the variation of k from a molecular entrainment analysis of 
e 
the same experiment. 
The value of k from the turbulent entrainment analysis is seen 
e 
to increase from k = 0 . 10 at t = 80 mins . to a maximum value of 
e 
k = 0.18 when t = 140 mins. 
e 
only dropping below k = 0 . 10 
e 
Thereafter, k decreases slowly, 
e 
near the end of the interfacial entrain-




1.6 ES2- numerical 
· kh =0.47 z t = 140 mins. -
dm dm = 14.28 cm 
>< oT/ 1.4 dh = 17.76cm - ~z- Op 7 - d QP = 0.023 cm °C ... - h 
sec 
1. 2 km = 0.61 
' ' ' ' z = dm ' ' ' 
'a.a 
- 0.4 - 0.2 0 0.2 0.4 0.6 0.8 1.0 
Q/Qp 
Fig . 5.2. Non- dimensional buoyancy heat flux profile from a turbulent 
entrainment analysis of experiment ES2 at t = 170 minutes showing the 
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kh) from a turbulent entrainment analysis of steady heat flux experiment 
ES2. Variation of k from a corresponding molecular entrainment 
e 
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Fig. 5. 4. Temporal variation of the entrainment ratios (k, k and 
e m 
~) from the turbulent entrainment analysis of an unsteady beat flux 
example. The circulated heating water temperature TH increased once 
during the interfacial entrainment period. 
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short_ly after - t = t 
· s 
The . value at .the . start of the . analysis 
(t ~ 80 mins) is therefore non~zero. In the molecular entrainment 
analysis, the value of k 
e 
varies in a similar manner but is smaller. 
For this case the maximum value of k 
e 
entrainment, the turbulent diffusivity 
is 0.1. For turbulent 
y(z) tends to sharpen the 
interface, causi_ng increased interfacial temperature gradients. In 
the molecular entrainment analysis (y = 0) , this does not occur and 
k 
e 
tends more rapidly to zero during the latter half of the interfacial 
entrainment period. 
The variations of km and kh are very much 
interface initially rises very rapidly and ~T. 
l. 
values of k 
m 
and ~ are initially very large. 
different. 




decrease with time, with k 
m 
being at all times greater than 





and are much greater 




and kh vary quite differently from the steady heat flux case. 
The k values from the unsteady heat flux example discussed in Chapt. 
4.5 are shown in Fig. 5.4. The most marked difference is in the 
variation of k and kh . Because Qp is initially decreasing m 
for 80 < t < 146 mins. (Fig. 4. l0b) , the values of k and kh do m 
not continuously decrease. For 120 < t < 146 mins .. , both values are 
increasing. As Qp becomes very small and approaches the chosen 
minimum changeover value (Qp = 0.011 cm°C/sec), kh becomes greater 
than k 
m 
For the I.C.P.M . this is an atypical situation . It occur s 
because the changes in the diffusion region temperature profile are 
greater than the changes in the mixed layer profile. Therefore, 
d - d increases faster than d This will only occur in the h m m 
I.C.P.M. when Qp is very small. . At t = 146 mins., the value of TH 
is increased instantaneously from 36 to 41°C. Both km and kh undergo 
corresponding decreases . As Qp is then much greater (Fig . 4.10b), 
km and kh again decrease with time. 
The variation of 
maximum of k = 0.28 
e 







is similarly discontinuous, reaching a 
is a minimum at t = 146 mins. During 
= 41°c, k remains relatively constant at 
e 
The most interesting feature of the unsteady heat flux results is 
the tendency of the k values to remain relatively constant for long 
periods of time. For instance, for 90 < t < 140 mins . , the range of 
~ is only 0.35 < kh < 0.42. 
113 
The decreasing value of Qp in the 
numerator of Eqn . 5.1.3 counteracts the simultaneous decreases in V em 
and /::,.T .• 
l. 
This apparent constancy of the k values should be seen 
as a result of the particular heat flux conditions and does not suppor t 
the _assumption that any of the k values are universally constant . 
It could be argued that as none bf the k values are universally 
constant, they no lo_nger have a useful purpose in analysing interfacial 
entrainment systems. Betts (1973 ) initially defined the parameter k 
to simplify the solution of his heat budget equation for d ( t ) • 
m 
his assumption that k is a constant is incorrect, his analytical 
As 
solution for d (t) 
m 




and kh, are still useful in describing non- dimensionally 
the interfacial entrainment process occurring in the I.C.P.M . As 
the par ameter k is widely used in the literature, it is worthwhile 
continuing to use it in this thesis. This will enable the reasons for 
the wide range of previously reported k values to be discussed . 
Although the k values vary with time, an analysis procedure 
similar to that used by Betts (1973 ) , may be used to obtain useful 
relationships between the k values and the major variables dm, dh 
and /::,.T, • These relationships which suggest a method of evaluating 
l. 
the k values from experimental temperature profile measurements, are 
derived in the next section. 
5.5 EVALUATION OF THE I . C. P.M . k VALUES FROM EXPERIMENTAL 
TEMPERATURE PROFILE DATA 
Following the method of Betts (1973), a relationship for the k 
values may be obtained from each of the two heat budget equations • 
. The mixed layer equation will be considered first. From Eqns . 3.7 . 6 
and 5 . 3 . 2, the mixed layer heat budget equation (Eqn . 3.5.2) may be 
rewritten in terms of /::,.T, 
l. 
Q - Q = - Sd p e m 
d ( /::,.T. ) 
l. 
dt 
- W /::,.T, d 
J. m 
(5.5.1) 
Using the two k ratios, 
eliminated from Eqn. 5.4 . 1. 
k 
e 








B V em /J.T. = l. 
S /::,.T , d (1 + k ) /k 
i m e m 
:-- B d m 
d ( /::,.T . ) 
. l. 
dt 
and r earranging yields 
d (tn d ) = 
dt m · 1 +k .dt 
e 
k 
(tn 6.T. ) - m W 
i l+k 8 
e 
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(5 .5.2 ) 
At this stage in his analysis, Betts (1973) assumed the k values to 
be constant and integrated his differential equation with respect to 
time. In the I.C.P.M. the k values d@ not remain constant and this 
same step cannot be carried out. However, consider a plot of the 
logarithm of d versus the · logarithm of 6.T. The slope of the m J. 
data at any time t is equal to 
d (tn d ) dt m 
d (tn 6.T.) 
dt J. 
From Eqn. 5. 5. 2, this slope may be rewritten as 
-k [ 6.T. ] m W i 
-- l+---
1 + ke 8 ddt (6.Ti) 
For the I.C.P.M., the heat loss term above is negligible. For the 
values given in Table 7.1,for example, the contribution to the slope 
by the heat losses is less than 1% of the total. It can therefore be 
assumed that the slope of the data on a log- log plot of 








A similar relationship applies to the full fluid column. Elimin-
ating Qp from the full fluid column heat budget equation (Eqn . 3.7.7) 
using kh and rearranging yields 
d 
dt 
d kh W 
dt (tn 6.T. )-.-. - 8 
1 + kh i 1 + kh 
(5 .5.3 ) 
As discussed above the heat l oss term is negligible. Hence, the slope 
of the data on a log-log plot of ~ versus 
- kh 
1 +kh 
6.T. will be 
J. 
The two slope rela.tionships may be used to evaluate the three k 
values from temperature profile measurements at any given time. From 
the profiles, the value of d , dh and 6.T. can be obtained and 
m i 
plotted on a log-log graph. If heat losses are n.egligible, then kh 
may be evaluated directly .from the slope of the log dh versus log 6Ti 
data . curve. From Eqn. 5 . 3.6, the value of k 
e 
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could be obtained . 
The slope of the log d versus log /J.T . 
m . l. 
graph at the same time value 
could then be measured: and from the known value of k , k could be e m 
evaluated. This method, does not require the lower boundary heat flux 
to be known. 
Denton and Wood (1974) derived a similar slope relationship for 
two- layer ed (f = O) entrainment. However, they made the same 
assumptions as Betts (1973); that the interface had negligible thickness 
and that k was a constant. Neither of these assumptions appear to 
be valid for low Peclet number penetrative convection. 
The form of the graphs of log dm and log dh versus log b.T. 
]. 
f or the I . C. P . M. can be illustr ated by the two numerical analyses 
already di s cussed (Chapts. 4 . 6 and 5 . 3) . Figure 5 . 5 shows data from 
the numerical analysis of steady heat flux experiment ES2. As the 
analysis commenced at t = 80 mins. and not t , the data curves 
s 
commence at values slightly great e r t han dh = dgO and d = 0 • 
m 
As 
(1 + k) was reasonably constant and both k and kh decrease with e m 
time (Fig . 5.3), the curves show smooth decreases in slope, from lar ge 
to small negative values, with time (decreasing b.T.) . 
]. 
At all t i mes , 
the slopes of the log- log plots of 
consistent with - k /(1 + k) and 
m e 
versus b.T. are 
]. 
· respectively . 
In the unsteady heat flux example (Fig. 5.6), the approximately 
constant values of k 
m 
and kh, during portions of the periods of 
constant TH, are reflected in the approximately constant slope of the 
curves . Where TH and the k values are discontinuous, the slopes 
of the log dm and log dh versus log b.T. 
]. 
curves are also discontin-
uous . 
This appar ent constancy of slope dur ing periods of constant TH 
has been reported by Denton and Wood (1974). In their work t he 
difference between d 
m 
and was not fully appreciated and the 
single height values plotted wer e in fact d , the height of max imum 
g 
temperature gradient . In the I.C.P.M . , the values of dh and 
are initially equal (= ag0) but much later the interface height 






Similar unsteady heat flux entrainment experiments by Jenkins 
(1974) also yielded constant slopes of the log- log plots of d versus g 
b.T. . As discussed above, the constancy of slope does not suggest any 
]. 
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Fig. 5 . 5 . Graph of the logarithm of d 
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and versus t he logarithm 
of b.T. 
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20 
different constant slopes for individual experiments of .Denton and 
Wood (1974), and the two different slopes in Fig. 5.6. 
5.6 SUMMARY 
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It is apparent from the discussion of k values in this chapter, 
that the simple model of Betts (1973) cannot accurately analyse 
penetrative convection at low Peclet number. To use a similar 
approach requires the definition of three different k values (k ' e 
km and kh) , whose magnitude varies greatly with time. It is not 
correct to consider any one of these k values universally constant. 
For example, the ratio k has been shown to vary significantly with 
e 
Richardson number and Peclet number (Chapt. 5. 2). Even at high Peclet 
number the interfacial thickness cannot be neglected so that Betts' 
(1973) model equations will still yield erroneous values of k 
The wide range of k values reported in the literature, which 
have been recently reviewed by Stull (1976a), may be seen to be the 
result of a number of factors. Some of these factors are outlined 
below. 
(i) The application of Betts' (1973 ) model equations to interfacial 
regions that do not have neg"ligible thickness. 
(ii) The use of analytical model equations which assume zero initial 
conditions (d 
m 
origin occurs at 
= /),,T, = 0 
1 
d > 0 
m 
when t = 0) 
(Appendix H) • 
when the virtual 11T. = 0 
1 
(iii) The use of Betts' (1973) model equations to evaluate k when 
an additional relationship 
(e .g . Barnum and Rao 1975). 
/),,T. = cf> (d ) 
1 m 
is also imposed on the system 
(iv) Richardson and Peclet number variation. 
(v) Evaluation of k from time averaged and horizontally averaged 
e 
vertical heat flux profiles which have underestimated Qe (e.g. 
Deardoff, Willis and Lilly 1969, 1974). 
(vi) Additional sources of turbulent kinetic energy such as shear 
stresses due to wind and current, which also contribute to Q 
e 
The apparent values of k from any entrainment analysis model 
may therefore be overestimated or underestimated by one or more of the 
above effects. An example of this is the overestimation of k which 
occurred during Carson's (1973) analysis (Appendix H). 
It should be noted that the ra,nge of 
evaluation of the empirical constants E 
max 
were obtained from atmospheric .measurements. 
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k values used during the 
e 
and ct (Chapt. 4.3.1), 
However, allowance was 
made for the above mentioned factors when the range of representative 
atmospheric k values was chosen. 
Provided the factors affecting the k values are appreciated 
duri_ng an experimental data analysis, the k values (k , k and kh) e m 





The initial object of the experimental investigation was to study 
the temporal behaviour of a laboratory model of the I.C.P.M • . in terms 
of long and short period temperature variation. From this study it 
was hoped to gain an understanding of the deepening of a mixed layer 
by penetrative convection . As a consequence of these preliminary 
investigations, a theoretical model was derived. The object of the 
second phase of the experimental investigation was to evaluate the 
results of numerical analyses of the theoretical I.C.P.M. 
Two types of laboratory experiment were performed . In the 
first series of experiments, the lower boundary heat flux was 
controlled by circulating water at constant temperature TH(> Tm) 
beneath the lower conducting boundary . A sketch of the experimental 
configuration and the vertical temperature distribution for an unsteady 
heat flux entrainment experiment is shown in Fig. 6.la. 
From thermal convection theory (Appendix A), the lower boundary 
buoyancy heat flux Qp is given by 
C 
q 
11. I+ L 
agK2 /3 r:J 
- ) (2 /),T ) 
\) p (6.1.1) 
where /),T = T - T , is the temperature difference between the lower 
p P m 
boundary plate and the mixed layer fluid. As shown in Fig. A.8, c 
q 
· is not a constant but is a function of Rayleigh number, Prandtl number 
and the experimental aspect ratio. However, at large Rayleigh number, 
this variation of c is small. The temperature difference /),T 
q p 
is less than the corresponding temperature difference /),T = T - T H H m 
because forced convection is occurring between the circulated heating 
water and the underside of the lower boundary plate . As the 
circulating water temperature TH is a constant, it is simpler in 
some cases to discuss . QP as a function of /),TH 
As there is a net flux of heat into the mixed layer, its 
temperature continually increases. This reduces /),TH and hence Qp 
is continually decreasing. This unsteady heat flux method was .used 
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Tempera tu re 
(b) Steady heat flux (6TG held constant) • 
Fig. 6. 1. Sketches of the experimental configuration and typical 
vertical temperature profiles for the unsteady and steady heat flux 
experiments. 
experiment due to the numerous unsteady parameters have already been 
discussed _ (Chapters 4 and 5). These unsteady heat flux experiments 
constituted the preliminary experimental investigation and initial 
quantitative runs. They revealed the need to eliminate at least 
one of the unsteady factors of the model by keeping the lower boundary 
heat flux constant. 
In the second series of laboratory experiments, the heat flux 
was kept steady through the use of a multilayered lower boundary. 
Following a similar method used by Krishnamurti (1970a,b), a low 
conductivity layer of glass was sandwiched between the metal boundary 
plate and a ' metal heating block. A sketch of the experimental 
configuration and the vertical temperature distribution for a steady 
heat flux entrainment experiment is shown in Fig . 6 . lb. The 
temperature difference across the glass layer ~TG was monitored and 
kept constant by a control circuit, which regulated the electrical 
input to the resistance heating wire in the heating block. Apart 
from minor heat storage effects in the boundary plate, Qp was kept 
constant. The external energy source for these steady heat flux 
experiments was therefore constant. 
Insufficient time was available to mount an extensive experi-
mental investigation, using the steady heat flux apparatus, to verify 
and evaluate the numerical model. The steady heat flux experiments 
were restricted to a few representative runs. 
6.2 EXPERIMENTAL APPARATUS 
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The experimental apparatus will be discussed under four headings: 
experimental working area, unsteady heat flux apparatus, steady heat 
flux apparatus and instrumentation. 
6.2.1 Experimental Working Area 
The fluid column (0 < z < h) was contained within an 
T 
experimental tank, 60 cm high and 30 cm square, constructed from 
1.22 cm perspex (methyl methacrylate) sheeting (Fig. 6.2). The 
maximum fluid column height hT was restricted to 55 cm. This 
allowed a 5.1 cm polystyrene sheet to be floated on the fluid surface 
as part of the tank insulation. The sides of the tank were 
insulated with 7.6 cm polystyrene sheets. In the earlier unsteady 
heat flux experiments, only a single insulation thickness was used 
(Fig. 6. 2) • However, to further minimize the heat losses in the 
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Fig . 6 . 2 . Experimental tank for the unsteady heat f lux exper iment s. 
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sheeting was added to the top and sides (Fig. 6.4). 
the experimental heat losses is given in Appendix D. 
A discussion of 
To enable the introduction of dense fluid (cold water) into the 
experimental tank beneath an existing layer of lighter fluid (warm 
water), a 0.16 cm gap was left between the base of one wall and the 
lower boundary plate (the procedure for establishing a density strati-
fication is discussed in Chapt. 6.3.1). A small perspex inlet 
reservoir (1.6 litre capacity) was fitted against this wall. Inflowing 
fluid was uniformly introduced along the full width of the wall. The 
gap could be sealed from the reservoir side by a rubber wedge. 
Water for the exper imental fluid column was obtained directly 
from the water mains. The presence of impurities and dissolved air 
bubbles in the water will affect the fluid properties and henceJ the 
model behaviour. Any build- up of air bubbles on the hea t ed lower 
boundary can cause a reduction of heat flux for the measured values of 
A distillation and de- aerating system, consisting of 
a 5 litre/hour capacity still and two stainless steel tanks of 46 and 
91 litre capacity, was constructed. One of the tanks contained a 
heating element so that the distilled fluid could be de-aerated by 
heating under vacuum pressu~e. However, the distillation/de- aeration 
process was both time and energy consuming. It was therefore decided 
that the added purity of the water did not contribute significantly to 
the learning process to warrant its continued use. 
A method of maintaining a constant mixed layer thickness by the 
withdrawal of fluid (Rouse and Dodu 1955, Turner 1968) was initially 
tested . A circumferential withdrawal jacket was constructed on the 
outside of the tank, at height z = 10 cm. Preliminary tests 
indicated that the additional horizontal withdrawal currents had too 
great an effect on the mixed layer convection motions. This method 
was therefore abandoned and the withdrawal holes were sealed. 
6.2.2 Unsteady Heat Flux Apparatus 
The conducting lower boundary plate for the unsteady heat flux 
experiments was a machined brass sheet (Alloy 209) of 37 cm by 38 cm 
plan dimension and 0.635 cm thick. It formed the top of a 6.1 cm 
deep perspex circulation chamber which was completely filled with water. 
All air bubbles on the underside of the brass plate were removed, 
through bleeder holes, after filling. 
Heated water was pumped into the lower chamber through five 
copper tubes, which extended the full length of the chamber (Fig.6.3). 
Inlet flow valves 
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The inlet tubes were perforated along their underside to allow the 
inlet water to be fully mixed before contacting the brass plate. Equal 
flow through each inlet tube was ensured through the use of Marac flow 
valves which were specified at 2.3 litres/minute over a range of inlet 
heads. 
Water was withdrawn through four outlets set at the base of one 
of the chamber walls. This asymmetric withdrawal configuration 
produced uneven plate heating, so an additional perforated withdrawal 
pipe was mounted along the adjacent wall. The relative withdrawal 
rates were adjusted to ensure an even brass plate temperature distrib-
ution. 
Water withdrawn from the chamber was circulated through a small 
reservoir, where it was reheated by a 1500 watt commercial heating 
element, operated by a thermistor based control circuit . The water 
then passed through a centrifugal pump and back into the heating 
chamber. 
The unsteady heat flux apparatus with the brass plate removed is 
shown in Fig. 6.3. A side elevation diagram of the assembled and 
insulated unsteady heat flux experimental apparatus is given in Fig. 6.2. 
6.2.3 Steady Heat Flux Apparatus 
The heating apparatus for the steady heat flux experiments 
consisted of an aluminium-glass-aluminium sandwich (Fig. 6.4). The 
upper plate was made from rolled aluminium alloy (B .S. 1470, Alloy 5154) 
machined to a final thickness of 2.34 cm. Its upper surface formed 
the lower boundary (z = O) of the fluid column. The sides were 
machined to the outer dimensions of the perspex tank except along the 
inlet reservoir side so that its plan dimensions were 31.7 cm by 
32.8 cm. However, a 0.48 cm thick lower flange was left to allow for 
the sandwich assembly (Fig. 6 . 5 ) . 
Beneath the upper plate was a glass sheet (average thickness 
0.217 cm). As glass is a poor thermal conductor (typical thermal 
-3 conductivity of 2.3 x 10 cal/se9 cm °C), this provided a measurable 
heat flux temperature difference . The glass sheet was 30 cm square, 
the same plan dimensions as the fluid column. Thermal paste applied 
to both sides of the glass prior to assembly ensured good thermal 
contact with the aluminium layers. 
The lower heating block was made of cast aluminium (aluminium 






0 10 20 
Perspex tank 
( 30 cm square 
>< 60 cm deep ) 
Aluminium 
base plate 





Fig. 6.4. Experimental tank for the steady heat flux experiments. 
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x-rayed to check that no major porosity regions existed . The block 
was machined flat to a final thickness of 7.3 cm. Eighteen grooves, 
li cm apart, were machined on the underside of the block to allow the 
installation of a length of resistance heating wire (1000 watt, 230 
volt nominal capacity). 
38.3 cm. 
The final plan dimensions were 37 . 3 cm by 
A mock- up of the steady heat flux apparatus, prior to the 
installation of the resistance heating wire, is shown in Fig. 6.5. The 
interplate spacing shown is larger than the final assembled value of 
0.22 cm. 
The heat flux input was controlled by an eight thermocouple 
thermopile. These chromel-alumel thermocouples were mounted, 
alternatively above and below the glass sheet, in shallow grooves 
machined in the aluminium. The thermopile .output was linked to a 
temperature control circuit which maintained a fixed temperature 
difference across the glass (further details are given in Chapt.6.2.4). 
Four additional chromel- alumel thermocouples were arranged on each side 
of the glass sheet to provide direct temperature measurement. A 
further thermocouple was fitted into a hole drilled into the centre of 
the upper plate. 
Figure 6.6 shows the lower aluminium heating block with the 
glass sheet and lower thermocouples in place. 
marked c constitute the control thermopile. 
The thermocouples 
The wooden pegs in the 
four corners of the aluminium block held the assembled sandwich in 
position. Heat transfer across the air gap, to the side of the glass 
layer, was calculated to be small (less than 2 percent of the total). 
This would not have affected the heat flux control system. care had 
to be taken to remove any thermal paste squeezed from between the glass 
layer and the aluminium. 
would be short-circuited. 
Otherwise, the heat transfer through the glass 
6.2.4 Instrumentation 
Instrumentation was required for the control of the heat flux 
apparatus and for the measurement of the fluid column and heating 
apparatus temperatures. 
(i ) Control systems 
For the unsteady heat flux experiments, the temperature of the 
circulated heating water TH was maintained at a constant value by a 
thermistor based control system which regulated the power supply to a 
1500 watt heating element. The thermistor was placed several centimetres 
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Fig. 6.5. Mock - up of steady heat flux heating apparatus before heating 
wire was embedded into the base of the aluminium heating block. Gap 
betwee n the aluminium layers is greater than the final separation (0.22 cm). 
Fig. 6.6. View of aluminium heating block with thermocouples for 
control circuit thermopile (labelled with C) and other measurement 
thermocouples in place . Glass s heet is also in pos ition . 
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above the heating element in the heating reservoir (Fig. 6.3). This 
kept the thermal lag between the sensor and the heater at a minimum. 
In the steady heat flux experiments the heat flux across the 
glass layer was held constant. A thermopile, consisting of eight 
chromel-alumel thermocouples mounted alternatively above and below the 
glass layer, monitored the temperature difference across the glass 
layer 6TG. A sketch showing the vertical temperature distribution 
for the steady heat flux experiments is given in Fig. 6.lb. The 
thermopile was linked to a control circuit which kept 6TG constant 
by on - half on - off switching of the electrical supply to the heater. 
As the control circuit was unable to vary the voltage supply, an 
additional set of variable load resistors were connected in series 
with the heating block. By adjusting the load resistance, the system 
could be tuned so that the control circuit switched off infrequently . 
(ii) Direct temperature measurement 
Temperature measurements within the fluid column were made using 
a single chromel- alumel thermocouple probe mounted above the tank, 
which could be raised or lowered manually over the fluid column height 
(0 < z < 55 cm). Filing the thermocouple junction flat reduced its 
thermal capacity and ensured a rapid thermal response. The response 
time of the thermocouple probe, taken as the time to reach 63% of the 
new temperature value after a step change, was 0.08 seconds. Prelim-
inary measurements across the tank and the behaviour of the dyed mixed 
layer, indicated that the horizontal temperature distributions were 
fairly uniform. 
The use of a single probe, rather than a mean horizontal 
averaging probe, and the use of a manual rather than automatic vertical 
traversing system, may invite some criticism. A horizontally averaging 
probe, which consisted of resistance wire strung back and forth across 
a circular support ring, was constructed and tested. However, any 
change in tension of the wire due to creep or knocking the probe, 
altered the calibration to an unacceptable degree. If the interface 
is not quite horizontal a horizontally averaging probe will not show 
the discontinuity of vertical temperature gradient at the interface. 
This has been discussed in Chapt. 2.2.3, with reference to the experi-
ments of Deardoff et al. (1969) . For these reasons, the single probe, 
which gave a one- dimensional vertical temperature profile, was used. 
It was positioned off-centre and away from the walls to reduce the 
chance of measuring container geometry and side wall h~at loss effects . 
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When the probe was raised or lowered manually it was found 
that fluid was drawn along with the movi_ng probe. When the probe 
came to rest in a region of significant density gradients, a brief 
damped buoyancy oscillation was produced. It was apparent that a 
continually moving probe would yield erroneous temperature readings 
due to this displacement of fluid. The method of sampling temperature 
adopted for these experiments, was to move the probe in discrete steps 
to whole number centimetre heights above the lower boundary. Temper-
ature readings were then taken with the probe stationary. Ari 
advantage of this measurement system was that the temperature versus 
time data could be plotted directly as contours of constant height. 
Preliminary measurements showed that no major vertical temper-
ature gradients existed in the mixed layer, except close to the lower 
boundary. Temperature changes in the upper reaches of the diffusion 
region were also found to be small with respect to both height and time. 
A single representative mixed layer temperature T 
m 
could be measured 
anywhere within the mixed layer and only infrequent measurements of the 
temperature at the top of the diffusion region were necessary. The 
interfacial density gradient region, where the rates of change of 
temperature with height and time were greatest, was clearly the region 
of most interest. 
out in this area . 
More frequent sampling of temperature was carried 
Two additional fixed copper- constantan thermocouples were mounted 
in one of the tank walls at z = 8 and 41 cm. These probes which 
protruded 8 cm into the fluid column pr ovided a check on the vertical 
probe measurements. For most of the interfacial entrainment period, 
these represented the temperatures T and T m a respectively. 
In the unsteady heat flux experiments, copper- constantan thermo-
couples were used to measure the lower boundary plate temperature 
(from the underside) and the circulation chamber water temperature 
A partial immersion thermometer (graduated to 0.1°C) was also mounted 
in the circulation chamber to give direct temperature measurement. 
The direct reading thermocouples in the experimental tank and 
heating apparatus were linked via a switch box to a thermocouple 
amplifier. Amplified output was read off digital voltmeters . Figur e 
6.7 shows the experimental apparatus (for an unsteady heat flux experi-
ment) with temperature measuring instrumentation in position. The 
mixed layer has been dyed and the front insulation removed to allow the 
stratified fluid column to be seen. The rotameter to the immediate 
COIi 
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View of experimental apparatus during an early unsteady heat 
flux experiment. Front insulation has been removed to show fluid column 
with dyed mixed layer . 
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right of the experimental tank was part of the fluid withdrawal 
system for the mixed layer. 
quantitative experimental runs. 
This system was not used in any of the 
The choice of thermocouples over thermistors was made early in 
the experimental program. The slow response time of the thermistors 
and their non-linear output were seen as major disadvantages. Recent 
technological advances in electronics have produced linearizing inter-
grated circuits which eliminate the latter problem. However, these 
became available too late in the experimental program to warrant any 
changes. Readymade copper-constantan thermocouples were available 
in the laboratory at the commencement of the project. These were 
later replaced by chromel- alumel thermocouples which had better 
linearity. 
Problems were encountered in keeping the ice-bath reference 
junction at 0°C and in switching low e.m.f. signals. The temperature 
measurements were therefore only accurate to about 0.1°C. However, 
the temperature fluctuations within the fluid column were often as 
large as 1 or 2°C {Chapt . 6.3 . 2). These will have a greater effect 
on the accuracy of the mean fluid temperatures. 
6.3 EXPERIMENTAL PROCEDURES 
In this section, an explanation of the method of establishing a 
two-layered temperature stratification is given. A series of 
continuous temperature measurements taken at fixed heights within the 
fluid column are then presented. As well as illustrating the methods 
of heat transfer in a penetrative convection experiment, these measure-
ments also illustrate the problems involved in measuring the fluid 
column temperature profile, when large temperature fluctuations are 
occur ring. Finally, the behaviour of a penetrative convection 
experiment, as revealed by flow visualization techniques, is discussed . 
6.3.1 Establishment of Temperature Stratification 
The initial conditions for the I.C.P.M. {Eqn . 3.1.3) are 
T{z) = T d < z < h aO go T 
T{z) = T 0 < z < d mo go 
where TaO > T mo 
To establish this two- layered temperature stratification in the 
experimental tank, the tank was first filled with water at temperature 
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T , to a height of hT - d (the upper layer thickness). In all 
a0 g0 
the experiments, hT ~ 55 cm but a range of lower layer thicknesses 
(dgO) was used. Colder water at temperature TmO was then slowly 
discharged into the tank, through the gap at the base of the reservoir 
wall. Initially a density current nose formed, which moved across 
the lower boundary. The inlet flow was kept small at this stage to 
prevent the density current from climbing the far wall. Otherwise 
the nose, after rising up the wall 3 or 4 cm, would ' spread horizon-
tally across the tank trapping a layer of warmer fluid. In the 
preliminary experiments, when the incoming cold water was dyed with 
potassium permangenate, the behaviour of the initial density current 
provided much visual interest. When the inlet flow was kept low, 
the nose of the density current did not rise in this manner. Instead, . 
the cold layer thickened as a whole . Once the cold layer was mor e 
than 5 cm deep, the inlet f low could be increased. The inter-layer 
density difference and the inlet losses prevented any large scale 
mixing between t he two layers . When the fluid column reached height 
hT, the cold layer thickness was the required thickness d 
go 
Due to molecular diffusion and filling current shear stresses, 
the tempe r atur e pr of ile at the end of the filling process was not 
ideally two-layered. A relatively thick density gradient region 
(of order 10 cm) typically occurred between the layers . It may have 
been possible to sharpen these density gradients by mechanical grid 
stirring in both layers and therefore more closely approximate the 
initial two- layered conditions. However, in these Peclet number 
experiments, molecular diffusion will still continue to thicken the 
density gradient region during the interfacial entrainment period. 
In the theoretical model, the initial density gradient region 
has been allowed for (Chapter 3) . To relate the experimental results 
to the theoretical model, a virtual initial time t = 0 can be 
calculated . This is obtained by comparing the experimental temper-
ature profile at t ~ t with the solution of the molecular di f fusion 
s 
equation (Eqn. 3 . 4.7) . 
6.3 . 2 Continuous Temperature Measurements At Fixed Heights 
In a preliminary series of entrainment experiments, continuous 
temperature measurements were made at fixed heights in the fluid 
column, and recorded on an X- Y plotter. These measurements illustrated 
the types of temperature fluctuations occurring in a penetrative 
convect ion system . The passage of convecting thermal · elements past the 
measurement point was found to be the major cause of temperature 
fluctuations. 
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In determining the vertical temperature profile for the I.C.P.M., 
it is important to differentiate between the fluid temperature during 
a quiescent period (temporary absence of thermal elements) and the 
mean fluid temperature over a short period of time (including thermal 
element activity ) . The former temperature represents the density 
distribution which affects the motion of the thermal elements and is 
therefore more relevant to the penetrative convection system. 
The temperature fluctuations occurring over the fluid column 
height may be considered in terms of four major regions of interest. 
These regions, in order of increasing height, are: 
(i) buoyancy production region 0 < z < z 
. b 
(ii) uniform temperature region of the mixed layer 
z < z < d 
b m 
(iii) interfacial intermittency region 
dm < z < dm + 2 int 
(iv) molecular diffusion region 
z > dm + 2 int 
Representative measurements from each of these regions are shown in 
Fig. 6. 8. The combined frequency responses of the thermocouple probe 
and the X-Y plotter probably led to some filtering of the high frequency 
fluctuations. However, this has made the intermittent nature of the 
fluctuations more obvious . 
Similar temperature records have been presented by Deardoff, 
Willis and Lilly (1969) and Willis and Deardoff (1974) . The 
relatively short interfacial entrainment period (tT - ts) for Deardoff 
et al's. experiments (c.f . Figures 2.4 and 4.8) meant that the mean 
variation of temperature was also significant. A probe initially in 
the stable molecular diffusion region ((i) above) was rapidly 
engulfed by the rising interface and thereafter remained in the mixed 
layer ((iii ) ). 
significant. 
The mean temperature variations in Fig. 6.8 are not 
The data shown in Fig. 6;8 was measured during an unsteady heat 
flux experiment. Data for each height was measured at different 
times and hence slightly different values of Q . 
p 
It is not possible 
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within the fluid column. As measurements were not taken simultaneously, 
the occurrence of the individual events at different heights are not 
directly related. 
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(i) Buoyancy production region 
The temperature fluctuations in the buoyancy production region 
may be interpreted in terms of Howard's (1964) convection theory 
(Appendix A. 5). For large Rayleigh number and medium and large 
Prandtl numbers, Howard considered the convection process as the 
periodic build-up of a molecular diffusion boundary layer, and its 
subsequent break-up due to buoyancy instability. Following Howard 
(1964), the temperature measured by the probe at height z prior to 
the layer break- up is given by Eqn. A.5.1. 
T = T + 6.T (1 - erf 
z 
(6.3.1) 
m p 2v'Kt 
where t is the time elapsed since the last boundary layer break- up . 
When the boundary layer breaks up, two possibilities exist. The 
probe may be in the descending portion of the overturning break- up 
motions, in which case it would measure fluid temperatures rapidly 
decreasing to T 
m 
If the probe was in an ascending portion of the 
boundary layer overturning motions, it will measure a momentarily 
increasing temperature as warmer fluid from below passes the probe. 
An approximate measure of the maximum temperature recorded in this 
lqtter case is the mean temperature o f the fluid below the probe at 
break- up, time t* . Integrating Eqn. 6.3.l from Oto z yields 
T (< z) + 6.Tp [<1 - erf 
z 
= T m 2✓Kt* 
2 2/Kt* 
)) ] + (1 - exp ( - z (6 .3.2 ) 4Kt* /rr 
These two equations (Eqns . 6.3.1 and 6 .3.2 ) may be used to 
show schematically, the variation of temperature with time at a fixed 
height in the buoyancy production region. The temperature data in 
Fig. 6.8a was measured with the probe as close as possible to the lower 
boundary. Because of the finite dimensions of the thermocouple 
junction, the mean measurement height was approximately z = 0.2 cm. 
If the boundary layer is as~umed to remain static for 16 seconds (c .f. 
Fig. 6.8a), then the temperature measured by the probe for O < t < 16 
is T(z) given by Eqn . 6 . 3.1. Figure 6.9 shows the temporal variation 
of T(z) for z = 0.2 cm and K = 1.43 x 10- 3 plotted in the non-
dimensional form (T - T )/6.T . 
m P 
from Eqn. 6.3.2, is also shown. 
The variation of T(<z) with time, 
When the boundary layer breaks up at 
t = 16 . seconds, the temperature either drops rapidly to T (descending 
m 
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This is shown schematically in Fig. 6.9. If the convection period of 
boundary layer build-up and break-up is about 28 seconds (c . f . Fig. 
6.8a) then after t = 28, the process will be repeated. 
A comparison of Figs. 6.8a and 6,9 suggests that three convection 
periods occurred during the measurement of the experimental temperature 
data in the buoyancy production region. The probe was in an ascending 
region for the first and third periods but in a descending region for 
the second. 
(ii) Mixed layer 
The continuous temperature reading from the mixed layer (Fig . 
6.8b) shows the passage of discrete thermal elements past the probe. 
Following Howard (1964), it is assumed that these elements originate 
from the buoyancy production region and are rising vertically through 
the mixed layer. This was checked using a special probe which 
consisted of two thermocouples strung horizontally across the tank so 
that 'their hot junctions were set one above the other and 2 cm apart. 
Any thermal elements passing both junctions produced two "blips" 
separated in a temporal sense. The spacing was always positive 
confirming an upward motion and quantitatively suggested vertical 
velocities of about 1.5 cm/sec. 
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Because of the difference in refractive index between the 
thermal elements and the surrounding fluid (caused by temperature 
differences), the rising elements were sometimes visible to the naked 
eye. It appeared from these observations that the thermal elements 
were in the form of discrete thermals rather than continuous plumes. 
However, additional heat transfer within the mixed layer may have 
occurred due to overall plume- like circulations. The presence of 
thermals agrees with Sparrow, Husar and Goldstein's (1970) observations. 
The period of passage of the thermals, recorded with the probe 
in the mixed layer, was quite regular. No quantitative comparison 
between thermal period and heat flux was attempted because 
unsteady. 
(iii) Intermittency region 
was 
The continuous temperature measurements in the intermittency 
region just above the interface (Fig . 6.8c), illustrate the behaviour 
of the interfacial domes. These domes are the result of thermal 
elements rising through the mixed layer and over-shooting into the 
stable temperature gradient. When visualized by dyeing the mixed 
layer (Chapt. 6.3.3), the domes were seen to penetrate through the 
interface before coming to rest. The penetration distance was 
dependent on the strength of the interfacial temperature gradient. 
Unless Ri was very small, the interfacial domes would then retreat 
back into the mixed layer. The dome surfaces were smooth suggesting 
that there was no significant turbulent transfer across the dome 
boundaries. 
Figure 6.8c shows the temperature fluctuation due to a penetrat-
ing dome for a medium Richardson number interface. Initially there 
is a net cooling effect as fluid above the interface is being lifted 
by an approaching interfacial dome. This is shown schematically in 
Fig. 6.10. Level (c) is the position of the probe. When the dome 
reaches the height of the probe (profile Bin Fig. 6.10b), the 
temperature drops towards T With the eventual retreat of the 
m 
dome, the temperature increases again . The rising and falling of 
the interfacial dome sets up a damped oscillation in the fluid in the 
stable gradient region. 
temperature oscillation . 
This shows up in Fig. 6,8c as a damped 
The time period of the oscillations will 
be dependent on the strength of the interfacial temperature gradient . 
At level (c) in Fig. 6.10a, the temperatures will fluctuate from a 
maximum at point C, due to the minimum depression of tpe oscillating 
z 
Maximum lif t ing of 





- - - - - Interface 
Temperature 
(a) Variation of the vertical temperature profile 
due to the penetration of interfacial domes. 
(b) Instantaneous shape of small section of 
interface during penetration of dome . 
Fig. 6.10. Sketches showing the temperature fluctuations within the 
diffusion region caused by penetrat ing interfacial domes. 
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fluid, to a minimum value of approximately 
reaching level(c). 
(iv) Molecular diffusion region . 
T , due to the dome 
m 
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At level (d) in the molecular diffusion region well above the 
interface, the oscillation of the fluid is less pr~nounced and more 
regular. The regular, almost sinusoidal temperature fluctuations 
from this region are shown in Fig. 6.8d. 
will be related to the buoyancy frequency 
The oscillation frequency 
dT 1 
N = (ag ~ ) 2 • However, 
oz . 
it will also be dependent to some extent on the forcing frequency, the 
frequency of thermal generation. 
The internal wave action occurring above the interface has 
previously been reported by Townsend (1964) and Deardoff, Willis and 
Lilly ( 1969) . 
fluctuation 
As is apparent from Fig. 6.10a, the r.m.s. temperature 
crT will have a maximum value slightly above the inter-
face near the average penetration height of the interfacial domes. 




scale T = Q / V (Eqn. 4. 2. 4) . This was the case in Deardoff' s 
s p s 
(1974a,b) numerical model (Chapt. 2.2.2). Mixed layer values of crT 
scaled well with the convection scale, but above the interface, crT 
increased as the temperature gradient increased. When there was no 
significant interfacial temperature gradient (time 10.4 hours in 
Deardoff (1974b)), crT was negligible. Similarly, Deardoff et al. 
(1969) found that as the i nterface height increased, the maximum 
value of crT in the diffusion region also increased. This occurred 
even though Qp was decreasing markedly. However, with increasing 
d 
m 
in Deardoff et al's.experiments, the interfacial temperatur e 
difference and temperature gradient were increasing. 
The continuous temperature measurements from fixed levels in 
the fluid column illustrate that instantaneous temperature readings 
or short period means will not yield the vertical temperature profile, 
assumed in the theoretical I.C.P.M. This is especially so at the 
interface, where a mean of the temperature fluctuations will not 
reveal the assumed discontinuity in temperature gradient. Ideally, 
the theoretical I.C.P.M. profile is obtained by measuring th~ temper -
ature during a temporary quiescent period. Hence, rapidly fluctuating 
data were not used to evaluate T(z,t) for the I.C.P.M . 
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The procedure used in the entrainment experiments to measure 
the fluid temperature was as follows. After the probe was moved to 
the required height there was a brief delay whilst the disturbed fluid 
motions decayed and the probe and surrounding fluid came to an equili-
brium temperature. If the reading remained momentarily steady it was 
recorded. If the reading was rapidly fluctuating, the maximum and 
minimum values were recorded but the probe was left at that level 
until a quiescent reading could be taken. The average time to take 
a reading at any height was about 30 seconds. 
6.3.3 Flow Visualization 
To further investigate the behaviour of the convection and 
entrainment processes occurring in the experimental I.C.P.M., different 
regions of the fluid column were dyed to visualize the fluid motions. 
Dyeing the mixed layer (0 < z < d) allowed the observation of 
m 
the interfacial domes of mixed layer fluid as they penetrated the 
interface. Figure 6 .11 shows the appearance of a relatively low Ri 
interface when the mixed layer was dyed. The interfacial domes in 
this case were quite large and penetrated large distances . At higher 
Richardson numbers, the domes were more regularly spaced, appearing as 
rising and falling hemispheres. 
Dyeing the diffusion region (z > d) visualizes the transfer of 
m 
diffusion region fluid into the mixed layer. Observation of the 
action of the mixed layer turbulence on the interfacial fluid showed 
no obvious cusp formation as described elsewhere (Townsend 1964, 
Deardoff et al, 1969, Stull 1973). Very diffuse wisps occurred but 
these had no regular pattern. The theory of Linden (1973) suggests 
that the impact and rebound of a thermal element on the underside of 
the stable temperature gradient causes a downwards spout of diffusion 
region fluid. This spout would occur along the central impact axis. 
No such behaviour was observed. It is suggested that low frequency 
of oscillation of the interfacial fluid due to the buoyancy fluid, 
would preclude the formation of a rebound spout. The dome- wisp 
behaviour assumed by Stull (1973) seems a more likely description of 
the interfacial entrainm~nt behaviour. 
A third dyeing technique was developed by the writer to visualize 
the initial convection boundary layer break- up. A small amount of 
denser (colder) dyed fluid was discharged through the filling gap at 
the base of the side wall. This formed a thin dyed layer at the lower 
boundary of the fluid column. The thickness of the dyed layer was of 
Fig. 6.11. Side view of fluid column with mixed layer dyed. The 
Richardson number in this case was low so that there is large scale 
interfacial penetration. 
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the same order as the buoyancy production layer which was soon to be 
created. Before the commencement of heating, the temperature of the 
dyed layer was allowed to adjust by molecular diffusion to the 
temperature of the fluid above. Viewed from above, the dyed layer 
appeared diffuse and evenly spread over the lower boundary area. This 
condition persisted for a short while after heating commenced. However, 
once the buoyant boundary layer reached ,its critical break-up condition, 
the dyed fluid was seen to form into long irregular rolls. These then 
rapidly broke up into single clumps of dye (Fig. 6.12). The clumps 
of dye then rose upwards. Because of the lag in increasing the lower 
boundary temperature TH, the heat flux involved was quite small and 
the fluid motions were slow. The first burst of thermal elements 
rose only 2 to 3 centimetres above the heated boundary. 
Figure 6.12 shows the dyed buoyancy production layer viewed 
from above. Initially the heating was uneven so two- dimensional rolls, 
single dye clumps and rising thermals are all visible. As the 
· distance between the walls is 30 cm, the inter-thermal spacings are 
about 1 - 1.5 cm. 
The second wave of thermals could not be seen clearly as the 
new boundary layer was made up of un- dyed fluid. However, after 
several thermal generation periods an evenly dyed mixed layer was 
formed. 
Sparrow, Goldstein and Husar (1970) used an electrochemical 
dyeing technique to visualize thermal generation above a heated 
boundary. The technique involves the use of sodium hydroxide and a 
pH. - indicator, Thyrnol-blue. The fluid is made slighly basic so 
that the indicator is yellow. If electricity is passed through a 
copper electrode anywhere in the fluid, H+ ions are liberated. As 
the fluid at the electrode is now slightly acidic, it turns blue. 
The motions of the blue fluid can then be observed. An attempt to 
use this technique during the steady heat flux experimental program 
had to be abandoned when it became apparent that the basic fluid was 
attacking the aluminium heating plate. 
6.4 RESULTS OF THE UNSTEADY HEAT FLUX EXPERIMENTS 
Thes~ unsteady heat flux entrainment experiments formed the 
first part of the experimental program. In the steady heat flux 
entrainment experiments, which were performed later, there were fewer 
unsteady factors. They therefore illustrate the behaviour of the 
(a) Initial boundary layer motions in the form of two- dimensional 
ro lls which eventu a lly break up into thermal e l eme nts. 
(b ) Seconds later s howing rising t h ermal s. 
Fig. 6 . 1 2. Vi ew from above of dyed buoyancy production region as 
convective motions begin . 
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I.C.P.M. more clearly. It is suggested that the reader initially skip 
this section and proceed to the discussion of the steady heat flux 
results (Chapt. 6.5). 
6.4.1 Lower Boundary Heat Flux Calibration 
A series of non-stratified, single layer convection experiments 
were performed to calibrate the lower boundary heat flux for given 
values of 6TH and dm (Table 6 . 1). 
single convecting layer of thickness 
From the heat budget for a 
d (Eqn . 3. 5. 3) 
m 
The values of d 
m 
and the heat loss factors (B , BT, W and 
are fixed for individual runs. The heating chamber temper atur e 
was also held constant. From the experimental measurements of 
Tm(t) , the buoyancy heat flux Qp could be calculated . 
To keep the convection experiments as steady as possible, the 
full experimental tank depth was utilized. 
layer depths used was 
The range of convection 
53 . 1 < d < 54 . 6 cm 
m 
The major variable affecting Qp was therefore the temperature 
difference between the mixed layer fluid and the lower boundary, 6T 
p 
A sketch of the lower boundary temperature distribution in the ~nsteady 
heat flux experiments is given in Fig. 6.1. In the single - layer 
convection experiments, d = h so there was no d i ffusion region . 
m T 
Because TH was maintained at an approximately constant value, 
it is simpler to present Qp in terms of 6TH. Figure 6.13 shows 
the experimental data from five convection runs in the form versus 
6TH Because the convection layer depths were approximately the same, 
the data should lie on a single curve. 
As discussed in Appendix A, plotting steady state thermal 
convection data in the form Nu Ra versus Ra reveals the occurrence 
of heat flux transitions. When the convection layer depth is constant, 
this form corresponds to a plot of versus 6T where, for steady 
state parallel plate convection, = 2/::::.T. 
p 
If the Rayleigh number 
is slowly varying (increasing or decreasing), hysteresis effects may 
occur in the region of the heat flux transition (Krishnamurti 1970a,b) . 
Because the convection experiments described in this section were highly 
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unsteady heat flux experiments as a function of the temperature 
difference between the mixed layer and the circulated heating water 
0 
+ 
-§:> 0.06 6 ..- + 0 0 + a:: • + + 
' X 0 0 + :, x+ + 0 6~ z + 0 + •• xx + II X 0 er ·~ x0 0 6 u X X X 
0.05 X X 
X + CU1 
X cu 2 
X 
• XX 0 cu 3 
0 • cu L. 
6 cu 5 
0.04 





Fig. 6.14. Heat transfer coefficient c from the unsteady heat flux 
q 
convection experiments as a function of the lower plate - fluid 
temperature difference 
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TABLE 6.1 UNSTEADY HEAT FLUX CONVECTION EXPERIMENTS 
-
Experiment 
d TH m 
(cm) ( oc) 
CUl 54.0 40.1 
CU2 53.9 40.0 
CU3 54.6 40.0 
CU4 54.5 32.4 
CU5 53.1 41.3 
Hence, t he plot of versus (Fig . 6 . 13) does not show 
any obvious heat flux transitions. 
To be able to apply the convection calibration results (Fig. 
6.13) to the entr ainment exper iments, the var iat ion of with mixed 
layer thickness d must be discussed. Whilst the convection layer 
m 
thickness was kept at approximately 54 cm in the calibration experi-
ments, the mixed layer thickness in the entrainment experiments varied 
continuously from zero to hT During the initial stages of each 
entrainment experiment, the inter face rose rapidly. Hence,the time 
during which d 
m 
was less than about 6 cm was negligible. The 
accuracy of the heat flux calibrations for these small values of 




The variation of versus d for constant IJ.T and constant 
m 1 p 
fluid properties is represented by a plot of c = Nu/Ra3 versus log Ra 
q 
(Appendix A) . At large Rayleigh numbers, the heat transfer coeffici ent 
c tends toward a constant c 
q q 
asymptote (Fig. A.8) . This implies 
the heat flux becomes independent of the convection layer depth . 
the Rayleigh number f or t he convection calibration experiments is 
defined by 
If 
Ra = ag ( 2 6 T . ) ( 2 d ) 3 
VK p m 
(6 . 4 . 1) 
and the fluid properties are evaluated at T = T , the experimental 
m 
r ange of Ra represented by the data in Fig. 6 . 13 is 
l 0 
5 X 10 < Ra 
l l 
< 5 X 10 
From Fig. ~ . 8, the -variation of 
range ,is small. 
c with Rayleigh numl::ler over this 
q 
148 
For the range of depths in the entrainment experiments 
(d > 6 cm), the Rayleigh numbers were generally greater than 5 x 108 . 
m 
The lowest Rayleigh numbers occurred during the initial stages of the 
entrainment experiments when d was low (and 6T high). From 
m P 
Fig. A.8, the heat fluxes during these initial stages may have been up 
to 10% higher than would be predicted by the convection calibration 
da~a (Fig . 6.13). However, it was decided to use Qp versus 6TH 
data (Fig. 6.13) to calibrate all the unsteady heat flux entrainment 
experiments. The entrainment experiments were highly unsteady during 
their initial stages as the tQree quantities d , T 
m m 
and were 
varying rapidly. Even if the heat fluxes could have been calibrated 
more accurately for these initial stages, other errors will occur 
because of the rapidly changing quantities. 
For the purposes of the numerical model, an empirical formulae 
which fitted the data in Fig. 6.13 was required. The experimental 
range of 6TH was typically 3 - 14°C for the major part of each 
entrainment experiment. For this range, a linear relationship was 
found to give a good fit. The empirical relationship used in the 
numerical analyses was 
-3 
Qp = (7.98 6TH - 8.30) X 10 (6 .4.2 ) 






for the experimental data shown in Fig. 6.13 could be 
The corresponding Nusselt number Nu was defined as 
Nu= (6 .4.3 ) 
and all fluid properties were evaluated at T = T The definitions 
m 
of Nu and Ra (Eqns . 6.4.3 and 6 .4 .1) are consistent with the 
definitions used to evaluate C and Ra q 
from parallel-plate 
experiments (Appendix A, Fig. A.8). 
The experimental values of c from the unsteady heat flux 
q 
convection calibration runs are shown in Fig. 6.14 plotted against 
6T The parameter 6T rather than Ra was chosen to illustrate 
p p 
the time sequence of the data points . (6T decreasing with time). In 
p 
some cases, the variations of the fluid properties with temperature 
were sufficient for Ra to initially · increase slightly with time. 
The C data in Fig. 6.14 show a great deal of scatter. As 
q 
each convection run commenced with a minimum value of T and fixed m 
d and TH I 6T decreases with time. Initially, the lower boundary m p 
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heat flux was high and the convection experiment was highly unsteady. 
Hence, the high 6T values are less accurate. 
p 
Because of a possible 
thermal convection lag between the cause (l'iT ) 
p 
and the effect (dT /dt) , 
m 
these values of c 
q 
are likely to be overestimated. Inaccuracies are 
also likely f or low Vqlues of 6T 
p 
In this case, mixed layer 
temperatures are high and the heat losses are important. Because 
Qp is small any errors in calculating the heat losses will greatly 
affect the value of C 
q 
Errors in calculating dT /dt 
m 
will also 
have a greater effect. 
is also underestimated. 
If the heat losses are underestimated, C 
q 
Only the values of c for the medium ran<;1e of 6T 
q p 
in Fig. 
6.12 can be viewed with confidence. 
0 . 050 < C < 0.058 
q 
Over this range 
Over the experimental range of Rayleigh numbers, this range of 
C 
q 
compares well with other convection data reported in the literature 
(Fig . A.8). Values of C 
q 
from 
in Fig. A.8 to show the comparison . 
CU3 and CU4 have been plotted 
Figures 6.13 and 6.14 were plotted in terms of 6TH and 6T p 
respectively. A sketch showing the relationship between the two 
temperature differences is given in Fig. 6.la. 
of these terms was 
0.62 < 6T /6T < 0. 72 
p H 
Typically, the ratio 
although as 6T8 + 0, the ratio became mu~h larger. 
6.4.2 Entrainment Experiments 
The experimental data from a typical unsteady heat flux run 
(EU4) are shown in Fig. 6.15. Temperature (°C) versus time (minutes) 
data for integer (centimetre) heights above the heated boundary are 
plotted in Fig. 6.15a . This corresponds with the method of data 
collection. Only temperature data measured with the vertically 




obtained from the side- mounted probes (at ' z = 8 and 41 cm) 
were, however, us ed to define the mixed layer and maximum temperature 
curves (Fig. 6.la). The height contour curves represent the best fit 
by eye through the available data. Also shown in Fig . 6.15a is the 
corresponding variation in the interface height d obtained from 
m 
the temperature - time plot. Values of 6T8 and the corresponding 































(a) Temperature versus time graph. Contour labels give height in 
centimetres. 
plotted. 
Interface height d 
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(b) Lower boundary buoyancy heat flux Qp as a function of time. 
Fig. 6.15. Entrainment data from unsteady heat flux experiment EU4. 
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In preliminary tests it was found that, if the heat flux became 
too small, the convective motions within the mixed layer became too 
weak to maintain turbulent motions up to d 
m 
With the thermal 
elements failing to reach the interface, molecular diffusion became 
important and smoothing of the interfacial temperature profile occurred. 
For significant interfacial temperature gradients, this breaking down 
of penetrative convection at the interface occurred when 6TH < 2. 5°C. 
To confine the experimental investigation to the fully turbulent mixed 
layer case, TH was increased to a higher value whenever 6TH 
approached 2.5°C. The times when TH was adjusted, by altering the 
temperature controller setting, are indicated in Fig. 6.15a,b (vertical 
dashed lines) . 
For the unsteady heat flux 'entrainment experiment EU4 (Fig. 
6.15), the maximum and minimum temperatures at t = 40 minutes were 
T = 41.5 oc and T = 20.5°C. The height of maximum temperature a m 
gradient d was approximately 12.2 cm . The origin of the time g 
scale in Fig. 6.15 has been set so that the maximum temperature gradient 
at t = 40 minutes corresponds with the value predicted from molecular 
diffusion theory (Eqn. 3.4.7). At t = 52.5 minutes the circulation 
s 
pump for th~ heating water was switched on and heating commenced. 
Generally, the water in the heating reservoir (Figs. 6.2 and 6.6) was 
preheated above the prescribed value of TH This reduced the time 
lag between the switching on of the circulation pump and the heating 
chamber temperature reaching TH 
As in the numerical analysis of an unsteady heat flux entrainment 
experiment discussed earlier (Chapt. 4.5), the temporal variation of 
the temperature data from experiment EU4 is highly irregular because 
of the variation of Q . 
p 
Immediately after the commencement of 
heating, and after TH had been increased at 66½ and 110 minutes, 
the mixed layer temperature increased rapidly. At the same times, 
the intermittency region temperatures were rapidly decreasing. 
as Qp decreased, the rates of change of temperature decreased. 
mixed layer thickness 
maximum, although V em 
d also increased more rapidly when 
m 
is also dependent on the magnitude of the 





Vertical temperature profiles for EU4 are plotted in Fig . 6.16. 
Just as the curves of T v t and d v t are irregular due to 
m m 
variations in TH, so too is the minimum temperature envelope dm V T • 
m 
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Fig. 6 .16. Vertical temperature profiles from entrainment e_:xperiment 
EU4. Profile labels give time in minutes. Locus of mixed layer 
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Fig. 6.17 . (a) Rate of change of temperature profile from entrainment 
experiment EU4 at t = 90 minutes, and (b) the buoyancy heat flux 
profile derived from it. 
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EU4 at t = 90 mins., and the vertical profile of ~!, from which it 
was derived. The procedure for obtaining vertical heat flux profiles 
from experimental data is outlined in Chapt. 6.5.2. The heat flux in 
the diffusion region due to molecular diffusion alone (- K dT ) is also 
dZ 
shown (Fig. 6.17b). 
For this particular example, EU4 at 
facial and lower boundary heat fluxes were 
t = 90 mins . , the inter-
- 3 
Q = - 6 X 10 cm °C/sec 
e 
and Q = 0.043 cm °C/sec . 
p 
The entrainment ratio k (Eqn. 4.2.6) was 
e 
therefore 0.14. 
It is possible at this stage to use the experi mental values of 
dm, QP and (c)T/c)z)i to evaluate the empirical I . C . P . M. equations for 
E and k (Eqns. 4.4.2 and 4.3.4). At t = 90 minutes in experiment 
e 
EU4, d = 13.8 cm and (c)T/c)z). = 1 . 85 °C/cm. 
m 1 
properties given in Table 4.1, the values of 
are obtained. From Eqn. 4.4.2 when A. = 0 
1 
resulting value of k from Eqn. 4.3.4 is 
e 
k = ERi= 0 . 13 
e 
Using the fluid 
Ri = 16 . 1 and Pe = 
- 3 
E = 8.3 X 10 . 
250 
The 
The experimental value of k 
e 
and the value predi cted by the empir ical 
I.C . P.M . formulae are in good agreement for this p articular e x ample 
(EU4 at t = 90 minutes). However, it will be shown later (Chapter 7) 
that when the rate of rise of the interface is large (d << d 
m g0 
or 
the empirical I.C.P.M. formulae (e.g. Eqn . 4 . 4.2) do not d >> d 
m go 
predict the experimental results so successfully. 
A final graph of the experimental results of EU4 shows the mixed 
layer thickness d 
m 
as a function of 6T. plotted on a log-log 
1 
plot (Fig. 6 . 18). It follows from Eqn. 5 . 5.2, that the slope of 
the da ta is appr oximately equal to - k /(1 + k) . 
m e 
For times whe n 
the inter facial temperature gradients were significant and TH was 
constant, the data curve is approximately linear . For 80 < t < 110 
mins., the slope of the data is about - 0 . 34 whilst for 1 20 < t < 150 
mins. the slope is approximately - 0.23. This apparent constancy of 
slope (and hence constancy of 
Wood (1974) and Jenkins (1974). 
k ) has been reported by De nton a nd 
m 
As discussed in Chapter 5, it is 
caused by the specific lower boundary heat flux conditions (constant 
T) and is not a general result . 
H 
At t = 90 mins., in EU4, the rate of rise of the interfa ce 
V 
em 
- 3 = 2 . 1 x 10 cm/sec. 
Q = 0.043 cm °C/sec., d p m 
B = 1.08, equations 5.1.2 
Other major quantities were 
= 13.8 cm and dh = 16.2 cm. 
and 5.3.6 yield 
6T. = 7 . 4 °C , 
1 
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Fig. 6.18. Logarithm of the interface height d versus the logarithm 
m 
of the interfacial temperature difference 6T. from entrainment 
1 
experiment EU4. Data point labels give time in minutes. 
k = 0.39, 
m 
kh = 0.34 




1 + k 
e 
= - 0.34 
which is consistent with the slope of the log 
curve (Fig. 6.18). 





A numerical analysis of EU4 is discussed in Chapt. 7.4. Further 
unsteady heat flux experimental results have been included in the 
appendices (Appendix I). Because the unsteady heat flux experiments 
were too unsteady to illustrate the penetrative convection process 
clearly, the data have not been analysed f urther. The time axes of 
the data in Appendix I are related t o t h e o rig i n u s ed dur ing each 
experiment and are not related to a virtual I.C.P . M. time origin. 
6.5 RESULTS OF THE STEADY HEAT F~UX EXPERIMENTS 
The steady heat flux experiments proved more useful in gaining 
an understanding of the penetrative convection process . Because the 
external source of turbulent kinetic energy, buoyancy and heat, Q , 
p 
was constant, the temporal behaviour of the system was greatly simplified. 
6.5.1 Lower Boundary Heat Flux Calibration 
In the steady heat flux experiments, the lower boundary heat flux 
was cont r olled by keeping the temperature difference across the glass 
layer 6TG constant (Chapt. 6.2.3). 
through the glass layer '1c; is given by 
The heat flux per unit area 
(6 . 5 . 1) 
where KG is the thermal conductivity per unit thickness of the glass 
layer. For constant 6TG, the glass heat flux was also cons tant . 
Calibrations of the control circuit wer e made to determine the the rmop ile 
output voltages at which the power switched off. 
From the known thermocouple outputs (0.0415 mV/°C), t he t emper-
ature difference across the glass layer 6TG for each control cir cuit 
setting could be calculated. Individual temperature measurements, 
using thermocouples above and below the plate, could also be used t o 
calculate 6TG. However, the thermal properties of glass a s list ed in 
Table D. l are only approximate. 
calculate qG accurately. 
Equation 6 . 5.1 could not be used to 
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It was therefore necessary to calibrate the heating apparatus by 
performi_ng a series of single layer convection experiments. This is 
similar to the method used to calibrate the unsteady heat flux apparatus 
(Chapt. 6.4.1). For a single layer of depth d = h , the lower 
m T 
boundary buoyancy heat flux Qp is given by Eqn. 3.5.3 . 
(6.5.2) 
This is the heat budget for the fluid column and insulation material 
above z = 0. To obtain the glass layer heat flux qG in terms of 
q (where qp pc Q) , allowance must be made for heat storage in 
p p p 
the upper aluminium plate, its insulation and half the glass layer. 
Taking a second heat budget for the region between z = O and mid- height 
of the glass layer yields 
dT 
q = q + S ___E. + W (T - T . ) 
G p p dt p p air 
(6 .5.3 ) 
where S is the total heat storage of the region divided by A. It 
p 
should be noted that as the plan dimensions of the glass layer and the 
fluid column were both 30 cm x 30 cm, area A is the same for both. 
The heat loss factor W accounts for heat losses from the region. 
p 
In the convection experiments, two glass heat flux settings 
(Hl and H2) were calibrated. The higher setting H2, used exclusively 
for the entrainment experiments, was chosen to yield Qp ~ 0.023 cm °C/sec . 
This corresponded to a medium buoyancy heat flux in the earlier unsteady 
heat flux experiments. At higher values of Qp the mixed layer 
temperatures would increase much faster causing the experiments to be too 
unsteady. In the earlier unsteady heat flux experiments, the inter-
facial entrainment process appeared to break down at low heat fluxes 
(Qp < 0. 012 cm °C/sec) . This is discussed in Chapt . 6.4.2 . The value 
of corresponding to the lower setting 
As the convection layer thickness d 
m 
Hl was just above this range. 
is constant and the 
variations in fluid properties with temperature are neglected, thermal 
convection theory (Appendix A) gives 
cc 6.T 
p 
As qG is held constant, Eqns . 6.5.2 and 6.5.3 imply that, apart from 
minor heat loss effects, the rate of increase of the mixed layer temper-
ature is constant. It also follows that the lower boundary heat flux 
and 6.T 
p 








Using Eqns. 6.5.2, 6.5.3 and 6.5.4, qG may be calibrated from 
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measurements of T (t) • The heat storage term S can be calculated 
m P 
from the measured volumes of the materials and their thermal properties 
3 
(Table D.1). The volume of the upper aluminium plate was 2630 cm 
3 
and the volume of half of the glass layer was 97.7 cm Of the 
insulation, only the asbestos- cement boards adjacent to the aluminium 
were included in the S calculation. The value obtained was 
2 p 
S = 1.89 cal/cm °C. The heat loss factor W was calculated from 
p p 
the thermal conductivities of the insulation (Table D.1), and applied 
over the region thickness (2.45 cm). For the calculated value of 
W = 3.8 x 10- 6 cal/sec cm20c , the heat losses typically amounted to 
p 
less than 0.2% of 
Because the ·calculated value of S could not be checked by an 
p 
independent calibration, several convection layer depths were tested f o r 
each of the glass heat flux settings. As d changed, so did dT /dt 
m m 
and hence,the proportion of the glass heat flux being lost to storage 
in the aluminium varied . The contribution of the S term to the 
p 
constant was therefore different in each case. 
During preliminary testing of the equipment, the no fluid case 
(d = 0) was also tested. The top of the aluminium plate (z = 0) was 
m 
insulated and the system heated. Hence,from Eqn. 6.5.3 
dT 
q = S _J?_ + W (T - T . ) 
G p dt p p air 
(6.5.5) 
where the heat loss term W is slightly larger because of heat losses 
p 
across z = 0. The power was then switched off and the system allowed 
to cool . The upper aluminium plate and the lower heating block rapidly 
adjusted to the equilibrium state 
6T = q = 0 
G G 
Hence for the cooling stage 
dT 
0 = S _£ + W (T - T . ) 
p dt p p air 
(6.5.6) 
If equations 6.5.5 and 6.5.6 are evaluated as the block heats and cools 
through the same temperature T , then 
= S [~1 p - dT~ ] 
P dtjheat dt cool 
(6.5.7) 
Equation 6.5.7 can only be used in conjunction with the other 
calibrations of qG using various fluid depths. Evaluating s 
p 
from Eqn. 6.5.6 leads to large errors as both 
losses are small. 
dT /dt 
p 
and the heat 
TABLE 6.2 RESULTS OF THE GLASS HEAT FLUX CALIBRATIONS 
Heat Flux 
Experiment 






( cal x 102) 
( oc) 
sec cm2 
H2 CSl 12.9 9.5 2.65 2.7 
CS2 29.2 1. 2 2.68 3.3 
'-· 
CS3 34.2 7.7 2.63 3.1 
ESl 55.1 20.3 2.61 2.9 
ES4 54.8 17.7 2.63 2.9 
Hl CS4 10.2 2.5 1. 74 2.2 
II 7.9 1.68 2.2 
CS5 20.3 7.0 1. 71 2.3 
II 14.0 1.66 2.0 
CS6 30.2 8.8 1. 73 2.0 
II 10.4 1.70 2.1 
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The glass heat flux calibrations results for the two settings Hl 
and H2 are given in Table 6.2. Additional results obtained from several 
entrainment runs which reached the single-layer convection period (t > t , 
T 
dm = hT), are also given. As discussed above, the rate of change of 
T is almost constant for each value of 
m 





and qG, if the heat losses 
6T given in Table 6.2 
p 
are those for one or two representative times during a convection run. 
The experimental measurements were not sensitive enough to allow an 
accurate and independent evaluation of the heat loss factors. The 
values of for runs at the same heat flux setting were consistent to 
within ±3% in both cases. 
However, it was found that there was some correlation between the 
values of and the temperature differences between the experimental 
apparatus and the outside air (T - T . and T - T . ) . This 
m air p air 
suggested that there were additional heat losses which had not been 
allowed for. These could have been fluid column losses (which would 
also be dependent on d 
m 
or losses from the heating apparatus. Gaps 
between the various sheets of insulation mater ials would have increased 
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the heat losses. To remove some of the scatter in the values of 
(Table 6.2), an empirical heat loss term W (T - T . ) was added 
to equation 6.5.3. The value of W 
ex p air _ 5 




Hence, Eqn . 6 . 5 . 3 is rewritten as 
dT 
qG = q + S _£ + (W + W ) (T - T . ) 
p p dt p ex p air 
(6.5.8) 
When this additional heat loss term was allowed for, the average values 
of for Hl and H2 were 
respectively. 
2 
qG = 0.0173 , 0 .0268 cal/sec cm 
An approximate check on these values was obtained from Eqn . 6.5.1. 
From the control circuit calibration, it was found that the heater 
switched on when the thermopile outputs were 0.292 mV (Hl) and 
0.449 mv (H2) As the output of individual thermocouples was 
0 . 0415 mV/°C, the eight thermocouple thermopile had an output of 
0 . 166 mV/°C . The glass thickness was 0.217 cm a nd the typical thermal 
- 3 
conductivity of soda glass is 2.3 x 10 cal/sec cm °C (Table D.1). 
Hence, 
2 
KG ::: 0 . 0106 cal/sec cm °C . 
From Eqn. 6.5 . 1, the two glass heat fluxes for Hl and H2 are 
respectively. 
qG = 0.0186, 0 . 0287 cal/sec 2 cm 
These values are approximately 8% higher than the 
calibrated values. Alternatively, both sets of results suggest the 
thermal conductivity of the glass layer was actually K = 9.9 x 10-3 
G . 2 
cal/sec.cm °C. 
If heat losses from the fluid are underestimated, the method of 
evaluating qG from the rate of in~rease of the convection layer 
temperature Tm , according to Eqns. 6.5.2 and 6.5.8, underestimates qG . 
However, when the process is reversed to calculate the rate of increase 
of T from q , as in the numerical analyses , the undervalued glass 
m G 
heat flux largely compensates for the underestimated heat losses. 
6.5.2 Entrainment Experiments 
Three entrainment experiments were performed using heat flux 
setting H2 (qG = 0.0268 cal/sec cm2 ). The initial conditions for the 
three experiments are given in Table 6.3. In all three cases the 
height of the fluid column was the maximum value hT ::: 55 cm. To make 
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TABLE 6.3 STEADY HEAT . FLUX ENTRAINMENT EXPERIMENTS 
Experiment Heat Flux dgO Tao TmO 6Ti0 
Setting 
(cm) ( oc) ( oc) ( oc) 
ESl H2 10 40.l 17.7 22.4 
ES2 " 13.9 39.2 20.5 18.7 
ES3 " 23.6 38.4 10.0 28.4 
the best use of the experimental apparatus, the value of l'.ITiO should 
also be as large as possible . Because of thermal expansion problems, 
the perspex container walls could not be heated above 42°C. This set 
an upper limit on Tao. The fluid used for the lower layer can be 
cooled below room temperature provided TmO is well above the maximum 
density temperature for water of about 4°C . Hence , t he max imum value 
of l'.ITiO is also limited. The only other quantity required to define 
the initial conditions was the thickness of the lower layer dgO (Eqn . 
3.1.3). 
It should be noted that the initial conditions prior to the 
commencement of heating are also determined by the time t 
s 
This 
describes the thickness of the density gradient region centred at 
height ago In all the entrainment experiments, the heating 
apparatus was switched on as soon as possible after the filling of the 
tank was completed. 
The chosen value of has a major influence on the temporal 
behaviour of an entrainment experiment. If is too small, the 
interfacial entrainment period is short and the temperature changes are 
too rapid. When is large, the interfacial per iod is much longer. 
However, if dgO is too great, upper boundary effects in the diffusion 
region will be significant. 
In this discussion of the steady heat flux entrainment experiments, 
the results of experiment ES2 will be presented. The lower layer 
thickness dgO = 13.9 cm and initial temperature difference of 
l'.ITiO = 18.7°C, for this experiment, yielded an interfacial entrainment 
period of about three hours. The results of the shorter experiment 
ESl and much longer experiment ES3 will be presented, together with their 
respective numerical analyses, in Chapter 7. The expe.rimental temper-
ature data for ES2 are presented in Fig. 6.19 as a plot of temperature 
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versus time with contours of constant height. Only the temperatures 
measured with the vertical thermocouple probe are plotted . Additional 
values of T and T , measured with the side- mounted probes (at z = 8 
a m · 
and 41 cm), were also used to define the mixed layer and maximum 
temperature curves (Fig. 6.lb). The height contour curves are the 
best fit by eye through the available data. As discussed earlier 
(Chapt . 6.3.2), each temperature reading typically took about 30 seconds. 
This reduced the amount of temperature data that could be obtained 
during an experiment. The limit bars on the data in the intermittency 
region show the maximum or minimum range of temperature fluctuations 
which occurred during a fixed height reading. Also shown in Fig. 6.19, 
is the variation of d 
m 
with time, which was derived from the temper-
ature-time plot. The time scale was set to a virtual origin by 
comparing the temperature profile at t = 70 mins. with the solution for 
the molecular diffusion equation (Eqn. 3.4.7). 
t = 73 mins. 
Heating commenced at 
s 
The temporal behaviour of this steady heat flux experiment was 
similar to the numerical analysis example described earlier (Chapt . 4.5, 
Fig. 4. 8) . The temperature changes at any fixed height within the 
diffusion region were initially due to molecular di ffusion and h~at 
losses. Whether the fluid was cooling or increasing in temperature, 
the rate of change of temperature decreased . For example, at z = 17 cm 
in experiment ES2 (Fig. 6.19) the rate of cooling was decreasing until 
t "' 150 mins. At this time, the interface was only 2 cm below height 
z = 17 cm and the fluid began to be affected by the penetrating inter-
facial domes. The net cooling effect of the interfacial dome motions 
increased as the interface rose. This is shown by the increasing rate 
of cooling at height z = 17 cm for 150 < t < 176 mins . (Fig. 6.19). 
After t = 176 mins., however, the fluid at height z = 17 cm was part 
of the mixed layer and the temperature (T) increased. 
m 
Because the 
thickness of the mixed layer is increasing, the rate of increase of the 
mixed layer temperature T 
m 
slowly decreases . 
Vertical temperature profiles from ES2 also illustrate the temporal 
behaviour of this steady heat flux entrainment experiment (Fig . 6 .20) . 
A comparison between numerical analyses of experiment ES2 and the experi-
mental data is presented in Chapter 7. 
Buoyancy heat flux profiles may be obtained from the experimental 
data in the following manner. From Eqn. 3.4.1 
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Fig. 6.20. Temperature profiles from entrainment experiment ES2. 
Profile labels give time in minutes . Locus of mixed layer thickness 
and temperature is also shown. 
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Integrating with resp~ct to height from z = 0 to z yields 
Q(z) = Q - B p 
dT dz - W Jz Jz at (T - T . )dz air (6 .5.10) 
0 0 
By evaluating this equation at any time t, a vertical profile of the 
buoyancy heat flux Q may be obtained. 
The first term on the right hand side of Eqn. 6.5.10, Q , is 
p 
evaluated from the convection calibration equation (Eqn . 6.5.8). 
Evaluating the second term requires the integration of the vertical 
profile of the partial derivative of temperature with respect to time 
dT/at . By measuring the slope of the constant height contours on a 
temperature versus time graph (e.g. Fig. 6.19), at constant time, 
discrete values of dT/at and the value of 




can be obtained . 
profile. Figure 
6.21a shows a vertical profile of dT/at for ES2 at t = 170 minutes. 
At this time, the interface height was d = 16.6 cm. 
m 
When the inter-
face is not at an integer (centimetre) height, the value of (dT/dz). 
i 
must be obtained by extrapolating the data. 
of error. 
This is an obvious source 
The first integral on the right hand side of Eqn. 6.5.10 is 
evaluated by graphically integrating the area under the dT/at profile 
using Simpson's rule. A similar procedure is required to evaluate 
the second integral on the right hand side of Eqn. 6.5.10, using the 
vertical temperature profile (e .g. Fig. 6.20) . Both integrations are 
simple for 
height. 
0 < z < d as the mixed layer temperature is uniform with 
m 
Equation 6.5.10 evaluated at z = hT should be approximately 
equal to the heat loss through the upper boundary W (T - T . ) • 
T a air 
As 
BT is not accounted for in Eqn. 6 ~5.9, the two heat fluxes are not 
exactly equal. 
Figure 6.21b shows the resulting buoyancy heat flux profile for 
ES2 at t = 170 mins. The buoyancy heat flux curve due to molecular 
diffusion in the diffusion region - K dT) is also plotted. From 
az 
the values of Q = 0. 023 cm °C/sec and Q 
P e 
-3 = - 4 * 10 cm °C/sec at 
t = 170 minutes, the value of k is 0 .17. 
e 
Molecular diffusion 
contributed 77% of the interfacial heat flux 
From the experimental values of d , Qp and (dT/d z ). , the 
m i 
values of E and k 
e 
predicted by the empirical I.C.P.M. equations 
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entrainment experiment ES2. Data point labels give time in minutes . 
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the entrainment experiment ES2, d = 16. 6 cm 
m 
and (dT/dz). = 2.03 °C/cm. 
l. 
Using the fluid properties listed in Table 4.1, Ri = 33.l and Pe= 
- 3 A. = 0, E = 5.3 x 10 . 
l. 
260. It follows from Eqn. 4.4.2 that if 
From Eqn. 4.3.4, the corresponding value of k 
e 
is 0.18. Whilst the 
agreement between the value of k 
e 
from the empirical I.C.P.M. formulae 
and the experimental heat fluxes is good at this particular time (t = 
170 mins. for ES2), the agreement is not always good. It will be 
shown later (Chapter 7) that when the rate of rise of the interface is 
large (d << d or d » d 0), the empirical I.C.P.M. formulae m gO m g 
(e.g. Eqn. 4.4.2) do not predict the experimental results so success-
fully. 
Figure 6.22 shows a plot of log d versus log 6T. from the 
m i 
steady heat flux entrainment experiment ES2. The data point labels 
give the time in minutes. As discussed in Chapt. 5.5, the slope of 
the data curve at any time t is - k /(1 + k) • For the specific m · e _3 
case discussed above (t = 170 minutes), V = 1.5 x 10 cm/sec and 
em 
the interfacial temperature difference 6T = 7 . 0 °C . For S = 1.08 
i 
(Table 4.1) and the experimental lower boundary heat flux Qp = 0.023 
cm °C/sec,, the value of km was 
almost three times the value of 
0.49. Hence, at this time, k 
m 
k = 0.17. 
e 
For these values of 
was 
k ·and k , the slope of the 
e m 
log 6T. plot at t = 170 mins. should 
l. 
be - 0. 42. This appears to be consistent with the slope of the data 
curve in Fig. 6.22. 
As the mean profile height dh at t = 170 mins in ES2 was 
approximately 19.7 cm, it follows from Eqn. 5.3.6 that kh = 0.43 . 
The corresponding plot of log dh versus log 6Ti has not been 
presented as dh is only useful in simplifying the theoretical equations 
and has no real practical value. To evaluate the mean profile height 
dh from experimental data, requires the numerical integration of 
individual temperature profiles. Hence, the derived value of dh is 
less accurate than the corresponding value of d 
m 
The experimental results of the two other steady heat flux 
entrainment experiments ESl and ES3 are discussed in Chapter 7 in 
conjunction with their respective numerical analyses . 
6.6 DISCUSSION OF EXPERIMENTAL ERRORS 
In the experimental investigation the temporal behaviour of the 
I.C.P.M. was measured in terms of the variation of temperature with 
time and height. The accuracy of the vertically traversing thermo-
couple probe and the other thermocouples was an important factor. 
Some difficulty was experienced in maintaining the reference junction 
of the thermocouples at 0°C in the ice bath. However, the absolute 
temperature was only necessary for heat loss calculations. In most 
other applications,the partial derivatives of temperature with respect 
to time or height were required. The variation of T . outside the 
air 
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experimental apparatus with respect to position and time, and uncertain-
ties about the values of the heat loss terms (8 , BT, W, WT), probably 
made greater contributions to the heat loss calculation errors. 
The thermocouple amplifiers and digital voltmeters, which 
measured the thermocouple output, were susceptible to thermal drift. 
The low e.~.f. switching of the thermocouple output was another source 
of error. However, the thermocouple measurement system was continually 
checked against a zero input signal and re- zeroed where necessar y . 
The temperature data could also be affected by inaccurate setting 
of the measurement height. If, for example, the temperature gradient 
was 1 °C/cm, a positional error of 0.1 cm would give a 0 . 1 °C e r ror 
in the temperature measurement. 
However, the temperature fluctuations occurring . within the mixed 
layer and in the intermittency region (Fig . 6 . 7) were often of greater 
magnitude than the accuracy of the temperature measuring equipment. The 
problems of discerning between the undisturbed fluid temperature and the 
temperature due to the presence of a thermal element, were greater 
sources of temperature data error. 
Because of the one- dimensional nature of the temperature probe, 
the data may also have been influenced by non-uniform heating, large 
scale convective circulations due to the container geometry or horizontal 
gradients due to side wall heat losses. Preliminary measurements of 
the horizontal temperature distributions across the lower boundary and 
the fluid column suggested that there were no significant horizontal 
gradients. 
A major source of error in the experimental investigation was 
the discontinuous nature of the temperature readings at the fixed 
integer (centimetre) heights above the plate. As discussed in Chapt . 
6.3.2, the typical time required to take a reading at each height was 
about 30 .seconds. At some heights, the temperatures immediately prior 
to the arrival of the mixed layer interface, were not measured. As a 
result, the temperature changes in the intermittency region were often 
poorly defined. The contours for constant height in other parts of 
the fluid column were also difficult to plot when the data was discontin-
ous. Ideally, a large number of fixed probes at evenly spaced heights 
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should be used to obtain continuous temperature data. However, for a 
small scale laboratory experiment, a large number of probes would have 
too great an effect on the fluid motions. 
The reduction of the experimental T (z,t) data yields a number 
of possible sources of error. Taking the tangent of the fitted data 
curves t o obtain either dT/ dt or dT/ dz means a further reduction in 
accuracy. If the interface is not at an integer height (as is 
typically the case), the value of (dT/ dt ) . must be obtained by extra-
1. 
polating the diffusion region dT/ dt data to the interface (Fig. 6.21a ) . 
A similar problem arises in obtaining the interface height for individual 
temperature profiles (e.g. Fig. 6.20 ) . However, in this case the curve 
for d versus T can be used to define d Because the 
m m m 
temperature measurements are not continuous with height, the vertical 
distributions of any quantity must always be described by discrete height 
data points and a fitted curve. The continuous measurement of 
temperature with respect to both height and time is beyond the capabil -
ities of present day technology . 
In the calibration of the lower boundary heat flux, the unsteadi-
ness of T was an undesirable but unavoidable feature. To reduce 
m 
this effect the unsteady heat flux convection experiments were performed 
using the full experimental tank height. As a result, the variation 
o f Qp with layer thickness was not measured. At high Rayleigh 
number, the variation of c is, however, small (Fig. A.8). 
q 
In the 
steady heat flux convectio n experiments, neither the upper aluminium 
plate Aeat storage capacity s nor 
p 
the thermal conductivity of the 
independently of the glass heat 
from their published thermal 
glass layer K could be calibrated 
G 
flux qG . Calculating s and KG p 
properties was a source of error. This also applies to the calculation 
of the heat loss factors for the insulation. 
The aims of this research were to study the general behaviour of 
the I.C.P.M. and to gain some understanding of penetrative convection 
at low Peclet number. Although there were a number of possible sources 
of error in the experimental investigation, the accuracy of the experiments 
was considered to be sufficient to satisfy these aims. However, more 
detailed experiments using continuous temperature measurement probes will 





and (Eqn. 4.3.7 ) can be accurately 
In the next section, the results of numerical analyses of the 
theoretical I.C.P.M. and the experimental data will be compared. 
CHAPTER 7 
RESULTS OF NUMERICAL ANALYSES OF ENTRAINMENT 
EXPERIMENTS 
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The numerical analysis program for the I.C.P.M. (Appendix C) was 
used to model the entrainment experiments. In this chapter, the results 
of these numerical analyses will be compared with the experimental data . 
Three steady heat flux entrainment experiments (ESl, ES2 and ES3) will 
form the basis of the comparison. Their lower boundary heat flux 
conditions could be modelled more accurately than the unsteady heat flux 
experiments, and their temporal behaviour was more regular. However, a 
numerical analysis of unsteady heat flux experiment EU4 will also be 
presented. 
The theoretical I.C.P.M. considers the temperature variations 
within t he fluid column during the three time periods : molecular 
diffusion, interfacial entrainment and single- layer convection . Ideally, 
the numerical analyses of the I.C.P.M. entrainment experiments should 
also cover these three time periods. 
investigations make this impracticable. 
Several aspects of the experimental 
Before the electrical supply to the heating apparatus was switched 
on and heating officially commenced (i.e. t < t ), the lower boundary 
s 
apparatus was generally warmer than the fluid immediately above it . This 
arose from the method used to create the initial temperature stratification 
(Chapt. 6. 3 .1) . Therefore, contrary to the assumptions of the theoretical 
model, there was a small heat flux into the fluid column. Although this 
could be measured experimentally, there was no means of controlling it . 
After t = t , thermal lag in the heating apparatus meant that the 
s 
heat flux conditions did not reach a controlled state for up to 10 minutes . 
Before this time, the lower boundary buoyancy heat flux Q (t) 
p 
is 
difficult to model. It is simpler to commence the numerical analysis 
about 5 - 10 minutes after t = t 
s 
Any behaviour predicted by the 
model before this time would not contribute significantly to an understand-
ing of penetrative convection. 
Near the end of the interfacial entrainment period when dm -+ hT , 
it becomes difficult to numerically model the penetrative convection 
process accurately. 
y(z) >> K , and V em 
The interfacial temperature difference is negligible, 
becomes very large. The numerical analysis program 




(Appendix C) . It should be noted that the computer program remained 
stable until l'iT. was less than 0.2°C . By extrapolating T (t) 
i m 
and Ta(t ) , the end of the interfacial entrainment period tT could 
be determined. 
Hence, the numerical analysis computer program was only used to 
model the temporal behaviour of the experiments within the interfacial 
entrainment period. 
7.1 STEADY HEAT FLUX ENTRAINMENT EXPERIMENT ES2 
The ratio of to of 0.25 used for experiment ES2 (Table 
6.3) was a good compromise between the need t o have as long an entrain-
ment period as possible and the requirement that the diffusion region be 
deep to reduce upper boundary effects. In this comparison of the 
numerical analyses with experimental data, .experiment ES2 will be 
discussed first. This will allow experiment ES2 to act as a standard 
against which the effect of varying dgO on the I.C . P.M. behaviour can 
be judged . 
As discussed earlier (Chapt. 4.3 . 1), the turbulent diffusivity 
y. was evaluated from an experiment in which the filling velocity 
1 
(Eqn. 3.9.1) was small (large Pe, stirring grid experiment). In a 
low Peclet number penetrative convection model, the effective value of 
Yi may be less than that predicted by Eqn. 4.3.8, if the filling velocity 
is large. The filling velocity in the I.C.P.M. is largest when the 
mixed layer depth is small and the interfacial gradient is negligible 
cam < ago>. 
Modelling the I.C.P.M. experiments when d < d is also 
m gO 
difficult because, initially, the temperature gradient increases with 
increasing height above the interface. The decay of y(z)/y. 
1 
in the 
intermittency region will be affected by the increasing stability with 
height. This may also cause a reduction in y. . 
1 
The penetration of 
the interfacial domes is more likely to be influenced by t he maximum 
temperature gradient within the intermittency region than by the inter-
facial gradient. 
A numerical analysis of entrainment experiment ES2 commencing at 
t = 150 minutes will be considered first. At this time, d > d , 
· m • gO 
and the modelling problems discussed above should not be significant. 
The initial temperature profile (t = 150 mins.) was matched with the 
experimental ES2 data. 
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A comparison of the temperature versus time plots f o r this 
numerical analysis (Fig. 7.1) and the experimental data (Fig . 7.2) shows 
generally good agreement. The numerical analysis of ES2 commencing at 
t = 150 mins. will be referred to as the second analysis of ES2. An 
earlier numerical analysis, commenci_ng at t = 80 minutes , was presented 
in Fig. 4.8. 
The first check on the numerical model is its ability to predict 
the mixed layer temperature T (t) • 
m 
In a power station cooling pond, 
the heat loss to the atmosphere will be a function of the temperature 
difference between the mixed layer and the air above. · The thickness of 
the layer . dm will be of secondary importance. The agreement between 
the numerical and experimental 





curves for ES2 is extremely good. 
curves only deviate significantly 
after t = 210 mins. At t = 240 mins., the experimental results are 
underestimated by less than 0.2°C. 
However, this check using T (t) 
m 
is not very sensitive. Any 
errors in predicting the interfacial heat fluxes mean that, at any time 
t, the numerical and actual interface heights will also differ. Any 
extra heat transferred through the interface will be distributed over a 
thicker mixed layer and the resulting error in T will be small. 
m 
The 
same applies to a comparison between a molecular entrainment analysis and 
a turbulent entrainment analysis (Fig. 4.8) and a comparison between a 
filling model entrainment analysis and a molecular entrainment analysis 
(Fig . 3.9). Even as the analyses became more sophisticated, with the 
inclusion of additional heat transfers in the diffusion region, the 
increases in the corresponding values of T ( t ) 
m 
were relatively small. 
The second check of the numerical analysis model is the variation 
of the interface height d (t ) In other applications of interfacial 
m 
entrainment, where pollutants are released into the mixed layer, the 
growth of the mixed layer needs to be accurately predicted. As shown in 
Fig. 7.2, the temporal variation of in experiment ES2 is modelled d 
m 
reasonably well for 150 < t < 220 mins. After t = 220 mins, the 
experimental interface height is increasingly underestimated. 
In the numerical I.C.P.M., the relative accuracy of the mixed layer 
temperature predictions means that any errors in d (t) will be primarily 
m 
due to discrepancies in the predicted diffusion region tempe,ratures. The 
rates of change of temperature in the intermittency region, just above 
the interface, are very sensitive to the values of y and ay/az (Eqn. 
3. 6.1 ) . Up to z = 22 cm, the diffusion region temperature distributions 
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Fig. 7. 2. Experimental data from entrainment experiment ES2 plotted 
in the same form as Figure 7.1 to allow comparison with results of 
second numerical analysis. 
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are in reasonably good agreement (Figs. 7.1 and 7.2). It appears, 
therefore, that the empirical formulae for y(z) are able to success-
fully model the effects of turbulent entrainment above the interface . 
However, the predicted values of T(z) in the diffusion region 
for z > 22 cm do not compare well with the experimental data. 
are three possible reasons for this. 
There 
(i) Underestimation of the heat losses. For example, the 
maximum experimental temperature T (t) is underestimated. 
a 
Because the vertical temperature gradients in the region of 
maximum temperature (z >> d) are negligible, most of the change 
m 
in · T 
a 
with time is due to heat losses . The experimental rate 
of cooling of T 
a 
(Fig. 7.2) is about 2 times the corresponding 
rate for the numer ical analysis (Fig. 7.1). This suggests the 
heat loss facto r s W and WT wer e actually about twice the 
values calculated from the thermal properties of the insulat ion . 
Over a long period of time, the cumulative heat loss e rrors will 
become significant. 
(ii) The molecular diffusivity K was assumed to be constant 
- 3 2 
for the range of experimental temperatures (K 1 . 43 x 10 cm / sec ) . 
This corresponds to the value of Kat 20°C. At 40°C, however, 
the value of K is approximately 6% higher . Hence, the vertical 
heat transfers in the upper diffusion region were underestimated 
by this amount. 
(iii) Eventually, when /',,.T, becomes very small , the thermal 
1 
elements penetrating the interface experience only weak negative 
buoyancy forces. They tend to penetrate further and remain in 
the diffusion region . In this low Ri case , the concept of a 
turbulent diffusion parameter is less likely to accurately describe 
the heat transfers. As was also discussed earlier in this section , 
the low Ri c ase is difficult to accurately analyse by numerical 
methods because the total thermal diffusivity becomes very lar ge 
(y » K) . 
Temperature profiles from the second numerical analysis of ES2 also 
show the comparison between the numerical model and experimental data (Fig . 
7. 3) . The initial temperature profile (t = 150 mins. ) was matched against 
the experimental results. At t = 170 and 190 minutes, the experimental 
data points lie close to the numerical curves. At t = 210 minutes, the 
interface heights and mixed layer temperatures are in good agreement 
but well above the interface, the additional c ooling due to heat losses 
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Fig. 7.3. Comparison between vertical temperature profiles from 
the second numerical analysis of entrainment experiment ES2 a nd the 
experimental data . Profile labels give time in minutes. 
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the experimental temperature profile for the diffusion .region is almost 
1 cm h.igher than the numerical analysis prediction. 
The accuracy of the numerical model during the initial st.ages of 
the interfacial entrainment period (d < d 0 ) will now be considered. m . g 
·This will illustrate the case when the filling velocity is significant. 
It will also allow the effect on y(z) of an increasing temperature 
gradient in the interrnittencyregion, to be studied. 
As the penetrati.ng interfacial domes sense all the. temperature 
gradients over the interrnittency region, the maximum temperature. gradient 
in this region is likely to dictate the value of y, 
J. 
This was allowed 
The maximum temper-for in the numerical analysis program (Appendix C). 
ature gradient over d < z < d + z. was found and used to calculate 
m m int 
the Richardson number Ri The values of yi and zint calculated 
from Eqns. 4.3.8 and 4.3.14 respectively, were slightly smaller. I t should 
be noted, however, that the results of the numerical analyses were not 
significantly affected by this modification. 
The temperature versus time data from the first numerical analysis 
of ES2, which started at t = 80 mins., have already been presented (Fig. 
4. 8) • A plot of temperature versus time for the experimental data on 
the same scale was shown in Fig. 6.19. The mixed layer temperature curve 
T (t) 
m 
for this longer numerical analysis agrees with the experimental data 
to within ± 0.2°c. Note that this is of the same order of magnitude as 
the experimental accuracy and less than the maximum possible temperature 
fluctuations (Chapt. 6.3.2). 
A comparison of the numerical and experimental curves for d (t) 
m 
shows good agreement until about t = 220 rnins. (Fig. 7.4). Thereafter, 
the experimental interface height .is underestimated by an increasing amount . 
As discussed above, the poor agreement near the end of the interfacial 
entrainment period may be attributed to (i) an underestimation of heat 
losses, (ii) the use of a constant molecular diffusivity based on T = 20°C, 
and (iii) the inability of the turbulent diffusion parameter y(z) to 
simulate low Ri interfacial dome behaviour. 
While the mixed layer temperature and height are reasonably well 
predicted for dm < dgO, the variations of the diffusion region temper -
atures close to the interface are not. At heights z = 11, 12 and 13 cm, 
the experimental temperatures in the diffusion region are initially 
increasing with time (Fig. 6.19). Only when the interface is within 1 cm 
of these heights does the fluid begin to cool. By comparison, the diff-
usion region temperatures at heights z = 11, 12 and 13 cm in the numerical 
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analysis . (_J;ig. 4.8) · start . to dec:i;-ease much earlier . 
turbulent dif:f;us;i.vity term y(z) ;i.s .overestimated. 
This s_uggests the 
The smaller experi-
menta_l values of y(z) may be due to either the large filling velocity 
terin or the increase of the · intermi ttency · r _eg:i,on . temperature gradients 
with height, as discussed earlier in this section. 
It should also be pointed out that errors in the intermittency 
region temperatures due tooveror underestimation of y(z) are cumulative . 
However, as the interface is continually- rising, the intermi ttency region 
fluid is soon incorporated into themixed layer . This reduces the 
cumulative effect of these errors on later diffusion region calculations . 
It is also interesting to note that the temperatures in the inter-
mittency r _egion predicted by the two numerical analyses of ES2 (Figur es 
4.8 and 7.1) were almost identical at t = ~70 mins. Later , t he t wo 
analyses were only different because the shorter analysis, for d > d 
m gO 
only (Fig. 7.1), started at t = 150 mins. with upper diffusion region 
temperatures that were approximately 0 . 12°C cooler. Des pit e the longer 
analysis (Fig. 4.8) having covered the initial dm < dgO stage as well, 
cumulative errors due to an over estimation of y(z) were not significant . 
If the possible numer ical and experimental errors ar e taken into 
account, the numerical model predicts the actual experimental data well 
over most of the interfacial entrainment period . 
7.2 STEADY HEAT FLUX ENTRAINMENT EXPERIMENT ES3 




increased more slowly because the initial two- layer boundary height 
dgO = 22 cm. was relatively large (c.f. ES2, dgO = 13.9 cm) . Hence, the 
reduction of y, due to the filling velocity effect should not be signifi-
1 
cant in this experiment. The numerical analysis should be in better 
agreement during the initial stages of the interfacial entrainment period 
(d < d 0 ). m g Figure 7.5 shows the experimental temperature versus time 
curves for ES3. The experiment was ended after 5.5 hours of heating . At 
this stage, d ~ 38 cm. ari.d th_e diffusion region was only 17 cm . thick . 
m 
At a corresponding stage during the interfacial entrainment period, 
the interface height for ES3 is higher than for ES2. Because i a: 
s 
the interfacial Richardson number Ri. {_Eqn. 4.1 . 4) is proportional to 
~ 
(d ) 3 
m 
that 
Ty~ically, the experimental Richardson numbers were lar ge so 
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Fig. 7.6. Temperature versus time graph from numerical analysis 
of entrainment experiment ES3. Profile labels give height in 
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Therefore, . in experiment ES3, the turbulent diffusivities were correspond-
ingly . smaller and . the · inter.inittebcyregion tempe_ratures decreased at a 
slower rate (c . f. Figs . 7.5 and 6.19). 
Figure 7.6 shows the temperature versus time curves for the numerical 
analysis of ES3. The immerical analysis started at t = 40 mins, with an 
initial temperature distribution that matched the experimental data. 
Because of the reduced rates of increase of T , a much better comparison 
m 
between the numerical and experimental results is obtained during the 
initial period when d < d O • m . g 
(Figs. 7.5 and 7.6) . However, the much 
longer duration of the experiment meant that the cumulative effect of 
underestimating the heat losses is significant. The maximum temperature 
T 
a 
at t = 350 mins. is underestimated by about 1°C. If the other 
diffusion region temperatures of this time were corrected by this amount , 
the agreement with the experimental data would impr ove. 
The numerical analysis of ES3 predicts the mixed layer temperatures 
well except for t > 250 mins. when the experimental values are under-
At t = 350 mins., the discrepancy is about 0.5°C 
As shown in Fig. 7.7, the interface height d 
m 
is 
es t imat ed s lightly . 
(Figs. 7.5 and 7.6). 
well modelled until t z 250 mins . after which the cumulative heat loss 
errors cause the experimental value of d 
m 
t o be underestimated, 
7.3 STEADY HEAT FLUX ENTRAINMENT EXPERIMENT ESl 
Experiment ESl shows more clearly, than the other two experiments 
(ES2, ES3), the reduction of y(z) when the filling velocity is large. 
Because dgO was relatively small, the mixed layer temperature increased 
rapidly (Fig. 7.8). The formulae for y(z) will predict large values 
of because the corresponding values of d 
m 
are small. However, the 
experimental temperature versus time curves for z < dgO (Fig. 7.8) do not 
show a rapid cooling of the intermittency region fluid . Instead, the 
experimental temperatures above the interface initially vary in the same 
way as a molecular entrainment analysis (Chapt. 3.9) . Only after about 
t = 100 minutes does the additional cooling due to turbulent entrainment 
become obvious . This means that the numerical analysis program (Fig . 7.9) 
poorly predicts the intermittency r.egion temperature distribution during 
the initial stages of the interfacial entrainment period. 
Later, when the interface has risen beyond these initial intermittency 
region heights, the numerical predictions improve. Because experiment ESl 
is relatively short, the cumulative heat loss errors are not as significant 
as for ES2 a.nd ES3. 
very well predicted. 
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Fig. 7 . 7 . Compar ison of the interface height as a function of time 
from the numerical analysis of entrainment experiment ES3 wit h 
experimental data. 
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A. com}?a:r;ison .of .the .numerical .curve . fo:r; d . (t) with the experi-m · 
Jl)ental da,ta . (_~;lg, 7,10) .. shows how the . inte;r;bce helght is initially 
underestima,ted. ·. 'l'his is because of . the ;red,uction of y (z) due to the 
large filling velocity . term . A.s was discussed earlier (Chapt . 4 . 3 . 1), 
the turbulent entrainment effect ahead of .the interface is reduced if 
the interface · is rising rapidly. 
7.4 UNSTEA.DY HEA.T FLUX ENTRA.INMENT 'EXPERIMENT EU4 
For the numerical analysis of the unsteady heat flux entrainment 
experiment EU4, the initial temperature profile at t = 55 mins. was 
matched with experimental data (Figs . 7.lla and 6 . 15a). 
To model the lower boundary heat flux 
of the circulated heating water temperature 
Q , the experimental values 
p 
TH(t) were specified . Using 
these values of TH and the mixed layer temperature T at any time m 
t, 
t:.TH could be obtained . The lower boundary heat flux Qp was then 
calculated from f:.T 
H 
using the convection calibration equation (Eqn . 
6.4.2). This value of Qp was used in the numerical analysis to calculate 
the temporal changes in the temperature distribution, and hence, the new 
value of T 
m 
It therefore follows that the lower boundary heat flux 
is dependent on the mixed layer temperatures calculated by the numerical 
analysis model. As a result, the numerical curve of Q (t) 
p 
may differ 
from the experimental values (Fig. 7.llb). 
For the numerical analysis of EU4, experimental measurements of 
TH(t) were fitted with a series of straight lines. Discrepancies between 
the ·experimental )I (t) data and the fitted straight line, and departures 
of the empirical equation used to evaluate Qp from t:.T8 (Eqn . 6.4 . 2) from 
the actual convection measurements, affected the accuracy of Q (t) for 
p 
the numerical analysis (Fig. 7.llb). If the mixed layer temperature T 
m 




This latter source of error is partly compensated for. If T is 
m 
too low, the values of f:.TH and Qp are larger which increases T more 
m 
rapidly. 
Figure 7.llb shows a comparison between the experimental and the 
numerical analysis curves of Q (t) for EU4. At t = 115 mins., the 
p 
variation in 'l'H was modelled as being discontinuous. In an actual 
unsteady heat flux experiment, the heati.ng water temperature TH always 
took at least tour minutes to fully adjust to a new value. However, the 
agreement between the numerical analysis lower boundary heat flux and the 
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Fig. 7.10. Comparison of the interface height as a function of time 







































































Fig. 7.11. (a) Temperature versus time graph from numerical analysis 
of unsteady heat flux entrainment experiment EU4. Contour labels give 
height in centimetres. Interface height as a function of time is also 
shown. (b) ,A comparison between the lower boundary buoyancy heat 




It may have been more accurate to specify the lower boundary heat 
flux variation Q (t) p · from experimental values. :Cn this way, would 
not have depended on the mixed layer . temperatures. However, the method of 
specifying TH (t) for the numerical analyses, rather than Q (t) , was p 
chosen because it was consistent with the experimental method of control-
ling the lower boundary heat flux. · 
The temperature versus time curves from the experimental measure-
ments (Fig. 6.15a) and the numerical analysis (Fig. 7.lla) of EU4 may be 
compared. Whilst the two curves for 




occurs over the period when 
T are similar, the numerical 
m 
0.5°C. The maximum discrepancy 
in the numerical analysis 
(Fig. 7. lla) . The comparison between the experimental and numer·cal heat 
flux curves (Fig. 7.llb) suggests that the total heat input of the numerical 
· model was slightly greater. 
estimation of T 
This should have caused a slight over-
m 
The poor prediction of T (t) 
m 
is probably a result of quantitative 
errors in the relationship between and Q . 
p 
For the unsteady heat 
flux experiments (Fig. 6.13), the convection calibration data was measured 
with d :::: 55 cm. The deep convection layer meant the rate of increase m 
of T was kept as low as possible. However, for much shallower depths, 
m 
the Rayleigh number is reduced and the rate of increase of the mixed layer 
temperature is larger. As discussed in Chapt. 6.4.1, both these factors 
result in Qp being slightly greater for a given value of !J.T As the H 
experimental heat flux Qp was evaluated from !J.TH using Fig. 6.13, and 
the numerical analysis heat flux was evaluated using Eqn. 6.4.2, both heat 
fluxes were possibly underestimated. 
estimation of T 
This may account for the under-
m 
As the lower boundary heat fluxes for EU4 were generally much. greater 
than the almost constant value in ESl, ES2 and ES3, the .rates of increase 
of T were higher. 
m 
The filling velocities were therefore larger and the 
reduction in the effective turbulent diffusivity y(z) was quite signifi-
cant (Chapt. 7 .1) . Initially, the diffusion region temperatures, just 
above the interface, are very poorly predicted. The turbulent diffusivity 
y(z) is too lax;ge and the diffusion region cools too rapidly. The 
diffusion region temperature improves later but once t > 130 minutes·, the 
temperatures start to be underestimated. 
Despite the discrepancies in the mixed layer and diffusion region 
temperatures between the numerical and experimental data of EU4, the height 
of the interface d is well predicted up until 
m 
t > 130 mins. (Fig.7.lla). 
As with the numerical analxses of the steady heat flux experiments, 
exJ?erimental values of; . ,dm after thi.s stage are underestimated. 
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7.5 THE :RELATIVE IMPORTANCE OF MOLECBLA;R. .AND 'l'URBULEN'l' DIFFUSION AND 
THE FILLING VELOCI'l'Y ' TE.RM HI THE LC.P .M. 
In a study of the I.C.P.M., two quantities are of major · interest. 




As has been discussed during the development of the 
I.C.P.M., both turbulent interfacial entrainment {parameterized by the 
turbulent diffusion term y{z)) and molecular diffusion play important 
roles in low Peclet number penetrative convection. It has also been 
shown that even if the effects of molecular and turbulent diffusion were 
neglected, the interface may still rise due to the "filling" of the 
temperature profile by the lower boundary heat flux Q {Chapt. 3 . 9) . 
p 
In this section, the relative contribution of these factors to the 
two entrainment quantities Q and V 
e em 
will be considered. For the 
specific example to be consider ed {ES2 at t = 170 minutes), the turbulent 
entrainment parameters contribute only one- third of V 
em 
In models 
with a temperature discontinuity at the interface {e . g . Betts 1973) a 
turbulent entrainment contribution of 100% is implied. It must be str essed 
that this discussion will apply to a specific time in a specific experiment. 
In other examples, the relative contributions will differ. 
Because the experimental measurements were not continuous, the 
evaluation of many of the parameters and their partial derivatives is both 
difficult and inaccurate {Chapt. 6.6). 'l'he numerical analysis data, 
however, is continuous and the magnitude of each of the parameters is 
readily available. At t = 170 mins. in the second numerical analysis of 
ES2, the numerical data agrees reasonably well with the experimental 
measurements {Figs. 7.1, 7.2 and 7.3). It . is therefore proposed to use 
this data to illustrate the relative importance of K, y{z) and the 
filling velocity term. 
The values of major entrainment parameters from the numerical 
analysis at this time are listed in Table 7.1. Further values, of the 
parameters used in the computer program are given in Table 4.1. 
Vertical profiles of the partial derivative of temperature with · 
respect to time oT/ot and the hqoyancy heat flux Q{z) , from the second 
numeri.cal analysis of ES2 at t = 170 minutes; · are shown in Fig. 7 .12. . The 
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Fig. 7.12. (a) Rate of change of temperature profile, and (b) buoyancy 
heat flux profile from second numerical analysis of ES2 at t = 170 
minutes. 
ES2 numerical 2 
t = 170 mins . 
- Oe filling 
-a 2r;arj 
az2 az 1 
-.1_ aoj 
fl az 1 
VJ 
terms 
~ molecular entrainment . terms 
Fig. 7.13 . Pie- graph showing contribution of the terms in Eqn. 7.5.4 























'l'HE VALUES 01:' 'l'HE MAJOR EN'l'RAINMENT P.ARAME'l'ERS 
. FROM 'l'HE SECOND NUMERICAL ANALYSIS OF ES2 AT 
t :::: 170 MINU'l'ES 
= 16 ~74 cm Qe - 0.41 
- 2 
= X 10 cm °C/sec 
= 19 ~85 cm k = 0.174 e 
- 3 = 1.509 x 10 cm/sec k = 0 . 392 m 
= 31. 91 °c kh = 0.458 
= 6 . 99 °C Ri = 30.39 
= 2.00 °C/cm Pe = 248.8 
o. 416 °C/cm 2 - 3 = E = 5.72 X 10 
-3 - 3 2 = 1. 518 X 10 °C/sec K = 1.43 X 10 cm /sec 
- 3 - 4 2 = - 1. 499 X 10 °C/sec y. = 6.05 X 10 cm /sec 
l. 
- 5 
= - 1.24 X 10 °C/sec zint = 3.21 cm 
- 2 :~. -4 = 2 . 34 X 10 cm °C/sec = - 3. 77 X 10 cm/sec. 
l. 
The vertical buoyancy heat flux profile (Fig. 7.12b) gives the 
18t> 
relative effects of molecular and turbulent diffusion directly. 
Eqn . 3.3 . l when A= 0, 
Fr om 
Q (z) = _ (K + y) dT 
dZ 
(7 . 5.1) 
A profile for the heat flux, due to molecular diffus i on alone, is also shown 
in Fig. 7.12b. The remaining buoyancy heat flux, for o< z - dm < zint' . 
is due to y(z) At the interface, the relative contributions are 
yi/K = 0.42 (Table 7 . 1). 
The experimental and numerical values of Qe differed by . less than 
5% (Figs. 6.21b and 7.12b). However, the value of Qe obtained from an 
experimental mixed layer heat budget is highly susceptible to errors. 
Apart from the minor heat losses, Qe is the difference between two large 
values; .the . total increase in .heat storage f3 d dT /dt 
m m 
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and the lower 
boundary heat flux Q . 
p 
When reliable values of Q(z) and c)T(z)/az 
I 
are available, the experimentar buoyancy heat flux profile provides a 
direct method of evaluating y(z) . 
vertical profiles of the partial derivative of temperature with 
respect to time oT/ot do not reveal the magnitude of y(z) directly. 
From Eqn. 3.6.1 when A = 0 , the diffusion ;region temperature changes 
are given by 
oT 
· 2 2 . 
h o'l' K . o T + y_ d _T 1 w (T - T . ) (7 .5.2 ) -= --+- az - s at s 2 s az2 s oz air dZ . 
I II III IV 
Both y and its partial derivative with respect to height c)y/c)z contri-
bute to the temperature change. 
Consider the contribution of the various terms of Eqn. 7.5.2 at the 
interface for this example (Table 7.1) . The heat losses, represented by 
the last term (IV) on the right hand side of Eqn. 7.5.2 make a negligible 
contribution ( ~ 0.5%) . From Fig. 7.12a, it can be seen that the 
contribution by molecular diffusion alone is quite significant. At the 
interface, the molecular diffusion term (I) contributes 36.9% of the total. 
As the ratio of y./K at t = 170 mins. in the numerical model is approx-
1. 
imately 0.42, the corresponding contribution by y (term II in Eqn. 7.5.2) 
is only 15.6% of the total. _The remainder (46.9%) is accounted for by 
term III. Almost half of the temperature change at the interface (oT/ot ) . 
l. 
is due to the rate of decay of y(z) at z = d 
m 
To model the temperature changes in the diffusion region accurately, 
the relationships for y. and both have to be correct. In 
l. 
choosing the power law relationship for the decay of y(z) with height 
above the interface (Eqn . 4.3.12), the gradient of y(z) also had to be 
taken into account. If the decay of y(z) with height had been assumed to 
be linear, ay/oz would have been constant for all 
This would have meant a major discontinuity in c)y/oz 
d < z < 
m d + z. t . m in 
z = d + z. t and 
m in 
at 
hence, a discontinuity in the rate of change of temperature (from Eqn. 7.5 . 2). 
The chosen square law relationship for y(z), Eqn. 4.3.12, yields a 
linear decay in ay;az Although both y(z) and the. gradient of y(z) 
become zero at z = dro + zint, there is still a discontinuity in a 2y/az2 
The effect of this discontinuity . can be seen in Fig. 7.12a at z = d . + z. t" 
m 1.n 
The shape of the two profiles appear to be affected by the numerical trans-
ition from molecular diffusion to molecular and turbulent diffusion. The 
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actual experimentai data at t = 170 mins. do not show si.milar discontin-
uities (fig~ 6.21a). 
Increasing the power of the power .relationship to 3 or higher would 
have meant · an increase in the relative value of . zint to keep .the inter-
facial gradient of y(z) consistent with Eqn. 4.1.10. This numerical 
effect was therefore .accepted as a consequence ·of choosing a finite range 
for y(z) > 0 • 
It is interesti_ng that for the example given in Fig. 7 .12, 
dh - dm ~ zint. This is not typical. When dm < d~0 , the value of 
~ - dm will be much greater than zint 
The contributions of the filling velocity term, and molecular and 
turbulent diffusion to the rate of rise of the interface V , for the 
em 
second numerical analysis of ES2 at t = 170 mins., are shown in the form 






From Eqn. 3.6 . 5 
(7 . 5 . 3) 
In this particular example, the rate of cha_nge of temperature in the mixed 
layer and the diffusion region at the interface are approximately equal 
but have opposite signs (Table 7.1). Hence, the numerator terms on the 
right hand side of Eqn. 7.5.3 make almost equal positive contributions to 
V (Fig. 7.13). 
em 
When rearranged in terms of the filling model and molecular entrain-
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this example (Table 7 .1) • The terins which constitute a molecular entrain-
ment model (I, II and III) contribute almost 67% of the total. In this 
particular case, the turbulent diffusion terms (IV, V and VI) contribute 
only one- thi.rd of .the total value of Vern For penetrative convection 
at low P~clet numbers, such as is modelled by the I.C.P.M., the rate of rise 
of the interface cannot be discussed solely in .terms of turbulent entrainment . 
In a high l?eclet number, grid- stirring experiment (e . g. Turner's 
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(1968) salinity experiments) both the filling velocity term, due to an 
external buoyancy source (I), and the molecular diffusion terms (II and 
III) are either zero or may be neglected. Only the turbulent entrain-
ment effects (described by IV, V and VI) remain. However, in the I.C.P.M., 
the contribution of turbulent entrainment (as parameterized by y(z) ) 
may be dominated by the molecular entrainment and filling velocity terms. 
The specific example chosen for this discussion of the relative 
contribution of various terms to Q and V (ES2 at t = 170 mins.), 
e em 
represents a situation which is most accurately modelled by the numerical 
I.C.P.M. program. The interfacial temperature gradient is significant 
and is the maximum value for the diffusion region (z > d ) • 
m 





ago, as is the case when dm << dgO, the variation of 
Q(z) over the diffusion region will not be as regular as 
for the above example (Fig. 7.12). Consider for example, the diffusion 
region profiles of 3T/3t and Q from the numerical analysis of ES3 at 
t = 60 mins . (Fig. 7 . 14) • As can also be seen from Fig . 7 . 6, the inter-
face was below the initial two-layer boundary height dgO at this time. 
Hence, in one part of the diffusion region the temperatures are increasing 
with time (17.5 < z < 23.6 cm). 
at both z = d and d 
m g 
There are also minimum heat flux points 
The relative contributions of the various terms in Eqns. 7.5.1, 
7.5.2, 7.5.3 and 7.5.4 will also change for other interface heights and 
different initial and boundary conditions. When the filling velocity is 
large, the effect of turbulent entrainment above the interface is reduced . 
It was this reduction in y(z) that was not adequately modelled by the 
numerical analysis program. In this case, the filling velocity (term I 
in Eqn. 7.5.4) will contribute almost all of V em Similarly, as the 





will also change. 
In the next chapter, conclusions that have been drawn from the 
theoretical, numerical and experimental analyses of the inverted cooling 
pond model (I.C.P.M.) will be presented. Aspects of this research that 
require further study will also be discussed. 
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Fig. 7.14. (a) Rate of change of temperature profile and (b) buoyancy 
heat flux profile from numerical analysis of ES3 at .t = 60 minutes 
(d < d 0 ) • m g 
CHAPTER 8 
CONCLUSIONS AND RECOMMENDATIONS 
FOR FUTURE RESEARCH 
8.1 CONCLUSIONS 
8.1.l Interfacial Entrainment 
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Experimental and numerical analyses have shown that penetrative 
convection in a temperature stratified fluid heated from below can be 
modelled by assuming that 
(i) the turbulent convection layer is fully mixed with 
uniform temperature; 
(ii) the heat transfer in the region of stable density 
gradient above the mixed layer is due to molecular 
diffusion and to turbulent entrainment; 
(iii) the turbulent entrainment in this stable density 
gradient region can be parameterized by a turbulent 
diffusivity y and an additional molecular diffusion 
factor A . Both these parameters tend to zero at a 
distance of order 0.2 times the mixed layer thickness, 
above the interface. This is consistent with 
atmospheric data; 
(iv) at the interface between the mixed layer and the 
diffusion region the partial derivatives of temperature 
with respect to height (dT/az) and time (dT/at) are 
discontinuous. 
The assumption that the temperature gradient is discontinuous 
at .the interface is a departure from previous atmospheric models (large 
Peclet number) . In these models, the temperature T(z,t) was dis -
continuous at the interface. At l ow Peclet number, when molecular 
diffusion is significant, the second derivatives of temperature with 
respect to height a2T/az 2 will be reduced. The thickness of the 
region of significant density gradients at the interface will there-
fore be greater. However, even at large Peclet number the interfacial 
density gradient region will have a finite thickness (o f the order of 
one to two turbulent length scales). 
The results of the numerical analyses were in good agreement 
with the experimental data except when the filling velocity term was 
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large. The reduced effect of the interfacial domes on the diffusion 
region fluid (parameterized by the turbulent diffusion term y) for 
large filling velocities was not accounted for in the numerical model. 
For the low range of Peclet numbers studied, the numerical 
analyses showed that the contribution made by molecular diffusion to 
the temperature changes in the diffusion region, and hence, to the 
rate of rise of the interface, was large. The contribution of the 
filling velocity to the rate of rise of the interface was also 
significant. When the interfacial temperature gradients were large, 
the contributions by turbulent diffusion were relatively small. For 
example 1 the interfacial turbulent diffusion term y in these cases 
was smaller than the molecular diffusivity K. 
The empirical formula for the interfacial turbulent diffusion 
term yi, developed in the model can be used to express either the 
non-dimensional interfacial heat flux E or the heat flux ratio k 
e 
as functions of the gradient Richardson number at large Peclet numbers. 
It was shown that k decreases to zero at both high and low Richardson 
e 
number. Hence, atmospheric models which assume k to be a constant 
e 
are not valid. Other assumptions used in these atmospheric models, 
such as the temperature discontinuity at the interface (negligible 
interfacial thickness), have also been shown to cause inaccuracies in 
the values of k obtained from experimental data. 
e 
Deardoff, Willis and Lilly's (1969, 1974) horizontally averaged 
temperature profiles will not show the interfacial temperature gradient 
discontinuity unless the mixed layer interface is perfectly horizontal. 
Their temperature profiles do not present the true nature of the 
penetrative convection process. Similarly, their vertical buoyancy 
heat flux profiles obtained from time averaged temperature changes 
were inaccurate in the region of the interfacial discontinuity in 
dT/dt 
Experimental measurements of temperature at fixed height in the 
mixed layer during penetrative convection revealed the presence of 
rising buoyant thermal elements. Just above the interface there is a 
region of maximum temperature fluctuations caused by the interaction 
of these thermal elements with the stable interfacial gradients . 
An interesting feature of the unsteady heat flux entrainment 
experiments was the apparent constancy of the entrainment ratio k 
m 
This ratio, based on the hypothetical heat flux caused by the rate of 
rise of the interface, hardly varied whenever the interfacial gradients 
were significant and the heating fluid temperature TH was held 
constant. However, as shown by the steady heat flux entrainment 
experiments performed later, and the numerical model, this result is 
not general. 
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The range of Peclet numbers and initial conditions for the 
penetrative convection model were based on the conditions in the heat 
loss region of a power station cooling pond. The implications of 
this research on the design and operation of cooling ponds should 
therefore be considered. 
Typically, the maximum temperature difference between the warm 
surface layer and the air above will be of order 10 °C while the 
surface layer can be up to 5 metres deep. For a heavily loaded 
cooling pond (approximately 4 Megawatts of electricity output from the 
station per hect are of cooling pond surface area), the mean sur face 
2 
heat losses need to be greater than 0.020 cal/cm sec. This is of 
the same order as the heat fluxes used in the steady heat flux 
experiments (Chapt. 6.5). 
Because the surface layer is generally deep, the Rayleigh 
number will be large. However, it cannot be a s sumed f r om the large 
Rayleigh number and the experiments reported in this thesis that 
turbulent convection will be maintained over the full surface layer 
depth. In the experimental investigation, the convection layer depth 
was only 0.55 metres. In some areas of the pond the surface heat 
losses may be considerably lower. than those near the power station 
outlet. Hence, the penetrative convection process studied in this 
thesis, may not be occurring over the full area of the pond. 
Other factors will affect the direct applicability of this 
research to cooling ponds. Wind stresses at the upper surface may 
increase the amount of turbulent kinetic energy in the mixed layer. 
However, an expression to account for this additional contribution 
could be included in the equation for the turbulent velocity scale V 
s 
Because the cooling pond is generally a closed system, density 
currents may be of great importance (Ryan and Harleman 1973). There 
will be a continuous inflow into the surface layer and most of the 
cooling water will be withdrawn from the deeper colder layer. Mean 
horizontal and vertical fluid velocities will therefore be creat ed in 
the heat loss region of the pond. These flows will not cause a 
significant amount of shear generated turbulence and were neglected in 
this study. However, the net flux of fluid through the side boundaries 
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of the surface layer will increase its rate of deepening. 
This study has illustrated the factors influencing the tempor al 
behaviour of penetrative convection at low Peclet numbers and has 
introduced a method of modelling the interfacial discontinuity when 
the interfacial region has a finite thickness . However, some care 
should be taken when applying these results to actual cooling pond 
problems. 
8.1.2 Thermal Convection 
In the review of thermal convection given in the appendices, a 
new graphical form for plotting convection heat flux data was developed . 
This plot of the heat transfer coefficient c versus the logarithm 
q 
of the Rayleigh number presents the data in greater detail than previous 
met hods . The c 
q 
curve represents the variation of the interplate 
heat 'flux when only the interplate spacing is varied. From the form 
of the c versus log Ra curves, it may be speculated that: 
q 
(i) At low Rayleigh numbers, between each pair of heat 
flux transitions, the efficiency of heat t r ansfer 
increases to a maximum value as the Rayleigh number 
increases. With further increases in Rayleigh number, 
the efficiency then decreases. 
(ii) At low Rayleigh number, the heat flux transitions 
represent a change from one type of convective motion 
to another. This transition occurs whenever the new 
type of motion becomes more efficient at transferring 
heat. 
L 
(iii) At low Rayleigh number and constant mean temperatures 
(iv) 
and fluid properties, there may be several different 
convection layer depths which will give the same heat 
flux. 
At large Rayleigh numbers 
minimum asymptote of C = 0.05 ± 0.01 
q 
c tends to a 
q 
8 . 2 RECOMMENDATIONS FOR FUTURE RESEARCH 
There are a number of aspects of the material studied in this 
thesis which require further research. These will be discussed 
under the three headings: theoretical and numerical analyses of the 
inverted cooling pond model, experimental investigati9ns, and thermal 
convection. 
8.2.1 Theoretical and Numerical Analyses of the Inverted 
Cooling Pond Model 
(i) The analytical inverted cooling pond model could be 
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extended to allow for negative rates of rise of the interface. This 
would mean that the lower boundary heat flux could be varied over a 
range of positive and negative values. 
(ii) A fuller empirical definition is necessary for the 
turbulent entrainment parameters beyond the interface. A relationship 
to describe the reduction in the magnitude of these parameters when the 
filling velocity term is large, is needed . The effect of an increase 
in the temperature gradient with height above the interface on the 
decay of these parameters with height should also be studied in more 
detail. 
(iii) The analytical model might be improved if the mixed 
layer was assigned a large effective turbulent diffusivity. As with 
Mellor and Durbin's (1975) model, the existence of the interface would 
then not need to be assumed in advance. The case when the rate of 
rise of the interface is negative could also be modelled more easily 
(see (i) above). However, this type of model might not be feasible 
as the turbulent diffusivity should still be discontinuous at the 
interface. It may be difficult to allow for this discontinuity when 
the interface is at an intermediate height between the finite difference 
nodes. 
8.2.2 Experimental Investigations 
(i) Detailed continuous measurements of the temporal variation 
of temperature at fixed heights are required. These would enable 
better experimental -evaluation of the turbulent entrainment parameters. 
A range of filling velocities could then be studied to obtain the 
empirical relationship discussed above (Chapt . 8.2.1 (ii)). 
(ii) A laser doppler anenometer, recently acquired by the 
Department of Civil Engineering, could be used to measur e the turbulent 
velocity field above and below the interface. This would yield 
information about the decay of turbulence beyond the interface and 
allow evaluation of some of the turbulence parameters used in the 
inverted cooling pond model. However, measurements in the strong 
temperature gradient region at the interface will be difficult because 
of the varying refractive index of the fluid. 
(iii) The entrainment experiments could be performed for a 
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a wider range of steady lower boundary heat fluxes. The removal of 
the interfacial temperature gradient discontinuity at low heat flux , 
by molecular diffusion, could then be studied. However, the heat 
flux cannot be too large otherwise the experiments will be too unsteady. 
(iv) Shadowgraph and Schlieren optical techniques could be 
used to visualize the penetrative convection motions. The progress 
of buoyant thermal elements from the heated lower boundary to· the 
interface could then be observed. 
(v) A high Peclet number penetrative convection experiment 
using salinity as the density producing component, could be designed 
and studied. 
8.2.3 Thermal Convection 
It is apparent from the revi ew of thermal convection literatur e 
given in the appendices that more detailed parallel- plate experiments 
are required to fully describe the relationship between the Nusselt 
number and the Rayleigh number f or a range of Prandtl numbers and 
aspect ratios. In particular a series of parallel- plate exper iments 
could be performed in which the mean temperature distribution remained 
steady, the horizontal geometry was very large and only the plate 
spacing was varied. A comprehensive plot of the heat transfer 
coefficient c versus the logarithm of the Rayleigh number could 
q 
then be obtained. 
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In the inverted cooling pond model (I.C.P.M.) the rate of rise 
of the interface is directly linked to the thermal convection processes 
occurring above the heated lower boundary. The convective heat flux 
qp through the lower boundary represents a transfer of both heat and 
turbulent kinetic energy. 
The net heat input causes the mixed layer fluid to become more 
buoyant than the diffusion region fluid immediately above it, thereby 
allowing the interface to rise (Chapt . 3.6). Turbul~nt kinetic energy 
caused by the buoyancy flux at the lower boundary is transported 
throughout the mixed layer. Some of the turbulent kinetic energy is 
available at the interface for turbulent entrainment . 
contributes to the rate of rise of the interface. 
This also 
As part of this I.C.P.M. study, it is important to understand 
both the heat transfer properties and the convective motions of a fluid 
layer heated from below. 
The convective flow induced by the temperature differences between 
two horizontal plates has been studied extensively since the turn of the 
century ( Benard 1901). The original incentive for this study was the 
similar~ty of this flow with flows induced by heat transfer from the 
earth's surface. However, the flow has inherent interest in that, 
with large distances between the plates (d) or large interplate temper-
ature differences (6T), the source of energy for the turbulent motion 
comes from the potential energy supplied by the heating (the buoyancy 
flux) and the flow is not complicated by any mean shearing mechanism. 
In spite of this apparent simplicity, very little progress has been 
made in understanding the flow processes . Indeed, Townsend (1976) 
states that the only firm predictions that can be made are dimensional 
ones. 
Experiments designed to study thermal convection above or below 
horizontal boundaries, typically consist of a fluid confined between 
two horizontal plates of plate spacing d and minimum horizontal 
dimension L. The lower plate is maintained at temperature T and 
p 
1 




plate experiments, the mean vertical temperature distribution adjusts 
to a steady state profile with the resultant heat flux qp being 
uniform across the fluid. A special case is the single-plate experi-
ment, where only the lower plate is conducting and the upper surface, 
either free or fixed, is insulated. The disadvantage of this type of 
experiment is that there is a net heat flux into the fluid and the mean 
fluid temperature T 
m 
is continually increasing. For single-plate 
convection, the vertical heat flux decreases linearly from Qp at the 
lower boundary to zero at the upper insulated boundary. 
Because parallel- plate experiments can be maintained in a steady 
state, the majority of thermal convection experiments reported in the 
literature and discussed in this appendix, take that form. 
As the interfacial heat flux Q in the I.C.P.M. is negative, 
e 
no buoyancy instabilities . are created at z = d 
m 
The thermal 
convection process more closely resembles single- plate convection. 
However, Q does contribute to the increase in heat content of t he 
e 
mixed layer. Because the upper boundary of the convecting layer in 
the I . C.P . M. consists of a stable density gradient, it is more responsive · 
to vertical motions than an air-water interface. Despite these differ-
ences, single- and parallel-plate convection experiments illustrate 
similar thermal convection processes to those occurring in the I.C . P.M. 
In this appendix, previously published measurements of heat 
transfer, mean temperature profiles and r.m.s. values of the velocity 
and temperature fluctuations for thermal convection are reviewed. As 
part of the review of heat flux data, a new data plotting method is 
developed. Howard's (1964) phenomenological theory of turbulent 
convection above a heated plate is also discussed. This theory 
provides an explanation for the presence of rising thermal elements in 
the mixed layer of the I.C.P.M. 
A.2 EXPERIMENTAL HEAT FLUX DATA 
In a parallel- plate convection experiment, the heat flux per 
unit area qp will depend upon the minimum plan dimension of the 
horizontal plates L and the distance d and temperature difference 
6T between them. When the lower plate is hotter (6T positive) , 
the resulting heat flux per unit area qp is positive. The fluid 
properties affecting ~ are the density p , kinematic viscosity V, 
molecular thermal diffusivity K , specific heat per unit mass 





If the normal Boussinesq approximation is made, dimensional analysis 
yields 
~ _ [a 6T 3 ~ ~J 
K 6T - cp g VK d ' K ' d (A.2 .2 ) 
where Q is the buoyancy heat flux per unit area, given by 
Q = q /pc p p 
The term on the left hand side of Eqn. A.2.2 is the Nusselt 
number · Nu It is the ratio of the actual buoyancy flux to the flux 
that would occur by molecular diffusion alone. The first term on the 
right hand side of Eqn. A.2.2 is the Rayleigh number Ra. This is 
the ratio between the buoyancy force and the two diffusive processes . 
The remaining terms are the Prandtl number Pr and the aspect ratio. 
The ranges of Prandtl number, Rayleigh number and aspect ratio 
for the parallel- and single-plate convection experiments reported in 
the literature are listed in Table A.l. Empirical formulae for Nu 
obtained from some of these experiments are also given. 
A.2.1 Previous Methods of Plotting Heat Flux Data 
In the majority of the early experiments, it was assumed that 
the aspect ratio L/d was sufficiently large for the effect of the 
width L to be negligible . Experimental results were then plotted 
as a graph of Nusselt number versus Rayleigh number on a log- log scale, 
with the Prandtl number as a parameter. 
results are plotted in Fig. A.l. 
A number of these experimental 
Below a critical Rayleigh number Ra 
C 
conduction alone, so Nu = 1 . The value of 
, heat is tranferred by 
Ra = 1708, determined 
C 
theoretically by linear stability theory (Turner 1973), is well verified . 
At large plate spacings (d) and hence, large Ra, it might be 
expected that the heat transfer will be independent of d. This would 
suggest a slope of one-third for the high Rayleigh number data in Fig. 
A.l. However, the results shown suggest slopes slightly less than 
one-third. Whilst each experimenter's results are consistent, there is 
considerable variation between individual sets of results. This cannot 
be explained purely in terms of Prandtl number dependence. 
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TABLE A. l - DETAI LS OF PREVIOUSLY REPORTED THERMAL CONVECTION EXPERI MENTS 
PARALLEL PLATE EXPERIMENTS 
Experimenter Prandt l No. Range of Rayleigh Nos. Heat Flux in Turbulent Reg i o ns Aspect Ratio 
Mal kus 1954 3 . 7 - 7 ... 101 0 Nu= 0.08456 Ra 0 · 325 0.5 - 77 
Thomas & 0. 71 8 . 52 X 104 5.1 - 10 . 3 
Towns end 1957 3,76 X 105 -
6 , 75 X 10 5 
Schmidt & 3 - 4000 -+- 10 5 Nu = 0, 10 Ra0 ' 31 Pro• o 5 15.3 - 137 
Silveston 1959 
O' Tool e & 0 . 03 - 104 103 - 109 Nu = 0 ,104 Ra0•305 Pr0·084 1.9 - 137 
Silveston 1961 
Deardoff & 0. 71 6 , 3 X 10 5 Nu = 6 (4 . 5 - 6 . 5) 5.2 - 9.4 
Will is 1967 2.5 X 106 Nu = 8.2 (5 . 5 - 11) 
1 X 10 7 Nu = 11 (9 - 17) 
Wi ll is & 0. 71 - 57 5 X 103 - 2 X 10 6 - 33 - 76 
Deardoff 1967 a 
Willi s & o. 71 - 57 ... 2 . 8 X 106 - 6.7 - 76 
Deardoff 1967 b 
Gi lle 1967 o. 71 2.6 X 10 3, 6 . 8 X 10~ 8 . 2 - 12.8 
2.85 X 104 
Golds t e i n & o. 71 6 , 88 X 106 - 1.23 X 108 Nu = 0.123 Ra0 • 294 1.0- 4.7 
Chu 1969 
Kr i s hnamurti o. 71 - 8500 103 - 106 - 9.8 - 98 
1970 a & b 
Chu & 6 2. 76 X 10 5 - 1.05 X 108 Nu = 0.183 Ra 0 ' 278 1. 5 - 6 . 0 
Go l dstein 1973 
Garon & 5 . 5 1. 36 X 10 7 - 3.29 X 109 Nu = 0. 130 Ra0·293 2.5 - 4.5 
Go l dste in 1973 
Wende ll Brown 0. 71 10 3 - 5.4 X 104 - 12 - 53 
1973 
Thr elfall 1975 0,66 - 0 .91 60 - 2 X 109 Nu = 0. 173 Rao• 2 8 2. 5 
Fitz j arrald 0. 71 4 X 104 - 7 X 109 Nu = 0 . 13 Ra o , 30 1.9 - 58 
1976 
SINGLE PLATE EXPERIMENTS 
For these cases t he Rayle igh Number has been computed assuming that 6T is twice temperature 
d i fference between the p l ate a nd its s urroundings a nd d is tw i ce depth from the plate to the 
unheated surface 
Thomas & 6. 7 3.43 X 109 Nu = 120 . 1 2.0 
To\omsend 1957 9,10 X 109 Nu = 145.6 
1 .36 X 1010 Nu = 169.8 
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Fig. A.l. Nusselt number data from parallel-plate experiments plotted 





For practical reasons, parallel plate convection experiments 
are generally carried out for a small number of plate spacings and a 
large range of interplate temperature differences. For each run it 
is therefore more logical to use dimensionless numbers which separate 
Q and 6T . Malkus (1954) introduced this idea by rewriting Eqn. 
A.2.2 in the form 
Nu Ra ¢(Ra, Pr, L/d) {A.2 . 3) 
A- 6 
The product Nu Ra removes 6T from the left hand side of the equation. 
If d and the fluid properties are not varied, Nu Ra is a non-
dimensional heat flux. When plotted in the form Nu Ra versus Ra, 
heat flux data from runs with one type of fluid appear as a series of 
straight lines with sharp transitions in slope (Fig. A.2). 
Krishnamurti (1970 a,b) has studied in great detail the occurrence 
of heat flux transitions over a wide range of Prandtl numbers (Fig . A.3). 
The first transition at Ra is the onset of convection. Immediately 
C 
above the critical Rayleigh number, two- dimensional roll s occur. The 
second transition occurs in conjunction with a change to a steady 
three-dimensional hexagonal cells . Between the third and fifth 
transitions, the flow has a time dependent nature. The intermittent 
nature of the convective flow over the same range of Rayleigh numbers 
has also been reported by Willis and Deardoff (1967a) . 
Rayleigh number, the flow becomes turbulent. 
At higher 
The heat flux transitions above Ra are Prandtl number 
C 
dependent for Pr< 100 (Fig. A.3). At high Prandtl numbers, the 
buoyant fluid retains its heat but its motions are damped. The flow 
motions therefore remain steady up to high Rayleigh number . However, 
at low Pr, the transitions to turbulent flow occur at much lower 
Rayleigh number . In the case of mercury (Pr= 0 . 025) , the onset of 
turbulent flow occurs immediately above Ra 
C 
(Turner 1973) . 
Even in the turbulent convection region there must be some 
organization of the flow. This is apparent from the transitions in 
slope of Nu Ra versus Ra plots at moderately high Rayleigh number. 
Figure A.2 shows a heat flux transition in the data of Garon and 
Goldstein (1973) at Ra= 1.3 x 108 
The occurrence of heat flux transitions appears to be well 
established. Figure A.4 and A.5 show the transition Rayleigh numbers 
reported by other investigators (Table A.1). They are plotted on the 
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number at high Ra showing a heat flux transition. (From Garon 
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Fig. A.3. Diagram showing the heat flux transitions and the types of 
convective flow observed between them as functions of Rayleigh number 
and Prandtl number. (From Krishnamurti 1970a,b.). Triangular data 
points show Rayleigh numbers at which temperature gradtent reversals 
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Fig. A.4. Heat flux transition Rayleigh numbers for water (Pr= 6.7) 
plotted on the empirical curves of O'Toole and Silveston (1961 ) . 
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Fig. A. 5. Heat flux transition Rayleigh numbers for air (Pr= 0.71) 
plotted on the empirical curves of O'Toole and Silveston (1961) . 
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. -3 0.816 
1700 < Ra< 3500 ) Nu = 2. 38 X 10 Ra 
0.252 10-? 
) 
Nu = 0 .22 9 Ra 3500 < Ra< ) (A. 2. 4) 
Ra0.305 0.084 105 < 109 
) 
Nu = 0.104 Pr Ra< ) 
The regularity of the transition Rayleigh numbers for each set of 
results is remarkable. 
mate multiples of two. 
At high Ra, the spacings represent approxi -
Some confusion arises when the work of Willis and Deardoff (1967b) 
is considered. For air and silicon oil (Pr = 0.71 and 57) , they 
obtained approximately the same transition Rayleigh numbers (for 
4 
Ra> 2.5 - x 10) as Malkus (1954) . Both sets of transition Rayleigh 
numbers are listed in Table A.2. They are also shown as points D 
and M in Figs. A.5 and A.4 respectively . Because Malkus' experiments 
were for acetone and water (Pr = 3.7, 7 ) , this correspondence seems 
to suggest that heat flux transitions are independent of Prandtl number. 
However, this conflicts with the measurements of Krishnamurti (1970 a,b) 
in which the dependence of the heat flux transitions on the Prandtl 
number is clearly shown (Fig. A.3). 
TABLE A.2 - A COMPARISON OF THE HEAT FLUX TRANSITION RAYLEIGH NUMBERS 
MEASURED BY WILLIS AND DEARDOFF (1967b) AND MALKUS (1954) 
AT DIFFERENT PRANDTL NUMBERS 
Transition Willis & Deardoff Malkus 
Number (1967b) (1954) 
Pr = o. 71 (57) Pr = 3.7, 7 
l 1750 1700 
2 8200 (8000) i 3 2 . 4 X 104 (2. 5) l.8x 104 
4 5 . 6 X 104 (5 . 4) 5.5 X 104 
5 l.8x 105 l. 7 X 105 
6 4 . 1 X 105 4 . 25 X 10 
5 
7 8 . 3 X 105 8 . 6 X 105 
8 1.4 X 106 l. 7 X 106 
9 6 2.25 X 10 -
A-10 
If the curves of heat flux data on a Nu Ra versus Ra plot 
are approximately linear between transitions they should appear as a 
series of shallow concave downwards arcs on a log Nu versus log Ra 
plot (e.g. Fig. A.1). However, the plot of log Nu versus log Ra 
presents heat flux data in much less detail than a Nu Ra versus Ra 
plot so that only the arc between the first and second transitions is 
generally apparent. 
less distinct. 
With increasing Rayleigh number, the arcs become 
Except for Threlfall (1975), all the other experimenters discussed 
in this appendix (Table A.1) have presented their heat flux data in the 
forms log Nu versus log Ra and Nu Ra versus Ra. To remove the 
k 
mean trend of his data Threlfall (1975) plotted Nu/Ra 4 versus log Ra. 
His choice of the¼ power appears to have been arbitrary with no 
theoretical basis. However, there is another method of plotting heat 
flux data for which the ordinate also takes the form of a non-dimensional 
heat flux (c.f. Nu Ra). To the writer's knowledge, this plotting form 
has not previously been reported. It is discussed in the next section. 
A. 2.2 The Graphical Form 
Rayleigh Number 
c Versus the Logarithm of the 
q 
The product Nu Ra has previously been described as the non-
dimensional heat flux because, for fixed interplate spacing d, a plot 
of Nu Ra versus Ra represents the variation of the buoyancy heat 
flux Q with changes in 6T. The variation of the fluid properties 
is assumed to make a minor contribution. 
However, Q is also a function of d. For this I.C.P.M. study, 
it would be interesting to know the variation of the buoyancy heat flux 
Q with convection layer thickness,as this would reveal at what stage 
the heat transfer becomes independent of d 
m 
It can easily be shown that the plotting form corresponding to 
Q versus d if all other quantities (6T, Pr, L/d) are fixed, or in 
the case of the aspect ratio have negligible effect, is 
½ ½ 
Nu/Ra 3 versus Ra 3 
The ratio 
~ 
C = Nu/Ra 3 
q 
will hereafter be referred to as the heat transfer 
coefficient c 
q 
With the exception of Brown (1973), experiments with 
constant 6T and variable d are seldom performed due to the practical 
problems of continuously varying d. To evaluate the heat transfer 
coefficient c from previously published data it will be assumed that, 
q 
A- 11 
for constant aspect ratio and Prandtl number, there is only one value 
of Nu for each value of Ra. Hence, data from variable 6T 
experiments can be used to plot the hypothetical 
variable d experiment. 
c data from a 
q 
The most detailed method of presenting heat flux data, used in 
the literature, is the graphical form Nu Ra versus Ra. If the 
data between the heat flux transitions in this form is held to be 
linear, then between transitions X. 
1. 
and 
Nu Ra =m .. 1 Ra - c . . 1 1.,1.+ 1.,1.+ 
X. 1 
.1. + 
(A.2 . 5) 
where m and c are the slope and negative intercept of the str aight 
line. 
When this linear relationship between Nu Ra and Ra is mapped 
~ 
onto a c = Nu/Ra 3 versus log Ra plane, it yields a series of 
q 
distinct concave downwards curves (Fig . A. 6). The logarithmic scale 
is u s ed f o r the Rayleigh number abscissa because it allows a g r eater 
range of points to be plotted. However, as heat flux transition 
Rayleigh numbers appear to be more regular on a logarithmic scale 
(Figur es A. 4 a nd A. 5), t he 
a log Ra abscissa is used. 
c cur ves will also be mor e regular whe n 
q 
Figure A.6 shows the c versus 
q 
log Ra data from the experi-
ments of Krishnamurti (1970a) and Silveston (as reported by Brown 1973), 
for water between transitions x1 and x2 . The fitted curves are 
transformed straight line data f r om a Nu Ra ver sus Ra p lot . The 
slopes of the straight line data, reported by Krishnamurti (1970a), 
were m12 = 2.72 and m23 = 4.4. For transitions x1 , x2 and x3 , 
the transition Rayleigh numbers were Ra , 10 Ra and 21 Ra 
C C C 
respectively. Also plotted are O'Toole and Silveston's (1961) empi rical 
curves for 1700 <Ra< 3500 and 3500 <Ra< 105 (Eqn. A.2 . 4) . It 
is quite apparent that the transformed straight line only fits the C 
q 
ve rsus log Ra data for the higher Rayleigh numbers be t ween t r ansitions 
x1 and x2 (Fig. A. 6) . 
On a plot of Nu Ra versus Ra, the departure of the lower 
Rayleigh number data from a straight line fit is not so obvious. For 
instance, the data above the maximum C 
q 
Rayleigh number (Ra :::; 4320) 
in Fig. A.6 will occupy three- quarters of t h e corr esponding Nu Ra 
versus Ra plot because the abscissa is linear. The data below this 
maximum c Rayleigh number, which does not agree with the transformed 
q 
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plot for high Rayleigh number 
can be obtained from Garon and Goldstein's (1973) data (Fig. A.7) . 
Garon and Goldstein reported four heat flux transitions (corresponding 
to transitions c, d, e and f in Fig. A. 7) . However, their data 
suggest four more transitions, although these are not accurately 
defined. For instance, only one data point occurred above transition 
a, and between transitions g and h (Fig. A.7). In these cases, 
the slope of the straight line on a Nu Ra versus .Ra plot was chosen 
by assuming that the spacing of the transition Rayleigh numbers on a 
logarithmic scale is regular (e.g. Figs. A.4 and A.5). 
_High Rayleigh number data produces less distinct c versus 
q 
log Ra curves (Fig. A.7). Consider, for instance, the data point 
(for d = 10 cm) which does not lie on the arc between transitions c 
and d. If it is in fact inaccurate then the experimental scatter is 
as great as the amplitude of the c versus 
q 
log Ra arcs. It should 
be noted that if this data point is accurate then Garon and Goldstein's 
(1973) results for d = 10 and 18 cm could be fitted with two 
separate curves. This would suggest c has an additional dependence 
q 
of the plate spacing d and would not support the form of the C q 
curves in Fig. A.7. However, if the apparent linearity of Nu Ra 
versus Ra data is accepted then the occurrence of the concave down-
ward arcs between the heat flux transitions on a c versus log Ra 
q 
plot must also be accepted. 
Because the graphical form c versus log Ra presents the 
q 
data in greater detail than previous plotting forms, the adequacy of 
earlier empirical fits of convection data can be judged. In Fig. A.6, 
O'Toole and Silveston's power curves (Eqn. A.2.4) are shown to fit the 
data only for the low Rayleigh number range. These power curves, 
obtained by fitting straight lines to log Nu versus log Ra data, 
do not allow for heat flux transitions. Even the straight line fits 
of the Nu Ra versus Ra data in Fig. A.6 appear to be inadequate 
over the lower range of inter-transitional Rayleigh numbers . This 
suggests other empirical curves might be obtained which provide a better 
fit to a C versus 
q 
Ra plot whilst remaining indistinguishable from 
straight lines on a Nu Ra versus Ra plot. 
Consider an experiment in which the fluid properties and 6T 
remain constant and d is increased. A plot of c versus log Ra 
q 
plots then represents the .variation of heat flux with d . The form 
of these curves suggests that the heat flux increases· (with increasing 
d) until a maximum is reached for the particular flow type (Figs. A.6 
A-14 
and A.7). Once d is increased beyond this point, the heat flux 
decreases until another flow type becomes marginally more efficient.. 
A transition in the flow pattern then occurs (Fig. A.3), although 
the hysterisis effects noted by Krishnamurti (1970 a) , for increasing 
and decreasing Ra, may tend to complicate the changeover. The 
curves for c therefore allow one to speculate that heat flux trans-
q 
itions are caused by some form of maximization of heat transfer . 
The regularity of the c curves for a logarithmic Rayleigh 
q 
number .abscissa suggests that the changes in the efficiency of heat 
transfer may depend on the fractional change in depth (od/d) relative 
to the maximum c depth, rather than the absolute change. 
q 
It is also apparent from the shape of the c curves that, for 
q 
the same temperature difference ~T, there may be two or sometimes as 
many as f our or five different plate spacings which will produce the 
same heat flux Q . For example, from Fig. A.6, the same value of C 
q 
= 0.105 is obtained for plate spacings 
of approximately 9 x 102 (conduction), 
represented by Rayleigh numbers 
3 4 
2.5 xlO , 1.3 x 10 and 
4 
2.2 X 10 • This is not obvious from the previously used methods of 
presenting thermal convection data (Appendix A.2 . 1). 
The point of maximum C 
q 
is the maximum heat flux obtainable 
for a particular flow regime and interplate temperature difference. 
From the straight-line assumption given by Eqn. A.2.5, it can easily be 
shown that the maxima will occur at 
Ra= 
4 C, '+l l., l. 
m .. l 
, Nu= 
3 
4 mi,i+l (A . 2. 6) 
J.,J.+ 
However, as the straight- line only provides an approximate fit to the 
data, these maxima values are also approximate. 
With increasing Rayleigh number the maximum c values for each 
q 
pair of transitions decrease. 
in the next section. 
This mean variation of c is discussed 
q 
A.2.3 The Mean Variation of c with Rayleigh Number 
q 
The value of c has been discussed previously in the literature 
q 





Turner (1973) suggested that for water and air the values of 






available data over the full experimental range of Ra is shown in Fig. 
. A- 15 
A.8. Where only a power relationship of the form Nu= c Ran was 
I 
available this was plotted but a comparison of Fig. A.l with Figures 
A.6 and A.7 show a substantial loss of detail occurs. Figure A.8 
highlights both the approximate consistency of each experiment and the 
marked difference between different experiments. It shows more clearly 
than Fig. A.l that the differences are unlikely to be explained by 
simple Prandtl number dependence at high Rayleigh number. 
reason for these differences is aspect ratio dependence. 
A possible 
To calculate the Rayleigh number for the single-plate experimental 
data on Fig. A.8 (Townsend 1959 and the writer's unsteady heat flux 
experiments), the temperature difference between the plate and the 
mean fluid temperature (6T) was assumed to be equal to 
p 
the height of the enclosed fluid column was used for d . 
½t.T Twice 
This likens 
the single-plate experiments to the lower half of a par allel-plate 
experiment. It is, however, debatable whether twice the fluid depth 
or the actual depth should be used. The latter case would give a 
Rayleigh number one-eighth the value of that calculated. 
A plot of Long's (1976) theory, with constants obtained by 
fitting the two extreme points of Garon and Goldstein's data,is also 
shown. Long's factor s = ¼ has been assumed. 
The overall variation of c with Rayleigh number (Fig. A.8) 
q 
suggests that over the experimental range of higher Rayleigh numbers, 
c decreases with increasing Ra. At much higher Rayleigh numbers 
q 
(Ra > 1015 ) , c tends to a probable asymptote between O . 04 and O. 06. 
q 
To avoid confusion, O'Toole and Silveston's (1961) empirical 
curves (Eqn. A.2.4) have not been plotted on Fig. A.8. However, they 
do provide good agreement with the plotted data·. An empirical formula 
suggested by Hollands, Raithby and Konicek (1975) which include the 
large Rayleigh number asymptote of c = 0.0555 , also agrees well 
with the data in Fig. A.8. 
q ½ 
Empirical formulae based on Ra 3 do 
not allow for the decreasing value of C 
q 
at high Ra. 
The data plotting method introduced in this section (c versus 
q 
log Ra) allows the data to be plotted in greater detail than previously . 
The plotting form also shows the effect that varying only the interplate 
spacing has on the heat flux Q. Further research is needed to gain 
an understanding of the physical effects of varying d. 
The published heat flux data (Fig. A.8) suggest that, within the 
limits of experimental accuracy, the assumption that . c does not vary 
q 
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the I. C. P . M. 
A.3 VERTICAL TEMPERATURE PROFILE 
Measurements of the mean vertical temperature profiles in a 
convecting layer of air between two parallel plates are shown in Fig . 
A.9 . The data are from the low Rayleigh number experiments of Gille 
(1967) and the high Rayleigh number experiments of Deardoff and Willis 
(1967). 
Below the critical Rayleigh number Ra 
C 
the fluid heat transfer 
is by conduction and the temperature profile is linear across the layer . 
As the Rayleigh number increases above Ra , the temper a t u r e distr ibut-
e 
ion in the central portion of the convecting layer becomes less stable . 
At Ra= 2 . 7 x 104 fo r air , Gi lle (1967) found that the central r egion 
temperature gradient was r eversed (i . e. stable). At much higher 
Rayleigh numbers, the temperature profiles consist of a thin buoyancy 
production region of unstable temperature dist r ibution at each boundar y 
and a central region which has an essentially uniform temperature 
dist r ibut ion. 
Similar p r o f iles ha ve been measured at other Prandtl number s. 
However, as with Krishnamurti's (1970a,b) heat flux transition measure-
ments (Fig. A. 3), the profiles are Prandtl number dependent. For 
instance, Chu and Goldstein (1973) found that the temperature gradient 
reversal for water was a maximum at Ra~ 4 x 105 On Krishnamurti's 
heat flux transition diagram (Fig . A. 3), the gradient reversals deter-
mined by Gille (1967) and Chu and Goldstein (1973) lie in the turbulent 
flow regime. 
Chu and Goldstein (1973) suggested that temperature g r adient 
reversals are the result of thermals reaching the opposite boundary and 
coalescing to form stable blobs. At much higher Ra, the thermals 
undergo persistent horizontal motions, which restrict the formation of 
stable blobs. 
For the purposes of the I.C.P.M. it can be assumed that at high 
Rayleigh numbers (Ra > 1010 ) , the vertical temperature profile consists 
of an isothermal central region and a buoyancy production region at the 
heated boundary. 
A. 4 VERTICAL PROFILES OF THE ROOT MEAN SQUARE VALUES OF THE VELOCITY 
AND TEMPERATURE FLUCTUATIONS 
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Fig. A.9. Non- dimensional temperature profiles in air from parallel-
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Fig.A.10. Root mean square temperature fluctuation OT non-dimension-
alized by the plate-fluid temperature difference 
Howard's (1964) non-dimensional distance ~. 
curve is compared with experimental data. 




convecting air layer between two horizontal plates (6.3 x 105 <Ra< 107 ) 
have shown that o increases from zero at the heated boundaries to a 
w 
maximum midway between the plates (Deardoff and Willis 1967). The 
maximum r.m.s. value of the horizontal velocity fluctuations occurred 
near the outer edge of the buoyancy production region . In the central 
region o was about 70% of the maximum. 
u 
Similarly, Deardoff and Willis (1967) found that the r.m.s. value 
of the temperature fluctuations OT increased to a maximum ne~r the 
outer edge of the buoyancy production layer (Fig. A.10). Again, OT 
decreased in the central region to approximately 70% of the maximum. 
Townsend's (1959) measurements in air, at higher Rayleigh number, above 
a single heated plate, showed a similar variation of OT with height . 
For penetrative convection, the profiles of o , a 
w u 
and 
a r e differ ent because there is only one buoyancy production region 
(Chapt . 2.2). For example, the maximum value of o 
w 
occurs at z/d 
m 
:t: 0.4 rather than at z/d = 0 . 5 , as is the case for parallel- plate 
m 
convection •. The value of crT is also affected by the oscillation of 
the stable temperature gradient at z = d 
m 
In the isothermal central r egion of a high Rayleigh number 
turbulent convection layer, molecular diffusion and viscosity may be 
neglected. As discussed in Chapt. 4.2, the velocity and temperature 
scales for turbulent convection (V and T) are dependent only upon 
s s 








(ag Q d) ~ 
Q/ (ag Q d) ½ 
Deardoff (1970) took the proportionality constants to be unity 
and defined the convection scales w* (Eqn. 2.2.19) and T* (Eqri. 
2.2.21). He found that Deardoff and Willis' (1967) measurements of a , 
w 
for parallel plate convection, scaled well with 
at midheight was 
The maximum value 
(cr ) /w* = 0.90 ± 0 . 05 
w max 
A similar value (0.95 ± 0.05) has been reported by Fitzjarrald (1976). 
Deardoff and Willis' (1976) temperature fluctuation measurements at mid-
height scaled according to 
However, more recent measurements by Fitzjarrald (1976) of OT at mid-
A- 20 
height yielded 
GT /T* = 0.98 ± 0.05 
but no explanation for this discrepancy is available. 
To scale the r.m.s. values of the temperature fluctuations close 
to a heated plate (single-plate convection), Townsend (1959) use.a a 
temperature scale which neglected the effect of the fluid layer depth 
(which was large) and included the fluid molecular diffusivity K. 




(Q / ag K) 4 







(K / ag Q) 4 
x 
(ag Q K) 4 
Whilst Townsend (19 59) found this temperature scale satisfactory for 
his measurements of crT close to the bouncary, his scales have no use 
in the I.C.P.M. as the buoyancy production region has negligible thickness . 
A.5 HOWARD'S (1964) CONVECTION THEORY 
To complete this review of thermal convection, the convection 
theory of Howard (1964) will be discussed. Howard considered the 
convection process occurring at the heated lower boundary of a deep fluid 
layer (large Ra) as the periodic buildup of a molecular boundary layer, 
followed by its subsequent rapid breakup due to buoyancy instabilities . 
If, at t = 0, the fluid layer has uniform temperature T 
m 
and the 
lower boundary is at a higher temperature T 
p 
then the temperature of 
fluid close to the boundary increases by molecular diffusion according 
to 
T(z) = 6.Tp [1 - erf( z ~ 
21Kt ~ (A .5.1) 
where 6.T = T - T 
P P m 
At time t* , the buoyancy forces overcome 
the retarding viscosity and diffusive effects and the buoyant layer 
breaks up. For Prandtl numbers greater than unity, Howard (1964) 
assumed the breakup time to be small relative to the diffusive period 
t* . The convective process can therefore be discussed in terms of 
Eqn. A.5.1 for O < t < t*. 
Support for this type of phenomenological model comes from the 
A- 21 
work of Elder (1968) and Sparrow, Husar and Goldstein (1970). Using 
flow visualization techniques (Chapt. 6.3.3), Sparrow et al. were able 
to observe the regular spatial and temporal generation of thermals 
above a flat heated plate. When the heat flux Q increased, the rate 
of generation of thermals at each site dedreased. 
By integrating the temperature distribution (Eqn . A. 5.1) with 
respect t o time over the time period O < t < t* a mean vertical 
temperature profile may be obtained 
T = 6Tp [ (1 + 2 ~2 ) (1 - erf s) - ~ S exp(- s2 ) J 
where ~ = z / 2 /K t * 
(A.5 .2 ) 
In terms of the I . C. P . M. , the thickness of the buoyancy production layer 
is 
a~ = - 6T I 
p oz z=O 
Hence from Eqn. A.5.2, 
z = /Jr Kt*/ 2 
b 
It also follows that the Nusselt number is given by 
Nu= 
d 
(A. 5. 3) 
(A .5.4 ) 
Howard (1964) described the buoyant layer breakup criterion in 
terms of a critical Rayleigh number based on a representative buoyancy 
production layer thickness, rather than the full layer depth. Compari-
son of his mean temperature profile (Eqn . A. 5.1) with experimental 
measurements by Townsend (1959) and Elder (1968) at high Ra showed 
good agreement. 
However, whilst Howard's theory des'cribes the method of generation 
of buoyant thermal elements, it does not include the effect of their 
convective transport. In the paral lel plate case, the interaction of 
buoyant elements from adjacent boundary layers will cause major depart -
ures from the theory. This is apparent from the temperature profiles 
in Fig. A.9. At lower Rayleigh number, the interaction of buoyant 
elements causes temperature gradient reversals (Chu and Goldstein 1973). 
If Eqn. A.5.1 is used to obtain the r.m.s. value of the temper -





2 2 + 2 s ) . (1 - erf s) 
where 
·!.§ 2 








(A. 5. 5) 
is the exponential integral and T is the mean temp~rature (Eqn. A.5.2). 
The theoretical curve from Howard's (1964) theory and the 
experirriental results of Deardoff and Willis (1967) and Townsend (1959) 
are compared in Fig. A.10. The maximum r.m.s. value of the temperature 
fluctuations is quite well predicted. However, further from the 
boundary, where the passage of thermal elements is important, the theory 
breaks down. 
Despite the restraints on Howard's (1964) theory discussed above, 
it does provide a reasonable description of the transfer of heat away 
from a heated boundary by convective motion. It suggests that the 
mixed layer in the I.C.P.M. will contain rising thermal elements, which 




LINEARLY STRATIFIED ATMOSPHERIC MODEL 
In this appendix, penetrative convection equations for a linearly 
stratificated model will be derived. The model differs from the I.C.P.M . 
in that the temperature well above the interface increases linearly with 
height (Fig. B.l). As discussed in Chapt. 2.2.2, models of this type 
have been used to analyse atmospheric boundary layer growth (e .g. Betts 
197 3) • . 
The model developed in this appendix will incorporate the I . C. P.M . 
assumption that the partial derivatives of temperature, with respect to 
height and time, are discontinuous at the interface and not T (z,t) • 
As this makes allowance for the finite thickness of the interfacial region 
even at high Peclet number s, it is an impr ovement on previous models. 
Because the linearly stratified case is primarily of interest in atmos -
pheric modelling, only high Peclet number entrainment will be considered . 
To simplify the analysis, heat losses are neglected, i.e. 
B = B = l 
T 
W = W = 0 
T 
temperature gradient for z >> d , r, will be assumed to be constant 
m 
with respect to height and time. 
Only the derivations of the model equations will be given . This 
will allow the validity of earlier atmospheric modelling assumptions to 
be discussed. No numerical analyses of the linearly stratified case 
will be presented. 
B.l GENERAL EQUATIONS 
The vertical temperature profile for the linearly stratified case 
(I' > 0) is shown in Fig. B.l. Below the interface, the profile is 
identical to the I . C.P.M. Above the interface, the temperature gradient 
tends to r for z >> d The temperature T is defined as the m a 
temperature of the extrapolated linear diffusion region profile (gradient 
f) at z = d 
m 
The interfacial temperature difference 
therefore defined in the same way as the I.C.P.M., by 
6T . = T - T 




For the linearly stratified model, the mean temperature profile 
is given by 
(T + f (z - d ) - T) d z a m · (B .1.1 ) 
Fig. B.l. 
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Vertical temperature profile for linearly stratified model . 
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Buoyancy Heat Flux 
Fig. B. 2. Buoyancy heat flux profile for linearly stratified model. 
B- 2 
Height hT is assumed to be large, so that at 
T = T + f (z - d) a rn 
z >> d 
rn 
B-3 
In the diffusion region, the same equations for the buoyancy heat 
flux Q(z) and the rate of change of temperature apply (Eqns. 3.3.1 and 
3.4.3). The mixed layer heat budget equation is also the same as for 
the I.C.P.M. (Eqn. 3.5.2). 
(B.l. 2) 
However, the full fluid column heat budget equations differ . 
In the linearly stratified case, the heat flux at the upper boundary 
(z = hT)", - Kf, must be accounted for. Also T 
a 
increases as d 
increases and this will contribute to the changes in 
Eqn. 3.4.1 over the full fluid column, yields 
From the 
h 





J T dz = 
0 
dh, it follows that 
r 
Ta hT + 2 
Partial differentiation with respect to time gives 
6T. 
1 
JhT 8T dTa O -at dz = hT dt - f (hT - drn) Vern - d~ (dh /),Ti) 








is simply given by 
rn 
Integrating 
(B . 1.3) 
(B. 1.4) 
(B . 1. 5) 
(B . 1.6) 




Q + Kf + v h 6T. = - ah --- + a r v p e 1 dt rn em 
It follows from the definition of 6T. and Eqn. B. 1.6 that 
1 
d - (6T.) = f V 
dt 1 em 
dT 
m - --dt 
(B . 1. 7) 
(B.1.8) 
An alternative form for the full fluid column heat budget is therefore 
dT 
rn 
Qp + Kf + Veh 6Ti = dh dt + (dh - drn) f Vern (B.1 . 9) 
In atmospheric models (large Pe), molecular diffusion is negli-
gible and the upper boundary heat flux (- Kf) may be neglected. Even in 
Wil l is and Dear doff's (1974) laborator y expe r iments for water (typical 
values, f = 0.45 °C/cm and Qp = 0.13 cm °C/sec), the upper boundary 
heat flux was less than 0.5% of 
Consider the two heat budget equations (Eqns. B.1.2 and B. 1.9) 
expressed in terms of k 
e 
and kh respectively. 
B- 4 















This is similar to the I.C.P . M. result (Eqn . 5.3 . 6) but there is an 
additional term. The value of kh in a linearly stratified model 
will be larger than the corresponding I.C.P.M. value. 
Consider the buoyancy heat flux profile sketched in Fig . B.2. As 
with the I. C. P . M. , the heat flux at the interface (point A) is Qe = 
- k Qp . This follows from Eqn. B.1.10. The value of k can there-e e 
fore be evaluated from the heat flux profile. However, from the full 
fluid column heat budget (Eqn. B.1.11), the heat flux given by an 
extrapolation of the linear mixed layer heat flux profile to z = dh 
(point B) is 
· Hence, the value of kh cannot be evaluated directly from the heat flux 
profile using the I. C. P. M. method ( Cha pt. 5. 3) • The heat flux - kh Qp 
will be more negative than the extrapolated value (i . e . point C in Fig. 
B. 2) • In the I.C.P.M. point Band C coincide because f = 0 
B.2 HEAT BUDGET EQUATION SOLUTION 
Because the k values (k , k and kh) are not generally 
e m 
constant with time, Betts' (1973) solution of his heat budget equation 
is invalid (Chapts. 2 .2 and 5.4). However, in this section the same 
constant k assumption will be made to solve the full fluid column heat 
budget equation for dh as a function of and This solution 
will also have doubtful validity. However, by comparing it with Betts' 
result, other major errors which occur when Betts' model equations are 
used to analyse atmospheric data, will be illustrated . 
B- 5 
In the linearly stratified atmospheric model (large Pe), 
a2T/az 2 is typically negative in the diffusion region. This follows 
from the initial conditions (Chapt . 3.1) 
T(z,O) =TO+ f z 
· m 
The large · Pe relationship for ti , assumed in Chapt. 4. 3 (Eqn. 4. 3. 2) , 
will therefore hold. From Eqn. 4.2.5 
t. = 0.1 d 
1 m 
Because molecular diffusion effects are negligible, turbulent diffusion 
will control the shape of the interfacial region. 
height dh will therefore be related to 
c. d 
t. 
The mean profile 





will be a constant value of about 1.05 - 1.10. 
rates of change of d 
m 
and are related according to 
c. V 
1 em 
(B.2 .1 ) 
Hence, the 
(B .2.2 ) 
In the linearly stratified model, is greater than V em 
This is the reverse of the typical I.C.P.M. case. For simple initial 
conditions in the linearly stratified model, dh = dm = O at t = O 
whereas in the I.C.P.M., dh = dgO. 
From Egn. B. 2.1, the relationship between kh and 
B.1.12) reduces to 
d f V 
= c. (1 + k ) + (c. - 1) 
1 e 1 
m em 
Qp 
Substituting for ¾ and c. in Eqn. B .1. 7 yields 1 
1 + kh d (fl.T.) ___L d L'iT. + dh 
1 





(B . 2.3) 
(for large Pe) 
If this equation is multiplied on both sides by dh to the power of 







Again assuming ¾ is constant, Eqn. B.2.4 is integrated with respect to 
time from t = t to t. · v 
to zero. This yields 







(B .2.5 ) 
where is the mean temperature profile he.ight (Eqn. B.1 . 1) at t = 
From the definition of kh (Eqn. 5 . 1.3) it follows that 
d 
- d ( ~) 
hv ah 
In the simplest case, the two heights d 
m 
and 
(B . 2.6) 
are zero at 
time t i.e. t = d = d = 6T. = 
v v · m h 1 
0 • These initial conditions 
were assumed by Betts (Chapt. 2.2.2). In his model, the interfacial 
thickness was neglected so that' d = d 
h m 
and 
B.2.5 and B.2. 6 r educe to Eqns. 2.2 . 11 and 2.2.13 . 
k 6T. = 
1 1 + 2k 
r 
d V = 
m em 





(B . 2.7) 
(B.2.8) 
As these equations all depend on the assumption that k 
e 
are constant with time, their validity is in doubt. However, a 
t . 
V 
comparison of Eqns. B.2.5 and B.2.6 with Eqns. B.2.7 and B.2.8 shows that 
other factors can affect the accuracy of the k values obtained from 
Betts' model. Firstly, the value of kh is larger than ke (from 
Eqn. B.2. 3) so that the value of k derived from Eqn. B. 2 . 7 will be 
larger than the ratio of the interfacial and lower boundary heat fluxes 
(k ) • 
e 
Secondly, if the atmospheric conditions do not satisfy the assumption 
that d = 0 hv (i.~. the virtual height where 
Betts' (1973) equations should not be used . 
B.2.8 yields 
(1 + 2k) 
6T = 0 is not zero) then 
i 
Combining Eqns . B. 2 . 6 and 
(B.2.9) 
For d > _O , the value of 
hv k 
is greater than However, for 
d >> d , the eff~ct of the initial conditions becomes negligible (Stull 
h hv 
1973, Farmer 1975). 
Equations of the type developed by Betts (1973) have been used 
B- 7 
extensively to evaluate k (Carson 1973, Deardoff 1974a, Sarachik 1974, 
Barnum and Rao 1975, Farmer 1975). From the discussions given in this 
section and Chapter 5, it is app~rent the values of k obtained from 
these analyses will not be representative of the interfacial heat flux 
ratio k = - Q /Q 
e e p 
C-1 
APPENDIX C 
NUMERICAL ANALYSIS COMPUTER PROGRAMS 
A number of numerical analyses were performed using the University 
of Canterbury's Burroughs B6718 computer. The main numerical analysis 
was a temporal solution of the turbulent entrainment model. For 
molecular entrainment (y =A= 0) , the diffusion region temperature 
distribution is unaffected by the mixed layer. The computer program 
required was therefore much simpler. A filling model entrainment 
analysis could be performed using the molecular entrainment program by 
setting K = 0 
Computer programs were also written to study the diffusion of 
heat through the fluid column container walls and insulation,and to 
evaluate the analytical solutions of the molecular diffusion equation 
for finite and infinite boundary conditions (Eqns. 3.4.6 and 3.4 . 7). 
These latter programs were straightforward and will not be discussed 
further. 
In all cases, the programs were written in Fortran. Where an 
analytical solution was not available, finite difference methods were 
used to obtain a numerical solution. The explicit forward difference 
scheme was used in all the finite difference calculations. 
in fluid properties with temperature were neglected. 
Variations 
C.l MOLECULAR ENTRAINMENT ANALYSIS 
For a molecular entrainment analysis, the effect of interfacial 
turbulence on the diffusion region temperature distribution is neglected 
(y = A = o) • The diffusion region temperature distribution at any 
time t can therefore be calculated from an analytical solution of the 
molecular diffusion equation (Chapt. 3.9). For the range of experimental 
conditions analysed, the differences between the finite and infinite 
boundary solutions were not significant. 
boundary solution was used (Eqn. 3.4.7). 
Hence, the simpler infinite 
A listing of the molecular entrainment computer program for 
steady heat fluxes is given in Appendix J.l. The computer program for 
the unsteady heat flux case was only slightly different to allow for 
the variation of Q . 
p 
At any time t, the temperature distribution in the diffusion 
region T(z,t) could be evaluated from Eqn. 3.4.7. The rate of rise 
C-2 
of the interface for molecular entrainment is given by Eqn. 3.9.2 
a2T j Qp 
+ 
K K az 2 
(C.1.1) V = 
d ail 
(3d - 3T em 
~ 
8 
m az i 
m az . 
1. 
Equations for the temperature gradient oT/oz and rate of change of 
temperature gradient o2T/oz 2 are easily derived from Eqn. 3.4.7. 
These could be evaluated for the known value of d at time - t to 
m 
2 2 
obtain (oT/oz) . and (o T/oz ) . 
1. 1. 
for Eqn. C.1.1. Hence, at any time 
t 
' the 
rate of rise of the interface V could be calculated. Using 
em 
the finite difference statement 
(d ) t+ot 
m 
= (d ) t + V ot 
m em 
(C.1.2) 
the new height of the interface at time t + ot was then obtained. 
As the mixed layer temperature T and the diffusion region 
m 
temperature T(z,t) must match at the interface, T could be 
m 
evaluated from Eqn. 3.4.7 using the known value of d 
m 
at time 
Because the derivation of the equation for V 
em 
(Chapt. 3. 6) 







satisfy the heat budget requirements. 
At time intervals of either 2 or 10 minutes, the relevant 
parameters were calculated and printed out. Equations for dh and 
Veh in terms of dm and t enabled these parameters to be calculated 
at the given time intervals (Appendix E.4). 
The molecular entrainment analysis program listed in Appendix J.l 
includes the calculation of a non-dimensional time parameter 
(t - t) / (t - t) 
s T s 
and a non-dimensional interfacial height parameter 
Whilst these have no practical value, they served to reduce d ( t ) 
m 
output 
for different values of t , Q and to a similar form. This 
s p 
allowed the net effect of varying each parameter to be studied. 
To perfo rm a filling model entrainment analysis, the same computer 
program was used with the molecular diffusivity K set to zero. In 
some cases, alternative logical statements were required where K = 0 
simplified the equations. Similarly, if the heat loss factor W was 
C- 3 
set to zero for either analysis, alternative logical statements were 
needed. Otherwise, equations such as Eqn . 3.8.2 would be divided by 
zero. An analytical solution for filling model entrainment (Appendix 
E.3) was used to check the time t when the interface reached height 
d 
m 
C.2 TURBULENT ENTRAINMENT ANALYSIS 
In the turbulent entrainment analysis of the I.C .P .M. _, the effect 
of penetrating interfacial domes of mixed layer flnid on the diffusion 
region heat transfer is allowed for by the turbulent diffusivity term 
y(z) • The mixed layer therefore affects the diffusion region 
temperature changes. Unlike the molecular entrainment analysis 
( y(z) = 0), there is no analytical solution for the diffusion r egion 
temperature distribution. Instead, a numerical solution was found 
using a finite difference method. 
The diffusion region was represented by a one- dimensional array 
of equally spaced finite difference nodes, 6z apart (Fig. C.1). At 
each time step, the turbulent entrainment parameters y. 
l and zint 
were calculated from the interfacial entrainment terms (Ri , Pe etc. ) . 
The turbulent diffusivities between each pair of nodes in the inter-
mittency region (d < z < d + z. ) were then evaluated. 
m m int 
Hence, 
the temperature changes in the diffusion region could be calculated from 
the heat budget for a nodal element of thickness 6z centred at the 
height of each node . This was performed using a forward difference 
equation based on Eqn. 3.4.3. 




were obtained numerically by matching the mixed layer profile against 
the up- dated diffusion region profile according to the mixed layer heat 
budget (Eqn. 3.5.2). 
A flow diagram outlining the major program steps and their order 
of computation is given in Fig. C. 2 . The full turbulent entrainment 
computer program is listed in Appendix J.2. 
The program was designed to study a number of different inter-
facial entrainment cases. Initial temperature profile data could be 
generated according to the initial condition equations for the I.C.P ~M. 
(an e rror function diffusion profile) or the linearly stratified model. 
Alternatively, the temperature data could be read into the computer at 
10 6z intervals. Intermediate node temperatures were obtained by 
linear interpolation . Four different heating conditions were able to 
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Fig . C.l. Finite difference nodes for calculating the changes in 
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1 , V , Ri ,Pe 
s s 
yi and zint 
Calculate the rate of change of nodal heat 
storage P(N) from molecular diffusion equation 
from z = hT down to intermittency region 




Calculate P(N) for 
intermittency region 
Fit P(N) values with 
cubic curve using 
least squares fit. 
Extrapolate to find 




Calculate temperatures at t + ot using 
values of OT obtained from P(N). 
Stir upper diffusion region 





interface rises above 
(cm) value of height 
t , Tm, QP, dm 
Yes 
Find maximUII) temperature Ta and its height 
Find maximum temperature gradient and its height d . .. ' - __ g 
Calculate three Q values from: 
(i) diffusion re~ion heat budget 
(ii) mixed layer heat budget 
(iii ) interfacial temperature gradient 
Calculate v~, Ta, ~Ti , ~ 
Calculate entrainment ratios ke , kh , km 
Write time and values of temperature and 
heat flux at lO~z intervals of height 
Write yi , Ri , Pe , zint 
No Yes 





be specified: constant lower boundary heat flux q , constant glass 
p . 
layer heat flux qG, constant heating water temperature TH, or a 
half- sinusoidal input which approximated the diurnal heating cycle for 
the atmospheric boundary layer . 
By setting y (z ) to zero, the program could be used to perform 
a molecular entrainment analysis . This took a great deal more comput-
ational effort than was required for the simpler program described in 
the previous section. As will be discussed later, these mo·lecular 
entrainment analyses provided a check of the numerical methods used in 
the program. 
•To translate the theory of the I.C.P.M. into a numer ical analysis 
model, a number of additional assumptions were necessary. The 
assumptions that were most likely t o have i nf luenced t he numerical 
analyses, a r e discussed below. 
(i) The turbulent diffusion decay function 
I n Chapt. 4.3, the decay of the turbulent diffusivity y (z ) with 
increasing height above the interface was discussed. The decay function 
¢1 (z - dm ) appeared to be approximately exponential. However, to 
simplify the numerical analysis, the turbulent diffusivity was assumed to 
be equal to zero at a finite distance zint above the interface. 
The decay function was defined by the power curve (Eqn . 4.3 . 12) 
[1 z - d r ¢1 (z - dm) = - ( m ) (C . 2.1) z . 
int 
for 0 < z - d < zint m 
and the intermittency region thickness over which y(z) varied was 
de f ined empirically by (Eqn. 4.3.14) 
2.5 JI, 
s (C . 2 . 2) zint = 1 + 0.01 Ri 
This empirical relationship for zint accounts for the increased 
penetration of the interfacial domes as Ri decreases but also puts a 
finite maximum limit on (Chapt . 4.3.3). For the typical range 
of experimental Richardson numbers, the empirical relationship is 
consistent with Eqn. 4.3.11, viz. 




Only the value of y. is needed to calculate the interfacial 
1 
buoyancy heat flux Qe from the diffusion region temperature distrib-
ution at time t. However, the decay function ~l (z - dm) for y(z) 
is important in the calculations of the rates of change of intermittency 
region temperature. As discussed in Chapter 7, the overall temporal 
behaviour of the I.C.P.M. is therefore influenced by the choice of the 
empirical relationship for ~l (z - dm) 
(ii) Calculation of 'the temperature change at the lower boundary of 
the diffusion region 
Consider the finite difference nodes for the diffusion region at 
time t (Fig . C.1). The nodes are numbered downwards from node N = l 
at the upper boundary (z = hT) and are spaced 6z apart. Because 
the mixed layer interface was typically at an intermediate height between 
nodes, all the .nodal temperatures down to the node NI immediately below 
the interface, were stored in the computer. The mixed layer temper-






To compute the new temperatures at time t + ot, the forward 
difference form of Eqn. 3.4.3 was used. In the computer program, the 
temperature change at node N was stored in terms of the rate of change 
of nodal heat storage P(N) Generally (2 < N .::_ NI) 
P(N) = BOT 6z/ot 
However, at the upper boundary (node N = 1) the thickness of the nodal 
volume was only 6z/2 and the heat storage in the upper boundary 
insulation had to be included. Hence 
P(l) = ( B + B 6z OT 
T 2 at 
At a later stage, the temperature change OT could be evaluated from 
P(N) The new node temperature was then calculated. 
To calculate P(N) from Eqn. 3.4.3 using a forward difference 
scheme, information about the temperatures above and below each node 
must be known. At the upper boundary (N = 1) , the conditions above 
the node are controlled by the upper boundary heat losses. For nodes 
2 < N < NI - 1 , the node temperatures above and below each node are 
known at time t However, no information about the heat flux below 
diffusion region node NI was known. This follows from the I.C.P.M. 
assumption that the temperature gradients are discontinuous at the 
interface. The temperature change of node NI could not be calculated 
using Eqn. 3.4.3. 
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Because the rise in the interface od with each time step ot 
m 
was typically much less than 6z , it was necessary to know the temper-
ature of node NI at time t + ot 
obtained by extrapolation. 
This temperature was therefore 
The diffusion region variable that was extrapolated was the rate 
of change of nodal heat storage P(N) • Because this term is directly 
related to dT/dt, this was the same as extrapolating the rate of 
change of temperature profile. The values of P(N) for five nodes 
immediately above node NI were fitted to the simplified cubic equation 
2 
P(N) = ax +bx+ C (C.2.3) 
using . a least squares fit. The variable x is the nodal distance 
above node NI and a, b and c are constant coefficients. The 
magnitude of the coefficient c was the required value of P(NI), 
(i.e. X = 0) • 
The accuracy of the extrapolation method could be checked by 
setting y(z) = 0 and performing a molecular entrainment analysis. 
For y(z) = 0, the diffusion region is independent of the mixed layer. 
I 
Hence, a second molecular entrainment analysis could be performed in 
which the diffusion region temperatures for 0 < z < d 
m 
were retained 
as a "ghost" profile. The temperature change calculations for this 
profile are unaffected by the mixed layer. 
analysis, the lower boundary condition was 
In the second molecular 
dT/dz = 0 at z = 0 . 
The agreement between the two analyses was good. However, no independ-
ent check on the fully turbulent I . C . P . M. case (y(z) > 0) was available . 
A second extrapolation method was also tested. The interfacial 
temperature gradient (between nodes NI and NI - 1) was calculated 
from other inter-nodal temperature gradients according to the formula 
(C.2 . 4) 
where G. is the temperature gradient between nodes NI - j and 
J 
NI - j - 1 The formula was derived from the error function profile 
for molecular diffusion between two infinitely deep layers (Eqn. 3.4.7). 
A check of this formula using the two types of molecular entrainment 
analysis (i.e. an extrapolation formula at z = d and "ghost" profile 
m 
to z = 0) showed that this formula was very accurate for y(z) = 0 . 
However, it is doubtful whether the error function based extrapolation 
formula will be valid when the turbulent diffusivity y(z) is non-zero. 
An approximate comparison of the two extrapolation methods for 
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turbulent entrainment (Eqns. C.2.3 and C.2.4 ) was made. Using Eqn. 
C.2.3, a turbulent entrainment analysis was performed. The numerical 
value of G0 resulti_ng from this analysis was then compared with the 
value calculated from the other temperature gradients 
G3) using Eqn. C.2.4. 
seldom more than 0.1%. 
The difference relative to 
and 
Despite this apparent consistency of the temperature gradient 
extrapolation method (Eqn. C.2.4), preliminary tests showed it to be 
potentially unstable. The rate of change of nodal heat storage formula 
(Eqn. C.2.3 ) had very good stability over the range of conditions tested 
and was therefore used in all analyses of experimental runs (Chapter 7). 
The lower boundary of the diffusion region where the extrapolation 
technique had to be used is an area of great importance. The inter-
facial gradient (3T/3z). controls the values of y(z ) and the inter-
1 
facial heat flux It is also an important contributing factor Q . 
e 
to V (Eqn . 3 . 6.6) . em However, the good agreement between the experi-
mental results and the numerical analyses, and the stability of the 
numerical analysis model, suggest that the extrapolation method (Eqn. 
C.2.3 ) was acceptable. 
Because an extrapolation formula was necessary at node NI , an 
implicit scheme could not be used for the finite difference calculations. 
Implicit schemes have the advantage that they remain stable for larger 
ot. The time step can be increased, thereby reducing the computational 
time . 
(iii) Setting the interface height d 
m-
In the finite difference scheme, the distance between nodes was 
6z = 0.1 cm and the time increment was generally ot = 1 second As 
the minimum values of V were about 10-3 cm/sec it oould take as 
em 
many as 102 time steps for the interface to rise from one node to another. 
The interface height d 
m 
after each time step ot 
to a linear interpolation of the nodal temperatures. 
scheme is shown diagrammatically in Fig. C.3. 
was therefore matched 
The computational 
From Eqn. 3.5.2, the finite difference equation for the mixed 
layer heat budget is 
- W [Tm 
od 





+ ( m __ m_) f3 (d 
m m 
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Fig. C.3. Diagram of finite difference scheme used to calculate the 
incremental rise of the interface. 
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where the overbar denotes the average of the values at t and t + Ot . 





Od are unknowns. 
m 
However, from geometry it also 
(C.2.6) 
t + ot 
where ZNI is the height 
this node at t + Ot and 
of node NI , TNI is the temperature of 
(dT/dz) _t + ot is the interfacial temperature 
1 
gradient at t + ot given by 




t + ot t + ot 
TNI-1 - TNI 
6z 
Equations C. 2 . 5 and C. 2 . 6 can be combined, by eliminating Od , to 
m 
give a quadratic equation for OT 
m 
Once 





had been evaluated, 
was obtained from Eqn . 
However, before calculating oT and od a check was always 
m m 
made to ensure that the matched height (point A, Fig. C.3) was not going 
to be above the upper node (point B, Fig. C.3). This will occur when-
ever the interface is about to rise above the node at NI-1 The check 
was made by setting OT so that point A = point B. A quadratic 
m 
ot equation was then solved to find the time required for the mixed 
I 
layer temperature to increase by this amount. If ot was less than 
the actual time increment Ot then d was allowed to rise in two 
m 
steps. First to the height of node 
I 
J:tl NI-1 (in time u and then 
above it (in time Ot - Ot ) . Both computations complied with the 
heat budget equation. 
(iv) Other programming assumptions 
The numerical analysis of the fully turbulent I.C.P.M. (y > 0) 
was also influenced by the assumption that the fluid properties (p, c , 
p 
V, a and K) did not vary with temperature. As discussed in Chapter 7, 
the constant molecular diffusivity K assumption was probably significant. 
-3 2 
The value of K = 1.43 x 10 cm /sec. used in the program corresponded 
to T = 20°C. Hence, at T = 40°C, the molecular heat transfers were 
underestimated by about 6%. 
The rate of change of temperature in the intermittency region, 
and several nodes above it, were calculated in time steps of ot/4 . 
This allowed for the decrease of the stability factor 
(K + y) Ot 
(L'iz)2 
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as y increased. The critical stability case occurs at the interface 
where the turbulent diffusivity is a maximum (y.) • 
l. 
For the node 
spacing of L'iz = 0.1 cm and the maximum time increment used, ot = 2 
seconds, the stability factor of 0.5 was only exceeded once y, > 6K 
l. 
At this stage, the forward difference scheme was potentially unstable. 
In the numerical analyses presented in Chapter 7, this minimum stability 
criterion was only exceeded within five minutes of tT 
As discussed in more detail in Chapter 7, the computer program 
calculated the interfacial gradient Richardson number from the maximum 
temperature gradient within the intermittency region d < z < d + z . t " m m 1.n 
It was assumed that the interfacial dome motions were controlled by the 
maximum intermittency region temperature gradient rather than the inter-
facial gradient. These two gradients were only different initially, 
when d < d 0 and (d 2T/3z
2). > 0 The slight reduction in y, 
m g i i 
resulting from the larger value of Ri did not appear to significantly 
affect the results of the numerical analyses . 
To prevent the build- up of an unstable temperature distribution 
at the upper boundary due to heat losses, the upper diffusion region 
was "stirred". Whenever T - T(h) > 
a T 
0 .1 °c , the upper boundar y 
temperature distribution was re-organized into a uniformly mixed layer 
of the same heat content so that the fluid column was again statically 
stable . As the temperat ur e difference with the air in this upper 
region was about 18 °C, the effect of this numerical stirring on the 
heat losses was negligible. 
The computer program also included an empirical simulation of the 
apparent breakdown of interfacial dome action at low QP in an unsteady 
heat flux experiment (Chapt. 6.4). If the heat flux was too small, 
there was insufficient turbulent kinetic energy in the thermal convective 
elements to maintain a fully mixed layer up to the existing inter face. 
At this stage molecular diffusion took over, smoothing the interface and 
effectively reducing d 
m 
This was modelled in the computer program, whenever Qp was less 
than a minimum value Qpc The turbulent diffusivity Y(z) was set 
to zero and the diffusion region was extended down to z = 0 with the 
temperatures below z = d set equal to T As there was then a 
m m 
large positive rate of change of temperature gradient -at the interface, 
the temperature of node NI increased rapidly. After the mixed layer 
calculation that followed, the new value of 
than before (V . < O) . and the value of 
em 
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d was typically lower 
m 
~2T/~z 2 h . o o at t e previous 
interface height was reduced. This mode of behaviour differs from 
turbulent entrainment where the mixed layer turbulence maintains the 
interfacial temperature gradient discontinuity. 
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APPENDIX D 
EXPERIMENTAL HEAT LOSSES 
As the fluid column tempe_ratures were generally higher than the 
external air temperature (T. ) , heat was continually being lost to 
air 
the air through the tank insulation. Heat was also stored in the tank 
walls and insulation. 
temperatures increased. 
The amount of stored heat increased as the 
The experimental heat losses consisted of 
(i) side wall losses from the mixed layer; 
(ii) side wall losses from the diffusion region; 
(iii) upper boundar y losses; 
(iv) losses through the filling reservoir; 
(v) heating apparatus losses (z < 0) • 
In the first three cases, heat was lost from the fluid column 
through the tank wall (1.22 cm thick perspex) and the sheets of poly-
styrene insulation. For 0 < z < d , the inner boundary of the side 
m 




was increasing at a rate of order - 3 10 °C/sec. In the 
case of the diffusion region losses, the fluid in contact with the inner 
wall is essentially motionless and slowly cooling. A typical rate was 
-5 
- 5x 10 °C/sec. Fluid heat transfer is by molecular diffusion. 
These diffusion region heat losses will create slight buoyancy 
instabilities at the side walls and the upper boundary and horizontal 
temperature gradients within the fluid column. However, the buoyancy 
instabilities may cause weak convective circulations which would tend to 
remove any horizontal variation of temperature. As the heat losses 
were minor, these effects were negligible. The fluid column was therefore 
assumed to be one-dimensional. 
Heat transfer through the filling reservoir also caused a net 
loss of heat from the fluid column. Whether the filling reservoir 
remained full of water or was drained, heat was transmitted through the 
experimental tank wall into the filling reservoir and then to the air. 
During the steady heat flux runs, the exterior of the filling reservoir 
was insulated with a minimum of 4.5 cm of polystyrene (Fig. 6.4). 
An experiment to adequately measure the heat losses from the fluid 
column was difficult to design. If the tank was filled with hot water 
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and left to cool, most of the heat losses would have occurred through 
the conducting lower boundary. Insulat ing this boundar y would have 
introduced additional unknown insulation . Instead , the heat losse s 
w~re calculated from the thermal properties of the insulation and 
container materials (Table D.l). These values wer e obtained from the 
Handbook of Physics and Chemistry (54th Edition) and from manufacturers' 
specifications·. 
TABLE D,l - TYPICAL THERMAL PROPERTIES OF FLUIDS, CONSTRUCTION MATERIAL 
AND INSULATION USED IN THE EXPERIMENTAL INVESTIGATION 
Material Thermal Density Specific Typical Usage 
Conductivity ( p) 3 heat (c 
) thicknesse s 
Cal/cm sec°C gm/cm p 
cal/gm°C 
cm 
Aluminium 0 . 49 2.7 0.214 2. 34, 7.3 Steady heat 
flux apparatus 
Bra ss 0 .28 8 . 55 0 . 088 0 . 635 Unsteady heat 
flux apparatus 
Glass 2 . 3 X 10 
- 3 
2 . 48 0.16 0.217 Steady heat 
flux apparatus 
Water l.43x 10 
- 3 
1.0 1.0 5 +55 Experimental 
fluid 
Asbestos 9.3 X 10- 4 1.97 0.20 1.0 Insulation o f 
Cement steady heat 
Board flux apparatus 
Perspex 5 X 10-4 1.19 0 . 35 0.6, 1.22 Experimental 
tank construct-
ion 
Polystyrene 8,6 X 10- 5 0 . 026 0.32 5.1, 7 . 6 Insulation 
Air 6x 10- 5 
- 3 0.24 1.2 X 10 - -
Because the temperatures in the fluid column were changing with t i me 
the temperatur e distribution through the side wa lls and insulation did 
not remain steady. This was most significant for O < z < d To 
m 
find out the variation of temperature in the mixed layer walls and 
insulation, a simple numerical analysis using a one- dimensional heat 
diffusion equation was performed. It showed that the temper ature 
distribution adjusts rapidly to changes in T as both perspex and 
m 
polystyrene have relatively high thermal diffusivities. Within each 
layer, the temperature gradients were approximately linear. 
The perspex walls were thin and had a higher t herma l conductivity 
D- 3 
than the polystyrene. It could therefore be assumed that the perspex 
wall temperatures were horizontally uniform and equal to T 
m 
If the 
temperature differential between the outer polystyrene wall and the air 
due to convective transfer was neglected, the temperatures in the 
polystyrene could be assumed to decrease linearly from T to T , m a1.r 
With these simplifications, the heat transfer and heat storage, due to 
the rate of change of T , was easily calculated. 
m 
It follows that the heat storage term for the insulated fluid 
column per unit height S is the heat storage capacity of the fluid 
and perspex walls1 and half the thickness of the polystyrene insulation. 
An additional heat storage term ST was required to account for the 
tank top storage. 
For a temperature differential of T - T , = 20 °C and side wall 
m a1.r 
insulation of 1.22 cm of perspex and 7.6 cm of polystyrene, the calculated 
heat losses through the side walls over a height of hT 55 cm are 1. 45 
cal/sec. In the steady heat flux experiments, the total heat flux 
entering through the lower boundary was typically 20 cal/sec. 
Heat losses via the filling reservoir were difficult to calculate. 
If the reservoir remained filled with water, the majority of heat lost 
was stored in this fluid as it slowly increased in temperature. If the 
reservoir was drained during an experimental run, the air temperature 
would have risen at a similar rate to T with little heat storage in m· 
the reservoir. However, the temperature differential between the filling 
reservoir and the external air would have been higher. This would have 
resulted in larger heat losses to the air outside the apparatus. 
In the unsteady heat flux experiments it was not necessary to know 
the losses for z < 0. The circulating water temperature was maintained 
at TH despite heat losses . _In the steady heat flux experiments, the 
losses from the region between the glass plate (mid- height) and z = 0 
needed to be known to complete the heat budget. In these experiments, 
the heat flux across the glass plate was held constant. The 
insulation for this region typically consisted of a total of 2 cm of 
asbestos cement board and about 9 cm of polyst yrene. As the height of 
this heat loss region was small (2.45 cm), the total heat losses were 
small compared to the fluid column losses. 
Because the tabulated thermal properties of the insulation material 
and other heat loss factors are uncertain (Table D. 1), the heat loss 
calculations were only approximate. As discussed in_ Chapters 6 and 7 
the experimental heat losses appear to have been underestimated by a 
factor of two or three. 
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APPENDIX E 
MATHEMATI CAL SOLUTIONS 
In this appendix, mathematical solutions of a number of I.C.P . M. 
equations are obtained. These are: finite and infinite boundary 
solutions to the molecular diffusion equation; a solution of the full 
column heat budget equation which yields an expression for tT; and 
an analytical solution of the filling model entrainment equations. 
Equations for dh and Veh for molecular entrainment are also 
derived. 
E.l SOLUTIONS OF THE MOLECULAR DIFFUSION EQUATION 
For the molecular diffusion period of the I . C. P . M. (0 < t < t ) , 
s 
there is no mixed layer and the turbulent entrainment par ameters are 
zero. Equation 3.4.3 reduces to 
- W(T - T . ) 
air 
(E . 1.1) 
The variation of molecular diffusivity with temperature and hence, height 
has been neglected. Equation E.1.1 is the molecular diffusion equatibn , 
In the I.C.P . M. the initial conditions are (Eqn. 3 . 1 . 3) 
T(z,O) = Tmo 
T(z,O) = Tao 
0 < z < dgO 
a90 < z 2_ ht 
Solutions for two different sets of boundary condition will be obtained. 
For the first solution, the boundaries at z = ,O and hT will be assumed 
to be perfectly insulated although side wall heat l osses will still be 
included. Therefore, 
8T(O,t) = az = 0 
The second solution will be for the case where the two fluid layers are 
infinitely deep. 
To remove the effect of the side wall heat losses, the transform-
ation 
8 = (T - T . ) exp ( Wt ) 
air S (E . 1. 2) 
is used. Equation E.1 . 1 becomes 
(E. 1. 3) 
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As both solutions have been widely reported only brief outlines of the 
solution methods will be. given. 
(i ) Finite boundaries 
The solution for 0(z,t) is found by the separation of 
variablejs technique , i.e. 
0(z,t ) = S(z) +F(z). G(t) 




= T + T ___ __..__ ~ t.Tio ago air aO hT 
. n1T ff r; = - -
n hT f3 
T . air 
(ii) Infinite boundaries 
The complete solution is 
Following Carlsaw and Jaeger (1965), Eqn. E.1.3 is rewritten 





z - a 
gO n = 
solution 
= T air + 
2 ae nan 
(after 
[Tao 
reversing the transformation using Eqn . 
+ Tmo) t.TiO n]. exp( - Wt) - T + -- erf 2 air 2 f3 
E.2 SOLUTION OF THE FULL COLUMN BUDGET EQUATION AND AN EXPRESSION 
FOR TIME tT _:_ 
At any time ts < t < tT , the heat budget for the full fluid 
column is given by Eqn. 3. 7 .1. Ignoring upper boundary losses 
= O), it follows that 
hT 
Q · ~ W J (T - T . ) dz p O air 
hT 
= f3 f 1_ (T - T . ) dz 
0 dt air 
E.1.2 ) 
The total heat storage S is defined as 
so that 
Hence 
s = B [ (T - T . ) hT - 6.T a air i 
T . ) dz = 
air 






Rearranging and multiplying by exp(Wt/8) · yields 
Integrating with respect to time from 
Wt Wts 
s exp(s) - ss exp(-s- > 
From Eqn. 3.4.7 , 
t = t 
s 
T - T . = ( T - T . ) exp ( - Wt) 






Substituting for S and S 
s 
in Eqn. E.2.1 using Eqn. E.2.2, yields 
Wt t 
B (6.T i dh )s exp (T ) = t Wt Qp exp(S) dt (E.2.3) 
Wt 
s 
At t = t , 6.T . = 6.TiO exp(- __ s) and d = ago s 1 8 h 
If Eqn. E.2.3 is evaluated at t = tT , then 6T. = 1 0 , so that 
C Wt 8 6.T. d 0 Qp exp (73) dt = 10 g 
s 
In the special case, where Qp is held constant, it follows that 
E. 3 
f nn j Wts W 6.TiO dgO] 
tT = w N txp(- s-> + Q 
p 
(E.2 .4 ) 
SOLUTION OF THE FILLING MODEL ENTRAINMENT EQUATIONS 
If the initial temperature profile at t = t in a filling model 
s 
entrainment analysis is. given by the infinite boundary solution to the 
molecular diffusion equation (Eqn . 3.4.7), an analytical solution can be 
found for the filling model equation (Eqn. 3.9.1) 
V = 
em f3 d d'!'._I ma~. 
1 
From Eqn. 3.4.7 
where 
and 
d~ = l:iTiO 
a z 1. r.:::.-av 'IT 
2 . Wt 
exp(- n) exp(--) 
(3 
n = (d - d ) /a 
m gO 
From Eqns. E.3.1 and E.3.2, 
wher e 







a B exp (73) 





(E . 3 .1 ) 
(E.3.2) 
_(E.3.3) 
~= 1 As m 
dt a dt 
Eqn. E.3.3 may be rewritten in terms of 
n so that 
2 d . Wt 
(dgO + a ()) exp(- n ) ~ = B exp(73) 
Integrating with respect to time from t 
· S 
to t 
v7T d (erf n + 1) a 2) - - exp( - n 2 go 2 
~ G Wt Wt Q S · = B exp(B) - exp ( 73) w 
yields 
(E.3 .4) 
To be consistent with the use of Eqn. 3.4.7, the infinite boundary 
assumption was made in evaluating the integral. Hence; it followed that 
where 
erf n = 1 
s 
n = -d /a at t = t 
s gO s 
exp(- n2) = o 
s 
Rearranging Eqn. E.3.4 in terms of 
logarithm of both sides, yields 
exp[W(t - t )/(3] 
s 
and taking the 
(E .3.5 ) 
E- 5 
where ljJ = ~go (erf n + 1) - ✓~ exp( - n2Q 
n. = (d - d ) /a · m g0 
The time t, when the filling model entrainment interface is at height 
d , is given explicitly by Eqn. E.3 . 5. 
m 
If there are no heat losses (W = 0) , the solution simplifies to 
t -· t + ljJ 
· s 
E.4 EQUATIONS FOR ah AND veh FOR MOLECULAR ENTRAINMENT 
An equation for as a function of d 
m 
and t for a molecular 
entrainment analysis can be derived . The diffusion r egion temperature 
profile is given by Eqn. 3 .4. 7 f or all 0 < t < tT (Chapt . 3 . 9) . From 
the relationship for dh = ¢(dm,t) , an equation for Veh may be obtained. 
Both results are used in the molecular entrainment computer p r ogram 
{Appendix C.1). 
The mean temperature profile height dh 
hT 
is given by Eqn. 3.7.2 . 
ah = 6!. f (Ta - T) dz 
1 0 
For the mixed layer (0 < z < d ) , T 
- m a 
follows that, in the diffusion region 
- T = 6T .• 
1 




- T = 
6Ti0 
2 (1 - erf n) exp {- Wf3t) 
where n= 
z - d gO 
2r-;-
Therefore, Eqn. E.4.1 can be rewritten as 
hT 
{E. 4 . 1) 
From Eqn . 3 . 4.7 it 
1 J ah = am + _(_l ___ e_r_f_ fk_ ) a ( 1 - erf 17) dz (E.4. 2) 
m 
where -n = n at z = d m m The integral of the complementary error 
function is 
.. I (1 - er£ n> dz a 2fff- [n(l - er£ n) - ex~ n2l] 
Therefore, from Eqn. E.4.2 
2 
e~p (- .· 11. m) 
(1 - erf ) nm 
E- 6 
(E . 4. 3) 
From the value of d 
m 
at any given time t , the corresponding mean 
temperature profile depth can be calculated . 
The rate o f increase of dh with time is 





If we define 
· d j_ + dz a 
dt = at dt ai° 
z - d O n = ___ g_ 
2/ Kf3t 
a _Jl. a 




G ( n) = ex,12 (- n ) (1 - erf n) 
then substituting G into Eqn. 
d = h ago+ 4iff: Tif3 
E.4.3 yields 
G m 
(E.4 .4 ) 
(E.4.5 ) 
(E .4.6 ) 
(E .4. 7) 
where G is evaluated at z c d 
m m 
From the definition of n and 
Eqn. E.4.7 it follows that 
G 
m 
(E .4. 8) 
From Eqns. E.4.4 and E.4.7 
Differentiating using the operator (Eqn. E.4.5) yields · 
where dz/dt = V em in Eqn. E.4.5 as G is evaluated at 
(E. 4. 9) 
z = d 
m 
The differential of G with respect to n from Eqn. E.4.6 is 
aG 2 , 2 
an == - 2 n G + Ii -G 




= 2 G 
m 
Hence, Eqn. E.4.9 can be rewritten as 
E- 7 
1v j ~t - n ><n - n >l 
em K m h mJ 
(E . 4 . 10) 
The value of Veh can therefore be obtained explicitly from 







REFORMULATION OF THE ATMOSPHERIC MODEL OF MELLOR AND DURBIN (1975) 
The approach used by Mellor and Durbin (1975) in their ocean-
ographic model is similar to that used in the I.C.P.M. (Chapt. 2.3.2). 
The turbulent Reynolds stresses and vertical turbulent heat flux wT 
were related to the vertical gradients of horizontal velocity and 
temperature respectively, by Richardson number dependent stability 
factors SM and SH (Eqns. 2.3.l and 2.3.2). The stability factor 
SH , which corresponds to E for large Pe , is related to the flux 
Richardson number Rif (Eqn. 2.3.3) according to 
Rif 
SH= 0.537 - 1.98 ( l _ Ri 
f 
(F .1) 
At a critical value Rif = 0.213 , SH equals zero and turbulence is 
suppressed. When Rif = 0, the shear flow is fully homogeneous (no 
temperature gradients). The negative range of Rif does not apply to 
the I.C.P.M. as this represents unstable (negative) interfacial ~radients. 
Because the I.C.P.M. has no mean horizontal flows, the model of 
Mellor and Durbin (1975) is not directly applicable . It is possible, 
however, to reformulate Mellor and Durbin's (1975) relationship for 




Ri* = ag (F. 2) 
and t* 
s 
are Mellor and Durbin's (1975) turbulence scales 
is a constant ( = 15.0). The turbulent length scale 
is defined by 
0 . 1 I: z v* dz t* s = s I: (F. 3) v* dz s 
and the corresponding velocity scale V* , equivalent to the square 
s 
root of twice the turbulent kinetic energy, is given by Eqn. 2.3.4. 
From Eqns. 2.3.1, 2.3.2 and 2.3.4, 
2 2 
(au) + (av) ) - ag t* V* SH ~Tz az az s s a (F.4) 
Similarly Eqns. 2.3.1, 2.3.2 and 2 . 3.3 yield 
F- 2 
ag ~ aT s -
H cl z . 
Ri = 
f 2 2 
SM <au, + <av, ) az az 
(F. 5) 
It follows from Eqns. F.4 and F.5, that 
Ri* = 
1 Rif 
SH (1 - R~f) 
(F. 6) 
Rewriting Mellor and Durbin's (1975) relationship for SH (Eqn. F.1) 
in terms of Ri* yields 
0.537 
1 + 1.98 Ri* (F . 7) 
Note that in this form , the critical value of Ri*, when SH tends 
to zero, is infinity (c. f. the critical value Rif = 0.213 in Eqn. F.1) . 
APPENDIX G 
EVALUATION OF THE RANGE OF £./£ FROM 
i- s 
CRAPPER AND LINDEN'S (1974) DATA 
G-1 
Crapper and Linden (1974) measured the thickness of the inter-
facial region between two mixed layers stirred by vertically oscillating 
stirring grids (Chapt. 2.2.1). The experimental apparatus was the same 
as used by Turner (1968) and a similar range of experimental conditions 
were studied (Fig. 2.1.). Crapper and Linden measured the thickness 
of the interfacial region in terms of 
h. = ~T./(clT/clz) 
l. l. C 
(G .1) 
where (clT/clz) is the gradient over the central 50% of the interfacial 
C 
region. On the basis of their results, they assumed that the variation 
of h./£ ]. s was independent of the overall Richardson number Ri 0 
Their results plotted in the form h./£ ]. s versus Peclet number on a 
log- log graph are shown in Fig. G.l. 
Thompson and Turner's (1975) turbulence scales (isT, auT) were 




For decreasing Peclet number, the thickness of the interfacial region 
increased. At low Peclet number, a diffusive core formed in the central 
interfacial region (Fig. 2.1). Shadowgraph observations confirmed that 
this diffusive core was non-turbulent. 
The buoyancy heat flux should be approximately constant with 
height in the interfacial region between the two mixed layers. If the 
heat transfer through the diffusive core is by molecular diffusion alone, 
then 




Crapper and Linden (1974) found this equation held for PeCL < 120 . 
For higher PecJet number, the diffusive core was eroded by the turbulent 
diffusion regions at each interface (Fig. 2.1) and the ratio 
R 
q 
















o.~L0-------50L-------1-'-o-0 _____ 20.._o ____ --:s~oo 
Peel = 6uT fsT / K 
Fig. G.l. Thickness of the interfacial region between two grid-
stirred layers as a function of Peclet number, (After Crapper and 
Linden 1974 . ) 
Combining the definitions of 






R E Pe 
q 0 




(Eqns. 2 . 1 . 3, G.l 
(G. 5) 
At low Peclet number , Crapper and Linden's (1974) data suggest the 
relationship 
h /!l a: 
i s 
Pe -½ 
From Eqn. G.5, this is consistent with the results of Fortescue and 
Pearson (1967). They measured the entrainment of carbon dioxide gas 




From this result and Eqn . 4 . 4.3, it follows that, if molecular 






Pe -½ ' \ 
G- 3 
This relationship can be approximately evaluated using Crapper 
and Linden ' s (1974) results (Fig . G.l). 
da,ta is 
A good fit of the low Pe 
(G . 6) 
Taking into account the velocity scale transformation needed to 
relate the Peclet nwnber and E to the I.C.P.M. (Chapter 4), Eqns. 
0 
G. 5 and G. 6 yield 
E 0.0172 Pe -½ = 
0 
(G . 7) 
or from Eqn. 4.4.3 
t./t 58.1 -½ = Pe 
1 S 
(G . 8) 
These relationships only apply to the r ange of low Peclet nwnbers 
studied by Crapper and Linden (1974) and to their type of experiment 
(i.e. double- layer grid stirring). However, the experimental conditions 
of Turner (1968) and Crapper and Linden (1974) were similar. Equation 
G.8 will also be assumed to be applicable to Turner's low Pe data. 
APPENDIX H 
AN EXPLANATION FOR THE LARGE k VALUES 
REPORTED BY CARSON (1973) 
Carson (1973) and Stull (1973) both analysed the O'Neill data 
for the 25th August 1953 (Lettau and Davidson 1973) but obtained very 
different values of k. Stull' s analysis is implied k "' 0 .15 
whereas Carson (1973) obtained a range of k values from zero to a 
H- 1 
maximum of 0 . 5. This maximum value of k = 0.5 has been used recently 
to evaluate empirical constants in other atmospheric models (Tennekes 
1975, Zeman and Tennekes 1977). However, Carson's higher values of k 
may be explained by comparing his data analysis assumption with the 
assumptions used to derive his model equations. 
To analyse the atmospheric data, Carson divided the boundary layer 
growth into three phases. The first phase was the rapid erosion of the 
nocturnal inversion and the second was the boundary layer growth up to 
850 metres. In both these phases, k was assumed to be zero. There-
after, k was taken as non- zero (phase three). 
For this theoretical model, Carson assumed that the interface had 
negligible thickness. Hence, d = d h m and k = k = k = k He e h m 
also assumed that d = 0 when 6T. = 0 . These are the same assump-m 1. 
tions used by Betts (1973), (Chapt. 2.2.2). 
As shown in Appendix B, the value of k evaluated by Carson (1973) 
from Eqn. B.2.8 is related to kh according to Eqn. B. ,2.9. Because 
Carson assumed k = 0 up to 850 metres then d :::: 
hv 
850 metres (i.e. 
6T. 
1. 
was still zer o up to this height). 
In order to evaluate k in terms of kh and dh (Eqn. B.2.9), 
the value of kh is required. Consider Eqn . B.2.3 rewritten in terms 
of kh and c , where 
1. 
c. = d_ /d = k /k is assumed to be constant 
1. -h m h m 
(Appendix B. 2) . 
(1 + kh) = Ci 
Substituting for 6T. 
1. 
(1 + kh) = c. 
1. 
(1 + k ) + 
e 
(c. - 1) 
1. 
from Eqn. 









1) (1 + 2 kh) 
(H . 1) 
1 + 2kh 
] d kh ( hv) dh 
H- 2 
This relationship implies a value of kh greater than k 
e 
Consider the specif ic example of dh = 1200 metres. 
atmospheric case (lar ge Pe) i. = i = 0 . 1 d so that 
1. s m 
For the 
c. ::: 1.06 
l. 
(Fig . B.1) . Stull's (1973) analysis of the same data used by Carson 
suggests k 
e 
is about 0.15. Substituting these values (d = 850 hv 
metres) into Eqn. H.l, yields implicitly the value of kh = 0.34 (c.f. 
k = 0.15). 
e 
From Eqn. B.2.9, this value of 
of k from the simple model o f k = 0.53. 
kh corresponds to a value 
In other words, t .he simple 
Betts' (1973) model, with initial values, overestimates the value o f 
by over 250% . 
(1973) r esult. 
The value of k = 0 . 53 is consistent with Carson's 
With increasing dh, the equations are less dependent on the 
initial values o f dhv (Stull 1973) . The values of k and kh 
k 
e 
decrease with increasing height . For the particular assumed values of 
k and c. used in this specific example, the asymptotic value of 
e l. 
at large dh (Eqns. B. 2. 9 and H.1 ) is k = 0 .32. However, k will e 
have decreased as the heat flux Qp decreased in the late afternoon. 
In Carson's (1973) analysis, the minimum value of k calculated was 
k = 0 . 25 . 
k 
Whilst the values used in this example only approximate the actual 
atmospheric conditions, the effects of assuming the initial conditions 
d = ~T. = 0 and neglect ing the interfacial thickness are clearly 
m i. 
illustrated. This suggests that Carson's (1973) value of k = 0 .5 is 
not representative of atmospheric values of k 
e 
As discussed in 
Chapters 4 and 5, a range of 
atmospheric behaviour . 
0 < k < 
e 
0.2 more accurately describes 
APPENDIX I 
ENTRAINMENT DATA FROM THE UNSTEADY HEAT 
FLUX EXPERIMENTS 
I-1 
Because the temporal behaviour of the unsteady heat flux entrain-
ment experiments was irregular, these experiments do not present a clear 
picture of the penetrative convection process . The irregular temporal 
behaviour was caused by the numer ous increases in TH These were 
necessary whenever the buoyancy heat f lux 
mainta in a fully turbulent mixed layer. 
became too small to 
The unsteady heat flux entrainment experiments also had rapidly 
varying values of T and d m m due t o the relatively large heat fluxes. 
In some cases, the lower boundary buoyancy heat fluxes were as high as 
0.130 cm °C/sec whereas Qp in the steady heat flux entrainment heat 
flux experiments was maintained at approximately 0 . 023 cm °C/sec . The 
unsteady heat flux experiments were therefore shorter which meant fewer 
temperature measurements could be taken . 
Four unsteady heat flux entrainment experiments will be presented 
in this thesis (EUl, EU2, EU3 and EU4). In these experimental runs, 
the changes in TH were kept to a minimum and the mixed layer temper-
atures T 
m 
did not increase too r apidly . Run EU4 is presented in 
greater detail in Chapter 6 . 
The experimental data from the other three unsteady heat flux runs 
are given in Figs . I.l, I.2 and I.3. The graphs show the temperature 
versus time data at integer (centimetre) heights in the diffusion region 
and for the mixed l ayer . The time scale is set to an arbitrary 
experimental origin and is not related to a virtual I.C.P.M . origin. 
The variation of TH, the fluid temperature below the lower boundary, 
is also shown. 
heat flux 
From the temperature difference tTH = TH - Tm, the 
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Temperature versus time graph from unsteady heat flux 
entrainment experiment EU3. ' Contour labels give height in centimetres. 
The temperature of the circulated heating water TH as a function of 
time is also shown. 
APPENDIX J 
LISTINGS OF COMPUTER PROGRAMS 
J.l MOLECULAR ENTRAINMENT ANALYSIS 
Selected variable names used in this computer program and the 
terms they represent are listed (alphabetically) below. 
ALPHA t - t ES t T s s 
BETA s ET time t 
CK K ET* non- dimensional 
CKE k GRAD (3T/3z) . 
e 1. 
CKH kh HT hT 
CKM k QP Qp m 




SL plan dimension 
DGO dgO TA T air 
DH dh TM T m 
DIT /::,.T, VEM V 
1. em 
J - 1 
time 
L 
DM d (previous) VEF (N) filling velocity 
m 
DM*L non-dimensional d 
m 
VMAX (V em)max 
DT time increment ot ZM d (updated) 
m 
Three data cards are required. All the data are input and output 
in c.g.s. units except for the elapsed time parameters 
These are given in minutes. 
t , t 
s 











************************************************************* ** 1,* 
** 
** 
MOLECULAR AND FILLING MODEL ENTRAINMENT ANALY SES OF 




READ(S , SOO)DT,CK, BETA 
500 FORMAT(Fl0.2,El0.2,Fl0.3) 
READ(S , 502 )QP,DITO,TMO ,DGO,ES 
502 FORMAT(Fl0 . 4,Fl0.3,Fl0.3 , Fl 0.3 ,Fl0. 3 ) 
READ (S, 504) CST,TA, SL , SF 
504 FORMAT(E10.3,F 10.3,F 10.3 , E10.3) 
DIMENSION BST(90),DML(90),DMF{90),CKM(90),CKH(90) 










Pl =3 .141 59 
HT =S4.0 
WMAX=l. 5 
EP=ES*60 0 0 
DM=O. O 
ZM1 =Dt1+1 .o 
ZM3 =-WMAX*OT . 
CS =CST*4 0 0/(SL*SF) 
ALPHA =BE TA*DITO*DGO/ (QP*60 . 0) 




IF(CST.GT.O.O) ALPHA =ALOG(1.0+CS*ALPHA*60 0 0*AS/BETA)*BETA 
1/( CS*60.0) . 
F1 =2.0*SQRT(CK*ES*60.0/BETA) 
F4 =F l*A'l 
GRAD =DITO/(F4*A5) 
WR IT E ( 6, 5 90) 
590 FORMAT('1',T 5,'CONSTAtlT BOUNDARY HEAT FLUX CASE '/) 
IF(L2.EQ. 1) WRITE( 6 , 620) 
620 FORMAT('O ', TS ,'MOL(CU-LAR ENTRA INM ENT ANALYSIS'/) 











621 FORt1AT( ' O' • TS, 'FILLING MODEL EMTRAINMEtlT ANALYSIS'/) 
WRITE(6,600)DT,CK,BETA 
600 FORMAT( ' O',T6i'DT=',F5.2,T17, 1 CK= ' ,+1PE10.2,T33,'BETA=', OPFS.2) 
WRITE(6 , 602)Q~,DGO,ES . 
602 FORMAT( 1 0 1 ,T6,'QP= 1 ,F8.4,T20,'0G0=1 ,F7.3,T35, 1 ES=' ,F7.2) 
WRITE(6 , 606)TMO,D ITO,ALPHA,GRAO . 
606 FORMAT( ' O'rT6,'TM0= 1 ,F7.3 , T20,'DIT0=1 ,F7.3 ,T35, ' ALPHA= ',F8.3,T53 ,' 
1 GRAD ( t1A X) = , F 6. 3) 
IF(C ST ,GT.O.O)WRITE(6,612)CST,TA , SL , SF . 
612 FORMAT( ' O',T5,'HEAT LOSS CASE CST=' ,+1 PE 11.3,' 
1 1 SL= ' ,F6.2, 1 SF= ' ,+l PEl 1.3/) 
IF( CST.EQ.O.O)WR IT E(6,6 14} 
614 FORMAT( 'O',TS,'NO HEAT LOSSES 
WRITE(6,60i.+) 
CST=O.O ' /) 
TA=',OPF7.3, 
604 FORMAT( 'O',T~ 'N' , T9, 1 ET(MIN S) 1 T23, 1 DM 1 ,T35, 1 VEM',T48 ' DH',T57 
1,' GRA0 1 ,T69, TfM 1 ,T79 , 1 0IT',T91 ,IQP',T101,' CKE', T109, ' ERROR(V EM ) 1 /) 
15 CONTINUE 




Bl =(DH+ZM-2.0*DG0 )*0.5 
Dl =B 1/F 1 
B2=8 1*B 1*BETA/(4.0*CK*ET) 
B3=(Dt1+Zt1)/2.0 
B4:EXP(-B2) 
IF(84.LT.TOL)GO TO 25 
IF(L2.EQ. 1) ZM1 =DH+(A 1*A4/(B3*B4*W1)+A2/B3+0.S*B1/ET)*DT 
IF(L2.EQ.2) ZM1 =DM+Al*F4*0.5*DT/(EXP(-Dl*Dl)*Wl*B3) 
IF(ZM1-Dt1.GT .WMAX*DT)GO TO 25 
IF(ABS(ZM1-ZM). GT .TOL)GO TO 20 
26 CONTINUE 
IF( ET/60 .0.GE.ALPHA+ES- 1. 0)Ga TO 60 
IF(ET.GT . EP)GO To 30 
ET=ET+DT 
ZM3=DM 
Dt1 =ZM 1 
GO Ta 15 
25 ZM 1 =DM+Wt1AX*DT 
GO Ta 26 
CALCULATION OF PARAMETERS FOR PRINTOUT 
----------------------------------------
30 EP=EP+600.0 
IF(EP/60 .0-ES.LT.20 . 0 ) EP=EP-480.0 
















lF(L2.EQ.2)GO TO 33 
MOLECULAR ENTRAINMENT 
-----------------------








IF(DM.EQ O O)OM=TOL 
VEM=A l*Cl*A3/(DM*C4*W1)+A2/DM+(DM-DG0)*0.5/ET 
DH=DG0+2.0*C1*C4/(A3*C5) 
GO TO 34 
C FILLiNG MODEL ENTRAINMENT 
C ---------- --- -------------
C 
33 CONTINUE 
IF(1.0-G2.LT.TOL) GO TO 60 
DIT=DIT0*0 . 5*(1.0-G2)*W1 











CKH(N)=DH*( l. O+CK*GRAD/QP)/DM- 1. 0 
IF(L2.EQ.2)CKH(N) =DH/DM- 1.0 
BST( N) =(F.T/60.0-ES)/ALPHA 
DML(N)=(DH-D GO) / SQRT(P I* CK*(ES+ALPHA*0. 50 )*60.0/BETA) 
EO=(DGO*(G2+1.0) -F l*G1/A3)/A1 
l F(CST.EQ.O.O) GO TO 58 
EO=ALOG(1.0+CS*EO*A5/BETA)*BETA/CS 
Wl =EXP(-CS*(EO+ES*60.0)/BETA) 
58 BEF(N) =E0/60.0+ES 
GRAF=Gl*DITO*W1/F4 
VEF ( N) =QP / ( BETA*Dt1*GRAF) 
BD M(N) =D11 
BSF(N)=(REF(N)-ES)/ALPHA 
DMF(N) =(DH-D G0 )*2.0/F4 
EH=ET/60. 0 
\JRI TE (6, ?OO)N,EH, DH, VEM,DH,GRAD, Tr1,D IT ,QP, CKE, ERR 
700 FORMAT('O',I4,T9 ,F7.2, T20 ,F7.3 ,T30,+1PE1 1. 3,T45,0PF7.3,T56,F6.3, 
1T66,F7.3,T77,F7.3 ,T87,F8.4,T99 , F6.3,T109 ,+1 PE9. 1) 
DM=ZMl 
ET=ET+DT*l.5 
GO TO 15 
60 CONT ItlUE 
WRITE(6,702) 
702 FORMAT(///'O',T5, 1 N1 ,T11,' ET*' T22, ' DM*L',T33 ,'DM*F',T44 'CKM', 
1T54, 1 CKH',T62, 1 EF( MIN S)', T76,tDM 1 ~T88, 1 VEF 1 ,T100, 1 EF* 1 /~ 
DO 61 I = 1 N 
WRITE(6,704)I,BST(I) , DML(I),DMF(!),CKM(I),CKH(I),BEF(I), 
l BDM(l) VEF(I),BSF(l) 
704 FORMATl 1 0 1 ,I4,T9,F7.4,T20,F7.4,T31,F7.4,T42 ,F6.3,T52 ,F6.3,T62, 
1F7.2,T73,F7.3,T83,+1PF.11.3,T98,0PF7.4) . 
61 CONT INUE 
IF(L2.EQ.1) GO TO 5 
GO TO 63 
L=L+l 
IF(~.EQ.l)CYl =0 .5 
iF(L.EQ.2)CY1 =4.0 
IF(L.EQ.3)CY1 =0.75 
IF(L.EQ.4)GO TO 63 







J - 4 
J.2 TURBULENT ENTRAINMENT ANALYSIS 
Selected variable names used in this computer program and the 











































time increment ot 



























































Eight input data cards are required unless the initial temperature 
profile data are to be read in. For this case additional data cards are 
needed at the end of the input data deck. All data are input and output 
in c.g.s. units (cm, gm, sec, cal, °C) except for the elapsed time 
parameters (t , t , tT) which are given in minutes. s . 
For the second input data card, seven input labels need to be 
specified. These allow a choice of initial and boundary conditions 
and the experimental fluid. The final label determines the type of 
analysis to be performed. The input labels and the conditions they 

























read initial temperature data 
generate initial temperature data 
linearly stratified case 
two-layer case 
general profile case 
upper boundary heat losses 




diurnal heating cycle 
fluid is water 
fluid is air 
heat losses 
zero losses (W = W = 0) 
T 
molecular entrainment (y = 0) 
turbulent entrainment 
J - 5 




C * * 
C * INVERTED COOL ING POND ENTRAINMENT MODEL * 




C INPUT PARAMETERS AND LABELS 
C --~--------------------------
REA0(5,500)DT,DZ 
500 FORMAT(FI0.2,F I0.2) 
WRITE(6,600) 
600 FORMAT( ' O'tT5, 1 TI ME INCREMENT DT ',T30 , 
11 HEIGHf IN~REMENT DZ') 
WRITE(6,60 1) DT , DZ 
60 1 FORMAT( ' O',T8,F5 . 2, 1 SECONDS ', T35,F5.2 ,' CM'////) 
READ (5 502)L l, LB , LR,LQ,LF L(,LAMX 
502 FORMAT (l 2 ,2X,12,2X,12,2X,f2,2X,12,2X ,1 2,2X,12 ) 
WRITE(6,602)Ll,LB,LR,LQ,LF, LL,LAMX 
602 FORMAT('O',T5, ' LI ~',1 2,T1 5,' LB =',I 2 ,T 25,'LR= ' , 
112,T3 5,' LQ= ',1 2 ,T45,'LF= ',1 2, T55, 'LL =',1 2, T65 ,' LAMX= ',1 2///) 
GO T0(7,8,9)LB 
7 WRITE(6,6 50 ) 
650 FORMAT('O ', T5 ,' *** LIN EARL Y STRATIFI ED CASE*** ') 
GO TO 6 
8 WRITE(6,6 52 ) 
652 FORMAT( ' 0',T5 , 1 *** T\/0 LAYER CASE***' ) 
GO TO 6 
9 WRITE(6,654 ) 
654 FORMAT (' O' ,T5, ' *** HYBRID PROF IL E CASE*** ') 
6 CONTINU E . 
READ (5 , 504 )SS,SR , CST, CR T,HT,SL 
504 FORMAT(FI0.2,FI0.2,E l 0.3,E l0. 3 , Fl0.2,Fl0.2) 
READ (5, 506)TH,QPC , SA,T OL 
506 FORMAT(FI0.3,Fl0.6,F l0.3,El0.2) 
READ (5, 508 )QGK,GRAD ,RTM 
508 FORMAT(Fl O 5 FI0.3 , EI0 . 2) 
REA0C5,510STl,0M,TM , ET,DG,EP , ETDF 
510 FORMAT(Fl0.3 , Fl 0 . 3 , FI0.3,F l 0.3 , Fl0.3 , Fl 0 . 3 , Fl 0 . 3 ) 
RE AD(5 , 512)XETA,PER,QSN , PI 
512 FORMAT( Fl 0.3 Fl 0 . 2 FI0. 5, Fl O.S) 
DIMENSION P(600),T( 600 ), Q(600), GS (60 ) 
DIM ENSION GMB (1 50 ),PA(150) 
EMAX=0 . 66 











PER=PER*60 . 0 
DMA=DM+DZ*0.5 
NM=HT / DZ+TOL+l 








READ(5,S22 ) T(NM), T(1) 
522 FORMAT(F I0.3 , FI0.3 ) 
GO TO ( 11 , 12) LF 
11 SF= l.O 
CF=1 .43E-03 
FQ=0.0359 
CVEXP=2.5E - 04 
WRITE (6,604) 
604 FORMAT(' O',T5,'WORKING FLUID IS WATER') 
GO TO 13 
I 2 SF .:;.2. 89E-04 
CF=6.0E-05 
FQ= l .003 
CVEXP=3 . 5E -03 
WRITE(6 606 ) 
606 FORMAT ( 10 1 , T5, 1 woRKING FLUID I S AIR') 






608 FORMAT('O',T5,'NO HEAT LOSSES') 
GO TO 18 
15 WRIT E(6 610) 
610 FORMAT(lo',TS,'HEAT LOSSES IN CLUDED ') 
18 CK=CF / SF 
WS:CST*4.0/( SF*SL) 
WR=CR T/ SF 
BETA=(SF*SL* SL+ SS )/( SF*SL*SL) 







612 FORMAT('O',TS,'UPPER BOUNDARY LOSSES') 
GO TO 24 
22 WRITE(6,614) 
614 FORMAT('O',T5, 1 CONSTANT TOP TEMPERATURE') 
24 GO T0(26,27,28,29)LQ 
26 WRITE(6,620JQGK 
620 FORMAT('O',TS 1 1 CONSTANT HEAT FLUX CASE ',T3S ,'HEAT FLUX=', F8.6 , 
11 CM*DEG C /SE~'///) 
GO TO 30 
27 WRITE(6,622)QGK 
622 FORMAT( ' O' ,T5, ' COtlSTANT HEAT INTO ALUMINIUM BASE'\ 
1T45,'GLASS HEAT FLlJX = ', F8.6 ,' CAL/CM*CM*SEC 1 //t) 
GO TO 30 
28 WRITE(6,624)TH 
624 FORHAT( ' O',TS, 'CONSTANT WATER BATH TEMPERATURE', 
1T43, ' TEMP=',F8 . 3,' DEGREES CELCIUSt///) 




626 FORMAT( 1 0 1 ,T5,'SINUSOIDAL HEAT INPUT',T35, 
l'HAX VALUE =',F10,5,T65,'M1N VALUE=',Fl0.5///) 
30 GO T0(33,34)LI 
C 








DO 36 -ti= 1 , t1N 
36 GS( N) =T(N+l)-T(N) 
GS(MN+ l) =(T( NM) -T(MN) )/(NO*D Z) 
DO 38 N=2-, 11 
38 T(N) =T(N-l)+GS(l)*DZ 
DO 37 M=l,MN-1 
N=M*lO 
DO 37 1=2 ,11 
37 T(N+I) =T(N+l-l)+GS(M+ l )*DZ 
DO 35 1=2 ,N0-1 
N=MN*lO 
35 T(N+l) =T(N+l-l)+GS(HN+ l) *DZ 
GO TO 45 
C 




41 GRAD=(T(l)-T(NM)) /HT 
DO 44N=2,NM-1 
44 T(N)=T(l)-GRAO*N*DZ 
GO TO 45 
42 TE=(T(l)+T(NM))/2 ,0 
DIT=(T( l) -T(NM))/2.0 
AKT=2.0*SQRT(CK*E T) 
DO ·43 N=2 W1-1 




WRITE(6,630 ) EH 
630 FORMAT( ' 0' 1 TS ,'It1ITIAL TIME =', FI0.3,' MIN S'///) 
WRITE(6 0 63L) 
632 FORMAT( 1 0 1 4T5 ,'HE1GHT (CMS)',T20,'TEMPERATURE (DEG C)') WRITE(6,63 )HT,T(l) 
DO 50 N=NO,NM ,1 0 
HD =HT- (N-IJ*DZ 
IF(T(l)-T(N).LT.O.OOl)GO TO 50 
WR1TE(6,634)HD,T(N ) 
634 FORMAT('O' ,T6,F8.3 , T23,F8.3) 
50 CONTINUE 
WR1TE(6,636)TM,TA 
636 FORMAT('O',T5,'MIXED LAYER TEMP =' ,F8.3,T35, 
l' ROOM TEMP =',FS.3//) 
WRITE (6,638) 
638 FORMAT (' O',TS,'HIXED LAYER HEIGHT',T26, 1 INFLEXION HEIGHT', 
IT45, 1 TOTAL CELL HEIGHT',T66,'CELL WIDTH') 
WRITE(6 1640)DM,DG,HT,SL 
640 FORMAT ( O',T9 ,F8.3 ,T 30 , F8 . 3 ,T49,F8.3 ,T66 ,F8.3 ) 
WRITE(6 77 1) 
77 1 FORHAT( 1o 1,T4,'FLUID HEAT 1 ,T18,'FLlJlD HEAT 1 ,T32, 1 SIDE WALL',T44 
!,'WALL IN SlJLATION',T63,'TOP BOUNDAR{',T79,'TOP INSULAT ION') 
WRITE(6 , 772) 
772 FORMAT (' ',T3,'CONDUCTIVITY 1 1Tl9, 1 tAPACkTY 1 1 T31, 1 CONDUCTION', I T44, 1 STORAGE CAPAC ITY 1 ,T64, CONDUCTION',T7~ .• sToRAGE CAPACITY') 
WRIT E(6, 773 )CF,SF,CST,SS ,CRT, SR 
773 FORMAT ( 1 0 1 0 T3,+ IPE 10.3,T17,+1PE10.3,T30,+1PE10.3,T47, 
10PF8.3 ,T63,+ 1PE10.3,T81,0PF8.3/) 
WRITE(6 , 77~)QPC ,TOL 
774 FORMAT ( ' O', TS, ' DIFFUSION HEAT TRANSITIOtl = 1 ,F8.6, T43, 
l'CM*D EG C/SEC TOL =' ,+IP El 0.2) 
WC ORR=WCORR/( SL*SL) 




DO 51 I=l ,NTRAP 
SAP_t =SAP 1 + I 




51 CONTINU E 
ATRAP:(SAP4- SAP6*SAP1/SAP3)/(SAP2-SAP4* SAP 1/SAP3) 
ATPOP =(SAP3- SAP6*NTRAP/SAP3)-ATRAP*( SAP1-SAP4*NTRAP/SAP3) 
C 
C 
C LOWER BOU NDARY HEAT FLUX CALCULATI ON 
C --------------- - ----- ---------- - ------C 
C 
C 
197 5 CON TINU E 
QP2 =QP 
GO T0(66,67,68,69)LQ 
66 QP =QGK 
GO TO 64 
67 QP =(QGK-SA*RTM/( SL*SL)- (WCORR+WALP)* (TM-TA+3.0 ))/ SF 
IF( QP.LE.O.O) QP =l.OE-6 
64 IF(ET.LT.ETDF) QP=O .O 
GO TO 63 
68 CONTitlUE 
65 QP=(7.98* (TH -TM)-8 . 30)* 1. 0E-03 
GO TO 64 
69 QP =QSN*( XETA*SIN (PI*ET/PER ) - 1.0) 
IF( QP. LE.-QSN) QP=- QSN 
63 CO NTINUE 
IF (NWT. LE. tl\ff2 )tJWT =O . 0 
NWT2 =NWT 
C DIFFU SION REGION.TEMPERATURE PROFILE 
C ------------ -- - ----------------------
C 
GAMMA=O.O 
M=NM - 1 
LAM=l 
IF(QP.GT.QPC)LAM=LAHX 
I F( NI .EQ.NM)LAM=l 
IF( QP.GT.O.O)GO TO 79 
IF(QP2.LE.O.O)GO TO 73 
79 IF( QP.GT.QPC)GO TO 76 
DO 7Hl=NI ,NM 
71 T(N) =TM 
Nl =Nl+l 
IF{NI. GT. NM)NI =NM 
DM=HT-(Nl-l)*D Z 
GO TO 73 
76 IF(LAM . EQ.1) GO TO 73 
DSCAL=O. 10*Dt1 
IF(DSCAL.LT.2.0*0Z) OSCAL =2 .0*DZ 
VSCAL =( CVEXP*98 1.0*QP*D SCAL)**(1.0/3.0) 
GIN=(T(Nl-1)-T(N l)) /DZ 
RI CH=C VEXP*98 1.0*G IN*DSCAL*DSCAL/( VSCAL*VSCAL ) 
ZINT=CE2*D SCAL/ (1 .0+CE3*R ICH) 
M4=Z INT/ DZ+TOL 
M4 =NI - M4-4 
M=M4 
GIN Z=GI N 
1=0 
260 I=l+l 
IF( I .GE. tll -t14 - 4)GO TO 262 
GINT =(T( NI -I-1) - T(NI-l))/DZ 
IF(GINT.LE.G IN Z)GO TO 26 2 
GI NZ=GI NT 
GO TO 260 
26 2 RICK =RICH*G IN Z/G IN 
GAMMA= EMAX*O SCAL*VS CAL/(1.0+CT*RICK*SQRT( RICK)) 
73 PC 1 >=o.o 
GO T0(60 0 61)LR 
60 P(1) : (CK*T( 2)/D Z+WR*TA+WS*DZ*TA*0. 5)-(CK*T(1)/D Z+WR*T (l)+WS 
1*DZ*0.5*T(1)) 
61 CONT ItlUE 
. DO 250 N=2,t1 
250 P(N) =( CK*(T (N+l) +T(N-1))/DZ+WS*TA*DZ)- (CK*2.0*T(N)/DZ 
1 +WS*D Z*T( N)) 
IF(LAM . EQ. 2 )GO TO 252 
P( NM) =(CK*T(NM-1)/DZ+WS*DZ*0.5*TA)-(CK*T(NM)/DZ+WS*DZ*0.5*T(NM)) 
GO TO 245 
252 P4M=P(M4)/MCON 
DO 251 N=M4,NI 
251 P( N) =O.O 
DO 253N=M4+1,Nl - 1 
KK =tH - N 
l'.(I NT =(Nl-1-N)*DZ 
YINT=l .O-XIHT/ZHJT 
IF(N.EQ .M4+1) GMB(KK+l) =O.O 
GHB(KK) =O.O 
IF(XINT.GF..ZINT)GO TO 253 
GMB ( KK) =GAt1MA*Y I NT*Y I NT 
253 CONTINUE 
254 DO 256K= 1,t1CON 
DO 257 N=M4+ 1,Nl-1 
KK =NI - N 
257 PA (KK) =(( CK+GHB(KK))*(T(N+l)+P(N+l) *DT / DSZ)/DZ+ (CK+GMB(KK+l)) 
l *( T(N- l)+P(N- l) *DT/D SZ )/D Z+WS*DZ*TA) -( T(N) +P (N) *DT/DSZ ) 
2* (( 2.0*CK+Gt1B(KK)+GHB(KK+1))/DZ+WS*DZ ) 
DO 258N=H4+1,Nl - 1 
KK=NI-N 













CUBIC EXTRAPOLATION OF P(NI) 
PAPl =O .O 
PAP2=0 .0 
PAP3=0.0 









256 P(M4) =K*P4M 
245 CONTINUE 
GOP= (T(Nl - l)+P( Nl- l) *DT/DSZ)/DZ- (TtN l)+P(Nl)*DT/DSZ)/OZ 
Gl =(T(Nl-2)+P(Nl- 2)*0T/DSZ)/OZ-(T (Nl - l) +P(Nl-l)*DT/OSZ)/DZ 
G2 =(T(Nl-3)+P(Nl-3)*DT/DSZ)/DZ -(T(NI-2)+P(Nl-2)* DT /O SZ )/DZ 
G3 =(T(Nl-4)+P(Nl - 4)*0T/DSZ )/DZ-(T(Nl-3)+P(Nl-3 )*0T/OSZ )/D Z 
G4 =(T(Nl -5) +P(Nl-5)*DT/OSZ )/DZ-(T(Nl - 4)+P(Nl-4)*DT /D SZ )/O Z 
G5=(T(Nl-6)+P(Nl-6)*DT/DSZ)/DZ-(T(Nl-5)+P(Nl-5)*DT/DSZ)/DZ 
G6=(T(Nl-7)+P(Nl-7)*DT/DSZ)/DZ-(T(Nl-6)+P(Nl-6)*DT/DSZ)/DZ 
MIXE D LAYER TEMPERATURE AND HEIGHT CALCULATIONS 








75 LAB =LAB+l 
D2 =HT -( Nl -2)*DZ 
T5 =T(Nl)+P(Nl)*SUM1*CON/DSZ 
T2 =T(Nl-l)+P(Nl-l)*SUM 1/0SZ 
CY l =T2-T1 
CY2=P (Nl - 1)/DSZ 
CY3=BETA*(Dl+02)/2.0 
CY4=QP+(CK+GAMMA)*(T2-T5)/0Z-WS* ( T1-TA)*(Ol+02)*0.5 
CY5=( CK+GAt1t1A) * ( P ( tll-1 )-P (NI) *CO N)/ ( 2 .O*DZ*D SZ ) 
CY6 =WS* (2 .0*02+D1)/6.0 








BY5=BY2*BY2-4.0*BY l *BY3 
IF(ABS(BYl).LE.TOL*TOL) GO TO 1601 
IF(BY5.LE.O.O) GO TO 1601 
SUM2=(-BY2+SQRT (BY2*BY2-4.0*BY1*BY3))/(2.0*BY l)+SUM I 
IF(SUM2.GE.DT)GO TO 74 
SUM I =SUM2 -
Nl =Nl- 1 
CON=I .O 
Dl =D2 
Tl =T(N l)+P( Nl)*SUMI/D SZ 
GO TO 75 
16D 1 WRI TE(6 ,1 600)TM , GAMMA,CY1 t CY2,CY3.CY4,CY5,CY6 
1600 FORMAT ( 1 0 1 ,T5 08 ( E11. 3,2X)1 
WRITE(6,1600)ZINT,DM, BY5,BY 1,BY2, BY3,SUM2,T(N l) 
GO TO 198 
74 T6 =T(N l-1) -T( Nl)+DT*(P(Nl-1)-P(N l)*CON)/DSZ 
T3 =T(N l)+P(NI)*DT*CON/DSZ 
CX l =(QP +(CK+GAMMA)*(T6+T2-T5)/(2.0*DZ)-WS*(T1-TA)*0.5*D1)* 
l(DT-SUMI) 
CX2=WS*(T1-TA)* (D T-SUM1)*0.5 
CX3=D1* (WS*(DT-SUMl)/6.0+0.5*BETA) 
CX4=WS*(DT-SUMl )/3.0+BETA*0.5 
CX5=HT- (NI - l)*DZ+DZ*(T1-T3)/T6 
CX6 =DZ/T6 
BX1=CX4*CX6 
BX2=CX3 +C X4*CX5 +CX2*C X6 
BX3=-C X1+ CX2*C X5 
DLTM=(-BX2-SQRT (BX2*BX2-4. 0*BX t*BX3)) /( 2.0*BX 1) 
DLTM=BX3/(BXl*D LTM) 
DMA =C X5+CX6*DLTM 
UPDATING OF TEMPERATURE VALU ES 
80 RTM=(Tl+ DL TM -TM )/DT 
TM=Tl+OLTM 
IF(( DMA-DM).LE.O.O )GO TO 82 
IF( SUM2 .LT.DT )GO TO 82 
IF(QP.GT.QPC+5.0E-05)GO TO 83 
IF(QP.GT.QPC-1.0E-04)GO TO 82 
GO TO 83 
82 EH =(ET+DT)/60.0 
NWT =NWT+l 
WRIT E(6,788)EH,TM,QP,DMA 
788 FORMAT (' • ','** TIME= ',F9.3,' MIXED TEMP = ',F9. 5,' HEAT FLUX= ' 
1,Fll.8, 1 MIXED LAYER HEIGHT = ',FI0.5) 
WRITE(6r790)Nl,SUMl,P(Nl),P(Nl-1)rP(Nl-2) 
790 FORMAT( ',' NI = ',14,' SUMI = ,+1 PE 12.5 1 1 P(N I) = ',+1PE12.5 1 
I' P(Nl- 1) = ', +1PE12.5, 1 P(Nl-2) = ',+1PE1 2. 5) 








7 89 FORMAT ( ' ' , ' T (NI) = ' , F9. 5 , ' T( NI -1 ) = ' , F9 . 5, ' T 1 = ' , F9. 5 , 
1' OM= ',Fl 0 . 5,' T(NI-21 = ', F9 . 5 ) 
WRITE(6 , 79 1)LAB,DLTM SUM2 
79 1 FOR MAT(' ',' LAB = f,16,' DLTM = ',+1 PE 12.5 ,' SUM2 = ',+1PE12.5/) 
IF(tlWT.GT. lO)GO TO 198 
GO TO 83 





83 T(l) =T(l)+P(l)*DT/(BETAR*D Z*0 .5) 
IF(LAM.EQ. 2) M=NI 
DO 85 N=2 ,M 
85 T(N ) =T(N)+P(N) *DT/O SZ 
IF (LAM.EQ . 2)GO TO 247 
T(NM) =T (NH)+P(NM)*OT*2.0/DSZ 
247 CONT IN UF. 
212 
UPPER DIFFUSION REGION CONVECT ION 
IF(LR .EQ.2 )GO TO 210 
QR=WR*(T( l )-TA) 
IF( QR.LE. O.O)GO TO 210 
TMX =T(l) 
N=2 
IF(~MX.GE.T(N )) GO TO 211 
TMX =T(N) 
N=N•l 
GO TO 212 
211 NG =N• l 
IF(TMX-T(l).LT.0.1) GO TO 210 
NR=NG . 
213 DRA=(NR- l)*DZ 
SUM=O .O 
DO 214 N=2 ,NR 
214 SUM =S UM+(TMX-((T(N)+T(N- 1))/2.0 )) *DZ 
PR=SUM/DRA 
PR 1 =THX-T(NR+l) 
IF(PR1.GF..PR) GO TO 215 
NR =NR+l 
GO TO 213 
215 TAHB=THX -PR 
DO 216 N=l,NR 
2 1 6 T( N) =T At1B 
















TEST IF Tlt1E INT ERVAL EXCEEDED 
ET=ET+DT 
IF(DMA.GE.DM5)GO TO 95 
98 CONTINUE 
IF(ET.GE. F.P )GO TO 100 
IF( T( l ).GT.TM+O.O l) GO TO 96 
WR I TE ( 6 , 6114) 
644 FORHAT( 1 1',T5,'END POINT REACHED') 
EH=ET / 60.0 
WRIT E(6, 78B ) EH,TM,QP,DMA 
GO TO 198 
95 EH=ET /60.0 
WRITE(6, 78B )EH,TM,QP,DMA 
DM5 =DH5+1.0 
GO TO 98 







GO TO 1975 




GO TO (10 5,1 03)LR 
N=2 
IF(TMX.GE.T(N))GO TO 106 
TMX =T(N) 
N=N+ l 
GO TO 104 
NG =N-1 
IF(NG.EQ.l) GO TO 103 
RTA=P(NG)/DSZ 
GO TO 108 
RTA=O.O 
CONTINU E 
COMPUTE INFLEXION DEPTH 
GMM=(T (1) -T(2))/DZ 
DG=Hf 
DO 109 tl =3 NI 
GM 1=(T(N- 1J -T(N) )/ DZ 
IF(GMl.LE. GMM)GO TO 109 














IF(Dl .LT .DtlA)DI=DMA 
COMPUTE APPARENT HEAT FLUXES 
-----· ------------------------
110 Q(l)=WR*(T( l)-TA) 
IF(LR.EQ.2)Q(l) =CK*(T(2)-T(1))/DZ-WS*DZ*(T(1)-TA)/2.0 
Q(2)=P( l) +P(2 )/2.0+Q (1) 
IF(QP.GT.O.O)GO TO 116 
00 117N=3 • NH 
117 Q(N ) :Q( N-l)+(P(N- l)+P(N))/2.0 
ERR=Q (NH) -QP +P(NH )/2 0 0 
GO TO 120 
116 DO 11 8.N=3,N I -1 
118 Q( N) =Q (N-l)+(P(N-l)+P(N))/2 0 0 
DHC=(HT-( ~I -2)*02-DHA)/ DZ 
QH=Q (Nl - l)+DHC*DMC* (P{Nl)-P(NI - 1))/2.0+DHC*P( Nl - 1) 
QHE=QP-R(t1*BETA* ( DHA+DH) /2 .O-WS* ( ( TM-RTM"'DT-TA) * ( DHA+OH )*O. 5 
l +RTH*DT* 2.0*DHA+DM )/6. 0) 
QMA=(CK+GAt1MA)* ( T( tlI )-T(Nl - 1)) /DZ 
ERR=QHA-QHE 
ENTRAINMENT VELOCITY AND INTERFACE TEMP DIFFERENCE 
----------------------------------------------------
VEH=(DHA-DH)/DT 
IF(LB.GT.1)GO TO 113 
NR=Nl*0.5 
GRAD:(T(NR+2)-T(NR-2))/(4.0*0Z) 
TAX=T(NR) -GRAO*(HT-(NR-1)*DZ - DH) 
D IA=D t1 
DIT=TAX-TH 
DH=O.O 
IF(OIT.LE.O.O)GO TO 114 
SUH=(TAX*2.0-TH-T(Nl -1)+GRAD*DHC*DZ)*DZ*0.5 
DO 119 N=NR+l,Nl-1 
119 SUH=SUM+DZ*(T( NR) -GRAD*(N- NR-ci.5 )* DZ-(T(N)+T( N- 1))*0.5) 
DH=SUM/DIT+DHA 
GO TO 114 
11 3 TAX =TMX 
GRAD=O.O 
DIA=HT-(NR-1)*02 
DIT=TAX - Tt1 
SUM=(TMX-T(NG+ l)) *DZ/2 .0 
DO 122 N=NG+2,Nl-1 
122 SUM=SUM+(THX - (T(N)+T(N-1))/ 2.0 )*DZ 





C VALUES OF COEFFICIENT" K" 








700 FORMAT( 1 11 ,T5 , 'TIME =',F8.2,' MINS') 
GO T0(125,126 , 127)LB 
125 WRITE(6,702) 
702 FORHAT('• ',T28,'LI NEAR GRADIE NT ,') 
GO TO 128 
126 WRITE(6,704) 
704 FORMAT( 1 +1 ,T29, 1 T\JO LAYER CASE 1 1 ) 
GO TO 128 
127 WRITE(6,706) 
706 FORHATl'•', T29, 'HYBRI D PROFILE,') 
128 IF(QP.LE.O.O)GO TO 130 
IF(QP 1 LE.QPC)GO TO 132 
WRlTE l 6,708) 
708 FORMAT('+ ',T46, 1 ENTRAINMENT PROFILE') 
GO TO 134 
130 WR ITE(6 710) 
710 FORMAT( 1+1 , T46, 1 HOL ECULAR DIFFUSION') 
GO TO 150 
132 WRITE(6,712) 
712 FORMAT('+', T46, 'DI FFUSIVE ENTRAINMENT') 
C 
C 
C WRITE OUT THE MAJOR PARAMETERS 
C ---------------- ----------------C 
134 WRITE(6 719) VEM . 
719 FORMAT( 10 1 ,T5 , 1 RATF. OF RISE OF INTERFACE(VEM) =', +1PE 12.5) 
WR 11:.E ( 6 • 7 1Li) 
714 FORHAT( ' O', T5,' INTE RFACE HEIGHT',T23,'HEATING HEIGHT',T39, 
!'INFLEXION HEIGHT',T57,'AMBIENT HEIGHT') 
WRITE(6,7 16)DHA , DH , OG,OIA 





WRITE(6,718)TM ,T OH,TDG,TAX 
71 8 FORMAT('O ','TEMPS=',T9,F7. 3 ,T26 ,F7.3,T43,F7.3,T60,F7. 3//) 










720 FORMAT(io 1 ,T3 , 1 1NTERFACE TEMP DIFF 1 ,T25, 
l'MAX TEMP',T42, 1 MIXE D TEMP',T59,'AIR TEMP ') 
WRITE(6f722)DIT,TMX,TM,TA 
722 FORMAT( O',T9 , F7.3,T26 ,F7. 3 ,T43,F7.3,T60,F7.3//) 
WRIT E(6 724) 
724 FORMAT( ' O',TS ,' BASE HEAT FLUX 1 , T23,'INTERFACE FLUX ', 
1T40 ,'MIN TEMP CHANGE' ,T57 , 1 MAX TEMP CHANGE') 
WRITE(6,726)QP,QMA,RTA,RTM 
726 FORMAT( ' O'tT7 , F9.6,T25,F9.6 ,T41,+1P E12.5,T58,+1PE12.5//) 
WRITE(6, 72U) 
728 FORMAT('O'~T5, 1 ENTRAINMENT RATIOS ') 
WRITE(6,73u)CKE,CKH,CKM 
730 FORMAT( ' O',TS,'KE= ',F6.3,4X,'KH= ',F6.3,4X, 1 KM = ',F6.3//) 
GO TO 160 . 
150 N=(HT-DG)/DZ+TOL+l 
TDG=T(N) 
WRITE(6 732 ) 
732 FORMAT( 10 1 ,TS,'BASE HEAT FLUX',T23,'INFLEXION HEIGHT', 
1T40,'MAX TEMP GRADIE NT 1 ,T60 ,'INFLEXION TEMP',T80,'MIN TEMP') 
WRITE(6,734)QP,DG,GMM,TOG,T(NM) 
734 FORMAT( ' O',T8 ,F8.6 ,T26,F8.3,T44, F8.4,T64,F7.3 ,T80,F7.3// ) 
160 WRITE(6,735) 
735 FORMAT('O',T28,'ACTUAL ',T55, ' RATE OF CHANGE', T73,'APPARENT ' 
1,T89,'RATE OF CHANGE') 
WRITE(6 736) 
736 FORMAT( r 1 , TS, 'HEICiHT' , T13, 'T EMPERATlJRE', T27 , 'HEAT FLUX', 
1T39 ,'TEMP GRADIENT' ,TSS ,' ciF TEMPERATURE',T73,'HEAT FLUX ' 
2,T88,'0F TEMP GRADIENT'/) 
WR I TE (6,737) 
737 FORMAT(' ',T6,'(CM) 1 ,T1 5, 1 ( DEG C)',T24,'( CM*DEG C/SEC )', 
1T41, 1 (0EG C/CM) 1 ,T57 r'(D EG C/CM )',T71,'( CM*DEG C/SEC)' 
2 ,T89,'(DEG C / CM*CM) /) 






If(LR.EQ.2)CiO TO 156 
IF(NG.EQ.l)GO TO 154 
161 GT=(T(N)-T(N+ 1)) /DZ 




WRITE(6,738)HD, T(tl) ,nrn, GT , PTMP , Q( N) 
738 FORMA T( ' 0 1 ,T3 ,F8.3 ,T1 5,F7.3,T 26 ,F9.6 , T40 ,F8.4, T57 ,+1 PE 10. 3 







IF(TMX-T(N).GE.0.0 1) GO TO 161 
1 58 CONT ItlUE 
HD=HT-(NG-1)*02 
WR I TE ( 6, 7110 )HD , T(tfG), RTA, Q( NG) 
740 FORMAT('O~,T3,FB.3,T15,F7.3,T28,'( MAXIMUM TEMPERATURE )', 
1T57 ,+1 PE10.3 ,T72 , 0PF9 . 6) 
155 N=N+l/02 
154 IF(TMX-T(N).LT.0.02) GO TO 155 
156 IF(QP.GT.O.O) GO TO 170 
157 GT=(T (N -1)-T(N+l))/(2.0*DZ) 




WRITE(6,738)HD , T(N),QTN,GT,PTMP,Q(N),SMZ 
N=N+l/DZ 
IF(N.LT.NM)GO TO 157 
GT= (T(NM-1 ) -T (NM))/ DZ 
WRITE(6,742)T(NM),QP , GT 
742 FORMAT(' O' ,T4,'( BASE )',T15,F7 . 3 ,T27,F8.6 ,T40,F8 .4//) 
GO TO 180 
170 GT=(T (N-1)-T(N+ l))/( 2. 0*DZ) 




IF(GAMHA.LE.O.O)GO TO 173 
IF(XINT.GE. ZINT)GO TO 173 
KK=Nl-N 
GAMB=GMB(KK) 
IF(XINT.GE. ZINT -OZ ) GO TO 173 
GAMC=GMB(KK+1) 
173 QTN=((CK+GAMB)*( T( N+l) -T(N ) )+(CK+GAMC)*(T(N)-T(N-1) ))/( 2.0*DZ) 
HD=HT-(N-1)*DZ 
PTMP=P(N)/DSZ 
WRITE(6 ,738)HD,T(N),QTN,GT,PTMP,Q(N), SMZ 
N=N+l/DZ 
IF(T(N).LE.TM+OIT*0.75) N=N-0.5/D Z 
IF(N.LE.NI-l)GO TO 170 
MIX ED LAYER VALUES PRINTOUT 
GT=(T( NI - 1)-T(NI) ) /DZ 
SMZ=(T (N l-2)+T (NI) -2.0*T (NI - 1))/ (DZ*DZ) 
PTMP =(P(NI -l)+DMC*P(NI) -DMC*P(Nl-1 ))/DSZ 
WRITE (6, 738)DMA,TM, QMA, GT,PTMP,QM , SMZ 
WRITE(6,744) 





172 N=N-5 /DZ 
IF(N.GT. Nl)GO TO 172 
174 N=N+S/DZ 
HD =HT-(N- l )*DZ 
Q( N) =QP-RTt1*HD*BETA-WS*( TM - TA) *HD 
WRITE (6 , 738)HD ,TM ,Q( N) 
IF(N .LT.NM)GO TO 174 
WRITE(6,746) 
746 FORMAI( ' +' T41,'( BASE ) ' // / ) 
WRITE 6 , 79~ )Nl, T(Nl) , T(Nl - 1) , T( Nl -2 ),T ( Nl - 3) , T(N l-4) 
792 FORMAT(' O',TS,' T(NI =',14,' ) AN D ABOVE ', F9.5 , 2X, F9.5 , 2X , 
1F9.5 , 2X , F9 . 5 , 2X , F9.5 ) 
WRITE (6 , 794) GOP , G1, G2 , G3 , G4 , G5 , G6 
794 FORMAT(' O',TS,' GO =',Fl• .7 ,' Gl =',F l 0 . 7,' G2 =',Fl 0 . 7,' G3 =' • 
1F10 . 7 ' G4 =' Fl • 7 ' GS =' Fl 0 . 7 1 G6 =' Fl 0.7) 
WRI TE {6 , 793 ) ~(Nl ) ,~{NI - 1),~{NI -2 ~, P(N I - 3 ~, P( NI -4), P(Nl -5 ) , 
l P( NI - 6 ) 
793 FORMAT (' O',TS,' PO =', +1PE 12. 4 , 1 P1 =', E12.4, ' P2 =' , E1 2.4 ,' P3 =' , 
1E12.4,' P4 =', E12.4 ,' PS : 1 ,E 12. 4,' P6 =', E12. 4/ ) 
IF(LB.EQ. l )GO TO 176 
WDM=ALOG 10(DMA) 
WDH =ALOG l O(DH ) 
WDT =ALOG 10 ( D IT) 
WR ITE(6, 748 ) 
748 FORMAT (' O', T9, ' LOG(D MA) 1 ,T 22 , 1 LOG (DH)',T 34 ,' LOG(D IT)') 
WRITE {6 , 750 )WDM ,WDH,WDT 
750 FORt1AT( ' O', T7 , F9.5, T20 , F9.5 , T32 ,F9 . 5/) 
176 CO NTINU E 
WRITE(6 6?9)QME 
659 FORMAT( 1• , T8 ,'APPARE NT HEAT FL UX INTO MI XED LAYER', Fl 0.6 ) 
IF(LAM. EQ.2)GO TO 184 
N=NO 
186 N=N+l O 
IF( N.LT. NI) GO TO 186 
IF( N .GT. NM- 12) GO TO 184 
TT l =T( N) 
HTl=HT- ( tl - 1 )*DZ 
TT2 =T( N+10 ) 
HT2 =HT-( N+9)*DZ 
WRI TE(6 , 760) 
760 FORMAT (' O', TS, ' NEXT TWO CO NDUCTI ON TE MPERATURES BELOW INTERFACE ') 
WRITE(6 , 76 1)HT1 , TT 1 
WR I TE{6 r76 1)HT2 , TT2 
76 1 FORMAT { O', T3 , F8 . 3 , T15 , F7.3 ) 
184 CONT I tlUE 
180 WRITE (6 , 752)ERR 
752 FORMAT (' O',T8,' ERROR IN HEAT FLU X =1 , +1PE15. 7 ) 
WRIT E(6 , 6S7 ) GMM 
657 FOR t1AT (' O',T8 ,'MAX TE MP GRADIEtlT ', F7 .4) 
C 
C 
C TANK PROPERT IES PRI NT OUT 
C - - - - --- - ------------------ -C 
GO TO (230 ~23 1, 232 , 233 )LQ 
23 0 WRITE(6 , 776)QGK 
776 FQRMAT( ' O', TS1 ' *** CO NSTAN T BOUNDARY HEAT FLUX CASE',T45, 
1 1 ( QP =', F10. b , 1 CM*DEG C/ SEC ) 1 ) 
GO TO 23Lf 
23 1 WRITE (6 , 777)QGK, SA 
777 FORt1AT { ' O' •rs. ' *** CotlSTAtlT GLASS PL AT E HEAT FLUX ( QG =' , Fl• .6 , 
11 CAL /C M*CM*SEC ) ' , T75 ,'ALUMIN I UM STORAGE =1 , FI0.3 , ' CAL/ DEG C ) 
GO TO 23 1f 
232 WRITE {6 , 778) TH 
778 FORMAT(' O',TS,'*** CO NSTANT WATER BATH TEMPERATURE ( TEMP =', F8 . 2 , 
1' DEG C ) ' ,T68 ,'QP=( 7.98*(TH-TM) -8 . 3 )*1.• E-03 ') 
GO TO 234 
233 QSS= (XETA - 1.0)*QSN 
_PERH=PER/3600 0 0 
WRIT E(6 , 779)QSS, QS A, PERH, XETA 
779 FORMAT{' O', TS , 1 *** SINUSOIDAL HEAT INPUT',T32,' { MAX ='• 
1F9. 5 , TS6 , 1 MIN =', F9 . S, 1 )',T74 ,' PER I OD =', FB . 3 , 
2 1 HOURS ', Tl OO ,'XETA =',F6. 2) 
234 CO NTI tllJ E 
IF(LAM. EQ. l) GO TO 246 
PECLET=O SCAL*VSCAL/ CK 
WRITE {6 I 784 )RI CH PECLET, GAMMA, Z I NT 
784 FORMAT( 0 1 • TS, 1 Rf CHA RD SON NO. =' , F7 . 3 ,4X, ' PECLET NO. =' ,FB. 3 , 
14X, ' GAMt1A=' , +1PE11.3 ,4X, ' ZitlT=' , OPF6 . 3/) 
246 CONTINUE 
WRITE (6 780 )EH 
780 FORMAT{ 1• 1 ,T5 , ' TIME =' ,FB. 2, ' MI NS ') 
IF(EP . GT.3 . E+4) GO TO 198 
GO TO 96 
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