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We demonstrate that the negative volume of any s-paramatrized quasiprobability, including the
Glauber-Sudashan P -function, can be consistently defined and forms a continuous hierarchy of
nonclassicality measures that are linear optical monotones. These measures therefore belong to an
operational resource theory of nonclassicality based on linear optical operations. The negativity of
the Glauber-Sudashan P -function in particular can be shown to have an operational interpretation
as the robustness of nonclassicality. We then introduce an approximate linear optical monotone,
and show that this nonclassicality quantifier is computable and is able to identify the nonclassicality
of nearly all nonclassical states.
I. INTRODUCTION
It is typically considered that the most classical quan-
tum states of a light field, or more generally, bosonic
fields, are the coherent states[1]. Defined as the eigen-
states of the annihilation operator, a |α〉 = α |α〉, the dy-
namics of coherent states in a quadratic potential closely
resemble that of a classical harmonic oscillator[2]. The
seminal work of Glauber[1] and Sudarshan[3] showed that
every quantum state of light may be written in the form
ρ =
∫
d2αP (α) |α〉 〈α|
where the coefficient P (α) is referred to as the Glauber-
Sudarshan P -function. When P (α) corresponds to a
proper probability density function, the quantum state
may be considered a statistical mixture of coherent
states and is hence classical. More generally, P (α) is a
quasiprobability distribution that may not correspond to
any classical probability density. In such cases, the state
is considered nonclassical. It is a well known fact that
the only classical pure states are the coherent states[4].
Nonclassical states find useful applications in a
wide range of tasks, such as quantum metrology[5],
quantum teleportation[6], quantum cryptography[7],
quantum communication[8] and quantum information
processing[9]. Correspondingly, there has been great
interest in the characterization, verification and quan-
tification of nonclassicality in light. As the P -function
function is frequently highly singular, involving terms
such as the nth order derivatives of delta functions[10],
it is neither theoretically nor experimentally accessi-
ble in many instances. As such, previous efforts have
largely focused on finding methods to quantify nonclassi-
cality via other means. The Mandel Q parameter[11]
for instance, measures the deviation from Poissonian
statistics. The entanglement potential quantifies the
maximum amount of entanglement that can be gen-
erated from a beam splitter[12]. The nonclassicality
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depth quantifies the amount of interaction with a ther-
mal state in order to erase nonclassicality[13, 14]. One
may also count the number of superpositions of coher-
ent states[15], the amount of coherent superposition be-
tween coherent states[16], the sensitivity of a quantum
state to operator ordering[17], various geometric dis-
tances from the closest classical state[17–20], the negativ-
ity of the Wigner function[21], or the amount of metro-
logical advantage[22, 23]. However, these nonclassicality
measures are frequently computationally intractable ex-
cept in special cases, unable to detect every nonclassical
state, or lack a physical interpretation.
In this article, we propose a method to directly quan-
tify the negativity of the P -function in a consistent way.
It is based on the nonclassicality filtering approach pro-
posed in Refs.[24]. We show that this approach leads to
a nonclassicality measure that will always decrease under
linear optical operations, otherwise called a linear opti-
cal monotone. It is therefore a nonclassicality measure
under the operational resource theory of nonclassicality
proposed in Ref.[16]. The measure also has a direct phys-
ical interpretation as the robustness of nonclassicality; it
is the minimum amount of statistical mixing with clas-
sical noise that is needed to erase the nonclassicality of
the state. We also demonstrate that the negativity of
every s-parametrized quasiprobability[25] is not only a
lowerbound to the negativity of the P -function, they are
also themselves linear optical monotones. The set of s-
parametrized quasiprobabilities therefore form a contin-
uous hierarchy of nonclassicality measures. Finally, we
propose an approximate nonclassicality monotone that is
numerically computable for an arbitrary quantum state.
II. PRELIMINARIES
We first introduce the characteristic function
of the Glauber-Sudarshan P function. A com-
mon convention is to define it as the integral∫
d2αP (α) exp[2i(βiαr − βrαi)], where αr, βr and
αi, βi are the real and imaginary components of α
and β respectively. One may observe that this just a
multivariate Fourier transformation. For our purposes,
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2we will adopt the following convention:
χ(β) :=
∫
d2αP (α) exp[2pii(βiαr + βrαi)].
It should be clear that this definition essentially cor-
responds to a change in variables of the type βi →
piβ′i and βr → −piβ′r, and so does not alter the infor-
mation content of the characteristic function. It also
adheres more closely to the conventional definition of
the Fourier transform in the ordinary frequency do-
main: Ff(y) := ∫ dxf(x) exp(−2piixy). The corre-
sponding inverse Fourier transform is then F−1f(y) :=∫
dxf(x) exp(2piixy). This definition allows us to write
P (α) = Fχ(α). All physical characteristic functions sat-
isfies |χ(β)| ≤ exp
(
pi2|β|2/2
)
.
One major issue with the P -function is that it is fre-
quently highly singular. This complicates our ability to
analyze and quantify the nonclassicality of a quantum
state via the P -function alone, and necessitates the use
of other nonclassicality criteria.
We consider the filtered P -functions proposed in
Ref. [24]. Filtered P -functions are based on the obser-
vation that P (α) is the (multivariate) Fourier transform
of the characteristic function χ(α), such that P (α) =
Fχ(α). This opens up the possibility of applying a filter-
ing function Ωw(α) prior to the Fourier transform. The
filtered function is then
PΩ,w(α) := FχΩ,w(α)
where χΩ,w(β) := χ(β)Ωw(β). In general, characteristic,
P and filtered P -functions depend on the state ρ. When
the state ρ is unambiguous, the characteristic function is
denoted χ and χ(α) is the function at the point α. When
ρ needs to be specified, the characteristic function is de-
noted χ(ρ), while χ(α | ρ) is the function at α. Similar
notations will also be used for the original and filtered
P -functions.
The filter Ωw must be carefully chosen. For our pur-
pose, we require that they satisfy the following proper-
ties:
(a) Ωw(β) is factorizable such that Ωw(β) =
Ω1w(β)Ω
2
w(β) s.t. Ω
i
w(β) is square integrable for
i = 1, 2.
(b) Ω1w(β)e
pi2|β|2/2 is square integrable.
(c) Ωw(0) = 1 and limw→∞ Ωw(β) = 1.
(d) There exists t > 0 s.t. Ωw(β) = Ωw/|r|(β)Ωt(β) for
any |r| < 1, and some t > 0.
(e) Ωw(β) = Ωkw(kβ) for any k > 0.
Note that these conditions are stronger than those pro-
posed in Ref. [24]. There, the key requirement is for
Ωw(β)e
pi2|β|2/2 be square integrable, in order to ensure
that its Fourier transform will also be square integrable
due to Plancherel’s theorem. Square integrability is how-
ever not sufficient to ensure that PΩ,w(α) is pointwise fi-
nite for every α. Our modified approach closes this gap
by ensuring that PΩ,w(α) is always finite, which allows
us to numerically determine whether there is negativity
at a given point α.
Theorem 1. If Ωw satisfies properties (a) and (b), then
PΩ,w(α) contains no singularities and is finite for every
α.
Proof. Since χΩ,w(β) ≡ χ(β)Ωw(β) = χ(β)Ω1w(β)Ω2w(β),
we can group the terms such that χΩ,w(β) =
[χ(β)Ω1w(β)] × Ω2w(β). The convolution theorem then
implies that PΩ,w(α) ≡ FχΩ,w(α) = {F [χ(β)Ω1w(β)] ∗
FΩ2w(β)}(α).
From property (a), we already know that Ω2w(β) and
hence FΩ2w(β) are square integrable from Plancherel’s
theorem. Furthermore, from property (b), we are guaran-
teed that Ω1w(β)e
pi2|β|2 is square integrable. This means
that Ω1w(β)χ(β) is also square integrable since χ(β) ≤
epi
2|β|2 . Applying Plancherel’s theorem again, we know
that F [χ(β)Ω1w(β)] is also square integrable.
We recall that if f(β) and g(β) are both square in-
tegrable, then by Cauchy’s inequality, it must satisfy
‖f(β)g(β)‖1 ≤ ‖f(β)‖2‖g(β)‖2 where ‖·‖1 and ‖·‖2
are the L1 and L2 norms respectively. Furthermore,
since the L1 norm is just the absolute integral, we have∣∣∫ d2βf(β)g(β)∣∣ ≤ ‖f(β)‖2‖g(β)‖2 < ∞. This implies
that the integral
∫
d2βf(β)g(β) is finite.
{F [χ(β)Ω1w(β)] ∗ FΩ2w(β)}(α) is a convolution of two
square integrable functions. By the definition of a convo-
lution, for every given α, it is an integral of a product of 2
square integrable functions. From the property described
in the previous paragraph, we must have PΩ,w(α) ≡
FχΩ,w(α) = {F [χ(β)Ω1w(β)] ∗ FΩ2w(β)}(α) < ∞, so it
has a finite value for every α. This means that the fil-
tered function PΩ,w(α) is finite everywhere and contains
no singularities.
Theorem 1 thus allows us to to assign definite positive
or negative values to every point α of PΩ,w(α). This im-
plies that we can determine unambiguously the positive
and negative regions of PΩ,w(α). As such, for every w
the negative volume of PΩ,w(α) is well defined. Property
(c) then guarantees that the filtered function is a proper
quasiprobability function such that
∫
d2αPΩ,w(α) = 1,
and that for sufficiently large w, FΩw(α) ≈ δ(α), so the
original P -function is retrieved. This allows us to define
the negativity of a P -function.
Definition 1 (Negativity of a P function). Let f(α) be
a function that is well defined for every α, so that we can
write f(α) = f+(α)− f−(α), where f±(α) are pointwise
nonnegative functions. Then the negativity of f is defined
as
N (f) :=
∫
d2αf−(α).
3Consider the P function of a state ρ. Let Ωw be some
filter that satisfies properties (a)-(c). We can then write
the filtered P -function as PΩ,w(α) = P
+
Ω,w(α) − P−Ω,w(α)
where P±Ω,w(α) are the nonnegative functions.
The negativity, of ρ is defined to be
N (ρ) := lim
w→∞
∫
d2αP−Ω,w(α).
Given the above definition, we still need to find an
appropriate filter Ωw. The astute reader may have no-
ticed that properties (d) and (e) are not yet discussed.
They will play an important role which will be described
in greater detail in a subsequent section. We will first
establish several properties of the negativity.
III. NEGATIVITY AS A LINEAR OPTICAL
MONOTONE
In Ref. [16], a resource theoretical approach was pro-
posed to quantify nonclassicality in radiation fields.
There, it was argued that nonclassicality measures should
be linear optical monotones, i.e. a nonclassicality should
be measured using quantities that do not increase under
linear optical maps. Given this approach, we can con-
sider nonclassicality as potential resources to overcome
the limitations of linear optics.
Linear optical maps are formally defined to be any
quantum map that can be written in the form
ΦL(ρA) := TrE [UL(ρA ⊗ σE)U†L],
where σE is a classical state and UL is a linear optical
unitary composed of any combination of beam splitters,
phase shifters and displacement operations. Such unitary
transforms will always map a N mode bosonic creation
operator a†~µ :=
∑N
i=1 µia
†
i into a
†
~µ′
+ ⊕Ni−1αi1 ni where
~µ, ~µ′ are N dimensional complex vectors of unit length,
and 1 i is the identity operator on the ith mode.
One may also incorporate postselection into the defi-
nition by defining selective linear optical operations via
a set of Kraus operators Ki for which there exists lin-
ear optical unitary UL, classical ancilla σEE′ , and a set
of orthogonal vectors {|i〉E′} such that TrE [UL(ρA ⊗
σEE′)U
†
L] =
∑
i piρ
i
A ⊗ |i〉E′ 〈i|, where piρiA := KiρAK†i
and pi := Tr(KiρAK
†
i ).
Based on this definition of linear optical maps, the fol-
lowing theorem shows that the negativity N is a linear
optical monotone and therefore belongs to the opera-
tional resource theory outlined in Ref. [16].
Theorem 2. The negativity N (ρ) is a faithful nonclas-
sicality measure satisfying the following properties:
1. N (ρ) = 0 iff ρ has a classical P -function.
2. (a) (Weak monotonicity) N (ρ) ≥ N (ΦL(ρ)).
(b) (Strong monotonicity) N (ρ) ≥ ∑i piN (ρi)
where pi := Tr(K
†
iKiρ) and ρi := (KiρK
†
i )/pi.
3. (Convexity), i.e. N (∑i piρi) ≤∑i piN (ρi).
Proof. It is apparent that if the P -function of ρ is clas-
sical, then N (ρ) = 0 since PΩ,w(α) → P (α) as w → ∞
so the negative volume must vanish. The converse must
also be true as if N (ρ) = 0, then ∫ d2αP−Ω,w(α) → 0 as
w → ∞, which implies P+Ω,w(α) → P (α). This means
that P (α) is the limit of a sequence of positive distri-
butions. As the set of classical states is a closed convex
set, and P+Ω,w(α)→ P (α), this means that P (α) must be
classical. This proves Property 1.
In order to prove the weak and strong monotonicity
properties, we make use of an observation from Ref [16].
It was noted that for the special case when the P is any
regular function that does not contain any singularities,
the negative volume N (ρ) where ρ = ∫ d2αP (α)|α〉〈α|
satisfies both weak and strong monotonicity conditions.
We now extend the above result to all P functions. Let
ρw =
∫
d2αPΩ,w(α)|α〉〈α|. For weak monotonicity, we
see that N (ρw) ≥ N (ΦL(ρw)). Taking the limit w →∞,
ρw → ρ, the inequality converges to N (ρ) ≥ N (ΦL(ρ)).
Identical arguments hold for strong monotonicity. This
is sufficient to generalize the monotonicity property to all
P functions, and establishes Property 2.
Similarly for convexity, we have N (∑i piρw,i) ≤∑
i piN (ρw,i) for every w. Taking the limit w → ∞,
ρw,i → ρi so the inequality converges to N (
∑
i piρi) ≤∑
i piN (ρi) which is the required inequality.
IV. EQUIVALENCE BETWEEN NEGATIVITY
AND ROBUSTNESS
An operational measure that has been extensively
studied in various quantum resource theories is the
robustness[26, 27]. It quantifies the minimum amount
of mixing with noise that is necessary to make a given
quantum state classical. It turns out that the negativ-
ity exactly quantifies the robustness of a given quantum
state.
We can consider the following definition for the robust-
ness of nonclassicality.
Definition 2 (Robustness of nonclassicality). Let P be
the set of all quantum states with classical P distribu-
tions.
The robustness of nonclassicality is defined as
R(ρ) := min
σ∈P
{r | r ≥ 0, ρ+ rσ
1 + r
∈ P}.
Based on the above definition, one may show that the
negativity and the robustness are in fact equivalent.
Theorem 3. The negativity and the robustness are
equivalent measures of nonclassicality, i.e. N (ρ) = R(ρ)
for every quantum state ρ.
4Proof. First, note that we can always write PΩ,w(α) =
P+Ω,w(α) − P−Ω,w(α) where P±Ω,w(α) are pointwise non-
negative functions. Let
∫
d2αP−Ω,w(α) := rw and
limw→∞ rw = r. Note that by this definition, r = N (ρ)
We now consider some sufficiently large w and observe
that r is always an upper bound to the robustness. This
is because, 11+rw (PΩ,w(α) + P
−
Ω,w(α)) =
1
1+rw
P+Ω,w(α)
which corresponds to a positive, and hence classical, P -
function. Therefore, if ρw and σw are the quantum
states corresponding to the distributions PΩ,w(α) and
P−Ω,w(α)/rw respectively, the mixture
ρw+rwσw
1+rw
always
has a classical P -function. Taking the limit w → ∞,
we get ρ+rσ1+r is classical, where σ := limw→∞ σw. Since r
is just the negativity N (ρ), we see that the negativity is
at least an upper bound to the robustness.
We now need to show that r is also a lower bound. This
follows immediately from the observation that P−Ω,w(α) is
the minimal function necessary for PΩ,w(α) to be posi-
tive. It is clear that if P ′(α) < P−Ω,w(α) for any α, then
PΩ,w(α) + P
′(α) < 0 and so is not positive at α. This
shows that r must also be a lower bound and proves the
theorem.
V. RELATIONSHIP WITH THE NEGATIVITY
OF OTHER QUASIPROBABILITIES
It is well known that the characteristic function of P is
related to the characteristic functions of other commonly
studied quasiprobability distributions via the following
relation:
χs(β) := χ(β)e
−(1−s)pi2|β|2/2.
Note that this differs slightly from the usual convention
due to the convention we employ for χ(β). For s = 1, we
retrieve the characteristic function of the P -function, for
s = 0 the characteristic function leads to the Wigner
function, while for s = −1 the characteristic function is
related to the Husimi Q function. These form the set of
s-parametrized quasiprobability distributions[25].
We can define the negative volume of the s-
parametrized quasiprobabilities using a similar approach.
Definition 3 (s-parametrized negativity). Let Ps(α) :=
Fχs(α) be some s-parametrized quasiprobability, and let
Ps,Ω,w(α) := Fχs,Ω,w(α) be the filtered s-parametrized
quasiprobability, where χs,Ω,w(β) := χs(β)Ωw(β) for
some filter Ωw satisfying properties (a)-(c).
We can then write Ps,Ω,w(α) = P
+
s,Ω,w(α) − P−s,Ω,w(α)
where P±s,Ω,w(α) are well defined.
The s-parametrized negativity is defined as
Ns(ρ) := lim
w→∞
∫
d2αP−s,Ω,w(α).
Given the above definition, we can establish several
properties. The following theorem establishes the mono-
tonic dependence of Ns on s.
Theorem 4. Ns(ρ) is a monotonically increasing func-
tion of s ≤ 1 and is upper bounded by the negativity of
the P -function, i.e. Ns(ρ) ≤ N (ρ).
Proof. First, we show that Ns(ρ) is a monotonically de-
creasing function of s for any given ρ.
First, note that F(e−a|β|2)(α) = pia e−(pi|α|)
2/a =
N a
2pi2
(α) where Nσ2(α) is the normalized Gaussian func-
tion with variance σ2.
Second, we observe that the convolution of 2 normal-
ized Gaussian functions just sums up the variance, i.e.
Na2 ∗Nb2(α) = Na2+b2(α)
Third, we observe that a convolution with a positive
probability distribution function (PDF) can never in-
crease the negativity. To see this, let f(x) = f+(x) −
f−(x) where f±(x) are non-negative functions that are
well defined. Let g(x) be a positive PDF. Then f ∗
g(x) = f+ ∗ g(x) − f− ∗ g(x). It is then apparent that∫
dx(f ∗ g)−(x) ≤ ∫ dxf− ∗ g(x) since g(x) is pointwise
positive. Finally, since g is a PDF,
∫
dxg(x) = 1, we
have
∫
dxf− ∗ g(x) = ∫ dxf−(x) ∫ dxg(x) = ∫ dxf−(x)
which is just the negativity of f(x). This shows that the
negativity never increases under convolution with a PDF.
Let q = (1 − s)pi2/2 ≥ 0, so we can consider instead
χ′q(β) := χ(β)e
−q|β|2 , G′q(α) := Fχ′q(α) and N ′q(ρ) =∫
d2G′−q (α). By the convolution theorem, we know that
Fχ′q(α) = Fχ ∗ N q
2pi2
(α). Furthermore, for any q1, q2
satisfying q1 + q2 = q, we can always consider the de-
composition G′q(α) = Fχ′q(α) = Fχ ∗N q1
2pi2
∗N q2
2pi2
(α) =
G′q1 ∗ N q22pi2 (α). Since Nσ2(α) is a properly normalized
PDF, and we know that a convolution with a PDF cannot
increase negativity, this shows that N ′q1(ρ) ≥ N ′q when
q1 ≤ q. Finally, since q monotonically decreases with s,
this means Ns(ρ) monotonically increases with s. This
proves the first part of the theorem.
Finally, to see that Ns(ρ) ≤ N (ρ), we just observe that
at s = 1, we retrieve Ns=1 = N . From the monotonicity
property above, we then have Ns(ρ) ≤ N (ρ) for s ≤ 1.
We can interpret the s-parametrized quasiprobability
distributions as the P -function with a Gaussian filter ap-
plied. In general, as s decreases, the width of the applied
Gaussian filter increases, which also decreases any ob-
served negativity. Ultimately, any negativity that is ob-
served in any s-parametrized quasiprobability function
originates from the negativity of the Glauber-Sudarshan
P -function itself.
It is therefore natural to ask if the negativity of the s-
parametrized quasiprobabilities is a nonclassicality mea-
sure that monotonically decreases under linear optical
operations. The following theorem affirms this fact.
Theorem 5. The s-parametrized negativity Ns(ρ) is a
nonclassicality measure satisfying the following proper-
ties:
1. Ns(ρ) = 0 if ρ has a classical P -function.
52. (a) (Weak monotonicity) Ns(ρ) ≥ Ns(ΦL(ρ)).
(b) (Strong monotonicity) Ns(ρ) ≥
∑
i piNs(ρi)
where pi := Tr(K
†
iKiρ) , ρi := (KiρK
†
i )/pi
and ΦL(ρ) =
∑
iKiρK
†
i is a selective linear
optical operation.
3. (Convexity), i.e. Ns(
∑
i piρi) ≤
∑
i piNs(ρi) .
Proof. Property 1 immediately follows from the fact that
Ns obtained from the Gaussian convolution of the P -
function. Since the P -function of a classical state is
pointwise positive, a convolution with a Gaussian func-
tion, which is itself also pointwise positive, cannot pro-
duce a negativity.
Property 3 follows from the convexity of N . We ob-
serve that the s paramatrized quasiprobabilities of any
given state are themselves physical P -functions, so Ns
must be convex if N is convex.
Proving the weak and strong monotonicity properties
will first require us to gather several facts. Let ΦL be
some linear optical unitary. By definition, this means we
can write
ΦL(ρA) := TrE [UL(ρA ⊗ σE)U†L].
Also recall that UL is a linear optical unitary, and so
will map a N mode bosonic creation operator a†~µ :=∑N
i=1 µia
†
i into the form a
†
~µ′
+ ⊕Ni−1αi1 i. ~µ → ~µ′ repre-
sents a rotation in N dimensional complex space (other-
wise called an SU(N) interferometer [28]), while αi rep-
resents linear displacements in phase space on the ith
mode. We will assume the index i = 1 denotes the mode
of the system of interest A, with the other indices rep-
resenting the rest of the ancillary modes. We will also
denote the superoperator of the linear optical unitary
UL as UL = UL(·)U†L.
Consider the displacement operator D(β) acting on
mode 1. This performs the map a†1 → a†1 + β1 1. If
we have ancillary modes, it is a linear displacement in
the direction ~β = (β, 0, . . . , 0) in N dimensional complex
parameter space. For any direction ~α = (α1, . . . , αN ), let
D~α(·) := D1(α1) . . . DN (αN )(·)D†1(α1) . . . D†N (αN ).
In complex parameter space, D~β ◦ UL corresponds to
a displacement, followed by a unitary rotation, followed
by another displacement, i.e. ∆~βU∆~α, where ∆~β is a
displacement in direction ~β, and U is a (unitary) ro-
tation. Displacements commute, so ∆~β∆~α = ∆~α∆~β .
Furthermore, a unitary rotation followed by displace-
ment is the same as a rotated displacement followed by
a unitary rotation, i.e. ∆~βU = U∆U†~β . As a result,
we have ∆~β(U∆~α) = (U∆~α)∆U†~β . This implies that
D~β ◦ UL = UL ◦ DU ′(ΦL)~β , where U ′(ΦL) is some unitary
depending on ΦL.
We make use of two other observations. First, in
Ref. [16] it was noted that when the P -function of ρ is a
regular function that does not contain any singularities,
the negative volume N (ρ) satisfies both weak and strong
monotonicity conditions.
Second, in Ref. [14] it was observed that the filtered
function PΩ,w is the output of an interaction with an an-
cilla and a highly transmissive beam splitter. When the
Fourier transform of the filter Ωw is pointwise positive,
the filtering operation is actually a linear optical map
ΦΩ,w, which maps an initial P -function to the filtered
P -function PΩ,w. Furthermore, the filtering operation
can be interpreted as a stochastic displacement opera-
tion ΦΩ,w =
∑
i piD~αi with probability distribution pi
sampled from the probability density function FΩw(α).
If we choose the filter to be the Gaussian filter Ωw(β) =
e−|β/w|
2
= e−(1−s)pi
2|β|2/2 where 1/w = (1−s)pi2/2, then
we see that N (ΦΩ,w(ρ)) = Ns(ρ).
Choosing FΩw to be a normalized, Guassian PDF, we
can obtain the following series of inequalities:
N [ΦΩ,w(ρ)] ≥ N [ΦLΦΩ,w(ρ)] (1)
= N [ΦL
∑
i
piD~αi(ρ)] (2)
= N{Tra[VL
∑
i
piD~αi(ρ⊗ σa)V †L ]} (3)
= N{Tra[
∑
i
piDU(ΦL)~αi(VLρ⊗ σaV †L)]}
(4)
= N [
∑
i
piD|r|~αiΦL(ρ)] (5)
= N [ΦΩ,w/|r|ΦL(ρ)] (6)
≥ N [ΦΩ,wΦL(ρ)] (7)
Eqn 1 comes from the fact that the negativity of the
P -function, N , is a linear optical monotone, and that
both ΦL and ΦΩ,w is a linear optical map (see Ref. [14]).
Eqn 2 uses the decomposition of ΦΩ,w into a stochastic
displacement operation ΦΩ,w =
∑
i piD~αi . Eqn 3 fol-
lows from the definition of a linear optical map. Eqn 4
uses the relation D~β ◦ UL = UL ◦ DU ′(ΦL)~β since VL is a
linear optical unitary. Eqn 5 comes from the fact that
~αi = (αi, 0, . . . , 0) is a displacement on the first mode
U(ΦL) ~αi = αi(u1, . . . , un) where
∑n
i=1 |ui|2 = 1. Set-
ting u1 = r and observing that a phase rotation does
not change the negativity leads to the required equal-
ity. Eqn 6 comes from the observation that |r| ≤ 1.
Assuming ΦΩ,w =
∑
i piD~αi is a Gaussian filter where
pi is sampled from a normalized Gaussian distribution,∑
i piD|r|~αi is a Gaussian filter with scaling factor 1|r| , i.e.
ΦΩ,w/|r| =
∑
i piD|r|~αi . The inequality in Eqn 7 follows
from the fact that the s-parametrized negativity mono-
tonically increases with s and hence w (see Theorem 4).
The final inequality then gives us Ns(ρ) ≥ Ns[ΦL(ρ)].
This proves the weak monotonicity property.
The strong monotonicity property follows from largely
the same arguments up until Eqn 6. From there, we have
the following series of inequalities:
6N [ΦΩ,w(ρ)] ≥ N [ΦΩ,w/|r|ΦL(ρ)] (8)
= N [
∑
i
ΦΩ,w/|r|(KiρK
†
i )] (9)
≥
∑
i
N [ΦΩ,w/|r|(qiρi)] (10)
≥
∑
i
qiN [ΦΩ,w(ρi)] (11)
In Eqn 9, we write the selective linear map ΦL in
terms of its Kraus decompositions ΦL(ρ) =
∑
i LiρL
†
i .
In Eqn 10 we use the property that N is strongly mono-
tonic, and denote qi = Tr(KiρK
†
i ). In Eqn 11 we used
Theorem 4 together with the fact that w monotonically
increases with s. The final inequality then gives us
Ns(ρ) ≥
∑
i qiNs(ρi), which proves strong monotonicity.
Theorem 5 therefore establishes that the set of s-
parametrized negativities Ns forms a continuous hier-
archy of nonclassicality measures under the operational
resource theory of Ref.[16].
VI. APPROXIMATE NONCLASSICALITY
MONOTONES
The negativity of quasiprobabilities are well defined in
Definitions 1 and 3. However they do not always lead
to finite quantities. For instance, highly singular states
such as squeezed states can possess infinite negativities.
This can be verified numerically by applying an appro-
priate filter and computing the filtered negativities as
w → ∞. From Theorem 3, we know that this is be-
cause some states require an infinite amount of statistical
mixing with classical states before their nonclassicality is
erased. Nevertheless, Ns remains a linear optical mono-
tone. For s = 1, we retrieve the negativity N of the
P -function (see Definition 1), which is a faithful nonclas-
sicality measure. This means that the measure is able to
unambiguously identify every nonclassical state. In con-
trast, for s < 1, Ns corresponds to weaker nonclassicality
measures as it may not be able to identify some nonclas-
sical states. For instance, at s = 0, Ns is the negativity
of the Wigner function[21]. It is a well known property
of the Wigner function that its negativity cannot detect
squeezed states.
It is therefore natural to ask whether it is possible
to avoid the aforementioned issues with infinite values
while simultaneously maximizing the number of identi-
fiable nonclassical states. In this section, we show that
this is possible via an appropriate choice of filters that
satisfies the full suite of properties (a)-(e) (see Prelimi-
naries).
We begin with 2 lemmas that are particular conse-
quences of properties (d) and (e).
Lemma 1. Suppose the filter Ωw satisfies properties (a)-
(d). Then for any |r| < 1,
N (PΩ,w) ≤ N (PΩ,w/|r|)[1 + 2N (FΩt)] +N (FΩt).
Proof. Let f(α) = f+(α) − f−(α), and g(α) = g+(α) −
g−(α), where f±(α) and g±(α) are pointwise nonnegative
functions. We also assume that for f, g are normalized
such that
∫
d2αf(α) =
∫
d2αg(α) = 1.
We note that f ∗ g = (f+ − f−) ∗ (g+ − g−) = f+ ∗
g+ + f− ∗ g−− (f+ ∗ g−+ f− ∗ g+). As a result, we have
the following series of inequalities
∫
d2α(f ∗ g)−(α)
≤
∫
d2α(f+ ∗ g−(α) + f− ∗ g+(α))
=
∫
d2αf+(α)
∫
d2αg−(α) +
∫
d2αf−(α)
∫
d2αg+(α)
= (1 +
∫
d2αf−(α))
∫
d2αg−(α)
+
∫
d2αf−(α)(1 +
∫
d2αg−(α))
=
∫
d2αg−(α)(1 + 2
∫
d2αf−(α)) +
∫
d2αf−(α),
where we used the identity
∫
d2αf+(α) = 1+
∫
d2αf−(α)
which comes from the fact that
∫
d2αf(α) = 1.
Since Ωw satisfies properties (a)-(d), for any charac-
teristic function χ, we have F(Ωwχ) = F(Ωw/|r|Ωtχ) =
F(Ωw/|r|χ) ∗ F(Ωt) = PΩ,w/|r| ∗ F(Ωt).
We get the required expression by setting f = F(Ωt)
and g = PΩ,w/|r|.
Lemma 2. Suppose the filter Ωw satisfies property (a)-
(c) and (e). Then for any given linear optical map ΦL,
N [PΩ,w(ρ)] ≥ N{PΩ,w[ΦL(ρ)]} where the factor r de-
pends only on ΦL.
Proof. Similar to an observation from Ref. [14] and the
proof of Theorem 5, we define the map
ΦΩ,w(ρ) =
∫
d2γFΩw(γ)D(γ)ρD†(γ).
From this, we see that P (ΦΩ,w(ρ)) = PΩ,w(ρ), so the
P -function after this map is equivalent to applying a fil-
ter Ωw. This property does not require FΩw(α) to be
pointwise positive for every α.
Using the notation Dα(·) = D(α)(·)D†(α), we follow a
similar argument with the proof of Theorem 5, resulting
7in the following series of inequalities:
N [ΦΩ,w(ρ)] ≥ N [ΦLΦΩ,w(ρ)] (12)
= N [ΦL
∫
d2αFΩw(α)Dα(ρ)] (13)
= N [
∫
d2αFΩw(α)D|r|αΦL(ρ)] (14)
= N [
∫
d2α
|r|2 FΩw(
α
|r| )DαΦL(ρ)] (15)
= N (
∫
d2αFΩw/|r|(α)DαΦL(ρ)) (16)
= N (ΦΩ,w/|r|ΦL(ρ)), (17)
where |r| ≤ 1 and depends only on ΦL. Which is the
required expression. Eqn. 16 comes from the observation
that whenever the filter satisfies Ωw(β) = Ωkw(kβ) for
any k > 0 (property (e)), then together with the scaling
property F [f(|r|β)](α) = Ff(α/|r|)/|r|2 we have
FΩw(α/|r|) = |r|2FΩw/|r|(α).
The above lemmas then imply the following bound for
a finite w.
Theorem 6. If the filter Ωw satisfies properties (a)-(e),
then for any given linear optical map ΦL, we have
(1 + 2δ)N [PΩ,w(ρ)] + δ ≥ N{PΩ,w[ΦL(ρ)]}
where δ = N (FΩw=1).
Proof. Consider any given linear optical map ΦL. By
Lemma 1, for a state ΦL(ρ), we obtain
N{PΩ,w[ΦL(ρ)]}
≤ N{PΩ,w/|r|[ΦL(ρ)]}[1 + 2N (FΩt)] +N (FΩt)
Combining the above and Lemma 2, we get the following
inequalities:
N [PΩ,w(ρ)] ≥ N{PΩ,w/|r|[ΦL(ρ)]}
≥ N{PΩ,w[ΦL(ρ)]} − N (FΩt)
1 + 2N(FΩt)
Define δ = N(FΩt).
Finally, we observe that because Ωw(α) = Ωkw(kα)
for any k > 0, if we set w = 1 and k = t, we get
Ωw=1(α) = Ωt(tα) . From the scaling property of the
Fourier transform F [Ωt(tβ)](α) = FΩt(α/t)/t2, we also
have that
∫
d2αFΩ−t (α/t)/t2 =
∫
d2αFΩ−t (α)t2/t2 =
N (FΩt). This implies that N (FΩw=1) = N (FΩt) for
any t > 0, which completes the proof.
Theorem 6 suggests that given a filter that satisfies
properties (a)-(e), when the negativity of the Fourier
transform of the filter is small, the filtered negativity
NΩ,w(ρ) is approximately a linear optical monotone. Ide-
ally, we would like the Fourier transform of the filter to
be pointwise positive and still satisfy properties (a)-(e),
which would imply that the filtered negativity is an ex-
act linear optical monotone which can be computed for
every w > 0. It remains unclear whether this is possible,
but we demonstrate that the negativity of the filter can
at least be made arbitrarily small, such that the filtered
negativity is essentially a linear optical monotone to any
arbitrary level of precision.
Proposition 1. Define Ωw,(β) := exp
(
−|β/w|2+
)
,
where w > 0 is the width parameter, and  > 0 is the
error parameter.
Then Ωw, is a filter that satisfies properties (a)-(e).
Furthermore, N (FΩw=1,)→ 0 as → 0.
Proof. For property (a), we simply choose Ω1w(β) =
exp
(
− 12 |β/w|2+
)
and Ω2w(β) = exp
(
− 12 |β/w|2+
)
and
note that both Ω1w(β) and Ω
2
w(β) are square integrable
functions.
For property (b), we note that
Ω1w(β)e
pi2|β|2/2 = exp
(
− 12 |β/w|2+
)
exp
(
pi2|β|2/2
)
≈
exp
(
− 12 |β/w|2+
)
≤ exp
(
− 12 |β/w|2
)
for sufficiently
large |β|  1. The last term is just a Gaussian function,
which is square integrable, so Ω1w(β)e
pi2|β|2/2 is also
square integrable.
For property (c), one can verify that Ωw(0) = e
0 = 1
and that for any given β, as w →∞, Ωw,(β)→ 1.
For property (d), one can verify that Ωw,(β) =
Ωw/|r|,(β)Ωt,(β) where t = w(1−|r|q)1/q where q = 2 + .
For property (e), one can verify that Ωkw,(kβ) =
exp
(
−|kβ/(kw)|2+
)
= exp
(
−|β/w|2+
)
= Ωw,(β).
Finally, we observe that as → 0, exp
(
−|β/w|2+
)
≈
exp
(
−|β/w|2
)
. Since a Gaussian function’s Fourier
transform is also Gaussian, FΩw, approaches a positive
distribution so N (Ωw=1,)→ 0 as → 0.
VII. EXAMPLES
Here, we provide some numerical examples that il-
lustrates our results for the negativity N , the s-
parametrized negativity N∫ and the filtered negativity
NΩ,w := N (PΩ,w) using several prominent nonclassical
states. We will use the filter Ωw, from Proposition 1.
The error parameter  is choosen to be  = 0.21 such
that 2δ = 2N (Ωw=1,) ≈ 0.05. From Theorem 6), this
means that the resulting filtered negativity NΩ,w is a lin-
ear optical monotone up to approximately a 5 percent
error. Note that this choice is arbitrary, as δ can be
made as small as desired by decreasing .
For highly nonclassical states such as Fock and
squeezed-vacuum states N is infinitely large, which
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FIG. 1: Convergence of the filtered negativity(solid
line) NΩ,w to the negativity(dotted line) N for the
single photon added thermal state ρSPAT with n¯ = 2.
can be verified numerically via Definition 1. One ex-
ample of a nonclassical state with finite N is the
single-photon-added thermal(SPAT) state, defined by
ρSPAT = a
†e−β~ωa
†aa/Tr(e−β~ωa
†aaa†). Its character-
istic function is χSPAT(β) = [1−pi2(1+ n¯)|β|2]e−pi2|β|2/n¯,
and the corresponding P -function is PSPAT(α) =
1+n¯
pin¯3
(
|α|2 − n¯1+n¯
)
e−|α|
2/n¯ [29]. Figure 1, illustrates
how the the filtered negativity NΩ,w(ρSPAT) approaches
N (ρSPAT) as w → ∞, which comes directly from Def-
inition 1. From Theorem 2, we know that the nega-
tivity N (ρSPAT) cannot be increased via linear optical
processes.
From Theorem 4 we know that the s-parametrized
negativity Ns is a monotonically decreasing function of
s. We illustrate this using Fock states |n〉. Its s-
parametrized characteristic function is given by |n〉 is
χs(β) = e
(s−1)pi2|β|/2Ln(pi2|β|2), with the corresponding
s-parametrized quasiprobabilities given by [30]
Ps(α) =
2
pi(1 + s)
(
−1− s
1 + s
)n
exp
(
− 2|β|
2
1 + s
)
Ln
(
4|β|2
1− s2
)
.
Plotting Ns, Figure 2 illustrates its monotonic depen-
dence on s for n = 1, 2 and 3. Also note how for ev-
ery s, Ns(|n〉) increases with n. Theorem 5 says that
Ns(|n〉) for s < 1 are also valid, albeit weaker, non-
classicality measures, according to the resource theory
of Refs. [16, 22].
The s-parametrized negativities can be infinite in gen-
eral. One example is the squeezed vacuum state |r〉 =
er(a
†2−a2)/2 |0〉. Its characteristic function is χ|r〉(β =
x+iy) = exp
{
pi2
2
[
(s− e2r)x2 + (s− e−2r)y2]} for r > 0.
If s ≤ e−2r, then the s-parametrized quasiprobability of
|r〉 is Gaussian, so it does not show any negative value.
However, if s > e−2r, then its quasiprobability distri-
bution shows extremely singular behavior, and one can
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FIG. 2: s-parametrized negativity of Fock state |n〉 for
n =1(solid line), 2(dot-dashed line), and 3(dashed line).
numerically verify that Ns is infinite. In such cases, Ns
is useful to identify the nonclassicality of the state, but
is unable to capture the increase in nonclassicality that
one gets from additional squeezing. This can be circum-
vented by considering the filtered negativity NΩ,w.
Figure 3 illustrates the filtered negativities NΩ,w of
various squeezed states |r〉 and Fock states |n〉. We see
that the filtered negativity captures the increase in non-
classicality due to both the increase in photon number n
and the increase in squeezing r. As the filter Ωw, has
non-zero negativity, NΩ,w is only an approximate mono-
tone (see Theorem 6), but this error can be made arbi-
trarily small by decreasing the parameter . This may,
however, require increased numerical precision and hence
additional computational costs.
VIII. CONCLUSION
We introduced a method to unambiguously define the
negativity of the P -function, and more generally, the
negativity of the set of s-parametrized quasiprobabili-
ties. Our method is based on a modified version of
the filtered P -function in Ref.[24]. Based on this defi-
nition, it is possible to show that negativity of the set
of s-parametrized quasiprobabilities are all linear optical
monotones, and form a continuous hierarchy of increas-
ingly weaker nonclassicality measures that all belong to
the operational resource theory of nonclassicality consid-
ered in Refs.[16, 22].
In general, the s-parametrized negativities may have
infinite values. In order to circumvent this, we intro-
duce an approximate linear optical monotone that is
computable and is able identify nearly every nonclassi-
cal state. A key advantage of this approach is that the
set of unidentifiable nonclassical states can be made to
converge to zero by increasing the single parameter w.
The error can also be controlled via a single parameter .
We also demonstrate in Theorem 3 that the negativity
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FIG. 3: The (logged) filtered negativity log(NΩ,w + 1)
for Fock states |n〉 (top) and squeezed vacuum |r〉
(bottom).
of the P -function has a direct operational interpretation
as the amount of statistical mixing with classical noise re-
quired to erase nonclassicality. Since N (ρ) is not always
finite, this means that there are some states whose non-
classicality cannot be erased by simple statistical mixing.
This is a characteristic it shares with quantum coher-
ence, where simple mixing with an incoherent state can-
not make the state classical in general[27]. One may also
consider the amount of statistical mixing with nonclassi-
cal noise as a measure of nonclassicality, but at present,
it is not clear how one may compute such a quantity. We
leave this for future work.
Finally, we comment that our proposed measures are
practical under realistic settings. In order to compute
the proposed measures, one only requires the character-
istic function of the quantum state, with no limitations
on whether the state is mixed or pure. The character-
istic function may be sampled directly in the labora-
tory using only homodyne measurements[31]. More gen-
erally, the reconstruction of any of the s-parametrized
quasiprobabilities[32] allows you to infer the characteris-
tic function, and hence compute our proposed measures.
We hope our work will spur continued interest in the
study of nonclassicality in light fields.
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