Abstract The recognizability of facial images extracted from publically available medical scans raises patient privacy concerns. This study examined how accurately facial images extracted from computed tomography (CT) scans are objectively matched with corresponding photographs of the scanned individuals. The test subjects were 128 adult Americans ranging in age from 18 to 60 years, representing both sexes and three self-identified population (ancestral descent) groups (African, European, and Hispanic). Using facial recognition software, the 2D images of the extracted facial models were compared for matches against five differently sized photo galleries. Depending on the scanning protocol and gallery size, in 6-61 % of the cases, a correct life photo match for a CT-derived facial image was the top ranked image in the generated candidate lists, even when blind searching in excess of 100,000 images. In 31-91 % of the cases, a correct match was located within the top 50 images. Few significant differences (p > 0.05) in match rates were observed between the sexes or across the three age cohorts. Highly significant differences (p < 0.01) were, however, observed across the three ancestral cohorts and between the two CT scanning protocols. Results suggest that the probability of a match between a facial image extracted from a medical scan and a photograph of the individual is moderately high. The facial image data inherent in commonly employed medical imaging modalities may need to consider a potentially identifiable form of Bcomparablef acial imagery and protected as such under patient privacy legislation.
Introduction
Computed tomography (CT) is a common radiographic modality routinely, and increasingly, employed in diagnostic medicine [1] [2] [3] [4] [5] . When amassed in institutional or publically accessible repositories, radiographic data provide an invaluable resource to the research, educational, and scientific communities [6] [7] [8] [9] . Institutions submitting radiographic data to public repositories are mandated by the Health Information and Portability Act of 1996 (HIPAA) to anonymize the data by removing all protected health (PHI) and personally identifiable information (PII) prior to submission [10] . HIPAA specifically addresses 18 PHI and PII identifiers summarily defined as information that can, either alone or in conjunction with other data, lead to the identity of a particular individual. Full-face photographs and any Bcomparable^images are two identifiers specifically protected under HIPAA provisions [11] . HIPAA legislation does not, however, precisely define what constitutes a comparable facial image, particularly in regards to the facial data available in specific medical imaging modalities such as computed tomography.
In addition to capturing digital images of internal body features (e.g., skeletal features), certain medical imaging modalities (e.g., CT) also capture the external skin surface. If the medical scan is of the head and neck region, the possessor of the scan essentially holds all the requisite data to extract a Bsculpted rendition^of an individual's face [12] [13] [14] [15] . Previously not widely available or affordable to the average computer user, the software tools necessary to extract such images from medical scans are now numerous and easily accessible, often at no cost to the end user, e.g., [16] [17] [18] . The ability to readily acquire medical scans containing extractable facial data raises concerns regarding the potential for personal identification from, or malicious exploitation of, facial skin surface images extracted from medical scans. Researchers and privacy advocates have expressed concerns and question whether or not these types of Breconstructed^facial images should also be considered PHI/PII and explicitly protected under HIPAA [15, [19] [20] [21] [22] [23] [24] [25] .
Few studies exist examining the recognizability of facial images reconstructed from medical scans, by either human reviewers or objectively via the use of automated facial recognition systems [15, 19, 20, 26] . The only known research examining the automated recognition of reconstructed facial images was conducted by Mazura et al. [20] , who, using a freely available facial recognition system [27] and a pool of n = 179 photos, report a 27.5 % match between the CT-derived facial images and corresponding photos of the same individuals (n = 29). Facial recognition systems employ an array of complex algorithms to compare a facial image of interest (probe) against a reference set of images (gallery). Depending on the operational implementation, a single potential match (1:1 verification) or multiple potential matches (1:N candidate lists) are produced. Multiple 1:N matches are selected from the gallery images based on user-defined search parameters and ranked according to application-specific scoring criteria, effectively providing a prioritized list of possible matches, with the top ranked image representing a potential positive identification.
Given the public availability of CT repositories, image extraction software, and facial recognition systems, it is posited that individual identification from CT-extracted facial images is feasible. The purpose of this research is objective examination of this hypothesis with the intent to provide preliminary data to inform concerns regarding the recognizability of facial images derived from medical scans. Utilizing a commercial facial recognition system [28] this study objectively examined how accurately facial images reconstructed from computed tomography scans were matched with corresponding photographs of the scanned individuals. The results of this study will (i) contribute to existing literature examining the recognizability of facial images derived from medical scans, (ii) expand patient awareness for informed consent, (iii) inform policy regarding application of medical data anonymization and or obscuration techniques, and (iv) stimulate discourse intended to modernize and broaden the scope of patient privacy legislation.
Methods
The research model employed in this study has been reported by Parks and Monson [29] and is only briefly discussed here for the purpose of pointing out certain methodological differences. Given that the ability of the facial recognition system employed in this research to successfully process unconventional, non-photographic probes has been established in prior research, [29, 30] no internal control was conducted. In contrast to the methodology of Parks and Monson: [29] (i) only blind searches against the entirety of the gallery(ies) were conducted, (ii) no image quality enhancements were applied (e.g., contrast), and (iii) the probe set consisted of a single CTderived facial image for each test subject.
Galleries
The original image gallery (g = 6159) previously constructed by Parks and Monson [29] was used in this study. In addition to the original gallery, the authors of the current paper also constructed four additional galleries, one each g = 12,000; 25,000; 50,000; and 108,000. All galleries were assembled from the same parent source as [29] . The galleries were constructed in such a manner that each gallery was approximately double in size relative to the preceding smaller gallery. Further, each subsequently constructed larger gallery contained the prior smaller gallery images. For example, the g = 12,000 gallery contained the g = 6159 images, as well as approximately 6000 randomly selected additional images. Detailed gallery image properties (e.g., resolution and composition, inter-pupillary distance, pose, illumination, and expression) for the g = 6159 are detailed in [29] . Although the original g = 6159 was highly standardized with all images individually vetted for image quality, demographics, and adherence to biometric standards (e.g., ANSI/NIST-ITL 1-2000), the images in the additional four galleries were not vetted for these attributes. Given the random selection and absence of image vetting, the quality and demographic distribution of the four additional galleries was not confirmed.
Test Subjects and Probe Set
The test subjects (t = 128) in this study were a subset of the original sample (t = 159) compiled by Parks and Monson [29] . The test subjects were adult Americans ranging in age from 18 to 60 years with representation of both sexes and three self--identified population (ancestral descent) groups (African, European, and Hispanic). The test subjects' CT scans, from which the facial images were extracted, comprised two scanning protocols. The parameters for each protocol are detailed in Table 1 and are hereafter referred to by the protocol column labels, SP3.5 and SP6.0. Following segmentation of the facial data from the CT scan (see [26] for segmentation details), a single, Frankfurt-aligned 2D image was exported for each test subject and subsequently compiled as the probe set (p = 128) for this study. The only modification applied to the CT-derived facial images was an automated cropping procedure intended to remove excess background and produce a Bhead and shoulders^image composition (see [26] for description of the auto crop procedure). All probe images were captured in a grayscale JPG file format.
The Institutional Review Boards of collaborating medical institutions and the FBI approved the collection and use of the images employed in this study. Protection of the anonymity of the living test subjects precludes publication of either life photos or CT-derived facial images. The images depicted in Fig. 1 are artist-rendered composites compiled from the CT scans of multiple individuals and do not reflect actual living persons. These images are provided to demonstrate the appearance of the CT-derived images used in this study.
Rank Classes
The primary goal of a 1:N identification task within a facial recognition scenario is not that a test subject's corresponding gallery photo is always the top image in a candidate list, but rather that a test subject's gallery photo is one of the top k images [31] [32] [33] [34] . Given this definition, a correct match in this study indicates that a candidate list included a test subject's corresponding life photo within the top k images. The set of top k images is referred to as a rank class (R k ) and includes all images that ranked from 1 to k, inclusively. The four rank classes defined for this study are (i) R 1 , (ii) R 10 , (iii) R 25 , and (iv) R 50 .
Performance Evaluation and Statistical Analysis
Two performance measures are provided: (i) identification (R 1 ) and candidate list inclusion rates (R 10 , R 25 , R 50 ) for each gallery, demographic cohort, and scan protocol, and (ii) statistical analysis of cohort relationships across the five galleries, three ancestral and age groups, and between the two scan protocols. The number of correct matches at the R 1 rank class is referred to in this study as an identification rate, as these matches represent potential positive identifications [33, 35] . Contrastingly, the number of correct matches within rank classes other than R 1 is referred to as a candidate list inclusion rate. Both the identification and candidate list inclusion rates are expressed as the fraction of total test subjects (t) who were identified within a specific rank class (R k ) and estimates the probability of obtaining a correct match within the top k images in a candidate list. For example, if in a blind search R 25 = 77 and t = 128, the candidate list inclusion probability is R 25 /t, or 0.60, for this specific search type and rank class.
This study was conducted in a repeated measures design with five treatments (galleries), four treatment levels (rank classes), and one dichotomous variable (correct or incorrect R k placement). A Cochran's Q test indicated that highly significantly different (p < 0.01) match rates existed across the galleries and rank classes. For further clarification, a series of McNemar's tests was conducted to examine performance differences between gallery and rank class pairs. Fisher's Exact tests were used to analyze performance between non-matched demographic cohorts (e.g., male vs. female). A sequential Holm-Sidak procedure [36] was employed to control for the possible effect of simultaneous comparisons (>2 groups). 
Results and Discussion
Overall and demographic cohort performance metrics are extensively detailed in Table 2 . Consistently observed in this study, and similar to previously published literature [29, 30, 33, 35] , was an inverse relationship between identification and candidate list inclusion rates and (i) gallery size and (ii) rank class. Given this empirically observed relationship, the large number of performance metrics calculated, and to facilitate manuscript brevity, results are presented only for the R 1 rank class. The R 1 rank class represents potential positive identifications [33, 35] and is, therefore, the most relevant to the purpose of this study. However, assuming that some operational cases (e.g., unidentified persons investigations) may involve an equally weighted assessment of the top k images of a candidate list, other noteworthy R k results are also presented (see Table 2 for metrics not expressly discussed). Performance measures (in terms of gallery size and rank class) are presented for performance: (a) overall (i.e., results from both scan protocols combined), (b) of the facial images derived from SP3.5 only, (c) of the facial images derived from SP6.0 only, and (d) between the two scan protocols. The results of the McNemar's pairwise tests are also briefly addressed. In addition, sub-discrimination of some of the demographic cohorts (e.g., males further subdivided by ancestry and or age) presented in Table 2 resulted in sample sizes too small for meaningful analysis (e.g., n < 5). Although performance metrics for these cohorts are presented for completeness in Table 2 , discussion regarding these cohorts is not included. Cautious interpretation of the results for these underrepresented cohorts is advised.
Overall Performance
Overall R 1 identification rates ranged from 14 to 27 % for the combined scan protocols, depending on the gallery employed (Table 2) . Comparable, and not significantly different (all p > 0.16), R 1 identification rates were also observed for the male (15-28 %), female (13-27 %), and 18-29-year-old (17-37 %) cohorts. Although also not significantly different (all p > 0.06) than the overall rates, slightly lower R 1 identification rates were observed for the African (8-19 %), Hispanic (8-18 %), 30-49-year-old (10-13 %), and ≥50-year-old (10 %) cohorts. In contrast, the Caucasian cohort exhibited significantly higher (all p < 0.01) R 1 identification rates (40-64 %). Noteworthy is that, depending on gallery size, in 43-67 % of the cases, a correct life photo match for a CT-derived facial image was located within the top 50 images (R 50 ) of the generated candidate lists, even when a gallery in excess of 100,000 images was employed. In this study, the top 50 images represented <1 % of the total images contained within each of the galleries. These results suggest that the probability of a match between the facial image extracted from a medical scan and a photograph of the individual is moderately high within as little as the top 1 % of gallery images presented as potential matches, irrespective of gallery size. Examination of cohort relationships indicated that few significant performance differences (majority of p > 0.05) exist between the sexes or across the three age cohorts, irrespective of R k or gallery size. Highly significant differences were, however, consistently observed between the European cohort and the African and Hispanic cohorts across most R k and gallery sizes (majority of p < 0.05). Although additional significant differences were also observed for demographic cohorts subdiscriminated by ancestry, sex, and or age, most were inconsistent across R k and gallery size, generally exhibiting nonsignificance with the use of larger galleries (e.g., g = 50,000 and g = 108,000).
Scan Protocol SP3.5 Performance R 1 identification rates for scan protocol SP3.5 ranged from 36 to 61 %, depending on the gallery employed (Table 2) . Comparable, and not significantly different (all p > 0.49), R 1 identification rates were also observed for the male (33-52 %) and 18-29-year-old (31-59 %) cohorts. Although also not significantly different (all p > 0.58) than the overall rates for this protocol, slightly higher R 1 identification rates were observed for the female (42-75 %) and Caucasian (40-64 %) cohorts. The African cohort exhibited the poorest performance (25-50 %) observed in SP3.5, although again, not significantly different (all p > 0.69) than the overall rates. Of note is that, depending on the gallery size employed, in 79-91 % of the cases, a correct life photo match for a CT-derived facial image was located within the top 50 images (R 50 ) of the generated candidate lists for this protocol. Examination of cohort relationships for SP3.5 indicated that no significant performance differences (all p > 0.15) exist between the sexes or across the ancestral and age cohorts eligible (i.e., n ≥ 5) for examination, irrespective of R k , gallery size, or cohort sub-discrimination.
Scan Protocol SP6.0 Performance R 1 identification rates for scan protocol SP6.0 ranged from 6 to 16 %, depending on the gallery employed (Table 2) . Comparable, and not significantly different (all p > 0.72), R 1 identification rates were also observed for the male (6-17 %), female (6-15 %), African (4-13 %), and Hispanic (8-18 %) cohorts. Although also not significantly different (all p > 0.26) than the overall rates for this protocol, slightly higher R 1 identification rates were observed for the 18-29-year-old cohort t total test subjects (8-24 %) . In contrast, the 30-49-(5-8 %) and ≥50-year-old (0 %) cohorts exhibited moderately lower R 1 identification rates, although, again, not significantly different (all p > 0.28) than the overall rates. Notable is that, depending on the gallery size employed, in 31-59 % of the cases, a correct life photo match for a CT-derived facial image was located within the top 50 images (R 50 ) of the generated candidate lists for this protocol. Examination of cohort relationships for SP6.0, indicated that few significant performance differences (majority of p > 0.12) exist between the sexes or across the ancestral and age cohorts eligible (i.e., n ≥ 5) for examination, irrespective of R k , gallery size, or cohort subdiscrimination.
Performance between Scan Protocols
Examination of the overall performance (Table 2 ) between protocols SP3.5 and SP6.0 indicated that highly significant differences (all p < 0.01) in identification and candidate list inclusion rates exist between the protocols at all levels of R k and gallery size. Examination of cohort relationships indicated that, with the exception of the 18-29-year-old male cohort (all p > 0.06), highly significant performance differences (majority of p < 0.01) were also observed between protocols across most R k and gallery size for all demographic cohorts eligible for examination (i.e., n ≥ 5).
Performance by Gallery Size and Rank Class Pairs
A series of McNemar's tests conducted to investigate the relationship between gallery size and rank class revealed that highly significantly different (majority of p ≤ 0.01) overall (i.e., rates for SP3.5 and SP6.0 combined) identification and candidate list inclusion rates exist across most gallery and rank class pairs. When performance for each scanning protocol was examined separately, a general pattern of non-significance (majority of p ≥ 0.06) was observed across most gallery and rank class pairs for SP3.5. In contrast, an overall pattern of highly significant performance differences (majority of p ≤ 0.01) was observed across gallery and rank pairs for SP6.0. Noteworthy is that, in general, few significant differences in identification rates were observed across gallery pairs at the R 1 rank class within either scanning protocol.
Conclusion
The recognizability of facial images extracted from publically available medical scans raises concerns for the protection of an individual's personally identifiable information. The results of this research suggest that the probability of matching a CTderived facial image with a corresponding life photo is moderately high, even when blind searching large photo pools.
Several observations are offered. First, depending on the scan protocol and gallery size employed, in 31-91 % of the cases, a correct life photo match for a CT-derived facial image was located within the top 50 images (R 50 ) of the generated candidate lists, even when searching a gallery in excess of 100,000 photos. Second, highly significant differences in identification rates were observed between the two scanning protocols examined, with the facial images extracted from SP6.0 resulting in candidate list inclusion rates significantly lower than the rates observed for SP3.5. Initially, these results appear to suggest that protocol SP6.0 confers a degree of protection against identification (i.e., lower candidate list inclusion rates) and, as such, would be a preferred imaging protocol, if applicable to a given medical condition for which the scan is required. However, the sample sizes and demographic distribution disparities between the scanning protocols employed preclude inference regarding which protocol, if any, has the potential to provide greater protection against automated identification. Further examination is needed to more fully assess the impact of this variable. Finally, the results suggest that the facial image data inherent in commonly employed medical imaging modalities may need consideration as a potentially identifiable form of comparable facial imagery protected under privacy statutes such as those provided in the HIPAA legislation. This consideration is likely more critical than ever given the growing availability of facial recognition services freely provided by popular social media and photo sharing sites that host hundreds of billions of photos each year [37] [38] [39] , millions of which contain potentially harvestable facial images.
