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En la actualidad cualquier empresa que desea mantener su estándar de competitividad en el 
mercado, es contar siempre con las herramientas o recursos que le permitan mantener la 
conectividad en las redes, es así que se desea reducir los cortes de red de comunicaciones 
como también reducir las incidencias por lentitud en sus procesos u operaciones en la red 
para que logre la agilidad de brindar información a sus clientes, pero también se considera 
mantener la confidencialidad de sus recursos e información. 
La alta disponibilidad de un enlace VPN para cualquier empresa mediante la metodología 
PPDIOO de CISCO SYSTEM permitirá el estándar de implementación adecuado para el 
presente proyecto, además con las teorías en redes de comunicaciones será el complemento 
necesario de implementar la solución.  
Se presenta el desarrollo de la solución mediante cada fase de la metodología aplicada, con 
las respectivas pruebas y demostraciones de la solución ofrecida, aquí se detallará las fases 
de la metodología PPDIOO las cuales son Preparar – Planear – Diseñar – Implementar – 
Operar – Optimizar. 
Se mostrará los resultados de cada objetivo con sus respectivas pruebas que comprobarán lo 







1.1. Definición del Problema 
 
1.1.1. Descripción del Problema 
 
El Grupo financiero, está en vía de desarrollo, para continuar con sus 
operaciones, requiere tener una red de comunicaciones estable de alta 
disponibilidad, un sistema que le permita comunicarse con todas las redes de 
agencias existentes a nivel nacional e internacional. 
En repetidas ocasiones se presenta corte de red de comunicaciones en cualquier 
ubicación donde se encuentra operando una agencia a nivel nacional, 
ocasionando la deficiencia en el funcionamiento de la entidad financiera en las 
áreas de atención al público, créditos y préstamos. 
En repetidas ocasiones se presenta reclamos por lentitud abrupta de las 
operaciones ocasionando el descontento de los clientes y la pérdida de imagen 
del grupo financiero. 
En el Grupo Financiero presenta una limitada política de seguridad en la que 
en consecuencia ocasiona riesgos de ataques en la red, esta debilidad 
ocasionaría un gran impacto en todo el grupo financiero ya que esta magnitud 























Tabla 1. Árbol del Problema 
Problema: 
Deficiencia en la estabilidad de un enlace VPN en una entidad financiera 
Causas Efectos 
 
Corte de red de comunicaciones 
Deficiencia en el funcionamiento de todas 
las operaciones de la entidad financiera 
Lentitud abrupta de sus operaciones. 
Descontento de los clientes y la pérdida 
de imagen del grupo financiero. 
Limitada políticas de seguridad en la red Riesgos de ataques en la red 
Fuente: Elaboración propia 
 
Deficiencia en el 
funcionamiento de 
todas las 
operaciones de la 
entidad financiera 
Descontento de los 
clientes y la pérdida 
de imagen del 
grupo financiero. 
Riesgos de ataques 
en la red 
Deficiencia en la estabilidad de una red de comunicaciones en una entidad 
financiera 
Corte de red de 
comunicaciones 
Lentitud abrupta de 
sus operaciones. 
Limitada políticas de 




1.1.2. Formulación del Problema 
 
1.1.2.1. Problema general 
 
¿Qué hacer para que la estabilidad de una red de comunicaciones en una 
entidad financiera deje de ser deficiente? 
 
1.1.2.2. Problemas específicos 
 
¿De qué manera un corte de red de comunicaciones dejará de ser 
deficiente en el funcionamiento de todas las operaciones de la entidad 
financiera? 
 
¿Cómo la lentitud abrupta de sus operaciones ya no provocará el 
descontento de los clientes y la pérdida de imagen del grupo financiero?  
 
¿De qué manera una limitada política de seguridad en la red ya no 






1.2. Definición de objetivos 
 
1.2.1. Objetivo general 
 
Implementar un sistema de alta disponibilidad de un enlace VPN para que 
permita siempre operar el tráfico de datos, voz y banca telefónica para el 
grupo financiero. 
 
1.2.2. Objetivos específicos 
 
Reducir el número de cortes en la red de comunicaciones para mantener el 
funcionamiento de todas las operaciones de la entidad financiera. 
 
Reducir las incidencias de lentitud abrupta de sus operaciones para mantener 
la confianza de los clientes e imagen del grupo financiero. 
 
Implementar políticas de seguridad en la red que permita disminuir los riesgos 
de ataques en la red. 
 




El sistema de alta disponibilidad de un enlace VPN para una entidad 
financiera ha tomado en cuenta los siguientes alcances: 
 Se trabajó en todas las sedes de agencias a nivel nacional de manera que 
la solución sea un estándar. 
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 Se documentó la solución instalada para cada enlace con su respectiva 
tecnología. 
 Se dejó implantado herramientas de monitoreo para el control de alarmas. 
1.3.2. Limitaciones  
 
Para el presente sistema de alta disponibilidad de un enlace VPN para una 
entidad financiera se presentaron las siguientes limitaciones: 
 El proyecto se enfocó en mantener la estabilidad de comunicaciones de 
datos, voz y banca telefónica. 
 El proyecto se limitó en que cuando se presente lentitud en un enlace 
VPN a causas de afectaciones en el tramo del enlace ocasionado por 
terceros, hechos fortuitos o eventos climatológicos. 
 El proyecto se limitó aplicar balanceo de carga en el enlace VPN para 
controlar el alto consumo de ancho de banda para ciertos sistemas de la 
agencia financiera, como se da el caso en el consumo alto tráfico de las 
cámaras de vigilancia, actualizaciones del sistema operativo y antivirus 




Ante este problema de inoperatividad de una agencia surge implementar una 
solución de alta disponibilidad de la red de comunicaciones que le permite siempre 
operar el tráfico de datos, voz y banca telefónica, con una mejor tecnología con dos 
circuitos de red principal y contingencia aplicando un protocolo de redundancia Hot 










Junior Alexander Atoccsa Bejarano (2015) Virtualización de router 
(VRF) con calidad de servicio en tráfico (voz, video, datos) de alta 
disponibilidad bajo una red IP – VPN MPLS. Informe de Suficiencia 
Profesional presentada para obtener el Título profesional de Ingeniero 
de Telecomunicaciones. Universidad Tecnológica del Perú, Lima, Perú. 
 
Objetivos 
Teniendo como objetivo determinar el máximo desempeño de la empresa a 
nivel del tráfico (voz, video, datos) en cada sede de la empresa corporativa, 
así como cumplir el ancho de banda contratado. 
 
Conclusiones  
Concluyendo con este informe detalla a nivel de transporte el comportamiento 
de todas sus tablas de enrutamiento a través de la red IP/MPLS, donde cada 
CPE tendrá configurada su VRF LITE para facilitar el enrutamiento de redes 




Aportando un funcionamiento convencional de las redes WAN 
convencionales a VPN/IP MPLS brindando calidad de servicio en el tráfico 
cursado en la empresa, optimizando servicios de una WAN. 
 
Aporte al proyecto 
Para el presente informe aporta la investigación de la solución de implementar 
una red para empresas corporativas mediante VRF (Virtual Routing 
Forwarding) en la red IP –VPN MPLS. En la que comprende equipo router 
CPE lado cliente que le permitirá configurara la WAN y LAN, calidad de 
servicio (Quality of services) QoS1 – QoS2 – QoS3 en los equipos de acceso 
y PE, donde QoS1 – QoS2 serán para tráfico de datos de mayor importancia 
y QoS3 para voz y video.  
 
Pablo Enrique Cerna Cristóbal (2015) Diseño de un enlace microondas 
entre las sucursales de la cooperativa Santiago Apóstol de Talavera y 
Andahuaylas para acceso al software financiero. Tesis para optar el 
Título Profesional de Ingeniero Electrónico. Universidad Tecnológica del 
Perú, Lima, Perú. 
La presente tesis consiste en diseñar un enlace de microondas que le permita 
la comunicación con los sistemas de la empresa a través de una VPN ya que 
dicha empresa utilizaba la conectividad con software VPN a través de internet 






Teniendo como objetivo diseñar una red inalámbrica de microondas para 
establecer una conexión independiente entra las dos agencias de la entidad 
financiera, que se encuentran en distintos distritos. 
 
Conclusiones 
Concluyendo con la solución red inalámbrica de microondas mejora la 
conectividad de sus aplicativos, con la sede central, dando mayor fluidez a las 
operaciones, reduciendo tiempos de atención. 
Aportando en el departamento de Apurímac una implementación de 
tecnología inalámbrica en un espacio accidentado. 
 
Aporte al proyecto 
Para el presente informe aporta conocimientos y valides de una solución de 
enlace microonda, ya que en el presente informe la solución de un enlace de 




Claudia Gabriela Carranco Soto (2018) Diseño e implementación de una 
red de fibra óptica con tecnología OTN-DWDM para la provisión de 
servicios de datos, televisión por cable y telefonía a gran distancia. Tesis 
para optar el Título Profesional de Ingeniería en Redes y 




La presente tesis consiste en implementar una red OTN-DWDM para una 
empresa privada que brinda servicios de internet, televisión, telefonía y 
transmisión de datos, ya que DWDM aprovecha al máximo los recursos de 
fibra óptica porque tiene la característica de multiplexar las señales en ambos 




Teniendo como objetivo mantener los servicios actuales y aumentado la 
capacidad de los enlaces garantizando conectividad en la empresa privada. 
 
Conclusiones 
Concluyendo con la implementación de OTN-DWDM va garantizar el 
aumento de ancho de banda mejorando los servicios de la empresa privada y 
en consecuencia expandirse para más clientes. 
Aportando en la localidad de Quito, Ecuador en reutilizar la infraestructura 
existente de fibra ya que la presente tesis aporta una solución de mejora. 
 
Aporte al proyecto 
Para el presente informe aporta aprovechar al máximo los recursos de fibra 
óptica ya que en la actualidad y por recursos ofrecidos por el proveedor se 
cuenta con un tendido de fibra óptica en el Perú, medio de transporte que en 
el presente informe se especificará una solución como enlace de red principal 





2.2. Marco teórico 
 
2.2.1. Redundancia Alta Disponibilidad 
 
(Heredia y Guerrero 2016), El concepto de redundancia, junto con el de alta 
disponibilidad, comprende la capacidad de un sistema de comunicaciones para 
detectar un fallo en la red de la manera más rápida posible y que, a la vez, sea 
capaz de recuperarse del problema de forma eficiente y efectiva, afectando lo 
menos posible al servicio. La redundancia hace referencia a nodos completos que 
están replicados o componentes de éstos, así como caminos u otros elementos de 
la red que están repetidos y que una de sus funciones principales es ser utilizados 
en caso de que haya una caída del sistema. Ligado a esto, la alta disponibilidad 
consiste en la capacidad del sistema para ofrecer un servicio activo durante un 
tanto por ciento de un tiempo determinado o la capacidad de recuperación del 
mismo en caso de producirse un fallo en la red. Cuando se habla de “caída del 
sistema” puede hacer referencia tanto a un equipo que ha dejado de funcionar, 
como un cable que ha sido cortado o desconectado; u otras situaciones que 
impliquen que la red deje de funcionar. En casos como estos, hace falta que el 
sistema detecte el fallo del mismo y que, además, reaccione de manera rápida y 
eficiente en la búsqueda de una solución a la caída. 
 
2.2.1.1. Hot Standby Router Protocol (HSRP) 
 
(Heredia y Guerrero 2016), Es un protocolo propietario de Cisco que asegura la 
alta disponibilidad con respecto a una puerta de enlace de una red esto se consiguió 
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agrupando los router con una IP virtual y una MAC virtual, los host de la red 
deberían apuntar a la IP virtual y dependiendo de las propiedades que configures 
en los routers solo uno responderá el trafico proveniente de la red mientras que 
los demás permanecerán en standby, atentos a cualquier eventualidad que sufra el 
router activo para que ellos tomen el control de la red.       La redundancia de la 
puerta de enlace la proporciona mediante un router virtual, compuesto por una IP 
y una dirección MAC virtual. El router maestro se encargará de las funciones de 
routing mientras que existe un router en modo standby hasta que el router maestro 
falle, si hay más de dos routers, los demás estarán en modo listening. El tiempo 
de indisponibilidad por defecto en HSRP es de 30 segundos, por lo que pasará 30 
segundos hasta que el backup router se dé cuenta que el master router no responde 
a los Hello Messages. 
 
 Pertenece al RFC 2281 
 Crea una Virtual IP address y una Virtual Mac-address para realizar la 
redundancia 
 Existen tres tipos de routers: Active Router, el Standby Router y Virtual 
Router. 
Active Router: Es el router activo que recive el tráfico para ser reenviado a su 
destino.  
Standby Router: Es el router de backup en caso de que el Active Router se 
caiga.  
Virtual Router: No es un router, pero representa al grupo HSRP como un 




Según (Heredia y Guerrero 2016), en realidad el host tiene configurado el 
default gateway del Virtual Router que realmente pertenecerá al Active router 
que será el encargado de reenviar los paquetes al destino. Este protocolo envía 
mensajes de Hello como los del protocolo de routing para saber si su vecino 
está vivo. Estos mensajes se envían cada 3 segundos mediante la dirección 
multicast 224.0.0.2 y el puerto UDP 1985.  
Para determinar quién será el Active Router se decide mediante la Standby 
Priority. Que podremos poner valores entre 0 – 255. Por defecto viene a 100 y 
el que tenga la prioridad más alta es el que se escoge como Active Router. En 
caso de empatar con las prioridades, el router que tenga la IP address más 
grande será el Active Router. En caso de no configurar la opción “preempt” 
sucederá que el primer router que inicie será el escogido como Active Router. 
En cuanto se escoge el Active Router los demás routers están en modo monitor 
a la posible espera de poder ser Active Router en caso de fallo. Esto sucede en 
cuanto el hold time de los hello’s llega a los 10 segundos, que es el parámetro 
por defecto. En ese momento el Standby Router pasa a ser el Active Router y 
se consigue que no haya pérdida de disponibilidad.  
 
2.2.1.2. Estados HSRP 
 
(Heredia y Guerrero 2016), Los routers antes de pasar a tener un rol, tienen que 
pasar por varios estados: 
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 Initial State: Todos los routers inician con este estado. Este estado se da 
cuando se ha realizado algún cambio en la configuración o cuando se ha 
iniciado una interface. 
 Learn State: En este estado aún no se ha determinado la Virtual IP 
address y no se ha recibido ningún hello del Active Router. El router está 
esperando y escuchando para recibir algún hello del Active Router. 
 Listen State: El router conoce la Virtual IP address, pero no es ni el 
Active Router ni el Standby Router.Todos los routers del grupo HSRP 
persisten en este modo incluso el Active y Standby router. 
 Speak State: Este estado permite a los routers hablar periódicamente 
mediante hello’s y participar en la elección del Active Router y el 
Standby Router. El router se queda en el estado Speak a menos que se 
convierta en un Active o Standby router. 
 Standby State: Este estado coloca al router en modo backup y envía 
mensajes hello periódicamente. En de perdida de conectividad con el 
Active Router el Standby Router pasa a ser el Active. Tiene que haber 
como mínimo un router de Standby. 
 Active State: Este estado, el router es el encargado de reenviar los 
paquetes que llegan a la Virtual IP y mac-address del grupo HSRP. El 
router activo también envía periódicamente mensajes Hello.  
 
2.2.1.3. Virtual Router Redundancy Protocol (VRRP) 
 
(Heredia y Guerrero 2016), es un protocolo definido por el estándar IEEE, muy 
parecido al protocolo HSRP, de hecho, hay polémica entre Cisco e IEEE 
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porque Cisco dice que le han copiado la patente. En este caso la IP del router 
virtual puede ser una IP real, por lo que si lo configuramos en el perímetro de 
la red con IPs públicas nos ahorramos una IP pública. Ante un fallo, el tiempo 
de no disponibilidad es mucho menor, aproximadamente 3 segundos. 
 
2.2.1.4. Gateway Load Balancing Protocol (GLBP) 
 
(Heredia y Guerrero 2016), es un protocolo propietario de Cisco que permite 
balancear la carga asignando varias direcciones MAC a una misma IP virtual, 
esto es posible debido a que existe un router con el rol de AVG (Active Virtual 
Gateway) que es el encargado de responder a las solicitudes ARP de los 
usuarios, AVG responderá con la dirección MAC de un router AVF (Active 
Virtual Forwarder) según el algoritmo de balanceo seleccionado.  
HSRP y VRRP son protocolos ampliamente utilizados. Dependiendo del 
escenario que nos encontremos es recomendable implantar un protocolo u otro, 
por ejemplo, para entornos de fabricantes heterogéneos habrá que configurar 
VRRP y para escenarios donde exista mucha carga de red es aconsejable 
implantar GLBP para balancear la carga de red, mientras que HSRP lo 
configuraremos cuando sólo dispongamos de equipamiento Cisco, aunque es 
aconsejable modificar los tiempos de Hello Messages para bajar el tiempo de 






Según (Peña 2016), Una VPN (Virtual Private Network), es una red privada 
virtual que utiliza una red pública (Internet) para conectar sitios remotos o 
usuarios. En vez de utilizar una conexión dedicada como enlace WAN, una VPN 
utiliza conexiones "virtuales" que se enrutan a través de Internet desde la red 
privada de la empresa hasta el sitio remoto o viceversa. Una VPN bien diseñada 
puede aportar grandes beneficios a una empresa. Por ejemplo, puede: 
 Ampliar la conectividad geográfica. 
 Reducir los costos de funcionamiento en comparación con las WAN 
tradicionales.  
 Reducir el tiempo de tránsito y los gastos de viaje de los usuarios remotos. 
 Mejorar la productividad.  
 Simplificar la topología de red.  
 Proporcionar oportunidades de trabajo en red global.  
 Servir de apoyo al trabajador que está desplazándose. 
 
2.2.3. VRF – Virtual Routing Forwarding 
 
 
Según (Camposano 2008), las VRFs son instancias de enrutamiento y reenvío 
que pueden ser utilizadas por una o varias VPNs conectadas al mismo equipo PE 
y con similares requerimientos de conexión.  
Las tablas VRFs son una parte fundamental en la implementación de las VPNs 
en redes MPLS, y su estructura básica sería la siguiente: 
26 
 
 Tabla de enrutamiento 
 Tabla CEF 
 Lista de las interfaces asociadas con la VRF 
 RDs – Route Distinguisher 
 RTs – Route Target: Import – Export 
 
La importancia de las VRFs radica en que permite ejecutar protocolos entre el 
CPE y el PE de forma independiente al ejecutado en el core MPLS debido a que 
con VRF genera una tabla virtual para cada instancia de enrutamiento con un 
cliente, es decir, en un PE puedo tener n instancias virtuales de enrutamiento con 
n clientes sin que estas tablas afecten la tabla global de la red MPLS. 
 
Las rutas recibidas por las instancias de enrutamiento asociadas a la VRF son 
colocadas en la tabla de enrutamiento contenida en la VRF. Esta tabla de 
enrutamiento soporta las mismas características que la tabla de enrutamiento 
global que se está ejecutando en el PE como 82 mecanismos de filtrado y de 
selección de rutas provenientes de varios protocolos, conocido como distancias 
administrativas.  
 
Cada VRF elabora la tabla FIB en base a la información contenida en su tabla de 
enrutamiento, esta tabla es utilizada para reenviar los paquetes a través de las 
interfaces asociadas a la VRF, interfaces que pueden ser lógicas, físicas o incluso 




2.2.4. Multiprotocolo BGP 
 
Según (Menéndez 2012), Multi Protocol BGP es una extensión que soluciona el 
problema de la propagación de los prefijos ipv4 dentro de la nube MPLS entre los 
PE. Esto se consigue a través de la creación de sesiones VPNv4 estas sesiones 
concatenan los prefijos con sus respectivas VRF con la información de sus 
respectiva VRF con el fin de hacerlo únicos en la nube y al final con apoyo de las 
etiquetas MPLS el tráfico se agota a través de los túneles MPLS VPN.  
 
2.2.5. Conexión MP-Ebgp 
 
Según (Menéndez 2012), este modelo también esta descrito en el RFC 4364 como 
“eBGP redistribution of labeled VPN-IPv4 routes from AS to neighboring AS” y 
en la documentación de Cisco figura como “ASBR-to-ASBR”. 
Para esta solución de configurar no hay necesidad de VRFs por cada cliente en los 
ASBRs, ya que en su lugar se realiza un intercambio de prefijos VPNv4 con el fin 
de distinguir los clientes VPN. Los ASBRs usan MP-eBGP para intercambiar las 
rutas VPNv4, y los paquetes son transportados con etiquetas desde un ASBR a 
otro. 
En una red MPLS-VPN tradicional, la condición para el envío de paquetes es si el 
ROUTER del siguiente salto en la ruta BGP es el mismo que asignó la etiqueta 
VPN en la cabecera MPLS-VPN. Sin embargo, cuando las VPNs están dispersas 
y existen más de un AS en el camino, el siguiente salto es cambiado cuando existe 
una sesión eBGP entre los ASBRs. Entonces, para este caso, una etiqueta VPN es 
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asignada cada vez que el siguiente salto es cambiado. Esto hace que el LSP 
termine en el ASBR que anuncia la ruta, y éste tiene que asignar una nueva 
etiqueta para dicha ruta antes de enviarla a través de un mensaje MP-eBGP a su 
ASBR vecino. 
También debemos considerar, que por defecto un router de borde descarta prefijos 
VPNv4 entrantes que no son importados a ninguna de las VRFs que tiene 
configuradas (MP-BGP automatic route filtering mechanism). Entonces, los 
ASBRs que no tienen VRFs configuradas deben configurarse para que puedan 
aceptar los prefijos BGP VPNv4 de los routers PE dentro de su AS. La figura 
siguiente se muestra este modelo. 
 
Figura 1. Modelo MP-eBGP 
 
Fuente: MP-Ebgp for VPNv4 (HAS 2005) 
 
La principal desventaja del modelo se presenta en la calidad de servicio (QoS) y 
la garantía de entrega de extremo a extremo. Esto se debe a que el tráfico de todos 
los clientes es transmitido por un único enlace como paquetes etiquetados, y el 






Según (Amaya UNAD 2017), la metodología exclusiva del ciclo de vida de Cisco 
define las actividades necesarias en cada fase del ciclo de vida de la red para 
ayudarnos asegurar la excelencia de los servicios. 
La empresa CISCO ha formalizado el proceso del ciclo de vida para el diseño e 
implementación de una red en seis fases: Preparar, Planear, Diseñar, Implementar, 
Operar y Optimizar (PPDIOO). Cada una de las fases se relaciona con su 
antecesora y predecesora. 
 
 










2.2.6.1. Fase Preparar 
 
Esta fase nos permite definir características técnicas de la red. Estas 
características comprenden a los usuarios, las aplicaciones, los servicios, los 
equipos y los medios de transmisión. En esta fase visualizamos el proyecto, 
levantamos la información, vemos que tenemos y que necesitamos para lograr 
los objetivos del proyecto. 
Tareas principales en este proceso: 
• Determine los requisitos de su negocio 
• Usar plantillas y herramientas de planificación 
• Comprendan sus opciones de implementación 
• Identificar componentes del sistema 
 
2.2.6.2. Fase Planear 
 
Se identifican los requerimientos de red realizando una caracterización y 
evaluación de la red, realizando un análisis de las deficiencias contra las buenas 
practica de arquitectura. Un plan de proyecto es desarrollado para administrar 
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las tareas, responsables, hitos y recursos para hacer diseño y a implementación. 
Este plan de proyecto es seguido durante todas las fases del ciclo. 
Tareas principales en este proceso: 
• Planifique y prepare su instalación del sistema 
• Crear diseño de alto nivel 
 
2.2.6.3. Fase Diseñar 
 
El diseño de la red es desarrollado sobre los requerimientos técnicos obtenidos 
en las fases anteriores. Esta fase incluye diagramas de red y lista de equipos. El 
plan de proyecto es actualizado con información más detallada para la 
implementación. Después de la aprobación de esta fase empieza la 
implementación. 
Tareas principales en este proceso: 
• Identifica los componentes que necesitas 
• Revisar los modelos de implementación probados 
• Revisar advertencias del sistema 
• Revisar los resultados de la prueba del sistema 
• Desarrollar especificaciones de ingeniería de tráfico 




2.2.6.4. Fase Implementar 
 
Aquí se instala el nuevo equipamiento y se configura. El plan de proyecto debe 
seguir durante esta fase y los cambios deben ser comunicados, con la necesaria 
aprobación para continuar con este proceso. Cada paso en la implementación 
debe incluir una descripción y una guía de implementación, detallando el tiempo 
estimado y los pasos necesarios a realizar en caso de falla y la información de 
referencia adicional.  
Tareas principales en este proceso: 
• Realizar la instalación de su sistema. 
• Instalación de componentes y guías de configuración   
• Listas de verificación de instalación y configuración   
• Versiones de software y advertencias del sistema 
 
2.2.6.5. Fase Operar 
 
Esta fase mantiene el estado de la red día a día. Esto incluye administración y 
monitoreo de los componentes de la red, mantenimiento del ruteo, 
administración de actualizaciones, administración de performance, e 
identificación y corrección de errores en la red. Esta fase es la prueba final del 
diseño. 
Tareas principales en este proceso: 
• Copia de seguridad y restauración de componentes 
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• Usar herramientas de monitoreo de red 
• Solución de problemas de operaciones diarias 
 
2.2.6.6. Fase Optimizar 
 
Esta fase envuelve una administración proactiva, identificando y resolviendo 
cuestiones antes que afecten la red. Esta fase puede crear una modificación al 
diseño si aparecen demasiados problemas, para mejorar cuestiones de 
performance o resolver cuestiones de aplicaciones. 
Tareas principales en este proceso: 
• Realizar la actualización de su sistema 
• Prueba de conmutación por error y redundancia 
 
Beneficios 
Baja el costo total por validación de requerimientos de tecnología y 
planeamiento para cambio de infraestructura y requerimiento de recursos. 
Mejora la agilidad de negocios estableciendo requerimientos y estrategias 
tecnológicas. 
Velocidad de acceso para aplicaciones y servicios, mejorando disponibilidad, 





Para la implementación de un sistema de alta disponibilidad de un enlace VPN para 
una entidad financiera se optó por aplicar la metodología PPDIOO de CISCO para 
definir las actividades necesarias en cada fase del ciclo de vida de la red para 
ayudarnos asegurar la excelencia de los servicios que se presenta en el informe. 
 
2.3.1. Adaptación de la metodología  
 
Para cumplir con la investigación adaptamos la metodología PPDIOO para el 












Tabla 2. Metodología 
FASES PREPARAR PLANEAR DISEÑAR IMPLEMENTAR OPERAR OPTIMIZAR 
Actividades    Determine los 
requisitos de su 
negocio 
 Usar plantillas y 
herramientas de 
planificación 







 Planifique y prepare su 
instalación del sistema 
 Crear diseño de alto 
nivel 
 
 Identifica los componentes 
que necesitas 
 Revisar los modelos de 
implementación probados 
 Revisar advertencias del 
sistema 
 Revisar los resultados de la 
prueba del sistema 
 Desarrollar especificaciones 
de ingeniería de tráfico 
 Definir políticas de 
seguridad 
 
 Realizar la 
instalación de su 
sistema.  












 Copia de seguridad y 
restauración de 
componentes 
 Usar herramientas de 
monitoreo de red 
 Solución de problemas de 
operaciones diarias 
 Realizar la 
actualización 
de su sistema 
 Prueba de 
conmutación 
por error y 
redundancia  
 
Entregables  Requerimiento  
 Plantillas enlace 
principal y 
contingencia. 
 Plantilla SNMP 





 Cronograma del 
Proyecto 
 Actual Topología  
 Detalle de los servicios 
a contratar 
 Plan de migración 
 Arquitectura de red 
 Recursos In-House e 
inicio de servicios. 
 Atención de Solicitudes, 
Reportes o Incidencias y 
administración 
 Niveles de SLA y 
Penalidades. 
 Niveles de escalamiento 
 Topologías 
 Equipos 
 Rate limit 
 Access-list 
 
 VPN – RPV 
 PINT equipos de 











 MRA (Monitoreo de red 
avanzado) – OPLOGIN 
 Acuerdo de nivel del 
servicio 
 Centro de Supervisión de 
Red 
 Ing. Onsite 
 Sistema de atención al 
cliente 
 Comprobación y puesta 
en marcha 





Definimos los principales conceptos del sistema de alta disponibilidad para una 
entidad financiera. 
 
2.4.1. Alta Disponibilidad 
 
Según (Monzón y Sanchez 2017), Cuando hablamos de Alta disponibilidad (High 
availability) hacemos referencia a un sistema que asegura ante cualquier 
eventualidad la continuidad de un servicio o proceso. Este concepto se puede 
extrapolar a varios aspectos de una organización como lo es en una arquitectura 
de red que permita el acceso interrumpido a los accesos de la organización ya sea 
tanto por los trabajadores o los clientes de la misma. El término tiempo de 





Border Gateway Protocol - Protocolo de enrutamiento entre sistemas autónomos.  
 
2.4.3. BW  
 










una compañía internacional líder en dispositivos y redes de internet. 
Alguno de sus productos hoy en día. 
 Dispositivos de conexión para redes informáticas: 
 Routers 
 Switches 
 Dispositivos de seguridad como corta fuegos y concentradores para VPN. 
 Productos de telefonía IP como teléfonos y CallManager. 
 Software de gestión de red como CiscoWords. 
 Equipos de redes de área de almacenamiento 
 Comunicaciones ópticas. 
 Interfaces y módulos.  
 Sistemas de interoperabilidad. 
 
2.4.5.  COS 
 













2.4.9. FULL MESH 
 
Es una topología en la cual todos los nodos se pueden comunicar directamente 
entre ellos sin necesidad de ir a un nodo central. 
 
2.4.10.  Gatekeeper 
Enrutador de llamadas que permiten que todas las sedes remotas logren realizar 
llamadas de banca telefónica.  
2.4.11. HUB & SPOKE 
 
Es un tipo de topología donde todo tráfico se obliga a pasar en un punto central 
para llegar a cualquier destino, por ejemplo, Cabecera y sede remotas. 
 
2.4.12. ISP 




Internet Control Message Protocol, protocolo de control de mensajes de 
Internet, es utilizado para enviar mensajes de error de un host al no ser 
encontrado en la red. 
2.4.14. LAN  
Local Área Network - Red de área local 
 
2.4.15. Local preference 
Atributo de BGP que participa en el algoritmo de selección de mejor ruta. 
Mientras mayor sea tiene mejor preferencia. 
2.4.16. MININODO 
 
Pequeño grupo de equipos propietario del ISP que normalmente se ubican 
físicamente en instalaciones de externos como lo son clientes. 
 
2.4.17. Onda Electromagnética 
 
Según las ecuaciones de Maxwell una corriente eléctrica variable con el tiempo 
produce una onda electromagnética en el espacio que lo rodea al alejarse de la 
fuente, la onda es no homogénea, esférica y se propaga hacia el infinito; siendo 
la propagación de la energía más intensa en unas direcciones que en otras. 
En un conductor por el que circula corriente variable en intensidad genera un 
campo magnético en su entorno; y en todo conductor que se encuentre inmerso 
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en un campo magnético variable, se induce una corriente también variable 
(campo eléctrico). 
 
2.4.18.  Propagación y Comunicación 
 
Un sistema de comunicaciones debe diseñarse para que en el receptor se obtenga 
una relación S/N (C/N) satisfactoria considerando una determinada potencia 
radiada (PIRE). 
En telecomunicaciones se emplean las OEM terrestres como soporte de la 
transmisión basándonos en la propagación en el espacio libre. 
En radiocomunicaciones las ondas de radio se propagan en la atmosfera cerca de 









Planta interna  
 
 
2.4.21. Red Privada Virtual Full Mesh (RVP Full Mesh) 
 
 
Red Privada Virtual - RPV es un servicio que El Proveedor ISP brinda a sus 
Clientes para la creación de redes privadas virtuales (RPVs) basadas en una 
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moderna infraestructura de última generación, que utiliza la tecnología IP 
MPLS. 
La tecnología MPLS permite la designación, enrutamiento y envío eficientes 
de flujos de tráfico, mediante el uso del concepto de “conmutación de 
etiquetas”.  Las etiquetas son identificadoras de longitud fija específicos de 
cada flujo, que sirven para definir las trayectorias que seguirán los paquetes IP 
sobre la red MPLS y para soportar la creación de “Clases de Servicio (COS)”. 
El manejo de “Clases de Servicio” permite que las RPVs creadas sobre MPLS, 
realicen un transporte diferenciado de múltiples servicios y aplicaciones, como 
la voz, el vídeo o los datos críticos del Cliente.  Las redes privadas virtuales 
(VPNs - Virtual Private Networks) creadas sobre la infraestructura de EL 
PROVEEDOR ISP son del tipo “peer-to-peer” y operan a nivel de capa 3 del 
modelo de referencia OSI. 
 
2.4.22. Red MPLS 
 
Según (Vega, 2018, p42) MPLS opera entre la capa de datos y la capa de red del 
modelo OSI; Creada con el objetivo de unificar el servicio de transporte de datos 
en redes basadas en circuitos y paquetes. Se puede transportar diferentes tipos 
de datos como tráfico de voz y paquetes IP. Actualmente es la clásica solución 
para realizar un mejor transporte de la información. El transporte se realiza bajo 
el etiquetado de los paquetes en base a criterios o calidad de servicio; la 
conmutación de estos paquetes se ejecuta de acuerdo a las etiquetas añadidas. 
Una de las características que enriquece a las redes MPLS es que ofrecen niveles 
de rendimiento diferenciado, polarización de tráfico, mayores velocidades de 
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transmisión, facilidad de gestión de los recursos de la red además de ofrecer 




Red privada virtual 
 









Simple Network Management Protocol, Protocolo simple de administración de 
red, protocolo que permite la transferencia de información sobre el estado de 
un equipo de red.  
 
2.4.27. Transmisión por fibra óptica 
 
(Vega, 2018). En la trasmisión por fibra óptica usa la señal de luz como señal 
portadora de información, esta transmisión de señal de luz viaja en fibra de vidrio 
envuelta en plástico que contiene la onda y las guían.  
En la actualidad y en mayoría usa la transmisión de datos a través de la fibra 
óptica por señal digital a consecuencia del gran avance tecnológico en el 
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desarrollo de redes informáticas, telefonía digital, televisión por cable y queda 
en poco uso la transmisión de datos a través de la fibra óptica como señal 






2.4.29. Última milla UM 
 
Tipo de medio de transporte desde un equipo de acceso hacia el CPE puede ser 




(Menéndez 2012), una VPN es una estructura de red que emula una red privada 
sobre infraestructura pública existente. Brinda comunicación a nivel de las 




Virtual routing and forwarding es una tecnología que permite independizar 






DESARROLLO DE LA SOLUCIÓN 
 
3.1. FASE PREPARAR 
3.1.1. REQUERIMIENTO 
 
Requerimiento de ancho de banda y distribución de COS. 
 
Tabla 3. Clases de Servicios 
 COS 3 COS 2 COS 1 
Tipo de Datos 
Voz y Video 
sobre IP 
Datos IP Críticos Datos IP no críticos 
Prioridad Máxima  Media  Normal 
BW del Puerto 
de Acceso 
Sumatoria del BW de cada clase de servicio 





Trafico en exceso de 
remarca a CoS1 
Consume lo restante 
hasta el total de BW 
Fuente: Elaboración grupo de proyecto 
 
 
Tabla 4. Distribución de BW y calidad del servicio 












8 0 6 2 
     
6 
Mbps 
6 0 4.5 1.5 
4 
Mbps 













1 0 1 0 
512 
Kbps 
512 0 512 0 
256 
Kbps 
256 0 256 0 






ENLACE DE DATOS - GRUPO FINANCIERO 
 
Tabla 5. TOTAL DE ENLACE GRUPO FINANCIERO 
ENLACE PRINCIPAL ENLACE RESPALDO 
BW Cantidad BW Cantidad 
1Mbps 13 512Kbps 13 
4Mbps 320 2Mbps 320 




TOTAL 1215   363 
Fuente: Elaboración propia 
 
Tabla 6. BW de cada enlace 
ENLACE PRINCIPAL ENLACE RESPALDO 
BW Cantidad BW Cantidad 
4Mbps 189 2Mbps 189 
8Mbps 19 6Mbps 19 
   208 





Tabla 7. AGENCIAS BANCO 02 
ENLACE PRINCIPAL ENLACE RESPALDO 
BW Cantidad BW Cantidad 
4Mbps 100 2Mbps 100 
8Mbps 11 6Mbps 11 
   111 
Fuente: Elaboración propia 
 
Tabla 8. AGENCIAS BANCO 03 
ENLACE PRINCIPAL ENLACE RESPALDO 
BW Cantidad BW Cantidad 
4Mbps 13 2Mbps 13 
Fuente: Elaboración propia 
 
Tabla 9. AGENCIAS Y OFICINAS BANCO 04 
ENLACE PRINCIPAL ENLACE RESPALDO 
BW Cantidad BW Cantidad 
4Mbps 18 2Mbps 18 
256Kbps 24 - - 
Fuente: Elaboración propia 
 
Tabla 10. RETAIL 
ENLACE PRINCIPAL ENLACE RESPALDO 
BW Cantidad BW Cantidad 
1Mbps 13 512Kbps 5 
256Kbps 229 No aplica 
Fuente: Elaboración propia 
 
Tabla 11. ATM (Puntos Neutros) 
ENLACE PRINCIPAL ENLACE RESPALDO 
BW Cantidad BW Cantidad 
600/256Kbps 599 No aplica 




















07771 07772 07773 
AG BANCO 
02 
07771 07772 07773 
AG BANCO 
03 
07771 07772 07773 
Retail 07774   
ATM 07775   
AG BANCO 
04 
07776 07777 07778 
 
Fuente: Elaboración propia 
 
 









AG BANCO 01  1 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  2 8Mbps Fibra 6Mbps Fibra 
AG BANCO 01  3 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  4 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  5 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  6 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  7 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  8 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  9 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  10 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  11 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  12 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  13 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  14 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  15 8Mbps Fibra 6Mbps Fibra 
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AG BANCO 01  16 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  17 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  18 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  19 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  20 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  21 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  22 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  23 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  24 4Mbps Microondas 2Mbps Microondas 
AG BANCO 01  25 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  26 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  27 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  28 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  29 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  30 8Mbps Fibra 6Mbps Fibra 
AG BANCO 01  31 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  32 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  33 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  34 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  35 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  36 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  37 8Mbps Fibra 6Mbps Fibra 
AG BANCO 01  38 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  39 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  40 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  41 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  42 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  43 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  44 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  45 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  46 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  47 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  48 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  49 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  50 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  51 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  52 8Mbps Fibra 6Mbps Fibra 
AG BANCO 01  53 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  54 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  55 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  56 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  57 4Mbps Fibra 2Mbps Fibra 
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AG BANCO 01  58 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  59 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  60 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  61 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  62 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  63 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  64 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  65 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  66 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  67 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  68 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  69 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  70 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  71 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  72 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  73 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  74 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  75 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  76 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  77 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  78 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  79 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  80 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  81 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  82 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  83 4Mbps Microondas 2Mbps Microondas 
AG BANCO 01  84 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  85 8Mbps Fibra 6Mbps Fibra 
AG BANCO 01  86 4Mbps Microondas 2Mbps Microondas 
AG BANCO 01  87 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  88 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  89 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  90 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  91 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  92 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  93 4Mbps Microondas 2Mbps Microondas 
AG BANCO 01  94 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  95 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  96 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  97 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  98 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  99 4Mbps Fibra 2Mbps Fibra 
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AG BANCO 01  100 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  101 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  102 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  103 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  104 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  105 8Mbps Fibra 6Mbps Microondas 
AG BANCO 01  106 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  107 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  108 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  109 8Mbps Fibra 6Mbps Fibra 
AG BANCO 01  110 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  111 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  112 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  113 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  114 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  115 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  116 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  117 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  118 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  119 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  120 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  121 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  122 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  123 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  124 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  125 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  126 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  127 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  128 8Mbps Fibra 6Mbps Microondas 
AG BANCO 01  129 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  130 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  131 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  132 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  133 4Mbps Fibra 2Mbps Microondas 
AG BANCO 01  134 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  135 4Mbps Microondas 2Mbps Microondas 
AG BANCO 01  136 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  137 4Mbps Fibra 2Mbps Fibra 
AG BANCO 01  138 4Mbps Fibra 2Mbps Fibra 




AG BANCO 01 Provincia – Medio de Acceso 









AG. BANCO 01 PROVINCIA 140 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 141 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 142 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 143 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 144 4Mbps Microondas 2Mbps Microondas 
AG. BANCO 01 PROVINCIA 145 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 146 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 147 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 148 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 149 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 150 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 151 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 152 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 153 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 154 4Mbps Fibra 2Mbps Microondas 
AG. BANCO 01 PROVINCIA 155 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 156 8Mbps Fibra 6Mbps Fibra 
AG. BANCO 01 PROVINCIA 157 8Mbps Fibra 6Mbps Fibra 
AG. BANCO 01 PROVINCIA 158 8Mbps Fibra 6Mbps Fibra 
AG. BANCO 01 PROVINCIA 159 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 160 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 161 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 162 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 163 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 164 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 165 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 166 4Mbps Fibra 2Mbps Microondas 
AG. BANCO 01 PROVINCIA 167 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 168 4Mbps Microondas 2Mbps Microondas 
AG. BANCO 01 PROVINCIA 169 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 170 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 171 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 172 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 173 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 174 8Mbps Fibra 6Mbps Fibra 
AG. BANCO 01 PROVINCIA 175 4Mbps Fibra 2Mbps Fibra 
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AG. BANCO 01 PROVINCIA 176 8Mbps Fibra 6Mbps Microondas 
AG. BANCO 01 PROVINCIA 177 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 178 4Mbps Microondas 2Mbps Microondas 
AG. BANCO 01 PROVINCIA 179 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 180 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 181 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 182 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 183 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 184 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 185 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 186 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 187 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 188 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 189 8Mbps Fibra 6Mbps Fibra 
AG. BANCO 01 PROVINCIA 190 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 191 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 192 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 193 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 194 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 195 8Mbps Fibra 6Mbps Fibra 
AG. BANCO 01 PROVINCIA 196 8Mbps Fibra 6Mbps Fibra 
AG. BANCO 01 PROVINCIA 197 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 198 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 199 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 200 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 201 8Mbps Fibra 6Mbps Fibra 
AG. BANCO 01 PROVINCIA 202 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 203 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 204 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 205 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 206 4Mbps Fibra 2Mbps Fibra 
AG. BANCO 01 PROVINCIA 207 8Mbps Fibra 6Mbps Fibra 
AG. BANCO 01 PROVINCIA 208 4Mbps Fibra 2Mbps Fibra 
 
 









AG BANCO 02  1 8Mbps Fibra 6Mbps Fibra 
AG BANCO 02  2 4Mbps Microondas 2Mbps Microondas 
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AG BANCO 02  3 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  4 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  5 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  6 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  7 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  8 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  9 4Mbps Fibra 2Mbps Microondas 
AG BANCO 02  10 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  11 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  12 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  13 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  14 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  15 4Mbps Fibra 2Mbps Microondas 
AG BANCO 02  16 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  17 8Mbps Fibra 6Mbps Microondas 
AG BANCO 02  18 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  19 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  20 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  21 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  22 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  23 8Mbps Fibra 6Mbps Fibra 
AG BANCO 02  24 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  25 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  26 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  27 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  28 4Mbps Fibra 2Mbps Microondas 
AG BANCO 02  29 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  30 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  31 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  32 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  33 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  34 8Mbps Fibra 6Mbps Fibra 
AG BANCO 02  35 8Mbps Fibra 6Mbps Fibra 
AG BANCO 02  36 4Mbps Fibra 2Mbps Microondas 
AG BANCO 02  37 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  38 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  39 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  40 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  41 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  42 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  43 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  44 4Mbps Fibra 2Mbps Fibra 
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AG BANCO 02  45 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  46 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  47 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  48 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  49 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  50 8Mbps Fibra 6Mbps Fibra 
AG BANCO 02  51 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  52 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  53 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  54 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  55 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  56 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  57 4Mbps Microondas 2Mbps Microondas 
AG BANCO 02  58 8Mbps Fibra 6Mbps Fibra 
AG BANCO 02  59 4Mbps Microondas 2Mbps Microondas 
AG BANCO 02  60 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  61 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  62 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  63 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  64 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  65 4Mbps Fibra 2Mbps Microondas 
AG BANCO 02  66 8Mbps Fibra 6Mbps Fibra 
AG BANCO 02  67 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  68 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  69 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  70 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  71 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  72 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  73 4Mbps Fibra 2Mbps Microondas 
AG BANCO 02  74 4Mbps Microondas 2Mbps Microondas 
AG BANCO 02  75 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  76 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  77 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  78 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  79 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  80 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  81 4Mbps Microondas 2Mbps Microondas 
AG BANCO 02  82 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  83 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  84 4Mbps Fibra 2Mbps Microondas 
AG BANCO 02  85 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  86 4Mbps Fibra 2Mbps Microondas 
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AG BANCO 02  87 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  88 8Mbps Fibra 6Mbps Fibra 
AG BANCO 02  89 4Mbps Microondas 2Mbps Microondas 
AG BANCO 02  90 4Mbps Fibra 2Mbps Microondas 
AG BANCO 02  91 4Mbps Microondas 2Mbps Microondas 
AG BANCO 02  92 8Mbps Fibra 6Mbps Microondas 
AG BANCO 02  93 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  94 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  95 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  96 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  97 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  98 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  99 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  100 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  101 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  102 8Mbps Fibra 6Mbps Fibra 
AG BANCO 02  103 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  104 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  105 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  106 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  107 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  108 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  109 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  110 4Mbps Fibra 2Mbps Fibra 
AG BANCO 02  111 4Mbps Fibra 2Mbps Fibra 
 
 
Tabla 16. BANCO 03 - Medio de Acceso 
Agencia BW (P) Acceso (P) BW (BK) Acceso (BK) 
BANCO 03 TUMBES 256Kbps Fibra No aplica No aplica 
BANCO 03 MOYOBAMBA 4Mbps Fibra 2Mbps Fibra 
BANCO 03 HUANUCO 256Kbps Fibra No aplica No aplica 
BANCO 03 LA MERCED 256Kbps Fibra No aplica No aplica 
BANCO 03 TACNA 4Mbps Fibra 2Mbps Fibra 
BANCO 03 CHINCHA 2 4Mbps Fibra 2Mbps Fibra 
BANCO 03 CHICLAYO 4Mbps Fibra 2Mbps Fibra 
BANCO 03 PUCALLPA 256Kbps Fibra No aplica No aplica 
BANCO 03 TRUJILLO 4Mbps Fibra 2Mbps Fibra 
BANCO 03 AREQUIPA 4Mbps Microondas 2Mbps Microondas 
BANCO 03 TOMAS MARSANO 4Mbps Fibra 2Mbps Fibra 
BANCO 03 CHIMBOTE  256Kbps Fibra No aplica No aplica 
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BANCO 03 HUARAZ 4Mbps Fibra 2Mbps Fibra 
BANCO 03 CAJAMARCA 4Mbps Microondas 2Mbps Microondas 
BANCO 03 IQUITOS 4Mbps Microondas 2Mbps Microondas 
BANCO 03 SAN JUAN DE 
MIRAFLORES 
4Mbps Fibra 2Mbps Fibra 
BANCO 03 SANTA ANITA 256Kbps Fibra No aplica No aplica 
BANCO 03 TARAPOTO 4Mbps Fibra 2Mbps Fibra 
BANCO 03 PISCO 256Kbps Fibra No aplica No aplica 
BANCO 03 LOS OLIVOS 4Mbps Fibra 2Mbps Fibra 
BANCO 03 CUSCO 4Mbps Fibra 2Mbps Fibra 
BANCO 03 SAN JUAN DE 
LURIGANCHO 
4Mbps Fibra 2Mbps Fibra 
BANCO 03 SULLANA 256Kbps Fibra No aplica No aplica 
BANCO 03 HUANCAYO 256Kbps Fibra No aplica No aplica 
BANCO 03 SAN MIGUEL 4Mbps Fibra 2Mbps Fibra 
BANCO 03 TALARA 256Kbps Fibra No aplica No aplica 
BANCO 03 CAÑETE 256Kbps Fibra No aplica No aplica 
BANCO 03 JULIACA 4Mbps Fibra 2Mbps Fibra 
BANCO 03 HUARAL 256Kbps Fibra No aplica No aplica 
BANCO 03 CASAGRANDE 256Kbps Fibra No aplica No aplica 
BANCO 03 CHEPEN 256Kbps Fibra No aplica No aplica 
BANCO 03 ILO 256Kbps Fibra No aplica No aplica 
BANCO 03 HUACHO 256Kbps Fibra No aplica No aplica 
BANCO 03 ABANCAY 256Kbps Fibra No aplica No aplica 
BANCO 03 JAEN 256Kbps Fibra No aplica No aplica 
BANCO 03 AYACUCHO 256Kbps Fibra No aplica No aplica 
BANCO 03 PUNO 256Kbps Fibra No aplica No aplica 
BANCO 03 BARRANCA 256Kbps Microondas No aplica No aplica 
BANCO 03 CAMANA 256Kbps Microondas No aplica No aplica 
BANCO 03 CERRO DE PASCO 256Kbps Microondas No aplica No aplica 
BANCO 03 TARMA 256Kbps Fibra No aplica No aplica 




Tabla 17. Retail – Medio de Acceso 
Retail BW (P) Acceso (P) BW (BK) 
Acceso 
(BK) 
























































































































































































































































































































































































































































































































































































































































































RETAIL 164 1Mbps Fibra 512Kbps Fibra 
















































































































































































































































































RETAIL 232 1Mbps Fibra 512Kbps Fibra 
RETAIL 233 1Mbps Fibra 512Kbps Fibra 
RETAIL 234 1Mbps Fibra 512Kbps Fibra 
RETAIL 235 1Mbps Fibra 512Kbps Microondas 
































Tabla 18. ATM – Medio de Acceso 
ATM BW  Acceso 
ATM 1 600/256Kbps Fibra 
ATM 2 600/256Kbps Fibra 
ATM 3 600/256Kbps Fibra 
ATM 4 600/256Kbps Fibra 
ATM 5 600/256Kbps Fibra 
ATM 6 600/256Kbps Fibra 
ATM 7 600/256Kbps Fibra 
ATM 8 600/256Kbps Fibra 
ATM 9 600/256Kbps Fibra 
ATM 10 600/256Kbps Fibra 
ATM 11 600/256Kbps Fibra 
ATM 12 600/256Kbps Fibra 
ATM 13 600/256Kbps Fibra 
ATM 14 600/256Kbps Fibra 
ATM 15 600/256Kbps Fibra 
ATM 16 600/256Kbps Microondas 
ATM 17 600/256Kbps Fibra 
ATM 18 600/256Kbps Fibra 
ATM 19 600/256Kbps Fibra 
ATM 20 600/256Kbps Fibra 
ATM 21 600/256Kbps Fibra 
ATM 22 600/256Kbps Fibra 
ATM 23 600/256Kbps Fibra 
ATM 24 600/256Kbps Fibra 
ATM 25 600/256Kbps Fibra 
ATM 26 600/256Kbps Fibra 
ATM 27 600/256Kbps Fibra 
ATM 28 600/256Kbps Fibra 
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ATM 29 600/256Kbps Fibra 
ATM 30 600/256Kbps Fibra 
ATM 31 600/256Kbps Fibra 
ATM 32 600/256Kbps Fibra 
ATM 33 600/256Kbps Fibra 
ATM 34 600/256Kbps Fibra 
ATM 35 600/256Kbps Fibra 
ATM 36 600/256Kbps Fibra 
ATM 37 600/256Kbps Fibra 
ATM 38 600/256Kbps Fibra 
ATM 39 600/256Kbps Microondas 
ATM 40 600/256Kbps Fibra 
ATM 41 600/256Kbps Fibra 
ATM 42 600/256Kbps Fibra 
ATM 43 600/256Kbps Fibra 
ATM 44 600/256Kbps Fibra 
ATM 45 600/256Kbps Fibra 
ATM 46 600/256Kbps Fibra 
ATM 47 600/256Kbps Fibra 
ATM 48 600/256Kbps Fibra 
ATM 49 600/256Kbps Fibra 
ATM 50 600/256Kbps Fibra 
ATM 51 600/256Kbps Fibra 
ATM 52 600/256Kbps Fibra 
ATM 53 600/256Kbps Fibra 
ATM 54 600/256Kbps Fibra 
ATM 55 600/256Kbps Fibra 
ATM 56 600/256Kbps Fibra 
ATM 57 600/256Kbps Fibra 
ATM 58 600/256Kbps Fibra 
ATM 59 600/256Kbps Fibra 
ATM 60 600/256Kbps Fibra 
ATM 61 600/256Kbps Fibra 
ATM 62 600/256Kbps Fibra 
ATM 63 600/256Kbps Fibra 
ATM 64 600/256Kbps Fibra 
ATM 65 600/256Kbps Fibra 
ATM 66 600/256Kbps Fibra 
ATM 67 600/256Kbps Fibra 
ATM 68 600/256Kbps Fibra 
ATM 69 600/256Kbps Fibra 
ATM 70 600/256Kbps Fibra 
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ATM 71 600/256Kbps Microondas 
ATM 72 600/256Kbps Fibra 
ATM 73 600/256Kbps Fibra 
ATM 74 600/256Kbps Fibra 
ATM 75 600/256Kbps Fibra 
ATM 76 600/256Kbps Microondas 
ATM 77 600/256Kbps Fibra 
ATM 78 600/256Kbps Fibra 
ATM 79 600/256Kbps Fibra 
ATM 80 600/256Kbps Fibra 
ATM 81 600/256Kbps Fibra 
ATM 82 600/256Kbps Fibra 
ATM 83 600/256Kbps Fibra 
ATM 84 600/256Kbps Fibra 
ATM 85 600/256Kbps Fibra 
ATM 86 600/256Kbps Fibra 
ATM 87 600/256Kbps Fibra 
ATM 88 600/256Kbps Fibra 
ATM 89 600/256Kbps Fibra 
ATM 90 600/256Kbps Fibra 
ATM 91 600/256Kbps Fibra 
ATM 92 600/256Kbps Fibra 
ATM 93 600/256Kbps Fibra 
ATM 94 600/256Kbps Fibra 
ATM 95 600/256Kbps Fibra 
ATM 96 600/256Kbps Fibra 
ATM 97 600/256Kbps Fibra 
ATM 98 600/256Kbps Fibra 
ATM 99 600/256Kbps Fibra 
ATM 100 600/256Kbps Fibra 
ATM 101 600/256Kbps Fibra 
ATM 102 600/256Kbps Fibra 
ATM 103 600/256Kbps Fibra 
ATM 104 600/256Kbps Fibra 
ATM 105 600/256Kbps Fibra 
ATM 106 600/256Kbps Fibra 
ATM 107 600/256Kbps Fibra 
ATM 108 600/256Kbps Fibra 
ATM 109 600/256Kbps Fibra 
ATM 110 600/256Kbps Fibra 
ATM 111 600/256Kbps Fibra 
ATM 112 600/256Kbps Fibra 
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ATM 113 600/256Kbps Fibra 
ATM 114 600/256Kbps Fibra 
ATM 115 600/256Kbps Fibra 
ATM 116 600/256Kbps Fibra 
ATM 117 600/256Kbps Fibra 
ATM 118 600/256Kbps Fibra 
ATM 119 600/256Kbps Fibra 
ATM 120 600/256Kbps Fibra 
ATM 121 600/256Kbps Fibra 
ATM 122 600/256Kbps Fibra 
ATM 123 600/256Kbps Fibra 
ATM 124 600/256Kbps Fibra 
ATM 125 600/256Kbps Fibra 
ATM 126 600/256Kbps Fibra 
ATM 127 600/256Kbps Fibra 
ATM 128 600/256Kbps Fibra 
ATM 129 600/256Kbps Fibra 
ATM 130 600/256Kbps Fibra 
ATM 131 600/256Kbps Fibra 
ATM 132 600/256Kbps Fibra 
ATM 133 600/256Kbps Fibra 
ATM 134 600/256Kbps Fibra 
ATM 135 600/256Kbps Fibra 
ATM 136 600/256Kbps Fibra 
ATM 137 600/256Kbps Fibra 
ATM 138 600/256Kbps Fibra 
ATM 139 600/256Kbps Fibra 
ATM 140 600/256Kbps Fibra 
ATM 141 600/256Kbps Fibra 
ATM 142 600/256Kbps Fibra 
ATM 143 600/256Kbps Fibra 
ATM 144 600/256Kbps Fibra 
ATM 145 600/256Kbps Fibra 
ATM 146 600/256Kbps Fibra 
ATM 147 600/256Kbps Fibra 
ATM 148 600/256Kbps Fibra 
ATM 149 600/256Kbps Fibra 
ATM 150 600/256Kbps Fibra 
ATM 151 600/256Kbps Fibra 
ATM 152 600/256Kbps Fibra 
ATM 153 600/256Kbps Fibra 
ATM 154 600/256Kbps Fibra 
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ATM 155 600/256Kbps Fibra 
ATM 156 600/256Kbps Fibra 
ATM 157 600/256Kbps Fibra 
ATM 158 600/256Kbps Fibra 
ATM 159 600/256Kbps Fibra 
ATM 160 600/256Kbps Fibra 
ATM 161 600/256Kbps Fibra 
ATM 162 600/256Kbps Fibra 
ATM 163 600/256Kbps Fibra 
ATM 164 600/256Kbps Fibra 
ATM 165 600/256Kbps Fibra 
ATM 166 600/256Kbps Fibra 
ATM 167 600/256Kbps Fibra 
ATM 168 600/256Kbps Fibra 
ATM 169 600/256Kbps Fibra 
ATM 170 600/256Kbps Fibra 
ATM 171 600/256Kbps Fibra 
ATM 172 600/256Kbps Fibra 
ATM 173 600/256Kbps Fibra 
ATM 174 600/256Kbps Fibra 
ATM 175 600/256Kbps Fibra 
ATM 176 600/256Kbps Fibra 
ATM 177 600/256Kbps Fibra 
ATM 178 600/256Kbps Fibra 
ATM 179 600/256Kbps Fibra 
ATM 180 600/256Kbps Fibra 
ATM 181 600/256Kbps Fibra 
ATM 182 600/256Kbps Microondas 
ATM 183 600/256Kbps Fibra 
ATM 184 600/256Kbps Fibra 
ATM 185 600/256Kbps Fibra 
ATM 186 600/256Kbps Fibra 
ATM 187 600/256Kbps Fibra 
ATM 188 600/256Kbps Fibra 
ATM 189 600/256Kbps Fibra 
ATM 190 600/256Kbps Fibra 
ATM 191 600/256Kbps Fibra 
ATM 192 600/256Kbps Microondas 
ATM 193 600/256Kbps Fibra 
ATM 194 600/256Kbps Fibra 
ATM 195 600/256Kbps Fibra 
ATM 196 600/256Kbps Fibra 
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ATM 197 600/256Kbps Fibra 
ATM 198 600/256Kbps Fibra 
ATM 199 600/256Kbps Fibra 
ATM 200 600/256Kbps Fibra 
ATM 201 600/256Kbps Fibra 
ATM 202 600/256Kbps Fibra 
ATM 203 600/256Kbps Fibra 
ATM 204 600/256Kbps Fibra 
ATM 205 600/256Kbps Fibra 
ATM 206 600/256Kbps Fibra 
ATM 207 600/256Kbps Fibra 
ATM 208 600/256Kbps Fibra 
ATM 209 600/256Kbps Fibra 
ATM 210 600/256Kbps Fibra 
ATM 211 600/256Kbps Fibra 
ATM 212 600/256Kbps Fibra 
ATM 213 600/256Kbps Fibra 
ATM 214 600/256Kbps Microondas 
ATM 215 600/256Kbps Fibra 
ATM 216 600/256Kbps Fibra 
ATM 217 600/256Kbps Fibra 
ATM 218 600/256Kbps Fibra 
ATM 219 600/256Kbps Fibra 
ATM 220 600/256Kbps Fibra 
ATM 221 600/256Kbps Fibra 
ATM 222 600/256Kbps Fibra 
ATM 223 600/256Kbps Fibra 
ATM 224 600/256Kbps Fibra 
ATM 225 600/256Kbps Fibra 
ATM 226 600/256Kbps Fibra 
ATM 227 600/256Kbps Fibra 
ATM 228 600/256Kbps Fibra 
ATM 229 600/256Kbps Fibra 
ATM 230 600/256Kbps Fibra 
ATM 231 600/256Kbps Fibra 
ATM 232 600/256Kbps Fibra 
ATM 233 600/256Kbps Fibra 
ATM 234 600/256Kbps Fibra 
ATM 235 600/256Kbps Fibra 
ATM 236 600/256Kbps Fibra 
ATM 237 600/256Kbps Fibra 
ATM 238 600/256Kbps Fibra 
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ATM 239 600/256Kbps Fibra 
ATM 240 600/256Kbps Fibra 
ATM 241 600/256Kbps Fibra 
ATM 242 600/256Kbps Fibra 
ATM 243 600/256Kbps Fibra 
ATM 244 600/256Kbps Fibra 
ATM 245 600/256Kbps Fibra 
ATM 246 600/256Kbps Fibra 
ATM 247 600/256Kbps Fibra 
ATM 248 600/256Kbps Fibra 
ATM 249 600/256Kbps Fibra 
ATM 250 600/256Kbps Fibra 
ATM 251 600/256Kbps Fibra 
ATM 252 600/256Kbps Fibra 
ATM 253 600/256Kbps Fibra 
ATM 254 600/256Kbps Fibra 
ATM 255 600/256Kbps Fibra 
ATM 256 600/256Kbps Fibra 
ATM 257 600/256Kbps Fibra 
ATM 258 600/256Kbps Fibra 
ATM 259 600/256Kbps Fibra 
ATM 260 600/256Kbps Fibra 
ATM 261 600/256Kbps Fibra 
ATM 262 600/256Kbps Microondas 
ATM 263 600/256Kbps Fibra 
ATM 264 600/256Kbps Fibra 
ATM 265 600/256Kbps Fibra 
ATM 266 600/256Kbps Fibra 
ATM 267 600/256Kbps Fibra 
ATM 268 600/256Kbps Fibra 
ATM 269 600/256Kbps Fibra 
ATM 270 600/256Kbps Fibra 
ATM 271 600/256Kbps Fibra 
ATM 272 600/256Kbps Fibra 
ATM 273 600/256Kbps Fibra 
ATM 274 600/256Kbps Microondas 
ATM 275 600/256Kbps Fibra 
ATM 276 600/256Kbps Fibra 
ATM 277 600/256Kbps Fibra 
ATM 278 600/256Kbps Fibra 
ATM 279 600/256Kbps Fibra 
ATM 280 600/256Kbps Fibra 
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ATM 281 600/256Kbps Fibra 
ATM 282 600/256Kbps Fibra 
ATM 283 600/256Kbps Fibra 
ATM 284 600/256Kbps Fibra 
ATM 285 600/256Kbps Fibra 
ATM 286 600/256Kbps Fibra 
ATM 287 600/256Kbps Fibra 
ATM 288 600/256Kbps Fibra 
ATM 289 600/256Kbps Fibra 
ATM 290 600/256Kbps Fibra 
ATM 291 600/256Kbps Fibra 
ATM 292 600/256Kbps Fibra 
ATM 293 600/256Kbps Fibra 
ATM 294 600/256Kbps Fibra 
ATM 295 600/256Kbps Fibra 
ATM 296 600/256Kbps Fibra 
ATM 297 600/256Kbps Fibra 
ATM 298 600/256Kbps Fibra 
ATM 299 600/256Kbps Fibra 
ATM 300 600/256Kbps Fibra 
ATM 301 600/256Kbps Fibra 
ATM 302 600/256Kbps Fibra 
ATM 303 600/256Kbps Fibra 
ATM 304 600/256Kbps Fibra 
ATM 305 600/256Kbps Fibra 
ATM 306 600/256Kbps Fibra 
ATM 307 600/256Kbps Fibra 
ATM 308 600/256Kbps Fibra 
ATM 309 600/256Kbps Fibra 
ATM 310 600/256Kbps Fibra 
ATM 311 600/256Kbps Fibra 
ATM 312 600/256Kbps Fibra 
ATM 313 600/256Kbps Fibra 
ATM 314 600/256Kbps Fibra 
ATM 315 600/256Kbps Fibra 
ATM 316 600/256Kbps Fibra 
ATM 317 600/256Kbps Fibra 
ATM 318 600/256Kbps Fibra 
ATM 319 600/256Kbps Fibra 
ATM 320 600/256Kbps Fibra 
ATM 321 600/256Kbps Fibra 
ATM 322 600/256Kbps Fibra 
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ATM 323 600/256Kbps Fibra 
ATM 324 600/256Kbps Fibra 
ATM 325 600/256Kbps Fibra 
ATM 326 600/256Kbps Fibra 
ATM 327 600/256Kbps Fibra 
ATM 328 600/256Kbps Fibra 
ATM 329 600/256Kbps Fibra 
ATM 330 600/256Kbps Fibra 
ATM 331 600/256Kbps Fibra 
ATM 332 600/256Kbps Fibra 
ATM 333 600/256Kbps Fibra 
ATM 334 600/256Kbps Fibra 
ATM 335 600/256Kbps Fibra 
ATM 336 600/256Kbps Fibra 
ATM 337 600/256Kbps Fibra 
ATM 338 600/256Kbps Fibra 
ATM 339 600/256Kbps Fibra 
ATM 340 600/256Kbps Fibra 
ATM 341 600/256Kbps Fibra 
ATM 342 600/256Kbps Fibra 
ATM 343 600/256Kbps Fibra 
ATM 344 600/256Kbps Fibra 
ATM 345 600/256Kbps Fibra 
ATM 346 600/256Kbps Fibra 
ATM 347 600/256Kbps Fibra 
ATM 348 600/256Kbps Fibra 
ATM 349 600/256Kbps Fibra 
ATM 350 600/256Kbps Fibra 
ATM 351 600/256Kbps Fibra 
ATM 352 600/256Kbps Fibra 
ATM 353 600/256Kbps Fibra 
ATM 354 600/256Kbps Fibra 
ATM 355 600/256Kbps Fibra 
ATM 356 600/256Kbps Fibra 
ATM 357 600/256Kbps Fibra 
ATM 358 600/256Kbps Fibra 
ATM 359 600/256Kbps Fibra 
ATM 360 600/256Kbps Fibra 
ATM 361 600/256Kbps Fibra 
ATM 362 600/256Kbps Fibra 
ATM 363 600/256Kbps Fibra 
ATM 364 600/256Kbps Fibra 
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ATM 365 600/256Kbps Fibra 
ATM 366 600/256Kbps Fibra 
ATM 367 600/256Kbps Fibra 
ATM 368 600/256Kbps Fibra 
ATM 369 600/256Kbps Fibra 
ATM 370 600/256Kbps Fibra 
ATM 371 600/256Kbps Fibra 
ATM 372 600/256Kbps Fibra 
ATM 373 600/256Kbps Fibra 
ATM 374 600/256Kbps Fibra 
ATM 375 600/256Kbps Fibra 
ATM 376 600/256Kbps Fibra 
ATM 377 600/256Kbps Fibra 
ATM 378 600/256Kbps Fibra 
ATM 379 600/256Kbps Fibra 
ATM 380 600/256Kbps Fibra 
ATM 381 600/256Kbps Fibra 
ATM 382 600/256Kbps Fibra 
ATM 383 600/256Kbps Fibra 
ATM 384 600/256Kbps Fibra 
ATM 385 600/256Kbps Fibra 
ATM 386 600/256Kbps Fibra 
ATM 387 600/256Kbps Fibra 
ATM 388 600/256Kbps Fibra 
ATM 389 600/256Kbps Fibra 
ATM 390 600/256Kbps Fibra 
ATM 391 600/256Kbps Fibra 
ATM 392 600/256Kbps Fibra 
ATM 393 600/256Kbps Fibra 
ATM 394 600/256Kbps Fibra 
ATM 395 600/256Kbps Fibra 
ATM 396 600/256Kbps Fibra 
ATM 397 600/256Kbps Fibra 
ATM 398 600/256Kbps Fibra 
ATM 399 600/256Kbps Fibra 
ATM 400 600/256Kbps Fibra 
ATM 401 600/256Kbps Fibra 
ATM 402 600/256Kbps Fibra 
ATM 403 600/256Kbps Fibra 
ATM 404 600/256Kbps Fibra 
ATM 405 600/256Kbps Fibra 
ATM 406 600/256Kbps Fibra 
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ATM 407 600/256Kbps Fibra 
ATM 408 600/256Kbps Fibra 
ATM 409 600/256Kbps Fibra 
ATM 410 600/256Kbps Fibra 
ATM 411 600/256Kbps Fibra 
ATM 412 600/256Kbps Microondas 
ATM 413 600/256Kbps Fibra 
ATM 414 600/256Kbps Microondas 
ATM 415 600/256Kbps Fibra 
ATM 416 600/256Kbps Fibra 
ATM 417 600/256Kbps Fibra 
ATM 418 600/256Kbps Fibra 
ATM 419 600/256Kbps Fibra 
ATM 420 600/256Kbps Fibra 
ATM 421 600/256Kbps Fibra 
ATM 422 600/256Kbps Fibra 
ATM 423 600/256Kbps Fibra 
ATM 424 600/256Kbps Microondas 
ATM 425 600/256Kbps Microondas 
ATM 426 600/256Kbps Fibra 
ATM 427 600/256Kbps Fibra 
ATM 428 600/256Kbps Fibra 
ATM 429 600/256Kbps Fibra 
ATM 430 600/256Kbps Fibra 
ATM 431 600/256Kbps Fibra 
ATM 432 600/256Kbps Fibra 
ATM 433 600/256Kbps Fibra 
ATM 434 600/256Kbps Fibra 
ATM 435 600/256Kbps Fibra 
ATM 436 600/256Kbps Fibra 
ATM 437 600/256Kbps Fibra 
ATM 438 600/256Kbps Fibra 
ATM 439 600/256Kbps Fibra 
ATM 440 600/256Kbps Fibra 
ATM 441 600/256Kbps Fibra 
ATM 442 600/256Kbps Fibra 
ATM 443 600/256Kbps Fibra 
ATM 444 600/256Kbps Fibra 
ATM 445 600/256Kbps Fibra 
ATM 446 600/256Kbps Fibra 
ATM 447 600/256Kbps Fibra 
ATM 448 600/256Kbps Fibra 
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ATM 449 600/256Kbps Fibra 
ATM 450 600/256Kbps Fibra 
ATM 451 600/256Kbps Fibra 
ATM 452 600/256Kbps Fibra 
ATM 453 600/256Kbps Fibra 
ATM 454 600/256Kbps Fibra 
ATM 455 600/256Kbps Fibra 
ATM 456 600/256Kbps Fibra 
ATM 457 600/256Kbps Microondas 
ATM 458 600/256Kbps Fibra 
ATM 459 600/256Kbps Fibra 
ATM 460 600/256Kbps Fibra 
ATM 461 600/256Kbps Fibra 
ATM 462 600/256Kbps Microondas 
ATM 463 600/256Kbps Fibra 
ATM 464 600/256Kbps Fibra 
ATM 465 600/256Kbps Fibra 
ATM 466 600/256Kbps Fibra 
ATM 467 600/256Kbps Fibra 
ATM 468 600/256Kbps Fibra 
ATM 469 600/256Kbps Fibra 
ATM 470 600/256Kbps Fibra 
ATM 471 600/256Kbps Fibra 
ATM 472 600/256Kbps Fibra 
ATM 473 600/256Kbps Microondas 
ATM 474 600/256Kbps Microondas 
ATM 475 600/256Kbps Fibra 
ATM 476 600/256Kbps Fibra 
ATM 477 600/256Kbps Fibra 
ATM 478 600/256Kbps Fibra 
ATM 479 600/256Kbps Fibra 
ATM 480 600/256Kbps Fibra 
ATM 481 600/256Kbps Fibra 
ATM 482 600/256Kbps Fibra 
ATM 483 600/256Kbps Fibra 
ATM 484 600/256Kbps Fibra 
ATM 485 600/256Kbps Fibra 
ATM 486 600/256Kbps Fibra 
ATM 487 600/256Kbps Fibra 
ATM 488 600/256Kbps Fibra 
ATM 489 600/256Kbps Fibra 
ATM 490 600/256Kbps Fibra 
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ATM 491 600/256Kbps Fibra 
ATM 492 600/256Kbps Fibra 
ATM 493 600/256Kbps Fibra 
ATM 494 600/256Kbps Fibra 
ATM 495 600/256Kbps Fibra 
ATM 496 600/256Kbps Microondas 
ATM 497 600/256Kbps Fibra 
ATM 498 600/256Kbps Microondas 
ATM 499 600/256Kbps Fibra 
ATM 500 600/256Kbps Fibra 
ATM 501 600/256Kbps Microondas 
ATM 502 600/256Kbps Fibra 
ATM 503 600/256Kbps Fibra 
ATM 504 600/256Kbps Fibra 
ATM 505 600/256Kbps Fibra 
ATM 506 600/256Kbps Fibra 
ATM 507 600/256Kbps Fibra 
ATM 508 600/256Kbps Fibra 
ATM 509 600/256Kbps Fibra 
ATM 510 600/256Kbps Fibra 
ATM 511 600/256Kbps Fibra 
ATM 512 600/256Kbps Fibra 
ATM 513 600/256Kbps Fibra 
ATM 514 600/256Kbps Fibra 
ATM 515 600/256Kbps Fibra 
ATM 516 600/256Kbps Fibra 
ATM 517 600/256Kbps Fibra 
ATM 518 600/256Kbps Fibra 
ATM 519 600/256Kbps Fibra 
ATM 520 600/256Kbps Fibra 
ATM 521 600/256Kbps Fibra 
ATM 522 600/256Kbps Fibra 
ATM 523 600/256Kbps Fibra 
ATM 524 600/256Kbps Fibra 
ATM 525 600/256Kbps Fibra 
ATM 526 600/256Kbps Fibra 
ATM 527 600/256Kbps Fibra 
ATM 528 600/256Kbps Fibra 
ATM 529 600/256Kbps Fibra 
ATM 530 600/256Kbps Fibra 
ATM 531 600/256Kbps Fibra 
ATM 532 600/256Kbps Fibra 
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ATM 533 600/256Kbps Fibra 
ATM 534 600/256Kbps Fibra 
ATM 535 600/256Kbps Fibra 
ATM 536 600/256Kbps Fibra 
ATM 537 600/256Kbps Fibra 
ATM 538 600/256Kbps Fibra 
ATM 539 600/256Kbps Fibra 
ATM 540 600/256Kbps Fibra 
ATM 541 600/256Kbps Fibra 
ATM 542 600/256Kbps Fibra 
ATM 543 600/256Kbps Fibra 
ATM 544 600/256Kbps Microondas 
ATM 545 600/256Kbps Fibra 
ATM 546 600/256Kbps Fibra 
ATM 547 600/256Kbps Fibra 
ATM 548 600/256Kbps Fibra 
ATM 549 600/256Kbps Fibra 
ATM 550 600/256Kbps Fibra 
ATM 551 600/256Kbps Fibra 
ATM 552 600/256Kbps Fibra 
ATM 553 600/256Kbps Fibra 
ATM 554 600/256Kbps Fibra 
ATM 555 600/256Kbps Fibra 
ATM 556 600/256Kbps Fibra 
ATM 557 600/256Kbps Fibra 
ATM 558 600/256Kbps Fibra 
ATM 559 600/256Kbps Fibra 
ATM 560 600/256Kbps Fibra 
ATM 561 600/256Kbps Fibra 
ATM 562 600/256Kbps Fibra 
ATM 563 600/256Kbps Fibra 
ATM 564 600/256Kbps Fibra 
ATM 565 600/256Kbps Fibra 
ATM 566 600/256Kbps Fibra 
ATM 567 600/256Kbps Fibra 
ATM 568 600/256Kbps Fibra 
ATM 569 600/256Kbps Fibra 
ATM 570 600/256Kbps Fibra 
ATM 571 600/256Kbps Microondas 
ATM 572 600/256Kbps Fibra 
ATM 573 600/256Kbps Fibra 
ATM 574 600/256Kbps Fibra 
79 
 
ATM 575 600/256Kbps Fibra 
ATM 576 600/256Kbps Fibra 
ATM 577 600/256Kbps Fibra 
ATM 578 600/256Kbps Fibra 
ATM 579 600/256Kbps Fibra 
ATM 580 600/256Kbps Fibra 
ATM 581 600/256Kbps Fibra 
ATM 582 600/256Kbps Fibra 
ATM 583 600/256Kbps Fibra 
ATM 584 600/256Kbps Fibra 
ATM 585 600/256Kbps Fibra 
ATM 586 600/256Kbps Fibra 
ATM 587 600/256Kbps Fibra 
ATM 588 600/256Kbps Fibra 
ATM 589 600/256Kbps Fibra 
ATM 590 600/256Kbps Fibra 
ATM 591 600/256Kbps Fibra 
ATM 592 600/256Kbps Fibra 
ATM 593 600/256Kbps Fibra 
ATM 594 600/256Kbps Fibra 
ATM 595 600/256Kbps Fibra 
ATM 596 600/256Kbps Fibra 
ATM 597 600/256Kbps Fibra 
ATM 598 600/256Kbps Fibra 













BANCO 04  1 4Mbps Fibra 2Mbps Fibra 
BANCO 04  2 4Mbps Fibra 2Mbps Fibra 
BANCO 04  3 4Mbps Microondas 2Mbps Microondas 
BANCO 04  4 4Mbps Fibra 2Mbps Fibra 
BANCO 04  5 4Mbps Fibra 2Mbps Fibra 
BANCO 04  6 4Mbps Fibra 2Mbps Fibra 
BANCO 04  7 4Mbps Fibra 2Mbps Fibra 
BANCO 04  8 4Mbps Fibra 2Mbps Fibra 
BANCO 04  9 4Mbps Microondas 2Mbps Microondas 
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BANCO 04  
10 
4Mbps Fibra 2Mbps Fibra 
BANCO 04  
11 
4Mbps Fibra 2Mbps Fibra 
BANCO 04  
12 
4Mbps Fibra 2Mbps Microondas 
BANCO 04  
13 
4Mbps Fibra 2Mbps Fibra 
 
 
3.1.2. Plantillas enlace principal y contingencia. 
 
Figura 3 Plantilla enlace principal 
 









Figura 4. Plantilla enlace contingencia 
 
Fuente: Grupo de Proyecto 
 
3.1.3. PLANTILLA SNMP 
 
snmp-server group $cot1aPE v3 priv read BANCO 01Read write BANCO 01Write  
snmp-server group BANCO 01snmpuser v3 priv  
snmp-server view BANCO 01Read iso included 
snmp-server view BANCO 01Write iso included 
snmp-server community mra RO 
snmp-server trap-source Loopback10 
snmp-server enable traps tty 
snmp-server enable traps config 
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snmp-server enable traps entity 
snmp-server enable traps cpu threshold 
snmp-server enable traps syslog 
snmp-server host 192.168.52.25 envmon  
snmp-server host 192.168.52.25 version 2c mra  
snmp-server host 10.237.0.140 version 3 priv BANCO 01snmpuser  
snmp ifmib ifindex persist 
 
3.1.4. Clases de Servicio (COS) 
 
A continuación, presentamos las políticas de manejo de tráfico por calidad de 
servicio para el Servicio RPV relación al manejo del ancho de banda (BW) y las 
prioridades de cada tipo de tráfico a través de la red MPLS. 
Tabla 20. Clases de Servicios 
 COS 3 COS 2 COS 1 
Tipo de Datos 
Voz y Video 
sobre IP 
Datos IP Críticos Datos IP no críticos 
Prioridad Máxima  Media  Normal 
BW del Puerto 
de Acceso 
Sumatoria del BW de cada clase de servicio 





Trafico en exceso de 
remarca a CoS1 
Consume lo restante 
hasta el total de BW 
Fuente: Elaboración propia 
 
 
3.1.5. Componentes del servicio 
 Puerta de Acceso RPV: corresponde a la utilización del medio físico para la 
conexión entre la sede de un Cliente y el nodo más cercano de la red de El 
Proveedor ISP. (Última milla). 
 Clases de Servicio: corresponden a las diferentes clasificaciones asignadas al 
tráfico de información saliente desde cada sede del Cliente, cada una de las 
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cuales permite manejar diferentes prioridades en el transporte seguro a través 
de la red del ISP. 
 CPE: corresponde al equipo terminal instalado en cada sede del Cliente, el 
cual normalmente es un equipo router.   Su función es habilitar el servicio 
RPV en la parte correspondiente a la última milla, y realizar la clasificación 
y marcado del tráfico de acuerdo a las clases de servicio definidas. El CPE es 
un equipo de propiedad de El Proveedor ISP que se ofrece en modo de alquiler 
y como parte integral del servicio. Los equipos propuestos son de marca 
CISCO. 
Figura 5. Componentes del Servicio 
 















CPE CPECLASES DE SERVICIOACCESO ACCESO







Figura 6. CRONOGRAMA 
 












3.2.2. Actual Topología 
 
Actualmente el Grupo Financiero, cuenta con 2 VRFs en la red MPLS de El 
Proveedor ISP, las cuales son VRF Tx (transmisión) y VRF Rx (recepción). 
 
Para ello, el cliente tiene instalado un router de cabecera en cada sede de Distrito 
01 y de Distrito 02, configurados en alta disponibilidad en el escenario activo – 
standby. 
 
A continuación, se describe el actual funcionamiento de los equipos de cabecera 




Figura 7. Actual Topología 
 
Fuente: Elaboración Propia 
 
LAN Grupo Financiero 
El cliente tiene configurado de su red LAN el protocolo OSPF, en el cual los switches 
core se encuentran en el área 0 e interactúan con los switches edge del área 10. Estos 
últimos switches también tienen configurado BGP para publicar sus redes y aprender 
las redes de las sedes remotas que brinda los distintos operadores por medio de 
equipos routers. Esta interconexión se mediante switches de acceso. 
 
VRF TX 
En la VRF de Transmisión, permite al cliente realizar el envío de data hacia las 
agencias remotas, esto es debido a que los router de cabecera aprenden la red LAN 
de la agencia y lo envía a la red del cliente (flechas moradas) mediante BGP, 




Figura 8. VRF TX 
 
Fuente: Elaboración Propia 
 
VRF RX 
En cambio, en la VRF de Recepción la red LAN del cliente pública la ruta por default 
hacia los routers de cabecera de El Proveedor ISP, los cuales lo inyectan a la nube 
con diversos Local Preference, dando 2 opciones de rutas por defecto en el PE de la 
agencia remota: 
Figura 9. VRF RX 
 
Fuente: Elaboración Propia 
 
Ante una falla en el router de cabecera 1, el PE1 deja de anunciar la ruta por default 
y se ve reflejado en PE3, ya que tendrá como una segunda opción el envío del tráfico 
hacia el PE2, en el router de la sede remota siempre recibirá la default del PE3. 
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Figura 10. VRF RX 
 
Fuente: Elaboración Propia 
 
3.2.3. Detalle de los servicios a contratar 
 
Servicio de Enlaces de Datos y Telefonía Fija para el Grupo Financiero. 
 
El Servicio de Enlaces de datos simétrico se refiere a la Red Privada de Voz y 
Datos del Grupo Financiero, que está conformada por: 
 
1. ATM, Cajeros Corresponsales, Tiendas Comerciales y Alternativas Móviles 
en Lima. 
2. ATM, Cajeros Corresponsales, Tiendas Comerciales y Alternativas Móviles 
en Provincias. 
3. Agencias en Lima. 
4. Agencias en Provincias. 
5. Sedes del Grupo Financiero a nivel nacional. 
6. Enlaces de Internet. 




El Grupo Financiero (BANCO 01, BANCO 02, BANCO 03 y BANCO 04) tienen 
02 Centros de Datos Principales que están interconectados a través de un anillo de 
Fibra Óptica; las Sedes, Agencias, tiendas Retail, y ATM en puntos neutros hacen 
uso de la Red IP para poder alcanzar ambos Centros de Datos de forma eficiente 
simultánea, balanceada y de preferencia con llegada de medio físico hasta la 
ubicación final. 
 
• Centro de Cómputo de Distrito 01. 
• Centro de Cómputo de Distrito 02. 
 
2. Red del Grupo Financiero 
 
Se requiere que el tráfico corporativo actual del Grupo Financiero (aplicaciones 
basadas en protocolos IP) sea priorizado de extremo a extremo. La Red IP MPLS 
deberá garantizar la priorización de los datos corporativos del Grupo Financiero 
empleando como mínimo cuatro (4) tipos de clases de servicios.  Así mismo, la Red 
IP MPLS deberá contar con las posibilidades de encriptación punto a punto 
adicional a la que la tecnología MPLS ofrece. 
  
Dentro de la tarifa del enlace de datos a contratar se debe incluir el alquiler de los 
router y todos los componentes necesarios para brindar el servicio. Se solicita a su 
vez que todos los equipos incluidos en la propuesta sean de la marca Cisco, nuevos, 
de primer uso y que soporten características de seguridad como ACL y distintos 
tipos de usuarios. Los equipos proporcionados no deberán encontrarse dentro del 
periodo de End of Life (EoL) y End of Support (EoS) que anuncia el fabricante 
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durante el periodo de contrato. Así mismo, los enlaces ofertados deberán contar con 
la posibilidad de crecimiento de ancho de banda hasta un 100% de ancho de banda 
adicional sin la necesidad de reemplazo de equipamiento o en su defecto sin incluir 
gasto adicional para el Grupo Financiero si es que existe la necesidad algún upgrade 
de equipamiento. 
 
Los enlaces de datos de backup asociados a un enlace de datos principal podrán 
pertenecer a la misma tecnología, pero la ruta de conexión deberá ser físicamente 
distinta para asegurar una adecuada contingencia si ocurriera la caída del primer 
enlace o el nodo asociado al enlace principal. 
 
El enlace principal y backup deben estar preparados para soportar el balanceo 
activo-pasivo o activo-activo según la necesidad del cliente, como piloto se podría 
implementar es SD-WAN en caso aplique. 
 
Los routers considerados en la propuesta deben incluir como mínimo 2 puertos de 
voz (VoIP) y soportar la telefonía IP y QoS, salvo en los accesos ADSL o router 
asociados con este tipo de enlaces. 
 
El servicio de VoIP (de toda la red de agencias – servicio de Banca Telefónica) se 
interconecta con la Central Telefónica de Grupo Financiero mediante un enlace E1 
o troncales IP proporcionado por el proveedor (considerar equipamiento), así como 
también la solución de este servicio debe de proveer el servidor de registro de los 
terminales telefónicos “Gatekeeper” y la conexión de un Gateway de voz a la 
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Central Telefónica se Grupo Financiero para integrar esta solución, la cual debe de 
ser redundante. 
 
Adicionalmente un grupo de agencias tendrá un tercer enlace de tecnología VSAT 
como método de contingencia del enlace principal y backup en las zonas donde no 
exista redundancia física de troncales. 
 
El uso de tecnología de 3G/4G se deberá usar en casos excepcionales, en eventos 
de corto tiempo (máximo 30 días) o en lugares donde no exista FFTT como máximo 
6 meses, luego se tendrá que cambiar a tecnología ADSL/fibra en coordinación con 
el banco. 
 
Los enlaces principales del Grupo Financiero ubicados cada uno de los Centros de 
Datos deberán contar con switches de la marca Cisco denominados MININODOS 
con ruta de conexión físicamente distinta para asegurar una adecuada contingencia. 
Los inventarios de cada servicio estarán descritos en los anexos de las presentes 
Bases. 
 
3.2.4. Plan de Migración 
 
Para el plan de migración se instalarán nuevas cabeceras junto con los mininodos 
de acceso a la red de El Proveedor ISP, para lo cual son necesario los siguientes 
requerimientos: 
 Los 4 Switches Edge del cliente establezcan el protocolo BGP hacia los nuevos 
routers de cabecera con El Proveedor ISP. 
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 La asignación de VLANs por cada VRF de servicio. 
 Asignación de IPs por cada VRF de servicio 
 
Figura 11. Topología de migración 
 
Fuente: Elaboración propia 
 
Las sedes que actualmente cuenten con enlaces de El Proveedor ISP, seguirán en 
las antiguas VRFs hasta que se realice el cambio de equipo CPE en la sede 
remota, posterior a ello se migrarán hacia las nuevas VRFs. 
En cambio, las sedes que actualmente se encuentren con otro operador, estarán 
conectadas hacia las nuevas VRFs. 
 
Topología de nuevas VRF’s 
Se propone realizar balanceo por VRFs entre los 4 routers cabecera de El 
Proveedor ISP por medio del atributo “Comunidad” en el protocolo BGP entre el 
CPE y el PE, dicha comunidad en la red de El Proveedor ISP está asociado a un 
“Local Preference” que permitirá al PE de la sede remota contar con 4 




Figura 12. Topología de nuevas VRF’s 
 
Fuente: Elaboración Propia 
 
 
Figura 13. Topología de nuevas VRF’s 
 
Fuente: Elaboración Propia 
 
 
A continuación, se da un ejemplo de la distribución en la configuración de la 




Figura 14. Distribución de comunidad 
 




Finalmente, los 4 equipos de cabecera tendrán una conexión BGP hacia los 
switches Edge, quienes redistribuyen las rutas de BGP a OSPF hacia los 
switches Core. 





Figura 15. Topología General 
 
Fuente: Elaboración Propia 
 
3.2.5. Arquitectura de Red 
 
La arquitectura ofertada deberá contar con las siguientes ventajas:  
  
a) La red IP tendrá una configuración HUB & SPOKE para datos (Enlaces 
Principales y Enlaces de Backup) y FULL MESH para voz.  En  ese  sentido  
los  02 Centros de Datos,  serán considerados  como  los  centros  o  
concentradores  de  la  red  (HUB);  así  también,  las diferentes  oficinas  de  
Lima  y  Provincias  serán  considerados  como  remotos  (SPOKE); 
incluyéndolas siguientes VRF’s:  
   
- VRF_TX    (Transmisión de datos), con 75% Capacidad del Enlace 
- VRF_RX   (Recepción de datos), con 75% Capacidad del Enlace 
- VRF_VOZ   (Voz - Ida y vuelta), con 25% Capacidad del Enlace  
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- VRF_RETAIL   (Datos y voz - Ida y vuelta), con 25% Capacidad del 
Enlace  
- VRF_ATM   (Datos y voz - Ida y vuelta), con 25% Capacidad del Enlace  
- VRF_TER   (Datos - Ida y vuelta), con 25% Capacidad del Enlace  
- VRF_BANCO 04_TX    (Transmisión de datos), con 75% Capacidad del 
Enlace 
- VRF_BANCO 04_RX   (Recepción de datos), con 75% Capacidad del 
Enlace 
- VRF_BANCO 04_VOZ   (Voz - Ida y vuelta), con 25% Capacidad del 
Enlace    
  
b) La  red  es  capaz  de  priorizar  el  tráfico  sensible  a  retardos  como  la  voz  
y  asignar prioridades a los datos de acuerdo a su categoría, las cuales deben 
ser implementadas en todos los equipos CPE que conforman la plataforma de 
interconexión de manera tal que garantice la calidad de servicio de extremo a 
extremo. 
El Grupo Financiero podrá solicitar la modificación de las políticas de QoS, sin 
límites de atenciones y de acuerdo a sus necesidades, sin que esto le signifique un 
costo adicional durante el período del contrato. 
Asimismo, el objetivo de la calidad de servicio, es la priorización del tráfico a 
través estándares y no los aumentos de ancho de banda, por lo tanto el costo y la 
responsabilidad de la calidad del servicio se encuentra a cargo del contratista.  
- Calidad de Servicio de Voz 
- Calidad de Servicio de Video 
- Calidad de Servicio Transaccionales 
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- Calidad de Servicio de Datos en al menos dos tipos distintos 
 
3.2.6. Recursos In-House e inicio de servicios. 
 
El operador deberá proporcionar a su costo 02 especialistas de networking in 
house para la atención de solicitudes, reportes o incidencias dentro del 
servicio ofertado. 
Los especialistas deben permanecer en las instalaciones del Grupo Grupo 
Financiero en horario de 9:00 horas a 18:00 horas de lunes a viernes y 9:00 
horas a 13:00 horas los días sábados. Los horarios indicados podrán ser 
modificados respetando la cantidad de horas por semana (48 horas). 
 
Fuera del horario previamente citado se deberá tener un personal en el Centro 
de Monitoreo del Proveedor que pueda atender las incidencias o trabajos en 
curso. 
 
El operador deberá proporcionar antes del inicio del servicio efectivo las 
credenciales de acceso sobre los equipos CPE, con nivel de lectura/escritura 
y que permitan verificar la configuración y estado de las interfaces de red, 
monitorizar los niveles de seguridad y calidad de servicio, verificar los 
orígenes y destinos de red que realicen mayor consumo de ancho de banda y 
ejecutar comandos tales como Ping, Traceroute y Telnet. Estos serán 





3.2.7. Atención de Solicitudes, Reportes o Incidencias y administración. 
 
El operador deberá contar con un Centro de Atención de Solicitudes, Reportes 
o Incidencias con una disponibilidad de 24 x 7 x 365. La comunicación con 
el Centro de Control será por vía correo de preferencia o vía telefónica. 
El operador debe presentar los niveles de escalamiento para la atención de 
solicitudes. 
 
La administración de networking de los equipos routers remotos en agencias, 
Retail y ATM deberá de ser compartida, es decir, personal designado por 
Grupo Financiero deberá tener acceso remoto a los equipos con privilegio de 
administrador. 
 
Se deberá proporcionar acceso a una solución de monitoreo de los enlaces y 
cabeceras, con el fin de observar los logs y flujos de tráfico en tiempo real. 
 
Se deberá proporcionar un portal web donde se puedan apreciar los reportes 
de diarios de los residentes, así como también la bitácora y resolución de los 
incidentes históricos. 
 
Capacitación de usuarios. 
 
Sobre la capacitación, el operador, a su cuenta y costo, se compromete y 
obliga a brindar capacitación al Grupo Financiero, sobre el servicio o equipos 
utilizados, del mismo modelo, ofrecerá cursos de capacitación de redes y 
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comunicaciones de acuerdo a las últimas tecnologías de la industria al 
personal técnico del Grupo Financiero, ello con el objetivo de supervisar, 
coordinar cambios y medir el desempeño de la solución. 
 
La referida capacitación será realizada en el local que el operador y el Grupo 
Financiero acuerden oportunamente. Para cada una de estas capacitaciones 
(cursos técnicos de redes, data centers, fórums, eventos de tecnología de 
líderes de la industria a nivel nacional e internaciones, conferencias u otros) 
deben considerar a un mínimo de seis participantes, teniendo una periodicidad 
semestral. Las capacitaciones, seminarios, cursos u otros eventos que realice 
el operador no tendrán costos algunos para las empresas del Grupo 
Financiero, ni para los participantes. 
 
3.2.8. Niveles de SLA y Penalidades. 
 
Los Niveles de SLA requeridos para la prestación del Servicio de Enlaces de 
Datos están determinados por el Grupo Financiero. Se exige el fiel 
cumplimiento de los SLA para la prestación del servicio, caso contrario se 
aplicarán las penalidades pertinentes y/o resolución del contrato según los 
términos y condiciones  
 




3.2.9. Niveles de escalamiento. 
 
La organización de nuestro de Sistema de Atención al Cliente se detalla en el 
gráfico que mostramos a continuación: 
Figura 16. Niveles de Escalamiento 
 
 
Fuente: Grupo de Proyecto 
En el gráfico anterior, se resalta la relación existente entre los 3 grupos principales 
de nuestro Sistema de Atención al Cliente, que son: 
 Centro de Atención de Llamadas (Call Center). 
 Departamento de. Atención al Cliente 
 Centro de Supervisión de Red (NOC). 
 





























3.3.1. Identifica los componentes que necesitas 
 
Figura 17. Topología del Grupo Financiero 
 







a) Los centros de cómputo de la Sede Distrito 02 y Distrito 03 deben contar con 
2 cabeceras de 100 Mbps c/u con la escalabilidad (100% adicional) sobre 
interfaces físicas de 1G, adicionalmente las cabeceras deben ser escalables 
hasta interfaces de 10G. 
b) Los equipos que conformen la red deben ser de Marca Cisco, ser 
homologados y aceptados por el grupo financiero. 
 
 
Figura 18. Topología de Data Center Distrito 03 
 




El Centro de Datos de Distrito 03 deberá considerar (02) accesos de  fibra  óptica 
oscura  con  trayectorias  distintas  hacia  los  nodos  de  servicio  del operador, 
garantizando  la  alta  disponibilidad  del  servicio  y  la  capacidad  de  crecimiento. 
 




c) Nodo Desplazado en casa del cliente – MININODO para concentrar los 
requerimientos de las sedes remotas del Grupo Financiero.  Asimismo 
gestionará las comunicaciones de voz. También permitirá atender las 
conexiones con proveedores de Información (entidades externas). El 
Mininodo se conectará a la red del operador, a través de la terminación de uno 
de los accesos de fibra óptica a 1Gbps con tecnología GEthernet. 
d) Un acceso de respaldo de 1Gbps (Back Up) para el Nodo desplazado en casa 
del cliente – MININODO.  
e) Para  las  comunicaciones  con  las  oficinas  de  provincias,  se  ha  debe 
considerar un caudal LDN, el ancho de banda asignado dependerá del acceso 
de cada circuito contratado.   
f) Para  el  soporte  del  concepto  de  HUB  &  SPOKE,  se  contempla  el  uso  
del  protocolo 802.1Q VLAN trunking para la conexión entre el MININODO 
y el Switch Core asignado por el Grupo Financiero, teniendo entre ambos, un 
equipo IPS también de propiedad del  Grupo Financiero.  
Esta conexión se replica para el equipo de respaldo. Opcionalmente,  el  
MININODO brindará  el  soporte  de  conexión  a  otros  equipos  para  la  




Figura 19. Topología de Data Center Distrito 02 
 
Fuente: Grupo de Proyecto 
 
El  Centro  de  Datos de Distrito 02 deberá considerar (02)  accesos  de  fibra  
óptica oscura  con  trayectorias  distintas  hacia  los  nodos  de  servicio  del 
operador, garantizando  la  alta  disponibilidad  del  servicio  y  la  capacidad  de  
crecimiento. 
 
 Se detalla a continuación la descripción del servicio:  
 
a) Nodo Desplazado en casa del cliente – MININODO para concentrar los 
requerimientos de las sedes remotas del Grupo Financiero.  Asimismo, 
gestionará las comunicaciones de voz. También permitirá atender las 
conexiones con proveedores de Información (entidades externas). El 
Mininodo se conectará a la red del operador, a través de la terminación de 
uno de los accesos de fibra óptica a 1Gbps con tecnología GEthernet. 
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b) Un acceso de respaldo de 1Gbps (Back Up) para el Nodo desplazado en casa 
del cliente – MININODO.  
c) Para las comunicaciones con las oficinas de provincias, se ha debe 
considerar un caudal LDN, el ancho de banda asignado dependerá del 
acceso de cada circuito contratado.   
d) Para el  soporte  del  concepto  de  HUB  &  SPOKE,  se  contempla  el  uso  
del  protocolo 802.1Q VLAN trunking para la conexión entre el 
MININODO y el Switch Core asignado por el Grupo Financiero, teniendo 
entre ambos, un equipo IPS también de propiedad del  Grupo Financiero.  
Esta conexión se replica para el equipo de respaldo. Opcionalmente, el 
MININODO brindará  el  soporte  de  conexión  a  otros  equipos  para  la  
interconexión  con  entidades terceras. 
 
Figura 20. Topología de Data Center BANCO 04 
 







Figura 21. Topología de Agencias 
 
 
Fuente: Grupo de Proyecto 
 
 
Las agencias de Lima deben tener el estándar de ancho de banda de 4Mbps de 
principal con 2Mbps de respaldo, pudiendo ser ambas de similar tecnología, pero 
con diferentes rutas. 
Para el caso de Provincia, el estándar de ancho de banda es de 4Mbps con 2Mbps 
de respaldo, pudiendo ser ambas de similar tecnología, pero con diferentes rutas. 
Sin embargo, para las agencias en ciudades principales como Trujillo, Chiclayo, 
Arequipa Piura, Cuzco, Huancayo, el estándar es similar al de Lima inclusive 





Figura 22. Topología de Retail y Cajeros Corresponsales 
 





Figura 23. Topología de Cajeros (ATM) 
 





En el caso de los cajeros automáticos (ATM) es necesario que, para cualquier tipo 




Figura 24. Topología de Voz 
 






Los equipos dimensionados para las cabeceras son los routers Cisco ISR4431/K9 
con fuente redundante: 
Figura 25. Router ISR4431/K9 
 




Adicional a ello, el cliente solicita que el proveedor del servicio realice la 
instalación de un mininodo para la habilitación de los servicios en las sedes 
principales, para ello es necesario contar con un equipo de acceso a la red, por lo 
cual se propone el Switch Cisco Catalyst 3850-24T-E con fuente redundante y con 
2 interfaces 10Gigabit: 
 
Figura 26. Switch 3850-24T-E 
 
Fuente: Elaboración Grupo de proyecto 
 
Figura 27. Tarjeta NIM-2-10G 
 




La topología a nivel físico y lógico para las sedes principales quedaría de la 
siguiente manera: 
Figura 28. Topología en sedes Principales 
 
Fuente: Elaboración Grupo de proyecto 
 
Es necesario que el cliente pueda brindar el espacio, el gabinete y la energía para 
la instalación de los equipos routers y switches.  
 
3.3.2. Desarrollar especificaciones de ingeniería de tráfico 
 
Configuración del flow monitor nos permite visualizar en el router CPE que IP 
tiene mayor consumo. 
 
flow record MRA 
match ipv4 source address 
match ipv4 destination address 
match ipv4 protocol 
match ipv4 tos 
match transport source-port 
match transport destination-port 
match interface input 
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match interface output 
match ipv4 destination mask 
match ipv4 source mask 
match transport tcp flags 
collect counter packets 
collect counter bytes 
! 
! 
flow monitor MRA 




VPN1 ip flow monitor MRA input  
VPN2 ip flow monitor MRA output  
 
Figura 29. show flow Monitor MRA cache sort highest counter bytes top 
10 format table 
 
 




Configuración del rate limit donde al aplicar las siguientes líneas en un router CPE 
limita el consumo a ciertos servidores de la LAN para evitar la saturación de la 
sede remota: 
 
class-map match-all RATE 




ip access-list extended RATE 
permit ip host 172.19.27.55 any 
permit ip host 172.19.27.56 any 
permit ip host 10.237.1.73 any 
permit ip host 10.237.1.86 any 
permit ip host 10.237.1.89 any 
permit ip host 10.237.1.20 any 
permit ip host 10.57.24.234 any 
permit ip host 10.53.24.127 any 
permit ip host 10.57.24.54 any 
permit ip host 10.57.24.220 any 
permit ip host 10.57.24.219 any 
permit ip host 10.57.24.248 any 
permit ip host 10.57.24.249 any 
permit ip host 10.254.12.71 any 
permit ip host 10.254.12.72 any 
permit ip host 10.237.124.29 any 





  police 64000 12000 24000 conform-action transmit  exceed-action drop 
class class-default 
 
interface Gigabitethernet 0/0/0.10 









Figura 30. show run rate limit 
 
 




MRA con esta herramienta que ofrece el operador de EL PROVEEDOR ISP nos 




Figura 31. Herramienta de Monitoreo 
 
Fuente: Elaboración Grupo de Proyecto 
 
 
3.3.3. Definir políticas de seguridad 
 
ACCESS – LIST nos permite bloquear ciertas redes de la LAN que evite la 
comunicación con cierta red del router CPE para este caso se protege la red de 
cajeros. 
Figura 32. ACCESS – LIST 
 





3.4.1. Realizar la instalación de su sistema 
 
VPN instalación y configuración. Donde se detalla como ejemplo una sede 
remota. 
 
Donde reservamos nuestros recursos: 
 VLAN 720 
 VLAN 721 
 VLAN 722 
 
 IP WAN TX 10.225.87.216/30 
 IP WAN RX 10.225.87.220/30 
 IP WAN VOZ 10.225.87.224/30 
 IP LOO DE GESTION 10.233.26.254 
 
 VRF TX 07771 
 VRF RX 07772 
 VRF VOZ 07773 
 
 Asignación de equipo de acceso TMETROELPERAL SLOT 2 PUERTO 49-
50, equipo de capa 2. 
 





A continuación, se muestra la configuración aplicada en los equipos en mención: 
 
Figura 33. Sub interface de TX aplicada en el PE 
 
Fuente: Elaboración Propia 
 
 
Figura 34. Sub interface de RX aplicada en el PE 
 
Fuente: Elaboración Propia 
 
 
Figura 35. Sub interface de VOZ aplicada en el PE 
 




Figura 36. Políticas aplicadas de COS 
 
Fuente: Elaboración Propia 
 
 
Figura 37. qos profile 
 
Fuente: Elaboración Propia 
 
 
Figura 38. Creación de VRF en el PE 
 
Fuente: Elaboración Propia 
 













Fuente: Elaboración Propia 
 
 




Fuente: Elaboración Propia 
 
 
Configuración del equipo de acceso TMETROELPERAL SLOT 2 PUERTO 49-
50, equipo de capa 2. 
 
Figura 42. Configuración del servicio en el puerto asignado 
 






Figura 43. Configuración de VLAN 
 
Fuente: Elaboración Propia 
 
 
Figura 44. Configuración de COS 
 
Fuente: Elaboración Propia 
Configuración del CPE se detalla en las Plantillas enlace principal y contingencia. 
 
 
Estatus PEXT al 08/05/2019 
************************************** 
Liquidación PEXT del CID: 9949654 
 
Site el Peral, Rack ODF, caja 6, Corte SC/PC, posición 05 hilo 89 
Cable 96FSM hilo 89, en terminal en mufa B4 de cámara DC-2-08 de la av. El 
ejercito 
Cable 12FSM hilo 02, en terminal en mufa B4 de cámara DC-2-08 de la av. El 
ejercito 










3.4.2. Versiones de software y advertencias del sistema 
 
 
Figura 45. Versión de PE 
 
Fuente: Elaboración Propia 
 
 
Figura 46. Versión del CPE 
 





3.5.1. Copia de seguridad y restauración de componentes 
 
Los Backups se guardan en un servidor Linux donde se encuentra clasificados por 
nombre, esta backup se realiza a diario. 




Figura 47. Almacenamiento de backup por año y fecha 
 
Fuente: Elaboración Propia 
 
 
Figura 48. Almacenamiento de backup por código 
 




Ante caída del servicio donde se ve afectado el componente CPE, caso de ejemplo 
cuando un CPE se borra su configuración por algún problema eléctrico o mala 
instalación, se recure al backup y con el apoyo de PINT en ventana de trabajo se 
le facilita el backup donde está el show running del CPE. Se da solución de 
configuración y restablecimiento del servicio. 
 
Mantenimiento preventivo 
Este servicio considera la visita a las instalaciones de nuestros clientes 
periódicamente y/o a solicitud de estos, con la siguiente finalidad: 
• Revisar los equipos que se están usando. 
• Revisar los enlaces del cliente. 
• Medir los parámetros de red (sincronismo, velocidad del enlace, retardo, 
etc.), usando equipos de última tecnología con los que contamos. 
• Optimizar los recursos de red. 
• Limpieza de los equipos, chequeo canales de ventilación. 
El mantenimiento preventivo se lleva a cabo por profesionales especializados de 
nuestra empresa. 
El plan de trabajo comprende (03) tres etapas las cuales son detalladas a 
continuación: 
1.1. Verificación Previa 
Una vez que el cliente brinda la autorización para la ejecución del trabajo, y 
con la previa validación del CNOC, el personal de Mantenimiento Preventivo 
realizará lo siguiente: 
• Se conectará una laptop a la consola del equipo identificando 
correctamente el equipo a apagar.  
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• Verificará los recursos de memoria Flash, memoria RAM, así como la 
versión del sistema operativo (IOS) que posee el Router.  
• Verificará los eventos ocurridos en el Router desde su instalación/ 
encendido mediante comando, el resultado será almacenado en la laptop. 
Esta información nos permite registrar el comportamiento histórico del 
Router. 
• Por contingencia se archivará la configuración del Router en la laptop y 
algunos comandos como apoyo para la verificación del servicio luego del 
Mantenimiento.  
• Verificará el clock del router y corregir en caso sea necesario.  
• Digitará el comando de grabación de configuración así evitar pérdidas de 
configuración al apagar el equipo. 
• Toma de fotos panorámicas de ubicación de los equipo. 
• Toma de fotos del estado actual del equipo. 
Toma de los datos de las condiciones ambientales antes del Mantenimiento 
Preventivo. 
1.2. Ejecución de los Trabajos 
El personal de Mantenimiento procederá a realizar lo siguiente: 
• Notificar al CNOC el inicio del trabajo, el cual, a su vez debe validar la 
operatividad correcta de los servicios a afectar.  
• Identificación de todo el cableado conectado a los diversos puertos del 
Router.  
• Apagar el equipo, retirarlo del ambiente de Telecomunicaciones.  
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• Realizar la limpieza interna (si el equipo lo permite) y externa del Router 
(llevarlo a un sitio en donde este equipo pueda ser sopleteado evitando 
ensuciar los demás equipos).  
• Realizar limpieza externa del media converter y sus conectores, de los 
Jumpers de Fibra óptica y patch cord UTP.  
• Realizar limpieza de bandeja y/o gabinete en donde se colocará el Router.  
• Medición de los niveles de energía que alimentan los equipos. 
• Colocar el equipo y conectar el cableado según las identificaciones antes 
colocadas.  
• Conectar la laptop a la consola para registrar el encendido del equipo  
• Energizarlo y reportar al CNOC el encendido del equipo.  
• Verificar el servicio del cliente, realizando comandos que certifiquen 
conectividad.  
• Confirmar la operatividad del circuito con el cliente.  
• Cambio de etiquetas desgastadas (de equipos y/o cableado) en caso se 
requieran. 
• Toma de fotos del equipo luego del Mantenimiento.  
• Registro de todos los datos en el documento Acta de Mantenimiento 
Preventivo. 
• Le realizará una encuesta al cliente en donde se registrará una evaluación 
del trabajo realizado. 
 
1.3. Plan de Contingencia 
El personal de Mantenimiento tiene como contingencia: 
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• Llevará los equipos de respaldo necesarios en caso de ocurrir alguna falla 
en el momento de realizar los trabajos.  
• El Router de respaldo contará con la configuración actualizada de la sede, 
además tendrá el mismo sistema operativo. 
 
Mantenimiento Correctivo 
Nuestra capacidad de respuesta ante cualquier eventualidad es rápida, contando con 
los medios adecuados y con la disponibilidad de nuestros profesionales calificados 
durante todos los días del año, las 24 horas del día. 
El mantenimiento correctivo involucra el análisis remoto y en campo para solucionar 
los problemas de red que afectan a los clientes corporativos del proveedor ISP. Para 
la atención remota se tienen los siguientes recursos: 
 
• Equipo de ingenieros altamente calificados, con especialización fuera y dentro 
del país, contando cada uno con especialización específica acerca de todos los 
equipos que involucra nuestra red.   
• Centro de Supervisión (NOC) que visualiza todas las ocurrencias de nuestra red. 
• Interconexión de nuestra área de Operaciones con el NOC, para brindar una 
respuesta rápida. 
• Acceso a las Bases de Datos y Servicios de Soporte en línea de los Fabricantes 
de los equipos asociados al servicio. 
• Disponibilidad de las actualizaciones de firmware y software para labores de 
mantenimiento. 
 
Para la atención en campo se cuenta con el siguiente equipamiento: 
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• Personal calificado ubicado estratégicamente en zona para la atención de 
incidencias. Este personal es especialista en networking, fibra óptica y 
microondas. 
• Equipos de alta tecnología como analizadores de protocolos de red, SNIFFER, 
certificadores de cableado estructurado, OTDR de fibra óptica. 
• Materiales y equipos distribuidos en cada zona, en cada almacén de El Proveedor 
ISP de cada región, además de estar abastecidos en los almacenes de la 
contratista de cada región donde se tiene presencia. 
 
3.5.2. Usar herramienta de monitoreo 
 
 OPLOGIN  
 MRA (Monitoreo de red avanzado) 
 
OPLOGIN 
Figura 49. Dashboard de Alertas 
 





Figura 50. Alerta de caída de un enlace 
 
Fuente: Grupo de proyecto 
 
 
Figura 51. Alerta de intermitencias 
 


















Figura 52. Monitoreo de tráfico 
 
Fuente: grupo de proyecto 
 
 
Figura 53. Dashboard de CPE’s estables 
 





Figura 54. Dashboard de CPE’s caídos 
 
Fuente: grupo de proyecto 
 
Acuerdo de nivel del servicio 
 El propósito del SLA es ofrecer los mejores niveles de servicio, soporte y atención 
basados en altos estándares y parámetros de calidad. Estos estándares han sido 
establecidos por el Proveedor ISP en base a su experiencia a nivel local e 
internacional. 
Definición de Términos 
 
 Soporte de Primer Nivel: Área responsable de atender los reclamos por fallas o 
averías en el servicio, así como coordinar con las áreas responsables de procesar, 
atender y resolver las solicitudes y reclamos de los clientes para asegurar que 
estas sean atendidas conforme a la normativa regulatoria vigente. 
 Customer Network Operation Center (CNOC): Área responsable de la 
administración y monitoreo de la red de LA EMPRESA. Responsable de la 
detección de averías y fallas en el servicio, así como de la coordinación con el 
resto de las áreas de Operaciones para la solución del inconveniente en la red. 
131 
 
 Disponibilidad del Servicio: El cálculo de la Disponibilidad del Servicio está 
hecho en función a la siguiente fórmula: 





 Tiempo de Corte (TC): Es el tiempo acumulado en minutos por cortes de 
servicio de la sede afectada, reportados por el cliente durante el mes. El 
tiempo de corte inicia cuando el cliente reporta la caída y finaliza cuando 
la empresa ha solucionado el mismo. 
 Tiempo Disponible (TD): Es el tiempo total disponible (minutos) del 
servicio activo en el periodo de un mes, considerando 30 días calendario. 
 
 Tiempo Medio de Reparación (MTTR por sus siglas en inglés): Es el tiempo 
medio para restaurar el servicio del cliente ante una falla o pérdida del servicio. 
Este tiempo es computado desde la comunicación del inconveniente hasta la 
restauración del servicio del cliente. 
Tiempos de Atención 
 
Para garantizar una atención rápida y efectiva de las averías, cada una de ellas 













Pérdida de Servicio 
No cuenta con el servicio en 
su totalidad por lo que no 
puede transmitir 
información.  
4 horas (*) 
8 horas (**) 
12 horas (***) 
16 horas (****) 
Brindamos los recursos 
necesarios las 24 horas del 
día para resolver la situación 
u obtener una solución 
temporal. 
2 
Degradación de Servicio 
Deterioro, intermitencias 
del servicio. No implica una 
interrupción permanente 
del Servicio.  
1 día 
Brindamos el recurso 
necesario a tiempo completo 
durante el horario normal de 
trabajo para restaurar el 
servicio a niveles 
satisfactorios. 
Fuente: Grupo de proyecto 
 
 (*) ZONA 1- Para las zonas urbanas de las ciudades de: Lima, Cajamarca, 
Chachapoyas, Chiclayo, Chimbote, Piura, Trujillo, Tumbes, Huancayo, 
Huánuco, Ica, Iquitos, Ayacucho, Arequipa, Moquegua, Cusco, Juliaca y Tacna. 
(**) ZONA 2 - Para las zonas urbanas de las ciudades de: Barranca, Huacho, 
Huaral, Cañete, Chincha, Pisco, Huaraz, Abancay, Pucallpa, Huancavelica, 
Cerro de Pasco y Puno. 
(***) ZONA 3 - Para las zonas urbanas de las ciudades de: Puerto Maldonado 
(Madre de Dios). 
(****) ZONA 4 - Para las zonas urbanas de las ciudades de: San Martin y 
Tarapoto. 
Importante No se consideran los casos de pérdida de servicio por: 
 Avería de planta externa (fibra óptica y microondas), en los que el tiempo de 
reparación del servicio tomaría hasta 8 horas adicionales a lo indicado. 
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 Para los casos de averías en enlaces microondas, relacionados con pérdida de 
Línea de Vista del Enlace; el tiempo de reparación del servicio tomaría 72 
horas adicionales. 
 Los tiempos de atención de enlaces microondas estarán sujetos a condiciones 
climatológicas favorables y con luz del día. 
 
Tabla 23. Niveles de Métrica del Servicio 





Disponibilidad del Backbone de 
Red 
Porcentaje de tiempo durante un mes en el cual el 




Disponibilidad de Enlace de 
Última Milla por sede – Enlace 
Único (*) 
Porcentaje de tiempo durante un mes en el cual EL 
SERVICIO (vía fibra óptica o microondas) de EL CLIENTE se 
encuentra disponible. 
99.50% (para ZONA 
1) 
98.90% (para ZONA 
2) 
98.30% (para ZONA 
3) 
97.70% (para ZONA 
4) 
3 
Disponibilidad de Enlace en 
Última Milla por sede – Enlace 
Activo-StandBy (*) (**) 
Porcentaje de tiempo durante un mes en el cual EL 
SERVICIO de EL CLIENTE se encuentra disponible, siempre 
que ambos enlaces se conecten a puntos de presencia 
(POPs) diferentes. 
99.90% 
4 Packet Transit Delay (Latencia) 
Tiempo total que le toma a un paquete ICMP viajar entre 
dos puntos (Puntos de Presencia - POPs) definidos en la 
red de LA EMPRESA vía fibra óptica o vía microondas 
< 80 ms 
5 Packet Delivery Loss 
Es el porcentaje de diferencia entre los paquetes ICMP 
transmitidos y recibidos; vía fibra óptica o vía 
microondas. 
< 1% 
6 Tiempo de respuesta 
Es el tiempo de atención a cualquier llamada en que se 
solicite atender una falla por pérdida de servicio. Este es 
el tiempo necesario para procesar el requerimiento de EL 
CLIENTE y realizar un primer diagnóstico, y se computa 
desde la comunicación al cliente con el soporte al primer 
nivel hasta la emisión y comunicación del primer 
diagnóstico. La generación del ticket de avería. 
20 min. 
Fuente: Grupo de proyecto 
 
Nota En caso que el servicio se encuentre en colocación en nuestro Data Center, 
tomar la métrica de disponibilidad de enlace de última milla igual a 99.98%. 
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El Proveedor ISP brinda un porcentaje de disponibilidad diferenciando lo 
siguiente: 
 Disponibilidad de RED, considerado en base a la redundancia de equipos 
involucrados en la red MPLS del Proveedor ISP. 
 Disponibilidad de Acceso (Última Milla), considerado en base a la 
infraestructura de última milla (fibra óptica, microondas), tiempos de 
desplazamiento de personal y tiempo de resolución de la avería. 
Centro de Supervisión de Red 
El Centro de Supervisión de Red (Network Operation Center - NOC) es el área 
responsable de gestionar remotamente la operación de la infraestructura de red de EL 
PROVEEDOR ISP. Su responsabilidad principal es procurar la disponibilidad de la 
red en el 100% de sus servicios y circuitos activos.  
El Centro de Supervisión trabaja durante las 24 horas del día y los 7 días a la semana 
(7x24), atendiendo los requerimientos derivados a través del Centro de Atención de 
Llamadas, especialmente aquellas fallas de la red que involucran caídas del servicio 
parciales o totales, las cuales serán atendidas con prioridad  uno. 
EL PROVEEDOR ISP cuenta con todas las facilidades que le permitirán mantener 
el servicio ofrecido, monitoreado y gestionado remotamente desde el NOC, en 
horario 7x24. 
El NOC se encuentra ubicado en nuestras oficinas de Lima y sus funciones 
principales son las siguientes: 
 Monitoreo de redes y servicios en horario 7x24x365 hasta el borde de la red del 
Cliente determinado por el equipo CPE. 
135 
 
 Sistema integral de monitoreo NMS (Network Management System) redundante 
 Visualización del tráfico de forma directa para el Cliente, vía el aplicativo 
“Traffic View”. Esta es una herramienta de monitoreo de tráfico en línea, 
accesible a través de una interface web por Internet. Traffic View permite 
visualizar el consumo del ancho de banda de cada una de las puertas o sedes 
conectadas al servicio de transmisión de datos, mostrando un reporte gráfico 
histórico de hasta 8 semanas atrás. 
 Diagnóstico anticipado antes de la intervención de los Ingenieros de soporte de 
campo.  
 Ejecución de SOTs (solicitudes órdenes de trabajo) en minutos vía Element 
Managers (componentes del sistema de gestión). 
 
3.5.3. Procedimiento de Solución de Problemas 
 
A modo de orientación al Cliente, se presenta a continuación el proceso estándar 
utilizado para la solución de problemas en la red.   Este proceso se inicia una vez 
ocurrido un problema en la red, el cual involucra a su vez 5 sub-procesos que se 
detallan a continuación. 
3.5.3.1.Detección 
Hay dos (02) formas de detectar un problema en la red: 
 Los servidores de gestión Cisco Works y StrataView Plus detectan los 
problemas de la red y generan alarmas que llamen la atención del operador 
(pitillos, cambio de colores en los objetos del mapa topológico, envía e-
mails, envía beepers). 
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 El usuario detecta el problema debido a la falla o insatisfacción del servicio 
y genera una llamada al Centro de Atención de Llamadas. 
3.5.3.2.Aislamiento del Problema 
 
No todos los problemas detectados por los sistemas de gestión pueden ser 
notados por el usuario (Ejemplo: micro cortes de enlace).  A su vez existen 
problemas que el usuario detecta pero no el Centro de Supervisión (Ejemplo: 
Problemas en los equipos o planta interna del usuario). 
También los problemas pueden ser de diferentes tipos: 
 Comerciales 
 Aplicativos ISP. 
 Transporte de datos, etc. 
Con la ocurrencia de una falla en la red, el o los usuarios que se ven afectados llaman 
al Centro de Atención de Llamadas donde reciben orientación y soporte de primer 
nivel.  Si el problema merece una mayor atención, el Centro de Atención de Llamadas 
discrimina y encamina el reporte hacia el área apropiada para la solución del 
problema a través de un número de avería. 
3.5.3.3.Diagnostico 
 
Una falla puede ser resuelta de inmediato o puede darse el caso que se dé 
luego de muchos pasos previos.  Además cada ocurrencia de falla es un caso 
que puede presentar muchas variables.  De cualquier forma, los siguientes 
procedimientos enmarcan la posibilidad de solución de casi el 100% de 
problemas que se presenten. 
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 Recibido el reporte que proviene desde el Centro de Supervisión el 
ingeniero de soporte realiza el diagnóstico y ejecuta diversas 
coordinaciones previas a su intervención en el campo.  
 Estas coordinaciones permiten que el Ingeniero de Servicio acuda al sitio 
del cliente con todos los materiales (caja de herramientas, analizador de 
protocolos, tarjetas de repuesto, cables interfaz de repuesto, etc.) 
necesarios para una solución ágil y eficiente. 
3.5.3.4.Solución 
Las actividades que realiza el ingeniero de soporte son: 
 Verificar las luces de estado de los equipos y determinar si el equipo esta 
prendido, apagado o si algún puerto tiene alarma.  
 Verificar las conexiones de los equipos y hacer seguimiento de cables. 
Conectarse al equipo a través de la consola y determinar si hay problemas 
 Instalar el analizador de protocolos en puntos estratégicos en el local del 
cliente y determinar causas del problema. 
Hasta este momento, la falla ya pudo haber sido identificada y solucionada siempre 
y cuando el problema no sea de planta externa. 
3.5.3.5.Derivación y Escalamiento 
 
Si se determina que el problema es de planta externa, entonces el reporte de 
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4. Jefatura del 
CNOC 
Jefe del CNOC 
(511) 610 
XXXX 








Fuente: Grupo de proyecto 
 
Ing. Onsite 
El Ingeniero Onsite o Residente es el brazo extendido del CNOC, para el cliente 
Grupo Financiero se ofrece dos (02) ingenieros onsite, que se encargan 
exclusivamente de atender las necesidades del cliente. Como todo ingeniero del 
CNOC tiene conocimiento en varias áreas de Operaciones, de manera que pueda 
resolver una avería en el menor tiempo posible.  




 Monitoreo de la red del cliente, de lunes a viernes de 09:00-18:00Hrs (incluida 
una hora de refrigerio) y sábados de 9:30-13:00Hrs. 
 Control de cambios sobre los servicios que cuente el cliente con el proveedor. 
 Trabajos programados fuera del horario de oficina, que sean notificados con una 
anticipación de 24 horas.  
 Fuera del horario de oficina del Personal de Soporte, la modalidad de atención se 
mantendrá desde el CNOC de El Proveedor ISP (24 x 7). 
 Será el primer punto de contacto técnico para la atención de averías relacionadas 
a los servicios que EL PROVEEDOR ISP brinda al CLIENTE, a través de la 
gestión remota por la red del CLIENTE. 
 Coordinará con el CLIENTE la atención de averías y lo mantendrá informado 
acerca del avance de las mismas. 
 Coordinará con el personal de mantenimiento del Proveedor ISP la realización y 
los avances de las atenciones de las averías. 
 
3.5.4. Sistema de atención al cliente 
 
3.5.4.1.Sistema de Atención al cliente 
 
En el presente capítulo se detalla la organización con la que cuenta el Proveedor 
ISP para atender las solicitudes de nuestros Clientes en lo referente a los 
servicios de comunicaciones que brindamos en el país.   
Adicionalmente se incluye una breve descripción de los procesos y 
procedimientos asociados que nos permiten recibir, atender y cumplir 





El Proveedor ISP dispone de un servicio de Atención al Cliente, disponible las 
24 horas del día los 365 días del año. 
Las características de este servicio son las siguientes: 
 Accesible desde cualquier parte del país por medio de una llamada telefónica 
gratuita (0800-XX-XXX) y el directo 620-XXXX. 
 Atención de primera línea con capacidad de resolver el 80% de los problemas 
presentados en los servicios del Cliente. 
 Basado en un proceso de escalamiento de problemas que permite iniciar 
procesos de mantenimiento correctivo de la red tanto de Planta Externa (PEX) 
como de Planta Interna (PIN). 
 Asignación de tickets de reclamo con el fin de que el Cliente pueda hacer 
seguimiento del proceso de solución (troubleshooting) del problema 
reportado. 
 Definición y registro de Incidencias históricas, que no refiriéndose a 
problemas de la red del Proveedor ISP, ayudan a mantener futuras referencias 
y pistas para el análisis de eventos posteriores. 
 Mantenimientos preventivos periódicos, que permiten tener adecuado control 
de los cambios producidos dentro de la red provista al cliente. 
3.5.4.3.Niveles de Escalamiento 
La organización de nuestro de Sistema de Atención al Cliente se detalla en el 




Figura 55. Niveles de Escalamiento 
 
 
Fuente: Grupo de proyecto 
 
 
En el gráfico anterior, se resalta la relación existente entre los 3 grupos 
principales de nuestro Sistema de Atención al Cliente, que son: 
 Centro de Atención de Llamadas (Call Center). 
 Departamento de Atención al Cliente.  
 Centro de Supervisión de Red (NOC). 
 






















Fuente: Elaboración del proyecto 
 
3.5.4.4.Centro de Atención de Llamadas 
 
El primer punto de contacto de nuestros Clientes para los temas relacionados a 
los servicios de comunicaciones que brindamos,  es nuestro Centro de Atención 
de Llamadas (Call Center), el cual está conformado por un grupo selecto de 
Operadores que atienden los requerimientos o consultas en horario de Lunes a 
Domingo, las 24 horas del día. 
Nuestros Clientes pueden llamar a nuestro Centro de Atención de llamadas sin 
cargo alguno al siguiente teléfono: 0800-XX-XXX (sin cargo alguno) o al 
teléfono 620XXXX. 
El procedimiento de atención del requerimiento por parte del Cliente, involucra 
el registro formal de la siguiente información: 
 Nombre del Cliente. 
 Nombre y cargo de la persona que registra la llamada. 
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 Teléfono de contacto. 
 Tipo de servicio de comunicaciones (Transmisión de Datos, Acceso a 
Internet, Telefonía Fija, etc.) asociado al reclamo o consulta que se registra. 
 Dirección del lugar donde se recibe el servicio. 
 Numero de circuito (CID) asociado al servicio. Es deseable contar con este 
dato para una rápida ubicación 
 Breve descripción de la consulta, avería o problema reportado: 
 Tipo de falla (temporal, intermitente, permanente) 
 Fecha y hora en que se produjo la falla. 
 Antecedentes de problemas anteriores en el servicio. 
 Información complementaria. 
Con la información anterior, el Operador de turno intentará brindar una solución 
al requerimiento, indicando algunas acciones a tomar que permiten identificar el 
problema.  
De no ser posible brindar una solución por teléfono, el Operador registrará el 
requerimiento en nuestro Sistema y asignará al Cliente un número de ticket para 
el seguimiento del proceso de atención a cargo de EL PROVEEDOR ISP.   
Con el registro correspondiente, el requerimiento será derivado al Centro de 
Supervisión (NOC) o al Departamento de Servicio a Clientes según corresponda. 
3.5.5. Comprobación y puesta en marcha 
 
Validamos conectividad punto a punto desde el PE donde: 
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Figura 56. Mostramos las IP’s WAN del enlace 
 
Fuente: Elaboración Propia 
 
Realizamos una prueba de ping con su respectiva VRF. 
Figura 57. Pruebas de ping desde el PE 
 
Fuente: Elaboración Propia 
 
Validamos conexión BGP estable 
Figura: Sesión estable de la BGP 
Figura 58. Sesión estable de la BGP 
 





En el equipo de acceso INFINERA con nombre de equipo TMETROELPERAL 
slot 2 puerto 49-50. 
Figura 59. Equipos de acceso puerto en UP 
 
Fuente: Elaboración Propia 
 
 
Validamos que no se tenga alarmas de Fibra óptica 
Figura 60. Niveles estables de TX y RX 
 







Validamos en el CPE que la BGP este estable. 
Figura 61. Sesión protocolo BGP estable. 
 
Fuente: Elaboración Propia 
 
 
Pruebas de ping desde el CPE a su siguiente salto que es el PE, sin pérdida de 
paquetes. 
Figura 62.Ping con peso MTU 1500 con 50 repeticiones 
 





Enlace principal y contingencias pruebas de HA – ALTA DISPONIBILIDAD 
 
 





Figura 63. Enlace Principal sede remota en Lima 
 
Fuente: Elaboración propia 
 
 
Figura 64. Enlace Contingencia sede remota en Lima 
 
Fuente: Elaboración propia 
 
 





Figura 65. Enlace Remota para pruebas de tracert 
 
Fuente: Elaboración propia 
 
 
Figura 66. Shuteamos la LAN 
 
Fuente: Elaboración propia 
 
 
Figura 67. Visualizamos enlace LAN de la contingencia activa por HSRP 
 
Fuente: Elaboración propia 
 
 
En las siguientes pruebas de tracert se valida que la comunicación llega al enlace de 
contingencia. 
 
Figura 68. Enlace Remota para pruebas de tracert 
 









3.6.2. Caída física WAN 
 
Figura 69. Enlace Principal sede remota en Lima 
 
Fuente: Elaboración propia 
 
 
Figura 70. Enlace Contingencia sede remota en Lima 
 
Fuente: Elaboración propia 
 
 







Figura 71. Enlace Remota para pruebas de tracert 
 
Fuente: Elaboración propia 
 
 
Apagamos la interface WAN del enlace principal, pero antes desde el enlace de 
contingencia por la LAN ingresamos al enlace principal. 
 
Figura 72. Desde la contingencia ingresamos al enlace principal 
 
Fuente: Elaboración propia 
 
 
Figura 73. Apagamos la WAN 
 
Fuente: Elaboración propia 
 
 
Figura 74. Desde otra sede remota visualizamos que el tráfico va por la contingencia 
 





3.6.3. Caída lógica 
 
Para esta prueba ingresamos al PE del enlace principal donde apagaremos la sub 
interface de la WAN. 
 
Figura 75. Ingresamos al PE 
 
Fuente: Elaboración propia 
 
 
Figura 76. Apagamos la sub-interface WAN del enlace principal 
 





Figura 77. Desde otra sede remota visualizamos que el tráfico va por la contingencia 
 
Fuente: Elaboración propia 
 
 
Figura 78. Encendemos la sub-interface WAN del enlace principal 
 
Fuente: Elaboración propia 
 
 
Figura 79. Desde otra sede remota visualizamos que el tráfico va por la principal 
 
Fuente: Elaboración propia 
 
 
3.6.4. Dual Home 
 
Figura 80. Dual Home 
 






Figura 81. Comunidad y Local preference 
 




Figura 82. Enlace principal 
 





Figura 83. Local preference 1200 
 
Fuente: Elaboración propia 
 
 
Figura 84. Enlace contingencia 
 





Figura 85. Local preference 1201 
 





















El presente informe con los amplios conocimientos en Ingeniería de Redes y 
Comunicaciones logra minimizar los problemas presentados en el Grupo Financiero 
como también aporta la mejora en equipamiento de tecnología en la red de 
comunicaciones. Después de la implementación del proyecto y cumpliendo los 
objetivos específicos se logra los siguientes resultados: 
 
 Se logró reducir el número de cortes en la red de comunicaciones para 
mantener el funcionamiento de todas las operaciones de la entidad 
financiera. 
 
Antes se presentaba constantes cortes de red de comunicaciones en cualquier 
agencia a nivel nacional, prolongados con un sin servicio de comunicaciones, 
aquí en el siguiente gráfico se detalla la cantidad de horas de afectación como 
también el comportamiento del SLA de todo el año 2018. Mayores detalles en el 




Figura 86. Incidencias año 2018 
 
Fuente: Elaboración propia 
 
Después 
Gracias a la implementación de un sistema de alta disponibilidad de un enlace 
VPN para una entidad financiera se ha logrado reducir la cantidad de horas de 
afectación como un sin servicio de red de comunicaciones, y en consecuencia 
mejores tiempos de SLA. En el siguiente grafico se muestra el año 2019. Mayor 
detalle en el Anexo 03 y 04. Donde se muestra ambos años 2018 y 2019. 
Figura 87. Incidencias año 2019 
 
Fuente: Elaboración propia 
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Con la alta disponibilidad en el enlace de red de comunicaciones se mantiene la 
continuidad de negocio.  
A continuación se muestra una agencia con su respectivo enlace principal en 
modo activo y su contingencia modo pasivo. 
Figura 88. Enlace principal activo 
 
Fuente: Elaboración grupo de proyecto 
 
Figura 89. Enlace contingencia pasivo 
 





A continuación se muestra la misma agencia con su respectivo enlace principal 
en modo pasivo y su contingencia modo activo. 
Figura 90. Enlace principal pasivo 
 
Fuente: Elaboración grupo de proyecto 
 
Figura 91. Enlace contingencia activo 
 







 Se logró reducir las incidencias de lentitud abrupta de sus operaciones para 
mantener la confianza de los clientes e imagen del grupo financiero. 
Antes de la implementación del proyecto cada vez que se presentaba un problema 
de lentitud el área de Redes del Grupo Financiero se enteraba del incidente por 
reclamo del usuario de la agencia, para lo que tomaba más tiempo en brindar una 
solución. Además, para que el área de redes valide que ocasiona la lentitud tienen 
que ingresar vía comando a cada CPE para encontrar el error, lo que suma más 
tiempo a la solución. 
Figura 92. Validar lentitud a modo comando 
 
Fuente: Elaboración grupo de proyecto 
 
 
Figura 93. Verificar que IP satura a modo comando 
 





Luego con la implementación se brinda una herramienta de monitoreo en 
tiempo real del comportamiento de cada enlace VPN en lo que en un top10 
muestra como alarma que enlace está entrando en lentitud por lo que el 
impacto de la incidencia se minimiza, dando al usuario de la agencia 
transparencia en algún problema de lentitud, ya que el área de redes atiende 
la lentitud sin reclamo de la agencia. 
Figura 94. Top 10 IP enlaces con mayor consumo 
 
Fuente: Elaboración grupo de proyecto 
 
Esta herramienta también nos permite monitoreo del tráfico de red en el tiempo 
que deseas consultar. 
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Figura 95. Tráfico en tiempo real 
 
Fuente: Elaboración grupo de proyecto 
 
La herramienta también nos permite visualizar que protocolos están siendo usados 
con mayor consumo. 
Figura 96- Protocolo de mayor consumo 
 
Fuente: Elaboración grupo de proyecto 
 
También nos permite que IP es la que mayor consume tráfico, lo que al área de 
redes y comunicaciones les apoya en la identificación del problema. 
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Figura 97. IP de mayor consumo 
 
Fuente: Elaboración grupo de proyecto 
 
Donde se observa en el siguiente gráfico el comportamiento de incidencias 
reportadas por los funcionarios de cada sede remota, mostrando el comparativo 
del año 2018 con el proveedor ISP Antiguo “Telefónica” en color naranja versus 
el año 2019 con el nuevo proveedor ISP “Claro” en color azul. 
Donde se puede apreciar para el año 2019 con el proyecto implementado se logró 
reducir las incidencias por lentitud. En la siguiente gráfica se muestra en color 
azul. Mayor detalle en el Anexo 05. 
Figura 98. Incidencias reportadas por lentitud 
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 Se logró implementar políticas de seguridad en la red que permita disminuir los 
riesgos de ataques en la red. 
 
Antes no se aplicaba políticas de seguridad en los CPE ya que no se priorizó 
dicha configuración. 
 
Después de la implementación se logra superar estos inconvenientes aplicando 
correctamente listas de accesos que según requerimiento del cliente se logra 
proteger ciertas redes. Es así que con la implementación de una red segura se 
logra minimizar los riesgos de ataques en la red, aplicando una lista de accesos. 
Figura 99. Access list 
 





Tabla 26. Actividad resultados 1 
Actividad Antes de implementación Después de implementación 
Instalación de dos 
enlaces RPV con 
alta disponibilidad  
Se tenía un solo enlace RPV 
sin contingencia 
Conectividad de la agencia 
estable 
Ante caída del enlace, se 
tenía inoperativa la agencia 
bancaria en totalidad 
 
Fuente: Elaboración grupo de proyecto 
 
 
Tabla 27. Actividad resultados 2 
Actividad Antes de implementación Después de implementación 
Implementación de 
una herramienta de 




conexión de ciertos 
servidores. 
Se detectaba saturación de 
un enlace cada vez que el 
usuario lo reportaba 
Gracias a la herramienta se 
muestra alarmas de problemas 
en algún enlace. 
Para comprobar la lentitud se 
realiza a través de comandos 
en el equipo CPE 
Gracias a la herramienta se 
puede emitir reportes de 
saturación y conversaciones de 
la IP que más consume. 
Lentitud cada vez que ciertos 
servidores lanzaban 
actualizaciones en la red 
Gracias al rate limit se limitó el 
consumo de BW de ciertas 
conexiones de descargar de 
servidores de actualizaciones o 
antivirus. 
Fuente: Elaboración grupo de proyecto 
 
 
Tabla 28. Actividad resultados 3 
Actividad Antes de implementación Después de implementación 
Implementación de 
listas de accesos en 
los equipos CPE 
Se detectaba saturación de 
un enlace cada vez que el 
usuario lo reportaba 
Gracias a la herramienta se 
puede alarmar problemas en 
algún enlace. 
Para comprobar la lentitud se 
realiza a través de comandos 
en el equipo CPE 
Gracias a la herramienta se 
puede emitir reportes de 
saturación y conversaciones de 
la IP que más consume. 









En presupuesto que se está estimando para la implementación. 
Tabla 29. Costo del Proyecto 
Descripción Febrero Marzo Abril Mayo  Junio Costo Total 
Mano de Obra 




S/ 3000.00     S/3000.00 
Celular S/800.00     S/800.00 
Plan celular S/100.00 S/100.00 S/100.00 S/100.00 S/100.00 S/500.00 
 Total General S/20300.00 
Fuente: Elaboración grupo de proyecto 
 
Tabla 30. Beneficios 
Descripción Febrero Marzo Abril Mayo  Junio Costo Total 
Beneficios S/8000.00 S/8000.00 S/8000.00 S/8000.00 S/8000.00 S/40000.00 
Fuente: Elaboración grupo de proyecto 
 
ROI 
Retorno de inversión. 
Beneficios = S/40000.00           
Inversión = S/ 20300.00 
Calculando el ROI 
ROI = (40000 – 20300) / 20300 = 0.97 = 97% 








 Se concluye que se logró reducir las incidencias de cortes de red de 
comunicaciones. 
 Se logró mantener estable las operaciones de la entidad financiera. 




 Se logró reducir las incidencias de lentitud abrupta de las operaciones en la sedes 
remotas ya que gracias a la herramienta de monitoreo, les permite en tiempo real 
mostrar alarmas de lentitud. 
 Se logró identificar la causa raíz que provoca la lentitud. 
 Se logró minimizar las incomodidades a los usuarios de cada agencia. 
 
Objetivo 03 
 Se concluye que se logró aplicar políticas de seguridad en la red restringiendo solo 
accesos a ciertas redes que el cliente lo autoriza.  
 Se logró minimizar los riesgos de robo de información para los clientes de la 
entidad financiera. 





Contemplar como proyecto futuro que cada enlace principal y contingencia cuelgue de 
diferentes PE, ya que se tiene garantizado como alta disponibilidad en el tramo de la última 
milla, con esto se lograría evitar en totalidad una caída de red comunicaciones. 
 
Se recomienda a futuro incrementar el ancho de banda a los enlaces, dependiendo de la 
inversión ya que incrementar el ancho de banda eleva los costos. 
 
Se recomienda implementar en la parte LAN equipos más robustos para la supervisión del 
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Gráfica comparativas de ambos ISP de las incidencias reportadas por lentitud
 
