Garfinkel, C. I., S.‐W. Son, K. Song, V. Aquila, and L. D. Oman (2017), Stratospheric variability contributed to and sustained the recent hiatus in Eurasian winter warming, Geophys. Res. Lett., 44, 374--382, doi:[10.1002/2016GL072035](10.1002/2016GL072035).

1. Introduction {#grl55365-sec-0001}
===============

The decade of the 2000s was the warmest decade in the satellite era and was significantly warmer than the 1990s or any other prior decade \[*Stocker et al.*, [2013](#grl55365-bib-0042){ref-type="ref"}\]. However, there was a slowing in the rise of global‐mean surface temperature in the 2000s \[*Easterling and Wehner*, [2009](#grl55365-bib-0011){ref-type="ref"}\], often referred to as a hiatus \[*Trenberth and Fasullo*, [2013](#grl55365-bib-0046){ref-type="ref"}\]. This recent hiatus in global‐mean surface temperature warming included a pronounced Eurasian winter cooling trend (Figure [1](#grl55365-fig-0001){ref-type="fig"}a) \[*Cohen et al.*, [2012](#grl55365-bib-0009){ref-type="ref"}, [2014](#grl55365-bib-0008){ref-type="ref"}; *Li et al.*, [2015](#grl55365-bib-0027){ref-type="ref"}; *Kug et al.*, [2015](#grl55365-bib-0025){ref-type="ref"}\]. While changing sea surface temperatures (SSTs) can largely account for the hiatus in other seasons and in other regions \[*Kosaka and Xie*, [2013](#grl55365-bib-0024){ref-type="ref"}; *Trenberth et al.*, [2014](#grl55365-bib-0047){ref-type="ref"}; *England et al.*, [2014](#grl55365-bib-0012){ref-type="ref"}\], they cannot explain the midwinter cooling over Eurasia \[*Kosaka and Xie*, [2013](#grl55365-bib-0024){ref-type="ref"}; *Thorne et al.*, [2015](#grl55365-bib-0044){ref-type="ref"}\], and the cause(s) for this cooling is unclear \[*Li et al.*, [2015](#grl55365-bib-0027){ref-type="ref"}; *Thorne et al.*, [2015](#grl55365-bib-0044){ref-type="ref"}\]. Here we link the observed hiatus in Eurasian warming to a recent trend toward weakened stratospheric polar vortices.

![(a) Evolution of Eurasian surface temperature in MERRA (Modern‐Era Retrospective‐Analysis for Research and Applications) \[*Rienecker et al.*, [2011](#grl55365-bib-0037){ref-type="ref"}\], JRA55 (Japanese 55 year Reanalysis) \[*Kobayashi et al.*, [2015](#grl55365-bib-0022){ref-type="ref"}\], and ERA‐I (ERA‐Interim) *Dee et al.*, [2011](#grl55365-bib-0010){ref-type="ref"}\] reanalysis data in December to February (DJF). (b) Variability in lower stratospheric (150 hPa) polar cap (70°N and poleward area averaged) geopotential height in MERRA, JRA55, and ERA‐I reanalysis data. (c) As in Figure [1](#grl55365-fig-0001){ref-type="fig"}a but regressing out the influence of lower stratospheric polar cap geopotential height (shown in Figure [1](#grl55365-fig-0001){ref-type="fig"}b). The trend since 1990 is indicated in gray. Eurasian surface temperature is defined in [section 3](#grl55365-sec-0003){ref-type="sec"}. Variability in globally averaged 2 m temperature over land in MERRA and ERA‐I reanalysis data is shown in [supporting information](#grl55365-supinf-0001){ref-type="supplementary-material"} Figure [S1](#grl55365-supinf-0001){ref-type="supplementary-material"}. Confidence intervals are based on a *p* value of 5% (note that the trend in Figure [1](#grl55365-fig-0001){ref-type="fig"}a would be considered significant if one accepted a *p* value of 10%.](GRL-44-374-g001){#grl55365-fig-0001}

The midwinter stratospheric polar vortex has weakened significantly over the past several decades. Polar lower stratospheric geopotential height has risen in three different modern reanalyses products since 1980 and especially since 1990 (Figure [1](#grl55365-fig-0001){ref-type="fig"}b), and the linear trend over the full 35 years is significant at the 5% level. The linear trend in lower stratospheric polar cap temperatures and lower stratospheric wave flux in midwinter over the satellite era also indicates warming and weakening of the vortex \[*Cohen et al.*, [2009](#grl55365-bib-0007){ref-type="ref"}; *Garfinkel et al.*, [2015](#grl55365-bib-0017){ref-type="ref"}\] and since 1990 the polar lower stratospheric temperature trend is significant at the 5% level (e.g., 1.7 ± 1.5 K per decade at 150 hPa in ERA‐Interim \[*Dee et al.*, [2011](#grl55365-bib-0010){ref-type="ref"}\] and 2.1 ± 1.5 K per decade at 150 hPa in Modern‐Era Retrospective‐Analysis for Research and Applications (MERRA) \[*Rienecker et al.*, [2011](#grl55365-bib-0037){ref-type="ref"}\]). This is likely related to decadal variability in stratospheric sudden warming frequency for most definitions of sudden warmings considered by *Butler et al.*\[[2015](#grl55365-bib-0004){ref-type="ref"}\]. It is well established that on subseasonal timescales, a warmer polar stratosphere and stratospheric sudden warmings are associated with cold temperatures over Eurasia \[*Thompson et al.*, [2002](#grl55365-bib-0043){ref-type="ref"}; *Kolstad et al.*, [2010](#grl55365-bib-0023){ref-type="ref"}; *Tomassini et al.*, [2012](#grl55365-bib-0045){ref-type="ref"}; *Lehtonen and Karpechko*, [2016](#grl55365-bib-0026){ref-type="ref"}\], and this downward coupling effect is independent of any prior memory in the troposphere and hence enhances surface climate predictability \[*Charlton et al.*, [2004](#grl55365-bib-0005){ref-type="ref"}; *Gerber et al.*, [2009](#grl55365-bib-0018){ref-type="ref"}; *Sigmond et al.*, [2013](#grl55365-bib-0041){ref-type="ref"}; *Tripathi et al.*, [2015](#grl55365-bib-0048){ref-type="ref"}; *Scaife et al.*, [2016](#grl55365-bib-0040){ref-type="ref"}\]. *Nakamura et al.* \[[2016](#grl55365-bib-0032){ref-type="ref"}\] suggest that a similar connection may exist on interannual and decadal timescales. Can this effect, along with the observed vortex weakening trend, explain the recent lack of winter surface warming over Eurasia?

2. Data {#grl55365-sec-0002}
=======

We answer this question by analyzing MERRA \[*Rienecker et al.*, [2011](#grl55365-bib-0037){ref-type="ref"}\], JRA55 (Japanese 55‐year Reanalysis) \[*Kobayashi et al.*, [2015](#grl55365-bib-0022){ref-type="ref"}\], and ERA‐Interim \[*Dee et al.*, [2011](#grl55365-bib-0010){ref-type="ref"}\] reanalysis data and output from atmospheric chemistry‐climate general circulation models (GCMs) and coupled ocean‐atmosphere GCMs. The atmospheric chemistry‐climate GCM output is from a 29 member ensemble using the Goddard Earth Observing System Chemistry‐Climate Model, Version 2 (GEOSCCM) \[*Rienecker et al.*, [2008](#grl55365-bib-0038){ref-type="ref"}\]) of the period from January 1980 to December 2009, though some integrations extend for longer. GEOSCCM couples the Goddard Earth Observing System Model, Version 5 \[*Rienecker et al.*, [2008](#grl55365-bib-0038){ref-type="ref"}; *Molod et al.*, [2012](#grl55365-bib-0031){ref-type="ref"}\] atmospheric GCM to the comprehensive stratospheric chemistry module StratChem \[*Pawson et al.*, [2008](#grl55365-bib-0033){ref-type="ref"}\]. The model has 72 vertical layers, with a model top at 0.01 hPa, and all simulations discussed here were performed at 2° latitude × 2.5° longitude horizontal resolution. Reanalysis data are interpolated to the same 2° latitude × 2.5° longitude degree grid used for the GEOSCCM simulations. These simulations have been performed for various purposes and differ in the forcings included and in the physical parameterizations, but they all include (at least) changing SSTs, sea ice, and greenhouse gas concentrations. We use time varying observed SSTs and sea ice up to November 2006 from the Met Office Hadley center observational database \[*Rayner et al.*, [2006](#grl55365-bib-0035){ref-type="ref"}\] and from the National Climatic Data Center \[*Reynolds et al.*, [2002](#grl55365-bib-0036){ref-type="ref"}\] since then. Greenhouse gas concentrations are from observations up to 2005 and from the Representative Concentrations Pathway 4.5 after 2005 \[*Meinshausen et al.*, [2011](#grl55365-bib-0030){ref-type="ref"}\]. Changing ozone depleting species concentrations track those observed for all but three integrations (for these, concentrations are fixed at 1960 values) though all results in this paper are similar if we remove these three.

In addition, we also analyze the relationship between stratospheric variability and Eurasian surface temperature on interannual timescales in CMIP5 model historical integrations with a model lid above 0.1 hPa. The models considered are CMCC‐CESM, CMCC‐CMS, GFDL‐CM3, HadGEM2‐CC, IPSL‐CM5A‐LR, IPSL‐CM5A‐MR, IPSL‐CM5B‐LR, MIROC‐ESM‐CHEM, MIROC‐ESM, MPI‐ESM‐LR, MPI‐ESM‐MR, and MRI‐CGCM3. We include all available ensemble members for each model, and in our presentation of the results, we do not distinguish between individual CMIP5 models. A total of 33 CMIP5 simulations are considered, though results are similar if we only select one ensemble member for each model. Note that these simulations end in 2004, and hence, we only consider the connection on interannual timescales between Eurasian surface temperature and the stratospheric state. It has already been shown that these integrations do not capture the hiatus \[*Meehl and Teng*, [2014](#grl55365-bib-0029){ref-type="ref"}\]. Note that low‐top CMIP5 models fail to realistically simulate stratospheric variability \[*Charlton‐Perez et al.*, [2013](#grl55365-bib-0006){ref-type="ref"}; \] and struggle to capture the downward coupling to the surface \[*Manzini et al.*, [2014](#grl55365-bib-0028){ref-type="ref"}\]; we therefore do not consider them in this study.

3. Methods {#grl55365-sec-0003}
==========

Motivated by the recent evolution in Eurasian surface temperature and in the polar stratosphere evident in Figure [1](#grl55365-fig-0001){ref-type="fig"}, we consider trends from 1990 to 2009 in this paper. Trends and best fit lines are calculated with a linear least squares fit. Statistical significance of the trends and best fit lines are computed using a two‐tailed Student\'s *t* test. For trend estimates, the reduction in degrees of freedom due to autocorrelation of the residuals is taken into account with the formula $N\frac{\left( 1 - r_{1} \right)}{\left( 1 + r_{1} \right)}$, where *N* is the number of years and *r* ~1~ is the lag‐1 autocorrelation \[*Santer et al.*, [2008](#grl55365-bib-0039){ref-type="ref"}, equation (6)\]. For lagged correlations, the reduction in degrees of freedom is taken into account with the formula $N\frac{\left( 1 - r_{1}r_{2} \right)}{\left( 1 + r_{1}r_{2} \right)}$ as in *Bretherton et al.* \[[1999](#grl55365-bib-0003){ref-type="ref"}, equation (31)\] where *N* is the number of years and *r* ~2~ and *r* ~1~ are the two indices whose correlation is computed. The net effect is that for the lagged correlation between Eurasian 2 m temperature and polar vortex variability, there are 87 degrees of freedom in the reanalysis record since 1979 and correlations higher than 0.211 are statistically significant at the 5% level by a Student\'s *t* test. Use of equation (1) of *Pyper and Peterman* \[[1998](#grl55365-bib-0034){ref-type="ref"}\] yields 149 degrees of freedom, and so lagged correlations above 0.161 are deemed statistically significant at the 5% level by a Student\'s *t* test. Note that the skewness of Eurasian surface temperature as defined here is 0.04 for MERRA and 0.01 in ERA‐I, and hence, the concerns raised in *Garfinkel and Harnik* \[[2016](#grl55365-bib-0015){ref-type="ref"}\] regarding the validity of a Student\'s *t* test are not relevant here.

Eurasian near surface temperatures are computed as an area‐weighted average of the 2 m temperature at all land grid point from 40°N and poleward from 5°W to 180°E. Geopotential height at 150 hPa area averaged from 70°N and poleward is used to quantify the state of the polar lower stratosphere. Polar cap averaged geopotential height and an empirical orthogonal function‐based northern annular mode index are indistinguishable \[*Baldwin and Thompson*, [2009](#grl55365-bib-0001){ref-type="ref"}\]. Results are similar, though generally weaker, if we use polar cap heights higher in the stratosphere than 150 hPa. Note that *Baldwin et al.* \[[2003](#grl55365-bib-0002){ref-type="ref"}\] found that the optimum single level for forecasting the Arctic Oscillation on intraseasonal timescales is 150 hPa. Except for [supporting information](#grl55365-supinf-0001){ref-type="supplementary-material"} Figure [S1](#grl55365-supinf-0001){ref-type="supplementary-material"}, all analysis in this paper focuses on boreal winter from December through February (DJF).

When considering the relationship on interannual timescales between stratospheric and Eurasian surface variability, we first detrend the data by subtracting the linear trend over the period 1980 to 2009 for GEOSCCM and reanalysis data and over the period 1980 to 2004 for CMIP5.

4. Results {#grl55365-sec-0004}
==========

We start by comparing polar cap geopotential height at 150 hPa and Eurasian near surface temperatures poleward of 40°N in DJF for each data source in Figure [2](#grl55365-fig-0002){ref-type="fig"}. Figure [2](#grl55365-fig-0002){ref-type="fig"}a focuses on the relationship between these two metrics on decadal timescales in the 29 GEOSCCM integrations and in reanalysis data. The *x* axis presents the trend in polar cap geopotential height, and the *y* axis presents the trend in Eurasian temperatures at 2 m for that same data source. There is clearly a close relationship between these quantities (correlation of −0.81) such that reduced decadal‐scale warming over Eurasia occurs in simulations with a decadal‐scale weakening of the stratospheric polar vortex (and vice versa), and the trends in the reanalyses fall along the best fit curve. A null hypothesis of no connection between these two quantities can be rejected at the 1% level using a Student\'s *t* test. If we choose 100 hPa polar cap height instead of 150 hPa, the correlation is −0.76. Hence, we can conclude that stratospheric variability is associated with the hiatus.

![Connection between polar cap stratospheric variability and Eurasian surface temperatures on (a) decadal and (b and c) interannual timescales in winter (December through February) in GEOSCCM and in the MERRA and ERA‐I reanalyses. The JRA55 reanalysis is also included in Figure [2](#grl55365-fig-0002){ref-type="fig"}a. The abscissa indicates the variability in polar cap geopotential height at 150 hPa, while the ordinate indicates variability in Eurasian surface air temperatures from 40°N and poleward. Figure [2](#grl55365-fig-0002){ref-type="fig"}c is the same as Figure [2](#grl55365-fig-0002){ref-type="fig"}b but for the 33 CMIP5 integrations with a high top. Red diamonds in Figure [2](#grl55365-fig-0002){ref-type="fig"}a mark the three hiatus ensemble members used for Figure [3](#grl55365-fig-0003){ref-type="fig"}. Confidence intervals on best fit slopes are based on a *p* value of 5%.](GRL-44-374-g002){#grl55365-fig-0002}

Our next step is to quantify this association. We do this by quantifying the connection between these metrics on decadal and interannual timescales for all of our data sources. Figure [2](#grl55365-fig-0002){ref-type="fig"}b focuses on the relationship between these two metrics on interannual timescales. On these timescales as well there is a strong relationship between the two (correlation of −0.55) as expected from previous work \[e.g., *Thompson et al.*, [2002](#grl55365-bib-0043){ref-type="ref"}\]. The slope of the best fit linear line is indicated on the panel as well, and the slopes are indistinguishable on both interannual and decadal timescales, and also for both GEOSCCM and reanalysis data.

A similar comparison can be made for those CMIP5 models which fully resolved the stratosphere (Figure [2](#grl55365-fig-0002){ref-type="fig"}c). In the CMIP5 models, as in GEOSCCM, there is a strong relationship between stratospheric variability and Eurasian temperatures on interannual timescales (correlation of −0.53). The slope of the best fit linear line is indicated on the panel as well, and the slope is very similar to that in reanalysis data and in GEOSCCM: a 100 m change in 150 hPa polar cap height is associated with approximately 1 K of surface warming over Eurasia in all data sources. The similarity of the slope on interannual timescales among GEOSCCM, the CMIP5 models, and reanalysis indicates that this relationship is robust and that we may be able to use this slope to quantify the portion of the hiatus in Eurasian surface warming linked to stratospheric variability.

![Linear trend in surface temperature between 1990 and 2009. (a--c) Annual average, (d--e) in reanalysis data in DJF, (f) in the average of the three "hiatus" ensemble members in DJF, AND (g--i) in each of the three hiatus ensemble members in DJF. The 40°N and 70°N latitude band is indicated.](GRL-44-374-g003){#grl55365-fig-0003}

Using these best fit lines, we can quantify the possible influence that the trend toward higher polar cap heights (i.e., a weaker vortex) had on surface air temperature. Specifically, we linearly regress out the contribution of polar stratospheric variability shown in Figure [1](#grl55365-fig-0001){ref-type="fig"}b from the evolution of Eurasian 2 m temperatures shown in Figure [1](#grl55365-fig-0001){ref-type="fig"}a using a slope of −1.13 K (100 m)^−1^ slope (this slope leads to zero correlation between polar cap height and the adjusted surface temperature). See Figure [1](#grl55365-fig-0001){ref-type="fig"}c for the adjusted surface temperature over Eurasia. First, it is worth noting that the temperature evolution in Figure [1](#grl55365-fig-0001){ref-type="fig"}c is smoother than that in Figure [1](#grl55365-fig-0001){ref-type="fig"}a---the standard deviation drops from 1.35 K to 0.93 K. More importantly, Eurasian temperatures warm over this period by 0.23 ± 0.49 K(decade)^−1^ in Figure [1](#grl55365-fig-0001){ref-type="fig"}c instead of a near‐statistically significant cooling trend in Figure [1](#grl55365-fig-0001){ref-type="fig"}a. This rate of warming quantitatively matches the rate of global warming as calculated by *Foster and Rahmstorf* \[[2011](#grl55365-bib-0013){ref-type="ref"}\], suggesting that the recent stratospheric polar vortex weakening is linked to the lack of the surface warming even as greenhouse gas concentrations increase.

Next, we consider the three GEOSCCM members in which Eurasian surface temperatures cool over this period (indicated with a red diamond in Figure [2](#grl55365-fig-0002){ref-type="fig"}a). Figure [3](#grl55365-fig-0003){ref-type="fig"} shows a map view of the surface air temperature trends in MERRA, ERA‐I, and in these three GEOSCCM integrations. Figures [3](#grl55365-fig-0003){ref-type="fig"}a--[3](#grl55365-fig-0003){ref-type="fig"}c show that in the annual average, the hiatus is not evident in all data sets. However in DJF, we see cooling over Eurasia in both reanalysis and ensemble mean of the three GEOSCCM runs (Figures [3](#grl55365-fig-0003){ref-type="fig"}d--[3](#grl55365-fig-0003){ref-type="fig"}f). Figures [3](#grl55365-fig-0003){ref-type="fig"}g--[3](#grl55365-fig-0003){ref-type="fig"}i show trends in each of the three hiatus members separately. The precise pattern of Eurasian cooling differs among the three, but all show large regions of cooling. These three integrations all simulated a trend toward a weaker polar vortex (Figure [2](#grl55365-fig-0002){ref-type="fig"}a). Global land surface temperatures in these ensemble members also closely track observed land surface temperature ([supporting information](#grl55365-supinf-0001){ref-type="supplementary-material"} Figure [S1](#grl55365-supinf-0001){ref-type="supplementary-material"})---i.e., these simulations capture both the cooling in Eurasia in winter and the lack of warming in the annual average.

Thus far, we have demonstrated tight coupling between stratospheric variability and surface air temperature variations over Eurasia. However, one might ask about the direction of causality: did the weakened stratospheric polar vortex lead to the Eurasian surface cooling or vise versa? We answer this question by considering two metrics of the connection between stratospheric variability and Eurasian surface air temperature variability on intraseasonal timescales.

The first metric is the lagged correlation between these two diagnostics in DJF (Figure [4](#grl55365-fig-0004){ref-type="fig"}a). Negative lags indicate that Eurasian surface air temperature changes lead stratospheric temperature variability. While there is a significant correlation between the two at all lags such that cold Eurasian temperature occur in tandem with higher polar cap heights (i.e., a weaker vortex), the correlation is stronger for positive lags, demonstrating that the stronger direction of association is for higher polar cap heights leading to cold Eurasian surface conditions. Similar results are present for ERA‐I data as well ([supporting information](#grl55365-supinf-0001){ref-type="supplementary-material"} Figure [S3](#grl55365-supinf-0001){ref-type="supplementary-material"}). Although these results do not necessarily suggest that Eurasian cooling was caused exclusively by stratospheric variability as there is upward coupling, it is clear that the former was enhanced by the latter.

![(a) Lagged correlation between 150 hPa polar cap height variability and Eurasian surface air temperatures for MERRA data from 1980 to 2009. Lags for which the correlation is statistically significant at the 5% and 1% level are indicated with thick lines. (b) Eurasian surface air temperature from 10 days before to 60 days after cold snaps in MERRA, composited by the state of the stratospheric polar vortex at the start of the cold snap. Cold snaps are defined in the text. Asterisks indicate lags for which a null hypothesis that vortex state does not affect Eurasian surface temperatures can be rejected at the 5% level. We show up to 60 days after the cold snap as this is the timescale on which stratospheric sudden warmings influence surface temperature \[*Thompson et al.*, [2002](#grl55365-bib-0043){ref-type="ref"}\].](GRL-44-374-g004){#grl55365-fig-0004}

The importance of stratosphere‐to‐surface downward coupling is further demonstrated by considering the stratospheric contribution to Eurasian wintertime "cold snaps." We start with every day in which Eurasian surface air temperature anomalies in DJF dropped below −1°C. Each "event" is defined as the first day in which temperature anomalies dropped below this threshold, and events must be separated by at least 3 days in which temperature anomalies were warmer than this threshold. We then show the evolution of Eurasian surface air temperatures as a function of day after the start of the event in Figure [4](#grl55365-fig-0004){ref-type="fig"}b. We examine separately events in which the vortex was stronger as opposed to weaker than average on the day the cold snap started (blue and red lines in Figure [4](#grl55365-fig-0004){ref-type="fig"}b). There are more cold snaps with a weak vortex than with a strong vortex at the start (48 versus 30 events), and this effect is statistically significant at the 5% level as given by a binomial sign test. Though the intensities of the cold snaps are indistinguishable at the start of the cold snap by construction, the cold snaps that start during weak vortex conditions persist for much longer---more than 60 days---while the cold snaps that start during strong vortex conditions dissipate in less than 15 days. The difference in Eurasian surface air temperature between the two is statistically significant at lags between 15 and 30 days and 55 to 60 days at the 5% level by a Student\'s *t* test. We have computed the seasonal average surrounding the cold snaps, here defined as the average temperature for all lags shown on Figure [4](#grl55365-fig-0004){ref-type="fig"}b (10 days before to 60 days after), and cold snaps that start during a strong vortex are associated with near‐climatological seasonal mean Eurasian surface air temperature (indicated on Figure). In contrast, cold snaps that start during a weak vortex are associated with cold conditions throughout the season and hence impact interannual and decadal variability.

Overall, we conclude that downward coupling from the stratosphere to the surface is the dominant direction of causation (though upward coupling does exist) and that cold snaps are more common and persist for longer if the vortex is weak and affect interannual variability of Eurasian temperatures only if the vortex is weak at the start of the event. While sorting through the many proposed mechanisms for the downward coupling is a topic of research \[e.g., *Garfinkel et al.*, [2013](#grl55365-bib-0016){ref-type="ref"}; *Kidston et al.*, [2015](#grl55365-bib-0020){ref-type="ref"}\], stratospheric anomalies couple down to the surface independent of any prior memory in the troposphere and extend the timescale over which surface climate variability is predictable \[*Charlton et al.*, [2004](#grl55365-bib-0005){ref-type="ref"}; *Gerber et al.*, [2009](#grl55365-bib-0018){ref-type="ref"}; *Sigmond et al.*, [2013](#grl55365-bib-0041){ref-type="ref"}; *Tripathi et al.*, [2015](#grl55365-bib-0048){ref-type="ref"}; *Scaife et al.*, [2016](#grl55365-bib-0040){ref-type="ref"}\]. Combined with the results presented in Figures [1](#grl55365-fig-0001){ref-type="fig"} and [2](#grl55365-fig-0002){ref-type="fig"}, it is evident that the expected Eurasian warming due to the increasing greenhouse gas concentrations was largely canceled by the stratospheric polar vortex weakening.

Finally, we consider the cause of these stratospheric changes. Did any forcing drive the observed weak vortices in the 2000s or was it internal variability? To answer this, we examine the ensemble mean response, as the ensemble mean is the model\'s best estimate of the response to the time‐evolving forcings included in all experiments such as greenhouse gases, sea surface temperatures, and sea ice. The ensemble mean of the GEOSCCM ensemble does not indicate weakening of the vortex in the 2000s despite time‐evolving greenhouse gases, sea surface temperatures, and sea ice, though unforced internal variability is sufficiently strong that three members indicate decadal variability similar to that observed. Hence, the hiatus in these three model simulations was largely due to unforced variability (see [supporting information](#grl55365-supinf-0001){ref-type="supplementary-material"} Text [S1](#grl55365-supinf-0001){ref-type="supplementary-material"} for additional discussion of the possible roles of sea ice, Eurasian snow cover changes, and SST changes) \[e.g., *Hardiman et al.*, [2008](#grl55365-bib-0019){ref-type="ref"}; *Kim et al.*, [2014](#grl55365-bib-0021){ref-type="ref"}; *Furtado et al.*, [2015](#grl55365-bib-0014){ref-type="ref"}; *Garfinkel et al.*, [2015](#grl55365-bib-0017){ref-type="ref"}; *Nakamura et al.*, [2016](#grl55365-bib-0032){ref-type="ref"}\]. Stated another way, there is substantial internal variability in the polar lower stratosphere, and the apparent trend since 1990 in Eurasian surface temperatures may be just a byproduct of one specific manifestation of this chaotic decadal variability.

The above results suggest that the weakening of the polar vortex in the recent two decades, which is likely unforced decadal variability and may have been partly seeded by the Eurasian cooling itself, has significantly enhanced the recent Eurasian winter cooling. Three of the 29 GEOSCCM simulations capture wintertime Eurasian cooling in the 2000s comparable to that seen in the reanalyses data, and these three also simulate a weakened vortex as seen in the reanalyses data. As more than 10% of our model ensemble captured the hiatus (Figure [2](#grl55365-fig-0002){ref-type="fig"}a), we suggest that such hiatus events are not particularly rare and may recur in the future even as greenhouse gas concentrations rise. It is important to note that models lacking realistic stratospheric variability (i.e., with a low top) may underestimate the likelihood of such events, and hence, output from these models should be interpreted with caution. Conversely, models with a high top can simulate enhanced decadal‐scale warming over Eurasia as compared to other regions if internal (unforced) variability results in a decadal‐scale strengthening of the stratospheric polar vortex (e.g., Figure [2](#grl55365-fig-0002){ref-type="fig"}).
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