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The following lemma shows that the (vector) solution of (24), xi,
and xj are linearly dependent.
Lemma 1: The input vector z that maximizes M  (z) in (24) is
linearly dependent with xi and xj .
Proof: ReplacingM = m(xi) + (1 m)(xj) into (24) we
have
M  (z) = (m(xi) + (1 m)(xj))  (z)
= m(xi  z)
p + (1 m)(xj  z)
p
: (26)
Suppose that z is an input vector satisfying constraint (25) and z1 is
the orthogonal projection of z on the plane determined by xi and xj .
Let’s consider input vector z0
z
0 =
kzk
kz1k
z1: (27)
We have z0 satisfying constraint (25) and xi  z0  xi  z; xj  z0 
xj  z, orM  (z
0)  M  (z). This means that the optimal vector
zopt for maximizing M  (z) lies on the plane (xi; xj), or zopt is
linear dependent with xi and xj .
Because the solution of (24), called zopt, lies on the plane (xi; xj)
and kzoptk = kMk1=p, there exits a vector z and a scalar k such that
z
 = kxi + (1  k)xj (28)
and
zopt =
kMk1=p
kzk
z

: (29)
Call g(z) = M  (z), we have
g(zopt) = M  (zopt)
= m(xi  zopt)
p + (1 m)(xj  zopt)
p
=
kzoptk
p
kzkp
[m(xi  z
)p + (1 m)(xj  z
)p] : (30)
Because zopt satisfies (25) then kzoptkp = kMk. Replacing z =
kxi + (1   k)xj into (30) leads to
h(k) = kMku(k)v(k) (31)
where u(k) and v(k) are defined in (12) and (13).
APPENDIX C
PROOF OF PROPOSITION 3
Proof: Once we replace xi and xj by z, or approximate M by
(z) in feature space, the difference between two solutions will be, for
every input vector x
d() = jmM  (x)  (z)  (x)j
= j(mM   (z))  (x)j: (32)
This difference will be minimized when d() gets the min-
imum value. In (32) d() can be minimized by minimizing
d1() = kmM   (z)k, and its minimum point is at
 =
mM  (z)
k(z)k2
: (33)
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Nonlinear Signal Separation for Multinonlinearity
Constrained Mixing Model
P. Gao, W. L. Woo, and S. S. Dlay
Abstract—In this letter, a new type of nonlinear mixture is derived
and developed into a multinonlinearity constrained mixing model. The
proposed signal separation solution integrates the Theory of Series Rever-
sion with a polynomial neural network whereby the hidden neurons are
spanned by a set of mutually reversed activation functions. Simulations
have been undertaken to support the theory of the proposed scheme and
the results indicate promising performance.
Index Terms—Adaptive signal estimation, blind separation, independent
component analysis (ICA), series reversion.
I. INTRODUCTION
During the last decade, tremendous developments have been
achieved in independent component analysis (ICA) [1], [2]. However,
most existing ICA algorithms focus on linear distortion which may not
accord with practical applications [3]–[5]. For example, in biomedical
cases, the auditory nervous system is modeled as a memoryless
nonlinear system and, thus, the identification of nonlinear dynamics
should be taken into consideration. Another instance is the recording
of multiple speech source signals by carbon-button microphones
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which introduce some form of nonlinearity [6]. For nonlinear mixing
model, linear algorithms fail to extract original signals and become
inapplicable since the assumption of linear mixtures is violated and the
linear algorithm cannot compensate for the information distorted by
the nonlinearity. Hence, the search for a nonlinear solution becomes
urgent and paramount in both theoretical and practical levels. It is
generally believed that a realistic mixture needs to be nonlinear and
concurrently capable of treating the linear mixture as a special case.
However, in comparison to the conventional linear case, the separation
problem in nonlinear mixture is more difficult since the independent
property still holds even after the nonlinear transformation. It has also
been pointed out in [5] that there exists infinite number of solutions
if the nonlinear mixing function is not constrained. Recently, instead
of using a general form of nonlinear mixture, a new nonlinear model
which contains special structures and satisfies the Addition Theorem
[4], [7], [8] is proposed
x = f(Af 1(s)) (1)
where
x=[x1 x2    xp ]
T
; s=[s1 s2    sq]
T
; A=[a1 a2    ap]
T
with dimension p  q and ai = [ai1 ai2    aiq]T . The interesting
feature of (1) lies in its structure that contains both the nonlinear
function f and its mutually inverse function f 1 in a single equa-
tion. Hence, the model is structurally constrained. In this letter, this
model is referred to as the monononlinearity mixing model. It is
derived from the Addition Theorem we paraphrase as follows: Let
xk = F[f(si); f(sj)]  f(si)  f(sj) where F is a functional
that is continuous at least separately for two variables and satisfies
the Abelian group structure, then there exists strictly monotonic
continuous function f such that u  v  f(f 1(u) + f 1(v)) and
  u  u u     u
times
= f(f 1(u)) with  2 . Therefore,
a nonlinear system with q inputs and p outputs can be defined as
xi = (ai1  s1)  . . .  (aiq  sq) = f(
q
j=1 aijf
 1(sj)) where
aij 2 ; i = 1; 2; . . . ; p. In vector notation, the monononlinearity
mixing model culminates to (1). For simplicity, we assume that the
number of sensors is equal to the number of sources, i.e., p = q = N .
II. MULTINONLINEARITY CONSTRAINED MIXING AND
DEMIXING MODEL
The term “monononlinearity” for (1) refers to the structure that iden-
tical nonlinear distortion is applied to each source signal. In practice,
however, there is no guarantee that this condition is always fulfilled.
To complicate the issue, the propagation channels between observa-
tions and sources are shown to have arbitrary distortion due to the un-
certainty of the environment. Hence, to preserve the intrinsic mutually
inverse relationship between the two layers in (1), we extend the model
to the multinonlinearity constrained mixing system as
x = Df 
 (ADf 
 s) (2)
where
Df = diag[f1 f2 . . . fN ];Df = diag[f
 1
1 f
 1
2 . . . f
 1
N ]
and
Df 
 u =
f1 0 0
0
.
.
. 0
0 0 fN


u11 u12    u1T
.
.
.
.
.
.
.
.
.
.
.
.
uN1 uN    uN
=
f1 
 u11 f1 
 u12    f1 
 u1T
.
.
.
.
.
.
.
.
.
.
.
.
fN 
 uN1 fN 
 uN    fN 
 uN
(3)
where u is a matrix with the dimension and the symbol 
 is defined
as f 
 v = f(v). Equation (2) will reduce to the monononlinearity
mixing model when f1 = f2 = . . . fN = f . Furthermore, a linear
mixture will be resulted if fi is a linear. Assuming thatA is invertible,
it follows that the original source signals can be estimated as
s^ = [Df ]
 1 
 A 1D 1f 
 x
= Df 
 BD
 1
f 
 x (4)
where the last line follows from the identity of [Df ] 1 = Df
and B = A 1 is the demixing matrix. In reality, both Df and A
are unknown and must be estimated. By minimizing the mutual in-
formation of s^, it can be shown that the estimation will yield s^ =
Df 
 (PCD
 1
f

s) wherePandC are the permutation and arbitrary
diagonal matrices, respectively. Thus, we can estimate the sources up
to some residual nonlinear distortions dictated by C and P.
III. SERIES-BASED NEURAL NETWORK DEMIXER MODEL
One contribution of this letter is the proposal of a series-based neural
network to mimic the theoretical structure of the demixing system
where the hidden neurons are spanned by a set of adjustable polynomial
given by the Weierstrass series. Conventional nonlinear demixers are
variants of the multilayer perceptron (MLP) which uses the hyperbolic
tangent as the activation function [2], [6]. However, MLP can fail to
separate themixture since the solution stringently requires the inversion
of the hidden neurons activation function (i.e., tanh 1()) and asymp-
totically it tends to infinity at points v = 1;3;5; . . .etc. This
instability problem can be circumvented by invoking the Weierstrass
approximation theorem [9], which proves that for every contin-
uous function f : [c; d] ! , there always exists a Weierstrass series
p (u) = 0+1u+2u
2+   = M
m=0 mu
mwhich can uniformly
approximate fwith arbitrary accuracy: jf(u)  p(u)j <  where
8 > 0;9M > ();8u 2 [c; d];M and fmjm = [0;M ];m 2 g
are the order and coefficients of the series, respectively. Applying the
Weierstrass series to the multinonlinearity constraint demixing system,
the hidden neurons thus perform adjustable functions to approximate
the mixing mapping functions ffigNi=1 and ff 1i gNi=1 in (2). This
unique structure shall be referred to as the series-based neural network.
The proposed network can be described as follows:
y[3;i] = fi(y[2;i]) =
M
m=0
[m;i]y
m
[2;i]
y[2;i] =
N
j=1
bijy[1;j]
y[1;i] = f
 1
i (xi) =
M
n=1
[n;i](x  [0;i])
n (5)
for i = 1; 2; . . . ; N and j = 1; 2; 3 where y[j;i]denotes the ith output
of the jth layer, f[m;i]jm 2 [0;M1]; i 2 [1; N ];m 2 ; i 2 g and
f[n;i]jn 2 [0;M2]; i 2 [1; N ];n 2 ; i 2 g are the coefficients
while M1 and M2 represents the order of the series expansion. In
vector notation, (5) can be represented as
y[3] = Df 
 y[2] =
M
m=0
m  y
m
[2]
y[2] = By[1]
y[1] = Df 
 x =
M
n=1
[n  (x  0)
n] (6)
where
y[j] =[y[j;1] . . . y[j;N ]]
T
; m
=[[m;1] . . . [m;N]]
T
; n = [[n;1] . . . [n;N]]
T
and  denotes the Hadamard product.
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A. Series Reversion
From (4), it implies that the implementation of the proposed demixer
requires the inverse function of the polynomial. Based on the Galois
Theory [10], a general formula for the solution of polynomial equa-
tions is available only up to quartic equations. Consequently, with the
order increasing, it becomes difficult and intractable to represent the in-
verse function of a polynomial as a closed form. The Theory of Series
Reversion provides an alternative solution by expressing the inverse of
a polynomial as a polynomial—this climaxes to a form of forward and
reverse series where the forward series refers to the original polyno-
mial while the reverse series refers to the inverse of the polynomial.
This theory enables the proposed network to generalize with arbitrary
orders for both forward and reverse series.
Theorem 1 [11]: Given a continuous function g expressed as
g(u) = m
m=0 mu
m
, its inverse can be represented in a similar
form as g 1(u) = +1
n=1 n(u   0)
n where the coefficients are
computed by
n =
k ;k ;...
( 1)
k
n  1 + M
i=2 ki !
n! M
i=2 (ki!)
M
i=1
ki
(7)
with k2 + 2k3 + 3k4 + . . .n   1; ki  0; i = 2; 3; 4 . . . and k1 =
 (n+ ) where  = M
i=2 ki.
Theorem 2: The differentials of the reverse series coefficients in
Theorem 1 are given by
dn =
M
m=1 k ;k ;...
( 1)
( k1   1)!
n! M
i=2 (ki!)
M
ki
km
k  1
m dm: (8)
Proof: From (9), it can be shown that
n =
k ;k ;...
[c(n; ki)  
k
1 
k
2 
k
3 . . .]
where c(n; ki) = ( 1)(n+   1)=(n! Mi=2 (ki!)) is simply a
constant. Hence, the differential of depends only on ’s and is given by
dn =
M
m=1 k ;k ;...
c(n; ki)
M
ki km
k  1
m dm
=
M
m=1 k ;k ;...
( 1)
(n  1 + )!
n! M
i=2 (ki!)
M
ki
 km
k  1
m dm: (9)
By using the identity of k1 =  (n+ Mi=2 ki) =  (n+ ), we
obtain (9). This completes the proof.
An important outcome from Theorem 2 is that the derivative
of the reverse series with respect to the coefficients in the for-
ward function (@g 1)=(@m) can be easily obtained by using
(@g 1)=(@m) =
M
n=1((@g
 1)=(@n)(@n)=(@m)) which is
necessary for the derivation of the parameter learning algorithm.
B. Gradient-Based Parameter Learning Algorithm
The combined use of the constrained mixing model in (2) and the
corresponding demixer in (5) represents a major step toward reducing
the indeterminacy of nonunique solutions to some unknown residual
distortions dictated byC andP. To compensate for this nonlinear dis-
tortion, we must force PC = I by augmenting a set of signal con-
straints to the mutual information cost function as follows:
J =   log det
dy[3]
dxT
 
N
i=1
log pi(y[3;i])
+
N
i=1
"iQ
(c)
i (y[3;i]; si)
constraints
(10)
where
Q
(c)
i (y[3;i]; si) =
D
j=1
[cum(y[3;i]; j)  cum(si; j)]
2; f"lg
N
l=1
is a set of constants to weight the constraints, represents the jth-order
cumulant of u and D is the maximum order of the cumulant. The use
of signal constraints primarily aims at forcing the demixer outputs to
have identical statistics with the source signals up to theDth cumulant
order. We note that the use of signal constraints alone is not sufficient
but needs to be used in conjunction with the structural constraint in
order to effectively ameliorate the indeterminacy problem.
Theorem 3: Given the structure of the proposed series-based net-
work, the total differential of the cost function has been derived as
dJ =  tr[dBB 1] +  T dy[3]
+ 'T1
M
m=1
m ym 1[2]  dm
+ 'T1
M
m=1
m(m  1)diag ym 2[2] (m  dy[2])
+ 'T2
M
m=1
M
n=1
n [n;m]  (x   0)
n 1  dm
+ 'T2
M
n=1
n(n  1)diag((x  0)
n 2)(n  d(x  0))
(11)
where  = ~ + " Q(c)
~ =  
d[log(p1(y[3;1]))]
dy3;1
. . .
d[log(pN(y[3;N]))]
dy[3;N ]
T
Q
(c) =
d Q
(c)
1 (y3;1; s1)
dy3;1
. . .
d Q
(c)
N (y[3;N ]; sN)
dy[3;N ]
T
'1 =  
M
m=1
m[m;1]y
m 1
2;1
 1
. . .
M
m=1
m[m;N]y
m 1
[2;N ]
 1 T
'2 =  
M
n=1
n[n;1](x1   0;1)
n 1
 1
. . .
M
n=1
n[n;N](xN   [0;N ])
n 1
 1 T
;
" = ["1 . . . "N ]
T ; [n;m] = [[n;m;1] . . . [n;m;N]]
T and
[n;m;i] =
k ;k ;...
( 1)
( k1   1)!
n! M
j=2 (kj !)
M

k
[j;i] km
k  1
[m;i] :
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Fig. 1. Performance index of the tested algorithms.
Proof: According to the structure of the network, we have
(dy[3])=(dx
T ) = (dDf )=(dy[2]  B  (dDf )=(dx). The cost
function for the demixer therefore assumes the following form:
J =   log jdetBj + log jdetfdiag 1('1)gj
+ log jdetfdiag 1('2)gj
 
N
i=1
log pi y[3;i]   "iQ
(c)
i y[3;i]; si : (12)
The total differential of J can be derived as
dJ =  tr[dBB 1] + [~ + " Q(c)]T dy[3]
+ 'T1 d'
 1
1 + '
T
2 d'
 1
2
d' 11 =
M
m=1
m ym 1[2]  dm
+
M
m=1
m(m  1)diag ym 2[2] (m  dy[2])
d' 12 =
M
m=1
M
n=1
n [n;m]  (x  0)
n 1  dm
+
M
n=1
n(n  1)diag((x  0)
n 2)(n  d(x  0))
(13)
where
 [n;m] = [[n;m;1]    [n;m;N]]
T
and d[n;i] = Mm=1 [n;m;i]d[m;i] reflects the relationship between
the two layers of nonlinearities.
Theorem 4: Based on themutual information cost function and The-
orem 3, the gradient-based parameter learning algorithm for the pro-
posed network can be derived as
B(t+ 1) = B(t)
+ B
I  1'1y
T
[2]
 
M mdiag  y
m=1  y
T
[2]
B(t)
0(t+ 1) = 0(t)
  
[I  diag 1('1)B
Tdiag 1('2)] 
 diag 1('2)B
T1'1   2'2
diag[m(t+ 1)] = diag[m(t)]
  
'1 my
m 1
[2]
T
+ diag  ym[2]
T
+'2
M
n=1 n[n;m]  (x  0)
n 1
T
+mB
T1diag('1)
 diag 1('1)B
Tmdiag( )
(14)
where
1 =
M
m=1
m(m  1)diag m  y
m 2
[2] ;
2 =
M
n=1
n(n  1)diag(n  (x  0)
n 2) ;
m = diag
M
n=1
[n;m]  (x  0)
n :
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Fig. 2. Nonlinear estimation of the mixing nonlinearity by the Weierstrass series. (a) y = tanh(x). (b) y = tanh (x). (c) y = sinh (x). (d) y = sinh(x).
(e) y = x . (f) y = x . (g) y = x . (h) y = x . (i) y =  1:0137(9x+p15 + 81x ) + 0:4111(9x+p15 + 81x ) . (j) y = x + 0:8x .
Proof: According to the functions defined as in Theorem 4, (11)
can be simplified to
dJ =  tr[dBB 1] +  T dy[3]
+ 'T1
M
m=1
m y
m 1
[2]  dm + 1  dy[2]
+ 'T2
M
m=1
M
n=1
n[n;m]  (x   0)
n 1
 dm
+ 2  d(x  0) : (15)
From the structure of the network, the following equations can be
found:
dy[1] =
M
m=1
m  dm + diag
 1('2)dx
  diag 1('2)  d0 (16)
dy[2] = Bdy[1] + dBy[1]
= dBy[1] +B
M
m=1
(m  dm)
+B[diag 1('2)dx  diag
 1('2)d0] (17)
dy[3] = [I  diag
 1('1)Bdiag
 1('2)]d0
+ diag 1('1)dBy[1] + diag
 1('1)Bdiag
 1('2)dx
+
M
m=1
diag 1('1)Bm + y
m
[2]  dm : (18)
Inserting (16)–(18) into (15), the gradient can be calculated. Since the
gradient-based learning algorithm is used
B(t+ 1) = B(t)  B
@J
@B
B
T
B(t)
m(t+ 1) = m(t)  
dJ
dm
; m = 0; 1; . . . ;M1: (19)
The corresponding parameter learning algorithm can be given by sub-
stituting the gradient to (19).
IV. RESULTS
In this section, two experiments will be conducted. The first exper-
iment is based on synthetic data while the second experiment on real
life speech signals. In the first experiment, five subgaussian signals are
generated synthetically as the original sources in this experiment, ex-
pressed as
s = 0:95
s1(t)
sin(1600t)
sin[600t+ 6cos(120t)]
sin(180t)
s5(t)
where s1(t) is a binary signal and s5(t) has uniform distribu-
tion. Simulation has been carried out iteratively with 2500 sam-
ples and the sampling frequency is 1 kHz. The source signals
are nonlinearly mixed according to (2), where M is an invert-
ible random mixing matrix and is unknown to the demixer,
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Fig. 3. Speech signals. (a) Real-life source signals. (b) Nonlinearly mixed signals. (c) Recovered signals by the seventh-order Weierstrass Network.
Fig. 4. Performance index of the tested algorithms.
Df 
 s = diagftanh
 1(s1) sinh(s2) s
5
3 s
3
4 s5 + 0:8s
3
5g.
The learning rates for the weights and the coefficients m are set to
B = 110
 4 and  = 310 5, respectively. Both forward and
reverse series are based on the fifth-order polynomial. The maximum
order of the cumulant matching D in Q(c)i is equal to 6. In order to
assess the performance of the proposed scheme, we compare it with the
well-known algorithms such as the linear method based on Extended
ICA [12], RBF with 25 Gaussian neurons [13] and MLP with two
hidden layers each has 10 neurons [6]. We have also simulated the
RBF demixer with 30 Gaussian neurons and the MLP demixer with
15 hidden neurons, respectively, but no substantial improvement of
results has been obtained. A Monte Carlo experiment of 100 trials
has been conducted and in each simulation, the convergence of the
RBF and the MLP demixers have been monitored to ensure that both
demixers do not converge to local minima. The performance index is
expressed as P = 2(1  (1=N) Ni=1 jij) where
i =
(E[(si  E[si])(y[3;i]   E[y[3;i]])])
((E[jsi   E[si]j2]E[jy[3;i]  E[y[3;i]]j2])1=2)
is the normalized cross correlation. The performance index is a variant
of the mean square error (MSE) in that it implicitly takes account of
the scale and phase reversal ambiguities. The performance index of the
four tested algorithms is displayed in Fig. 1 where it is seen that the
proposed algorithm has the lowest index and fastest convergence.
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Fig. 5. Performance index of the tested algorithms after convergence to steady
state.
The separation results rendered by MLP and RBF are worst by
85% and 115% in comparison with the proposed scheme. However,
the result achieved by the linear method falls far from optimal
and, hence, indicates the need for nonlinear separation techniques.
To further demonstrate the efficacy of the proposed scheme, the
performance of nonlinear estimation by the Weierstrass series for
every fi and f 1i is illustrated in Fig. 2. In the experiment, we
show that the truncated series, although its order is constrained,
is still able to maintain a relatively high level of performance. In
this letter the Weierstrass Series are selected to approximate the
actual nonlinear function and it is worth knowing that theoretically
the approximation will be more accurate with increasing order of
the polynomial. However, by using the analysis similar to that of
the Taylor series, it is found that only the low-order terms in the
series play a central role in the estimation as the higher-order
terms tend to zero within the input region of [ 1; 1]. Taking the
nonlinear function of y = x1=3 as an example, the exact form can
only be achieved if and only if the order of the series is infinite.
Nevertheless, we have used a reverse series of order 5 and the
result of the approximation is displayed in Fig. 2(g) which shows
that the good approximation has been obtained despite the series
is limited to low order.
To further investigate the efficacy of the proposed scheme in
practical scenario, the second experiment is conducted for sepa-
rating real data which are obtained from the ICA’99 datasets [14].
Fig. 3 shows the three speech signals which are used as the orig-
inal source signals. Similar mixing model is applied to the sources
where M is changed to an unknown 3 3 random mixing matrix and
Df 
 s = diagfsinh(s1) s
3
2 s3 + 0:8s
3
3g. The parameter settings
used here remains identical to the first experiment except the learning
rates are now changed to W = 0:0005 and  = 1  10 5.
Different orders of the Weierstrass series are applied to this experi-
ment to investigate the influence induced by the truncation. Both the
forward and the reverse series will be truncated to the fifth, seventh,
and ninth orders, respectively. The original sources and the nonlinearly
mixed signals are shown in Fig. 3(a)–(b), the restored signals via
the proposed seventh-order Weierstrass Network are displayed in
Fig. 3(c). Fig. 4 shows the performance of the algorithms evaluated in
term of convergence while Fig 5 shows the comparison of the achieved
accuracy. Similar to the previous experiment, our analysis shows
that the proposed method has successfully recovered the real-life
recorded signals. Concurrently, the convergences of the performance
index for the fifth-, seventh-, and ninth-order Weierstrass Network are
almost identical but only differ in terms of steady-state values. The
improvement achieved from the fifth order to the seventh is significant
whereas from the seventh to the ninth order, the decrement is only
0.012. This result shows that the low-order items in the Weierstrass
series dominate the performance of the approximation.
V. CONCLUSION
A new approach to nonlinear signal separation is proposed. The pro-
posed mixing model generalizes the monononlinearity mixture by al-
lowing different nonlinearity to be applied to the source signals. The
success of the proposed scheme in signal separation can be attributed
to the following. i) The mixture is structurally constrained by two sets
of mutually reverse nonlinear functions. ii) The hidden neurons’ activa-
tion functions used by the demixer are spanned by the set ofWeierstrass
series. iii) The Theory of Series Reversion is integrated into a neural
network to enable efficient computation of the reverse series and this
facilitates the construction of a demixer with high-order Weierstrass
series.
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