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a b s t r a c t
Measured and analytical data are unlikely to be equal due to measured noise, model
inadequacies, structural damage, etc. It is necessary to update the physical parameters
of analytical models for proper simulation and design studies. Starting from simulated
measured modal data such as natural frequencies and their corresponding mode shapes, a
new computationally efficient and symmetry preserving method and associated theories
are presented in this paper to update the physical parameters of damping and stiffness
matrices simultaneously for analytical modeling. A conjecture which is proposed in [Y.X.
Yuan, H. Dai, A generalized inverse eigenvalue problem in structural dynamic model
updating, J. Comput. Appl. Math. 226 (2009) 42–49] is solved. Two numerical examples
are presented to show the efficiency and reliability of the proposed method. It is more
important that, some numerical stability analysis on the model updating problem is given
combining with numerical experiments.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Vibrating systems, such as automotives, bridges, highways, and buildings are usually described by distributed param-
eters. However, because of the lack of viable computational methods to handle distributed parameter systems, a finite el-
ement method is generally used to discretize such systems to an analytical finite element model, namely, a second-order
differential equation
Maq¨(t)+ Caq˙(t)+ Kaq(t) = f (t). (1.1)
HereMa, Ca and Ka ∈ Rn×n are all symmetric and represent the analyticalmass, damping, and stiffnessmatrices, respectively
(withMa being symmetric positive definite, orMa > 0), q(t) is the n× 1 vector of positions, and f (t) is the n× 1 vector of
external force. It is known that solving the homogeneous equation (1.1) [i.e., f (t) ≡ 0] corresponds to solving the Quadratic
Eigenvalue Problem (QEP)
Qa(λ)x = (λ2Ma + λCa + Ka)x = 0, (1.2)
by letting q(t) = eλtx. The scalar λ and the associated vector x in Eq. (1.2) are called, respectively, eigenvalues and eigenvec-
tors of the quadratic pencil Qa(λ). Note that the QEP (1.2) has 2n finite eigenvalues because the leadingMa is nonsingular.
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In the finite elementmodel (1.1) for structural dynamics, the analyticalmass and stiffnessmatrices are, in general, clearly
defined by physical parameters and evaluated by static tests. However, the analytical dampingmatrix for precise dissipative
effects is not well understood because it is a purely dynamics property that cannot be measured statically and must be
determined by dynamic testing. This makes the process of modeling and experimental verification difficult. A common
simplification is to assume proportional damping, which seems to be sufficient where damping levels are lower than 10%
of critical. Two new methods for damping matrix identification, which produce accurate representative damping matrices,
are developed. They serve to integrate the theory and practical application of damping matrix identification. Therefore, it
is assumed in this paper that acceptable models of the analytical mass, damping, and stiffness matrices are available. It is
our objective to incorporate the measured modal data into the finite element model, aiming to produce an adjusted finite
element model on the mass, damping, and stiffness with modal properties that closely match the experimental modal data.
Finite element model updating (FEMU) problems have emerged in the 1990s as a significant subject to the design,
construction, and maintenance of mechanical systems. Model updating, at its most ambitious form, attempts to correct
errors in a finite element model. It uses measured data such as natural frequencies, damping ratios, mode shapes, and
frequency response functions, which can usually be obtained by vibration test. Over the past years, many techniques for
model updating have been proposed. For undamped systems, i.e., Ca = 0, various techniques have been discussed in [1–8].
For damped systems, the theory and computation was first proposed in [9]. They considered the mass matrix to be exact
and updated the damping and stiffness matrices by using the measured modal data as a reference. Inman and Pilkey [10],
Kuo, Lin and Xu [11,12],Yuan and Dai [13], Lee and Eun [14,15] recently have proposed a direct method which seems more
efficient and reliable. Another line of thought is to update with symmetric low-rank correction of damping and stiffness
matrices [11]. However, the system matrices are adjusted globally in these methods. From a practical viewpoint, a spatial
representation of the structural-element property changes that resulted from the model errors is generally preferred for
engineering applications.
Based on the localization ofmodeling errors, it is the usual practice to adjust partial elements of the systemmatrices using
measured response data. For index sets α = {p1, . . . , pr} ⊆ {1, . . . , n} and β = {q1, . . . , qs} ⊆ {1, . . . , n}, we assume that
the elements that lie in the rows and columns indexed by α of the dampingmatrices Ca and the elements that lie in the rows
and columns indexed by β of the stiffness matrices Ka are accurate while the others need to be corrected. Without loss of
generality, we shall assume that α = {1, . . . , r}, β = {1, . . . , s}, i.e., the r × r and the s× s leading principal submatrices of
the analytical dampingmatrices Ck and stiffness matrices Ka, respectively, to be corrected are accurate. On the other hand, it
is well known that measured natural frequencies and mode shapes of a given structure that are determined experimentally
by vibration tests rarely satisfy eigenvalue equation due to equipment calibration, excessive noise,misinterpretation of data,
etc. Note that a mass matrix is usually precise in practice. Thus, the problem of updating the damping and stiffness matrices
simultaneously can be mathematically formulated as follows.
ConstrainedMinimization Problem I. Given a full column rankmatrixΦ ∈ Rn×m, a diagonalmatrixΛ ∈ Rm×m andmatrices
C0 ∈ SRr×r , K0 ∈ SRs×s, find n× nmatrices C , K such that
‖MaΦΛ2 + CΦΛ+ KΦ‖ = min (1.3)
subject to
CT = C, C([1, r]) = C0; K T = K , K([1, s]) = K0,
where C([1, r]) and K([1, s]) are, respectively, the r × r and s× s leading principal submatrices of C and K .
Model Updating Problem II. Given n× n real matrices Ca, Ka with Ca([1, r]) = C0, Ka([1, s]) = K0, find n× n real matrices
C and K to minimize the objective function
J = ‖Ca − C‖2 + ‖Ka − K‖2 (1.4)
subject to
‖MaΦΛ2 + CΦΛ+ KΦ‖ = min,
CT = C, C([1, r]) = C0; K T = K , K([1, s]) = K0.
(1.5)
Here, Ma, Ca and Ka are, respectively, the analytical mass, damping, and stiffness matrices; and C and K are, respectively,
the updated damping and stiffness matrices. The measured eigenvalue matrix Λ and the associated eigenvector matrix Φ
satisfy
Λ = diag
(
λ
[2]
1 , . . . , λ
[2]
l , λ2l+1, . . . , λm
)
∈ Rm×m
with p n and λ[2]j =
[
αj βj
−βj αj
]
, βj 6= 0 (j = 1, 2, . . . , l) and
Φ = [ϕ1R, ϕ1l, . . . , ϕlR, ϕll, ϕ2l+1, . . . , ϕm] ∈ Rn×m.
Note that the eigenvalues of λ[2]j are just the complex conjugate αj ± βji (i =
√−1), and we also suppose that Λ has only
simple eigenvalues and X is of full column rank.
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In particular, Yuan and Dai [8], Liu and Yuan [13] have solved, respectively, the matrix model updating problem in
undamped and damped structural systems, they also assume that the r × r leading principal submatrices of the analytical
mass, damping and stiffness matrices to be corrected are accurate. In these paper, by using the Moore–Penrose generalized
inverse and the singular value decomposition of matrices, the solvability condition and the expression for the solution of
the model updating problem are presented. However, in practice the mass, damping and stiffness matrices Ma, Ca, and Ka
are often structured, for example, maybe be the most common and the simplest, symmetric structure, but the presented
algorithms in [8,13] cannot guarantee that the updated matrices will be symmetric. Yuan and Dai [8] in concluding remarks
also put forward a conjecture: ‘‘Can such a structured (symmetric structure) matrix pencil be updated with eigeninformation and
a submatrix pencil constraint? Can the physical feasibility of the updated matrices be maintained?’’. Another motivation of these
papers is that because of the obvious difficulties in numerical instability and computational complexity, those constructional
solutions in [8,13] narrow down their applications. Indeed, it is impractical to find a solution by those formulas if the matrix
size is large.
In this work, we first construct a computationally efficient and symmetry preserving iterative algorithm, based on the
classical algorithm, Conjugate Gradient Least Squares method (CGLS), to solve the conjecture proposed in [8] completely.
We call the resulting algorithm the extended CGLS method. The most significant characteristic of the proposed method is
that the method can both maintains the short recurrences and satisfies a minimization property, i.e., the approximation
solution minimizes the residual norm over a special affine subspace, which ensure that this method possesses a smooth
convergence. The extended CGLS method can be computed with little work and low storage requirements per iteration,
i.e., it is only required to compute a residual matrix and update the iterative solution and gradient matrices linearly in each
iteration. Thenwe show that the updated damping and stiffness matrices is just the unique least Frobenius norm solution of
a new minimization problem. Numerical examples show that our method is very effective. It is more important that, some
numerical stability analysis on the nearness problem is given combining with numerical experiments, which is not given in
the earlier papers.
In this paper, we shall adopt the following notation. Rm×n, SRn×n, ASRn×n denote the set of allm× n real matrices, real
symmetric and real skew symmetric matrices, respectively. AT denotes the transpose of the matrix A. On Rm×n we define
inner product: 〈A, B〉 = trace(BTA) for all A, B ∈ Rm×n, then the norm of a matrix generate by this inner product is Frobenius
norm, denoted by ‖ · ‖. Let
Tm×m × Tp×p = {[U, V ]|U ∈ Tm×m, V ∈ Tp×p} .
It is obvious that Tm×m × Tp×p is a linear space over the real number field. For all [Ui, Vi] ∈ Tm×m × Tp×p (i = 1, 2), we
define the inner product in this linear space as follows:
〈[U1, V1], [U2, V2]〉 = trace(UT2 U1)+ trace(V T2 V1).
Then Tm×m × Tp×p is a Hilbert inner product space, and the norm induced from this inner product is defined by
‖[U, V ]‖ = 〈[U, V ], [U, V ]〉 12 = [trace(UTU)+ trace(V TV )] 12
= (‖U‖ + ‖V‖) 12 , ∀[U, V ] ∈ Tm×m × Tp×p.
The rest of the paper is organized as follows. Firstly, in Section 2, we shortly review the related algorithm CGLS and
introduce some valuable lemmas. In Section 3, we convert the minimization Problem I to an equivalence problem, then
we establish the extended CGLS algorithm, describe the basic properties and show it is convergence within finitely steps.
In Section 4, we obtain the unique updated damping and stiffness matrices of Model Updating Problem II by using the
established algorithm in Section 3. In Section 5, we illustrate the efficiency and reliability of the proposed method by using
two examples. Some numerical stability analysis are also given combining with numerical experiments.
2. Preliminaries
In this section, we first shortly review the related algorithm CGLS. The CGLS algorithm was originally proposed in [16]
for solving the following least squares problem:
min
x
‖Mx− f ‖2
with givenM ∈ Rm×n and f ∈ Rm. The CGLS algorithm is the classical Conjugate Gradient (CG) method [17] applied on the
normal equation
MTMx = MT f .
Starting at an initial guess x0, CGLS finds an optimal solution xk in the affine Krylov subspace x0+K k that minimizes the
residual error ‖f −Mx‖2,
x = arg min
x∈x0 +K k
‖f −Mx‖2
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whereKk is the Krylov subspace
Kk≡ K k(MTM, r0) = span
{
r0, (MTM)r0, . . . , (MTM)k−1r0
}
,
and r0 = MT (f − Mx0) is the residual vector of the initial guess x0 corresponding to the normal equations. Let rk =
MT (f − Mxk) be the residual vector of xk corresponding to the normal equation and p1, p2, . . . , pk an MTM-orthogonal
basis vectors ofKk, i.e.,
piT (MTM)pj = 0, if i 6= j.
The optimal solution xk defined above can be constructed iteratively byxk+1 = xk + akpk; ak = ρk/‖Mpk‖
2
2,
rk+1 = rk − akMTMpk; ρk+1 = ‖rk+1‖22,
pk+1 = rk+1 + βkpk; βk = ρk+1/ρk.
Initially, p0 = r0 and ρ0 = ‖p0‖22. It can be verified that the residual vectors are orthogonal each others, i.e., riT rj = 0 for
i 6= j.
Theoretically, CGLS converges within at most n iterations if exact arithmetic could be performed, where n is the order of
M . In practice the iteration numbers may be larger than n because of the computational errors.
For discussing the r × r leading principal submatrices of symmetric matrices, we define the following two matrix sets
written as:
Definition 1.
SRn×nM,r =
{
WM,r |WM,r ∈ SRn×n,WM,r([1 : r]) = 0
}
SRn×n,r =
{
W,r |W,r =
(
Wp 0
0 0
)
,W,r ∈ SRn×n,∀Wp ∈ SRr×r
}
.
Obviously, SRn×nM,r , SRn×n,r are linear subspace of SRn×n. For any arbitrary n × n symmetric matrix W , let W11 ∈ SRr×r ,
W12 ∈ SRr×(n−r) andW22 ∈ SR(n−r)×(n−r), the matrixW can be partitioned into smaller submatrices and be written as the
sum of two another block matrices, that is
W =
(
W11 W12
W T12 W22
)
=
(
0 W12
W T12 W22
)
+
(
W11 0
0 0
)
.
It is easy to verify that the resulting blockmatrices partitioned in this way are unique, and the inner product of the right two
block matrices lie in the above equality is zero, which implies that the two linear subspace SRn×nM,r , SRn×n,r are orthogonal to
each other. Therefore, we obtain SRn×n = SRn×nM,r ⊕ SRn×n,r , where the symbol⊕ denote the direct sum. Combining with the
well-known conclusion Rn×n = SRn×n ⊕ ASRn×n, we can derive the following lemma.
Lemma 1. For any arbitrary Z ∈ Rn×n, there exist unique ZM,r ∈ SRn×nM,r , Z,r ∈ SRn×n,r and Z ′ ∈ ASRn×n such that
Z = ZM,r+˙Z,r+˙Z ′.
We can define two linear projection operators as follows
A : Rn×n −→ SRn×nM,r
Z −→ ZM,r
B : Rn×n −→ SRn×nM,s
Z −→ ZM,s.
For any matrices Z ∈ Rn×n,WM,r ∈ SRn×nM,r , NM,r ∈ SRn×nM,s then
〈Z,WM,r〉 = 〈ZM,r + Z,r + Z ′,WM,r〉 = 〈ZM,r ,WM,r〉 + 〈Z,r ,WM,r〉 + 〈Z ′,WM,r〉 = 〈ZM,r ,WM,r〉 = 〈A (Z),WM,r〉.
〈Z,NM,s〉 = 〈ZM,s + Z,s + Z ′,NM,s〉 = 〈ZM,s,NM,s〉 + 〈Z,s,NM,s〉 + 〈Z ′,NM,s〉 = 〈ZM,s,NM,s〉 = 〈B(Z),NM,s〉.
The following well-known lemma-Projection Theorem is a directly use for our mainly results.
Lemma 2 (Projection Theorem). Let X be a finite dimensional inner product space, M be a subspace of X , and M⊥ be the
orthogonal complement subspace of M . For a given x ∈ X , there always exists anm0 ∈ M such that ‖x−m0‖ ≤ ‖x−m‖, ∀m ∈
M ,where ‖.‖ is the norm associated with the inner product defined inX . Moreover, m0 ∈ M is the unique minimization vector
inM if and only if (x−m0)⊥M i.e., (x−m0) ∈ M⊥.
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3. The extended CGLS algorithm for Constrained Minimization Problem I
In this section, we first transform Problem I to an equivalence constrained optimization problem, which is crucial for
solving completely the conjecture proposed in [8] and is a special feature of this paper. Then based on the main idea of
the classical CGLS method, we construct an extended CGLS method for solving this equivalence optimization problem,
and we characterize some basic and significant properties of the proposed method. We show that, for any arbitrary initial
constrained matrix pair, a desired solution can be obtained within finite iteration steps in the absence of roundoff errors,
and the optimal (least norm) solution can also be obtained by choosing a special kinds of initial matrix pair.
For the sake of simplicity, we start by writing (1.3) as follows:
‖CA+ KB− E‖ = min (3.6)
where E = −MaΦΛ2, A = ΦΛ, B = Φ , and E, A, B ∈ Rn×m.
3.1. An equivalence Constrained Minimization Problem
Firstly, the technique of transformation is precisely described in the following lemma.
Lemma 3. Givenmatrices A, B, E, C0, K0 as Problem I. Denotematrices C,r =
(
C0 0
0 0
)
, K,s =
(
K0 0
0 0
)
. Then the general solution
[C, K ] of Problem I can be expressed as [C,r + X, K,s + Y ], where [X, Y ] is the general solution of the following constrained
minimization problem
Constrained Minimization Problem Inew: Find matrices X ∈ SRn×nM,r and Y ∈ SRn×nM,s such that
‖XA+ YB− F‖ = min, where F = E − C,rA− K,sB.
Proof. Let
C ×K = {[C, K ]|CT = C, C([1, r]) = C0; K T = K , K([1, s]) = K0} .
Actually, C = C,r + SRn×nM,r andK = K,s + SRn×nM,s , then it is obvious that C andK are all linear manifold. Then we have
min[C,K ]∈C×K ‖CA+ KB− E‖ ⇔ min[X,Y ]∈SRn×nM,r ×SRn×nM,s
‖(X + C,r)A+ (Y + K,s)− E‖
⇔ min
[X,Y ]∈SRn×nM,r ×SRn×nM,s
‖XA+ YB− (E − XC,r − YK,s)‖
⇔ min
[X,Y ]∈SRn×nM,r ×SRn×nM,s
‖XA+ YB− F‖. 
Remark 1. There are some valuable efforts on formulating solutions to the matrix-form least squares problem with or
without linear constraints [18–24]. However, the elegant algorithms techniques presented in these papers can’t be applied
directly to solve the least squares problem (3.6) over matrix set C × K . Since both C and K are linear manifold, it hard
to ensure the updated matrices satisfy the constraints of the symmetric and the submatrix requirement. Hence, we firstly
convert the problem over linear manifold to an equivalent problem over a linear subspace. This provides a way to construct
an iterative algorithm for solving Problem I completely and is a special feature of this paper.
Now we must find the least squares solution over SRn×nM,r × SRn×nM,s of matrix equation
XA+ YB = F . (3.7)
Then the solution of the minimization Problem I can be expressed as [X + C,r , Y + K,s]. For that, we consider the operator
G defined as
G : SRn×nM,r × SRn×nM,s −→ Rn×m[X, Y ] −→ XA+ YB.
Firstly, combing with Projection Theorem, we obtained the following lemma, which provides the criterion for stopping
the iterate process within a certain previously established tolerance.
Lemma 4. Denote R˜ be the residual of Eq. (3.7) corresponding to matrix pair [X˜, Y˜ ], that is, R˜ = F − G(X˜, Y˜ ), if the following
conditions are satisfied simultaneously,
A (R˜AT ) = 0, A (R˜BT ) = 0, (3.8)
then the matrix pair [X˜, Y˜ ] is a solution of Problem Inew.
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Proof. Let L = {L|L = G(X, Y ), [X, Y ] ∈ SRn×nM,r × SRn×nM,s }, obviously, L is a linear subspace of Rn×k. For matrix pair
[X˜, Y˜ ] ∈ SRn×nM,r × SRn×nM,s , denote F˜ = G(X˜, Y˜ ), then F˜ ∈ L. From the Projection Theorem, we know that [X˜, Y˜ ] is a solution
of Problem Inew if and only if (F˜ − F)⊥L, i.e., for all [X, Y ] ∈ SRn×nM,r × SRn×nM,s , 〈R˜,G(X, Y )〉 = 0. From Lemma 1,
〈R˜,G(X, Y )〉 = 〈R˜AT , X〉 + 〈R˜BT , Y 〉 = A (R˜AT )+B(R˜BT ).
Hence if the conditions (3.8) are satisfied simultaneously, the expression above holds, which means [X˜, Y˜ ] is a solution of
Problem Inew. 
Remark 2. Lemma 4 is in accordance with the theory established in linear system. Actually, A (R˜AT ) and B(R˜BT ) are,
respectively, projections of R˜AT , R˜BT onto linear subspace SRn×nM,r and SRn×nM,s , where R˜AT and R˜BT are, respectively, the gradient
matrices of Eq. (3.7) with respect to the unknown matrices X and Y . According to the necessary and sufficient condition of
minimization problem established in [25] that ‘‘Let f (X) be a continuous, differential and convex function on subspace S. Then
there exist X∗ ∈ S such that f (X∗) = minX∈S f (X), if and only if the projection of the gradient ∇f (X) onto S is 0.’’, we know
that matrix pair [X˜, Y˜ ] is a solution of the Problem Inew if and only if A (R˜AT ) = 0 andB(R˜BT ) = 0.
3.2. The extended CGLS algorithm and its basic properties
In this subsection, we first construct an extended version of CGLS algorithm, then we propose some properties of this
iterative algorithm. Finally, we show it is convergence within finitely steps.
Algorithm 1. For any arbitrary initial matrix pair [X (0), Y (0)] ∈ SRn×nM,r × SRn×nM,s , compute
Step 1: R0 = F − G(X (0), Y (0));
P0,1 = A (R0AT ), P0,2 = B(R0BT ); Q0,1 = P0,1, Q0,2 = P0,2;
M0 = G(Q0,1,Q0,2).
Step 2: If ‖Pk,1‖2 + ‖Pk,2‖2 = 0, then stop; else, k := k+ 1, and compute
Step 3: Mk = G(Qk,1,Qk,2), αk = ‖Pk,1‖
2+‖Pk,2‖2
‖Mk‖2 ; Rk+1 = Rk − αkMk;
X (k+1) = X (k) + αkQk,1; Y (k+1) = Y (k) + αkQk,2;
Pk+1,1 = A (Rk+1AT ) (or)= Pk,1 − αkA (MkAT );
Pk+1,2 = B(Rk+1BT ) (or)= Pk,2 − αkB(MkBT );
βk = ‖Pk+1,1‖
2+‖Pk+1,2‖2
‖Pk,1‖2+‖Pk,2‖2 ,
Qk+1,1 = Pk+1,1 + βkQk,1; Qk+1,2 = Pk+1,2 + βkQk,2;
Step 4: Go to Step 2.
Remark 3. Pk+1,1 = A (Rk+1AT ) imply Pk+1,1 ∈ SRn×nM,r for all k. Since Q0,3 = P0,3 by assumption and Pk+1,1 ∈ SRn×nM,r for all k,
the second equation from button in Step 3 and induction imply that Qk+1,1 ∈ SRn×nM,r . Since X0 ∈ SRn×nM,r by assumption and
Qk,1 ∈ SRn×nM,r for all k, the fourth equation in Step 3 and induction imply that X (k+1) ∈ SRn×nM,r . Analogously, we have Pk,2, Qk,2
and Y (k) ∈ SRn×nM,s for all k.
In the next part, we will show the basic properties of iteration method by induction. First for convenience of discussion
in the later context, we introduce the following conclusion from Algorithm 1. For all i, j, t
〈Ri − Rj,G(Pt,1, Pt,2)〉 = 〈(Ri − Rj)AT , Pt,1〉 + 〈(Ri − Rj)BT , Pt,2〉
= 〈A (RiAT )− A (RjAT ), Pt,1〉 + 〈B(RiBT )−B(RiBT ), Pt,2〉
= 〈Pi,1, Pt,1〉 + 〈Pi,2, Pt,2〉 − 〈Pj,1, Pt,1〉 − 〈Pj,2, Pt,2〉.
Lemma 5. For matrices Pi,r , Qi,r (r = 1, 2) and Mi generated by Algorithm 1, if there exist a positive integer k such that
‖Pi,1‖2 + ‖Pi,2‖2 6= 0, αi 6= 0, and αi 6= ∞ for all i = 0, 1, 2, . . . , k, then we have
(1) 〈Pi,1, Pj,1〉 + 〈Pi,2, Pj,2〉 = 0, i, j = 0, 1, 2, . . . , k, i 6= j;
(2) 〈Mi,Mj〉 = 0, i, j = 0, 1, 2, . . . , k, i 6= j
(3) 〈Pi,1,Qj,1〉 + 〈Pi,2,Qj,2〉 = 0, 0 ≤ j < i ≤ k.
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Proof. First for brevity, we introduce the following equalities from Lemma 1, and it is used in a similar way in several other
instances.
〈M0AT , P0,1〉 = 〈A (MT0 A), P0,1〉 = 〈M0, AP0,1〉,
〈M0BT , P0,1〉 = 〈B(M0BT ), P0,2〉 = 〈M0, P0,2B〉;
〈R0, P0,1A〉 = 〈R0AT , P0,1〉 = 〈A (RT0A), P0,1〉 = ‖P0,1‖2,
〈R0, P0,2B〉 = 〈R0BT , P0,2〉 = 〈B(R0BT ), P0,2〉 = ‖P0,2‖2.
For k = 1, it follows that
〈P0,1, P1,1〉 + 〈P0,2, P1,2〉 = 〈P0,1, P0,1 − α0A (MT0 A)〉 + 〈P0,2, P0,2 − α0A (M0BT )〉
= ‖P0,1‖2 + ‖P0,2‖2 − α0〈G(P0,1, P0,2),M0〉
= ‖P0,1‖2 + ‖P0,2‖2 − α0〈M0,M0〉 = 0.
〈M0,M1〉 = 〈M0,A(Q1,1,Q1,2)〉 = 〈M0,A(P1,1 + β0Q0,1, P1,2 + β0Q0,2)〉
= 〈M0,G(P1,1, P1,2)〉 + β0‖M0‖2
= 1
α0
〈R0 − R1,G(P1,1, P1,2)〉 + β0‖M0‖2
= 1
α0
{〈P0,1, P1,1〉 + 〈P0,2, P1,2〉 − (‖P1,1‖2 + ‖P1,2‖2)}+ β0‖M0‖2
= − 1
α0
(‖P1,1‖2 + ‖P1,2‖2)+ β0‖M0‖2 = 0.
〈Q0,1, P1,1〉 + 〈Q0,2, P1,2〉 = 〈P0,1, P1,1〉 + 〈P0,2, P1,2〉 = 0.
Assume that the conclusions
〈Pj,1, Ps,1〉 + 〈Pj,2, Ps,2〉 = 0; 〈Mj,Ms〉 = 0; 〈Ps,1,Qj,1〉 + 〈Ps,2,Qj,2〉 = 0
hold for all j ≤ s− 1 (0 < s < k), then
〈Pj,1, Ps+1,1〉 + 〈Pj,2, Ps+1,2〉 = 〈Pj,1, Ps,1 − αsA (MsAT )〉 + 〈Pj,2, Ps,2 − αsB(MsBT )〉
= −αs
{〈Pj,1,MsAT 〉 + 〈Pj,2,MsBT 〉} = −αs〈G(Pj,1, Pj,2),Ms〉
= −αs〈G(Qj,1 − βj−1Qj−1,1,Qj,2 − βj−1Qj−1,2),Ms〉
= −αs〈Mj − βj−1Mj−1,Ms〉 = 0.
〈Mj,Ms+1〉 = 〈Mj,G(Qs+1,1,Qs+1,2)〉 = 〈Mj,G(Ps+1,1 + βsQs,1, Ps+1,2 + βsQs,2)〉
= 〈Mj,G(Ps+1,1, Ps+1,2)〉 = 1
αj
〈Rj − Rj+1,G(Ps+1,1, Ps+1,2)〉
= 1
αj
{〈Pj,1, Ps+1,1〉 + 〈Pj,2, Ps+1,2〉 − 〈Pj+1,1, Ps+1,1〉 − 〈Pj+1,2, Ps+1,2〉}
= − 1
αj
(〈Pj+1,1, Ps+1,1〉 + 〈Pj+1,2, Ps+1,2〉)
〈Qj,1, Ps+1,1〉 + 〈Qj,2, Ps+1,2〉 = 〈Qj,1, Ps,1 − αsA (MsAT )〉 + 〈Qj,2, Ps,2 − αsB(MsBT )〉
= −αs〈G(Qj,1,Qj,2),Ms〉 = −αs〈Mj,Ms〉 = 0.
By the assumption of the third equation of this lemma, we have
〈Qs,1, Ps,1〉 + 〈Qs,2, Ps,2〉 = 〈Ps,1 + βs−1Qs−1,1, Ps,1〉 + 〈Ps,2 + βs−1Qs−1,2, Ps,2〉 = ‖Ps,1‖2 + ‖Ps,2‖2. (3.9)
Then for j = s
〈Ps,1, Ps+1,1〉 + 〈Ps,2, Ps+1,2〉 = 〈Ps,1, Ps,1 − αsA (MsAT )〉 + 〈Ps,2, Ps,2 − αsB(MsBT )〉
= ‖Ps,1‖2 + ‖Ps,2‖2 − αs〈G(Ps,1, Ps,2),Ms〉
= ‖Ps,1‖2 + ‖Ps,2‖2 − αs〈G(Qs,1 − βs−1Qs−1,1,Qs,2 − βs−1Qs−1,2),Ms〉
= ‖Ps,1‖2 + ‖Ps,2‖2 − αs‖Ms‖2 = 0.
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〈Ms,Ms+1〉 = 〈Ms,G(Qs+1,1,Qs+1,2)〉 = 〈Ms,G(Ps+1,1 + βsQs,1, Ps+1,2 + βsQs,2)〉
= βs‖Ms‖2 + 〈Ms,G(Ps+1,1, Ps+1,2)〉
= βs‖Ms‖2 + 1
αs
〈Rs − Rs+1,G(Ps+1,1, Ps+1,2)〉
= βs‖Ms‖2 + 1
αs
{〈Ps,1, Ps+1,1〉 + 〈Ps,2, Ps+1,2〉 − ‖Ps+1,1‖2 − ‖Ps+1,2‖2}
= βs‖Ms‖2 − 1
αs
(‖Ps+1,1‖2 + ‖Ps+1,2‖2) = 0.
〈Qs,1, Ps+1,1〉 + 〈Qs,2, Ps+1,2〉 = 〈Qs,1, Ps,1 − αsA (MsAT )〉 + 〈Qs,2, Ps,2 − αsB(MsBT )〉
= 〈Qs,1, Ps,1〉 + 〈Qs,2, Ps,2〉 − αs〈G(Qs,1,Qs,2),Ms〉
= ‖Ps,1‖2 + ‖Ps,2‖2 − αs‖Ms‖2 = 0.
Then the conclusion 〈Ps,1, Ps+1,1〉+〈Ps,2, Ps+1,2〉 = 0 and the assumption 〈Pj,1, Ps,1〉+〈Pj,2, Ps,2〉 = 0 show that 〈Mj,Ms+1〉 =
0 for all j ≤ s− 1. By the principal of induction, we know that conclusion (3) holds for all 0 ≤ j < i ≤ k, and conclusion (1)
and conclusion (2) hold for all i, j = 0, 1, 2, . . . , k, i 6= j due to the fact that 〈A, B〉 = 〈B, A〉 holds for all matrices A and B in
Rm×n. 
Lemma 5 shows that the matrix sequence(
P0,1
P0,2
)
,
(
P1,1
P1,2
)
, . . .
generated by Algorithm 1 are orthogonal to each other in the finite dimensional space R2n×2n. Hence the iterative method
will be terminated at most 2n2 steps in the absence of roundoff errors.
It is worthwhile to note that the conclusions of Lemma 5 may not be true without the assumptions αi 6= 0 and αi 6= ∞.
Hence it is necessary to consider the case that αi = 0 or αi = ∞.
If αi = 0, which implies ‖Pi,1‖2 + ‖Pi,2‖2 = 0, it follows that Pi,1 = 0, Pi,2 = 0.
If αi = ∞, which implies ‖Mi‖ = 0, then we have G(Qi,1,Qi,2) = 0, making inner product with Ri by both side, from
(3.9) yields
〈G(Qi,1,Qi,2), Ri〉 = 〈Qi,1, RiAT 〉 + 〈Qi,2, RiBT 〉 = 〈Qi,1,A (RiAT )〉 + 〈Qi,2,A (RiBT )〉
= 〈Qi,1, Pi,1〉 + 〈Qi,2, Pi,2〉 = ‖Pi,1‖2 + ‖Pi,2‖2 = 〈0, Ri〉 = 0.
Hence, we also have Pi,1 = 0, Pi,2 = 0.
So the discussions above show that if there exist a positive integer i such that the coefficient αi = 0 or αi = ∞, then the
corresponding matrix pair [X (i), Y (i)] is just the solution of Problem Inew.
Together with Lemma 5 and the discussion about the coefficient αi, we can conclude the following theorem.
Theorem 1. For any arbitrary initial matrix pair [X (0), Y (0)] ∈ SRn×nM,r × SRn×nM,s , the matrix pair sequence [X (k), Y (k)] generated
by Algorithm 1 will converge to a solution of Problem Inew at infinite iteration steps in exact arithmetic.
Lemma 6. Given a solution [X˜, Y˜ ] of Problem Inew, then any arbitrary solution of Problem Inew can be express as [X˜ + X¯, Y˜ + Y¯ ],
where matrix pair [X¯, Y¯ ] within set SRn×nM,r × SRn×nM,s and satisfies G(X¯, Y¯ ) = 0.
Proof. Given [X¯, Y¯ ] ∈ SRn×nM,r ×SRn×nM,s , if [X˜+ X¯, Y˜ + Y¯ ] is a solution of Problem Inew, then by Lemma 2 and its proof process,
we have
‖G(X˜, Y˜ )− F‖2 = ‖A(X˜ + X¯, Y˜ + Y¯ )− C‖2 = ‖G(X¯, Y¯ )− (C − G(X˜, Y˜ ))‖2
= ‖G(X¯, Y¯ )− R˜‖2 = ‖G(X¯, Y¯ )‖2 + ‖R˜‖2,
which implies G(X¯, Y¯ ) = 0.
Conversely, if matrix pair [X˜ + X¯, Y˜ + Y¯ ]within set SRn×nM,r × SRn×nM,s and G(X¯, Y¯ ) = 0, then
‖G(X˜ + X¯, Y˜ + Y¯ )− F‖ = ‖G(X¯, Y¯ )− R˜‖ = ‖R˜‖,
which means matrix pair [X˜ + X¯, Y˜ + Y¯ ] is a solution of Problem Inew. 
Next, we will prove that if choose a special kind of initial matrix pair, we can obtain the unique least norm solution of
Problem Inew. To this end, we first define a matrix set S as follows
S = {[X, Y ]|X = A (HAT ), Y = B(HBT )}
where H ∈ Rn×m. Evidently, S is a linear subspace of SRn×nM,r × SRn×nM,s .
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Theorem 2. If we choose the initial matrix pair [X (0), Y (0)] ∈ S, especially, let X (0) = 0, Y (0) = 0, by Algorithm 1we can obtain
the unique least norm solution of Problem Inew.
Proof. From the Algorithm 1 and Theorem 1, if we choosing initial matrix pair [X (0), Y (0)] ∈ S ⊂ SRn×nM,r × SRn×nM,s , we can
obtain a solution [X∗, Y∗] of Problem Inew with finitely steps and there exists a matrix H∗ ∈ Rn×m such that the solution can
be represented as
X∗ = A (H∗AT ), Y∗ = B(H∗BT ).
By Lemma 6 we know that any arbitrary solution of Problem Inew can be express as [X∗ + X¯, Y∗ + Y¯ ], where matrix pair
[X¯, Y¯ ]within set SRn×nM,r × SRn×nM,s and satisfies G(X¯, Y¯ ) = 0. Then
〈X∗, X¯〉 + 〈Y∗, Y¯ 〉 = 〈A (H∗AT ), X¯〉 + 〈B(H∗BT ), Y¯ 〉 = 〈H∗,G(X¯, Y¯ )〉 = 0.
So we have ‖X∗ + X¯‖2 + ‖Y∗ + Y¯‖2 = ‖X∗‖2 + ‖Y∗‖2 + ‖X¯‖2 + ‖Y¯‖2, which implies that matrix pair [X∗, Y∗] is the least
norm solution of Problem Inew. 
Remark 4. Since the solution of Problem Inew is no empty, and the solution set of problem is a closed convex cone, hence it
is certain that there exists an unique least norm solution. If matrix pair [X, Y ]within SRn×nM,r ×SRn×nM,s is a solution of Problem
Inew, then it just be the unique least norm solution.
3.3. The minimization property of the extended CGLS algorithm
In this subsection, the minimization property of Algorithm 1 is characterized, which ensures that the Algorithm 1
converges smoothly.
Theorem 3. For any arbitrary initial matrix pair [X (0), Y (0)] ∈ SRn×nM,r × SRn×nM,s , the matrix pair [X (k), Y (k)] generated by
Algorithm 1 at the kth iteration step satisfies the following minimization problem
‖F − G(X (k), Y (k))‖2 = min[X,Y ]∈F ‖F − G(X, Y )‖
2
where F denotes a affine subspace written as F = [X (0), Y (0)] + span{[Q0,1,Q0,2], . . . , [Qk−1,1,Qk−1,2]}.
Proof. For any arbitrary matrix pair [X, Y ] ∈ F , there exists a set of real number {ti}k−10 such that
[X, Y ] = [X (0), Y (0)] +
k−1∑
i=0
ti[Qi,1,Qi,2].
Denote
g(t0, . . . , tk−1) =
∥∥∥∥∥F − G
(
X (0) +
k−1∑
i=0
tiQi,1, Y (0) +
k−1∑
i=0
tiQi,2
)∥∥∥∥∥
2
.
Combining with the second equation in Lemma 5, we have
g(t0, . . . , tk−1) =
∥∥∥∥∥F − G
(
X (0) +
k−1∑
i=0
tiQi,1, Y (0) +
k−1∑
i=0
tiQi,2
)∥∥∥∥∥
2
= ‖F − G(X (0), Y (0))‖2 +
k−1∑
i=0
t2i ‖G(Qi,1,Qi,2)‖2 − 2
k−1∑
i=0
ti〈G(Qi,1,Qi,2), F − G(X (0), Y (0))〉.
From Algorithm 1, we known Ri be the corresponding residual of matrix pair [X (i), Y (i)] for Eq. (3.7). Algorithm 1 show that
the initial residual R0 can be express as
R0 = Ri + αi−1G(Qi−1,1,Qi−1,2)+ αi−2G(Qi−2,1,Qi−2,2)+ · · · + α0G(Q0,1,Q0,2).
Because g(t0, . . . , tk−1) is a continuous and differentiable function with respect to the k variable ti, (i = 0, 1, . . . , k−1),
we easily know that g(t0, t1, . . . , tk−1) = min if and only if
∂g(t0, t1, . . . , tk−1)
∂ti
= 0.
It follows from the conclusions in Lemma 5 and (3.9), we have
ti = 〈G(Qi,1,Qi,2), R0〉‖G(Qi,1,Qi,2)‖2 =
〈G(Qi,1,Qi,2), Ri〉
‖G(Qi,1,Qi,2)‖2 =
〈Qi,1,A (RiAT )〉 + 〈Qi,2,B(RiBT )〉
‖G(Qi,1,Qi,2)‖2 =
‖Pi,1‖2 + ‖Pi,2‖2
‖G(Qi,1,Qi,2)‖2 = αi.
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By the fact that
min
ti
g(t0, t1, . . . , tk−1) = min[X,Y ]∈F ‖F − G(X, Y )‖
2,
we completes the proof. 
Theorem 3 shows that the approximation solution [X (k), Y (k)]minimizes the residual norm in the affine subspace F for
all initial matrix pair within SRn×nM,r × SRn×nM,s . Furthermore, by the fact [X (k−1), Y (k−1)] ∈ F , we have
‖F − G(X (k), Y (k))‖ ≤ ‖F − G(X (k−1), Y (k−1))‖,
which shows that the sequence
‖F − G(X (0), Y (0))‖, ‖F − G(X (1), Y (1))‖, . . .
is monotonically decreasing. The descent property of the residual norm of Eq. (3.7) leads to the smoothly convergence of
Algorithm 1.
4. The solution of Model Updating Problem II
The matrix model updating problem is same as the optimal approximation problem which occurs frequently in
experimental design, see for instance [26]. Here the analytical damping, and stiffness matrices Ca and Ka may be obtained
from experiments, but it may not satisfies theminimum residual requirement. The updated damping, and stiffness matrices
C andK are not only satisfy theminimumresidual restriction, and are closed to the analytical damping, and stiffnessmatrices
Ca and Ka in Frobenius norm (may be spectral norm or others). In this section, we show that the solution of thematrix model
updating problem can be derived by finding the least Frobenius norm solution of a new minimization problem.
For the Matrix Model Updating Problem II, there certainly exists an unique solution since the solution of the Constrained
Minimization Problem I is a nonempty closed convex cone. Noting that the ConstrainedMinimization Problem I is equivalent
to the following minimization problem
min ‖(MaΦΛ2 + CaΦΛ+ KaΛ)+ (C − Ca)ΦΛ+ (K − Ka)Λ‖.
We let X = C − Ca, Y = K − Ka and H = −(MaΦΛ2 + CaΦΛ+ KaΛ), and also let A = ΦΛ and B = Λ. Because we assume
that the r × r and the s × s leading principal submatrices of the analytical damping matrices Ck and stiffness matrices Ka,
respectively, to be corrected are accurate, so C−Ca ∈ SRn×nM,r , K−Ka ∈ SRn×nM,s , then finding the unique solution of theMatrix
Model Updating Problem II is equivalent to first find the least Frobenius norm solution of the new constrainedminimization
problem
min
[X,Y ]∈SRn×nM,r ×SRn×nM,s
‖XA+ YB− H‖. (4.10)
By using Algorithm 1, let initial matrix pair [X (0), Y (0)] ∈ S, or more specifically, letting X (0) = 0, Y (0) = 0, we can obtain
the unique least Frobenius norm solution [X∗, Y∗] of problem (4.10). Once the above matrix pair [X∗, Y∗] is obtained, the
unique solution [Cnew, Knew] of the Matrix Model Updating Problem II can be obtained. In this case, the unique solution can
be expressed as [Cnew, Knew] = [Ca + X∗, Ka + Y∗].
5. Numerical examples
In this section, we will illustrate the efficiency and reliability of the proposed method by using two examples: The
data of the first is taken from a simple truss structure described in [14]. The data of the second is from Harwell–Boeing
Collections [27].
All numerical implementations were performed on a personal computer of the Intel P4 2.4 GHz processor family with
512Mmemory using Matlab 7.0.
5.1. Example 1 (Correct the damping and stiffness of a truss structure)
• The mass and stiffness matrices of a initial truss structure can be obtained as
Ma =

72.05 0 9.83 0 13.1 0 0 0 0
0 72.05 0 9.83 0 13.1 0 0 0
9.83 0 111.35 0 16.38 0 13.1 0 0
0 9.83 0 111.35 0 16.38 0 13.1 0
13.1 0 16.38 0 104.8 0 9.83 0 13.1
0 13.1 0 16.38 0 104.8 0 9.83 0
0 0 13.1 0 9.83 0 78.6 0 16.38
0 0 0 13.1 0 9.83 0 78.6 0
0 0 0 0 13.1 0 16.38 0 58.95

1582 J.-f. Li et al. / Journal of Computational and Applied Mathematics 234 (2010) 1572–1585
Ka =

2.5 0 0 0 −1.25 0 0 0 0
0 1.67 0 −1.67 0 0 0 0 0
0 0 2.53 0 −0.64 0.48 −1.25 0 0
0 −1.67 0 2.38 0.48 −0.36 0 0 0
−1.25 0 −0.64 0.48 3.14 −0.48 0 0 −1.25
0 0 0.48 −0.36 −0.48 2.02 0 −1.67 0
0 0 −1.25 0 0 0 1.89 −0.48 −0.64
0 0 0 0 0 −1.67 −0.48 2.03 0.48
0 0 0 0 −1.25 0 −0.64 0.48 1.89

• The damping matrix Ca is defined by Ca = ρI9, with ρ = 0.5.
M0 =

72.05 0 9.83 0 13.1
0 72.05 0 9.83 0
9.83 0 111.35 0 16.38
0 9.83 0 111.35 0
13.1 0 16.38 0 104.8
 , K0 =

2.5 0 0 0 −1.25
0 1.67 0 −1.67 0
0 0 2.53 0 −0.64
0 −1.67 0 2.38 0.48
−1.25 0 −0.64 0.48 3.14
 .
Let us assume that the first two natural frequencies and their corresponding normalizedmode shape date of the damaged
truss structure were measured as
Λ =
[
ω21 0
0 ω22
]
=
[
0.045 0
0 0.149
]
,
Φ1 =
[
0.6395 −0.1511 −0.1422 0.0373 −0.3640 0.2490 0.4259 −0.3790 −0.1647]T ,
Φ2 =
[
0.3993 −0.0076 0.4689 0.0134 0.0552 −0.0427 −0.4454 0.1115 −0.6362]T .
Actually, the relative residual of (Λ,Φ) is estimated by
‖MaΦΛ2 + CaΦΛ+ KaΦ‖
‖MaΦΛ2‖ + ‖CaΦΛ‖ + ‖KaΦ‖ = 0.9122.
Based on the proposed approach, we first obtain the least norm solution [X∗, Y∗] of the minimization problem (4.10),
then the updated damping and stiffness matrices can be expressed as [Cnew, Knew] = [X∗ + Ca, Y∗ + Ka].
In Fig. 1 we characterize the convergence curve for the Frobenius norm of the residual and the terminate condition
‖Pk,1‖ + ‖Pk,2‖. The result in this figure shows clearly that the residual norm of Algorithm 1 is monotonically decreasing,
which is in accordance with the theory established in this paper.
Figs. 2 and 3 show, respectively, the bars graphs of the magnitude of the components of the matrices Ca − Cnew and
Ka − Knew.
By concrete computations, the residual of the updated matrices are estimated by
‖MaΦΛ2 + CnewΦΛ+ KnewΦ‖ = 1.4357e−012.
And the relative errors estimated by
‖MaΦΛ2 + CnewΦΛ+ KnewΦ‖
‖MaΦΛ2‖ + ‖CnewΦΛ‖ + ‖KnewΦ‖ = 3.7260e−013.
Therefore, the prescribed natural frequencies (the diagonal elements of the matrix Λ) and the mode shapes (the column
vectors of the matrixΦ) are embedded in the new modelMaΦΛ2 + CnewΦΛ+ KnewΦ = 0.
Next, we perturb the analytical mass, damping and stiffness matrices Ma, Ca, Ka by random matrices except the given
submatrices of Ca and Ka, to obtain Ma(ε) = Ma + εM˜ , Ca(ε) = Ca + εC˜ and Ka(ε) = Ka + εK˜ , where M˜, C˜ and K˜ are all
symmetric, moreover, the r × r leading principal submatrices of C˜ and K˜ are all zero. By Algorithm 1, we also obtain the
corresponding updated damping and stiffness matrices Cnew(ε), Knew(ε).
In Fig. 4, we plot the following four quantities for ε from 10−10 to 105:
(1) lg (‖Cnew(ε)− Cnew‖ + ‖Knew(ε)− Knew‖) (noted by ‘4’);
(2) lg (‖Ca(ε)− Ca‖ + ‖Ka(ε)− Ka‖) (noted by+);
(3) lg (‖Cnew − Ca‖ + ‖Knew − Ka‖) (noted by ◦);
(4) lg (‖Cnew(ε)− Ca(ε)‖ + ‖Knew(ε)− Ka(ε)‖) (noted by ∗).
We see from Fig. 4 that as ε goes to zero:
1. [Cnew(ε), Knew(ε)] approach to [Cnew, Knew] as expected, which implies that the proposed algorithm is numerical stable
for the matrix model updating problem.
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Fig. 1. Convergence curve for the Frobenius norm of the residual and the terminate condition ‖Pk,1‖ + ‖Pk,2‖.
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Fig. 2. Magnitudes of the entries of the matrix Ca − Cnew .
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Fig. 3. Magnitudes of the entries of the matrix Ka − Knew .
2. lg (‖Cnew(ε)− Cnew‖ + ‖Knew(ε)− Knew‖) always less than lg (‖Ca(ε)− Ca‖ + ‖Ka(ε)− Ka‖), and the two curves are
proportional decline, that is, there exists a constant α (0 < α < 1) such that
lg (‖Cnew(ε)− Cnew‖ + ‖Knew(ε)− Knew‖) ≤ α · lg (‖Ca(ε)− Ca‖ + ‖Ka(ε)− Ka‖) .
3. lg (‖Cnew(ε)− Ca(ε)‖ + ‖Knew(ε)− Ka(ε)‖) tend to lg (‖Cnew − Ca‖ + ‖Knew − Ka‖), which implies the proposed
algorithm is numerical stable for the right-hand side matrix. Actually, [Cnew(ε) − Ca(ε), Knew(ε) − Ka(ε)] is the least
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Fig. 4. Y axis: Curve 1: lg (‖Cnew(ε)− Cnew‖ + ‖Knew(ε)− Knew‖) (marked by 4), Curve 2: lg (‖Ca(ε)− Ca‖ + ‖Ka(ε)− Ka‖) (marked by +), Curve 3:
lg (‖Cnew − Ca‖ + ‖Knew − Ka‖) (marked by ◦), Curve 4: lg (‖Cnew(ε)− Ca(ε)‖ + ‖Knew(ε)− Ka(ε)‖) (marked by ∗) versus lgε (lg(epsilon)).
Fig. 5. Magnitudes of the entries of the matrix Ka − Knew .
Frobenius norm solution of the new minimization problem (4.10), where H = −(Ma(ε)ΦΛ2 + Ca(ε)ΦΛ + Ka(ε)Λ).
While [Cnew − Ca, Knew − Ka] is the least norm solution of problem (4.10), where H = −(MaΦΛ2 + CaΦΛ+ KaΛ).
5.2. Example 2 (Updating of a statistically condensed oil rig model)
Consider the model (M, C, K)where
• The matrices M ∈ R66×66 and K ∈ R66×66 come from the statically condensed oil model of the Harwell–Boeing set
BCSSTRUC1 [27]. For simplicity, in the model of this paper, we let the analytical mass matrix Ma = M , the analytical
stiffness matrix Ka = K ∗ 10−4, the two matrices are all symmetric positive-definite. The Frobenius norms ofMa and Ka
are 66.0249 and 9.2845, respectively.
• The damping matrix Ca is defined by Ca = ρI66, with ρ = 0.5.
BecauseMa > 0, the quadratic pencil λ2Ma + λCa + Ka has 132 eigenpairs. Consider the given measured eigenvalues
{λ1, λ2, λ3, λ4} = {−0.4628,−0.5709, 0.3584, 0.2761}.
The eigenpairs of the experimental model are used to created the experimental modal date. It is assumed that only the
fundamental mode characteristics are experimentally determined and only s (s < 66) components of eigenvector are
measured. Suppose now we are given the measured mode shapes Φj ∈ R66, j = 1, 2, 3, 4. According to the proposed
method in this paper, we can obtain the unique solution to the Model Updating Problem II, and it is easy to verify
‖MaΦΛ2 + CnewΦΛ+ KnewΦ‖ = 2.5497e−014.
Therefore, the prescribed eigenvalues and eigenvectors have been embedded in the newmodel (λ2Ma+λCnew+Knew)x = 0.
Fig. 5 shows the bar graphs of the magnitude of the components of the matrix K − Knew. Similar graphs exist for the
matrix C − Cnew.
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6. Conclusions
This study derived the mathematical equations to update the physical parameter matrices such as damping and stiffness
matrices. The proposed method was derived by firstly solving a minimization problem using a new symmetry preserving
algorithm in the satisfaction of the constraints of the symmetric and given submatrices pencil requirement, then the updated
damping and stiffness matrices is just the least Frobenius norm of a new constrained minimization problem. The proposed
method updated the damping and stiffness matrices simultaneously and the updated model remains symmetric and the
given submatrices pencil constraint. It is recognized that the results can be widely applied in the fields of damage detection,
systems identification, structural design and reanalysis algorithms to initialize the physical parameters.
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