a very high-dimensional space, resulting in high computa- [6] . All these three methodologies are based ity is usually impossible with other biometrics due to the on the tensor-to-tensor projection (TTP). The so-called Dislimited signature in the IR image [3] . Gait is a complex criminant Tensor Rank-one Decomposition (DTROD) algospatio-temporal biometric that can address these problems rithm [7, 8] , which uses the scatter difference criterion, obeffectively.
is sont outpor.
Nonetheless, MPCA is an unsupervised method and the class in gait recognition.
information is not used in the feature extraction process.
This motivated research towards the development of super-1. INTRODUCTION vised multilinear methodologies. A number of such solutions have been introduced recently. The multilinear disGait recognition [1, 2] , the identification of individuals in criminant analysis (MDA) proposed in [5] maximizes a tensorvideo sequences by the way they walk, has gained signifibased scatter ratio criterion, but unfortunately the algorithm cant attention recently. This interest is strongly motivated does not converge and performs poorly on tensorial gait by the need for automated person identification system, vidata [4] . In [6] , a so-called general tensor discriminant analsual surveillance at a distance in security-sensitive environysis (GTDA) algorithm is proposed by maximizing a scatments such as banks, airports and large civic structures, where ter difference criterion. Although the algorithm converges, other biometrics such as fingerprint, face or iris information its direct application on tensorial gait data results in poor can not be utilized [3] . Furthermore, night vision capabilperformance [6] . All these three methodologies are based ity is usually impossible with other biometrics due to the on the tensor-to-tensor projection (TTP). The so-called Dislimited signature in the IR image [3] . Gait is a complex criminant Tensor Rank-one Decomposition (DTROD) algospatio-temporal biometric that can address these problems rithm [7, 8] , which uses the scatter difference criterion, obeffectively.
tains a number of rank-one projections from the residues of Binary gait silhouette sequences are taken as the input the original tensor data and it can be viewed as a tensor-toin most of the gait recognition algorithms proposed in the vector projection (TVP). This "greedy" approach, originally literature. The binary sequences are three-dimensional obproposed in [9] case letter of the index, e.g., n = 1, 2, ..., N. Throughout T T NT this paper, the discussion is restricted to real-valued vectors,
matrices and tensors since the targeted application (holistic gait recognition using binary silhouettes) involve real data 3. UNCORRELATED MULTILINEAR only. 2< e for all n, set u(n) = u(n) for all n and break.
DISCRIMINANT ANALYSIS WITH
In the following, the two-step UMLDA solution will be Xm XI u1 X2U1 ...XNU1
Step tion. In all the experiments, we set K = 10 and e = 10-6. Fig. 3 . The SSS problem in gait recognition and the effects of regularization.
Next, the R-UMLDA with r = 100 is applied on the Fig. 2 . Two gait silhouette samples (unfolded). whole gallery samples to extract P = 70 features and compared against the MPCA and DTROD algorithms in gait
In the first experiment, the small-sample-size problem recognition. The regularization parameter r = 100 is emin gait recognition is illustrated. The first five samples of pirically selected here for illustration. It is not optimized each sequence (355 in total) from the gallery set are used and a systematic way to set r1 will be investigated in fuas the training data and the rest 370 samples are used as ture work. The classification results on the gallery set are the test data. Since the test data and the training data are shown in Fig. 4(a) , where the R-UMLDA outperforms the captured under the same condition, the classification perothers significantly, showing the R-UMLDA results in more formance is expected to be good. However, the UMLDA compact and well-separated clusters in the projected space.
performs poorly in this experiment, which is due to the SSS 
