Transport simulations of JET H-mode plasmas with di different ν eff have been performed in order to quantify the relative effect of the particle source and anomalous pinch on the gradient of the density profile. It is found that, in general, the wall ionisation source and the Ware pinch velocity are not sufficient to explain the density peaking. Adding the particle source due to Neutral Beam Injection (NBI) and an anomalous pinch proportional to D∇rq=q gives results that are compatible with the experimental measurements. However the e effects of the two terms are comparable and difficult to separate. The presence of an anomalous pinch can only be clearly identified in shots heated mainly by Ion Cyclotron Resonance Heating (ICRH) where the NBI particle source is negligible.
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ABSTRACT.
Transport simulations of JET H-mode plasmas with di different ν eff have been performed in order to quantify the relative effect of the particle source and anomalous pinch on the gradient of the density profile. It is found that, in general, the wall ionisation source and the Ware pinch velocity are not sufficient to explain the density peaking. Adding the particle source due to Neutral Beam Injection (NBI) and an anomalous pinch proportional to D∇rq=q gives results that are compatible with the experimental measurements. However the e effects of the two terms are comparable and difficult to separate. The presence of an anomalous pinch can only be clearly identified in shots heated mainly by Ion Cyclotron Resonance Heating (ICRH) where the NBI particle source is negligible.
INTRODUCTION
The existence of an anomalous particle pinch and its role in determining the peaking of the density profile is of crucial interest to understand the results of present fusion experiments and to predict the performance of future devices. In fact an anomalous convection mechanism could lead to peaked density pro profiles even in machines like ITER, where otherwise a negligible neoclassical Ware pinch and the absence of core particle sources like Neutral Beam Injection (NBI), or recycling neutrals ionising well inside the plasma edge, would lead to a at density profile.
On JET an anomalous inward convective flux proportional to the particle di diffusion coefficient D was identified in L-mode plasmas. In particular it has been found that the pinch velocity can be an order of magnitude greater than the neo-classical (Ware) one and it is driven mainly by the curvature term in the turbulent particle flux [1, 2] . A similar anomalous convection has been observed also on other machines, like for examples Tore-Supra, DIII-D and TCV [3, 4, 5] .
For H-mode plasmas the situation is less clear. Experiments to find evidence of an anomalous convection have been performed on ASDEX-Upgrade and JET [6, 7, 8, 9] . On both machines a dependence of the density peaking factor on collisionality was found, showing that the peaking of the density profile increases at lower collisionality. This dependence is opposite to that expected if the Ware pinch is mainly responsible for the peaking of the density profile and suggests the existence of an anomalous convective mechanism.
In reference [8] , dedicated H-mode plasmas with ITER-like collisionality were established on JET to study whether an anomalous convective velocity has to be invoked to explain density profile. It was shown that there is a significant particle source due to neutral beam and recycling. As a result the inferred value of anomalous convective velocity is uncertain and depends on the assumption on the differential particle diffusivity. In particular, assuming D/ χ < 0.2 implies that no anomalous pinch is needed to explain the experimental data, whereas D/ χ ≥0.2 implies the existence of an anomalous convection mechanism. Indeed, calculations performed with the TRB fluid turbulence code give 0.3 ≤ D/ χ ≤ 0.4 [8] , whereas gyrokinetic codes give results in the range 0.2 ≤ D/ χ ≤ 0.3 [10] .
On the other hand, on the basis of di erent simulations and 0-dimensional statistical analysis of the density profiles, it has been proposed that, on JET and TCV, the particle sources due to NBI fuelling and wall recycling do not determine the peaking of the density profile, which is dominated by anomalous transport [9, 11] . This statement has been recently modified following statistical analysis of an expanded H-mode database including also shots with pure RF heating and it was found that NBI core particle sources play a role in contributing to the density peaking. However a regression analysis performed on the database seems to indicate that the most statistically significant parameter remains collisionality [12] .
The reason for this discrepancy is that general statistical analyses tend to overlook the effect of phenomena that may differ from shot to shot, whereas simulations based on a single shot might miss out the general trend of the data. The ideal compromise would be to perform a transport analysis of a number of shot from the database, but this procedure is rather time consuming.
The scope of this paper is to present the results of transport simulations of a representative set of Hmode plasmas from the JET density profile database. The analysis includes a quantitative and detailed calculation of the particle source contribution to the global density peaking in H-mode to quantify the role of the NBI and wall particle sources in determining the density peaking and investigate whether an anomalous pinch has to be invoked to explain the peaking of the density pro le observed on JET.
The computational tool used in for the simulations is the JETTO transport code [13] equipped with the modules PENCIL [14] and FRANTIC [15] to calculate the the fuelling due to the NBI particle deposition and the ionisation of the wall recycling particles respectively.
The paper is organised as follows: in section 2 the shots considered and the general framework of the analysis are described; in section 3 the simulation results are presented; in section 4 the simulation results are discussed;and finally, in section 5, conclusions are given.
EXPERIMENTAL DATABASE
The analysis presented in this paper is based on a group of shots extracted from the database of JET Hmode plasmas, employed for a statistical study of the behaviour of the density peaking [9] . This database spans a wide range of plasma parameters and in particular it contains plasmas with 10 1 eff 1, where the effective collisionality eff = ei=!De is defined as the ratio between the electron ion collision frequency and the electron curvature drift frequency.
To investigate the relative effect of the sources and of the anomalous pinch at different collisionalities we concentrated on the two extremes of the database corresponding to low eff and high eff and we chose two groups of three shots, each one representing one of the two extremes of the collisionality range. The main parameters of the plasmas considered are represented in table 1.
All these shots are su ciently well diagnosed to perform a transport analysis and feature a time window of few confinement times (1-2s) where the plasma parameters are stationary and the density profiles can be averaged to be compared with the simulated ones. The experimental profiles chosen for the comparison with the simulations are obtained from the inversion of the interferometer line integrals performed using an algorithm based on the singular value decomposition of the space-time evolution of the Thomson scattering density profile measurements [16] . This choice is justified by the fact that, on JET, the density profiles measured by the interferometer and the Thomson scattering are in good agreement and, for the purpose of this paper, the two diagnostics can be considered equivalent.
The simulations were performed using the JETTO transport code in a semipredictive way, integrating the transport equation for the electron density and prescribing the temperature profiles from the experimental measurements. The Z eff profile was also taken from the experimental measurements.
The boundary conditions were fixed according to the measurement of the edge Thomson scattering.
The transport model chosen for the simulations was the mixed Bohm/gyro-Bohm transport model [17] with the addition of an anomalous convective velocity of the form ν an = -c q D ∇q/q with c q = 0.5.
This choice is motivated by the fact that different theories, like those describing transport due to Ion
Temperature Gradient (ITG) and Trapped Electron (TE) modes instabilities [18, 19] or based on the principle of Turbulence EquiPartition (TEP) [20, 21, 2] , predict a convective velocity proportional to ∇q/q. Moreover this model was able to simulate the density peaking of L-mode plasmas [1] . In general the simulation results were determined by the combined effect of many factors. In particular one should consider the radial profile of the anomalous pinch velocity, which in influences the peaking directly, and the uncertainty in the absolute value of the NBI and the wall recycling particle sources (calculated in JETTO by means of the PENCIL and FRANTIC modules respectively).
Regarding the wall ionisation particle source, it depends directly on the value of the recycling coefficient R, which prescribes the ratio between outgoing and incoming particle flux at the plasma edge, and indirectly on the value van(a) of the particle pinch at the plasma edge, which affects the particle flux through the separatrix.
To assess the relative importance of the factors contributing to the peaking of the density profile, the following series of simulations was performed: firstly JETTO was run with the recycling coefficient R = 1, ν an = 0 (so that the only pinch velocity considered was the neoclassical Ware pinch ν W ) and the NBI particle source set to zero. The results give the level of peaking that should be expected if the only contribution came from the wall source. It is worth noting that in this case the initial plasma particle inventory is automatically conserved and the plasma average density 〈n〉 matches the experimental value. Secondly the NBI particle source was switched on and the value of R was reduced in order to keep matching the experimental value of 〈n〉. This gives the level of peaking to be expected from the contribution of all the particle sources but without any anomalous convection velocity. Finally the anomalous pinch van was added to ν W and R was further reduced to match the experimental hni again. The results were then compared with the experimental measurements.
The quantity considered for the comparison of the simulations with the experiment is the logarithmic derivative of the density profile ∇n/n. The advantages of this choice are that it is independent of the absolute value of the density and connected with the ratio V/D. Since the gradient is vanishing on the plasma axis and not well measured at the plasma edge, the comparison was restricted to the region 0.2 ≤ ρ ≤ 0.8 (where ρ = ρ T / πB 0 is the normalised JETTO internal radial co-ordinate, Φ T is the toroidal flux enclosed by the magnetic surface labelled by ρ and B 0 is a normalising magnetic field).
In JETTO the number of particles crossing the magnetic surface labelled by ρ per unit time is
given by:
where Γ is the particle flux, |∇ρ| 2 is a geometric factor depending on the equilibrium considered, V is the volume inside the magnetic surface labelled by ρ, V′ = ∂V/∂ρ, v inw = v an + v W is the total convective velocity, A is the area of the magnetic surface labelled by ρ. In equation 1 the diffusive and convective terms of the particle flux can be clearly identified.
In steady-state conditions the total particle flux through a given magnetic surface must equal the volume integral of the particle source inside the surface:
where S 0 and S B are the integral of the wall ionisation and beam particle source over the volume enclosed by the magnetic surface labelled by ρ. In equation 2 the relative value of vinw and (S 0 + S B )/ (nA) indicates whether the dominant contribution to the density gradient is due to anomalous pinch or the source terms and assigning a relative error of 10% to each point of the density profile, a relative error of 30% on 1/n ∂n/∂ρ has been assumed.
SIMULATION RESULTS
LOW COLLISIONALITY
It can be seen that the wall recycling source combined with the Ware pinch cannot explain the observed peaking. Adding the contribution of the NBI source increases by a significant fraction the logarithmic gradient and brings it closer to the error bars of the experimental value. Finally including in the simulation the contribution of an anomalous pinch velocity of the form v an = -c q D ∇q=q with c q = 0.5 further increases the logarithmic gradient by a similar amount and brings it inside the experimental error bars. However it is worth noting that even xïth the addition of an anomalous pinch of this kind the agreement between experiment and simulation is not perfect and the experimental gradient is still underestimated. To calculate the pinch velocity that would give an exact match between experiment and simulation and compare it with the one given by the transport model adopted, the following expression can be used:
where n exp is the experimental density profile and the meaning of the other variables in the same as in From figure 4 it can be seen that the contribution of the NBI source is ≈30% of the contribution of the anomalous pinch and that the effective value of v inw that would be required to explain exactly the simulation is ≈0.2 m/s at r/a = 0.2 and ≈0.7 m/s at r/a = 0.8, 30% higher than the one employed in the simulation.
To conclude the analysis of the low collisionality group of shots figure 5 shows the results of the simulations for shot 58142. This shot is very similar to shot 58148 (D≈1.5m 2 /s, D/ χ e ≈ 0.4 and D/ χ i ≈ 0.3) except for the fact that the ion temperature Ti is higher and the density gradient given by the interferometer is less steep. In this case the profile obtained considering the contribution of the NBI particle source alone is already within the experimental error bars and the agreement with the experiment is as good as in the case where an anomalous pinch of the order of 0.6m/s was taken into account.
HIGH COLLISIONALITY
The results of the simulations for shot 59301 are shown in figure 6 . As before, the first JETTO run was done without NBI source and without anomalous pinch, the second with NBI source but no anomalous pinch and the third with both contributions taken into account. In this case D/ χ e ≈ 0.4m 2 /s, D/ χ e ≈ D/ χ i ≈ 0.3. It can be seen that although in the first case the gradient simulated by JETTO is outside the experimental error bars, the contribution of the NBI source alone gives a result that is within the uncertainty of the experimental value. A slight overestimate of the experimental peaking is obtained when an anomalous pinch is also included in the simulation. This anomalous pinch velocity, always of the form v an = -0.5 D ∇q/q, is shown in figure 7 and compared with the Ware pinch and the contribution of the global (wall and NBI) source term. It can be seen that v an ≈0.1 -0.2m/s 5-10v W and that its contribution to the density gradient is comparable to that of the sources. Indeed we have analysed cases of both deep and shallow pellets injected in target plasmas with different v eff . For deep pellets an anomalous pinch velocity similar to the one found in the steadystate simulations was required to explain the evolution of the density profile, whereas the evidence for an anomalous pinch was much weaker in the case of shallow pellets and the experimental data are compatible also with no anomalous pinch.
CONCLUSIONS
In this paper we have quantifued by means of JETTO transport simulations the relative contribution of particle source and anomalous inward convection to the density profile peaking and compared the results with the experimental value observed in JET H-mode plasmas. The PENCIL and FRANTIC code were used to calculate the NBI and wall ionisation particle source respectively.
In general the simulations show that the wall ionisation source and the Ware pinch velocity are not sufficient to explain the peaking of the density profile of JET H-mode plasmas. When the NBI particle source is included, the results indicate that the difusion coefficient given by the mixed Bohm/gyro-Bohm transport model (D≈1m 2 /s) and a pinch velocity of the order of 1m/s are compatible with the density profile peaking of JET H-mode low-collisionality plasmas, whereas for high collisionality plasmas, due to the fact that the difusion coeffcient given by the mixed Bohm/gyro-Bohm model is lower, v an is reduced by a factor of ≈5, but still larger than the neoclassical Ware pinch.
The simulations also show that the contribution of the particle source associated with the NBI is comparable with that of the anomalous convective velocity and not negligible. Therefore it is not possible in general to attribute the peaking of the density profile only to the effect of the anomalous pinch. Indeed an accurate determination of the source term is crucial to identify the presence of an anomalous inward convection and the simulation results can be considered clear-cut only when the particle source is small. 
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