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Abstract
Slip avalanches occur in both crystalline and amorphous solids. Slip avalanches and avalanches in
other systems are thought to be critical phenomena linked to a nonequilibrium phase transition.
In this thesis we explore some temporal properties of experimental slip avalanche dynamics. These
properties include aftershocks and foreshocks of slip avalanches in a bulk metallic glass, oscillations
in the experimental setup affecting the ongoing avalanche dynamics, and temporal clustering of
avalanches in systems with dynamic weakening.
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Chapter Summaries
Chapter 1 explains how we build the mean-field model of avalanche dynamics. A detailed under-
standing of the model is helpful for intuitively understanding some of the features that arise in the
modeled simulations, such as the temporal correlations between avalanches that we analyze in this
thesis.
Chapter 2 shows that the Bi Test, which measures whether a time series of avalanches is con-
sistent with a Poisson process, can be used as a tool to detect the presence of dynamic weakening,
where a block that has already “failed” during an avalanche is more likely to fail again.
Chapter 3 of this thesis explores temporal phenomena exhibited by two avalanching systems of
very different scales: bulk metallic glasses (BMGs) and earthquakes. We hope that experiments on
BMGs can provide analogous insight into earthquakes.
Chapter 4 modifies the standard mean-field mode with a linearly increasing applied force to a
more physically-realistic dynamic triggering, and demonstrates the effects of dynamic triggering on
simulated and experimental avalanche shapes.
Chapter 5 explores the possibility of a reversible-irreversible transition and “precursor avalanches”
in simulations of discrete dislocation dynamics.
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Chapter 1
Introduction
1.1 Interest in Avalanches
Many real-world phenomena including earthquakes, Barkhausen noise, crystal deformation, and
amorphous yield have an important aspect in common. In the presence of an applied external force,
these systems exhibit periods of quiescence interrupted by sudden events in which a substantial
fraction of the system rapidly responds to the applied force. Moreover, the size of these events (that
is, how much of the system is impacted during an event) is inversely correlated with the frequency
with which they are observed. We call these phenomena “avalanches”.
Physicists are interested in avalanches for several reasons. The most pressing reason is that
large, infrequent avalanches may have disastrous consequences, such as with earthquakes and plastic
yielding of load-bearing structures. Fortunately and remarkably, some theoretical models produce
avalanche behavior using simple building blocks interacting via simple rules. For example, in
the theoretical model of crystal deformation, these interacting building blocks are mobile points
representing gliding edge dislocations. In some theoretical modesl of Barkhausen noise, the building
blocks are magnetic dipoles [1].
Moreover, these real-world and model avalanching systems are in a sense more than the sum
of their own parts. The small building blocks do not just exhibit uncorrelated, incoherent motion
which scales up to a smooth averaged motion, such as the sound of a stadium full of people clapping.
Rather, the interactions between the individual building blocks lead to a form of synchronization,
so that the resulting phenomenon of avalanches somehow emerges from the system as we look at
the system on a large scale. Our DNA contains a lot of information which is part of what leads
to our complex conscious selves; the seemingly complex phenomenon of avalanches has no analog
to information-dense DNA. Instead, the “DNA” of avalanches appears to be surprisingly simple: a
simple prototype building block and interaction rule will suffice to produce avalanches.
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Figure 1.1: An illustration showing the wide range of systems which exhibit slip avalanches. (Figure
by Matthew Brinkman, reproduced here with permission.)
1.2 Slip Avalanches and Universality
Slip avalanches in solids occur when part of a solid suddenly slips relative to the rest of the solid,
usually because the solid is compressed or stressed. During an avalanche, this relative displacement
or “slip” accrues at locations along a “slip plane” in the solid. We characterize slip avalanches by
their avalanche size, which is defined as the integral of this relative displacement along the slip
plane.
Slip avalanches occur in physical systems that span a wide spectrum of length scales, from mi-
croscopic systems (e.g. nanocrystals) to powerfully large systems (e.g. seismic faults), as illustrated
in Fig. 1.1. Each avalanching system depicted in Fig. 1.1 produces a timeseries of avalanches; for
example, a seismic fault produces a series of earthquakes. For each system which produces a series
of avalanches, we can compute a histogram or a probability density of observed avalanche sizes.
Remarkably, not only do each of the systems shown in Fig. 1.1 yield a power-law probability distri-
bution of avalanche sizes, they also yield the same numerical power law exponent (Fig. 1.2). This
remarkable similarity is a manifestation of “universality”.
“Universality” is a physics term is used in the context of systems which undergo a continuous
phase transition at a critical point of the system’s phase diagram. Some measurable quantities of
such a system approximately follow a power law when the system is tuned close to the critical point;
we group together different physical systems which exhibit the same numerical power-law exponents
into a “universality class”. The observed universal behavior of systems within a universality class,
and of slip avalanche systems (Fig. 1.2) in particular, arises from a mathematical similarity between
2
Figure 1.2: Rescaled complementary cumulative distribution functions (CCDFs) of avalanche sizes,
for six avalanching systems. The six separate CCDFs all approximately follow the same power-
law shape. The x-vector and y-vector of each CCDF have been rescaled by system-dependent
constants kx and ky so that the distributions are superimposed for visual comparison. Details of
the experiments and values of kx and ky may be found in Ref. [2]. This figure is reproduced from
Ref. [2] (unmodified from original) under Creative Commons Attribution license (CC BY 4.0)
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Figure 1.3: Image of a strike-slip seismic fault after a large earthquake, reproduced from Ref. [3].
The top of the slip plane is visible as the line of offset.
the different slip avalanche systems that we will explore in the next section.
1.3 Modeling Slip Avalanche Dynamics
1.3.1 Model Assumptions
It is helpful to view real, physical examples of slip avalanches in order to develop physical insight
before writing down a mathematical model of slip avalanche dynamics. Fig. 1.3 is a picture of
a strike-slip seismic fault after a strong earthquake, during which part of the pictured field was
displaced relative to the rest of the field [3]. The top of the slip plane is visible as the line where
the cultivated rows are offset; the slip plane extends downward from this visible line into Earth’s
crust.
Fig. 1.4 shows a strikingly similar deformation mode in a compressed mm-scale specimen of bulk
metallic glass (BMG), which is many orders of magnitude smaller than an earthquake fault. In the
avalanche shown in Fig. 1.4, part of the BMG specimen slipped forward relative to the rest of the
BMG specimen. The locations where the relative slip accrued during the avalanche approximately
form a slip plane which appears similar to a much smaller-scale version of the strike-slip seismic
fault in Fig. 1.3.
Guided by these examples of real systems with slip avalanches, we write down a highly simplified
model of slip avalanche dynamics. As noted above, the seemingly complex behavior of avalanche
dynamics may be well approximated by surprisingly simple building blocks and interaction rules.
We therefore want a model (1) which is simplified and generic enough to apply to a broad range of
slip-avalanching systems, but also (2) which is able to reproduce experimentally-observed interesting
4
Figure 1.4: (a) Displacement vs. time during a slip avalanche event in a BMG specimen, measured
simultaneously at eight separate locations of the specimen. (b) Simple diagram of the compressed
BMG specimen, showing the eight separate measurement locations used in (a). The depicted
avalanche occurred along a 45-degree plane in the specimen, as shown by the diagonal line in
(b). Note that the group of four measurement locations above the slip plane (markers 1-4) moved
approximately all together, as did the group of four measurement locations below the slip plane
(markers 5-8). However, these two groups moved over 2 microns relative to each other, as shown
in (a). This figure is reproduced from Ref. [4] (unmodified from original) under Creative Commons
Attribution license (CC BY 4.0); Ref. [4] also includes a video of the BMG specimen undergoing a
slip avalanche.
5
Figure 1.5: Simple model of a slip plane for studying slip avalanche dynamics. The 2D fault plane
separates two tectonic plates, which move horizontally (one-dimensonally) relative to each other.
In this image, the 2D fault plane has been discretized into “cells” instead of a continuum of points
along the 2D fault plane. During an earthquake, points (cells) on the fault plane move along the
one-dimensional strike-slip direction. The half-arrows labeled “slip direction” show the relative
displacement directions of the two tectonic plates.
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features (e.g. power law distributions, average avalanche shapes, scaling relations, etc.) of slip
avalanche dynamics.
The slip avalanche model that we use has been explained in thorough detail in earlier papers
[5–10]; in this thesis introduction I will give an intuitive review of the model. Theoretical studies of
slip avalanches in seismic faults [5–7], in solids [8], and in granular materials [9] yield very similar
(in some cases equivalent) mathematical models for slip avalanches in those systems. Although the
work in this thesis focuses on avalanches in solids and granular materials, the model is most readily
learned and visualized in the context of seismic faults. In this introduction we will derive the model
by studying a planar strike-slip seismic fault in an elastic half-space. These slip avalanche models
are inspired by “depinning” models of charge density waves and elastic interfaces; for pioneering
theoretical work on these earlier models see [11–13]. See also [6, 14] for illuminating discussions
of such models. However, the mean-field material deformation model in this thesis differs from
these earlier models in important ways, including long-range interactions and a history-dependent
dynamic weakening term which significantly affects the avalanche dynamics.
The first step in writing down the slip avalanche model for seismic faults is to think of the slip
plane of a strike-slip fault as a 2D surface vertically embedded in Earth’s 3D crust; see Fig. 1.5
for a simplified example [15–17]. This 2D fault surface is at the boundary between two tectonic
plates which move sideways relative to each other. It is helpful to imagine partitioning this 2D
fault surface into a grid of rectangular “cells” as shown in Fig. 1.5. One may think of this 2D
fault surface as being “attached” to either tectonic plate. When an earthquake occurs, some of the
regions of this fault (i.e. some of the cells) slip forward in the one-dimensional direction of tectonic
plate motion. We assume that when an earthquake happens, some cells move forward farther than
other cells; each individual cell may move a different distance when a slip avalanche occurs. In
our model, we therefore allow each cell on the 2D fault to have a one-dimensional “total distance
slipped” that may increase with time (when an earthquake occurs). In order to write down an
equation of motion for this model, we temporarily generalize from discrete cells on the slip plane
to a continuum of points instead (we will return to using discrete cells a couple of pages below).
We assume the following equation of motion (without inertia) for any point on a generic two-
dimensional slip plane:
η
∂u(r, t)
∂t
= Fext(r, t) + σint(r, t)− fR(r, u(r, t))
7
where η is a damping coefficient (we set η = 1), r is the two-dimensional location of the point
on the slip plane, u(r, t) is the one-dimensional slip displacement of the slip plane at point r and at
time t, Fext(r, t) is the externally imposed force on the slip plane at point r and at time t, σint(r, t)
is the force imposed at point r from elastic interactions with the other points on the slip plane,
and fR(r, u(r, t)) is a frictional pinning force. The terms are described in more detail below.
σint(r, t) is the “interaction” force imposed on a region of the slip plane by the accumulated
slip from other regions of the slip plane. A displacement slip at one region of the slip plane distorts
the surrounding elastic medium, so that an effective elastic force is transmitted to other locations
on the plane when one location on the plane slips. We assume a linear elastic interaction kernel
J(r, t) so that
σint(r, t) =
∫ t
−∞ dt
′ ∫ d2r′J(r − r′, t− t′)[u(r′, t′)− u(r, t)].
One feature of this elastic-interaction term is that all that matters is the relative slip [u(r′, t′) −
u(r, t)] between different locations on the slip plane, not the absolute slip. In order to proceed, we
must specify the function J(r, t). For a two-dimensional slip plane in a three-dimensional material,
the elastic force transfer kernel decays as a power law at long distances:
∫
dt J(r, t) ∼ 1/r3 [5–7].
Because of this long-range power-law interaction, in the next subsection we will specify the function
J(r, t) as a simple mean-field approximation without any spatial dependence (no r-dependence) or
time dependence (no t-dependence).
In the model, we discretize the slip plane into a lattice of N “cells” for easier computation.
Coordinate r then takes discrete instead of continuous values, so that there is a minimum distance
between cells. We assume that there are many cells; N  1.
Fext(r, t) is the externally-applied force (for example, the force on a micropillar imposed by
an experimental nanoindenter, or the force on a seismic fault from steady slow relative motion of
tectonic plates far from the fault). Unlike the σint(r, t) term, this Fext(r, t) term does not simply
depend on the relative motion of different cells in the slip plane; instead this Fext(r, t) term depends
on some outside-the-slip-plane force which may in principle be specified as an arbitrary force. This
externally-applied force can be thought of as a “boundary condition” of the model.
fR(r, u(r, t)) is the frictional pinning force that attempts to prevent slip. We assume that
this force obeys a simple rule: at any cell r in the slip plane, the frictional force just prevents
that cell from slipping forward, as long as the frictional force on that cell is below the maximum
possible frictional force τf . In other words, if Fext(r, t) + σint(r, t) < τf , then the frictional force
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fR(r, u(r, t)) = −Fext(r, t)− σint(r, t) so that ∂u(r,t)∂t = 0.
If instead the non-frictional force (the combination of the elastic-interaction force and external
force) increases to the maximum possible frictional force at a particular r, i.e. Fext(r, t)+σint(r, t) =
τf , then we assume that the frictional force on that cell is suddenly (but temporarily) decreased to
a smaller value τa (with τa < τf ) which we call the “arrest force”. Under this assumption, a cell
whose non-frictional force increases to τf will undergo a sudden motion since the frictional force
is suddenly decreased to a lower value: u(r, t) for that cell increases until the non-frictional force
on that cell reaches the arrest force τa. When u(r, t) has increased so much that the non-frictional
force on that cell has decreased to Fext(r, t) + σint(r, t) = τa, then the frictional and non-frictional
forces cancel each other out, and that cell becomes stationary again: ∂u(r,t)∂t = 0. Also when a cell
stops slipping, we assume that the maximum possible frictional force on that cell is reset to the
normal value τf instead of τa (so that the just-failed cell is now quite stable, since the maximum
possible frictional force is back to its maximum value).
When a cell slips forward as described above, its position u(r, t) increases. The forces on all
of the other cells linearly increase while this is occurring, since the increasing relative slip between
this slipping cell and the other (stationary) cells increases the interaction force σint(r, t) on all the
other cells. If some other cells were very close to the failure force τf , then a slipping cell may
increase the forces on those almost-unstable cells to τf , and then those cells will also slip forward.
In this way a slipping cell may trigger other cells to slip, and those cells may in turn trigger even
more cells to slip, etc. We call such a chain-reaction process an “avalanche.” An avalanche ends
when all cells become stationary again and there is no cell currently slipping forward.
Discretizing time in the model
In our model, we treat time as discrete rather than continuous, so that the model uses discrete
“timesteps”. We assume that if the interaction-plus-external force exceeds the maximum frictional
force (i.e. if Fext(r, t) + σint(r, t) ≥ τf ) at some set of cells during a given timestep, then all of
those unstable cells slip instantly in a discrete-time sense: all of those unstable cells simultaneously
slip forward in between this timestep and the next timestep, so that all of those slipping cells
will already be arrested at their newly increased positions u(r, t) with their newly decreased non-
frictional forces Fext(r, t) + σint(r, t) during the next timestep. During this next timestep, other
cells may now exceed the failure force τf ; those cells will then slip and will be arrested by the
timestep after that, and this process may continue. In this sense, the dynamics of individual cell
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slipping is made as simple as possible: any individual cell that slips forward is done slipping after
one timestep, and multiple different cells may slip forward in this manner during the same timestep.
If time were continuous, then any cell would begin to slip as soon as it reached the failure force,
i.e. as soon as Fext(r, t) + σint(r, t) = τf . However, due to the discretization of time, cells may
exceed the failure force τf by a finite amount; it is important to carefully consider the resulting
dynamics. As an example, consider an avalanche which begins at the first timestep with one cell
exactly at the failure force, τf . At the subsequent timestep (the second timestep), this first cell has
now finished slipping (it is now at its arrest force τa), but due to the increased interaction force
perhaps now two other cells are at forces which exceed τf by a small but finite amount. Let us denote
these two newly-unstable cells “Cell-A” and “Cell-B”. If time were continuous and if the initially
slipping cell took a finite amount of time to finish slipping forward (which increases the interaction
force), then Cell-A and Cell-B would have begun slipping as soon as the non-frictional force on
those cells reached τf (which occurs before the first cell stops slipping). Instead, our discrete-time
dynamics create this hypothetical timestep in which these two cells experience a non-frictional force
greater than τf .
We must make a choice for the model dynamics: if the non-frictional force on a cell (here
denoted by τi, with τi ≡ Fext(r, t) + σint(r, t)) exceeds τf (i.e. if τi > τf ) , then just how far does
this cell slip forward? Does this cell slip forward until τi = τa, or does this cell slip forward until
the change in τi matches the difference between τf and τa (i.e. until ∆τi = τa − τf )?
If we naively choose the former option, so that the cell slips forward until τi = τa, then there
is a conceptual issue with the discrete-time model. Returning to our example avalanche above, it
turns out that it matters which of the two unstable cells slips forward first. Imagine that cell-A
slips forward first; so that cell A goes to its the arrest force τa and cell-B goes even further above
the failure force τf . Then cell-B slips forward, so that cell-B goes to its arrest force τa, which
slightly increases the forces on all other cells (including cell A) so that at the end of the avalanche
cell-A is at a force slightly above the arrest force τa. If instead cell-B had slipped forward before
cell-A, then then the model would have been in a different state after the avalanche ended, with
cell-A exactly at its arrest force τa and cell-B above it. Evidently this choice (making the cell slip
forward untill τi = τa) makes the model non-Abelian; i.e. the order in which the cells slip makes a
difference in the dynamics.
If we instead choose the latter option, so that any cell that slips forward stops when ∆τi = τa−τf ,
the model behaves better. With this choice, a slipping cell does not actually end at the arrest force
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τa, but the resulting dynamics more closely approximate what would have happened in a continuous-
time simulation [7]. Another way of looking at this situation is that, with the discretization of time,
any force that a cell has above the failure force τf is in a sense spuriously “borrowed” from how
much the force on that cell should have increased after the cell slipped. This choice of model
dynamics corrects that borrowing. This choice also makes the model Abelian, which is desireable
in the discrete-time model where multiple cells slip “simultaneously” at the same timestep; the
order in which these simultaneously-slipping cells slip does not matter since the model will end up
in an unambiguous state after the avalanche is finished.
1.3.2 Mean-field model dynamics
If the external force is a constant in space, i.e. Fext(r, t) = Fext(t), the model has two distinct
behaviors separated by a critical force Fc [5–7]. For a constant Fext < Fc, the system eventually
reaches a stationary state with ∂u(r,t)∂t = 0 everywhere. If Fext(t) is slowly increased from below
Fc to Fc, the increasing external force triggers discrete slip avalanches in the model. After each
avalanche ends, the model eventually reaches a stationary stuck state again, until the increasing
Fext(t) triggers another avalanche. However, if the external force larger than the critical force, i.e.
Fext > Fc, then the external force is so large that the system undergoes a never-ending avalanche
in a continuously collapsing state: the system never reaches a state with ∂u(r,t)∂t = 0 everywhere.
The model therefore has two phases (a stuck phase with ∂u(r,t)∂t = 0 everywhere, and a slipping
phase without with ∂u(r,t)∂t = 0 everywhere), and one can tune the model from one phase to the
other by tuning the external force Fext(t). The phase transition is located at the critical force,
Fext(t) = Fc. Although there is no broken symmetry in this phase transition, we can identify an
analogue of an order parameter for this nonequilibrium phase transition as the time- and space-
averaged velocity of the cells. This order parameter is 0 for a constant external force below Fc, and
this order parameter is greater than 0 for a constant external force above Fc. The order parameter
approaches 0 arbitrarily closely as the force Fext is tuned arbitrarily closely to Fc from above, and
so this is a continuous phase transition. Since the slipping phase involves constant unidirectional
motion (when a cell slips, the system goes from pre-slip state A to post-slip state B, but the
system does not “un-slip” or go from state B to state A), the slipping phase violates the “principle
of detailed balance” required of equilibrium phase transitions, and so this is a non-equilibrium
continuous phase transition.
As is typical at continuous phase transitions, various observables of the system exhibit power-
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law divergences as the system is tuned close to the phase transition. One important property of
such phase transitions is the value of the “upper critical dimension” of the phase transition. If the
dimensionality of the system is greater than the upper critical dimension of the phase transition,
the power-law exponents observed at the phase transition are identical to the power-law exponents
calculated in a simplified version of the system where the time- and space-dependent interactions
are replaced by a “mean-field” interaction.1
The value of the upper critical dimension of a phase transition in a system may depend on the
range of the interactions in that system. The elastic interaction kernel for a physical fault system,∫
dt J(r, t) ∼ 1/r3, is so long-range that the upper critical dimension of this phase transition is 2
(the dimension of the slip plane itself, i.e. d = 2, is how we define this dimension; the 2D slip plane
is embedded in a 3D solid) [5,6]. The system (which consists of a 2D fault plane) is therefore at its
upper critical dimension, and so we study a simplified mean-field version of the model in which we
replace J(r, t) with a mean-field term that is constant in space. Although this mean-field model is
derived in this introduction in the context of seismic faults, related models of solid deformation [8]
and granular deformation [9] (which are relevant to the remainder of this thesis) also include such
long-range interactions that they yield mean-field models basically equivalent to this one. That
these different systems are described by the same mean-field model is an example of universality.
In this mean-field model, all pairs of cells are elastically coupled by the same coupling constant.
All pairwise cell-cell elastic couplings are then equal to a constant JN−1 , so we may ignore and discard
all location information within the slip plane (parameterized by location r). Due to this lack of
spatial information, we may index each cell by discrete index i rather than by the position vector
r. Each individual cell in this mean-field model is parameterized by only two quantities: the total
non-frictional force on cell i (which we will call τi), and the one-dimensional position of cell i along
the sliding dimension (which we will call ui). We have τi(t) =
J
N−1
∑N
j=1(uj(t)− ui(t)) + Fi;ext(t).
Specifying the external force
We assume that the model “boundary condition” is a wall inexorably moving at a constant velocity,
so that the position of this wall increases linearly with time as vt. We also assume that this boundary
wall is elastically coupled to each cell with an effective spring constant KL, so that the external
force on the ith cell is
1If the dimensionality of the system is equal to (not greater than) the upper critical dimension, then there are
logarithmic corrections to the mean-field theory exponent predictions.
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Fi;ext(t) = KL(vt− ui(t))
where vt − ui(t) is the relative displacement along the slip direction of the boundary wall and an
elastic cell. The combined non-frictional force on each cell may be written as:
τi(t) =
J
N − 1
N∑
j=1
(uj(t)− ui(t)) +KL(vt− ui(t)).
If the non-frictional force on the ith cell exceeds the maximum possible frictional force, i.e. when
τi(t) ≥ τf , then the ith cell slips forward or “fails”. When the ith cell slips forward, the position
ui(t) of that cell increases, which decreases τi(t). The cell stops slipping when the (negative)
change in force is δτi = τa − τf , and the change in position is therefore δui = (τf − τa)/(J +KL).
While cell i fails, the other cells remain stationary (δuj 6=i = 0), but the force on the other cells
increases: δτj 6=i = c(τf −τa)/(N −1) where c = J/(J+KL). The parameter c is known as the force
conservation parameter; a fraction 0 < c < 1 of the force released by a failing cell is “redistributed”
to the other cells and therefore kept within the slip cell system, while a fraction 1−c of the released
force is not conserved by the system. The fact that a portion of the released force is not conserved
by the cells means that the model with this external spring force does not experience a never-ending
avalanche, unlike the model with a constant external force greater than Fc.
If the system starts in a stationary state, i.e. τi(t) < τf for 1 ≤ i ≤ N , eventually enough time
elapses (increasing vt) that the increasing external force Fext(t) causes the least-stable cell to reach
the failure force: τi(t) = τf for some i. That least-stable cell then slips forward, the force on that
cell decreases, and the force on all other cells simultaneously increases. This redistributed force
may cause other cells to exceed the failure force τf ; these newly-unstable cells then fail and again
increase the force on the other cells. These chain-reaction dynamics may lead to an avalanche of
failing cells. An avalanche ends when all cells are below the failure force again, i.e. τi(t) < τf
for 1 ≤ i ≤ N ; eventually the increasing external force Fext(t) will trigger the next avalanche. In
the mean-field model, the size of each avalanche is proportional to the sum of all the redistributed
forces during an avalanche.
Dynamic Weakening
We also introduce a tuning parameter  into our model (0 ≤  ≤ 1), in order to capture the
effects of dynamic weakening. Under the dynamic weakening assumption, cells that have already
slipped during an avalanche remain in a weakened state, and have an increased likelihood to slip
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again during the same avalanche. We implement this assumption into our model by introducing a
dynamically-weakened failure force τd, which is parameterized by , with τd = (τf − τa). While an
avalanche is ongoing, any cells which have failed during that avalanche are “dynamically weakened”
and obey the weakened failure force τd until the avalanche ends. Once an avalanche is finished, the
weakened cells all re-heal and all cells obey the normal failure force τf .
More details about the model
Although each cell is parametrized by two values, τi(t) and ui(t), we only need to keep track of
τi(t) in a computer simulation of this model. If we know the “initial condition” set of τi(t = 0)’s in
our model, for 1 ≤ i ≤ N , then the model dynamics may be defined entirely in terms of changes in
the τi(t) values as specified above.
We also include some heterogeneity in the model by drawing the arrest force for each cell, τa,i,
from a narrow but nonzero-width distribution. The width of this distribution is narrow compared
to τf − τa [7]. The fact that the cells do not all have the same arrest stress prevents the model from
just cycling through the exact same avalanches. This distribution of possible arrest forces creates
a distribution of possible dynamic failure forces, τd,i.
1.3.3 Visualizing the model dynamics
As mentioned above, aside from small variations in the arrest force value τa,i and small variations
in the dynamic failure force τd, the state of the system is determined by the set of ui(t) values (how
far each cell has moved) and the set of τi(t) values (the non-frictional force on each cell). However,
if we are given an initial starting configuration of τi(t = 0) values for the cells in the system,
then the subsequent model dynamics may be computed by keeping track of the changes in τi(t)
while ignoring (not computationally keeping track of) the ui(t) values. The model can therefore
be simplified by only computing and storing the τi(t) values at each timestep, for each of the N
cells. The state of the system at a given time may therefore be visualized by plotting the “force
distribution” consisting of N markers on a force axis (Fig. 1.6), where each cell’s non-frictional
force τi is marked .
Since all of the τi’s in Fig. 1.6 are less than τf = 1 (as can be seen by visual inspection of Fig.
1.6), there is no avalanche that begins at this timestep. No cells slip forward right now and all ui(t)
remain constant. As time t increases, the external force on the cells slowly but linearly increases
as Fi;ext(t) = KL(vt− ui(t)). This quiescent state of affairs (with all ui(t) constant) continues for
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Figure 1.6: Example force distribution in the model. There are N = 100 cells in this simulation,
and therefore there are N = 100 force markers (blue circles) plotted, each marking the current force
on a cell. In the model, we define τf = 1, as denoted by the vertical line at 1 on the horizontal axis.
Each cell (indexed by i, with 1 ≤ i ≤ N has a τa,i value that is within a narrow range centered
around 0, as denoted by the gray shaded box near 0 on the horizontal axis.
Figure 1.7: The force distribution after enough time has passed that the force on the least-stable
cell (the rightmost circle) from Fig. 1.6 has reached τf = 1. All cells have experienced a uniform
force increase, so the force distribution has just been uniformly translated to the right.
a period of time until eventually, the cell with the highest τi (also called the “least-stable cell”)
reaches the failure force τf = 1.
To computationally run the model, we may skip over this relatively boring period during which
all cells experience a uniform force increase, and we may skip directly to the time t when the force
on least-stable cell (the rightmost circle in Fig. 1.6) reaches τf = 1. The force distribution for this
timestep is shown in Fig. 1.7. Now something interesting happens: a cell slips forward (the cell
with τi(t) = 1), and an avalanche begins.
When this cell slips forward, its force decreases by τf − τa,i ∼ 1, while the force on all the other
cells increases by c(τf − τa,i)/(N − 1) where c = J/(J + KL). We are now at the timestep after
the first cell slipped (i.e. the first timestep of the ongoing avalanche); the force distribution for this
timestep is shown in Fig. 1.8. In this specific model run, N = 100 and c = 0.9, so the force increase
of the other cells is small but is still visually perceptible. The just-failed cell is now at its arrest
force; the marker associated with this cell is orange in Fig. 1.8. As this cell decreased in force, the
forces on all the other cells increased, and there are now two other cells with τi(t) ≥ 1. These cells
then slip forward at the next timestep, and the avalanche continues.
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Figure 1.8: The force distribution after the first cell has slipped forward. This cell is now at its
arrest force; the force marker associated with this already-failed cell is color-coded orange. Note
that there are two cells whose force exceeds the failure force τf = 1 at this timestep.
Figure 1.9: The force distribution after the second set of unstable cells has slipped forward. The
three already-failed cells during this avalanche are denoted by orange markers. There are again
two cells whose force exceeds the failure force τf = 1 at this timestep.
The force distribution for the next timestep (the second timestep of the ongoing avalanche) is
shown in Fig. 1.9. Three cells have failed so far during this avalanche, and there are now yet again
two cells whose force exceeds τf = 1. At the subsequent timestep (the third timestep of the ongoing
avalanche, shown in Fig. 1.10), there are no more cells whose forces exceed τf = 1, and so this is
the last timestep of the avalanche.
At the next timestep (after the three avalanche timesteps), there are no more unstable cells,
and so all cells remain stationary. However, since the avalanche is now finished, we reset the color-
coding of the force markers to blue (which means “this cell has not yet failed during this particular
avalanche, if an avalanche is ongoing”) instead of orange (which means “this cell has failed during
Figure 1.10: The force distribution after the third set of unstable cells has slipped forward. The
five already-failed cells during this avalanche are denoted by orange markers (there is some marker
overlap). There are now no cells whose force exceeds the failure force τf = 1 at this timestep.
16
Figure 1.11: The force distribution after the avalanche has finished. All cells are now reset to be
color-coded as blue instead of orange.
this particular ongoing avalanche”). The force distribution is shown in Fig. 1.11.
Visualizing the model dynamics in multiple ways
Besides the progression of the force distributions shown above, there are a couple of other ways to
visualize the model dynamics at each timestep. Fig. 1.12 shows the progression of the exact same
avalanche as the one we just saw, but with a couple of extra ways of visualizing what is going on.
There are five timesteps shown in this figure, starting from the top of the figure and ending at the
bottom of the figure, which include the timestep before the avalanche starts (“Timestep n”, also
depicted in Fig. 1.7), the three timesteps during the avalanche (also depicted in Figs. 1.8 - 1.10),
and the timestep after the avalanche ends (“Timestep n+4”, also depicted in Fig. 1.11).
Each of the five depicted timesteps in Fig. 1.12 includes four ways of visualizing the dynamics.
1. The plots labeled “Individual cell force” are the exact same plots as shown in Figs. 1.7 - 1.11.
2. The plots labeled “Force distance to failure for each cell” are very similar to, but slightly
different from, the “Individual cell force” plots. The “Force distance to failure for each cell”
plots also consist of N markers on a one-dimensional force axis, but the markers do not depict
the force on each cell τi; instead, the markers depict the quantity τi − τf for each cell. This
quantity (multiplied by −1) is the amount of extra force that the cell needs in order to slip
forward, and so this quantity can be thought of as a force “distance to failure” for each cell.
For the simulation shown here, there is no dynamic weakening ( = 0), and so τf = 1 for each
cell, and so these plots are the same as the “Individual cell force” plots but with a shifted
x-axis. However, when we run simulations with nonzero weakening ( > 0), these “distance
to failure” plots will be much more interesting.
3. The plots labeled “Force vs. time” show the total force on the N -cell system as a function of
time. At any given time, the depicted y-coordinate is the sum of all N “individual cell force”
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Figure 1.12: A visual progression (from top to bottom) showing the state of the system at each
timestep during an avalanche. The avalanche depicted here (and the “individual cell force” markers)
are the same as shown in Figs. 1.7 - 1.11.
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values at that time. There are two types of features visible in the “Force vs. time” plots:
1) There are period of slow linearly increasing force on the system when no avalanches are
occurring, due to the external force on each cell linearly increasing with time while the ui are
stationary: Fi;ext(t) = KL(vt − ui(t)). 2) There are sudden decreases of force (depicted as
vertical lines) that happen during avalanches, when some of the force is lost from the system
due to the force conservation parameter c < 1.
The black rectangular marker in each “Force vs. time” plot indicates the current force and
the current time at the depicted timesteps.
4. The plots labeled “Force vs. time, zoomed in” are just a zoomed-in version of the Force vs.
time plots, so that the depicted avalanche is clearer.
It is important to understand a potentially confusing issue about the definition of the x-
coordinate “time” in the Force vs. time plots. The “times” depicted as the x-coordinate in these
Force vs. time plots are not the same as the “timesteps” that occur while an avalanche is ongoing.
In principle, both quantities really do represent time, but the two quantities represent times on
very different timescales. The timesteps that take place during an ongoing avalanche are very fast,
relative to the interevent times between different avalanches.
When an avalanche ends, all cells are finitely below the failure force τf = 1, and there is some
least-stable cell with the highest τi. Denote the force distance-to-failure of this least-stable cell as
∆τ . Meanwhile, the external force linearly increases with time (during the quiescent “interevent
time” between avalanches), until the force on each cell has increased by the required amount to
trigger another avalanche (∆τ). If ∆T is the interevent time between the just-finished avalanche
and the next upcoming avalanche, then ∆τ = ∆Fi;ext = KLv∆T . Then ∆T = ∆τ/(KLv).
We assume quasistatic dynamics of the system, which means that the system constantly remains
at its local energy minimum even while the external force Fi;ext(t) is changing.
2 This quasistatic
condition is enabled by having the system “respond” to the changing external force (our system’s
“response” consists of cells slipping) on a timescale much faster than the timescale on which the
external force changes. In the model, we enforce this quasistatic condition by requiring that the
external force increases very slowly compared to any intrinsic timescale of the avalanching system
(i.e. compared to “timesteps”). With this assumption, the external force does not increase during an
avalanche (which simplifies the model analysis), i.e. KLvt is effectively constant during an avalanche
2We also assume zero temperature, i.e. no thermal fluctuations.
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(during which t is increasing in increments of “timesteps”). Putting this idea in numerical terms,
we enforce quasistatic dynamics in the model by assuming that v → 0 when we write v (which
has units of distance/time) in units inversely proportional to intrinsic timesteps of the model (as
opposed to 1/s, or 1/day). If we choose units our units thus, so that v → 0, then the interevent
times ∆T = ∆τ/(KLv) → ∞. The divergence of the interevent times in these units just means
that the interevent times are very very large compared to the avalanche timesteps in the model.
While there is in principle just a large proportionality constant connecting the avalanche timesteps
to these interevent times, this proportionality constant becomes undefined (infinite) when we make
the quasistatic assumption in the model, so that we end up measuring time in two separate ways
(timesteps during an avalanche, and interevent times between avalanches) which have become
disconnected from each other.
How, then, can we define the avalanche interevent times, in order to make the Force vs. time
plots as shown in Fig. 1.12? We define the interevent times in these plots to be just the ∆τ ’s
defined above. This can be thought of as choosing our units so that KLv ≡ 1, so that formally
∆τ = ∆T . When we define our units in this way, v is necessarily finite, so that v 6→ 0 and therefore
∆T = ∆τ/(KLv) 6→ ∞. However, since the interevent times ∆T are divergently large compared
to the amount of time traversed by each timestep (as shown in the previous paragraph), it must
be the case that the avalanche timesteps → 0 in these time units. In the Force. vs. time plots of
Fig. 1.12, we choose our units in this way (choosing units such that KLv ≡ 1), and so the “time”
is constant for all timesteps during each avalanche in the Force vs. time plots. This means that
the avalanches take place infinitesimally fast on the scale of those plots, with the result that the
avalanches are depicted as vertical lines in the Force vs. time plots.
Visualizing the difference between the model with weakening vs. without weakening
As a quick reminder, “dynamic weakening” in the model means that cells that have already failed
during a particular avalanche have a lowered failure force τd,i < 1 instead of τf = 1, only for the
remaining duration of that particular avalanche. All cell failure thresholds are reset to τf = 1 when
an avalanche ends.
The previous section described the model dynamics when there is no dynamic weakening, i.e.
 = 0. For the model with nonzero dynamic weakening  = 0.2, a similar progression of timesteps
during an avalanche is shown in Fig. 1.13. The progression of the “individual cell force” plots
follows the same basic pattern as for the model without weakening. The only difference is the
20
appearance of a narrow light-gray band around force 0.8; this light-gray band denotes the range of
dynamic-weakening τd,i values.
In contrast, the series of “Force distance to failure for each cell” plots are not quite the same
as the model without weakening. These markers show the values of τi − τf for each cell, only for
the cells that have not yet failed during a particular avalanche (blue markers). Cells that have
already failed (orange markers) have a decreased distance to failure, and so the orange markers are
at τi − τd,i for those cells. This highlights the fact that cells that have already failed during this
avalanche are more likely to fail again, relative to the case with no weakening.
However, the fact that dynamic weakening is present with  = 0.2 does not actually make a
difference in the small avalanche shown in Fig. 1.13. Dynamic weakening did not cause any extra
cell failure from timestep n to timestep n+4 in the depicted avalanche, because none of the cells
failed more than once during this avalanche. Instead, in order to understand the practical effects
of dynamic weakening, we must look at what happens during and after large avalanches when cells
fail multiple times.
Appendix chapters B and C show a long series of timesteps visualizing the model with and
without weakening, respectively. These chapters are an expanded version of Figs. 1.12 and 1.13.
What the extended visualization of the model with weakening (appendix chapter C) reveals is that
there is a characteristic “gap” in the distribution of cell forces, which is not present in the model
without weakening.
When there is weakening, if an avalanche happens to grow larger than a certain nucleation
size [7], then all cells will end up failing during the avalanche and many cells will end up failing
multiple times. We call such an avalanche a “characteristic” avalanche. Importantly, such an
avalanche only ends when all cells are below their dynamic failure thresholds τd,i. When the
avalanche does finally end, with the force on each cell below τd,i, the cells all re-heal and obey
the un-weakened failure force τf = 1. This immediate re-healing after a characteristic avalanche
ends immediately creates a gap in the distribution of cell forces, which is visible in chapter C after
the system-spanning avalanches end. Because of this force gap, the system remains in a quiescent
state for a long period of time, during which there are no avalanches. During this quiescent
state, the forces on the cells slowly increase as Fi,ext increases. Once the least-stable cell reaches
the failure force, there begins a period of time consisting of small “foreshock” avalanches, but
eventually one of these foreshock avalanches happens to be larger than the nucleation size and
snowballs into a large characteristic avalanche. The force gap then reappears, and this pattern
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Figure 1.13: A visual progression (from top to bottom) showing the state of the system at each
timestep during an avalanche. The model simulation depicted here has nonzero dynamic weakening,
unlike in Fig. 1.12. Observe that the previously-failed (orange) cells heal after the avalanche ends,
by visually comparing the “Force distance to failure” plots in timesteps n+3 and n+4.
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repeats. The model with weakening does at times switch from this “characteristic” behavior to
a qualitatively different behavior far more similar to the behavior of an identical system without
weakening (during which the force gap does not appear), and eventually the model switches back to
the characteristic behavior [7]. In this thesis, we work in a regime of the model with weakening (large
force conservation parameter c) where the system spends most of its time in the “characteristic”
mode.
One feature of these dynamics is that the characteristic avalanches happen quasiperiodically,
with the period characterized by the difference between τf − τd,i. Another feature is the presence
of foreshocks before a characteristic avalanche. The model as written here is not conducive to
aftershocks (due to the stress gap immediately appearing after a characteristic avalanche), but
prior work has shown that aftershocks emerge in an extension of the model by incorporating time-
dependent strengthening as a generalization of weakening [18].
This finite force gap is a crucial feature separating the weakening vs. non-weakening models. In
the model without weakening, the avalanches occur almost randomly with exponentially distributed
interevent times [7]. In the model with weakening, however, there are long periods of time during
which no avalanches occur (due to the gap in the force distribution). These quiescent periods end
when the least-stable cell finally traverses the force gap, beginning a series of “foreshock” avalanches.
The series of avalanches ends when an avalanche happens to grow so large that it becomes a runaway
characteristic avalanche. This sequence of events (quiescent period, then foreshock avalanches, then
characteristic avalanche) repeats over and over again in the model without weakening. Chapter 2
shows the how these two different interevent time patterns can be quantified and detected using the
Bi test, in order to detect the presence or absence of dynamic weakening in avalanche experiments.
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Chapter 2
A method of detecting the presence of
dynamic weakening in avalanche exper-
iments
2.1 Description of collaborative team
The analysis in this chapter uses data from experiments designed, built, performed, and analyzed at
The College of Wooster by Lilianna Christman, Nathan Johnson, Paroma Palchoudhuri, Catherine
Tieman, Avi Vajpeyi, Elliot Wainwright, Justine Walker, and Ian Wilson, Prof. Don Jacobs, and
Prof. Susan Lehman.
This chapter was written in collaboration with Dr. Jonathan T. Uhl, Prof. Wendelin J. Wright,
Prof. Susan Lehman, and Prof. Karin A. Dahmen. We will publish a scientific paper that builds
on this chapter.
2.2 Abstract
Under slow forcing, many solid materials deform intermittently via avalanches of slipping weak
spots. Experiments and simulations show that temporal clustering of these avalanches is a good
indicator for dynamic weakening of the threshold stresses for slipping. We demonstrate the utility
and advantages of a test for weakening that is robust even when applied to experiments with a
noise floor where the smallest avalanches are not detectable.
2.3 Introduction
The plastic deformation of many solid materials proceeds via intermittent avalanches of slipping
weak spots [2, 19–23]. The distribution of avalanche sizes often follows a broad power law with an
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excess of large avalanches [4, 24–26]. Macroscopically large avalanches can have catastrophically
destructive effects on the material. Therefore it is important to know their origin, and to predict,
or if possible even prevent them. Here we present experiments and simulations that show how
the statistics of the noise in macroscopic stress-strain measurements can be used to extract the
microscopic cause for these large avalanches.
Recent experiments have shown that experimental systems including small crystals, bulk metal-
lic glasses (BMGs), densely packed granular materials, and others exhibit avalanches with a broad
distribution of avalanche sizes [14, 24, 27–30]. This distribution follows a power law over a wide
range of sizes, except at the largest avalanche sizes where there are more avalanches than the
power-law distribution would indicate [4, 24–26]. The scale invariance over a wide range can be
modeled within the framework of an underlying nonequilibrium critical point with mean-field dy-
namics resulting from long-range elastic coupling within the material [6, 8]. The excess of large,
system-spanning avalanches (termed “characteristic” avalanches) can be explained either by the
inclusion of dynamic weakening in the mean-field model (for example in application to BMGs or
granular materials) [8], or by finite size effects (as seen for example in discrete dislocation simula-
tions of small crystals) [19, 31]. In the next sections we present a simple test that can distinguish
between these different causes without the need for expensive microscopic measurements.
Avalanching systems are usually described as collection of coupled cells, e.g. weak spots in a
compressed material where the material can deform or “fail”. Cell failures in these systems are likely
to trigger more cell failures in a chain reaction. “Dynamic weakening” means that cells that have
already failed during a particular avalanche have a weakened failure threshold while the avalanche
is still ongoing, and therefore are more likely to fail again during that particular avalanche [7, 8].
Dynamic weakening is conceptually similar to kinetic friction; stick-slip cells that have already
failed during an avalanche may remain “in motion” and may therefore experience reduced friction
until the avalanche ends. Dynamic weakening may also describe systems with enhanced cohesion
between cells that have not slipped, such as avalanching wet sandpiles where the chemical bonds
of the added water molecules link and stabilize the sandpile in a static configuration [32].
The dynamic weakening tuning parameter impacts the probability of large system-spanning
avalanches; even a small amount of weakening may cause a significant excess of catastrophically
large avalanches [8]. In this paper we report a method to detect the presence of weakening in
experimental avalanching systems.
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2.4 Model background
Dynamic weakening is included as a parameter in the mean-field model that captures the funda-
mental dynamics of avalanches in a wide variety of systems [7–9]. Consider a material with slips
along a shear band, glide plane, or earthquake fault. The mean-field model partitions the slipping
plane into N cells; the ith cell (1 ≤ i ≤ N) has a relative displacement ui along the shear direction
and experiences a local shear stress τi. The local (shear) stress on each cell is the sum of the elastic
interactions with the other cells, (which equally couple each pair of cells in the mean field ap-
proximation), and of stress transmitted by an external experimentally-controlled boundary spring
force. We write mean-field elastic coupling strength as J/(N − 1), the boundary spring stiffness as
KL, and the experimentally controlled position of the boundary spring as u0 = vt, where v is the
imposed displacement rate and t is time; the stress on the ith cell is then:
τi =
J
N − 1
∑
j
(uj − ui) +KL(u0 − ui)
Increasing the force on each cell by compressing the boundary spring (by increasing u0) causes the
least-stable cell to reach the failure threshold stress τf = 1; this process starts an avalanche of
failing cells. During an avalanche, each failing cell slips forward (increasing ui) and relaxes under
the applied force (decreasing τi) until the stress on that cell reaches an arrest stress τa,i near 0.
When a cell fails, a fraction of the stress that the failing cell releases (τf,i − τa,i) is redistributed
equally to all other cells; critical avalanche dynamics are realized when each failing cell on average
triggers one new cell to fail.
Dynamic weakening is included in the model by decreasing the failure threshold to a lower
dynamic value τf,i < 1 for those cells that have already failed during the current avalanche; all cells
re-heal to the default failure threshold τf,i = 1 after an avalanche ends. The amount of weakening
is parameterized by  with 0 ≤  < 1; the weakened failure threshold for already-failed cells during
an avalanche is set to τf,i = 1–(1 − τa,i). When a system is near criticality, even a small amount
of weakening  << 1 may drastically increase the probability of large avalanches. Essentially, all
avalanches that are larger than a nucleation size snowball into runaway events that involve all cells
of the system (the nucleation size depends on the weakening parameter ) [7].
For systems for which the frequency of large avalanches or their nucleation size are of interest,
it is important then to determine whether the system dynamics include weakening. As we show
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below, the dynamic weakening is detectable via the interevent time correlations of the time series
of the avalanches.
2.5 Methods
The method we use to detect interevent time correlations is known as the Bi test. The Bi test
is relatively simple to implement and has been applied to many systems with discrete, separated
events, e.g. slip avalanches [33–37]. To perform the Bi test on a time-series of avalanches, one
first sorts the avalanches by their start times. Each individual avalanche (indexed by “i”) has a
temporally-prior avalanche and a temporally-subsequent avalanche; the difference of avalanche start
times yields a temporally-prior interevent time and a temporally-subsequent interevent time. The
quantity ti is defined to be the smaller of these two interevent times. The quantity τi is defined to be
the next interevent time in the same temporal direction; for example, if ti were the temporally-prior
interevent time, then τi would be the interevent time temporally prior to that interevent time. If ti
were the temporally-subsequent interevent time, then τi would be the interevent time temporally
subsequent to that interevent time. The quantity Hi = ti/(ti + τi/2) is calculated from each pair
(ti, τi) indexed by “i”.
The shape of the cumulative distribution of H values reveals the presence of interevent time
correlations; the shape also reveals whether the nature of these correlations is temporal clustering
or temporal quasiperiodicity. The null hypothesis of the Bi test is that a Poisson process governs
the avalanche start times; avalanche interevent times are drawn independently from an exponential
distribution under this hypothesis. Such a process includes no interevent time correlations and no
effective “memory”.
The cumulative distribution function of H values under this null hypothesis is a straight line
(with a 45-degree angle) with a range 0 < H < 1; if the Bi test applied to experimental avalanche
data also yields an approximately straight line, then interevent time correlations are the null hypoth-
esis of a Poisson process for those avalanche start times is not rejected. This idea of the cumulative
distribution function yielding an “approximate” straight line is made rigorous and quantitative by
application of the Kolmogorov-Smirnov test at a specified confidence level, usually taken to be
95% [34]. Often the hypothetical null-hypothesis straight 45-degree line is subtracted from the
plotted cumulative distribution in the Bi test; a straight horizontal line then represents the null
hypothesis.
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If the cumulative distribution function significantly deviates from the null-hypothesis (i.e. the
straight horizontal line), then the type of deviation indicates whether the avalanche start times are
clustered together or recur quasiperiodically. Quasiperiodicity is evident if the Bi test (after the
subtraction of the straight line) yields a “trough” below the horizontal line forH < 2/3 and a “crest”
above the horizontal line forH > 2/3, with a region of steep increase crossing the horizontal line near
H = 2/3. This pattern can be understood in the limit of perfect periodicity, where every interevent
time is identical: in that case each ti = τi, and each Hi = ti/(ti+τi/2) = 2/3. An anomalously large
number of H values near H = 2/3 (i.e. an anomalously large slope of the cumulative distribution
of H values near H = 2/3) therefore indicates the presence of quasiperiodicity.
Clustering is evident if the Bi test yields roughly the opposite pattern, with a “crest” above
the horizontal line for low values of H and a “trough” below the horizontal line for high values of
H. This pattern arises when there are relatively long spans of time during which few avalanches
occur, with sudden clusters of closely spaced avalanches bordering the long, mostly quiet spans
of time. An avalanche in a cluster close to such a border can have a short ti but a long τi; an
avalanche in a relatively quiet span close to such a border can have a long ti but a short τi. There
are anomalously many values of H close to 0 and values of H close to 1 in such a clustering pattern,
and the cumulative distribution function therefore exhibits a steeper positive slope near H = 0 and
near H = 1. Note that the Bi test is sensitive to this type of clustering with a relatively sharp
border between regions with few avalanches and regions with many avalanches. As discussed below,
this is the type of clustering that dynamic weakening is expected to produce. In contrast, the Bi
test is not sensitive to “clustering” that can be described as an inhomogeneous Poisson process with
a slowly varying lambda parameter; such a smoothly varying Poisson process would not indicate
clustering under the Bi test.
In addition to analyzing the simulations of the mean-field model with and without weakening, we
also analyze an experimental avalanching bead pile with and without weakening. This experiment
consists of a pile of 15,000 to 20,000 3mm-diameter soft steel beads resting on a circular base of
diameter 17.8 cm. The weight of the bead pile, and therefore the number of beads, is continuously
monitored by a scale with single-bead precision. When the computer controller detects that the
weight of the beadpile is stable, i.e. that there is no ongoing avalanche, then another single bead
is dropped onto the bead pile and the controller waits again until the weight of the pile is stable.
When a bead drop nucleates an avalanche of beads rolling off the pile, the avalanche continues
until the weight of the pile is stable again, and the number of beads in that avalanche is recorded.
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Weakening is incorporated in the bead pile dynamics by applying a magnetic field to the bead pile
via Helmholtz coils. The applied magnetic field produces dynamic weakening in the paramagnetic
beads by enhancing the magnetic cohesion between beads at rest.
The bead pile experiment has a few excellent advantages for investigating the Bi test method
of detecting dynamic weakening. One advantage is that the geometry of the beadpile experiment
guarantees accurate measurements of the size of single avalanches (measured by the number of
beads falling off the table) – in contrast to some other avalanching systems there is little danger that
avalanche sizes are spuriously broken up into multiple avalanches via data processing. For example,
a data analysis effect has been shown to produce false temporal correlations in experiments when a
nonzero velocity threshold was used to define avalanche start and end times above the measurement
noise [38]. In contrast, this bead pile experiment has a mass sensor that is sensitive enough to detect
single-bead changes, so that there is very little danger that the avalanche size would be obscured by
measurement noise. The experiment controller waits until the bead pile has stabilized for a certain
period of time, so that the avalanche has truly ended, when the measurement device concludes that
the avalanche has finished.
The bead pile experiment avoids spuriously merging separate avalanches into one single avalanche
via data processing. The mass sensor and the experimental protocol again facilitate this advantage,
because no beads are added to the bead pile (possibly triggering another avalanche) until the bead
pile is stable and no avalanche is occurring.
A unique feature of the bead pile experiment is that the dynamic weakening is experimentally
controllable, and the weakening can be turned off or on in the experiment. When no current flows
through the Helmholtz coils, there is no applied magnetic field and no dynamic weakening. When
current is applied through the coils, then the beads experience magnetic cohesion and exhibit
dynamic weakening, because the cohesion is smaller while the beads move. We can therefore
compare the same experimental avalanching system both with and without dynamic weakening,
without changing any other experimental parameters.
The bead pile experiment can also detect the smallest avalanches, down to a “two-cell” avalanche
in which two beads roll off of the pile. Although the mass sensor in the bead pile experiment is sensi-
tive enough to detect the addition or subtraction of a single bead, a detected single-bead avalanche
after a bead is dropped is indistinguishable from a “missed drop” in which the dropped bead
happened to miss the bead pile. Therefore the smallest detectable avalanches in this experiment
are two-beads in size; nevertheless, this experiment can measure down to almost the fundamental
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avalanche size and is particularly well suited for comparison with the mean-field simulations.
Results from the bead pile experiment and the mean-field simulations demonstrate that even
avalanche experiments that have a relatively large minimum detectable avalanche size compared to
their fundamental avalanche size (e.g., if the bead pile experiment could only detect large avalanches
of several beads) can reliably use the Bi test to detect the presence of dynamic weakening.
2.6 Results
We apply the Bi test to simulations of the mean-field model both with and without dynamic
weakening. Without weakening ( = 0, Fig. 2.1a), we find that the Bi test is consistent with the
null hypothesis of a Poisson process. With weakening ( > 0, Fig. 2.1b), we find that the Bi test
rejects the null hypothesis and indicates temporal clustering of avalanche start times.
In Figs. 2.1a and 2.1b we also investigate how the Bi test changes if we remove all avalanches
with size less than Smin before calculating the avalanche interevent times, for different values of
Smin. We find that without weakening (Fig. 2.1a), the Bi test at first continues to accept the null
hypothesis with increasing Smin, until it eventually indicates quasiperiodicity when Smin is roughly
an order of magnitude in size smaller than the largest avalanches. At no point does the Bi test
applied with any Smin indicate temporal clustering of avalanches in the zero-weakening simulation.
In contrast, as we increase Smin for the Bi test of the system with weakening (Fig. 2.1b), we
find that the temporal clustering persists for moderate values of Smin. For larger values of Smin,
the pattern reverses and the Bi test again indicates quasiperiodicity instead of clustering.
We also apply the Bi test to the experimental bead pile both with and without dynamic weak-
ening. Without weakening via magnetic cohesion (0 mA current through the Helmholtz coils), the
bead pile avalanches are consistent with the Poisson process hypothesis for small values of Smin
(Fig. 2.1c). For larger values of Smin, the bead pile avalanches reject the null hypothesis in a way
that indicates quasiperiodicity. These results are consistent with the zero-weakening mean-field
simulations.
In the bead pile experiment with weakening via magnetic cohesion (900 mA current through the
Helmholtz coils), the smallest bead-pile avalanches (with Smin = 2 beads) cross the 95% confidence
boundaries in a way that indicates avalanche clustering (Fig. 2.1d). As we increase Smin to larger
values, the clustering disappears and eventually large-avalanche quasiperiodicity appears. These
results too are consistent with the finite-weakening mean-field simulations.
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In both the mean-field simulations and the bead pile experiment, avalanche clustering appears
only when there is weakening in the avalanche dynamics. The Bi tests of the simulation avalanches
without weakening and the Bi tests of the experimental avalanches without weakening do not
indicate clustering for any value of Smin. The most relevant result for future avalanche experiments
is that there is no false positive detection of avalanche clustering (no false positive detection of
dynamic weakening) in systems without dynamic weakening.
2.7 Discussion
The Bi test has important attributes that make it suitable for experiments that measure avalanches
and avalanche start times. One attribute is that the Bi test is local in time; each computed H value
depends only on a narrow temporal neighborhood of a few avalanches. This is particularly helpful
for the analysis of time series of slip avalanches in compression specimens, where the experimental
specimen dimensions change as the specimen is compressed and deformed. The characteristic
interevent time between large avalanches drifted by a factor of two in a previous experiment on
millimeter-sized compression specimens of bulk metallic glass [39] (chapter 3 of this thesis); the Bi
test is insensitive to this experimental drift. In contrast, this drift would distort the probability
distribution or cumulative distribution of interevent times.
A related attribute is that the Bi test has no adjustable parameters other than the confidence
level. The null hypothesis of a Poisson process is characterized by a parameter lambda, which is the
average number of avalanches nucleated per unit time. Even though the null hypothesis involves
an adjustable parameter, this parameter does not appear in the Bi test itself; the Bi test does not
rely on a correct estimate of lambda. This is an advantage over plotting a probability distribution
of interevent times and fitting a functional form with adjustable parameters.
The possibility that temporal clustering is an artifact of omitting the smallest avalanches is
relevant for experiments with a minimum detectable avalanche size. If temporal clustering between
avalanches is detected in an experiment with a smallest minimum detectable avalanche size, one
may in principle ask whether the “complete” set of avalanches (including the avalanches too small to
detect) would still yield clustering or whether the full set would somehow instead fail to demonstrate
a correlation. Most slip avalanche experiments fall into this category, where the smallest avalanche
size is below the noise floor of the experiment. The simulations of the mean-field model with
nonzero weakening and the experiments on the bead pile with cohesion show that small-avalanche
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clustering extends to the smallest avalanches, and that the observed temporal clustering is not an
artifact of nonzero Smin.
Conversely, another advantage of the Bi test for detecting dynamic weakening in avalanche
experiments is that the Bi test avoids a false positive result (a spurious detection of “clustering”
in a system with zero weakening) even when the smallest avalanches are omitted with nonzero
Smin. Experimental systems may systematically omit the smallest avalanches instead of randomly
omitting avalanches regardless of size. We have found that the Bi test is robust to this systematic
omission of small avalanches in our mean-field model, and the Bi test does not yield a false positive
detection of avalanche clustering and dynamic weakening when applied to systems where  = 0.
The Bi test applied to a system without weakening does not yield clustering for any Smin; if the Bi
test does indicate clustering then the inference of nonzero dynamic weakening is a reliable result.
We caution, though, that it is important to ensure that single avalanches are not spuriously bro-
ken up into multiple avalanches; such an effect may make an exponential distribution of interevent
times spuriously appear to be a power-law distribution of “clustered” interevent times [38]. In this
respect, the Bi test is more applicable to slip-avalanche experiments where one can use a zero-
velocity threshold to detect avalanches, instead of acoustic emission experiments in which one uses
a nonzero-velocity threshold to detect avalanches. In addition, one can even combine avalanches
that are close together in time, in order to make the Bi test robust against this effect of spuriously-
broken-up avalanches (see appendix F of [39], which is also appendix F of chapter 3 of this thesis,
for an example of this type of analysis).
An excess of large avalanches (which recur quasiperiodically) is one important feature of avalanche
dynamics with nonzero weakening. For systems with zero weakening instead, we find that there
is not an excess of large avalanches but the largest avalanches do recur quasiperiodically. Large-
avalanche quasiperiodicity is observed in systems without weakening, because the stress as a func-
tion of time in the steady state remains in a bounded region around the critical stress. This effective
memory of the critical stress requires non-Poissonian temporal correlations between avalanches so
that the system remains close to the critical stress.
This temporal quasiperiodicity of large avalanches found in zero-weakening dynamics does not
contradict the fact that avalanches with zero weakening have (almost) exponentially distributed in-
terevent times [7]. Almost exponentially distributed interevent times are realized when all avalanche
start times are included, regardless of avalanche size. Conversely, non-Poissonian quasiperiodicity
is confined to the set of large avalanches.
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As mentioned above, prior analytical work on the mean-field model with zero weakening has
shown that the cell stresses are uniformly distributed between the arrest stress and the failure stress,
with an exponential distribution of avalanche interevent times. Prior analytical has also shown that
the mean-field model with nonzero weakening produces a “stress gap” in the distribution of cell
stresses bordering a much denser region of cell stresses (the inset of Fig. 2b of [7]). This distribution
of cell stresses, with a quiet region bordering an active region, yields the type of avalanche start
time clustering that the Bi test detects.
We have shown that the Bi test is exceptionally suitable for detecting the presence of dynamic
weakening in experiments on avalanching systems. The Bi test is easy to implement, with no
adjustable parameters, and is straightforward to interpret. Avalanching systems without weaken-
ing will not produce a false positive weakening result under the Bi test even when the smallest
avalanches are systematically omitted. If clustering is detected, then weakening is present in the
avalanche dynamics. In addition, the theoretically expected Bi test results are experimentally
observed, with only large-avalanche quasiperiodicity present in systems without weakening, and
with both small-avalanche clustering and large-avalanche quasiperiodicity present in systems with
nonzero weakening. These results show that the Bi test may be applied to avalanche experiments
to determine whether dynamic weakening is present.
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Figure 2.1: Bi test for bead-pile experiments and simulations, with and without weakening. On
the y-axis, the quantity CDF (H) −H represents the cumulative density function of H, with the
background linear increase subtracted. Also on the y-axis, the quantity K0.05 is the “critical value”
of the Kolmogorov-Smirnov test at the α = 0.05 level, which depends on the number of H-values in
each plotted curve. Therefore the horizontal bars plotted at y=1 and y=-1 represent the α = 0.05
boundaries of the Bi test null hypothesis; curves that cross these horizontal lines fail the Bi test at
the specified α = 0.05 level.
In the results without weakening (Figs. 2.1a and 2.1c, for small Smin, the avalanche start times
are consistent with a Poisson process. In the results with nonzero weakening (Figs. 2.1b and
2.1d, for small Smin, the avalanche start times are inconsistent with a Poisson process and indicate
clustering. In all four figures, the largest avalanches extend beyond the 95% confidence boundaries
in a reflected manner, indicating large-avalanche quasiperiodicity.
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Chapter 3
Aftershocks in slowly compressed bulk
metallic glasses: Experiments and the-
ory
3.1 Description of collaborative team
The analysis in this chapter uses data from experiments designed, built, performed, and analyzed
at Bucknell University by Dr. Xiaojun Gu and Prof. Wendelin Wright. Dr. Jim Antonaglia, Aya
Nawano, and Dr. Yun Liu (all three also advised by Prof. Dahmen as undergraduate or graduate
students) also helped analyze the BMG data.
This chapter was written in collaboration with Prof. Wendelin J. Wright, Dr. Xiaojun Gu,
Dr. Jonathan T. Uhl, and Prof. Karin A. Dahmen. This chapter is almost verbatim from our
published paper at https://journals.aps.org/pre/abstract/10.1103/PhysRevE.97.063005 [39], which
is open-access thanks to Bucknell University, with some additions based on dissertation committee
comments.
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3.2 Abstract
We observe two distinct interevent time patterns in the slip avalanches of compressed bulk metallic
glasses (BMGs). Small slip avalanches cluster together in time, but large slip avalanches recur
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roughly periodically. We compare the timing patterns of BMG slip avalanches with timing patterns
of earthquakes and with the predictions of a mean-field model. The time clustering of small
avalanches is similar to the known time clustering of earthquake foreshocks and aftershocks.
3.3 Introduction
Bulk metallic glasses (BMGs) are amorphous alloys with superior mechanical properties compared
to many conventional structural materials; however, they typically break in abrupt brittle failure
[40–42]. Slowly compressed specimens of BMGs deform elastically to high stresses, but when
deformation enters the plastic regime, BMGs deform in a jerky manner with sudden stress drops
(“slips” or “avalanches”), culminating in catastrophic fracture [24, 43–50]. We extract interevent
time patterns between these stress drops that demonstrate the occurrence of quasi-periodic large
slips, time-clustered small slips, and foreshocks and aftershocks of both large slips and small slips
in BMGs. The observed BMG slip statistics are similar to earthquake statistics, and small slip
avalanches even show aftershocks and foreshocks akin to earthquakes. The interevent time patterns
from experiments are compared to the predictions of a simple mean-field model. The results are
important for materials testing and hazard prevention.
The equipment and procedure used to gather the data in this experiment have been detailed
previously [24,51]. Two mm-scale BMG specimens (Zr45Hf12Nb5Cu15.4Ni12.6Al10) were loaded into
a mechanical test system that increased the compressive strain on each at a constant displacement
rate to achieve a nominal strain rate of 10–4 s–1 [24]. The stress was recorded with a time resolution
of 10 µs. The stress vs time traces were Wiener-filtered to reduce high-frequency noise, and the
start times (end times) of slip avalanches were identified with local maxima (minima) in the Wiener-
filtered stress vs time traces [24]. This avalanche detection algorithm uses a velocity threshold of 0
MPa/s. The “size” of an avalanche is defined as the stress drop of the avalanche: the stress at the
avalanche starting time minus the stress at the avalanche ending time. Previous work has shown
that there are two regimes of slip avalanches: small avalanches obey power-law scaling, while large
avalanches exhibit many differences from small avalanches, for example, in the typical avalanche
shape [24]. We estimate 10 MPa to be the approximate classification boundary between small
slip avalanches and large slip avalanches. Specimen (1) yielded 268 small avalanches (0.2 MPa ≤
avalanche size < 10 MPa) and 63 large avalanches (10 MPa ≤ avalanche size). Specimen (2) yielded
338 small avalanches and 53 large avalanches in the same small and large size ranges. We analyzed
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the slip avalanches from both BMG specimens, and we then aggregated the results into a single
dataset in this paper.
The slip statistics of the filtered time-dependent stress were previously shown to agree with 12
different statistical predictions of a simple mean-field model [24]. In addition, as predicted by the
model, two separate avalanche regimes were apparent both in the complementary cumulative dis-
tribution function (CCDF) of avalanche sizes and in the dynamics of individual avalanches. Small,
localized avalanches propagate intermittently in a jerky manner. In contrast, large, specimen-
spanning avalanches have long incubation periods, with smooth and sharply peaked stress rate vs
time profiles for individual events [4,24]. In this work, we show that while the large avalanches recur
quasi-periodically, the small avalanches cluster together at short timescales and occur randomly at
long timescales.
3.4 Interevent time correlations
The temporal correlations between different avalanches contain important information about the
plastic deformation process of BMGs [52]. We start by examining the probability distribution
of waiting times for avalanches in the small- and large-avalanche regimes. Interevent times are
defined as the difference between nucleation times, or “start times,” of temporally neighboring
avalanches. Fig. 3.1a shows the probability density of interevent times computed from the set of
small avalanches, with 0.2 MPa ≤ small avalanche size < 10 MPa. The resulting probability density
of interevent times does not follow a simple functional form, but the small-avalanche interevent times
are heavily weighted towards times less than 1 s. Errorbar lengths are are calculated using
√
Ncounts,
although this error formula assumes Poisson statistics (which are violated in this experiment); see
Figs. 3.6a and 3.6b in appendix B (which separate the two specimens both into two time-halves)
for a very robust demonstration of the error in this figure.
Note that Fig. 3.1b shows the histogram of interevent times computed from the set of large
avalanches with sizes larger than 10 MPa. In contrast to the small avalanches, the large-avalanche
interevent time distribution has its maximum around 7 s and another local maximum around 3 s,
indicating a quasi-periodic pattern. Appendix B shows that the two BMG specimens have different
characteristic interevent times, with the result that the combined dataset displays the bimodal
structure observed in Fig. 3.1b. The characteristic interevent times of the two specimens may
depend, e.g., on different distributions or locations of shear bands between the two specimens.
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(a) Probability density of interevent times be-
tween small slip avalanches. The probability den-
sity between 2 and 30 ms is consistent with a
power law exponent between -1.26 to -1.52. Er-
rorbar lengths are calculated using
√
Ncounts. To
find the range of possible exponents, we vary the
data points selected for linear fitting (the begin-
ning of the fit varies between the 2nd and 4th
datapoints, and the end of the fit varies between
the 6th and 8th datapoints); the maximum and
minimum fitted slopes are -1.26 and -1.52.
(b) Histogram of interevent times between large
slip avalanches.
Figure 3.1: Interevent times for slip avalanches experimentally measured in mm-scale specimens of
bulk metallic glass slowly compressed at a strain rate of 10–4 s–1.
To test for precursors to large slips, for temporal clustering, and for temporal quasi-periodicity,
we perform the Bi test on the avalanche start time [33,34,53]. The Bi test was originally developed
to detect correlations in absorption lines in quasars, and it has since been applied to find correlations
in avalanche processes. A dataset is said to “pass” the Bi test if the dataset is consistent with a
Poisson process. If the dataset fails the Bi test, then the data are inferred to be inconsistent with
a Poisson process. The Bi test has two powerful statistical advantages in detecting correlations.
First, the Bi test is robust to both homogeneous and inhomogeneous Poisson processes—either type
of process will pass the Bi test. Second, if a dataset fails the Bi test, then the way in which the
dataset fails the Bi test yields important insights into the temporal correlations of the underlying
process [53]. Datasets that exhibit clustering fail the Bi test in a qualitatively different way than
datasets that exhibit quasi-periodicity.
The Bi test applied here takes the chronological array of avalanche start times as input. Each
avalanche, indexed by integer k, from the 3rd to the 3rd-to-last avalanche, has a value Hk associated
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with it as defined below. For each avalanche, δtk and δτk are defined as
δtk = min(tk − tk−1, tk+1 − tk),
δτk = tk−1 − tk−2 if δtk = tk − tk−1,
δτk = tk+2 − tk+1 if δtk = tk+1 − tk,
where tk is the start time of the k
th avalanche. For the kth avalanche, Hk is then defined by
Hk =
δtk
δtk +
δτk
2
.
For a Poisson process, either homogeneous or inhomogeneous, the cumulative distribution func-
tion (CDF) of the set of Hk values fluctuates around a straight line from (0,0) to (1,1) [33]. Datasets
that exhibit quasi-periodicity have a sudden increase in the CDF of Hk values at Hk = 2/3. In the
limit of perfect periodicity (for which δtk = δτk), all Hk = 2/3. In contrast, datasets that exhibit
clustering have anomalously short times between avalanches within a cluster and anomalously long
times between avalanches in separate clusters. The corresponding CDF in this case exhibits a rapid
increase near small and large Hk values. The Bi test therefore has a qualitative interpretation yield-
ing a quasi-periodic process, a Poisson process, or a clustering process, as indicated by the shape
of the CDF curve [53]. This interpretation becomes quantitative with the inclusion of a two-sided
Kolmogorov-Smirnov (KS) test [34]. This two-sided KS test takes two input values: the maximum
absolute vertical deviation of the CDF of Hk values from the hypothetical straight line, and the
number of Hk values. The output of the KS test is the probability that a Poisson process with the
given number of data points would yield such a CDF, with such a maximum deviation from the
hypothetical straight-line CDF. The null hypothesis of this test is that the process is Poissonian.
The Bi test cannot prove that a process is Poissonian, only that a process is statistically consis-
tent with a Poisson process. Conversely, the Bi test can show that an underlying process is not
Poissonian to a high degree of probability.
The results of applying the Bi test to small and large avalanches are shown in Fig. 3.2. The
straight line through the center with a slope value of 1 represents the hypothetical result if the
Poisson hypothesis were true. Both a simple visual check and the results of the KS test show that
neither the small nor the large avalanches are consistent with a Poisson process. We reject the
null hypothesis (the hypothesis that these slip avalanches follow a Poisson process) with p-value
p = 2.4×10–32 for the set of small avalanches, and with p = 1.1×10–12 for the set of large avalanches
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Figure 3.2: Bi test for small (blue x) and large (red circle) avalanche interevent times experimentally
measured in slowly-compressed bulk metallic glass. The solid line represents the ideal Bi test for a
local Poisson process. The curve for the small-avalanche Bi test rapidly increases near small and
large values of Hk; this shape is typical of correlated times that occur in clusters. The curve for the
large-avalanche Bi test rapidly increases near Hk = 2/3; this shape is typical of correlated times
that occur at fairly regular intervals. Small avalanches cluster together; large avalanches recur
nearly periodically.
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(effectively zero in both cases). Moreover, the two avalanche regimes fail the Bi test in strikingly
different ways. The Bi test for large avalanches exhibits a rapid increase at approximately Hk = 2/3
on the horizontal axis; this behavior is characteristic of a quasi-periodic process. The Bi test for
small avalanches instead exhibits a rapid increase near small and large Hk values; this behavior
is characteristic of a clustering process. The Bi test therefore indicates that large slip avalanches
occur approximately periodically, while small slip avalanches tend to cluster together in time. In
Appendix D of this chapter, we also apply the Bi test to the combined set of all avalanches, both
large and small. Since most of our avalanches are small avalanches, the combined Bi test is similar
to the Bi test for small avalanches only.
3.5 Aftershock and foreshock rates
To determine the timescale of the small-avalanche clustering, we borrow the concepts of “after-
shocks” and “foreshocks” from earthquakes and apply these concepts to BMG slip avalanches. We
define the aftershock sequence for a given avalanche (known as a mainshock) to consist of all slip
avalanches that occur after the mainshock, until an avalanche with size greater than the mainshock
is reached. For every avalanche and its associated aftershock sequence, we define the time origin (t
= 0) to be the start time of the mainshock. The start time of each aftershock is then the time since
the beginning of the associated mainshock. These definitions of aftershocks and aftershock start
times are consistent with prior work [34,54–56]. We define the aftershock rate to be the number of
aftershock nucleations per unit time.
To calculate aftershock rates, we divide the time axis into logarithmically spaced bins. For each
time bin, we count the number of aftershocks that start in a given bin, iterating over all aftershock
sequences. We also count the amount of time in each bin during which an avalanche is not occurring
and refer to this as the “dead time” in the bin. The number of avalanches that start in each bin
divided by the dead time in each bin yields the aftershock rate in each bin. This definition arises
from consideration of the sample space of detectable start times. Our algorithm cannot detect an
aftershock that nucleates while another aftershock is still ongoing; i.e., there is no opportunity to
detect or record the start time of the second avalanche, since the two (or more) avalanches merge
into a single large avalanche. In Appendix E, we explore the effects of ignoring this issue by using
the “real time” rather than only the dead time. The “real time” is the full amount of time that each
aftershock sequence spends in each time bin, regardless of whether an avalanche is occurring or not.
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This definition of aftershock sequences does not strictly delineate avalanches as either mainshocks
or aftershocks; strict classifications cannot be made since we do not measure the spatial locations of
avalanches within the BMG specimen [57]. Such a classification for earthquakes uses a combination
of temporal and spatial distance between earthquake events; however, our measurements do not
include spatial information. We instead investigate the average avalanche rate following an initial
avalanche for the series of subsequent avalanches that are smaller than the initial avalanche.
We find that both small and large avalanches have aftershocks. Fig. 3.3 shows the average
rate of aftershocks after small avalanches and after large avalanches. Errorbars are calculated
using
√
Ncounts; this approximation still provides a good estimate of the uncertainty since the
logarithmically-spaced time windows used for the x-axis binning in Fig. 3.1a may be considered to
be approximately “locally” Poissonian windows. The aftershock rate following a small avalanche
exhibits a much smoother possible power-law decay than the aftershock rate following a large
avalanche, with any such power law evidently ending before 100 ms since the mainshock. To find
the range of possible power law exponents, we varied the blue-x data points selected for linear
fitting (the beginning of the fit varies between the 2nd and 4th datapoints, and the end of the fit
varies between the 6th and 8th datapoints); the maximum and minimum fitted slopes were -1.23
and -1.56. A power-law dependence of the aftershock rate vs time, with an exponent close to 1,
has also been observed in earthquakes. The Omori law describes a similar aftershock rate vs time
in earthquake statistics [58].
Foreshocks and foreshock sequences are defined in a similar way as aftershocks and aftershock
sequences, but with avalanches that occur prior to the given avalanche (mainshock) instead of
after the given avalanche. The time origin of each foreshock sequence is the start time of the
associated mainshock; the foreshock sequence then progresses toward earlier times and toward
earlier avalanches, and the foreshock sequence ends when it reaches an avalanche of size larger than
the associated mainshock. The foreshock rate is the number of foreshock nucleations per unit time.
Fig. 3.4 shows the average foreshock rate prior to small avalanches and prior to large avalanches. In
contrast to the aftershock rates, the foreshock rates for small and large avalanches are more similar.
The foreshock rates for small avalanches roughly follow a power law with exponent between -1.14
and -1.47 (varying the beginning of the fit between the 2nd and 4th datapoints, and varying the
end of the fit between the 8th and 10th datapoints), valid only within < 100 ms of the mainshock.
The power-law growth of the foreshock rates in BMG slip avalanches is also similar to power-law
growth of the foreshock rates in some earthquake catalogs [58].
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Figure 3.3: Average aftershock rates for small (blue x) and large (red circle) mainshocks experimen-
tally measured in slowly compressed bulk metallic glass. After a large mainshock, the aftershock
rate follows a steep curve as the rate decays with time since the mainshock. After a small main-
shock, the aftershock rate possibly follows a power law as the rate decays with time since the
mainshock, with an exponent between -1.23 and -1.56 (see main text for explanation of this range).
The time origin is the beginning of the mainshock. Plotted errorbars are calculated using
√
Ncounts,
a formula which assumes that the nucleation rate is locally Poissonian in the neighborhood of each
plotted point (plotted errors are therefore approximate and actual errors may be larger). The two
points that have no error bars were calculated from bins in which there was only one detected
aftershock nucleation and should be thought of as having relatively large uncertainty.
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Figure 3.4: Average foreshock rates for small (blue x) and large (red circle) mainshocks experi-
mentally measured in slowly-compressed bulk metallic glass. For small mainshocks, the foreshock
rate preceding the mainshock possibly follows a power law before the mainshock starts (within 100
ms of the mainshock). The possible power-law region of the foreshock rate of small mainshocks is
consistent with power-law exponents between -1.14 and -1.47 (see main text for explanation of this
range). The time origin is the beginning of the mainshock. For both small and large mainshocks, the
foreshock rate preceding the mainshock follows a power law before the mainshock starts. Plotted
errorbars are calculated using
√
Ncounts, a formula which assumes that the nucleation rate is locally
Poissonian in the neighborhood of each plotted point (plotted errors are therefore approximate and
actual errors may be larger).
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3.6 Discussion and conclusion
The interevent time patterns of slip avalanches in BMGs are consistent with the interevent time
patterns of a simple mean-field model of plastic deformation [7, 9]. Previous work shows that slip
avalanches in BMGs are similar to slip avalanches in the mean-field model, across a dozen statistical
quantities [24]. The mean-field model describes the dynamics of many shear-stressed cells, which
are elastically coupled both to each other (through a mean-field elastic interaction) and to an
externally imposed, slowly increasing shear stress. Each cell remains stationary until the stress on
that cell exceeds a failure stress, causing that cell to move to a new position until the stress on
that cell falls below an arrest stress. When a cell slips in this way, the stress on all the other cells
increases towards the failure stress, via the mean-field elastic coupling between each pair of cells.
A moving cell can therefore cause other cells to fail, which in turn cause more cells to fail, creating
a chain-reaction avalanche process. When weakening is included in this model, whereby cells that
have already moved are “weakened” and are easier to move again, the resulting dynamics include
quasi-periodic large avalanches. These quasi-periodic large slips predicted by the mean-field model
are evident in the data as discussed earlier. Additionally, aftershocks and avalanche clustering are
present in an extension of the simple mean-field model, via inclusion of a slow relaxation time
intrinsic to the material [18]. We note that a version of the mean-field model employed here was
originally used to describe earthquakes [5, 7, 18].
We have shown that both small and large slip avalanches have aftershock and foreshocks. Small
slip avalanches have power-law aftershock and foreshock rates that vary with time; power-law
aftershock and foreshock rates are also present in earthquake sequences, as described by the Omori
law for earthquakes. These experimental earthquake-like results complement prior simulations of
glassy materials [59]. These results using avalanche start times also build on the previous analysis of
a stressed Al3%-Mg alloy, in which the existence of temporal correlations of acoustic emission (AE)
events can be inferred through multifractal analysis of the coarse-grained AE signal [60]. In addition,
prior work has shown that the small-avalanche energy distribution follows a power law, which is
similar to the Gutenberg-Richter scaling law for earthquake magnitudes [4]. Furthermore, BMG
slip avalanches exhibit these interevent time patterns across more than two orders of magnitude
in time: small avalanches display clustering on timescales down to a few milliseconds (Fig. 3.3),
while large avalanches display periodicity on a timescale of approximately 7 seconds. The presence
of time-series patterns across different temporal orders of magnitude is akin to the wide range of
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time scales for which temporal correlations are present in earthquake catalogs [61,62].
One limitation of our measurement is that we cannot detect the smallest avalanches; avalanches
of size less than 0.2 MPa are lost in the noise of our measurement. Our conclusions for small
avalanches are therefore valid only for the “restricted” small-avalanche regime, i.e. for small
avalanches with 0.2 MPa ≤ avalanche size < 10 MPa. One might ask if the inclusion of the
smallest avalanches below the noise floor may change the observed small-avalanche temporal clus-
tering demonstrated here. We note, however, that even if inclusion of the smallest avalanches
would yield an uncorrelated Poisson process, the observed “restricted” small-avalanche temporal
clustering shown here is important both theoretically and practically. In real systems, for example
earthquakes, avalanches that are larger than some noise floor that exists in most real systems are of
more practical consequence. Even if the smallest slip avalanches yield different behavior, we have
found that the more important, relatively larger scaling avalanches are clustered together in time.
We have also tested the effect of dropping the smallest avalanches on the test in our mean-field
simulations and found no significant effect1.
A recent paper discussed the possibility that observed temporal correlations in an avalanche
process could be spurious artifacts of the avalanche-detection algorithm, arising from the use of a
finite stress-rate threshold [38]. Since we use Wiener filtering to greatly reduce the high-frequency
noise, we are able to use a stress-rate threshold of 0 MPa/s to detect possible avalanches. Only
the avalanches for which the total stress change is at least 0.2 MPa are kept [24]. Our avalanche
detection algorithm thereby avoids this finite-rate-threshold problem. Nevertheless, we found the
analysis in [38] to be useful and interesting. In this paper’s supplementary information, we use
a similar idea inspired by that paper to analyze our data, and we reach the same conclusions as
presented here.
Additionally, the aforementioned paper shows that the threshold-induced spurious correlation
effect results in a particular power-law exponent of the interevent time distribution. Following
the notation of [38], if we denote the power-law exponent of the interevent time distribution by
τTw, and if we denote the power-law exponent of the avalanche duration distribution by τT , then
according to [38] the presence of spurious correlation effects would imply that τTw = τT . In our
previous work, supplementary figure S8 shows that the slip avalanches in our BMG experiment
exhibit a power-law exponent τT = 2 in their duration distribution [24]. Therefore, threshold-
induced spurious correlations would yield a power-law regime of avalanche interevent times with
1See Chapter 2.
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scaling exponent τTw = 2. This exponent is not present in our interevent time distribution shown
in Fig. 3.1a, and so our results are incompatible with a threshold-induced spurious correlation.
This study shows that the experimental data on slowly compressed BMGs not only agree with
the slip statistics predicted by a simple mean-field model, as shown previously, but also with im-
portant time-series properties related to aftershocks and foreshocks of earthquakes. The mean-field
model has been applied to a broad array of deformation phenomena, across length scales ranging
from the geologic to the microscopic [2,7,9,18]. In the future, it would be interesting to study the
aftershock and foreshock properties in these other systems as well in order to test the generality of
our findings. The results presented here already suggest an intriguing link between the interevent
times of BMG slip avalanches and those of earthquakes that warrants further consideration of
BMGs as model laboratory systems for studying earthquakes.
3.7 Appendices
Appendix A: Original stress vs time traces
Our BMG specimens are deformed at a nominal strain rate of 10–4 s–1, and avalanches in this
system are measured as sudden stress drops. Looking at the stress vs time traces is helpful for
developing an understanding of what these avalanches are and what our measurements represent.
Figs. 3.5a-3.5d show the unfiltered stress vs time traces for the two specimens, showing the entire
plastic regions after yielding and also magnified views.
In this paper we use 10 MPa as the classification boundary separating small avalanches from
large avalanches. This classification boundary is not strict; it is possible that some small “scaling”
avalanches exceed this size, and it is possible that a few large system-spanning avalanches fall
below this size. Nevertheless, this simple classification boundary yields a robust difference in the
temporal correlations. In the supplementary information of our previous work [24], the size CCDF is
shown for each BMG specimen separately, and a size boundary separating large (system-spanning)
avalanches from small (scaling) avalanches can be identified as roughly 10 MPa.
Appendix B: Specimen dependence and time dependence of the distribution of
avalanche interevent times
Figure 3.1b in the main text shows the interevent times between large avalanches (avalanches with
stress drop size > 10 MPa) for the full set of interevent times aggregated from both specimens.
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(a) Entire plastic region for BMG Specimen (1). (b) Magnified view of the stress vs time trace for
BMG Specimen (1).
(c) Entire plastic region for BMG Specimen (2). (d) Magnified view of the stress vs time trace for
BMG Specimen (2).
Figure 3.5: Stress vs time for BMG experiments.
There is an apparent bimodal distribution in this figure, with one peak near 3 s and another
peak near 7 s. We investigate the possibility that this double-peak reflects different characteristic
interevent times for the two different specimens. Moreover, visual inspection of Fig. 3.5a suggests
that the characteristic interevent time increases during the second half of the time trace. We
investigate the possibility that the avalanche interevent time distribution evolves with time.
Figure 3.6a (3.6b) shows the probability density of interevent times between small avalanches,
separated both by specimen and by temporal half of the stress vs time trace. These figures are to be
compared with the aggregated data shown in Fig. 3.1a. The probability density of small-avalanche
interevent times is stable and shows minimal changes as a function of the specimen or temporal
half of the stress vs time trace.
Figure 3.7a (3.7b) shows the histogram of interevent times between large avalanches, separated
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(a) (b)
Figure 3.6: Probability density of interevent times between small slip avalanches for (a) BMG
Specimen (1) and (b) BMG Specimen (2). The curves labeled “first half” (“second half”) are only
calculated from the interevent times from the temporal first half (second half) of the stress vs time
trace. The small-avalanche interevent time distribution is relatively constant across time and from
one specimen to the other. The few points in (a) and in subsequent figures that have no error bars
were calculated from bins in which there was only one interevent time and should be thought of as
having relatively large uncertainty.
(a) (b)
Figure 3.7: Histogram of interevent times between large slip avalanches (10 MPa ≤ avalanche size)
for (a) BMG Specimen (1) and (b) BMG Specimen (2). The curves labeled “first half” (“second
half”) are only calculated from the interevent times from the temporal first half (second half) of the
stress vs time trace. The characteristic large-avalanche interevent time changes by about a factor
of two from the first temporal half of Specimen (1) to the second temporal half. In contrast, the
characteristic interevent time is more stable for Specimen (2).
both by specimen and by temporal half of the stress vs time trace. These figures are to be compared
with Fig. 3.1b. The histogram of large-avalanche interevent times in Fig. 3.7a shows that the
characteristic interevent time changes from about 3 s in the first half of the Specimen (1) experiment
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(a) (b)
Figure 3.8: (a) Bi test applied to the avalanches in Specimen (1), separated by avalanche size and
by temporal half of the stress vs time trace. (b) Bi test applied to the avalanches in Specimen (2),
separated by avalanche size and by temporal half of the stress vs time trace.
to about 6 s in the second half, while the characteristic interevent time is stable at 7 s in Specimen
(2). The origin of the discrepancy between the large-avalanche interevent times is not determined
here, but these large events are thought to be system-spanning avalanches that depend on the
boundaries of the BMG specimens [24]. Both of these characteristic timescales, 3 s and 7 s, are
orders of magnitude longer than the small-avalanche interevent times shown in Fig. 3.1a.
Appendix C: Specimen dependence and time dependence of the Bi test results
As in the preceding section, we investigate whether the results of the Bi test depend on the specific
BMG specimen and also whether the results differ between the first half and the second half of
each specimen’s stress vs time trace. Figs. 3.8a and 3.8b show the Bi tests for large and small
avalanches, separated by specimen, and separated by temporal half of the stress vs time trace.
These figures are to be compared with Fig. 3.2 in the main manuscript. Despite the observed
change in characteristic interevent time in specimen 1 (shown in Fig. 3.7a), the main results of the
Bi test (i.e. small-avalanche clustering and large-avalanche quasiperiodicity) are the same for both
specimens and do not appreciably change with time.
The null hypothesis of the Bi test is that the avalanches follow a Poisson process. We divide
the full set of observed avalanches into eight separate groups, and we run the Bi test independently
on each of these separate groups. The eight separate groups of avalanches are defined by the eight
possible combinations of choosing either small avalanches or large avalanches, choosing avalanches
from Specimen 1 or avalanches from Specimen 2, and choosing avalanches from the first half of that
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Figure 3.9: Bi test applied to the set of all detected avalanches using all interevent times aggregated
from both temporal halves of both specimens. These interevent times are not separated either by
temporal half of the experiment or by avalanche size into small vs large avalanches as in the main
text; instead these interevent times are between any avalanches with avalanche size above the noise
floor (10 MPa ≤ avalanche size).
specimen’s time trace or avalanches from the second half of that specimen’s time trace.
We reject the null hypothesis (the Poisson process hypothesis) in all eight cases. The Bi test
applied to the set of small avalanches from the first half (second half) of Specimen (1) yields p-value
p = 1.2 × 10–7 (p = 2.7 × 10–11). The Bi test applied to the set of large avalanches from the first
half (second half) of Specimen (1) yields p-value p = 5.3× 10–6 (p = 0.014).
The Bi test applied to the set of small avalanches from the first half (second half) of Specimen
(2) yields p-value p = 2.8×10−11 (p = 1.3×10−6). The Bi test applied to the set of large avalanches
from the first half (second half) of Specimen (2) yields p-value p = 2.4× 10−5 (p = 0.018).
Appendix D: Bi test applied to the set of both large and small avalanches
In the main manuscript, we applied the Bi test separately to the set of interevent times between
small avalanches and between large avalanches. In Fig. 3.9 we show the Bi test applied to the
set of interevent times between the full set of avalanches, both large and small. Since most of the
avalanches are small avalanches, as shown in our previous publication [24], we expect the result-
ing all-avalanche Bi test to be comparable to the small-avalanche Bi test in the main manuscript.
Indeed, the all-avalanche Bi test indicates a clustering pattern similar to the small-avalanche clus-
tering in Fig. 3.2.
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(a) (b)
Figure 3.10: Avalanche (a) aftershock rates and (b) foreshock rates, calculated using the full time
of each aftershock sequence instead of only the dead time, for small (blue x) and large (red circle)
mainshocks experimentally measured in slowly-compressed bulk metallic glass. The small-avalanche
aftershock rate in (a) is consistent with a power law of exponent –1.2 ± 0.15; the small-avalanche
foreshock rate in (b) is consistent with a power law of exponent –1.15 ± 0.2. The power laws of
the aftershock and foreshocks rates of small avalanches are similar to the power laws of Figs. 3.3
and 3.4 in the main text, within the error bar ranges. The time origin is the beginning of the
mainshock.
Appendix E: Aftershock and foreshock rates calculated without only using the
“dead time”
In the main text, we explain how we calculate aftershock rates and foreshock rates using the “dead
time,” i.e., the time during which an avalanche is not occurring. Our data are not spatially resolved;
we measure stress vs time effectively averaged across the entire specimen. Therefore, if a separate
avalanche starts while a previous avalanche is still ongoing, the two avalanches merge to appear
as one avalanche in our data. The result is that any time during which an avalanche is occurring
is not in the “sample space” of detectable start times. In calculating the aftershock or foreshock
rates, we divide the number of avalanche start times by the time elapsed during which we are able
to detect avalanche start times. The time during which we are able to detect avalanche start times
is the “dead time.”
For the sake of comparison, we investigate an alternative definition of aftershock and foreshock
rates. With this alternative definition, we calculate the rates by using the “full time” of each
aftershock sequence instead of only the (shorter) dead time; the “full time” is the total amount
of time that each aftershock sequence spends in each time bin regardless of whether or not an
avalanche is occurring. The results are shown in Figs. 3.10a and 3.10b. With this new definition,
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the power-law behavior of aftershock rates and foreshock rates of small avalanches is similar to the
power-law of Fig. 3.3 in the main text, within the exponent error bars. With this analysis, the
power-law exponent of the aftershock rate after a small avalanche is –1.2 ± 0.15, and the power-law
exponent of the foreshock rate before a small avalanche is –1.15 ± 0.2. With this new definition,
aftershock and foreshock rates still follow Omori-like power laws as a function of time, so that the
analogy to earthquake behavior is still observed.
Appendix F: Combining avalanches close together in time
As mentioned in the main text, a recent paper explored the pitfalls of extracting temporal corre-
lations from avalanche data that were analyzed using a non-zero velocity threshold [38]. Our data
have been Wiener-filtered, so that the high frequency noise has been strongly attenuated. Wiener
filtering enables us to use a zero-velocity threshold to detect avalanches, thereby preventing the
described problem.
Nevertheless, in the spirit of that interesting paper, we consider a related process by which
spurious temporal correlations could appear. Additive noise on top of the “real” avalanche velocity
signal could cause the avalanche velocity to appear to drop below 0 MPa/s for a small duration
while a single avalanche is still ongoing. Such a downward noise spike could therefore cause a
single avalanche to incorrectly appear to be multiple closely-spaced avalanches, thereby leading to
spurious temporal clustering of avalanches.
We devise the following method to explore whether this effect causes the observed pattern
of small-avalanche clustering. We re-analyze the filtered stress vs time traces in order to detect
avalanches, but this time we introduce a new adjustable quantity that we call the “minimum time”
between avalanches. The “minimum time” is the minimum amount of time allowed between the
ending-time of any one avalanche and the beginning-time of the subsequent avalanche. If two
avalanches are thus too close together in time, then we merge them into one avalanche by keeping
only the earlier beginning-time and the later ending-time. In this way, we recombine avalanches
that have possibly been erroneously broken up into multiple avalanches; however, if the “minimum
time” is too large, then we may instead mistakenly combine avalanches that truly are separate
avalanche events and therefore destroy the real temporal clustering.
We perform this analysis for a range of “minimum times,” extending from 0 s (which is identical
to the analysis in the main manuscript) to 0.1 s. When the value of this “minimum time” quantity
becomes too large, then the avalanches shapes will be distorted due to the inclusion of too many
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lengths of near-zero velocity. For each value of the “minimum time,” we sort the avalanches into
bins based on size, and then take the average avalanche shape in each bin. We then rescale the
average avalanche shape in each bin by the expected mean-field size-dependent scaling factor, and
we compare these size-scaled shapes to the expected size-binned mean-field avalanche shape in Figs.
3.11a-3.11f. The largest “minimum time” that exhibits the expected mean-field shape collapse is
shown in Fig. 3.11d, with a minimum time of 10–3 s. Beyond that value, the average avalanche
shapes are diminished and distorted due to the inclusion of long stretches of near-zero velocity. We
conclude that the largest plausible value of the “minimum time” is 10–3 s, and that for larger values
we are merging separate avalanche events that should not be combined into one event.
Using this maximum “minimum time” value, wherein we combine avalanches that are separated
in time by less than 10–3 s, we recalculate the figures from the main manuscript to see if the
prior observed patterns still appear with this modified analysis (Figs. 3.12a-3.12e). The temporal
correlations are still present but are slightly weaker on timescales close to the “minimum time,”
as is expected when the number of interevent times close to the “minimum time” is reduced by
combining multiple avalanches into a single avalanche event. We again find that small avalanches
cluster together in time, while large avalanches occur quasi-periodically. Small avalanches continue
to exhibit Omori-like aftershock and foreshock power-law behavior. We conclude that the type
of spurious noise-spike effect described above does not account for the range of earthquake-like
temporal patterns that we observe in BMG slip avalanches.
Appendix G: Bi test with a delayed Poisson process null hypothesis
The Bi test as described above uses a Poisson point process as the null hypothesis. If a process is
not pointlike, i.e., if the avalanche durations are not small compared to the interevent times, then
the Bi test may be adapted to use a delayed Poisson process as the null hypothesis [63]. In a delayed
Poisson process Bi test, each interevent time is calculated as an avalanche start time minus the
previous avalanche end time. This is in contrast to the standard Poisson process Bi test, in which
each interevent time is calculated as an avalanche start time minus the previous avalanche start
time. These two definitions are equivalent for processes that have only zero-duration avalanche
events. The delayed Poisson Bi test and the standard Bi test yield very similar results for the BMG
avalanches analyzed in this paper.
Figure 3.13a shows the delayed Poisson Bi test applied to the same data as in Fig. 3.2. We again
reject the null hypothesis (the hypothesis that the avalanches follow a delayed Poisson process) in
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all tested cases. The delayed Poisson Bi test applied to the set of small avalanches yields p-
value p = 1.9 × 10−52, and the test applied to the set of large avalanches yields p = 1.1 × 10−12.
Figure 3.13b shows the delayed Poisson Bi test applied to the same data as in Fig. 3.8a. The
small avalanches from the first half (second half) of specimen (1) yield p-value p = 9.5 × 10−12
(p = 7.3 × 10−20). The large avalanches from the first half (second half) of specimen (1) yield
p-value p = 5.5× 10−6 (p = 0.014). Figure 3.13c shows the delayed Poisson Bi test applied to the
same data as in Fig. 3.8b. The small avalanches from the first half (second half) of specimen (2)
yield p-value p = 6.0 × 10−16 (p = 1.9 × 10−9). The large avalanches from the first half (second
half) of specimen (2) yield p-value p = 2.4× 10−5 (p = 0.0018).
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(a) (b)
(c) (d)
(e) (f)
Figure 3.11: Collapsed average avalanche shapes, binned in size. Avalanches separated in time by
less than the “minimum time” are combined into a single avalanche with the earlier start time and
the later end time. The “minimum time” for these figures is (a) 0 s, (b) 10–5 s, (c) 10–4 s, (d)
10–3 s, (e) 10–2 s, and (f) 10–1 s. The solid line in each figure is the predicted mean-field avalanche
shape [24]. The shape collapse quality becomes worse as the minimum time increases. In the axis
labels, “S” refers to avalanche size. The avalanche size is the stress drop of the avalanche, i.e. the
stress before the avalanche begins minus the stress after the avalanche ends.
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(a) (b)
(c) (d)
(e)
Figure 3.12: Avalanches analyzed with a “minimum time” of 10–3 s between the ending time of any
avalanche and the beginning time of the subsequent avalanche. These figures (a)-(e) show the same
quantities that are reported in the main manuscript, but with a nonzero “minimum time” for these
figures. The general conclusions of the main paper, i.e., that small avalanches cluster together while
large avalanches recur quasi-periodically, hold true even with this modified avalanche analysis.
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(a) The delayed Poisson process Bi test applied
to the same data as in Fig. 3.2 (large vs small
avalanches).
(b) The delayed Poisson process Bi test applied
to the same data as in Fig. 3.8a.
(c) The delayed Poisson process Bi test applied
to the same data as in Fig. 3.8b.
Figure 3.13: The Bi test using a delayed Poisson process as the null hypothesis [63].
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Chapter 4
Effects of applied-force oscillations and
dynamic triggering on slip avalanche
shapes
4.1 Description of collaborative team
The analysis in this chapter uses data from experiments designed, built, performed, and analyzed
at the University of Illinois at Urbana-Champaign by Dr. Gregory Sparks and Prof. Robert Maass.
Jordan Sickle (also advised by Prof. Dahmen) also helped analyze the avalanche data.
This chapter was written in collaboration with Dr. Gregory Sparks, Jordan Sickle, Dr. Jonathan
T. Uhl, Prof. Wendelin J. Wright, Prof. Robert Maass, and Prof. Karin A. Dahmen. We are in
the process of publishing this chapter in a scientific journal; the final published paper may include
edits and updates.
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4.2 Abstract
Until now most avalanche studies have focused on systems that are assumed to be driven by a
monotonically increasing force; in many real systems, however, the driving force includes built-in
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damped oscillations or the propagation of avalanches induces oscillations in the surrounding system.
In both cases, these oscillations may obscure the true avalanche dynamics. Here we effectively con-
sider both cases by investigating the effects of damped oscillations in the external driving force on
avalanche dynamics. We compare model simulations of slip avalanches under mean-field dynamics
with observations in slip-avalanche experiments on slowly compressed micrometer-sized Au spec-
imens with open-loop force control. The studies show very good agreement between simulations
and experiments. We find that an oscillatory external driving force changes the average avalanche
shapes only for avalanches with durations close to the period of oscillation of the external force.
This effect on the avalanche shapes can be addressed in experiments by choosing suitable specimen
dimensions so that the mechanical resonance does not interact with the avalanche dynamics. These
results are important for the interpretation of avalanche experiments with built-in oscillators, and
for the prediction and analysis of avalanche dynamics in systems with resonant vibrations.
4.3 Introduction
Slip avalanches in slowly deformed solid materials have been studied in a variety of systems, ranging
from slowly compressed nanocrystals to earthquakes [20, 64–68]. These slip avalanches are often
measured via acoustic emission pulses or as sudden stress drops or strain jumps in the stress-strain
curves [4, 19, 69]. In most previous studies of avalanche dynamics, the driving force is applied at
the boundaries and increases linearly with time. Avalanches are triggered by this slow, quasi-static
stress increase. However, if the applied force has an oscillatory component, these oscillations may
interact with the avalanche dynamics. For example, seismic waves passing through a fault system
may induce oscillations in the applied stress on the seismic fault, and these oscillations can trigger
earthquakes [70, 71]. Indeed oscillations in the applied force may be the norm rather than the
exception in real-world avalanching systems. In this paper we report the effects that applied-force
oscillations have on dynamically-triggered avalanches.
Avalanches often have a very broad size distribution. Mean-field modeling and simulations
suggest that the associated power law statistics reflect an underlying nonequilibrium critical point
[6, 8]. The scaling behavior near this critical point is not affected by the microscopic details of
the material, and therefore a mean-field model is able to predict some of the observed statistics
and dynamics of experimental avalanches [2,24,29,72,73]. Renormalization group calculations show
that approximating the physical interactions with mean-field elastic interactions (that do not decay
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with distance) gives the correct scaling behavior of the avalanche statistics on length scales that
are large compared to the microscopic details [6, 8]. In the model the driving force is considered
via a “boundary spring” that couples each region in the material to a boundary wall that moves at
a slow constant velocity; the resulting increasing applied force transmitted by the boundary spring
can then trigger avalanches [7, 74].
We note at the outset that the goal of this paper is not to justify the validity of the mean-
field model but rather to show how avalanche dynamics can by influenced by oscillations in the
driving force. Our findings are meant to enable proper design of future experiments to avoid these
issues. Here we use a mean-field model to illustrate our points, but our key result that oscillations
may interact with avalanche dynamics depending on the relative timescales of each are applicable
beyond mean-field theory to any avalanching system.
We further note that the external stress in a slip avalanche experiment is increased via ei-
ther open-loop or closed-loop control; closed-loop control is facilitated by a proportional-integral-
derivative (PID) controller that measures the actual strain rate and attempts to correct any devia-
tions from the desired strain rate by adjusting the applied stress loading rate. The analysis in this
paper is done for open-loop experiments that do not include a PID controller, which is a distinctly
different drive mode than used in [75,76].
4.4 Simulated avalanches with external oscillations
We model avalanching systems as a collection of coupled weak spots, or “cells.” When the stress
on a cell exceeds a threshold failure stress, that cell slips forward a finite distance, and this forward
motion increases the stress on all of the other cells. This stress increase may cause more cells to fail,
which may in turn cause even more cells to fail. These chain reaction dynamics lead to avalanches
in this model as described in detail previously [7, 8, 10].
The avalanching system is modeled as N cells (here N = 105), each of which is at position ui
and experiences stress τi (1 ≤ i ≤ N). The cells are elastically coupled to each other through the
positive mean-field elastic interaction J/(N − 1), and to a boundary spring of stiffness KL. One
end of this boundary spring is assumed to be externally controlled with position u0, and the other
end is coupled to the average position of each cell in the avalanching system. The resulting stress
on each cell is
61
τi =
J
N − 1
∑
j
(uj − ui) +KL(u0 − ui)
In previous studies of this model, the external force transmitted by the boundary spring increases
linearly at an adiabatically slow rate. This boundary condition is enforced by increasing the position
u0 of the experimentally controlled end of the spring as a linear function of time, so that u0 = vt.
In this paper, we instead take the externally-controlled end of the spring to be an underdamped
sine wave that starts at the beginning of each avalanche: u0 = Ae
−t/θsin(ωt). The simulation units
cannot directly be mapped to physical units; instead we work with units such that J = 1, and we
include a weak loading spring KL = 1− 1/
√
N . In these units, the simulated oscillation amplitude
A = 15/(NKL). We also discretize time into equal timesteps ∆t (so that ∆t = 1, ω = 2pi/50, and
θ = ω/10).
Each individual avalanche has a “shape”; the number of cells that fail at each timestep is plotted
vs. time. The “size” of an avalanche in this model is the total number of cells that fail during an
avalanche. Although individual avalanche shapes are quite jerky and sharp, the average avalanche
shape in the monotonic mean-field model is a smooth function of time: f(t) = Ate−Bt2 , where
A and B depend on the avalanche size [6]. A set of avalanches may be partitioned into groups
of avalanches of similar size, and an average avalanche shape may be calculated for each of these
size-defined groups. The series of sub-figures in Fig. 4.1 shows the evolution of these average
shapes from closely approximating the usual average shape at small avalanche sizes (Fig. 4.1a), to
largely deviating from this shape at medium avalanche sizes (Fig. 4.1b-4.1d), and again to closely
approximating this shape at larger avalanche sizes (Fig. 4.1e). Note that in the mean-field model,
the avalanche duration increases with avalanche size according to a power law with an exponent of
1/2 [8].
The mid-size (akin to mid-duration) average avalanche shapes (Fig. 4.1b-4.1d) do not closely
follow the usual average avalanche shape f(t) = Ate−Bt2 . There are visible oscillations in these
avalanche shapes, with the same period as that of the damped-sinusoid driving force. There is also
either a faster or slower decay of the shape at long times. The diffrences between the usual shape
and the mid-size shape are the direct consequence of the oscillation in the applied force. In Fig.
4.1 we have plotted a modified shape function that decays with an alternative exponent: Ate−BtC ,
where the mean-field exponent 2 has been replaced by an adjustable fit parameter C. This modified
shape function was selected since it was used previously [75, 76] to represent the avalanche shape
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albeit without considering potential effects of applied force oscillations. We neither assert that this
modified shape function represents true material response nor that it is the most accurate function
to fit the shapes; we simply use it here to highlight deviations from the mean-field predictions.
The smallest-size average avalanche shape (Fig. 4.1a) closely follows the usual monotonic-driving
average shape and does not show oscillations; the absence of oscillations is consistent with the fact
that these small-size avalanches have durations shorter than the external oscillation period 2pi/ω.
The largest-size average avalanche shapes (Fig. 4.1e) also closely follow the monotonic-driving
average shape. Figure 4.1 thus suggests that when the external oscillation period is comparable to
the avalanche duration, the oscillations influence the avalanche dynamics causing the avalanches to
deviate from the expected mean-field shape.
4.5 Avalanche shapes in experiments on compressed Au 〈001〉
In order to see whether these simulated shapes are physically realistic, we also investigate the
effects of applied-stress oscillations on experimental slip avalanches in compressed Au crystals.
The experimental data presented here were obtained from cylindrical Au 〈001〉 microcrystals of
nominally 2 µm diameter and 6 µm height, prepared by annular focused ion beam milling from
a bulk single crystal. The Au specimens were compressed using a flat punch tip in a Hysitron
Triboindenter with a nominal loading rate of 60 µN/s in open-loop force-controlled mode, and with
a data acquisition rate of 16 kHz. When the Au specimens are compressed, they undergo plastic
deformation via slip avalanches, i.e. serrated flow. Slip avalanche sizes in Au 〈001〉 can be described
by the same mean-field model as our monotonic simulation [29, 73]. Slip avalanche shapes in gold
have previously been analyzed in a closed-loop PID-controlled system [75, 76]. In this experiment
we use open-loop force control in order to isolate and detect the dynamic triggering induced by
machine oscillations. Here we compare the experimental avalanche shapes in gold crystals to the
previous simulated avalanche shapes.
The Au compression experiment produces avalanche shapes that are strikingly similar to the
simulated shapes obtained above from mean-field theory with oscillatory driving. Fig. 4.2 shows
the experimental average avalanche shapes in a format similar to Fig. 4.1. As the figures progress
from Fig. 4.2a and then to Figs. 4.2b - 4.2e, larger size-binned average avalanche shapes are
included with the smaller size-binned shapes from the previous figures. Each black curve shows the
predicted monotonic mean-field shape function scaled to match the largest avalanche shape in the
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Figure 4.1: Average simulated avalanche shapes generated by the mean-field model of avalanche
dynamics with a damped-oscillating external force instead of a linearly increasing external force.
As the figures progress from 4.1a and then to 4.1b-4.1e, larger size-binned avalanche shapes are
included with the smaller size-binned shapes from the previous figures. Each plotted shape is
the average of at least nevents = 250 avalanche events. Each black curve shows the predicted
monotonic mean-field shape function scaled to match the largest avalanche shape in the figure,
and the red curve represents an alternative shape function with an extra fitting parameter again
for comparison with the largest avalanche in the figure. The upper and lower errorbar lengths
are each 1.96/
√
nevents times the sample standard deviation, which asymptotically would yield 95%
confidence intervals for the average velocity values due to the central limit theorem as nevents →∞.
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figure, and the red curve represents an alternative shape function with a different exponent in the
exponential term again for comparison with the largest avalanche in the figure.
To reiterate key points:
1) Fig. 4.2a shows the average shape for the smallest-size bin. The average experimental shape
shows good agreement with the monotonic mean-field shape.
2) Fig. 4.2e shows the average shapes up to the largest-size bin. Similar to the largest-size
simulated avalanche shape (Fig. 4.1e), the largest-size experimental avalanche shape (Fig. 4.2e)
again matches the shape for monotonic driving.
3) The largest average shape in Fig. 4.2c shows better agreement with the alternative shape
than with the monotonic-driving shape. Fig. 4.2d shows the average shape for the 6 largest-size
bins. Similar to Fig. 4.1d, the monotonic-driving shape shown in Fig. 4.2d fits the general trend
of the average shape, except for the oscillations.
Similar to the simulated avalanche shapes, the Au avalanche shapes follow the mean-field shape
for monotonic driving for the smallest-size bin, which mostly contains avalanches that are shorter
than the oscillation period (Figs. 4.1a, 4.2a). Indeed, in the experiment most avalanches in this
bin have a duration shorter than the resonant period of the coupled machine-sample assembly,
1.3 ms. Also, similar to the modeled avalanche shapes (Figs. 4.1b - 4.1d), the intermediate-
size experimental avalanche bins Figs. 4.2b - 4.2d) yield average shapes that have quasiperiodic
“ledges” and “bumps” appearing near 1.3 ms. These shapes differ significantly from the shapes for
monotonic driving, where the largest-size bin in Fig. 4.2c exhibits parts of the profile that fit better
with an alternative shape than with the standard mean-field shape for slow compression without
oscillations. (Again the alternative shape function is simply one possible form to fit the behavior
that deviates from the mean-field predictions.)
In the simulations, although the smallest average avalanche shape closely follows the monotonic-
driving shape, the slightly larger-size average shapes exhibit a decay that is steeper than the
monotonic-driving shape. These avalanches that were used to compute these averages almost all
have durations that are smaller than the oscillation period. In contrast, the average shapes in
larger-size bins exhibit a decay that is less steep than the monotonic-driving shape. The avalanches
in these bins generally have durations that are longer than the oscillation period. It is interesting
to compare these simulation results (Fig. 4.1) with the experimental results (Fig. 4.2). In Fig. 4.2,
the experimentally observed deviations from the monotonic-driving shape are less steep than the
monotonic-driving shape. This may be due to the FIR-filtering of the experimental signal, which
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Figure 4.2: Average avalanche shapes for slip avalanches in Au crystals. Avalanches have been
binned together by avalanche size, and the average avalanche shape in each size-bin is shown.
Fig. 4.2a shows the average shape for avalanches in the smallest size-bin. Averages in larger bins
are shown progressively in Figs. 4.2b - 4.2e. Each black curve shows the predicted mean-field
shape function scaled to match the largest avalanche in the figure, and the red curve represents
an alternative shape function with an extra fit parameter again for comparison with the largest
avalanche in the figure. Note the bumps in the average shapes at around 1.3 ms, which are caused
by the machine oscillations. The five smallest shapes are each an average of nevents = 30 events,
while the two largest shapes are both an average of nevents = 25 events. Errorbars are drawn at
every third point to avoid clutter. See caption of Fig. 4.1 for the meaning of the errorbars.
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smooths out signal content above a certain frequency (see below).
4.6 Identifying the mechanical resonance of the coupled machine
and specimen
Previous work has shown that the compression system used in the experiments shown here can be
modeled as a damped harmonic oscillator when no compressed specimen is present; the indenter
head is a “mass” that is suspended via an effective spring-and-damper [23,77]. In the previous work,
the spring constant, damping coefficient, and transducer mass of this particular indentation machine
were measured to be kmachine = 319 N/m, Dmachine = 0.101 Ns/m, and mtransducer = 0.429 g [23].
These values were obtained by compressing a silicon cantilever until the cantilever fractured; the
sudden load drop associated with the fracture provided an impulse response that set the machine
oscillating at the unloaded machine’s resonant frequency.
Interestingly, we find that we can verify these machine-resonance values (derived previously
from the silicon cantilever experiment) from the unloading portion of the Au experiments analyzed
here. We find that during unloading of the Au specimens, the applied force linearly decreases down
to zero, but then continues to decrease to small negative force values. The machine may slightly
adhere to the deformed gold specimen during unloading, leading to the observed slightly negative
applied force. This adhesion does not last long though, and upon further unloading the applied
force is seen to suddenly undergo a damped oscillation (Fig. 4.3a, 4.3b). The sudden breaking of
this slight adhesive force may provide a similar sudden impulse to the unloaded machine, thereby
exciting the natural damped resonance of the nanoindenter. We find that the resulting oscillation
can be fit to an exponentially damped sine wave, with frequency f = 137 Hz (ω = 861 rad/s)
and with exponential decay constant δ = 108 Hz (Fig. 4.3c). These values are very close to the
measured values from [23] of ω = 854 rad/s and δ = 118 Hz.
When a compressed specimen is present, as in the experiment reported here, the specimen itself
can undergo both elastic and plastic deformation. We approximate the elastic deformation of the
specimen as a second spring-and-damper pair (Fig. 4.4a). When the transducer mass is displaced
by any distance, the two spring-and-damper pairs are on either side of the indenter head “mass”,
so that the springs and dampers act in parallel on this indenter head mass and may be combined
into a single spring-and-damper pair (Fig. 4.4b) [78]. The equivalent spring constant and damping
coefficient for motion of the transducer are therefore keq = kmachine+kAu andDeq = Dmachine+DAu.
67
0 200 400 600 800 1000 1200
Depth (nm)
-50
0
50
100
150
200
250
300
350
Fo
rc
e 
(7
N
)
950 1000 1050 1100 1150
-40
-20
0
20
(a) Force vs. depth for an open-loop compressed
Au specimen.
0 2 4 6 8 10 12 14
Time (s)
-50
0
50
100
150
200
250
300
350
Fo
rc
e 
(7
N
)
12.7 12.75 12.8 12.85
-40
-20
0
20
(b) Force vs. time for an open-loop compressed
Au specimen.
12.79 12.8 12.81 12.82 12.83 12.84
Time (s)
-25
-20
-15
-10
-5
0
5
10
15
Fo
rc
e 
(7
N
)
Unfiltered load
Filtered load
Fitted y(t) = A sin(2:ft+?) e- = (t - t0) + y0
Fitted parameters: f = 137.4277 s-1;
? = 1.4618e-07; = = 107.7107 s-1;
y0 = -5.9151 7N
(c) The machine oscillation upon unloading with
a fit to an exponentially damped sinusoid.
Figure 4.3: Oscillation of bare machine (without specimen under compression) upon unloading. The
fit parameters are remarkably similar to those obtained in [23] for the same physical nanoindentation
machine.
We calculate the spring stiffness kAu from the slope of the stress-strain curve during unloading
(Fig. 4.5). This fitted slope weakly depends on the range of the unloading curve that we fit
(the unloading curve begins to deviate from a straight line at the end of the unloading curve).
We therefore calculate the error in the fitted slope by fitting a line to ever-larger sections of the
unloading curve, ranging from fitting the first 20 percent of the unloading curve to fitting the first
50 percent of the unloading curve. For specimen 1, the fitted slopes range from kAu = 1.00 × 104
N/m to kAu = 9.46 × 103 N/m. For specimen 2, the fitted slopes range from kAu = 1.02 × 104
N/m to kAu = 9.68 × 103 N/m. Since kAu ∼ 1.0 × 104 N/m for both Au specimens, keq is
dominated by kAu and we approximate keq as 1.0 × 104 N/m. We do not measure the value of
the specimen damping coefficient DAu, but this damping does not significantly affect the resonant
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(a) Spring-damper model for the compression
machine with Au specimen. Note that for a given
motion of the transducer mass, the springs add
in a parallel configuration, not series.
(b) Equivalent simplified spring-damper model.
Figure 4.4: Spring diagram of the specimen under compression.
period in this experiment. This underdamped approximation is justified by the fact that the
observed oscillation period in the avalanche shapes (1.3 ms) is close to the undamped resonance
period 2pi/ω0 = 2pi
√
m/keq = 1.3 ms. This calculated oscillation period matches the observed
oscillations in the avalanche shapes, indicating that this damped-harmonic-oscillation mode is active
during slip avalanches. Since the compression experiment can be modelled by the damped harmonic
oscillator shown in Figs. 4.4a and 4.4b, the excitation of this mechanical resonance in turn oscillates
the stress applied to the Au specimen via the machine spring, thereby affecting the ongoing stress-
dependent avalanche dynamics.
The observed peak in the power spectral density of the Au displacement velocity further verifies
this damped-harmonic-oscillator hypothesis. Fig. 4.6a shows the unfiltered depth vs. time of the
plastic region of one open-loop Au specimen, and Fig. 4.6b shows the power spectral density (PSD)
of the depth vs. time in Fig. 4.6a. Note that there is not a clear peak in the PSD of the depth at
the resonance frequency of 750 Hz. The lack of a peak in the depth PSD is expected from the fact
that avalanches are small background perturbations to the linear increase of depth vs. time shown
in Fig. 4.6a. We further explore the depth data by subtracting the average slope from the depth vs.
time; the resulting “subtracted” depth vs. time is shown in Fig. 4.6c. In this “subtracted” depth
vs. time, the final depth value is equal to the initial depth value. The PSD of this subtracted-depth
curve is shown in Fig. 4.6d; there is a small but visible peak at the resonant frequency of 750 Hz.
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Figure 4.5: Force vs. depth, with linear unloading fit highlighted. Inset shows the portion of the
unloading data that was fit to estimate the specimen stiffness.
In order to clearly observe the resonance peak in the PSD, it is important to view the PSD of the
depth velocity instead of the PSD of the depth itself.
Fig. 4.7a shows the velocity calculated via the two-point differences of the unfiltered depth,
and Fig. 4.7b shows the PSD of this “unfiltered depth” velocity. Also, Fig. 4.7c shows the velocity
calculated via the two-point differences of the FIR-filtered depth, and Fig. 4.7d shows the PSD
of this “filtered depth” velocity. Fig. 4.7c shows that the FIR filter greatly enables avalanche
detection by lowering the high-frequency noise floor. Both velocity PSDs show a clear peak at the
expected mechanical resonance frequency of ∼750 Hz, corresponding to a period of roughly 1.3
ms. The same oscillation period calculated from the unloading slope (above) is therefore present
in the measured power spectral density and is also observed in the avalanche shapes themselves.
We therefore conclude that the machine oscillations interact with the avalanche dynamics via the
oscillatory applied stress. Fortunately the fact that this resonance depends on the effective spring
constant of the specimen provides a way to avoid this effect in experiments, since the specimen
spring constant depends on the specimen dimensions. This mechanical oscillation can be tuned by
changing the cross-sectional area or the height of the specimen, and therefore this effect can be
mitigated by choosing suitable specimen dimensions. Finally it is interesting to note that in future
experiments the specimen dimensions can be tuned to deliberately introduce oscillations thereby
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in (a), but with the average slope subtracted off.
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Figure 4.6: Unfiltered and filtered depth vs. time and PSD of experimental open-loop Au compres-
sion measurements.
possibly providing a mechanism to test the effects of dynamic triggering on the avalanche dynamics.
4.7 Conclusion
These experiments and simulations show that oscillations in the average avalanche shapes may
diagnose oscillations in the applied force on the avalanching system. These results also show
that the observable effects of these oscillations may be diminished by adjusting the experimental
parameters; for example, changing the cross-sectional area or the height of a compressed micropillar
will change the specimen stiffness and therefore change the oscillation frequency.
In both the simulations and the experiments, the average avalanche shapes in the largest-size bin
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culated via the two-point difference of the FIR-
filtered depth vs. time.
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Figure 4.7: Unfiltered and filtered velocity vs. time and PSD of experimental open-loop Au com-
pression measurements.
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follow the usual mean-field shape for monotonic driving. The durations of the avalanches averaged
together in these largest bins are much longer than the characteristic oscillation frequency of the
applied stress. Similarly the average shapes in the smallest-size bin also follow the usual mean-field
shape because the durations of the avalanches averaged together in these smallest bins are much
shorter than the characteristic oscillation frequency of the applied stress. The average shapes in the
intermediate-size bins, however, show deviations from the monotonic mean-field shape that are the
manifestation of the oscillations. This result suggests that applied-force oscillations do not equally
affect avalanche dynamics for avalanches of different sizes.
Even if an avalanching system includes applied-force oscillations, the resulting avalanche dy-
namics may still be indistinguishable from the dynamics of a system with an adiabatically-slow
linearly increasing force if the timescales of the avalanche durations and the external oscillation are
sufficiently different. This type of timescale mismatch may be why such applied-force oscillations
have not been observed in avalanche dynamics in other experimental systems. In contrast, in the
experiments discussed here, the oscillation period in some cases was comparable to or even shorter
than the avalanche duration thereby producing artifacts in the observed avalanche shapes. If the
goal of an experiment is to interpret materials behavior in light of avalanche dynamics, the spec-
imen dimensions must be chosen to ensure that the avalanches and oscillations do not influence
each other.
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Chapter 5
Discrete Dislocation Dynamics
5.1 Description of collaborative team and outline of this chapter
My contribution (section 5.5) to the analysis in this chapter was inspired by experiments designed,
performed, built, and analyzed at Caltech by Dr. Xiaoyue Ni, Haolu Zhang, and Prof. Julia
Greer, in collaboration with the theoretical expertise of Dr. Danilo Liarte and Prof. Jim Sethna
at Cornell. Dr. Ni’s results are soon to be published in PRL (preprint: [79]). The main theoretical
collaborators on this experiment are Dr. Danilo Liarte and Prof. Jim Sethna at Cornell.
Subsections 5.2 through 5.4 describe background information and summarize the experiments
and theoretical analyses performed by our collaborators at Caltech and Cornell. Subsection (5.5)
is the only subsection that describes my contributions to this collaboration.
Section 5.2 contains background information about crystal plasticity and about the discrete
dislocation dynamics (DDD) simulations. This DDD code is credited to Dr. Georgios Tsekenis;
Dr. Tsekenis (also advised by Prof. Dahmen) developed and wrote this code at UIUC.
Section 5.3 contains background information about “reversible-irreversible transitions” (RITs).
My understanding of this background information is indebted especially to Dr. Liarte and Prof.
Sethna’s description of RIT behavior in a recent paper of theirs [80] and to meetings with them.
Section 5.4 reviews the recent experimental discovery of RIT behavior in experiments on com-
pressed crystals performed by Prof. Greer’s group (to be published in PRL [79]). The experimental
work described here is entirely credited to Dr. Ni, Dr. Zhang, and Prof. Greer, and the theoretical
analysis of their experiment and the comparison to “textbook” plasticity is entirely credited to Dr.
Greer’s group and to Dr. Liarte and Prof. Sethna. The summarization of their work and of their
ideas is in my own words.
Section 5.5 discusses the possibility of modeling the experimentally-observed RIT behavior with
our DDD simulations. I contributed this part of the analysis, comparing our simulation results to
our collaborators’ experiments and analyzing why our DDD simulations behave the way they do.
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5.2 Prior work on discrete dislocation dynamics
Crystal deformation can be modeled by movements of discrete, localized defects known as “disloca-
tions”. In an ideal crystalline material, the atoms of the material are located at points periodically
spaced along an ideal crystalline lattice, with discrete translational symmetry. This discrete trans-
lational symmmetry can be broken in localized areas of the crystal, for example by vacancies,
interstitial atoms, grain boundaries, and other defects. One important type of crystalline defect is
known as a “dislocation,” with three main types: edge dislocations, screw dislocations, and mixed
dislocations [81,82].
Edge dislocations are depicted in Fig. 5.1, which shows a cubic crystal with three edge dis-
locations marked with symbol ⊥. As depicted in the figure, there are half-planes of atoms which
terminate inside the crystalline lattice, causing a localized distortion of the lattice around the one-
dimensional terminal edge of the half-plane. The terminal edge of such a half-plane of atoms is
known as an edge dislocation.
Fig. 5.2a depicts an end-on view of an edge dislocation in a wireframe diagram of a crystalline
lattice, and Fig. 5.2b depicts a screw dislocation for comparison. A crystal with a screw dislocation
is analogous to a spiral parking garage: if you travel within a crystallographic plane of atoms along
a circular path which encloses a screw dislocation, you will end along the adjacent plane of atoms
either just above or just below the starting plane. The screw dislocation is the one-dimensional
axis along the center of such a spiral in a crystal.
The depicted edge and screw dislocations are idealized as completely straight lines, but in
general, one-dimensional crystalline dislocations can follow curved lines. Such curved dislocations
change character along the curving one-dimensional dislocation line between sections of the dislo-
cation line that are more screw-dislocation-like and sections of the dislocation line that are more
edge-dislocation-like, and these dislocations are therefore known as “mixed dislocations”. These are
hard to visualize, but fortunately the remainder of this section deals only with edge dislocations.
Although dislocations are localized along a line through the material, dislocations are mobile
and can move through the material. In particular, edge dislocations can more easily move along the
one dimension perpendicular to the half-plane of the edge dislocation. This type of edge dislocation
motion is called “glide”. Motion of edge dislocations along this direction is facilitated by the fact
that such motion requires only the breaking and re-formation of a single line of atomic bonds. Fig.
5.3 shows the progression of an edge dislocation moving through a sheared crystalline material: the
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Figure 5.1: Three edge dislocations (marked with symbol ⊥) in a cubic crystal. This figure is
reproduced from Wikimedia Commons by author Szalax (unmodified from original) under Creative
Commons Attribution-Share Alike license (CC BY-SA 3.0)
(a) Edge dislocation depicted in wireframe cubic
crystal structure.
(b) Screw dislocation depicted in wireframe cubic
crystal structure.
Figure 5.2: Edge and screw dislocations in a cubic crystal. These figures are reproduced from
Wikimedia Commons (a) (b) by author Zureks under the public domain.
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Figure 5.3: An edge dislocation moves through a crystal. This figure is reproduced from Wikimedia
Commons by author Cdang (unmodified from original) under Creative Commons Attribution-Share
Alike license (CC BY-SA 3.0)
dislocation moves from the left to the right side of the crystal.
Dislocations warp the crystalline structure around them, causing some pairs of atoms to move
closer together than the perfect lattice spacing, and causing other pairs of atoms to move farther
apart than the perfect lattice spacing. Conversely, if one warps a crystalline structure, one will
apply a force to dislocations within the crystal. The dislocations will move in response to this
applied force. Not only will an externally applied shear (for example in the upper-left image of Fig.
5.3) apply a force to dislocations, but also dislocations apply forces to other dislocations, mediated
by distortions of the crystalline lattice.
There are many things which can affect dislocation dynamics and movement of dislocations,
including dislocations pinning and depinning from crystal impurities, dislocations “entangling” with
and jamming against other dislocations, and dislocation creation and annihilation [80]. However,
there are experimental hints that crystalline deformation may be connected to an emergent scale-
free process: some crystals under an applied compressive force or shear force deform via sudden
slip avalanches of many interacting disocations, and the sizes of these avalanches exhibit power-law
scaling [19,80].
Previous work by Nir Friedman in our group, analyzing experiments performed by Prof. Julia
Greer’s group at Caltech, has shown that experimental power-law scaling avalanches are consistent
with a mean-field model of plastic deformation [29]. Other previous work by Georgios Tsekenis in
our group has shown that slip avalanches may be re-created in a computer simulation of mobile
interacting edge dislocations (these simulations are known as “Discrete Dislocation Dynamics” or
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Figure 5.4: Simple example of two-dimensional DDD simulation with four edge dislocations. The
dislocations are allowed to move only in the x-dimension; the y-position of each dislocation is held
fixed.
DDD) [83].
Since ideal edge dislocations are straight parallel lines, the positions of the edge dislocations in
a three-dimensional crystal can be depicted as points in a two-dimensional plot (a two-dimensional
slice through the three-dimensional material). Fig. 5.4 shows a simple example of this idea, with
four dislocations shown. In our DDD computer simulations we apply a (necessarily directional)
shear force, and because of the directionality of the shear force we will consider edge dislocations in
only two directions: edge dislocations where the extra half-plane of atoms faces upwards (denoted
with the above-used symbol ⊥), and edge dislocations where the extra half-plane of atoms faces
downwards (denoted with the symbol >). These dislocations are allowed to move only in the
x-direction; the y-position of each dislocation is fixed. In addition, we apply periodic boundary
conditions in order to minimize the system-edge effects on the dislocation dynamics.
In order to run these two-dimensional DDD simulations, we must specify an equation of motion
for the dislocations. We assume that the dislocations can move only in the x-direction, that there
is no inertia in the dislocation motion, and that the total force on each dislocation is the sum of
an externally-applied shear force and the interaction forces from the other dislocations. For more
details about these simulations, see Georgios’s thesis [83].
If we index each dislocation with index i, the equation of motion for the ith dislocation is
(setting some constants equal to 1):
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dxi
dt
= bi
 N∑
j 6=i
τint(~rj − ~ri) + τext

where bi = 1 for edge dislocations pointing up (⊥), bi = −1 for edge dislocations pointing down (>),
τext is the externally-applied shear stress which is a directly and arbitrarily controlled quantity in
the DDD simulations, and τint is the basic dislocation-dislocation interaction term (see Georgios’s
thesis for extra stress contributions from the image stresses arising from the application of periodic
boundary conditions).
For this thesis, a detailed or intuitive understanding of τint is not necessary. Nevertheless here
we quote Georgios’ equation for τint for completeness. The expression for τint is:
τint(~rj − ~ri) = bj
(xi − xj)
(
(xi − xj)2 − (yi − yj)2
)
((xi − xj)2 + (yi − yj)2)2
These equations define our zero-temperature DDD simulations. In practice, we initialize N
dislocations (half ⊥ and half >) at random (x,y) points in the two-dimensional space with τext set
to 0, and we let the dislocations move according to the equation of motion until they reach a stable
configuration. Stability is determined with a “velocity threshold”: if the sum of the dislocation
velocities falls below a predetermined low threshold value, then the dislocations are assumed to be
stable. Once the dislocations are thus stable, we increase τext by a small amount, and we again
wait until the dislocations reach a stable configuration, then repeating this small-increase-of-τext-
and-wait process.
For each imposed value of τext, after the dislocations reach a stable configuration, we record
the strain change at this step of τext. The strain change is sum of the distance each dislocation
moved, times the “sign” of the dislocation:
∑N
i=1 bi∆xi, where ∆xi =
dxi
dt ∆t and where ∆t is a
small “timestep” value. For our purposes in this thesis, “stress” is synonymous with shear “force”,
and “strain” is synonymous with the “distance” the dislocations have moved. As seen from the
equation of motion above, in the simulations we directly control the externally-imposed stress (by
directly controlling the value of the “independent variable” τext) at each time t, and then we measure
the resulting change in the strain (by using the equation of motion to calculate the value of the
“dependent variable” dxidt for each dislocation).
Fig. 5.5 shows a plot of the imposed stress vs. the total strain for a typical DDD simulation. It
is visually apparent in the figure that at each small step of τext, one of two things happen: Either
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Figure 5.5: Applied stress vs. measured strain plot for one DDD simulation. The simulation-specific
units of stress and strain are unimportant for our purposes; what is relevant is the qualitative
behavior. “Slip avalanches” are visible as horizontal sections of the plot, where the strain suddenly
increases at given value of stress. Even though the stress τext is the “independent” control variable
of the simulations, and the strain is the dependent measured variable, we plot the control variable
on the y-axis in order to make a plot of stress vs. strain analogous to the “stress vs. strain” curves
typically plotted in experiments.
there is a very small increase in the strain proportional to the small τext stress step (during the
roughly-linearly-vertical sections of the plot), or there is a sudden large increase in the strain (during
the horizontal sections of the plot). These sudden large strain increases represent slip avalanches,
analogous to the slip avalanches seen in experiments on compressed and sheared crystals [66,68,84].
5.3 Reversible-irreversible transitions
In the above discussion of the equation of motion of our DDD simulations, we mentioned the
“independent variable” τext, which is a quantity that we directly control in the DDD simulations.
We also mentioned the “dependent variable” dxidt or ∆xi, which is a quantity that we do not directly
control: instead, the equation of motion determines the value of dxidt .
This notion of an independently-controlled variable and a dependently-measured variable is
quite general. For example, in the random-field Ising model (RFIM) and in some actual exper-
iments, the independent variable is the external magnetic field H and the dependent variable is
the measured total magnetization M [85]. In general, the relationship between the independent
variable and the dependent variable can be complicated and include possible randomness or history-
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dependence. For example, the independent variable in a shower-system is the rotation angle of the
hot and cold knobs (which the experimentalist directly controls), but the dependent variable is the
measured temperature of the water coming out of the faucet. This measured temperature some-
times seems like a complicated history-dependent function of the directly-controlled knob rotation
angles.
In this section, we are interested in what happens to your dependent variable when you make the
value of your “independent variable” a periodically-repeating function of time. As a hypothetical ex-
ample, one could take the external stress τext in the DDD simulations above and make it a sinusoidal
function (so that the controlled variable is periodically-repeating in time): τext(t) = τamplitude sinωt,
where τamplitude is the amplitude of the sine wave. As another hypothetical example, one could
take the external magnetic field H in an RFIM simulation and make it a sawtooth function of time:
H(t) = Hamplitude(t− btc) where Hamplitude is the amplitude of the sawtooth wave.
We will consider such a periodically-repeating independent variable in our DDD simulations,
and for our purposes we will categorize the response of the dependent variable into two possible
categories: (1) either the measured dependent variable during the nth periodic cycle will differ from
the measured dependent variable from the (n+1)th periodic cycle, for all integer n no matter how
large; or (2) after some finite number of periodic cycles, say after n0 cycles, the measured dependent
variable for all subsequent cycles with n ≥ n0 will be indistinguishable from the measured dependent
variable during the n0th cycle. Some examples may make this clearer.
As an example of (1) above, consider a socket wrench which you are using to turn a bolt (Fig.
5.6a). Assume that the bolt is infinitely long, so that in this hypothetical example the bolt head
never finally contacts and tightens against a surface and you can keep turning the bolt forever. The
independent variable is the angle of the wrench handle: assume that you control this independent
variable in a periodic way, by turning the angle of the wrench handle from 0 degrees to 90 degrees
and back to 0 degrees, repeating such cycles forever. The dependent variable is the total rotation
angle (not modulo 2pi) of the socket.
As you complete another periodic cycle of turning the wrench handle from 0 degrees to 90
degrees and back to 0, the total rotation angle of the socket will be larger than it ever was during
the previous cycles (see Fig. 5.6b). This will continue to be true for all cycles, no matter how many
cycles have elapsed! No matter how many times you turn the handle in this cyclic fashion, the
measured rotation angle will always be distinguishable from the measured rotation angle during
previous cycles, so that on a plot of handle angle vs. socket angle (Fig. 5.6b) you can always see
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(a) Drawing of a socket wrench. (b) Plot of handle angle vs. socket angle for a
socket wrench, where the handle angle is peri-
odically cycled from 0 degrees to 90 degrees and
back to 0.
Figure 5.6: The “socket wrench system”, with the prescribed motion of the wrench handle, remains
“irreversible” no matter how many periodic cycles the wrench user has applied to the user-controlled
wrench handle. Fig. 5.6a is reproduced from Wikimedia Commons by author Sebastian Wallroth.
a difference between the nth cycle and the (n+1)th cycle. Since additional cycles always bring the
socket angle (the dependent variable) to hitherto-unseen new values, we say that this socket wrench
system is “irreversible” no matter how many times we have thus cycled the independent variable
back and forth.
In contrast, some other systems may initially respond in an irreversible way during the first
several independent-variable periodic cycles, but after a finite number of cycles n0 the systems may
respond reversibly for all subsequent cycles. Consider a typical wooden pencil with an eraser at one
end, and imagine that we are using the pencil by rubbing the eraser-end of the pencil on a piece
of paper. We are moving the pencil back and forth across the paper, by manually controlling the
position of the pencil as the directly-controlled “independent variable.” The dependent variable in
this example is the total length of the pencil (including the eraser). To make this more concrete,
one can imagine a plot of “Directly-controlled pencil positon” vs. “Total length of the pencil”
analogous to Fig. 5.6b. During the first several hundred cycles of rubbing the eraser back and
forth, the pencil gets shorter with each cycle, as the eraser wears away. Eventually, however, after
several hundred cycles, the eraser is completely gone, and subsequent cycles of rubbing the pencil
back and forth are indistinguishable on our hypothetical plot.
In that hypothetical plot, all subsequent cycles after the n0th cycle would exactly overlay each
other, so that there would be no visible difference between the nth cycle and the (n+1)th cycle
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for n ≥ n0. After the n0th cycle, we can say that the pencil system has been “trained” and has
reached a “reversible” state [80]: all subsequent cycles of the directly-controlled variable bring the
pencil-system right back to where it started before the most recent cycle. Note that, under this
definition of a “reversible” cycle, even a system which exhibits hysteresis between the first half of
an applied cycle (the upswing of the independent variable) and the second half of an applied cycle
(the downswing of an applied variable) may still be considered to be in a “reversible state” as long
as the system responds with the same hysteresis loop for all subsequent cycles1.
The above examples of socket wrenches and pencils might be considered to be uninteresting, but
they serve to illustrate useful background information, such as the notion of a directly-controlled
“independent variable” that we periodically cycle between a maximum and minimum applied value
(the difference between said maximum and minimum values is the “amplitude” of the applied
perturbation). Recent interesting research has shown that some experimental systems and theo-
retical models are trainable only if the amplitude of the externally-applied periodic perturbation
is below a critical amplitude value [87, 88]. If the applied-perturbation amplitude is below this
critical value, such systems may respond irreversibly for a finite number of cycles, and then the
systems eventually become “trained” and reach a reversible state as defined above. Conversely,
if the applied-perturbation amplitude is above this critical value, then the systems are no longer
trainable and never reach a reversible state, no matter how many cycles are applied [87]. We there-
fore say that there is a “reversible-irreversible transition” at the critical amplitude of the applied
perturbation: the critical amplitude separates these two different categories of system response (i.e.
trainable vs. not trainable).
Such systems are especially interesting to physicists because some reversible-to-irreversible tran-
sitions (RITs) have been identified as nonequilibrium phase transitions, with system properties ex-
hibiting power-law divergences at the critical amplitude. Sheared granular systems [87] are one such
system: in these systems, particles are suspended in a viscous fluid, and the fluid can be sheared so
that the particles move in a smooth, laminar (and reversible) way as the system is sheared. Particle
collisions, however, happen irreversibly: if two particles collide during a shear-cycle of this granular
system, then the particles will not end up in their initial positions after this shear cycle is complete.
The independent variable is the distance that the system is sheared (from 0 to a maximum dis-
tance and back to 0), and the dependent measured variable is (roughly speaking) the net distance
1In order to avoid confusion with actual thermodynamic reversibility, such hysteretic behavior is sometimes called
“inversive” instead of “reversible” [86].
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the particles have moved during the previous cycle (see [87] for a more specific definition of the
measured variable in the granular experiment and in a simulation of the granular experiment). For
a given deformation amplitude, repeated in periodic cycles, the characteristic time τ that it takes
for the system to reach a reversible state (here “time” is measured as cycle number) diverges as a
power law when the shear amplitude is near the critical shear amplitude value [87].
This discovery of interesting RIT behavior in granular systems [87,88] led to subsequent discov-
eries of RIT behavior in many other systems, including superconducting vortex or skyrmion simu-
lations [89, 90], superconducting vortex experiments [91, 92], amorphous solid simulations [93–95],
colloidal experiments [96,97], dislocation simulations [98], and dislocation experiments (the subject
of the following section) [79].
5.4 Reversible-irreversible transition and precursor avalanches in
compressed crystalline micropillars
An RIT phase transition was recently discovered by Dr. Xiaoyue Ni, Haolu Zhang, and Prof.
Julia Greer in experiments on cyclically-compressed microscopic Cu single-crystal pillars at Caltech
[79]. The directly-controlled independent variable in their experiments is the compressive stress
(analogous to force) applied to their Cu pillars, and the measured variable is the strain (analogous
to pillar height). They periodically cycle the applied stress between a maximum and minimum value
(repeating cycles of “loading” and “unloading”), such that the pillar remains in compression (never
in tension) during the entire test, and they study the resulting stress-strain plot. Remarkably,
showed that the characteristic time τ that it takes for the crystalline pillars to reach a steady state
diverges as a power law, as the cyclic applied-stress amplitude approaches the critical stress value
(thus demonstrating the presence of an RIT transition in their compressed Cu micropillars) [79].
As demonstrated and pointed out by Ni et al. in [79] and by Sethna et al. in [80], the RIT
behavior in their crystal-compression experiment is enabled by a phenomenon which differs from
the standard “textbook” picture of plastic deformation in crystals. As a reminder, the remainder
of this subsection re-states the theoretical analysis presented in [79] and in [80] (this analysis is
entirely credited to our collaborators). In the standard picture of plastic deformation of crystals,
a crystal responds elastically until it reaches the “yield stress,” beyond which the crystal deforms
plastically; and if the applied stress exceeds the yield stress and then decreases, the new yield stress
is the maximum previously-applied stress (this phenomenon is known as “work hardening”). [79,80].
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According to this model, cyclic deformation with a constant stress amplitude is allowed to yield
plastic deformation in crystals during the first stress cycle, but subsequent cycles with the same
stress amplitude should be completely elastic without slip avalanches.
However, in the experiments performed by Ni et al., their crystal Cu micropillars kept plastically
deforming with slip avalanches in subsequent stress cycles after the first stress cycle, even though
the stress amplitude was the same for each cycle. In their experiment, slip avalanches and plastic
deformation regularly occurred on subsequent stress-cycles with the same amplitude even though
the applied stress had not yet reached the previous maximum applied stress, which according
to the “standard” picture should become the new yield stress below which the system responds
elastically [79,80]. Ni et al. refer to these interesting non-standard below-the-expected-yield-stress
avalanches as “precursor” avalanches.
It is this interesting “precursor avalanche” phenomenon which enables subsequent stress-cycles
(after the first stress-cycle) to be irreversible. In other words, during any individual stress cycle
where the stress-strain curve during an increase of the applied stress falls to the right (larger strain)
of the stress-strain curve during the previous decrease of the applied stress, there were precursor
avalanches during that stress cycle. More succinctly: if an unload-load cycle was irreversible, then
there must have been precursor avalanches during the loading.
5.5 Lack of analogous precursor avalanches in DDD simulations
Since plastic deformation in crystals (such as the Cu micropillars above) is mediated by dislocations,
we attempted to use our DDD simulations to reproduce the very interesting crystalline RIT behavior
discovered by Ni et al. [79]. An RIT transition had previously been found in similar two-dimensional
DDD simulations, but in those simulations the applied stress was cycled between positive and
negative values (which is like cycling between compression and tension) [98]. Emulating the above
experiments, which kept the Cu pillars in compression the whole time, we cycled the applied
external stress τext in our DDD simulations between a maximum and a minimum value, where both
the maximum and minimum stress values were positive so that τext did not change sign.
We looked for precursor avalanches in our DDD simulations, but we found that there were no
precursor avalanches in our simulations without also having “backslip” avalanches as the stress
was reduced to a lower (but still positive) value. A backslip avalanche is an avalanche in which
the system slips in a direction opposite to the sign of the the applied force; in our simulations,
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this means an avalanche in which the strain decreases while the applied stress τext is positive. This
counterintuitive backslip motion may happen as the applied force τext is decreasing but still positive,
if the system is in a local minimum of the energy landscape but that local minimum disappears as
the applied stress is decreased.
(Restating a point made in [80]): Avalanches in which the measured strain changes by a negative
amount would happen if a negative stress τext were applied, but we also expect to see some nonzero
number of backslip avalanches when the applied stress is near zero but still positive, since local
pockets of the system may feel a local force which happens to be negative due to interactions from
the neighboring dislocations (as pointed out by [80]).
However, our simulations generate precursor avalanches during a stress cycle only if there were
backslip avalanches during the previous stress cycle, unlike the Cu nanopillar compression exper-
iments which saw many precursor avalanches but very few if any backslip avalanches [79]. The
precursor avalanches in our DDD simulations were inextricably linked with backslip avalanches, in
stark contrast to the crystalline experiments.
In fact, our DDD simulations cannot produce precursor avalanches without also producing non-
experimentally-seen backslip avalanches. In the simulations, each dislocation is constrained move
only in the x dimension; the dislocations are not allowed to “climb” to a different plane with a
different y-coordinate value. The N -dimensional space of the N dislocations’ x-coordinates defines
the “configuration space” of the simulation; each point of the configuration space can be one-to-
one-mapped to a state of the dislocation system (if the dislocations have fixed y-coordinate values).
Each point of configuration space has an associated total-system-energy value, thereby defining the
“energy landscape” of our simulated system.
We initialize the DDD simulations at a random point on the energy landscape (we place the dis-
locations at random coordinates), and then the system evolves according to the dissipative equation
of motion until the system reaches a local minimum of the energy landscape. As the externally-
applied stress τext is then raised or lowered adiabatically slowly, each local minimum of the energy
landscape traces out a smooth path in configuration space. The dislocation positions smoothly
move in two-dimensional “real” simulation space, so that the system’s point in N -dimensional
“configuration” space follows the path traced by whichever local minimum of the energy landscape
the system happens to currently occupy. The timescale of this smooth dislocation motion is the
same as the timescale on which the external stress is changed, which is taken to be adiabatically
slowly, and so these adiabatically-slow dislocation motions are not considered to be “avalanches”.
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An avalanche in the DDD simulation occurs when whichever local minimum of the energy
landscape that the system currently occupies becomes shallower and shallower (as τext is changed)
until the local minimum ceases to exist. At this point the dislocation configuration is suddenly far
from the nearest local minimum of the energy landscape; the dislocations slip and interact under
the applied force until the system reaches a new equilibrium at a new local minimum of the energy
landscape, thus completing the slip avalanche.
Consider a stress-cyclic DDD simulation that happens to currently be at its maximal positive
applied stress; the applied stress τext is then lowered to a minimum positive value. If there are no
backslip avalanches during this particular stress-unloading half-cycle, then the entire path of the
system through configuration space must have been smooth during this half-cycle; the inhabited
local minimum of the energy landscape must not have disappeared as the external stress was
changed during this half-cycle. Consider then completing the stress cycle by re-loading τext back
up to the maximum stress.
In this no-backslip scenario, as τext is subsequently increased to complete the stress cycle, there
can be no precursor avalanches in our DDD simulations. If the local minimum of the energy
landscape did not disappear during the lowering of τext, then the local minimum also will not
disappear during the raising of τext, because the set of local minima is a function only of the
current value of τext and not on the history of τext. Since the local minimum of the energy landscape
must continue not to disappear as τext is increased (in this assumed no-backslip, adiabatically-slow
scenario), there can be no precursor avalanches. In other words, every time there is a precursor
avalanche in our simulations, the precursor avalanche necessarily had to be preceded by a backslip
avalanche. This simulation behavior is quite different from the Cu micropillar experiments, in
which precursor avalanches were routinely seen without backslip avalanches [79].
There are many possible reasons for this difference between simulations and experiments. In
order to obtain precursor avalanches without backslip avalanches in our DDD simulations, there
needs to be some way of making the simulated stress cycle not-quite-perfectly reversible. This may
be accomplished by incorporating a finite temperature to add some random thermal fluctuations,
or by creating and annihilating dislocations in a way that depends on the history of τext(t), or by
driving the system non-adiabatically fast so that the dislocations cannot move fast enough to keep
the system in the basin of attraction of the same local minimum of the energy landscape.
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Appendix A
Aftershock rate calculation
Our algorithm for calculating aftershock rates may best be explained via a visual depiction of the
algorithm. Our BMG aftershock paper cites this thesis for more information about the aftershock
rate calculation; this section of the thesis therefore explains how the calculation works in a clear
visual way that is difficult to describe through text alone. The avalanches shown in this section
are only used for illustration and do not represent avalanches from the actual data. We begin by
reiterating a few important points about avalanche data from the compression experiments that
we analyze:
1) The compression data only has time resolution, not spatial resolution.
2) Therefore, if an avalanche starts while a previous avalanche has not yet stopped, then it
appears as one long avalanche with the earlier of the two start times and the latter of the two stop
times.
3) Another way of stating point 2) is that it is impossible to detect that an avalanche starts
unless all previous avalanches have already stopped.
Figure A.1: One avalanche is shown. The green bar marks the start time of the avalanche. The
red line extends for the duration of the avalanche.
Figure A.2: Two avalanches are shown.
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Figure A.3: Six avalanches are shown.
Each avalanche is treated as a mainshock (MS) with an aftershock sequence. This means that
if there are N avalanches, there will be N aftershock sequences because each avalanche takes a
turn being a “mainshock.” An aftershock sequence ends when an avalanche of size greater than the
mainshock is reached. This means that each avalanche appears in one sequence as a mainshock
and appears again as an aftershock in possibly several sequences (or possibly zero sequences).
Figure A.4: In this sequence, we treat the Size 3.2 avalanche as a mainshock. The next avalanche
has a greater size, so there is no aftershock in this sequence.
Figure A.5: In this sequence, we treat the Size 5.1 avalanche as a mainshock. The next three
avalanches have a size smaller than 5.1, so there are three aftershocks in this sequence.
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Figure A.6: In this sequence, we treat the Size 1.1 avalanche as a mainshock. The next two
avalanches have sizes smaller than 1.1, so there are two aftershocks in this sequence. Note that
these same two aftershocks also appeared in the previous aftershock sequence (with the Size 5.1
avalanche as the mainshock) with different elapsed times since the mainshock.
Figure A.7: In this sequence, we treat the Size 1.0 avalanche as a mainshock. The next avalanche
has a size smaller than 1.0, so there is one aftershock in this sequence. This is the third aftershock
sequence in which the Size 0.6 avalanche appears as an aftershock.
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Figure A.8: All of the aftershock sequences are shown. Next, we will line up the aftershock sequences
so that the time origin (t = 0) is the start time of the mainshock, for all aftershock sequences.
Figure A.9: All of the aftershock sequences are lined up, so that time t = 0 corresponds to the start
time of the mainshock of that sequence. The time t in each aftershock sequence is the time since
the start of the mainshock for that sequence. The time axis is divided into bins (logarithmically-
spaced bins in the data analysis in the BMG chapter), and we calculate the aftershock rate in each
bin. This amounts to calculating the number of avalanches in each bin, divided by the aftershock-
eligible time that the system spends in each bin, to calculate the number of aftershocks per time
(the aftershock rate).
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Figure A.10: We count the number of aftershocks in each bin.
Figure A.11: We calculate the amount of aftershock-eligible time spent in each bin. We do this for
Bin 1 in this figure. The aftershock-eligible time is the sum of the time spent in each bin across
all aftershock sequences during which an avalanche is not occurring. It is the sum of the black
portions of the time axis, not the red portions of the time axis. In this hypothetical example, the
sum of the black portions of the time axis in Bin 1 is 9 s.
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Figure A.12: In this hypothetical example, the sum of the black portions of the time axis in Bin 2
is 7 s.
Figure A.13: Now we have the number of aftershocks and the aftershock-eligible time in each bin.
Figure A.14: For each bin, the number of aftershocks N, divided by aftershock-eligible time T,
equals the aftershock rate. The scatterplot marks show the calculated rate in each bin in this
hypothetical example.
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Appendix B
Visualizing the model without weaken-
ing
This appendix is a visualization of a long series of consecutive timesteps for the model without
weakening ( = 0). This series of timesteps includes the small avalanche shown in Fig. 1.12.
Contrast the dynamics shown in this appendix chapter with the dynamics shown in appendix
chapter C. This appendix shows that the model without weakening does not lead to “bunching up”
of the cell stresses; in contrast, the following appendix shows that the model with weakening does
lead to bunching up of the cell stresses.
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Figure B.1: (1ST IN A 17-FIGURE SERIES) A visual progression (from top to bottom) showing
the how the zero-weakening model progresses. (Continued in Fig. B.2)
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Figure B.2: (2ND IN A 17-FIGURE SERIES, Continued from Fig. B.1) A visual progression (from
top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig. B.3)
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Figure B.3: (3RD IN A 17-FIGURE SERIES, Continued from Fig. B.2) A visual progression (from
top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig. B.4)
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Figure B.4: (4TH IN A 17-FIGURE SERIES, Continued from Fig. B.3) A visual progression (from
top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig. B.5)
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Figure B.5: (5TH IN A 17-FIGURE SERIES, Continued from Fig. B.4) A visual progression (from
top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig. B.6)
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Figure B.6: (6TH IN A 17-FIGURE SERIES, Continued from Fig. B.5) A visual progression (from
top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig. B.7)
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Figure B.7: (7TH IN A 17-FIGURE SERIES, Continued from Fig. B.6) A visual progression (from
top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig. B.8)
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Figure B.8: (8TH IN A 17-FIGURE SERIES, Continued from Fig. B.7) A visual progression (from
top to bottom) showing the how the zero-weakening model progresses (Continued in Fig. B.9).
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Figure B.9: (9TH IN A 17-FIGURE SERIES, Continued from Fig. B.8) A visual progression (from
top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig. B.10)
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Figure B.10: (10TH IN A 17-FIGURE SERIES, Continued from Fig. B.9) A visual progression
(from top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig.
B.11)
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Figure B.11: (11TH IN A 17-FIGURE SERIES, Continued from Fig. B.10) A visual progression
(from top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig.
B.12)
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Figure B.12: (12TH IN A 17-FIGURE SERIES, Continued from Fig. B.11) A visual progression
(from top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig.
B.13)
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Figure B.13: (13TH IN A 17-FIGURE SERIES, Continued from Fig. B.12) A visual progression
(from top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig.
B.14)
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Figure B.14: (14TH IN A 17-FIGURE SERIES, Continued from Fig. B.13) A visual progression
(from top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig.
B.15)
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Figure B.15: (15TH IN A 17-FIGURE SERIES, Continued from Fig. B.14) A visual progression
(from top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig.
B.16)
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Figure B.16: (16TH IN A 17-FIGURE SERIES, Continued from Fig. B.15) A visual progression
(from top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig.
B.17)
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Figure B.17: (17TH IN A 17-FIGURE SERIES, Continued from Fig. B.16) A visual progression
(from top to bottom) showing the how the zero-weakening model progresses.
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Appendix C
Visualizing the model with weakening
This appendix is a visualization of a long series of consecutive timesteps for the model with weak-
ening ( = 0.2). This series of timesteps includes the small avalanche shown in Fig. 1.13.
Contrast the dynamics shown in this appendix chapter with the dynamics shown in appendix
chapter B. This appendix shows that the model with weakening leads to “bunching up” of the cell
stresses.
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Figure C.1: (1ST IN A 16-FIGURE SERIES) A visual progression (from top to bottom) showing
the how the zero-weakening model progresses. (Continued in Fig. C.2)
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Figure C.2: (2ND IN A 16-FIGURE SERIES, Continued from Fig. C.1) A visual progression (from
top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig. C.3)
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Figure C.3: (3RD IN A 16-FIGURE SERIES, Continued from Fig. C.2) A visual progression (from
top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig. C.4)
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Figure C.4: (4TH IN A 16-FIGURE SERIES, Continued from Fig. C.3) A visual progression (from
top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig. C.5)
126
Figure C.5: (5TH IN A 16-FIGURE SERIES, Continued from Fig. C.4) A visual progression (from
top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig. C.6)
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Figure C.6: (6TH IN A 16-FIGURE SERIES, Continued from Fig. C.5) A visual progression (from
top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig. C.7)
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Figure C.7: (7TH IN A 16-FIGURE SERIES, Continued from Fig. C.6) A visual progression (from
top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig. C.8)
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Figure C.8: (8TH IN A 16-FIGURE SERIES, Continued from Fig. C.7) A visual progression (from
top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig. C.9)
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Figure C.9: (9TH IN A 16-FIGURE SERIES, Continued from Fig. C.8) A visual progression (from
top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig. C.10)
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Figure C.10: (10TH IN A 16-FIGURE SERIES, Continued from Fig. C.9) A visual progression
(from top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig.
C.11)
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Figure C.11: (11TH IN A 16-FIGURE SERIES, Continued from Fig. C.10) A visual progression
(from top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig.
C.12)
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Figure C.12: (12TH IN A 16-FIGURE SERIES, Continued from Fig. C.11) A visual progression
(from top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig.
C.13)
134
Figure C.13: (13TH IN A 16-FIGURE SERIES, Continued from Fig. C.12) A visual progression
(from top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig.
C.14)
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Figure C.14: (14TH IN A 16-FIGURE SERIES, Continued from Fig. C.13) A visual progression
(from top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig.
C.15)
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Figure C.15: (15TH IN A 16-FIGURE SERIES, Continued from Fig. C.14) A visual progression
(from top to bottom) showing the how the zero-weakening model progresses. (Continued in Fig.
C.16)
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Figure C.16: (16TH IN A 16-FIGURE SERIES, Continued from Fig. C.15) A visual progression
(from top to bottom) showing the how the zero-weakening model progresses.
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Appendix D
Extending the Bi test to data with dis-
cretized time
The Bi test traditionally assumes that the measured time is continuous, so that the interevent times
are exponentially distributed [33]. However, to a greater or lesser degree in all real experiments,
the measured time values are actually discrete. For example, in the bead pile experiment (chapter
2), the interevent times are measured in units of discrete “bead drops’.” Similarly, in any real
measurement, there will be some discretization arising from electronic analog-to-digital converters,
or from the digital storage format of such measurements in a computer.
Such discretization may be very slight on the timescales of interest (for example, if the mini-
mum interevent time is thousands of discrete timesteps long), but nevertheless this discretization
technically violates the assumptions behind the Bi test. If continuous-time events are uncorrelated,
the interevent time distribution is an exponential distribution; but if discrete-time events are un-
correlated, then the interevent time distribution is a geometric distribution instead. It is therefore
useful to quantitatively figure out how large an error will result from naively applying the Bi test
to discrete data as if it were continuous data.
D.1 Bi test applied to Poisson process with continuous time
First, we review the derivation of the Bi test applied to continuous time data. Although there
are ways to arrive at the answer faster, this particular needlessly-long derivation is useful to see
because we will use this same approach later in the discrete-time case.
A Poisson process yields interevent times which are exponentially distributed. Parameter λ
represents the average density of points per time. If the interevent time variable is denoted as τ ,
the probability density of interevent times τ is:
pτ (x) = λe
−λx (D.1)
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Each event has two neighboring temporal events, i.e. the temporally-prior event and the temporally-
subsequent event. One of the two interevent times will be smaller; this is the “smaller interevent
time”. If we consider the probability density of “smaller interevent times”, this is akin to searching
both backwards and forwards in time, yielding a new Poisson process with a doubled density
parameter 2λ. We will prove this explicitly.
If t denotes the smaller of the two interevent times, and if tf and tb denote the forward and
backward neighboring interevent times, then the probability denstity of t is:
pt(x) =
∞∫
0
dy
∞∫
0
dz pt(x|tf = y, tb = z)pτ (y)pτ (z) (D.2)
where pt(x|tf = y, tb = z) = δ(x−min(y, z)).
pt(x) =
∞∫
0
dy
∞∫
0
dz δ(x−min(y, z))λ2e−λ(y+z) (D.3)
pt(x) = λ
2
∞∫
0
dy
y∫
0
dz δ(x− z)e−λ(y+z) + λ2
∞∫
0
dy
∞∫
y
dz δ(x− y)e−λ(y+z) (D.4)
In the left-hand term above,
y∫
0
dz δ(x− z) will be nonzero only if x < y, so
∞∫
0
dy →
∞∫
x
dy.
pt(x) = λ
2
∞∫
x
dy
y∫
0
dz δ(x− z)e−λ(y+z) + λ2
∞∫
0
dy
∞∫
y
dz δ(x− y)e−λ(y+z) (D.5)
pt(x) = λ
2
∞∫
x
dy e−λ(y+x) + λ
∞∫
0
dy δ(x− y)e−2λy (D.6)
pt(x) = 2λe
−2λx (D.7)
The Bi test defines a quantity h for each point. To compute h for a particular point, first find the
smaller interevent time for this point; we denote this quantity as t. We denote it thus because t is
distributed according to pt(x) as defined above. Next, find the neighboring interevent time in the
same direction as t was in, and denote this quantity as τ . Specifically, if t is the temporally-prior
interevent time, then τ is the interevent time temporally prior to t. Instead if t is the temporally-
prior subsequent time, then τ is the interevent time temporally subsequent to t. Again, we denote
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it thus because τ is distributed according to pτ (x). Then we define quantity h as:
h =
t
t+
τ
2
(D.8)
The range of possible h values is (0,1). The probability density of h (for 0 < h < 1) is:
ph(x) =
∞∫
0
dy
∞∫
0
dz ph(x|t = y, τ = z)pt(y)pτ (z) (D.9)
where ph(x|t = y, τ = z) = δ(x− y
y + z2
) (D.10)
ph(x) =
∞∫
0
dy
∞∫
0
dz δ(x− y
y + z2
) λe−2λy 2λe−λz (D.11)
ph(x) = 2λ
2
∞∫
0
dy
∞∫
0
dz δ(x− y
y + z2
) e−2λy−λz (D.12)
If a delta function takes as its argument a function g(x) of a continuous variable x, then
δ(g(x)) =
δ(x− x0)
|g′(x0)| where g(x0) = 0 (D.13)
So in our case, treating the delta function as a function of continuous variable z,
δ(x− y
y + z2
) =
2y
x2
δ(z − z0) where z0 = 2y/x− 2y (D.14)
ph(x) = 2λ
2
∞∫
0
dy
∞∫
0
dz
2y
x2
δ(z − z0) e−2λy−λz (D.15)
ph(x) =
4λ2
x2
∞∫
0
dy y e−2λy−λz0 where z0 = 2y/x− 2y (D.16)
ph(x) =
4λ2
x2
∞∫
0
dy y e−2λy/x (D.17)
141
ph(x) =
2λ
x
∞∫
0
dy e−2λy/x (D.18)
ph(x) = 1 with cumulative distribution function ch(x) = x. (D.19)
D.2 Bi test applied to Poisson process with discrete time
The discrete analog to an exponential distribution is a geometric distribution. At each discrete
timestep, the probability of a success event is denoted p0. In this discrete case, the interevent times
(again denoted by now-discrete variable τ) are constrained to be positive integers {1, 2, 3,...}. The
appropriate probability mass function for τ is Pτ [x] = (1−p0)x−1p0, where x is any positive integer
(x is not a continuous variable here). We can find the probability mass for the smaller interevent
times, Pt[x].
Pt[x] =
∞∑
y=1
∞∑
z=1
Pt
[
x|tf = y, tb = z
]
Pτ [y] Pτ [z] (D.20)
where Pt
[
x|tf = y, tb = z
]
= δx,min[y,z] (D.21)
Pt[x] =
∞∑
y=1
∞∑
z=1
δx,min[y,z] Pτ [y] Pτ [z] (D.22)
Pt[x] =
∞∑
y=1
y−1∑
z=1
δx,z Pτ [y] Pτ [z] +
∞∑
y=1
∞∑
z=y
δx,y Pτ [y] Pτ [z] (D.23)
Pt[x] =
∞∑
y=x+1
y−1∑
z=1
δx,z Pτ [y] Pτ [z] +
∞∑
y=1
∞∑
z=y
δx,y Pτ [y] Pτ [z] (D.24)
Pt[x] =
∞∑
y=x+1
Pτ [y] Pτ [x] +
∞∑
y=1
∞∑
z=y
δx,y Pτ [y] Pτ [z] (D.25)
Pt[x] =
∞∑
y=x+1
p20(1− p0)x+y−2 +
∞∑
y=1
∞∑
z=y
δx,y p
2
0(1− p0)y+z−2 (D.26)
Pt[x] = p0(1− p0)2x−1 +
∞∑
y=1
δx,y p0(1− p0)2y−2 (D.27)
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Pt[x] = p0(1− p0)2x−1 + p0(1− p0)2x−2 (D.28)
Pt[x] = p0(1− p0)2x−2(2− p0) (D.29)
Again, if the discrete closer interevent time is t and if the next interevent time in the same direction
is τ , we define quantity h as:
h =
t
t+
τ
2
(D.30)
Every h value is now a rational number between 0 and 1, and every rational number between 0 and
1 is a valid h value. Since we are dealing with a probability mass instead of a probability density,
we will sum over rational numbers between 0 and x<1 instead of integrating from 0 to x<1 in order
to construct a cumulative density function. The probability mass of h is (for rational numbers x
between 0 and 1):
Ph(x) =
∞∑
y=1
∞∑
z=1
Ph(x|t = y, τ = z)Pt[y]Pτ [z] (D.31)
where Ph(x|t = y, τ = z) = δ
x,
y
y + z2
(D.32)
Ph(x) =
∞∑
y=1
∞∑
z=1
δ
x,
y
y + z2
p0(1− p0)2y−2(2− p0) (1− p0)z−1p0 (D.33)
Ph(x) =
p20(2− p0)
(1− p0)3
∞∑
y=1
∞∑
z=1
δ
x,
y
y + z2
(1− p0)2y (1− p0)z (D.34)
For the Kronecker delta to equal 1, we must have x =
y
y + z2
, so that z =
2y
x
− 2y. But z and y
must both be integers. So 2y must be a multiple of x, so that z is an integer.
In addition, as stated above, this probability mass function is only nonzero at rational x, so
that x =
p
q
for unique coprime integers p and q. We will use the notation (p, q) = 1 which indicates
that the greatest common divisor of p and q is 1 (i.e. they are coprime).
Therefore in order for the Kronecker delta to equal 1, the quantity
2yq
p
must be an integer,
which means that 2y is a multiple of p, since (p, q) = 1. There are two cases to consider: case 1 is
when p is odd, and case 2 is when p is even.
Let’s rewrite the last equation to emphasize the fact that x is a rational number pq , remembering
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that this equation is true only when (p, q) = 1:
Ph(x) = Ph[p, q] =
p20(2− p0)
(1− p0)3
∞∑
y=1
∞∑
z=1
δp
q
,
y
y + z2
(1− p0)2y (1− p0)z (D.35)
For case 1, p is odd, so the allowed y-values are the multiples of p. The sum
∞∑
y=1
f [y] becomes
∞∑
n=1
f [np]. The Kronecker delta function is 1 only when z = 2nq− 2np. This delta function and the
sum over z selects just this one value of z. Then we are just left with geometric sum over n; the
result for case 1 is:
(p odd) Ph[p, q] =
p20(2− p0)
(1− p0)3
(1− p0)2q
1− (1− p0)2q (D.36)
For case 2, p is even, and the allowed y-values are the multiples of p/2. The sum
∞∑
y=1
f [y] becomes
∞∑
n=1
f
[np
2
]
. The Kronecker delta function is 1 only when z = nq − np. Similar steps as above lead
to the result for case 2:
(p even) Ph[p, q] =
p20(2− p0)
(1− p0)3
(1− p0)q
1− (1− p0)q (D.37)
The two equations above are the equations for the probability mass of h at any rational number pq
between 0 and 1. Note that in neither case does the equation depend on p (the choice of equations
depends on whether p is even or odd, but the equations themselves do not depend on p). Fig.
D.1 shows the probability mass function vs. H (where H is a rational number; H = p/q) for two
different values of p0, plotted over the subset of the rational numbers where both p ≤ 1000 and
q ≤ 1000. Next, let’s look at the cumulative probability mass of h values.
D.2.1 Cumulative probability mass function
The cumulative probability as a function of x (which can be rational or irrational) is the sum of
Ph(p, q) over all rational numbers p/q less than or equal to x. Since we denote the probability mass
function as P (x), we’ll denote this cumulative probability mass function as C(x).
C(x) =
∞∑
p,q=1
such that (p,q)=1
and such that p/q≤x
Ph[p, q] (D.38)
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Figure D.1: Probability mass function of H values, for two different values of p0. Top: p0 = 0.1;
bottom: p0 = 0.01.
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We will use the following notation:
Unit function e[n] =
 1 : n = 10 : n 6= 1 (D.39)
Heaviside step function H[n] =
 0 : n < 01 : n ≥ 0 (D.40)
Floor function bxc = floor(x) (D.41)
Moebius function µ[n] =

0 : n is divisible by a square
1 : n is square-free and n has an even number of prime factors
−1 : n is square-free and n has an odd number of prime factors
(D.42)
The conditions on the sum, i.e. (p, q) = 1 and p/q ≤ x, can be rewritten as coefficients of terms in
the sum, which we then need to split into even p and odd p:
C(x) =
∞∑
p,q=1
Ph
[
p, q
]
e
[
(p, q)
]
H
[bxqc − p] (D.43)
C(x) =
∞∑
q=1
[ ∞∑
p even
Ph
[
p, q
]
e
[
(p, q)
]
H
[bxqc − p]+ ∞∑
p odd
Ph
[
p, q
]
e
[
(p, q)
]
H
[bxqc − p]] (D.44)
C(x) =
p20(2− p0)
(1− p0)3
∞∑
q=1
[ ∞∑
p even
(1− p0)q
1− (1− p0)q e
[
(p, q)
]
H
[bxqc−p]+ ∞∑
p odd
(1− p0)2q
1− (1− p0)2q e
[
(p, q)
]
H
[bxqc−p]]
(D.45)
Define r ≡ 1− p0 and define α ≡ (1− r)
2(1 + r)
r3
.
C(x) = α
∞∑
q=1
[ ∞∑
p even
rq
1− rq e
[
(p, q)
]
H
[bxqc − p]+ ∞∑
p odd
r2q
1− r2q e
[
(p, q)
]
H
[bxqc − p]] (D.46)
Now we use a theorem that relates the unit function e[n] to the Moebius function µ[d]. A proof is
in Prof. A. J. Hildebrand’s notes for Math 531 at UIUC: https://faculty.math.illinois.edu/
~hildebr/ant/main1.pdf [99]. For any natural number n,
e
[
n
]
=
∞∑
d: d|n
µ[d] (D.47)
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So we will use the equation
e
[
(p, q)
]
=
∞∑
d: d|(p,q)
µ[d] (D.48)
The condition that d divides the greatest common divisor of p and q is identical to the condition
that d simultaneously divides p and q, so
e
[
(p, q)
]
=
∞∑
d:
d|p
d|q
µ[d] (D.49)
C(x) = α
∞∑
q=1
[ ∞∑
p even
rq
1− rq
∞∑
d:
d|p
d|q
µ[d] H
[bxqc − p]+ ∞∑
p odd
r2q
1− r2q
∞∑
d:
d|p
d|q
µ[d] H
[bxqc − p]] (D.50)
C(x) = α
∞∑
q=1
[ ∞∑
d: d|q
µ[d]
rq
1− rq
∞∑
p:
p even
d|p
H
[bxqc − p]+ ∞∑
d: d|q
µ[d]
r2q
1− r2q
∞∑
p:
p odd
d|p
H
[bxqc − p]]
(D.51)
In the second term, instead of summing directly over p odd, we will sum over all p and then subtract
the p-even terms.
C(x) = α
∞∑
q=1
[ ∞∑
d: d|q
µ[d]
rq
1− rq
∞∑
p:
p even
d|p
H
[bxqc − p]+ ∞∑
d: d|q
µ[d]
r2q
1− r2q
∞∑
p: d|p
H
[bxqc − p]
−
∞∑
d: d|q
µ[d]
r2q
1− r2q
∞∑
p:
p even
d|p
H
[bxqc − p]]
(D.52)
The simultaneous conditions that p is even and that d|p can be split into two cases (A and B). In
case A, d is odd, so that p = 2md for natural numbers m. In case B, d is even, so that p = md
for natural numbers m. This applies to the first and last terms in the above sum. Likewise, the
solitary condition that d|p means that p = md for natural numbers m. This applies to the middle
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term in the above sum.
C(x) = α
∞∑
q=1
[ ∞∑
d: d oddd|q
µ[d]
rq
1− rq
∞∑
m=1
H
[bxqc − 2md]+ ∞∑
d: d evend|q
µ[d]
rq
1− rq
∞∑
m=1
H
[bxqc −md]
+
∞∑
d: d|q
µ[d]
r2q
1− r2q
∞∑
m=1
H
[bxqc −md]− ∞∑
d: d oddd|q
µ[d]
r2q
1− r2q
∞∑
m=1
H
[bxqc − 2md]
−
∞∑
d: d evend|q
µ[d]
r2q
1− r2q
∞∑
m=1
H
[bxqc −md]]
(D.53)
The 3rd term and the 5th term above can be combined, so that the sum over all d (3rd term), and
the subtraction of the sum over even d (5th term), combine to form just one sum over odd d.
C(x) = α
∞∑
q=1
[ ∞∑
d: d oddd|q
µ[d]
rq
1− rq
∞∑
m=1
H
[bxqc − 2md]+ ∞∑
d: d evend|q
µ[d]
rq
1− rq
∞∑
m=1
H
[bxqc −md]
+
∞∑
d: d oddd|q
µ[d]
r2q
1− r2q
∞∑
m=1
H
[bxqc −md]− ∞∑
d: d oddd|q
µ[d]
r2q
1− r2q
∞∑
m=1
H
[bxqc − 2md]]
(D.54)
The sums over the Heaviside step functions (sums over m) can also be simplified, using the fact
that
⌊ bx/ac
b
⌋
=
⌊
x
ab
⌋
if b is a positive integer.
C(x) = α
∞∑
q=1
[ ∞∑
d: d oddd|q
µ[d]
rq
1− rq
⌊xq
2d
⌋
+
∞∑
d: d evend|q
µ[d]
rq
1− rq
⌊xq
d
⌋
+
∞∑
d: d oddd|q
µ[d]
r2q
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⌋
−
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2d
⌋] (D.55)
In all terms above, d|q. Therefore, in all terms above, q = kd for natural numbers k.
C(x) = α
∞∑
k=1
[ ∞∑
d odd
µ[d]
rkd
1− rkd
⌊xk
2
⌋
+
∞∑
d even
µ[d]
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⌊
xk
⌋
+
∞∑
d odd
µ[d]
r2kd
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⌊
xk
⌋
−
∞∑
d odd
µ[d]
r2kd
1− r2kd
⌊xk
2
⌋] (D.56)
148
The second term in the above equation is a sum over all even values d, and each term in the sum
is multiplied by µ[d]. From the definition of µ[d], µ[d] = 0 if d is divisible by any square. Therefore
the above sum may be restricted to all even values of d which are not divisible by 4. In that case,
for each such d value, d = 2n where n is an odd integer. The sum over even d values may then be
replaced by a sum over odd n values, with d = 2n.
C(x) = α
∞∑
k=1
[ ∞∑
d odd
µ[d]
rkd
1− rkd
⌊xk
2
⌋
+
∞∑
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⌊
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⌋
+
∞∑
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µ[d]
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1− r2kd
⌊
xk
⌋
−
∞∑
d odd
µ[d]
r2kd
1− r2kd
⌊xk
2
⌋] (D.57)
The Moebius function can be multiplicitavely separated for coprime factors. Since 2 and n are
coprime in the 2nd term above, µ[2n] = µ[2]µ[n]. From the defintion of µ[d], µ[d] = −1 if d is
not divisible by any square and d has an odd number of prime factors. Therefore µ[2] = −1, and
µ[2n] = −µ[n]. Then we can rewrite the second term in the above equation.
C(x) = α
∞∑
k=1
[ ∞∑
d odd
µ[d]
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The second and third terms cancel.
C(x) = α
∞∑
k=1
[ ∞∑
d odd
µ[d]
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2
⌋]
(D.59)
The second term above is a sum over all odd values d. This sum can be re-written as a sum over
all even values n where d = n/2, without values of n which are divisible by 4. Then the µ[d] term
becomes a µ[n/2] term.
C(x) = α
∞∑
k=1
[ ∞∑
d odd
µ[d]
rkd
1− rkd
⌊xk
2
⌋
−
∞∑
n:
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⌊xk
2
⌋]
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Since n is divisble by 2 but not by 4, n/2 has one fewer prime factor than n. From the definition
of µ[d] then, µ[n/2] = −µ[n].
C(x) = α
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k=1
[ ∞∑
d odd
µ[d]
rkd
1− rkd
⌊xk
2
⌋
+
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µ[n]
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⌊xk
2
⌋]
(D.61)
The sum is over all even n which are not divisible by 4, but since µ[n] is zero for any n which is
divisible by a square (i.e. divisible by 4), we can extend the sum to all even numbers n.
C(x) = α
∞∑
k=1
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d odd
µ[d]
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(D.62)
C(x) = α
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k=1
⌊xk
2
⌋[ ∞∑
d=1
µ[d]
rkd
1− rkd
]
(D.63)
The term in brackets is the Lambert series for the Moebius function:
∞∑
n=1
µ[n]
qn
1− qn = q. This can
be shown by taking the equation
∞∑
n=1
qne[n] = q and by replacing e[n] with the expression involving
the Moebius function e
[
n
]
=
∞∑
d: d|n
µ[d].
C(x) = α
∞∑
k=1
⌊xk
2
⌋
rk (D.64)
C(x) =
p20(2− p0)
(1− p0)3
∞∑
k=1
⌊xk
2
⌋
(1− p0)k (D.65)
The cumulative mass function C(x) is plotted in Figs. D.2 , and C(x)− x is plotted in D.3.
Now we have the theoretical CDF for the discrete case, but there are two points to address
before using the Bi test on discrete data.
The first point is that this CDF is discrete, and it is full of discontinuities. Formally, this
is a problem, since the Komolgorov-Smirnov test is only valid when the null hypothesis CDF is
continuous. However, it is known (see [100]) that the KS test is conservative when a discontinuous
distribution is used as the null hypothesis. What this means is that, if we naively apply the Bi
test using a discontinuous distribution as the null hypothesis and using the standard 95-percent
significance level, we are actually applying the test at a higher significance level. If we reject the
150
null hypothesis, this rejection is if anything stronger than the nominal 95-percent significane level.
So a rejection of the null hypothesis is still ok.
The second point is that this discrete CDF actually does depend on the parameter p0; it seems
that the Bi test in this case no longer has the advantage that the test does not depend on the value
of p0. However, for p0  1, the distribution only very weakly depends on p0: the difference between
the true discontinuous distribution and the standard-Bi-test flat distribution is on the order of p0.
What this means is that there is some slight uncertainty (on the order of p0) in the experimentally
observed KS statistic. Recall that the KS statistic is the maximum absolute difference between the
experimental CDF and the null hypothesis CDF; if the KS statistic exceeds your predetermined
critical value of the KS statistic (which depends on your pre-chosen significance level), then you
reject the null hypothesis at that significance level. One can then address this issue by making a
slightly more conservative Bi test: First, you can estimate the value of p0 from different parts of the
data, just to make sure that p0  1. Then, instead of using some p0-specific distribution, you can
use the standard flat distribution as the null hypothesis (borrowed from the continuous-distribution
case) and make sure that the KS statistic does not exceed the criticial value by an amount on the
order of the estimated p0 or less. In other words, before rejecting the null hypothesis, make sure
that the rejection wasn’t due to a razor-thin margin of the observed KS statistic exceeding the
critical value; otherwise accept the null hypothesis.
In addition, for finite p0, the discontinuous CDF differs from the flat-line case in a direction
that is more like quasiperiodicity than like clustering. So if you use the flat-line CDF as in the
normal Bi test, and if the result of applying this test indicates clustering, this clustering result
is actually slightly more robust since the flat CDF already errs more towards clustering than the
“true” discontinuous CDF. If the Bi test still indicates clustering, it is because the clustering result
is again slightly more robust than the nominal significance level of the KS test.
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Figure D.2: Cumulative mass function of H values.
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Figure D.3: Cumulative mass function of H values, minus H.
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