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Abstract 
The average n-distance of a connected graph G, p,,(G), is the average of the Steiner distances 
of all n-sets of vertices of G. In this paper, we give bounds on pn for two-connected graphs 
and for k-chromatic graphs. Moreover, we show that pn(G) does not depend on the n-diameter 
of G. 
Let G = (V. E) be a connected graph of order p. The average distance of G, p(G), 
is defined to be the average of all distances between pairs of vertices in G, i.e. 
where dc(u, c) denotes the length of a shortest u - u path in G. This parameter, in- 
troduced in architecture as well as by the chemist Wiener, turned out to be a good 
measure for analysing transportation networks. It indicates the average time required 
to transport a commodity between two destinations rather than the maximum time 
required, as is indicated by the diameter. 
The Steiner distance of a set S of vertices in a connected graph G, de(S), is the 
number of edges in a smallest connected subgraph of G containing S, called a Steiner 
tree for S. If ISI = 2, then the Steiner distance of S is the distance between the two 
vertices of S. Steiner trees have applications to multiprocessor computer networks. For 
example it may be desired to connect a certain set of processors with a subnetwork 
that uses the fewest communication links. A Steiner tree for the vertices that need to 
be connected corresponds to such a subnetwork. 
The uverage Steiner distance of a graph marries the two above-mentioned concepts. 
For n 3 2 the average Steiner distance p,,(G), or average n-distance, is the average of 
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the Steiner distances of all n-subsets of V(G), i.e. 
-1 
c de(S). 
s c v, ISI=n 
If G represents a network, then the average n-distance indicates the expected number 
of communication links needed to connect n processors. In contrast the n-diumeter 
of G, diam,(G), defined as the maximum distance of the n-subsets of V(G), indicates 
the number of communication links needed in the worst case. 
The n-eccentricity of a vertex u E V(G) is defined as the maximum of the distances 
of all n-subsets of V(G) containing v. The n-radius of G, rad,(G), is the minimum of 
the n-eccentricities of all vertices in G. 
The n-distance of a vertex 2; E V(G), denoted by d,(u, G), is the sum of the dis- 
tances of all n-subsets of V(G) containing u and by d,(G) we denote the sum of 
the distances of all n-subsets of V(G). Note that 
d,(G) = c dG(S) =n-’ c d,(v, G) = : ~~((3). 
s c V(G), ISI=n REV 0 
For notions not defined here, the reader is referred to [l]. In particular p(G) and 
q(G) denote, respectively, the order and size of a graph G and G[vi, ~2,. , u,] is the 
subgraph of G induced by the set of vertices {vi, ~2,. , v,}. Furthermore we shall drop 
the subscript G in do(S) if no confusion can occur. 
In [5], the range for the average n-distance of a connected graph of given order was 
determined, generalizing a result for n = 2 obtained by Entringer et al. [S], Doyle and 
Graver [7], and Lo&z [ll]. 
Theorem 1 (Dankelmann, Oellermann and Swart [5]). Let G be u connected graph of 
order p and let 26n<p- I. Then 
n-l 
II- l<,~n(G)<p n++P+l). 
Equality holds on the left (or right) if and only if G is (p + 1 - n)-connected (or ij 
G is a path, respectively). 
The upper bound for the average n-distance given in Theorem 1 can be improved 
for 2-connected graphs. Plesnik [12] showed that the cycle of order p, C, is the unique 
2-connected graph with given order p and maximum average distance. This result is 
generalized for the average n-distance. It is remarkable that Plesnik’s result can easily 
be generalized for n = 2 and 2k-connected graphs (see [9]), which seems not to be the 
case for n 2 3. 
In the sequel we call a graph G minimally 2-connected if it is 2-connected but the 
deletion of any edge from G results in a graph that contains a cut vertex. We need 
the following result due to Dirac [6] and Plummer [13]. 
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Lemma 1 (Dirac [6] and Plummer [13] ). Let G be CI minimally 2-connected graph 
of’ order p. Then G has uf least (p + 4)/3 vertices of degree 2. 
Lemma 2. A gruph G of order p is 2-connected if und only iJ’fbr every two distinct 
z;ertices a, b E. V(G) there exists un ordering of the vertices oJ’G, a =x1 <x2 < . . <xp 
= 6, such that Jbr each k with 1 <k < p the induced graphs 
G[xI,xz,. . . , xk] and G[xk,xk+I , . . . ,x,,] uw connected. (*) 
Proof. We first prove that the above condition is sufficient for G to be 2-connected. 
Let G satisfy (*). Choosing k = p proves that G is connected. Suppose G has a cut 
vertex ti. Let b = v and let a be any other vertex of G. Then for every ordering of 
thevertex set, saya=yl<y2<...<yp=bthe graph G[yl,y~,...,y~-I]=G-v is 
disconnected, contradicting (*). Thus G is 2-connected. 
We now prove the necessity of the condition (*) by induction on p. Since the 
statement for p = 3 and p = 4 is obvious, we assume p 3 5. Moreover, we can assume 
that G is minimally 2-connected. 
By Lemma 1, G has at least i(p + 4)>3 vertices of degree 2. Hence there is 
a vertex c #u, b of degree 2 in G. Let c’, w E V(G) be the neighbours of c and let 
H = G - c + c’u’. Note that vu’ 4 E(G) since G is minimally 2-connected. Then H is 
2-connected and by induction there exists an ordering of the vertex set of H 
a=x{ <xi< ... <xi,_, = b 
satisfying (*). Let u =xi and w =xi and without loss of generality i<j. Then the 
ordering 
a=x;<X;<... 6x( <c<xj+, 6 ... <xi< .. . a-, - b 
satisfies (*). Cl 
Theorem 2. Let G be a 2-connected graph of order p und let 2 d n 6 p. Then 
MG)</[,(C,). (1) 
Equulity holds if and only if G = C, or n > p - 1. 
Proof. Since for n 2 p - 1 the graph induced by any n-set of vertices is always con- 
nected, we have 
/~~(G)=rl - 1 for n>p- 1. 
So we consider only the case n d p - 2. 
Let VI be an arbitrary vertex of the cycle C,. We first show that for each vertex 
c E V(G) 
n’,(u,G)dd,(vl,C,). (2) 
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Let w E No(u). By Lemma 2, there exists an ordering L’=XI <x2 d . . . 6x, = w of V(G) 
which satisfies (*). This ordering defines a path P =x1 ,x2,. . . ,xp on the vertex set of G 
which can be extended to a cycle C = P + VW on V(G). (Note that in general P and 
C are not subgraphs of G.) 
Let S c V(G) = V(C) be an n-set containing u and let Tc(S) be a Steiner tree for 
S in C. Clearly, Tc(S) is a path and thus its vertex set is the union of two subsets 
of V(G) = V(C) of the form 
V(Tc(S))={~=x,,x2 )...) xy}u{w=xp,xp_ I,..., xt}, 
where the second set is possibly empty. We consider only the case where w E V( Tc(S)), 
since the other case w $ V(Tc(S)) is treated analogously. By (*) the graph G[xI,x~, . . . , 
xrlUG[x,,+~,.. . ,x,] + VW is a connected subgraph of G containing S. Hence we have 
dG(s> <r + p - t = q(Tc(S>> = tic(s), 
implying (2). Now (1) follows immediately from 
-I 
0 
-I 
n-’ c dn(v, (36 ; n-’ c uw, c,> = PL,(Cp). 
1% l’(G) qtV(C,,) 
Assume that (1) holds with equality, then we have equality in (2) for all c’ E V(G). 
Suppose G is not a cycle and thus contains a vertex u with degG(o) 23. Choose 
w E NG(u) and let u =x1 6x2 < . . 6x, = w be an ordering according to Lemma 2. 
Since degc(v) 23, there exists a neighbour Xj of v with j # p, 2. Let S E V(G) be an 
arbitrary n-set of the form 
S={X~,X~ ,..., ~r}~{xp,xp_I ,..., x,v}U{xj} withxj-1, X~+I $S, 
where the indices are taken modulo p. Since G[S - xi] is connected by (*) and xj is 
a G-neighbour of II, we have 
dc(S)=n - 1 
On the other hand, C[S] is disconnected. Hence we have 
dc(S)>n - 1 =dG(s), 
which, in conjunction with (2) implies that ,~,,(G)>p,(c). Cl 
In [ 121, Plesnik proved that, apart from the obvious restriction 1 d p(G) < diam( G), 
the average distance is independent of the diameter and the radius. 
Theorem 3 (Plesnik [12]). Let r,d be positive integers with d 62r and let t E R with 
1 d t <d. For every E > 0 there exists a graph G with diameter d, radius r, and 
k(G) - tl <E. 
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It is natural to ask if there is a similar statement for the n-diameter and the average 
n-distance. An answer in the affirmative is stated in the following theorem. 
Theorem 4. Let n, d he positive integers, n 3 2, and let t E R with n - 1 <t Cd. For 
every E >O there exists a gruph G with n-diameter d and 
Ipn(G) - tl <E. 
In order to prove the theorem, we first construct a graph G,, with n-diameter It1 
such that almost all n-subsets of V(G,,) have n-distance [tl or \tj. If t = n - 1 then 
the graph G,, = KS has the desired property. Hence we can assume that t >n - 1. 
Let a, b be integers with 
[tl =an + b, O<b<n. 
In the sequel let a and b be fixed. 
Definition 1. Let i, a, s, n E N, n 32. For a = 1 let H; be a complete graph Ksli with 
vertex set {ui, 1, IQ,. . , u;,~~~} and denote the vertex ui, I by I;;. If a > 2 let Hi be the 
graph obtained from the Ksll and a path of length a - 2 with end vertices c’i and vr by 
joining v: to the vertices of the K.sJ,. 
Definition 2. For an integer s and a real r with 0 6 r <s let G,,T be the graph obtained 
from the disjoint union of HI, HZ,. . . , H, as follows. 
(i) If a>2: For each n-set T c {c c I, 2,. , L’,~} add a complete graph FT with vertex 
set {w,I,w-,z,... , w~,b+l} and join each vertex of T to exactly one vertex of FT such 
that each vertex of FT has [n/(b + l)] or [n/(b + l)] neighbours in T. If ran then 
(a) if b = 0 then add all edges of the form vivi where 1 <i < j 6 r, 
(b) if 1 < b 6 n - 1 then for each n-set 2’ C{ ~1,122,. . . , CL,.] } add a complete graph Fj. 
with vertex set {w;, , , w;,~, . . . , M$. h } and join each vertex of T to exactly one vertex 
of Fk such that each vertex of Fi has [n/b] or [n/b] neighbours in T. 
(ii) If a = 1 proceed as for a >2 but join the vertices of Fr (Fh) not only to vi but 
to every vertex in V(Hi). Add a new vertex z and join it to the vertices of the Fr and 
Fk for all T. 
It is easy to check that the n-diameter of G,, is realized by any n-set containing n 
vertices Ul,j belonging to n distinct H,, where at least one of the i is greater than [rl. 
Hence 
diam,(G,,) = n(a - 1) + n + b = [tl 
In order to compute P~(G~,.~), we first prove that for large s almost all n-subsets 
of V(G,,) are in 
M={{ui,,~,,uiz,jz ,..., u ,,,,,,, }fl<il<i2< ... <i,<s and l<jk<s” 
for k=1,2 ,..., n}. 
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For large s we have, recalling that n is fixed, 
IMl = n!-‘g”+‘(g”+’ - Sn)(Sn+’ - 2s”). . . (sn+’ - (a - 1)s”) 
= n. ~-‘Sn(fl+‘)(l + o(1)). 
On the other hand V(G,,) contains totally 
rn+’ y”y =n!-l,n(n+l)(l + o(l)) 
n-subsets. Hence, for large s, almost all n-subsets of V(G,,) are in M. Let 
M,={SEMlSC{ui,jll~i~r, l<j<S”}}. 
Let S E A4, (S E A4 -AI,.). Letting si denote the vertex of S in Ifi and T the correspond- 
ing n-set of vertices vi, we note that the vertices in the si - vi paths in H; together 
with the vertices of Fi (Fs) yield a Steiner tree for S. Hence we have 
d(S) = 
It1 if SEM-M,, 
It1 - 1 if S E M,. 
(3) 
Therefore almost all n-subsets of V(G,,) have distance [tl or It1 - 1. 
The average n-distance of G,, is 
/.dGr,s) = c d(S)= IW’U + o(l)) c 49 + cd(S) > 
ISI =n SEM S@f 
where the sum is taken over all n-subsets of V(G,,). Since there are only o(s”(“+‘)) 
n-subsets not in A4 and their distances are bounded by [tl , the diameter of G,,, we have 
MGr,s)= /MI-’ c d(S) + o(l). (4) 
SEA4 
Hence ,u~(G,,,) depends, for large s, only on the average of the distances of the S EM. 
Let 06~~ 1 be a real number and let r=cs. From (3) and (4) we obtain 
~L,(G,,,)=IMI-‘(IM-McsITtl + IKsl(rtl - l))+o(l)=rtl -c”+o(l). 
We now choose c such that c” = It] - t. Then we have 
AGcs,s)=t + o(l) 
as desired. 
From G,,, we obtain a graph G&, with n-diameter d by adding a path of length 
d - [tl + a - 1 to G,,,, and joining one of its end vertices to v,. Obviously, the above 
considerations also apply to the graph G& and thus Theorem 4 is proved. 0 
We remark that Theorem 4 is not a generalization of Plesnik’s Theorem 3, since 
it does not allow us to prescribe also the n-radius. The problem of finding such a gen- 
eralization requires the determination of the possible values for the n-radius of a graph 
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of given n-diameter. This problem is still unsolved. In [2] it was conjectured that the 
n-diameter of a graph G never exceeds *radn(G). This conjecture was disproved 
by Henning et al. [lo], where the bound dium,(G)<[2(n + 1)/(2n - l)]rad,(G) was 
conjectured. 
The problem of determining a sharp lower bound for the average n-distance of 
a connected graph with p vertices and q edges, where n >3, is considerably more 
difficult than the corresponding problem for n = 2. The latter one was solved in [8]. 
The following bound shows that the complete k-partite Turan graphs are optimal in 
this regard, It remains an open problem to determine the graphs of given order and 
size that minimize the average n-distance. 
Theorem 5. Let G be u graph of order p and size q. Then 
where for a reul number a and a positiz;e integer h the binomial coejicient (i) is 
dejined as a(a - 1). . (a - b + 1)/b!. 
Proof. Let G be a connected graph with q edges and v E I’(G). Let furthermore 
S c V(G) be an n-set containing v. If S contains no neighbour of c, then the graph G[S] 
is disconnected. Hence we have 
d(S) 2 
n- 1 if SnN,(v)#0, 
n if S n NG(v) = 0. 
Since Y(G) has (p-d~~\“‘-’ ) n-subsets 
inequality implies 
d,(c, G) = c d(S) b 
cts 
S containing v with S n No(v) = 0, the above 
+ P - dw_Av> - 1 
n-l 
Summation over all v and division by n(: ) yields 
dG)>,n (n _ 1) + c (p - dy:(:) - l 
&V(G) 1). 
The function f(x) = (.“, ) IS convex for x 3 n - 1. This implies that the right hand side 
of the last inequality is maximized if all vertices of G have the same degree. Hence 
we have 
Simplifying yields the desired inequality. 0 
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The bound given is sharp if n is a multiple of k. It is attained by the complete 
k-partite Turan graph. 
Tomescu and Melter [14] determined the range for the average distance of a graph 
of given order and chromatic number and also the extremal graphs. We show in the 
following generalization, that the same graphs are also extremal for n > 3, though there 
are other ones as well. 
The following lemma is needed in the proof of the bounds on the n-distance of 
a vertex of given degree and on the average n-distance of a graph with given chro- 
matic number. The special case n = 2 of Lemma 3 was proved by Dankelmann [4], 
generalizing a result by Zelinka [ 151 for trees. 
Lemma 3. Let G be a connected graph of order p and let v be a cut vertex of G. 
Moreover let H be a smallest component of G - v and w E NG(v) n V(H). Then 
d,,(v, G)<dJw, G). 
Moreover, equality implies that n > p - 1 V(H)/. 
Proof. Let X = V(H) U {v} and Y = V(G) - V(H) U {w}. In the following summation 
let S c V(G) always denote an n-set with v E S w $ S, and let T c V(G) always denote 
an n-set with v @ T w E T. 
d,,(v, G) - d,(w, G) = c d&9 - c de(T) 
s T 
= c d&S) - c de(T) + c de(s) - c dG(T) 
SCX TcX SCY TCY 
For each S CX we have de(S) <dG(S - v + w) + 1, for each S C Y we have de(s) = 
dG(S-v+w)- 1, and for each S with SdX and SgY we have dG(S)<dc(S-v+w). 
Hence 
de(V)-de(w) < c 1 +x(-l)+ c 0 
SCX SCY SEX,SP Y 
implying that dn(v, G) dd,(w, G). 
If equality holds, then (l”‘,“_‘\-’ ) = (p-l~(_HI)l-‘), which implies either I V(H)1 - 1 = 
P - IP( - 1, which is impossible because of I V(H)1 <(p - 1)/2, or n - 1~ 
p - IV(H)1 - 1. Cl 
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Corollary 1. Let T be u tree of order p and let v E V(T) he a non-end vrrte.u of T. 
Then there es&s an end vertex w of’ T ktlith 
dn,(w, T)>d,(v, T) for every nz, 2<nz<p ~ I 
Proof. Let n(i,wi,. . ,wk be a sequence of vertices such that wg = r, wi+i is the neigh- 
bour of w; in a smallest component of T-w, for i = I, 2,. . , k - 1 and wk is an end ver- 
tex of T. Successive application of Lemma 3 yields d,(wo)<d,(wl) < <d,(wl;). 
Since the smallest component of T - w&l has order 1, the last inequality is strict and 
we can choose w = u‘k. 0 
Lemma 4. Let G be u connected graph of order p und let v E V(G) be u vertex oj 
decgree at leust k, 2 <k < p- 1 and let 2 <n < p. Using the ubbreviutions d = min{n, k} 
und e = max {n - 1 - p + k, 0} we huve 
bi>here GP,” is the graph obtained from the union of a star K1.k with center vertex c’ 
and end vertices w’,.?, . . and a puth of order p - k - 1 with an end vertex w” by 
adding the edge w’w”. 
Proof. Let G and v E V(G) be chosen such that d,(v, G) is maximum among all graphs 
of order p and all vertices of G with degree exactly k. Without loss of generality, 
we can assume that G is a tree. We first show that 
dega(w)<2 for all M:EN~(c). (5) 
Suppose to the contrary that deg,(w)>3. Let H be the component of G-VW containing 
~1. Since w is not an end vertex of H and by Corollary I, there exists a vertex 
w’ E V(H) with 
d,,(w’,H)>d,(w,H) for all 1 <m<(V(H)I 
Consider the graph G’ = G - VW + VW’. In the following summations let X be a subset 
of V(G) - V(H) containing v and let Y denote a subset of V(H). Then 
= c d&c> + fij { c (‘;~;‘)(4-,v(/,)(u) + 1) 
IXI=n !?1=l iXI=N 
+c IV(G) - V(H)I - ’ m-l d,(y” iw>) 
lYI=n--m 
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= d,(v, G - V(H)) + 2 { (‘;LH;‘) 
tll=I 
x d,(u,G- V(H))+ 
IV(G) - Vff)I - 1 
m-l 
IV(G) - WV - 1 
m-l > (Lm+l(w,W + 4-dw,W) 
< d,(v, G - V(H)) + 2 { (‘;!Hj’) 
IFI 
x d&u, G’ - V(H)) + ( ( IV(G) - Wf)I - 1 m-l 1) 
+ 
IV(G) - W)I - 1 
m-l 
GL,+ddW + Ldw’,W) 
= dn(v, G’), 
contradicting the maximality of &(u, G). This proves (5). 
With exactly the same construction one can also show that 
for w E No(v), each component of G - v is a path. (6) 
Let PI and P2 be two components of G - v. Then the graph G” induced by the union 
of the vertices of PI, P2 and v is a path. With similar arguments as above, it is easy 
to show that among the non-end vertices v is a vertex for which &(v, G”) is maximal 
for m <n and hence that v is the neighbour of an end vertex in the induced graph. 
Together with (5) and (6) the lemma follows. q 
Definition 3. For k<p let Hp,k be the graph obtained from a complete graph & and 
a path of order p - k with end vertices VI and II{ by joining vi to one vertex of Kk. 
For k = p let Hp,k be the complete graph Kp and let VI be a vertex of Kp. 
Theorem 6. Let G be a connected graph of order p >n >/2 and chromatic number k 
and let v be a vertex of G. Then 
and 
with equality if and only if v = VI and G = Hp,k, respectively. 
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Proof. For k = 2 the theorem follows from Theorem 1 and for n = 2 Theorem 6 is 
exactly the above-mentioned theorem by Tomescu and Melter [14]. We exclude these 
cases as well as the trivial cases k = p and n = p. 
(i) The proof is by induction on p. The statement is obvious for p = 3 and p = 4, 
so let ~35. 
Let H be a connected spanning subgraph of G with chromatic number k and mini- 
mum size. Let u E Y(H) = Y(G) be a vertex of maximum n-distance in H. By Lemma 3 
we can assume that H - c is connected. 
Cuse 1: H - 1: has chromatic number k - 1. 
Then we have deeg,,(v) 3k - 1 and thus by Lemma 4 
An easy calculation shows that 
dn(c’, Gl’.k-’ ><ddul,&)> 
implying (i). 
Cuse 2: H - c has chromatic number k. 
The minimality of q(H) implies with Lemma 3 that deg,(v) = 1. Let w be the 
neighbour of IJ. Applying our inductive hypothesis yields, for S c V(G), ISI = n, 
d,,(c,H) = c h(S)+ c h/(S) 
i-ES, iv$3 les. WES 
= c (dG(s-C+w)+l)+ c (dH(S-c)+l) 
IES. ues Nss. 1vE.s 
= d,(w, H - v) + + d,,-,(w,H - c) + 
< d,(tlt,H,-l,k) + dn-i(Cl,&t.k) + 
= dn(L’I,H,,.k) (8) 
and (i) follows. 
Assume equality holds in (i). This implies equality in (7), which in turn implies 
H - 2; = HP-l,k and thus H = Hp,k. 
Since the addition of any edge to H = Hp,k decreases the n-distance of ~‘1, we have 
G=H and thus G=Hp,k. 
(ii) The proof of (ii) is again by induction on p. Let H and L’ be as in (i). 
Cusr 1: H - L’ has chromatic number k - 1. 
Then we have deg,(u) B k- 1. By Lemma 4 and the maximality of dn(u, H) we have 
d,(H)=; c d,((x)<fd,(o,H) 
.CY(H) 
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and together with 
which can be verified by some simple calculations, inequality (ii) follows. 
Case 2: H - v has chromatic number k. 
By (i) and our induction hypothesis we have 
d,(G) < dn(H)<dn(H - v> + dn(v,H)e4(H,-l,d + d,(vl,H,,k)=dn(Hp,k). 
(9) 
Assume equality in (ii). This implies equality in (9) and thus d,(v, G)=d,(v~,H~,k). 
Now part (i) of the theorem yields iz = p or G = Hp,k. 0 
We remark that Theorem 5 yields a sharp lower bound for the n-distance of a con- 
nected graph G of given order p and chromatic number k. From 
,k-1 
dG)6p 7 
and Theorem 5 we have immediately 
pn(G)>n - 1 + P(‘;_-~‘)(;)-‘. 
This bound is sharp if p is a multiple of k. Examples for equality in the above equation 
are the k-partite Turan graph T,,k and, for n > p/k, the graph Tp,k - e. 
References 
[I] G. Chartrand, O.R. Oellermann, Applied and Algorithmic Graph Theory, McGraw-Hill, New York, 
1993. 
[2] G. Chartrand, O.R. Oellermann, S. Tian, H.B. Zhou, Generalized distance in graphs, Casopis Pest Mat. 
114 (1989) 399-410. 
[3] F.R.K. Chung, The average distance and the independence number, J. Graph Theory I2 (1988) 
229-235. 
[4] P. Dankelmann, Average distance and domination number, Discrete Applied Mathematics. 
[5] P. Dankelmann, O.R. Oellermann, H.C. Swart, The average Steiner distance of a graph, J. Graph 
Theory, 22 (1996) 15-22. 
[6] G.A. Dirac, Minimally 2-connected graphs, J. Reine Angew. Math. 228 (1967) 204-216. 
[7] J.K. Doyle, J.E. Graver, Mean distance in a graph, Discrete Math. 17 (1977) 147-154. 
[8] R.C. Entringer, D.E. Jackson, P.A. Snyder, Mean distance in a graph, Czech. Math. J. 26 (1976) 
283 -296. 
[9] 0. Favaron, M. Kouider, M. Maheo, Edge-vulnerability and mean distance, Networks 19 (1989) 
493 - 504. 
[IO] M.A. Henning, O.R. Oellermann, H.C. Swart, On the Steiner radius and Steiner diameter of a graph, 
Ars Combin. 29 C (1990) 13-19. 
[I I] L. Lovasz, Combinatorial Problems and Exercises, Akademiai Kiado, Budapest, 1979. 
[I21 J. Plesnik, On the sum of all distances in a graph or digraph, J. Graph Theory 8 (1984) l-24. 
P. Dankelmann et al. I Discrete Applied Mathematics 79 11997) 91-103 103 
[I31 M.D. Plummer, On minimal blocks, Trans. Amer. Math. Sot. I34 (1968) 85-94. 
[14] I. Tomescu, R.A. Melter, On distances in chromatic graphs, Quart. J. Math. Oxford 40 (2) (1989) 
475-480. 
[I51 B. Zelinka, Medians and peripherians of trees, Arch. Math. (Bmo) 4 (1968) 87-95. 
