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Output probability distributions of several sub-universal quantum computing models cannot be
classically efficiently sampled unless some unlikely consequences occur in classical complexity theory,
such as the collapse of the polynomial-time hierarchy. These results, so called quantum supremacy,
however, do not rule out possibilities of super-polynomial-time classical simulations. In this paper,
we study “fine-grained” version of quantum supremacy that excludes some exponential-time classical
simulations. First, we focus on two sub-universal models, namely, the one-clean-qubit model (or
the DQC1 model) and the HC1Q model. Assuming certain conjectures in fine-grained complexity
theory, we show that for any a > 0 output probability distributions of these models cannot be
classically sampled within a constant multiplicative error and in 2(1−a)N+o(N) time, where N is
the number of qubits. Next, we consider universal quantum computing. For example, we consider
quantum computing over Clifford and T gates, and show that under another fine-grained complexity
conjecture, output probability distributions of Clifford-T quantum computing cannot be classically
sampled in 2o(t) time within a constant multiplicative error, where t is the number of T gates.
I. INTRODUCTION
Quantum computing is believed to outperform classi-
cal computing. In fact, quantum advantages have been
shown in terms of, for example, communication complex-
ity [1–4]. Regarding time complexity, however, the ulti-
mate goal, BQP 6= BPP, seems to be extremely hard to
show because of the P 6= PSPACE barrier [5].
Mainly three types of approaches exist to demonstrate
quantum speedups over classical computing. The first
approach is to construct quantum algorithms that are
faster than known best classical algorithms. For example,
quantum computing can do factoring [6] and simulations
of quantum many-body dynamics [7], etc. faster than
known best classical algorithms. One disadvantage of
this approach is, however, that classical best algorithms
could be updated, e.g., Ref. [8]. The second approach
is to study query complexity. Quantum computing has
been shown to require fewer oracle queries than classical
computing for some problems [9, 10]. Query complexity
is, however, not necessarily equal to time complexity.
The third approach, which has been actively studied
recently, is to reduce classical simulatabilities of quan-
tum computing (in terms of sampling) to certain unlikely
collapses of conjectures in classical computational com-
plexity theory, such as the infiniteness of the polynomial-
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time hierarchy. Several sub-universal quantum comput-
ing models have been proposed, such as the depth-four
circuits [11], the Boson Sampling model [12], the IQP
model [13, 14], the one-clean qubit model (or the DQC1
model) [15–19], the random circuit model [20–22], and
the HC1Q model [23]. (Definitions of the IQP model,
DQC1 model, and HC1Q model are given later.) It has
been shown that if output probability distributions of
these models are classically sampled in polynomial-time
within a multiplicative error, then the polynomial-time
hierarchy collapses to the second level. Here, we define
the multiplicative error sampling as follows.
Definition 1 We say that the acceptance probability
pacc of a quantum computer is classically sampled in time
T within a multiplicative error ǫ if there exists a classical
probabilistic algorithm that accepts with probability qacc
in time T such that
|pacc − qacc| ≤ ǫpacc. (1)
The polynomial-time hierarchy is not believed to collapse
in classical complexity theory, and therefore if we con-
jecture the infiniteness of the polynomial-time hierarchy,
the reductions suggest that quantum computing is faster
than classical computing for the sampling task. This type
of quantum advantage is called quantum supremacy.
This “traditional” quantum supremacy prohibits clas-
sical polynomial-time sampling, but any possibility of
super-polynomial-time classical sampling is not excluded.
For example, a sub-universal quantum computer with N
qubits cannot be classically sampled in poly(N) time,
2but it could be classically sampled in, say, N log
∗ N time,
where log∗N ≡ 1+ log∗(logN) is the iterated logarithm.
For small N that the current near-term devices (so called
NISQ devices) aim at, N log
∗ N -time classical simulation
could be tractable. Hence more “fine-grained” versions of
quantum supremacy that exclude super-polynomial-time
classical simulations are necessary.
To show such fine-grained quantum supremacy, “tra-
ditional” complexity classes, such as P, NP, and the
polynomial-time hierarchy, do not seem to be useful be-
cause only differences between polynomial or exponen-
tial are considered. In classical computer science, so
called fine-grained complexity theory has emerged re-
cently, where exact complexities of problems are stud-
ied. Several conjectures, such as SETH, 3SUM, and
APSP, are introduced, and lowerbounds of complexities
of many problems have been derived [24]. (The definition
of SETH is given later. We do not use 3SUM and APSP
in this paper. For their definitions, see Ref. [24].) Can we
show impossibilities of some super-polynomial-time clas-
sical simulations based on these fine-grained conjectures?
Dalzell et al. showed that under some fine-grained
complexity conjectures, output probability distributions
of the IQP model, the Boson sampling model, and
the QAOA model cannot be classically sampled within
a constant multiplicative error in certain exponential
time [25, 26]. Huang et al. showed impossibilities of
strong simulations (i.e., exact computations of output
probability distributions) in some exponential time as-
suming the exponential time hypothesis (ETH) [27, 28].
(The definition of ETH is given later. Relations between
our results and theirs are discussed in detail in Secs. VII B
and VII C.)
The purpose of this paper is to study fine-grained
quantum supremacy for other various models including
the DQC1 model, the HC1Q model, and some univer-
sal model such as the Clifford-T model. We show that
based on some fine-grained complexity conjectures, these
models cannot be classically sampled within a constant
multiplicative error in certain exponential time. This pa-
per is organized as follows. In the next section, Sec. II,
we provide conjectures we use. In Sec. III, we show fine-
grained quantum supremacy for the DQC1 model. In
Sec. IV, we show fine-grained quantum supremacy for the
HC1Q model. In Sec. V, we study fine-grained quantum
supremacy for universal models such as the Clifford-T
model. In Sec. VI, we study the stabilizer rank that is
closely related to the fine-grained quantum supremacy of
the Clifford-T model. Finally, in Sec. VII, we give some
discussions. All proofs are given in Sec. VIII.
II. CONJECTURES
In this section, we introduce conjectures we use. (It
is summarized in Table II.) Our conjectures are, in
some sense, related to the exponential-time hypothesis
(ETH), the strong-exponential-time hypothesis (SETH),
and the non-deterministic strong-exponential-time hy-
pothesis (NSETH). Here, ETH, SETH, and NSETH
are defined as follows. (Note that the original ETH is
about 2Ω(n)-time scaling, but it is equivalent to Conjec-
ture 1 [29].)
Conjecture 1 (ETH) Any (classical) deterministic al-
gorithm that decides whether #f > 0 or #f = 0 given
(a description of) a 3-CNF with m clauses, f : {0, 1}n →
{0, 1}, needs 2Ω(m) time. Here,
#f ≡
∑
x∈{0,1}n
f(x). (2)
Conjecture 2 (SETH) Let A be any (classical) deter-
ministic T (n)-time algorithm such that the following
holds: given (a description of) a CNF, f : {0, 1}n →
{0, 1}, with at most cn clauses, A accepts if #f > 0 and
rejects if #f = 0, where
#f ≡
∑
x∈{0,1}n
f(x). (3)
Then, for any constant a > 0, there exists a constant
c > 0 such that T (n) > 2(1−a)n holds for infinitely many
n.
Conjecture 3 (NSETH) Let A be any non-
deterministic T (n)-time algorithm such that the
following holds: given (a description of) a polynomial-
size Boolean circuit f : {0, 1}n → {0, 1}, A accepts if
#f = 0 and rejects if #f > 0, where
#f ≡
∑
x∈{0,1}n
f(x). (4)
Then, for any constant a > 0, T (n) > 2(1−a)n holds for
infinitely many n.
Note that usually k-CNFs, not polynomial-size
Boolean circuits, are considered in NSETH. Here, we con-
sider the more general one.
Now we introduce our conjectures. First let us consider
the following three conjectures.
Conjecture 4 Let A be any non-deterministic T (n)-
time algorithm such that the following holds: given (a
description of) a polynomial-size Boolean circuit f :
{0, 1}n → {0, 1}, A accepts if gap(f) 6= 0 and rejects
if gap(f) = 0, where
gap(f) ≡
∑
x∈{0,1}n
(−1)f(x). (5)
Then, for any constant a > 0, T (n) > 2(1−a)n holds for
infinitely many n.
Conjecture 5 It is the same as Conjecture 4 except that
the Boolean circuit f is of logarithmic depth.
3Conjecture 6 Let A be any non-deterministic T (n)-
time algorithm such that the following holds: given (a de-
scription of) a polynomial-size classical reversible circuit
C : {0, 1}n+ξ → {0, 1}n+ξ with ξ ∈ o(n) that consists of
only NOT and TOFFOLI, A accepts if gap(C) 6= 0 and
rejects if gap(C) = 0, where
gap(C) ≡
∑
x∈{0,1}n
(−1)Cn+ξ(x0ξ), (6)
x0ξ is the bit string composed of x and ξ 0s, and
Cn+ξ(x0
ξ) ∈ {0, 1} is the last bit of C(x0ξ) ∈ {0, 1}n+ξ.
Then, for any constant a > 0, T (n) > 2(1−a)n holds for
infinitely many n.
One difference between these three conjectures and
SETH is that instead of deterministic algorithms, non-
deterministic algorithms are considered. The other differ-
ence is that our conjectures consider gap functions, while
SETH considers SAT problems. These three conjectures
are also considered as strong (fine-grained) versions of
the conjecture, coC=P 6⊆ NP, which is believed because
coC=P ⊆ NP leads to the collapse of the polynomial-
time hierarchy to the second level [18, 19]. Here, coC=P
is defined as follows.
Definition 2 A language L is in coC=P if and only if
there exists a non-deterministic polynomial-time Turing
machine such that if x ∈ L then the number of accepting
paths is not equal to that of rejecting paths, and if x /∈ L
then they are equal.
These conjectures should be justified by the follow-
ing arguments. First of all, it is true that direct con-
nections between our conjectures and SETH [29, 30] (or
NSETH [31]) are not clear, because acceptance criteria
are different. (Our conjectures are based on gap func-
tions, while SETH and NSETH are on #P functions.)
However, at this moment, the only known way of decid-
ing gap(f) 6= 0 or gap(f) = 0 is to solve #SAT problems.
Even if f is restricted to k-CNF, the current fastest algo-
rithm [32] to solve #SAT satisfies a→ 0 as k →∞, and
therefore it is true for more general circuits such as NC
circuits or general polynomial-size Boolean circuits. Fur-
thermore, although many non-deterministic algorithms
to decide whether #f = 0 or not have been developed,
NSETH is not yet refuted. Deciding gap(f) 6= 0 or not
seems to be a similar type of problem. Moreover, as is
shown in Sec. VII E, Conjecture 4 is reduced to UNSETH
(Unique NSETH), which is a variant of NSETH where
#f = 1 is promised for the no case.
Why have we introduced three conjectures? Let us ex-
plain relations among them. Conjecture 4 considers the
most general case, i.e., polynomial-size Boolean circuits,
and therefore the most “stable” conjecture. It would
be safest to use that conjecture. However, as we will
see later, fine-grained quantum supremacy results based
on Conjecture 4 can exclude only super-polynomial time
classical simulations. We therefore introduce two “less
stable” conjectures, Conjecture 5 and Conjecture 6. Con-
jecture 5 or Conjecture 6 implies Conjecture 4, but no re-
lation is known between Conjecture 5 and Conjecture 6.
As is shown in Lemma 1 below, Conjecture 6 is derived
from an analogy of SETH. Conjecture 5 is an analogy of
NC-SETH [33].
Lemma 1 For any k-CNF f : {0, 1}n → {0, 1} with
k ∈ o(n), there exists a classical reversible circuit C :
{0, 1}n+ξ → {0, 1}n+ξ that uses only TOFFOLI and
NOT such that ξ ∈ o(n), and Cn+ξ(x0ξ) = f(x) for any
x ∈ {0, 1}n.
We also introduce the following conjecture.
Conjecture 7 Any non-deterministic algorithm that de-
cides whether gap(f) 6= 0 or gap(f) = 0 for given (a
description of) a 3-CNF with m clauses, f : {0, 1}n →
{0, 1}, needs 2Ω(m) time. Here
gap(f) ≡
∑
x∈{0,1}n
(−1)f(x). (7)
Conjecture 7 is a coC=P 6⊆ NP-version of Conjec-
ture 1. As we have said, the only known way of deciding
gap(f) 6= 0 or gap(f) = 0 is to solve the #SAT problems,
and therefore Conjecture 7 could be suggested by ETH.
functions fine-grained of
1 (ETH) 3-CNF NP6⊆P
2 (SETH) CNF NP6⊆P
3 (NSETH) Boolean (CNF) coNP6⊆NP
4 Boolean coC=P6⊆NP
5 log-depth Boolean coC=P6⊆NP
6 Reversible circuit coC=P6⊆NP
7 3-CNF coC=P6⊆NP
TABLE I. Summary of conjectures.
III. DQC1 MODEL
We first focus on the DQC1 model, which is defined as
follows.
Definition 3 The N -qubit DQC1 model with a unitary
U is the following quantum computing model.
1. The initial state is |0〉〈0|⊗ I⊗N−12N−1 , where I ≡ |0〉〈0|+|1〉〈1| is the two-dimensional identity operator.
2. The unitary operator U is applied on the initial
state to generate the state U(|0〉〈0| ⊗ I⊗N−12N−1 )U †.
3. The first qubit is measured in the computational
basis. If the output is 0 (1), then accept (reject).
4Note that throughout this paper we consider only
poly(N)-size U without explicitly mentioning it. The
DQC1 model was originally introduced by Knill and
Laflamme to model NMR quantum computing [15], and
since then many results have been obtained on the
model [15–19, 34–40]. For example, the DQC1 model
can solve several problems whose classical efficient so-
lutions are not known, such as the spectral density es-
timation [15], testing integrability [34], calculations of
the fidelity decay [35], and approximations of Jones and
HOMFLY polynomials [36–38]. The acceptance proba-
bility pacc of the N -qubit DQC1 model with a unitary U
is
pacc ≡ Tr
[
(|0〉〈0| ⊗ I⊗N−1)U
(
|0〉〈0| ⊗ I
⊗N−1
2N−1
)
U †
]
.(8)
It is known that if pacc is classically sampled in
polynomial-time within a multiplicative error ǫ < 1, then
the polynomial-time hierarchy collapses to the second
level [18, 19].
Our results for the DQC1 model are the following three
theorems.
Theorem 1 Assume that Conjecture 4 is true. Then for
any constant a > 0 and for infinitely many n, there exists
an N -qubit DQC1 model, where N = poly(n), whose
acceptance probability pacc cannot be classically sampled
in time 2(1−a)n within a multiplicative error ǫ < 1.
Theorem 2 Assume that Conjecture 5 is true. Then for
any constant a > 0 and for infinitely manyN , there exists
an N -qubit DQC1 model whose acceptance probability
pacc cannot be classically sampled in time 2
(1−a)(N−3)
within a multiplicative error ǫ < 1.
Theorem 3 Assume that Conjecture 6 is true. Then for
any constant a > 0 and for infinitely manyN , there exists
an N -qubit DQC1 model whose acceptance probability
pacc cannot be classically sampled in time 2
(1−a)(N−ξ−2)
within a multiplicative error ǫ < 1.
Theorem 1 excludes only super-polynomial-time classi-
cal simulations, because although we know N = poly(n),
we do not know the degree of the polynomial. For exam-
ple, N might be N = n10, and in this case, the theorem
says that the N -qubit DQC1 model cannot be classically
sampled in 2(1−a)N
1
10 -time, which is superpolynomial
(sub-exponential) but not exponential. The other two
theorems exclude exponential-time simulations, because
ξ ∈ o(n) and therefore 2(1−a)(N−ξ−2) = 2(1−a)N+o(N).
Because no relation is known between Conjecture 5 and
Conjecture 6, these two theorems are viewed as parallel
results.
IV. HC1Q MODEL
We next show similar fine-grained quantum supremacy
results for another sub-universal quantum computing
model, namely, the Hadamard-classical circuit with one-
qubit (HC1Q) model, which is defined as follows.
Definition 4 The N -qubit HC1Q model with a classical
reversible circuit C : {0, 1}N → {0, 1}N is the following
quantum computing model.
1. The initial state is |0N〉, where |0N 〉 means |0〉⊗N .
2. The operation (H⊗N−1 ⊗ I)C(H⊗N−1 ⊗ I) is ap-
plied on the initial state. Here, H ≡ 1√
2
(|0〉 +
|1〉)〈0|+ 1√
2
(|0〉−|1〉)〈1| is the Hadamard gate, and
the classical circuit C is applied “coherently”.
3. Some qubits are measured in the computational ba-
sis.
Note that throughout this paper we consider only
poly(N)-size C without explicitly mentioning it. The
HC1Q model is in the second level of the Fourier hier-
archy [41] where several useful circuits, such as those for
Shor’s factoring algorithm [6] and Simon’s algorithm [10],
are placed. Furthermore, it was shown in Ref. [23] that
output probability distributions of the HC1Q model can-
not be classically sampled in polynomial-time within a
multiplicative error ǫ < 1 unless the polynomial-time hi-
erarchy collapses to the second level.
Our results are the following two theorems.
Theorem 4 Assume that Conjecture 4 is true. Then for
any constant a > 0 and for infinitely many n, there exists
an N -qubit HC1Q model, where N = poly(n), whose
acceptance probability pacc cannot be classically sampled
in time 2(1−a)n within a multiplicative error ǫ < 1.
Theorem 5 Assume that Conjecture 6 is true. Then for
any constant a > 0 and for infinitely manyN , there exists
an N -qubit HC1Q model whose acceptance probability
pacc cannot be classically sampled in time 2
(1−a)(N−ξ−2)
within a multiplicative error ǫ < 1.
The first theorem excludes super-polynomial-time clas-
sical simulations, while the second one does exponential-
time ones.
V. UNIVERSAL MODELS
A. Clifford and T
We also study universal quantum computing with Clif-
ford and T gates, where T ≡ |0〉〈0| + eipi/4|1〉〈1|, and
Clifford gates are H , S ≡ |0〉〈0| + i|1〉〈1|, and CZ ≡
I⊗2 − 2|11〉〈11|. For an N -qubit quantum circuit V that
consists of only Clifford and T gates, we define the ac-
ceptance probability pacc by
pacc ≡ |〈0N |V |0N 〉|2. (9)
5Due to the Gottesman-Knill theorem [42], pacc can be
exactly calculated in poly(N) time if V contains at most
O(log(N)) number of T gates. The brute-force classical
calculation of pacc needs time that scales in an exponen-
tial of t, where t is the number of T gates.
For Clifford-T quantum computing, we can show the
following two theorems. (Theorem 6 was also shown in
Ref. [28] independently.)
Theorem 6 Assume that Conjecture 1 is true. Then for
infinitely many t there exists Clifford-T quantum circuit
with t T gates whose acceptance probability pacc can-
not be calculated in 2o(t) time within an additive error
smaller than 2−
3t+14
7 .
Theorem 7 Assume that Conjecture 7 is true. Then for
infinitely many t there exists a Clifford-T quantum circuit
with t T gates whose acceptance probability pacc cannot
be classically sampled in 2o(t) time within a multiplicative
error ǫ < 1.
Note that Theorem 6 considers the calculation (not
sampling) of output probability distributions (i.e., strong
simulation). Strong simulation is #P-hard, which means
that it is hard even for quantum computing. However, it
is still meaningful to study strong simulations of quantum
computing because several quantum computing models,
such as Clifford circuits and match-gate circuits [43], are
known to be possible to strongly simulate.
There is a classical algorithm that computes pacc
within a constant multiplicative error and in ∼ 2βt time
with a non-trivial factor β ≃ 0.47 [44]. Our second re-
sult (Theorem 7) therefore suggests that improving 2βt to
some sub-exponential time, say 2
√
t, is impossible (under
the fine-grained conjecture). Note that Ref. [26] showed
that β must be β > 1/135 ≃ 0.0074 under the conjecture,
MAJ-ZEROS 6∈ Σ3TIME
(
2n/5
92
− n
8
)
, (10)
where Σ3 is the third level of the polynomial-time hierar-
chy, and MAJ-ZEROS is the problem of deciding whether
gap(f) > 0 or not given a degree-3 polynomial f in n
variables over the field F2.
The Pauli-based computation (PBC) [45] is a uni-
versal quantum computing model closely related to the
Clifford+T quantum computing, which is defined as fol-
lows.
Definition 5 The t-qubit Pauli-based quantum compu-
tation (PBC) is the following quantum computing model.
1. The initial state is |H〉⊗t, where |H〉 ≡ cos pi8 |0〉 +
sin pi8 |1〉 is a magic state.
2. Non-destructive Pauli measurements are done
adaptively. (Here, adaptively means that a mea-
surement basis depends on previous measurement
results.)
3. The measurement results are finally classically pro-
cessed.
For the PBC, we show the following result.
Theorem 8 Assume that Conjecture 7 is true. Then, for
infinitely many t there exists a t-qubit PBC whose output
probability distributions cannot be classically sampled in
2o(t) time within a multiplicative error ǫ < 1.
B. H and classical gates
When we consider quantum computing over Clifford
and T gates, we are interested in the number t of T gates,
because T gates are “quantum resources”. In a similar
way, when we consider quantum computing over classical
gates and H , we are interested in the number h of H
gates. Since the number h of H in the N -qubit HC1Q
model is h = 2(N − 1), Theorem 5 leads to the following
corollary.
Corollary 1 Assume that Conjecture 6 is true. Then
for any constant a > 0 and for infinitely many h, there
exists a quantum circuit with classical gates and h H
gates whose output probability distributions cannot be
classically sampled in time 2(1−a)
h
2
+o(h) within a multi-
plicative error ǫ < 1.
Actually, we can show the same result with the more
stable conjecture, Conjecture 4:
Theorem 9 Assume that Conjecture 4 is true. Then for
any constant a > 0 and for infinitely many h, there ex-
ists a quantum circuit with classical gates and h H gates
whose output probability distributions cannot be classi-
cally sampled in time 2(1−a)(
h
2
− 1
2
) within a multiplicative
error ǫ < 1.
For strong simulation, we can show the following.
Theorem 10 Assume that Conjecture 2 is true. Then,
for any constant a > 0 and for infinitely many h, there
exists an N -qubit quantum circuit V over classical gates
and h H gates such that N = poly(h) and the classical
exact calculation of ‖(I⊗N−1⊗ |1〉〈1|)V |0N 〉‖2 cannot be
done in deterministic 2(1−a)h time.
C. H, T , and CZ gates
Strong simulation of the IQP (with Z, CZ, and CCZ)
is possible for a < 0.0035 by reducing the problem to
counting the number of solutions of polynomials [46].
Here, the IQP model is defined as follows [13].
Definition 6 The N -qubit IQP model with a unitary
D is the following quantum computing model, where D
consists of only Z-diagonal gates (such as Z, CZ, CCZ,
and eiθZ , etc.).
61. The initial state is |0N〉.
2. The operation H⊗NDH⊗N is applied on the initial
state.
3. All qubits are measured in the computational basis.
By using a similar technique, we can show the follow-
ing.
Theorem 11 Let U be an N -qubit poly(N)-size quan-
tum circuit over H , T , and CZ. For any a, b ∈
{0, 1}N , 〈a|U |b〉 can be exactly calculated in determin-
istic 20.984965h+o(h) time, where h is the number of H
gates in U .
This is a new non-trivial classical simulation of quan-
tum circuits over H , T , and CZ. The technique of
Ref. [46] can compute the number of roots of polynomials
over Fq, but it cannot be used for those over Zm. The
proof of Theorem 11 considers some Zm. This technique
itself seems to be of use.
VI. STABILIZER RANK
We can also show lowerbounds of the stabilizer
rank [45], which is defined as follows.
Definition 7 (Stabilizer rank) The stabilizer rank
χ(|ψ〉) of an n-qubit pure state |ψ〉 is the smallest in-
teger k such that |ψ〉 can be written as
|ψ〉 =
k∑
j=1
cjCj |0n〉, (11)
where each cj is a coefficient and each Cj is a Clifford
circuit.
Note that the original definition of the stabilizer rank
(Definition 7) does not care about computational com-
plexity of {cj}j and {Cj}j : the minimum of k is taken
over all decompositions of |ψ〉 in the form of Eq. (11). In
this paper, however, we consider only decompositions in
the form of Eq. (11) such that there exists a poly(n)-time
classical deterministic algorithm that, on input j, outputs
cj and a classical description of Cj . Such an additional
restriction is relevant when we study the stabilizer rank
in the context of classical simulations of quantum com-
puting.
The stabilizer rank is directly connected to the time
complexity of classical simulations of quantum comput-
ing. For example, by using the well-known gadget
(I ⊗ |0〉〈0|)(I ⊗H)CZ(I ⊗H)(|ψ〉 ⊗ |A〉) = 1√
2
T |ψ〉,
where |A〉 ≡ 1√
2
(|0〉 + eipi4 |1〉) is a magic state, we can
easily show that for any universal quantum circuit U that
uses Clifford gates and t T gates, there exists a Clifford
circuit V such that
〈0n|U |0n〉 =
√
2t〈0n+t|V (|0n〉 ⊗ |A〉⊗t). (12)
Since
〈0n+t|V (|0n〉 ⊗ |A〉⊗t)
=
χ(|A〉⊗t)∑
j=1
cj〈0n+t|V (I⊗n ⊗ Cj)|0n+t〉, (13)
and each 〈0n+t|V (I⊗n ⊗ Cj)|0n+t〉 can be computed in
poly(n + t) = poly(n) time, the value 〈0n|U |0n〉 can be
calculated in χ(|A〉⊗t)poly(n) time (assuming that there
exists a classical poly(n)-time algorithm that, on input j,
outputs cj and classical description of Cj). In this way,
the stabilizer rank is directly connected to the time com-
plexity of classical simulations. We do not know how to
calculate the exact value of the stabilizer rank, and there-
fore finding better upperbounds of the stabilizer rank
is essential. Several non-trivial upperbounds are known
[45], such as χ(|A〉⊗6) ≤ 7, which means
χ(|A〉⊗t) ≤ 2t log2 76 ≃ 20.468t. (14)
It is open how much we can improve this upperbound.
If we believe BQP 6= BPP, it is clear that χ(|A〉⊗t) ≤
poly(t) is impossible. It was conjectured in Ref. [45] that
χ(|A⊗t〉) ≥ 2Ω(t). Only known lowerbound is the very
weak one [45]
χ(|A⊗t〉) ≥ Ω(t 12 ), (15)
which is not enough to show the conjecture.
Based on Conjecture 1 (ETH), we can show the follow-
ing.
Theorem 12 Assume that Conjecture 1 is true. Let |Ψ〉
be a resource of t TOFFOLI gates. Then, χ(|Ψ〉) ≥ 2Ω(t).
Here, the meaning of the statement “|Ψ〉 is a resource
of t TOFFOLI gates” is defined as follows.
Definition 8 Let g be a non-Clifford gate (such as T ,
CCZ, or TOFFOLI). We say that an r-qubit state |Ψ〉
is a resource of t g gates if the following three conditions
are all satisfied.
1. r = poly(t).
2. For any n-qubit quantum circuit U over Clifford
gates and t g gates, there exists an (n + r)-qubit
Clifford circuit V such that
(I⊗n ⊗ |0〉〈0|⊗r)V (|0n〉 ⊗ |Ψ〉)
‖(I⊗n ⊗ |0〉〈0|⊗r)V (|0n〉 ⊗ |Ψ〉)‖ = U |0
n〉. (16)
3. The quantity
‖(I⊗n ⊗ |0〉〈0|⊗r)V (|0n〉 ⊗ |Ψ〉)‖ (17)
is computable in poly(r) time.
7For example, it is easy to verify that |A〉⊗t is a resource
of t T gates.
In particular, if we take
|Ψ〉 = |CCZ〉⊗t, (18)
|Ψ〉 = |A〉⊗7t, (19)
where |CCZ〉 is the resource of a single CCZ gate, in
Theorem 12, we obtain the following corollary.
Corollary 2
χ(|CCZ〉⊗t) ≥ 2Ω(t), (20)
χ(|A〉⊗t) ≥ 2Ω(t). (21)
VII. DISCUSSION
A. Optimality
The acceptance probability of anN -qubit DQC1 model
can be exactly sampled in 2N+o(N) time. (Generate a
uniformly random (N − 1)-bit string a, and accept with
the probability 〈0a|U †(|0〉〈0| ⊗ I⊗N−1)U |0a〉.) Hence
Theorem 2 and Theorem 3 are optimal.
The acceptance probability of any N -qubit HC1Q
model can be calculated in 2N+log(poly(N))−1 time. The-
orem 5 is therefore optimal. In fact, by a straightforward
calculation,
〈z|(H⊗N−1 ⊗ I)C(H⊗N−1 ⊗ I)|0N 〉
=
1
2N−1
∑
x∈{0,1}N−1
(−1)
∑N−1
j=1
zjCj(x0)δzN ,CN (x0) (22)
for any reversible circuit C : {0, 1}N → {0, 1}N and z ∈
{0, 1}N , where Cj(x0) ∈ {0, 1} is the jth bit of C(x0) ∈
{0, 1}N . If C is poly(N) size, each term of the exponential
sum can be computed in poly(N) time, and to sum all of
them needs 2N−1 time. The total time is therefore
poly(N)× 2N−1 = 2N+log(poly(N))−1. (23)
B. Fine-grained supremacy for the IQP model
Ref. [25] showed a fine-grained result on the hard-
ness of classically sampling output probability distribu-
tions of the IQP model within a multiplicative error. To
show fine-grained quantum supremacy of the IQP model,
they introduced a conjecture, so-called poly3-NSETH(a),
which is the same as Conjecture 4 except that f is re-
stricted to be polynomials over the field F2 with degree
at most 3. A reason why f is restricted to be polynomi-
als is that IQP circuits can calculate polynomials over F2
without introducing any ancilla qubit. (For the QAOA
model, n ancilla qubits are necessary [25].) However,
a disadvantage of poly3-NSETH(a) is that it is violated
when a < 0.0035 [46]. (It was argued in Ref. [25] that im-
proving the algorithm of Ref. [46] will not rule out poly3-
NSETH(a) with a ≥ 0.5, and therefore they conjecture
poly3-NSETH(a) for a ≥ 0.5.) Our conjectures, on the
other hand, consider general Boolean circuits, which are
more stable than those on degree-3 polynomials. The rea-
son why it is possible is that there is no gate restriction
for the DQC1 and HC1Q models. Since general Boolean
circuits cannot be efficiently represented by systems of
equations of polynomials, the technique of Ref. [46] can-
not be used to refute our conjectures on general Boolean
circuits.
C. Fine-grained supremacy of the Boson sampling
model
Ref. [25] also studied fine-grained quantum supremacy
of the Boson Sampling model. They introduced a con-
jecture, so-called per-int-NSETH(b), which states that
deciding whether the permanent of a given n× n integer
matrix is nonzero needs non-deterministic 2bn time. In
this case, no value of b < 1 is ruled out by known algo-
rithms [25]. It is not clear how per-int-NSETH(b) and
our conjectures are related with each other. At least we
can show by using Ryser’s formula and Chinese remain-
der theorem that if #f of n-variable Boolean circuits are
calculated in time 2(1−a)n, then permanents of n× n in-
teger matrices are calculated in 2(1−a)n time.
D. Restricting to CNF
In Conjecture 4, we have assumed that f is any
polynomial-size Boolean circuit. It is still reasonable to
consider Conjecture 4 with restricting f to be k-CNF
formulas while keeping the a > 0 condition. (In fact, at
this moment, the only known way of deciding whether
gap(f) 6= 0 or gap(f) = 0 is to solve #SAT problems.
The current fastest algorithm [32] to solve #SAT of k-
CNF does not contradict the condition a > 0.) In this
case, required quantum circuits should be simpler than
those for general polynomial-size Boolean circuits.
E. NSETH
Conjectures of the present paper and poly3-NSETH(a)
of Ref. [25] are fine-grained versions of coC=P 6⊆ NP. It
is interesting to ask whether we can use NSETH [31],
which is a fine-grained version of coNP 6⊆ NP, to show
fine-grained quantum supremacy.
At this moment, we do not know whether we can
show any fine-grained quantum supremacy result under
NSETH. At least, we can show that proofs of our theo-
rems (and those of Ref. [25]) cannot be directly applied
to the case of NSETH. To see it, let us consider the
following “proof”. (For details, see Sec. VIII.) Given a
8Boolean circuit f : {0, 1}n → {0, 1}, we first construct an
m ≡ n+ ξ qubit quantum circuit V such that 0 < η < 1
if #f = 0, and η = 0 if #f > 0, where ξ = poly(n) and
η ≡ |〈0m|V |0m〉|2. By using Lemma 3, we next construct
the N ≡ m + 2 = n + ξ + 2 qubit DQC1 model whose
acceptance probability is
pacc =
4η(1− η)
2m
. (24)
Then, if we assume that pacc is classically sampled within
a multiplicative error ǫ < 1 and in 2(1−a)n time, then
NSETH is violated.
This “proof” seems to work, but actually we do not
know how to construct such V . In fact, the following
lemma suggests that we cannot construct such V .
Lemma 2 Assume that given a Boolean circuit f :
{0, 1}n → {0, 1}, we can construct an m ≡ n + ξ qubit
quantum circuit V such that 0 < η < 1 if #f = 0,
and η = 0 if #f > 0, where ξ = poly(n) and η ≡
|〈0m|V |0m〉|2. Then coNP ⊆ coC=P.
However, there is an oracle A such that coNPA 6⊆
coC=P
A [47], which suggests that such a containment
is unlikely.
We do not know whether our conjectures can be re-
duced to more standard ones, such as SETH and NSETH.
At least, we can show that Conjecture 4 is reduced to UN-
SETH (Unique NSETH) that is equal to NSETH (Con-
jecture 3) except that #f = 1 is promised for the no case.
This means that if UNSETH is true, then Conjecture 4
is also true. In fact, for a given polynomial-size Boolean
circuit f : {0, 1}n → {0, 1}, define the polynomial-size
Boolean circuit g : {0, 1}n+1 → {0, 1} by
g(x, xn+1) = [xn+1 ∧ f¯(x)] ∨ [x¯n+1 ∧ (∧nj=1xj)] (25)
for any x ∈ {0, 1}n. Then,
gap(g) =
∑
x∈{0,1}n
∑
xn+1∈{0,1}
(−1)g(x,xn+1)
= 2n − 2 +
∑
x∈{0,1}n
(−1)f¯(x), (26)
and therefore if #f = 0 then gap(g) 6= 0 and if #f = 1
then gap(g) = 0.
F. Other conjectures
In addition to SETH, NC-SETH, and NSETH, there
exists another conjecture, ⊕-SETH, which asserts that
for any a > 0 there exists a large integer k such that k-
CNF-⊕SAT cannot be computed in time O(2(1−a)n) [48].
Here, k-CNF-⊕SAT is the problem of computing the
number of satisfying assignments of a given k-CNF for-
mula modulo two. It is interesting to study whether we
can find any fine-grained quantum supremacy based on
⊕-SETH. It is also open whether we can show any fine-
grained quantum supremacy under other conjectures that
are not based on SAT, such as 3-SUM [49] and All-Pairs
Shortest Paths problem (APSP) [50].
G. Additive error sampling
In this paper we have considered multiplicative error
sampling. Multiplicative error sampling is a somehow
strict notion of approximation (it is almost equivalent
to exact sampling), and therefore more practical approx-
imate sampling should be considered for experimental
realizations.
It is known that output probability distributions of
several sub-universal quantum computing models, such
as the Boson Sampling model [12], the IQP model [14],
the random circuit model [20], and the DQC1 model [17,
51], cannot be classically sampled in polynomial time
within an additive error unless the polynomial-time hi-
erarchy collapses to the third level. (Note that in addi-
tion to the infiniteness of the polynomial-time hierarchy,
we need another additional conjecture about the average-
case #P-hardness of computing a certain function within
a multiplicative error. Furthermore, for the Boson Sam-
pling model, another conjecture, the anti-concentration
conjecture, is also required.) Here, additive error sam-
pling is defined as follows.
Definition 9 We say that a probability distribution
{pz}z is classically sampled in time T within an additive
error ǫ if there exists a classical probabilistic algorithm
that runs in time T such that∑
z
|pz − qz | ≤ ǫ, (27)
where qz is the probability that the classical algorithm
outputs z.
It is an important open question whether any fine-
grained version of those additive-error results is possi-
ble or not. The standard proof for the additive error
supremacy is the combination of the Stockmeyer’s theo-
rem and the average-case-hardness assumption [12, 14].
In this direction, two concrete open problems are (1)can
we show the “exponential-time variant” of the Stock-
meyer’s theorem? and (2)can we show the average-case
hardness for the fine-grained complexity conjectures?
Regarding the second point, some uniform average-case
hardness results are known for fine-grained complexity
conjectures [52], so we might be able to use them.
VIII. PROOFS
In this section, we provide proofs postponed.
9A. Proof of Lemma 1
A k-CNF f : {0, 1}n → {0, 1} consists of AND, OR,
and NOT gates that are defined by
AND(a, b) = ab, (28)
OR(a, b) = 1− (1− a)(1− b), (29)
NOT(a) = a⊕ 1, (30)
for any a, b ∈ {0, 1}. An AND gate can be simulated by
a TOFFOLI gate by using a single ancilla bit initialized
to 0 (Fig. 1, left). An OR gate can be simulated by a
TOFFOLI gate and NOT gates by using a single ancilla
bit initialized to 0 (Fig. 1, right).
a
b
0
a
b
AND(a,b)
a
b
0
a
b
OR(a,b)
FIG. 1. Left: A simulation of an AND gate with a TOFFOLI
gate. Right: A simulation of an OR gate with a TOFFOLI
gate and NOT gates.
Let us define the counter operator Λr+ by
Λr+(|a〉 ⊗ |b〉) = |a〉 ⊗ |b+ a (mod 2r)〉, (31)
where a ∈ {0, 1} and b ∈ {0, 1, 2, ..., 2r− 1}. The counter
operator Λr+ can be constructed with r generalized TOF-
FOLI gates. For example, the construction for r = 4 is
given in Fig. 2. It is clear from the induction that Λr+
for general r is constructed in a similar way. Each gen-
eralized TOFFOLI gate can be decomposed as a linear
number of TOFFOLI gates with a single uninitialized an-
cilla bit that can be reused [53], and therefore a single Λr+
requires a single uninitialized ancilla bit.
+1
=
r
FIG. 2. The counter operator Λr+ with r = 4.
By using the counter operators, let us construct the
circuit of Fig 3, which computes the 3-CNF,
(x1 ∨ x¯2 ∨ x3) ∧ (x2 ∨ x3 ∨ x4). (32)
For a k-CNF, f : {0, 1}n → {0, 1}, it is clear from the
figure that
1. k−1 ancilla bits initialized to 0 are necessary to cal-
culate the value of a single clause. However, since
these ancilla bits are reset to 0 after evaluating a
clause, these ancilla bits are reusable.
2. To count the number of clauses that is 1, log(L+1)
ancilla bits are necessary, where L is the number of
clauses. Note that log(L+ 1) ∈ o(n), because
log(L + 1) ≤ log(L) + 1
≤ log 2n(2n− 1)...(2n− k + 1)
k!
+ 1
≤ log (2n)
k
k!
+ 1
≤ k + k logn− k log k + 1. (33)
3. Each counter operator needs a single uninitialized
ancilla bit. Since the ancilla bit is reusable, only
a single ancilla bit is enough throughout the com-
putation. This ancilla bit can also be used for the
final log(L+ 1)-bit TOFFOLI.
4. Finally, a single ancilla bit that encodes f(x) is
necessary.
Hence, in total, the number ξ of ancilla bits required is
ξ = k − 1 + log(L+ 1) + 1 + 1 = o(n). (34)
B. Proof of Theorem 1
Let f : {0, 1}n → {0, 1} be (a description of) a
polynomial-size Boolean circuit. Let ξ be the number
of AND and OR gates in f . Since f is polynomial-size,
ξ = poly(n). Then by simulating each AND and OR in f
with TOFFOLI and NOT, we can construct the (n+ ξ)-
qubit unitary operator U that uses onlyX and TOFFOLI
such that
U(|x〉 ⊗ |0ξ〉) = |junk(x)〉 ⊗ |f(x)〉 (35)
for any x ∈ {0, 1}n, where junk(x) ∈ {0, 1}n+ξ−1 is a
certain bit string whose detail is irrelevant here. Define
the (n+ ξ)-qubit unitary operator V by
V ≡ (H⊗n+ξ)(I⊗n+ξ−1 ⊗ Z)U(H⊗n ⊗ I⊗ξ), (36)
where H is the Hadamard gate and Z is the Pauli Z gate.
Then,
η ≡ |〈0n+ξ|V |0n+ξ〉|2
= |〈+n+ξ|(I⊗n+ξ−1 ⊗ Z)U 1√
2n
∑
x∈{0,1}n
|x〉 ⊗ |0ξ〉|2
= |〈+n+ξ| 1√
2n
∑
x∈{0,1}n
(−1)f(x)|junk(x)〉|f(x)〉|2
=
gap(f)2
22n+ξ
. (37)
(Note that the relation between the gap function and the
DQC1 model was also studied in Ref. [59].) If gap(f) 6= 0
then 0 < η < 1. If gap(f) = 0 then η = 0. From
Lemma 3 given below, by taking m = n + ξ, we can
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FIG. 3. A circuit that evaluates (x1∨ x¯2∨x3)∧(x2∨x3∨x4).
Each circuit in a red dotted box is the reversible OR gate.
construct the N ′ ≡ n + ξ + 1 qubit DQC1 model such
that its acceptance probability is
pacc =
4η(1− η)
2n+ξ
. (38)
If gap(f) 6= 0 then pacc > 0. If gap(f) = 0 then
pacc = 0. An m-qubit TOFFOLI can be decomposed
into a linear number of TOFFOLI gates with a single an-
cilla qubit [53]. In the construction, the ancilla qubit is
not necessarily initialized, and therefore the completely-
mixed state I/2 can be used. Hence the N ′-qubit DQC1
model can be simulated by the N ≡ N ′ + 1 = n + ξ + 2
qubit DQC1 model.
Assume that there exists a classical probabilistic al-
gorithm that samples pacc within a multiplicative error
ǫ < 1 and in time 2(1−a)n. This means that
|pacc − qacc| ≤ ǫpacc, (39)
where qacc is the acceptance probability of the 2
(1−a)n-
time classical probabilistic algorithm. If gap(f) 6= 0 then
qacc ≥ (1− ǫ)pacc > 0, (40)
and if gap(f) = 0 then
qacc ≤ (1 + ǫ)pacc = 0. (41)
This means that there exists a non-deterministic algo-
rithm running in time 2(1−a)n such that if gap(f) 6= 0
then accepts and if gap(f) = 0 then rejects. However, it
contradicts to Conjecture 4.
Lemma 3 [18] Let V be a quantum circuit acting on m
qubits. From V , let us construct the (m+1)-qubit DQC1
circuit of Fig. 4. Then, the acceptance probability pacc
of the DQC1 model (i.e., the probability of obtaining 0
in the computational-basis measurement), is
pacc =
4η(1− η)
2m
, (42)
where η ≡ |〈0m|V |0m〉|2.
A proof of Lemma 3 is obtained by a straightforward
calculation. (See also Ref. [18].)
V V
0
I  
m
m
XXXXXX
X
2
0
FIG. 4. The (m + 1)-qubit DQC1 model constructed from
an m-qubit unitary V . The line with the slash / means the
set of m qubits. A gate acting on this line is applied on each
qubit. The first qubit is measured in the computational basis.
If the measurement result is 0, as is indicated in the figure,
we accept. Otherwise, reject.
C. Proof of Theorem 4
Given (a description of) a Boolean circuit f : {0, 1}n →
{0, 1}, we again construct the (n + ξ)-qubit unitary op-
erator U such that
U(|x〉 ⊗ |0ξ〉) = |junk(x)〉 ⊗ |f(x)〉 (43)
for any x ∈ {0, 1}n, where ξ = poly(n) and junk(x) ∈
{0, 1}n+ξ−1 is a bit string. Note that U uses only X and
TOFFOLI. Consider the N ′ ≡ n + ξ + 1 qubit HC1Q
circuit in Fig. 5. By a straightforward calculation, the
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probability of obtaining the result 0n0ξ−111, which we
define as the acceptance probability pacc, is
pacc =
gap(f)2
22n+2ξ
. (44)
Then, if gap(f) 6= 0, pacc > 0. If gap(f) = 0, pacc = 0.
The ξ-qubit TOFFOLI used in the circuit of Fig. 5 can
be decomposed into a linear number of TOFFOLI gates
with a single uninitialized ancilla qubit, which can be
|+〉 state [53]. Therefore, the N ′-qubit HC1Q model is
simulated by the N ≡ N ′ + 1 = n + ξ + 2 qubit HC1Q
model.
Assume that there exists a classical probabilistic al-
gorithm that samples pacc in time 2
(1−a)n and within a
multiplicative error ǫ < 1:
|pacc − qacc| ≤ ǫpacc, (45)
where qacc is the acceptance probability of the classical
algorithm. Then, if gap(f) 6= 0,
qacc ≥ (1− ǫ)pacc > 0, (46)
and if gap(f) = 0,
qacc ≤ (1 + ǫ)pacc = 0. (47)
This means that deciding gap(f) 6= 0 or gap(f) = 0 can
be done in non-deterministic 2(1−a)n time, which contra-
dicts to Conjecture 4.
H
0
0
0 H U
H
H
n
0
0
1
0 H H 1
-1
X
X
FIG. 5. The (n+ξ+1)-qubit HC1Q circuit used for the proof.
The first line with the slash / means the set of n qubits. The
second line with the slash / means the set of ξ − 1 qubits. A
gate acting on these lines is applied on each qubit. All qubits
are measured in the computational basis. If the measurement
result is 0n0ξ−111, as is indicated in the figure, we accept.
Otherwise, reject.
D. Proof of Theorem 2
It is shown in Ref. [54] that any logarithmic depth
Boolean circuit f : {0, 1}n → {0, 1} (that consists
of AND, OR, and NOT) can be implemented with a
polynomial-size quantum circuit U acting on n+1 qubits
such that
U(|x〉 ⊗ |b〉) = eig(x)|x〉 ⊗ |f(x)⊕ b〉 (48)
for all x ∈ {0, 1}n and b ∈ {0, 1}, where g is a certain
function. Let us define the (n+ 1)-qubit unitary V by
V ≡ (H⊗n ⊗ I)U †(I⊗n ⊗ Z)UH⊗n+1. (49)
Then,
η ≡ |〈0n+1|V |0n+1〉|2 = gap(f)
2
22n+1
. (50)
From now on the same proof holds as the proof of
Theorem 1 with ξ = 1. Therefore, we can construct
the N -qubit DQC1 model with N = n + 3 such that
its acceptance probability pacc satisfies pacc > 0 when
gap(f) 6= 0, and pacc = 0 when gap(f) = 0. If pacc is
classically sampled within a multiplicative error ǫ < 1 in
2(1−a)(N−3) = 2(1−a)n-time, Conjecture 5 is violated.
E. Proof of Theorem 3
For a given polynomial-size classical reversible circuit
C : {0, 1}n+ξ → {0, 1}n+ξ that consists of only NOT and
TOFFOLI, its quantum version, U , works as
U(|x〉 ⊗ |0ξ〉) = |junk(x)〉 ⊗ |Cn+ξ(x0ξ)〉 (51)
for any x ∈ {0, 1}n, where junk(x) ∈ {0, 1}n+ξ−1 is a bit
string (it is actually the first n + ξ − 1 bits of C(x0ξ).)
Therefore, the same proof as that of Theorem 1 holds by
considering Cn+ξ(x0
ξ) as f(x). Hence we can construct
the N -qubit DQC1 model with N = n+ ξ + 2 whose ac-
ceptance probability cannot be classically sampled within
a multiplicative error ǫ < 1 in 2(1−a)(N−ξ−2) = 2(1−a)n-
time.
F. Proof of Theorem 5
It is the same as the proof of Theorem 4 by replacing
f(x) with Cn+ξ(x0
ξ).
G. Proof of Theorem 6
For a given 3-CNF withm clauses, f : {0, 1}n → {0, 1},
let us construct the unitary operator U such that
U(|x〉 ⊗ |0ξ〉) = |junk(x)〉 ⊗ |f(x)〉 (52)
for any x ∈ {0, 1}n, where junk(x) ∈ {0, 1}n+ξ−1 is a
certain bit string, and U consists of only NOT and TOF-
FOLI. Such U is constructed by replacing each AND and
OR in f with TOFFOLI. The 3-CNF f contains 2m OR
gates and m− 1 AND gates. The replacement of a single
AND (or OR) gate with TOFFOLI needs a single ancilla
qubit initialized to 0, and therefore
ξ = 2m+m− 1 = 3m− 1. (53)
Let us define the circuit V by
V ≡ (H⊗n+ξ−1 ⊗X)U(H⊗n ⊗ I⊗ξ). (54)
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Then
pacc ≡ |〈0n+ξ|V |0n+ξ〉|2
= |〈+n+ξ−11| 1√
2n
∑
x∈{0,1}n
|junk(x)〉 ⊗ |f(x)〉|2
=
(#f)2
22n+ξ−1
. (55)
The circuit V has 3m − 1 TOFFOLI gates. A single
TOFFOLI gate can be represented by Clifford gates and
seven T gates [58]. Therefore V has t = 21m−7 T gates,
which means m = t+721 . Assume that pacc is calculated
within an additive error smaller than 2−
3t+14
7 and in 2o(t)
time. Then, since
1
2
3t+14
7
≤ 1
2
× 1
22n+ξ−1
(56)
(note that n ≤ 3m), and
2o(t) = 2o(
t+7
21
) = 2o(m), (57)
it means that #f > 0 or #f = 0 can be decided in 2o(m)
time, which contradicts to Conjecture 1.
H. Proof of Theorem 7
For a given 3-CNF withm clauses, f : {0, 1}n → {0, 1},
let us construct the same unitary operator U such that
U(|x〉 ⊗ |0ξ〉) = |junk(x)〉 ⊗ |f(x)〉 (58)
for any x ∈ {0, 1}n, where junk(x) ∈ {0, 1}n+ξ−1 is a
certain bit string, U consists of only NOT and TOFFOLI,
and ξ = 3m− 1. Let us define the circuit V by
V ≡ H⊗n+ξ(I⊗n+ξ−1 ⊗ Z)U(H⊗n ⊗ I⊗ξ). (59)
Then
pacc ≡ |〈0n+ξ|V |0n+ξ〉|2 = gap(f)
2
22n+ξ
. (60)
Since V has t = 21m − 7 T gates, if pacc can be classi-
cally sampled within a multiplicative error ǫ < 1 in 2o(t)
time, it means gap(f) 6= 0 or gap(f) = 0 is decided in
non-deterministic 2o(m) time, which contradicts to Con-
jecture 7.
I. Proof of Theorem 8
It was shown in Ref. [45] that any quantum circuit
over Clifford gates and t T gates can be simulated by a t-
qubit PBC. Therefore, the acceptance probability pacc of
Eq. (60) can be exactly sampled with a t = 21m−7 qubit
PBC. Due to Conjecture 7, pacc cannot be classically
sampled within a multiplicative error ǫ < 1 and time
2o(m) = 2o(t).
J. Proof of Theorem 9
Given a polynomial-size Boolean circuit f : {0, 1}n →
{0, 1}, construct the unitary U that consists of only NOT
and TOFFOLI such that
U(|x〉 ⊗ |0ξ〉) = |junk(x)〉 ⊗ |f(x)〉 (61)
for any x ∈ {0, 1}n by replacing each AND and OR of
f with TOFFOLI, where ξ = poly(n) is the number of
AND and OR gates in f and junk(x) ∈ {0, 1}n+ξ−1 is a
certain bit string. From U , we can construct V such that
V (|x〉 ⊗ |0ξ〉 ⊗ |0〉) = |x〉 ⊗ |0ξ〉 ⊗ |f(x)〉 (62)
for any x ∈ {0, 1}n. In fact, with a CNOT gate, we can
copy the value of f(x) to an additional ancilla qubit as
|junk(x)〉 ⊗ |f(x)〉 ⊗ |0〉
→ |junk(x)〉 ⊗ |f(x)〉 ⊗ |f(x)〉. (63)
We then apply U † so that
U †(|junk(x)〉 ⊗ |f(x)〉) ⊗ |f(x)〉
= |x〉 ⊗ |0ξ〉 ⊗ |f(x)〉. (64)
Then if we define W by
W ≡ (H⊗n ⊗ I⊗ξ ⊗H)V (H⊗n ⊗ I⊗ξ+1), (65)
we obtain
|〈0n+ξ1|W |0n+ξ+1〉|2 = gap(f)
2
22n+1
, (66)
which cannot be classically sampled within a multiplica-
tive error ǫ < 1 in 2(1−a)n = 2(1−a)(
h
2
− 1
2
) time, where
h ≡ 2n+ 1 is the number of H in W .
K. Proof of Theorem 10
Given a CNF, f : {0, 1}h → {0, 1}, with at most ch
clauses, let us construct the N ≡ h+ξ+1 qubit quantum
circuit U such that
U(|x〉 ⊗ |0ξ〉 ⊗ |0〉) = |x〉 ⊗ |0ξ〉 ⊗ |f(x)〉 (67)
for any x ∈ {0, 1}h. Such U is constructed by replacing
AND and OR of f with TOFFOLI. Therefore U consists
of X , CNOT, and TOFFOLI. The CNF f contains at
most ch(2h− 1) OR gates and ch− 1 AND gates. There-
fore, ξ = ch(2h− 1)+ ch− 1 = 2ch2− 1. If we define the
N -qubit quantum circuit V by
V ≡ U(H⊗h ⊗ I⊗ξ+1), (68)
then,
‖(I⊗N−1 ⊗ |1〉〈1|)V |0N〉‖2 = #f
2h
. (69)
If it is exactly classically calculated in deterministic
2(1−a)h time, we can decide #f > 0 or #f = 0 in deter-
ministic 2(1−a)h time, which violates SETH.
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L. Proof of Theorem 11
By using a similar construction as that in Ref. [60], for
any a, b ∈ {0, 1}N , 〈a|U |b〉 can be written as
〈a|U |b〉 = 1√
2h
∑
x∈{0,1}h
(ei
pi
4 )f1(x)(−1)f2(x), (70)
where h is the number of H gates in U ,
f1(x) =
h∑
i=1
αixi + β (71)
with αi, β ∈ {1, 2, 3, 4, 5, 6, 7}, and
f2(x) =
h∑
i=1
h∑
j=1
γi,jxixj + δ (72)
with γi,j , δ ∈ {0, 1}.
For a degree 2 polynomial p ∈ Z[x1, x2, . . . , xh] and
an integer j ∈ {0, 1, . . . , 7}, we define a Boolean function
gj : {0, 1}h → {0, 1} as
gj(x) =
{
1 if p(x) ≡ j mod 8,
0 otherwise.
We have
∑
x∈{0,1}h
(ei
pi
4 )p(x) =
∑
x∈{0,1}h
7∑
j=0
(ei
pi
4 )jgj(x) (73)
=
7∑
j=0
(ei
pi
4 )j
∑
x∈{0,1}h
gj(x). (74)
We will show that for some a < 1 and any j,∑
x∈{0,1}h gj(x) can be computed in deterministic time
2ah+o(h). First we represent gj as a polynomial in
Z2[x1, x2, . . . , xh].
Fact 1 For each j ∈ {0, 1, . . . , 7}, there exists a de-
gree 14 polynomial pj ∈ Z[x1, x2, . . . , xh] such that
gj(x) ≡ pj(x) mod 2 holds for all x ∈ {0, 1}h.
Proof. The fact is an immediate consequence of the
following.
Lemma 4 (see e.g. [55, 56]) There is a degree 7 poly-
nomial q ∈ Z[x] such that
q(x) =
{
1 if x ≡ 0 mod 8,
0 otherwise,
holds for all x ∈ Z.
Setting pj(x) = q(p(x) − j) completes the proof.
At this point, computing
∑
x∈{0,1}h gj(x) is reduced
to counting the number of roots of the equation pj(x) ≡
1 mod 2. To do so, we will follow the approach of Loksh-
tanov et al. [46]. We make use of k-modulus amplifying
polynomials given by the following lemma.
Lemma 5 ([55]) For all positive integer k, there is a
degree 2k − 1 polynomial rk ∈ Z[x] such that for all
x ∈ Z, it holds that
x ≡ 0 mod 2 ⇒ rk(x) ≡ 0 mod 2k,
x ≡ 1 mod 2 ⇒ rk(x) ≡ 1 mod 2k.
For a positive integer k and an integer j ∈ {0, 1, . . . , 7},
let
sj,k(y) =
∑
z∈{0,1}k
rk+1(pj(y1, . . . , yh−k, z1, . . . , zk)).
Then we have:
Fact 2 For all y ∈ {0, 1}h−k,
∑
z∈{0,1}k
gj(y1, . . . , yh−k, z1, . . . , zk) ≡ sj,k(y) mod 2k+1.
Since rk+1(pj(y1, . . . , yh−k, z1, . . . , zk)) is a multi-
linear polynomial of degree 14(2k + 1), we can write it
down as a sum of terms in time(
h− k
14(2k + 1)
)
2o(h).
for each z ∈ {0, 1}k. Thus, we can write down sj,k(y) as
a sum of terms in time(
h− k
14(2k + 1)
)
2k+o(h).
Then, we apply the following lemma.
Lemma 6 (see e.g. Section 6.2 in [57]) Given a
multi-linear polynomial p ∈ Z[x1, . . . , xh] represented as
a sum of terms, we can obtain the evaluation of p for all
x ∈ {0, 1}h in time 2h+o(h).
The lemma implies that we can obtain the evaluation of
sj,k(y) for all y ∈ {0, 1}h−k in time 2h−k+o(h). By Fact 2,
we also obtain the evaluation of
tj(y) =
∑
z∈{0,1}k
gj(y1, . . . , yh−k, z1, . . . , zk) (75)
for all y. Finally we obtain the value of
∑
x∈{0,1}h gj(x)
by calculating
∑
y∈{0,1}h−k tj(y) in time 2
h−k+o(h).
In the above procedure, required computation time is
at most (
h− k
14(2k + 1)
)
2k+o(h) + 2h−k+o(h).
By setting k = h× 0.015035 · · · , both terms are bounded
above by 20.984965h+o(h).
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M. Proof of Lemma 2
Assume that a language L is in coNP. Then, if x ∈
L then #f = 0, and if x /∈ L then #f > 0, where
f is a certain Boolean circuit. By the assumption, we
can construct the quantum circuit V . Then, if x ∈ L
then pacc > 0, and if x /∈ L then pacc = 0. This means
that coNP is in NQPDQC1, where NQPDQC1 is equivalent
to NQP except that the decision quantum circuit is the
DQC1 model. Here NQP is a quantum version of NP,
and defined as follows.
Definition 10 A language L is in NQP if and only
if there exists a uniformly-generated family {Vx}x of
polynomial-size quantum circuits such that if x ∈ L then
pacc > 0 and if x /∈ L then pacc = 0, where pacc is the
acceptance probability of Vx.
It is known that NQP = NQPDQC1 [18, 19], and therefore
we have shown coNP ⊆ NQP = coC=P.
N. Proof of Theorem 12
For a given 3-CNF withm clauses, f : {0, 1}n → {0, 1},
let us construct the (n+ξ+1)-qubit unitary U such that
U(|x〉 ⊗ |0ξ〉 ⊗ |0〉) = |x〉 ⊗ |0ξ〉 ⊗ |f(x)〉 (76)
for any x ∈ {0, 1}n, where ξ = 3m − 1. Such U is con-
structed as follows. First, we replace each AND and OR
in f with a single TOFFOLI by adding a single ancilla
bit initialized to 0. Since f contains 2m OR gates and
m − 1 AND gates, the number of TOFFOLI gates (and
the number of ancilla bits) is ξ = 2m+m− 1 = 3m− 1.
Let U ′ be thus constructed circuit. The circuit U ′ con-
tains NOT gates and ξ TOFFOLI gates. If we consider
it as a quantum unitary circuit,
U ′(|x〉 ⊗ |0ξ〉) = |junk(x)〉 ⊗ |f(x)〉, (77)
where junk(x) ∈ {0, 1}n+ξ−1 is a certain bit string whose
detail is irrelevant here. Then, we have only to define the
(n+ ξ + 1)-qubit unitary U by
U ≡ ((U ′)−1 ⊗H)(I⊗n+ξ−1 ⊗ CZ)(U ′ ⊗H). (78)
From the construction, it is clear that U consists of only
X , CNOT, and TOFFOLI gates. Let us define the (n+
ξ + 1)-qubit quantum circuit V by
V ≡ (H⊗n ⊗ I⊗ξ ⊗X)U(H⊗n ⊗ I⊗ξ+1). (79)
Then,
〈0n+ξ+1|V |0n+ξ+1〉 = #f
2n
. (80)
Let |Ψ〉 be a resource of ξ TOFFOLI gates. Then there
exists an (n + ξ + 1 + r)-qubit Clifford circuit W such
that
〈0n+ξ+1|V |0n+ξ+1〉
= η−1〈0n+ξ+1+r|W (|0n+ξ+1〉 ⊗ |Ψ〉)
=
χ(|Ψ〉)∑
j=1
η−1cj〈0n+ξ+1+r|W (|0n+ξ+1〉 ⊗ Cj |0r〉), (81)
where
η ≡
∥∥∥(I⊗n+ξ+1 ⊗ |0r〉〈0r|)|W(|0n+ξ+1〉 ⊗ |Ψ〉)∥∥∥.(82)
The quantity of Eq. (81) can be computed in χ(|Ψ〉) ×
poly(ξ, n) time, and therefore
χ(|Ψ〉)× poly(ξ, n) ≥ 2Ω(m), (83)
which means
χ(|Ψ〉) ≥ 2
Ω(ξ)
poly(ξ, n)
≥ 2
Ω(ξ)
poly(ξ)
= 2Ω(ξ), (84)
where we have used n ≤ 3m = ξ + 1.
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