Abstract. Let L be the infinitesimal generator of an analytic semigroup on L 2 (R n ) with Gaussian kernel bounds, and let L −α/2 be the fractional integrals of L for 0 < α < n. Assume that b = (b 1 , b 2 , · · · , bm) is a finite family of locally integrable functions, then the multilinear commutators generated by b and L −α/2 is defined by
Introduction and Main Results
Assume that L is a linear operator on L 2 (R n ), which generates an analytic semigroup e −tL with a kernel p t (x, y) satisfying a Gaussian upper bound, that is, |p t (x, y)| ≤ C t n/2 e −c |x−y| 2 t , (1.1) for x, y ∈ R n and all t > 0. For 0 < α < n, the fractional integral L −α/2 generated by the operator L is defined by
Note that if L = −∆, which is the Laplacian on R n , then L −α/2 is the classical fractional integral I α :
I α f (x) = Γ((n − α)/2) π n/2 2 α Γ(α/2) R n f (y) |x − y| n−α dy. is the higher commutator.
It is well known that if b ∈ BM O, the commutator of fractional integral operator [b, I α ] is bounded from L p (R n ) to L q (R n ), where 1 < p < n/α, 1/q = 1/p− α/n, see [1] . In 2004, Duong and Yan [3] On the other hand, the classical Morrey space was introduced by C.B.Morrey in the 1930s. Then there are lots of study of classical operators on Morrey spaces and Morrey type spaces, for detail see [2] , [6] , [7] , [13] , [17] - [22] . In 2009, Komori and Shirai gave the definition of weighted Morrey space, and studied the boundedness of Hardy-Littlewood operator, fractional integral operator, Calderón-Zygmund operator and its commutators on this space. After that, the study about this space has been increased. Wang [23] [23] , [24] .
Motivated by the above results, in this paper, we will consider the local integrable function b belongs to another weighted BMO space, that is, when b j ∈ BM O(w), j = 1, 2, · · · , m, whose definition will be given later, we study the boundedness of L −α/2 b on weighted Morrey space. The main result of this paper is as follows. Theorem 1.1. Assume the condition (1.1) holds. Let 0 < α < n, 1 < p < n/α, 1/q = 1/p − α/n, 0 ≤ κ < p/q, w q/p ∈ A 1 , and r w > 1−κ p/q−κ , where r w denotes the critical index of w for the reverse Hölder condition. If
Definitions and lemmas
A weight is a locally integrable function on R n which takes values in (0, ∞) almost everywhere. For a weight w and a measurable set E, we define w(E) = E w(x)dx, the Lebesgue measure of E by |E| and the characteristic function of E by χ E . For a real number p, 1 < p < ∞, p ′ is the conjugate of p, i.e. 1/p + 1/p ′ = 1. The letter C denotes a positive constant that may vary at each occurrence but is independent of the essential variable.
Definition 2.1. Let 1 ≤ p < ∞, 0 < κ < 1, w is a weight, then weighted Morrey space is defined by
and the supremum is taken over all balls B in R n .
Definition 2.2. Let 1 ≤ p < ∞, 0 < κ < 1, u, v are weight, then two weights weighted Morrey space is defined by
and the supremum is taken over all balls B in R n . If u = v, then we denote L p,κ (u) for short.
Definition 2.3.
A weight function w is in the Muckenhoupt class A p with 1 < p < ∞ if for every ball B in R n , there exists a positive constant C which is independent of B such that 1
When p = ∞, w ∈ A ∞ , if there exist positive constant δ and C such that given a ball B and E is a measurable subset of B, then
Definition 2.4. A weight function w belongs to the reverse Hölder class RH r if there exist two constants r > 1 and C > 0 such that the following reverse Hölder inequality
holds for every ball B in R n .
It is well known that if w ∈ A p with 1 ≤ p < ∞, then there exists r > 1 such that w ∈ RH r . It follows from Hölder inequality that w ∈ RH r implies w ∈ RH s for all 1 < s < r. Moreover, if w ∈ RH r , r > 1, then we have w ∈ RH r+ε for some ε > 0. We thus write r w ≡ sup{r > 1 : w ∈ RH r } to denote the critical index of w for the reverse Hölder condition. If α = 0, we denote M r,w for short.
Definition 2.6. A family of operators {A t : t > 0} is said to be an "approximation to identity" if, for every t > 0, A t is represented by the kernel a t (x, y), which is a measurable function defined on R n × R n , in the following sense: for every
and
Here g is a positive, bounded, decreasing function satisfying
for some ε > 0.
Associated with an "approximation to identity" {A t : t > 0}, Martell [10] introduced the sharp maximal function as follows:
where t B = r 2 B , r B is the radius of the ball B and f ∈ L p (R n ) for some p ≥ 1. Notice that our analytic semigroup {e −tL : t > 0} is an "approximation to identity". In particular, denote
Then, let us make some notations. Given any positive integer m, for all 0 ≤ j ≤ m, we denote by C m j the family of all finite subsets σ = {σ 1 , σ 2 , · · · , σ j } of {1, 2, · · · , m} of different elements, and
[10] Assume that the semigroup e −tL has a kernel p t (x, y) which satisfies the upper bound (1.1). Take λ > 0, f ∈ L 1 0 (R n ) and a ball B 0 such that there exists x 0 ∈ B 0 with M f (x 0 ) ≤ λ. Then, for every w ∈ A ∞ , 0 < η < 1, we can find γ > 0 (independent of λ, B 0 , f, x 0 ) and constant C, r > 0 (which only depend on w)
Where A > 1 is a fixed constant which depends only on n.
As a result, by using the standard arguments, we have the following estimates:
It is also holds for I α .
Proof Since semigroup e −tL has a kernel p t (x, y) that satisfies the upper bound (1.1), it is easy to see that for
. From the boundedness of I α on weighted Morrey space (see Lemma 2.10), we get
Remark 2.14. Since I α is of weak (1, n/(n − α)) type, from the above proof, we can obtain L −α/2 is of weak (1, n/(n − α)) type.
Lemma 2.15. [3]
Assume the semigroup e −tL has a kernel p t (x, y) which satisfies the upper bound (1.1). Then for 0 < α < n, the differential operator L −α/2 − e −tL L −α/2 has an associated kernelK α,t (x, y) which satisfies
where t B = r 2 B , r B is the radius of B.
Since for any y ∈ B, z ∈ 2B, from (1.1), we get
Thus,
For simplicity, we only consider the case of j = 2. The case of j > 2 is the same. Then
We split M 1 as follows.
Choose τ 1 , τ 2 , τ, s > 1 that satisfy 1/τ 1 + 1/τ 2 + 1/τ + 1/s = 1. Then from Hölder's inequality and w ∈ A 1 , we have
In the above inequalities, we use the fact that if w ∈ A 1 , then w ∈ A ∞ . Thus the norm of BM O(w) is equivalent to the norm of BM O(R n ) (see Definition 2.7).
For M 12 , we first estimate the term contains (b σ2 ) 2B . In fact, it follows from the John and Nirenberg lemma that there exist C 1 > 0 and C 2 > 0 such that for any ball B and α > 0
Using the definition of A ∞ , we get
for some δ > 0. Hence this inequality implies that
We now estimate M 12 as follows: select u, v such that
by Hölder inequality, w ∈ A 1 and (2.1), we have
The estimate for M 13 is the same as M 12 , so we have
For the above τ , choose τ ′ > 1 such that
, then by Hölder inequality combining the inequality (2.1) and w ∈ A 1 , we get
Combining the above results, we immediately have
For the term M 2 , using the fact that |b 2B − b B | ≤ C b * (see [16] ), we now get
The estimate of M 21 is the same as M 12 , thus we have M 21 ≤ C b σ * M τ,w f (x). For M 22 , using the same method of M 14 , we get
Using the same method as M 14 to estimate M 4 , we get
On the other hand, for any y ∈ B, z ∈ 2 k+1 B \ 2 k B, we get |y − z| ≥ 2 k−1 r B , then
As before, for simplicity, we consider the case of j = 2,
For N 1 , similar to that of M 1 , we have
Using the fact that |b 2 j+1 B − b B | ≤ 2 n (j + 1) b * (see [16] ), the estimates for
Consequently, the lemma has been proved.
Proof For any given x ∈ R n , take a ball
f can be written as the following form
where C j,m is a constant only relevant to j, m. Thus
where t B = r 2 B , r B is the radius of ball B.
Let us now estimate I, II, III, IV, V, V I, V II respectively.
We take m = 2 as an example, the estimate for the case m > 2 is the same. We split I as follows:
Choose r 1 , r 2 , r, q > 1, such that 1/r 1 + 1/r 2 + 1/r + 1/q = 1, then by Hölder's inequality, w ∈ A 1 , and using the same estimate of M 1 , we have
For II, take τ 1 , · · · , τ j , τ, ν > 1 that satisfy 1/τ 1 + · · · + 1/τ j + 1/τ + 1/ν = 1, then by the same estimate as I, we get
Before we estimate III, let us introduce Kolmogorov's inequality ( [5] ,P455):
Applying Kolmogorov's inequality, weak (1, n/(n − α)) boundedness of L −α/2 (see Remark 2.14) and Hölder's inequality, we have
We consider the case of m = 2 for example. Take r 1 , r 2 , r, q > 1 such that 1/r 1 + 1/r 2 + 1/r + 1/q = 1, then
The estimates of III 1 , III 2 , III 3 are similar to that of M 1 , M 2 , M 3 , thus we get
For III 4 :
Therefore,
By Lemma 2.16:
We estimate V I as follows:
For V I 1 , since y ∈ B, z ∈ 2B, |p tB (y, z)| ≤ C|2B| −1 , thus Then, we can make use of induction on σ ⊆ {1, 2, · · · , m} to get that
This completes the proof of Theorem 1.1.
