Traditionally, sensory systems in adult mammals have been considered to be highly stable in organization and virtually immutable. This view is now being modified because partial deafferentation of sensory representations in cortex are typically followed by topographic map reorganization with deprived neurons becoming responsive to the remaining inputs (see recent reviews by Kaas, 1991 Kaas, , 1994 Garraghty et al., 1994) . Specifically, in the primary visual cortex of cats and monkeys, a small lesion of the retina of one eye, when matched by a visuotopically overlapping lesion of the other eye, produces a zone of binocularly deprived cortex where neurons come to be responsive to portions of retina adjacent to the lesions (Kaas et al., 1990; Heinen and Skavenski, 1991; Gilbert and Wiesel, 1992) . Similar phenomena have been reported to occur in auditory and somatosensory cortex after cochlear or peripheral nerve damage (see Kaas, 1991 Kaas, , 1994 , for reviews).
Although reactivation does occur, it is not yet certain how or if neurons in the reorganized cortex contribute to perception. For such neurons to play a useful role in sensory processing, it would seem necessary that they have normal or nearly normal receptive field characteristics. Presently, little is known about the response properties of individual, reactivated neurons because previous studies have concentrated on the conditions required for map reorganization. Another reason for investigating the response properties of individual neurons is that these properties should reflect the characteristics of the mechanisms responsible for reorganization. Normal properties would seem to require the reinstatement of very precise local connections. During development, such connections form as a part of activity-dependent selection processes (for reviews, see Movshon and Van Sluyters, 198 1; Sherman and Spear, 1982; Mitchell and Timney, 1984; Friedlander and Tootle, 1990; Kiorpes, 1990, 1993; Rauschecker, 1991; Garraghty and Sur, 1993) that may operate during the reorganization of mature sensory systems as well.
With the use of standard single-unit recording procedures and quantitative data-analysis methods (Chino et al., 1991 , we asked whether or not the receptive fields of reactivated neurons are "normal." Specifically, we measured the responses of reactivated neurons to drifting sinusoidal gratings as a function of orientation, the direction of drift, spatial frequency, and contrast. The results from reactivated neurons were compared to those obtained from units in normally innervated portions of the striate cortex and retinotopically matched neurons in normal cats. We found that stimulus selectivity of these originally deafferentated, but reactivated, neurons were surprisingly normal, although their overall responsiveness was dramatically reduced.
Some of the data have been presented briefly elsewhere (Sasaki et al., 1994) .
Materials and Methods
Subjects and retinal lesions An argon blue/green laser (HGM model PC) was used to make retinal lesions. Four normal adult pigmented cats, weighing between 2.5 and 4.0 kg, were anesthetized with an intramuscular injection of ketamine hydrochloride (30 mg/kg)/xylazine (4 mgikg) mixture and cycloplegia was produced with topically applied cyclopentolate hydrochloride (2 drops, 1%). An experimental lesion (-1 mm in diameter) was made in a Lesion e f . ,f the upper nasal retina of the right eye between the optic disk and the area centralis. The laser parameters were set to make lesions that included the retinal ganglion cell layer (e.g., intensity = 0.3-0.8 W, duration = 0.5 set, and size = 1000 )*rn in diameter). The left eye received a similar but much larger lesion in the corresponding area of the retina. Following laser surgery, the animals were housed under normally lighted visual conditions for 2.5-3 months prior to the time of recording experiments. Two normal cats without laser lesions served as control subjects.
Animal preparation
The cats were premeditated with atropine sulfate (0.05 mg/kg, s.c.) and initially anesthetized with an intraperitoneal injection of sodium pentobarbital (40-50 mg/kg). A femoral vein was cannulated with an indwelling catheter for the subsequent infusion of drugs. A tracheotomy was performed to facilitate artificial respiration, and the subjects were secured in a stereotaxic instrument. A rectal thermistor and electronically controlled heating pads were used to maintain core temperature at 38°C. A craniotomy and durotomy (10 mm in diameter) were made at H-C coordinate AP-0. A plastic cylinder was fitted over the hole and was fixed onto the skull with acrylic cement. After all surgical procedures were completed, the animals were paralyzed by an intravenous infusion of pancuronium bromide (a loading dose of 0.1 mg/kg followed by continuous infusion of 0.1-0.2 mg/kg/hr) in a 5% dextrose Ringer solution (2.5 ml/kg/hr). The animal was artificially respired with a mixture of 59% N,O, 39% O,, 2% CO,. The respiration volume was adjusted to maintain the end-tidal CO, between 3.5% and 4%. Anesthesia was maintained by the continuous intravenous infusion of sodium pentobarbital (Nembutal, 14 mglkglhr in the 5% dextrose Ringer's solution). The anesthetic level was continuously monitored by observing the EEG, EKG, and heart rate, particularly in response to a periodic paw pad pinch.
The nictitating membranes were retracted by the topical application of phenylephrine hydrochloride (lo%), and cycloplegia and mydriasis were produced by 1% atropine sulfate topically instilled into the eyes. The animal's corneas were protected with rigid gas-permeable extendedwear contact lenses. Retinoscopy was used to refract the eyes for the 114 cm viewing distance used in all experiments. Additional lenses were used to correct refractive errors (spherical or cylindrical) of 0.50 diopters or greater. In addition, when a cell with a high-spatial-frequency cutoff was encountered, its responses were recorded as a function of spherical lens power to verify the proper refractive correction. The contact lenses were removed and cleaned periodically throughout the experiment. A fiber optic from a high-intensity light source was used to illuminate the retina and project the images of the optic disk, the area centralis, the experimental lesion, and the major blood vessels onto the tangent screen (Pettigrew et al., 1979) . This procedure was frequently repeated to monitor eye drifts.
Recording and stimulation
An epoxy-insulated tungsten microelectrode was introduced into the brain through an electrically shielded guide tube. The plastic chamber was filled with 5% agar and sealed with melted wax. Action potentials were recorded and amplified by the use of conventional technology. A window discriminator provided standard pulses that were accumulated by a PDP-1 l/73 computer. A gimbaled mirror was used to project the receptive fields, which were mapped on the tangent screen, onto the center of a cathode ray tube (CRT) screen (P-31 phosphor). The CRT had a space-average luminance of 21 cd/m*. Sinusoidal gratings were generated on the monitor with a microprocessor-based function generator that was controlled by the PDP-1 l/73 computer. The parameters of the drifting sinusoidal gratings (orientation, direction of drift, spatial frequency, temporal frequency, and contrast) could be controlled independently. A Pritchard Spectra Photometer equipped with an automated scanning slit was used to calibrate the luminance and contrast of the display. Stimulus contrast was defined as (L,,, -L,,,,,)I(L,,, + L,,,), t where L,,,,,, and L,,, were the maximum and minimum luminance levels, respectively. The temporal frequency of all stimuli was kept at 3.12 Hz.
Data analysis
The neurons' responses were accumulated in 10 msec bins and compiled into peristimulus time histograms (PSTHs) that were equal in duration to, and synchronized with, the temporal cycle of the grating stimuli. The amplitude and phase of the temporal response components in the PSTHs were determined by Fourier analysis. To facilitate the comparisons of the relative effectiveness of different visual stimuli, the potential impact of variations in the responsiveness of the cortical neurons over time was minimized by collecting the quantitative data using a multihistogram technique (Movshon et al., 1978) . In all experiments, the stimuli were presented multiple times in a randomly ordered sequence for relatively short periods (e.g., 10 cycles of a sine wave grating were drifted across the receptive field). During a given experiment, the newly randomized stimulus sequence was usually repeated three to six times, producing PSTHs for each stimulus that represented the neuron's response to 30-60 grating cycles. One or two blank stimuli (i.e., zero contrast controls) were included in each repeat of the newly randomized sequence to provide a measure of the neuron's maintained firing rate.
Experimental procedures
Mapping. Based on the previous data obtained from mapping experiments in our laboratories (Kaas et al., 1990 : Chino et al.. 1992 . three to five penetration sites were selected on the postlateral gyms between H-C coordinates A-l and P-2, and as close as possible to the midline. Single-unit activity was isolated in about 200 pm intervals over the 6 7 mm distance of each penetration along the medial bank. For each well-isolated neuron, the minimum response field (Barlow et al., 1967) was first mapped on the tangent screen with hand-held stimuli. In the experimental animals, all visual stimuli were monocularly presented to the eye with the small experimental lesion (contralateral to the recording hemisphere). To ensure the completeness of bilateral deafferentation, however, we tested whether a given unit could be activated by stimulation of the fellow ipsilateral eye. In normal control cats, the data were obtained under identical visual stimulation and recording conditions (i.e., by stimulating the contralateral eye alone while occluding the ipsilateral eye). Determination of the border between the reorganized and normal cortical zones. During each penetration, it was determined whether cortical maps were reorganized in response to the retinal lesions and, if so, how reorganization was expressed. For the quantitative data analysis, we segregated the receptive fields of newly activated units from adjacent "normal" units based on the following procedures. We optically projected the experimental retinal lesion on the tangent screen, which appeared as a clear dark circle primarily due to damage to the tapetum. The visible borders of the lesions were distinct and matched well with the extent of the retinal damage (see Fig. Id ). Due to the sharpness of the retinal lesion, it was expected that the border of the cortical scotoma determined by our mapping experiments would closely correspond with the border of the projected retinal lesion. In each penetration, as our electrode advanced along the medial wall of the postlateral gyrus, the position of receptive fields systematically shifted laterally away from the vertical meridian into the periphery until the edge of the projected retinal lesion was encountered. With further electrode advancements, the normal lateral shift of receptive fields did not occur and no receptive fields could be mapped inside the area of the projected retinal lesion. Instead, because of topographic reorganization, the movement of our electrode into the deafferentated cortical zone was expected to cause newly acquired receptive fields to pile up at both the central and peripheral edges of the scotoma (i.e., no shift in position), to result in split receptive fields across the scotoma, and/or to cause an orderly receptive field progression around the scotoma (i.e., an obvious upward or downward displacement in receptive field position).
The cortical scotoma borders were most easily identified when the reorganized receptive fields were systematically displaced upward or downward, or when split receptive fields were obtained. In instances where the receptive fields simply piled up at the visible border of the lesion, the cortical scotoma border was identified by the observation that at least three consecutive receptive fields would have the same peripheral borders that corresponded to the border of the retinal lesion without systematic movement of the more medial receptive field borders. The more peripheral border of the cortical scotoma was identified as the first recording site at which there was a clear peripheral shift in receptive field position away from the border of the visible lesion. We felt that these criteria were reasonable because the borders identified using these criteria were frequently associated with either qualitative or quantitative changes in response properties. ReceptiveJieZd properties. Cells were classified as simple or complex on the basis of the temporal characteristics of their responses to a drifting sinusoidal grating of the optimal spatial frequency and orientation. Units were classified as simple cells if they exhibited a high degree of response modulation [(the amplitude of the first harmonic response/[the average response -the average spontaneous activity]) > 11; otherwise, the neurons were classified as complex cells (Skottun et al., 1991) . For simple cells, the amplitude of the first harmonic component was used as the response measure for all subsequent analyses, and for complex cells, the amplitude of the DC component (i.e., the average firing rate) was used.
For selected units in the normal cortical areas and all units in the reorganized cortex, orientation bandwidth, direction selectivity, spatial frequency bandwidth, optimal spatial frequency and spatial resolution were quantitatively analyzed to assess each neuron's stimulus selectivity. In these measurements, stimulus contrast was held at 42%, unless otherwise specified. The contrast threshold and the maximum response amplitude were also measured to quantify each unit's overall responsiveness.
Orientation tuning characteristics (i.e., optimal orientation and tuning bandwidth) were determined by measuring orientation response functions (stimulus orientation vs response amplitude). Responses were measured with a grating of the optimal spatial frequency presented at 12 different orientations. Both directions of stimulus movement orthogonal to the grating's orientation were assessed separately. The optimal orientation was determined as the stimulus orientation and the direction of drift that produced the highest response amplitude. The orientation bandwidth was measured at the response level equal to one-half the maximum response amplitude.
Direction selectivity was calculated from responses obtained at the cell's optimal spatial frequency and orientation by the following formula: direction selectivity index = (P -N)lP, where P is the response amplitude for stimulus drift in the preferred direction and N represents the response amplitude for stimulus drift in the opposite direction.
Spatial frequency response functions were measured using the optimal orientation and the preferred drift direction. The optimal spatial frequency was determined using a parameter file that contained 12 different spatial frequencies that ranged from 0 (i.e., whole field modulation) to 6.4 cycles/degree. The spatial frequency bandwidth was measured in octaves at the response level equal to one-half of the maximum response amplitude. The optimal spatial frequency for each cell was defined as the spatial frequency that produced the highest response amplitude. The spatial resolution (high-frequency cutoff) of each cell was defined as the spatial frequency at which the high-frequency limb of the spatial frequency response function intersected the mean noise level.
Contrast response functions were obtained at the cell's optimal orientatio and spatial frequency and in the preferred drift direction. The 1 contrast hreshold was defined as the stimulus contrast at which a linear regression curve fitted over the linear response range of the contrast response function intersected the background firing rate.
Histology
At the end of recording experiments, electrolytic lesions (S-10 PA, 5-10 set, tip negative) were made at selected locations along the electrode penetrations to aid in the identification of recording sites. Animals were given an overdose of sodium pentobarbital (So-100 mgikg, i.v.) and perfused through the heart initially with saline and then with a mixture t Figure 3 . Typical recording sites. Frontal section through striate cortex of an experimental subject showing an electrode track. H-C coordinate of the penetration, P-2.5, L-0.7. The denervated zone of the cortex in this animal extended from slightly dorsal to lesion 1 (LI) to slightly ventral to lesion 2 (L2), thus covering a cortical distance of about 3 mm. Scale bar, 1 mm. of 2% paraformaldehyde and 0.5% glutaraldyde in 0.1 M phosphate buffer (pH 7.4).
Retina. The eyes were enucleated and opened by an encircling cut, and the posterior eye cups were immersed in the fixative. After a few days, the eye cups were sectioned into a smaller piece that included the experimental lesion. The tissue was then dehydrated and infiltrated with Spurr's resin and hardened in molds. The embedded tissue was sectioned at 2 pm outside the lesion and at every 1 pm through the lesioned area. Sections were mounted and stained with toluidine blue to determine the extent of retinal cell damage.
Cortex and thalamus. The cortex and brainstem contralateral to the eye containing the smaller experimental retinal lesion were removed and kept overnight in fixative with 20% sucrose. The tissue was cut at 40 pm on a freezing microtome in the frontal plane. Alternate sets of sections were stained with cresyl violet or processed for cytochrome oxidase (CO), GABA, and/or GAP43, using histochemical procedures (see Carroll and Wong-Riley, 1984 , for CO) or immunohistochemistry for GABA (Chemicon Inc.) and GAP43 (Boehringer).
Results

Retinal cell damage
The nature and extent of retinal cell damage have been rarely documented in previous studies of map reorganization. In this study, we have extensively examined the retinas of experimental subjects with the use of standard histological methods. Representative photomicrographs of cross sections at five different locations within the experimental retinal lesion are illustrated Figure 2 . Photomicrographs showing the detailed structural damage due to the experimental lesion shown in Figure Id but at a higher magnification (400X). The transition from the damaged area to the normal retina is abrupt. Scale bar, 100 urn. Figure lb -$ In addition, a photomicrograph of the normal retina adjacent to the lesion is also shown (Fig. la) . Figure 2 illustrates photomicrographs of the cross section made at the center of the experimental lesion shown in Figure Id at a higher magnification. There are two findings that are critical to the cortical recording experiments. First, all retinal layers were damaged, including the ganglion cell layer (Figs. lc,d ; 2). Thus, in contrast to retinal lesions that are restricted to photoreceptors (Gilbert and Wiesel, 1992) , all afferent activity, not just visually evoked signals, was eliminated from the lesioned area. Second, the transition from the damaged area of the lesion to the "surrounding normal" zone was very sharp, extending a little over 100 pm. Moreover, the border of damage to the tapetum matched that of the retinal lesion, which made the lesion borders distinct and easily identified using fundus projection techniques. Consequently, the cortical scotoma determined during mapping experiments closely corresponded with the area of the retinal lesion optically projected on the tangent screen (Kaas et al., 1990; Chino et al., 1992 ; see also Figs. 5A and 6A of this study).
Receptive fields in normal and lesioned subjects Recording sites. The photomicrograph in Figure 3 shows an example of an electrode penetration along the medial bank of the postlateral gyrus in an experimental cat. Arrowheads (Ll-L3) indicate three sites along the track where small electrolytic lesions were made in this animal. The majority of our penetrations were made slightly more medial than this penetration; consequently, recording sites in the denervated zone (e.g., approximately between lesions 1 and 2 in this subject) were more frequently found in or near the supragranular layers of cortex.
Normal control subjects. Figure 4A illustrates the receptive fields of units and their preferred stimulus orientations in a normal control cat. With the exception of the first l-2 mm from the brain's surface, the receptive fields of units in both penetrations exhibited an orderly progression away from the vertical meridian into the periphery. Furthermore, the preferred stimulus orientation shifted regularly as the electrodes were advanced through the cortex.
In Figure 4B examples of orientation tuning functions (top row), spatial frequency response functions (middle row), and contrast response functions (bottom row) from three representative normal control units (near the area centralis, midperiphery, and periphery) are illustrated. As anticipated, no remarkable differences were found between the units except that the optimal spatial frequency and spatial resolution of the unit closest to the area centralis (left column) were about one octave higher than those of the peripheral unit (right column). Figure 4C summarizes the response characteristics of all the units which were quantitatively analyzed during these two penetrations. The between-cell variability in orientation bandwidth (top row) and direction selectivity (second row) was substantial (range, 20-100" and 0.0-1.0, respectively), but there were no systematic changes as a function of retinal eccentricity. The only consistent changes as a function of retinal eccentricity were found in the neurons' optimal spatial frequency and high-frequency cutoffs (third row), which were generally lower at more peripheral locations. However, the spatial frequency bandwidths did not vary systematically as a function of retinal eccentricity (fourth row). The variability between units was smallest for contrast thresholds, which ranged between 1.6% and 6% (fifth row) and were independent of retinal eccentricity. Finally, the maxi- Figure 5 . In B, a pair of tuning functions are shown to illustrate the similarity between the two parts of the split receptive fields located on the opposite sides of the scotoma an individual reactivated unit (A). Summary graphs in C (facing page) illustrate the changes in stimulus selectivity and responsiveness for the cells encountered during the P3. mum response amplitude and the amplitude of the maintained activity also showed random fluctuations in values between units (bottom row).
Deafferentated subjects. Figure 5 shows a similar data set including representative units from an experimental animal. The receptive field mapping (Fig. 5A ) indicated that individual units in the denervated zone of the cortex (e.g., from site 11 to site 29 in Pl and from site 11 to site 23 in P2) had acquired new receptive fields around the edge of the retinal scotoma or blind spot. The nature of the map reorganization was very similar to the orderly receptive field progression around the scotoma reported in our previous studies (Kaas et al., 1991; Chino et al., 1992) .
We compared the stimulus selectivity and responsiveness of reactivated neurons in the reorganized zone (reorganized units were identified on the basis of the criteria described in Materials and Methods) with those in the normal cortical areas of our experimental animals (normal zone) and with units in normal Figure 5B illustrates examples of orientation tuning functions, spatial frequency response functions, and contrast re, sponse functions of units in the reorganized (center column) and normal zones (left and right columns) of cortex in an experimental cat. The orientation bandwidths of the reactivated neurons were very similar to those of units in normal areas or in normal control cats when high-contrast (42%) stimuli were used (top row). Also the spatial frequency tuning characteristics of reactivated neurons did not differ substantially from those of normal zone units or normal control units (middle row). However, contrast sensitivity was drastically reduced in these reactivated units (bottom row). Specifically, the contrast thresholds were much higher (16.1%) compared to normal zone units (2.8% and 5.2%) or to units from normal cats (e.g., Fig. 4B ). Figure 5C shows the stimulus response characteristics of all the units encountered during the two penetrations shown in Figure 5A . The borders between the reorganized zone and the surrounding normal zones are marked with vertical lines. No systematic differences were found between control and reorganized neurons in terms of their sensitivity to stimulus orientation (top row) or direction of drift (second row), and their spatial frequency tuning bandwidths (fourth row), high-spatial-frequency cutoffs, and optimal spatial frequencies (third row) were comparable. However, the contrast thresholds in the reorganized cortex (fifth row) were dramatically elevated compared with normal zone units or the baseline data from normal cats (Fig. 4C) . The maximum response amplitude between reactivated units and normal zone units or units from normal cats (compare the bottom row with Fig. 4C ) was not obviously different in these penetrations (but see the population data below). The level of maintained activity of reorganized neurons was also not different from normal.
An additional data set from a different experimental animal is illustrated in Figure 6 to demonstrate another, potentially important finding. This subject received a smaller retinal lesion (3.5" in diameter). Consequently, the magnitude of map reorganization was smaller than that in the other subjects (<2 mm in cortical distance). There were no silent areas in the cortex and an interesting pattern of cortical map reorganization emerged. Specifically, over a 1 mm cortical distance within the denervated zone, the majority of units showed two separate receptive fields on opposite sides of the scotoma (see sites 21-23 in Pl and 25-29 in P-3 in Fig. 6A ). Among 12 units in four experimental subjects that exhibited split fields across the scotoma, the separation between the two fields ranged from >3" to <lo" but in most cases was -5-6". Interestingly, as illustrated in Figure 6B , the preferred orientations of the two fields were generally similar (within 30" in 8 of 12 units). The summary diagrams in Figure 6C provide additional evidence that the reactivated neurons in the reorganized zone had normal orientation tuning, direction selectivity, and spatial frequency tuning, while their contrast sensitivity was reduced.
Receptive jield sizes
The receptive field dimensions of reactivated units (e.g., areas, widths, and lengths determined qualitatively with hand-held stimuli) were significantly larger than those of normal zone units or normal control units (Table 1) . Previous studies also found receptive field expansion in multiunit recordings from reorganized cortex (Kaas et al., 1990; Gilbert and Wiesel, 1992) . However, the receptive field expansion for individual units was much more moderate than that observed in multiunit recordings, and A units in the normal zones of deafferentated subjects, and 48 neurons at corresponding sites in normal control cats. The distribution of orientation bandwidths for reactivated units (Fig. 7A , top) was very similar to those for normal zone units in the experimental animals (middle) and for normal control units (bottom) (x2 test, p > 0.3). Direction selectivity of reactivated units ( Fig. 7B ) was also relatively normal except that the proportion of nondirectional units (e.g., DSI < 0.2) was slightly higher among reactivated units (25%) compared to the control groups (12%). However, the distribution test (x2 test, p > 0.2) or the mean direction selectivity index was not statistically different from units in the normal zone or normal control units (t test, p > 0.1). Figure 8 shows spatial frequency tuning characteristics of reactivated and control units. The spatial frequency response functions of reactivated neurons were as narrow as those in the reorganized zones or in normal controls (Fig. 8A) , which were very similar to the previously reported spatial frequency bandwidths in normal cat area 17 (Movshon et al., 1978; Chino et al., 1983) . The small increase in the proportion of units exhibiting narrow bandwidths among reactivated neurons (x2 test, p > 0.8) may be due to a parallel increase in the proportion of units with a low maximum response amplitude (e.g., see Fig.  9B ). With minor variations, the distributions for spatial frequency bandwidth (Fig. 8A) , optimal spatial frequency (Fig. 8B) , and spatial resolution (Fig. 8C ) of reactivated units were very similar to those of either control cell group (x2 test, p > 0.1). The small differences in mean optimal spatial frequency between the reorganized and normal zones or normal cats were not statistically significant (t tests, p > 0.1). Similarly, the mean resolution of reactivated units was not significantly different from that for the normal zones or for units in normal cats (t test, p > 0.1).
Cell's responsiveness
Although the stimulus selectivity of reactivated neurons was largely normal, their overall responsiveness under optimal stimulus conditions was clearly reduced. This deficit is reflected most dramatically in their reduced contrast sensitivity. Figure 9A shows the distributions of contrast thresholds for reactivated and control units. Over 75% of reactivated units had contrast thresholds that were higher than 6% compared to only 10% of the units in the normal zones or normal control units. The mean differences between the units in the reorganized zone of cortex and the normal zone or normal control cats were highly significant (t test, p < 0.001).
The mean maximum response amplitude of reactivated units (Fig. 9B, top row) was also lower than that of normal zone units (middle row) or normal control units (bottom row). This difference was primarily due to the skewed distribution for the maximum response amplitude of the reactivated units. For example, less than 30% of the reactivated units exhibited a maximum response amplitude greater than 20 spikeslsec, whereas over 60% of normal zone units and normal control units responded with peak firing rates greater than 20 spikeslsec. The differences in the reactivated' and control distributions were significant (x2 tests, p < 0.005). Note that the distribution of maintained firing rate for the reactivated neurons (Fig. 9C ) was virtually the same as those for the two control groups (x2 test, p > O.l), which suggests that on average the "signal-to-noise ratio" is reduced in the reactivated neurons.
Simple versus complex cells
Although the sample sizes were relatively small, complex cells were more frequently encountered in the reorganized zones (41 of 55) of the lesioned animals than in the normal zones of our experimental subjects (29 of 51) or in the normal control cats (28 of 48). However, none of the present findings for either stimulus selectivity or responsiveness of reactivated units was systematically related to whether the cells had simple or complex receptive fields.
Histology of the reorganized cortex and deprived thalamus
The reactivated zone of cortex in two of the experimental subjects (C55 and C56) was examined for possible alterations in the expression of cytochrome oxidase (CO), the inhibitory neurotransmitter GABA, and the growth-associated phosphoprotein GAP43. We found no obvious differences between reactivated and control zones for any of these measures. Although our sample number is small, these results suggest that at the time of complete reorganization, the levels of metabolic activity, inhibition based on GABA, and neuronal growth were roughly comparable in reactivated and adjoining regions of the visual cortex.
We also examined the deactivated zone of the lateral geniculate nucleus (LGN) in these two cats. While there was no obvious increase or decrease in GABA expression, both cats demonstrated an increase in GAP43 in the deprived zone, especially in the neuropile of the A, A 1, and C 1 layers. This result suggests that the deprivation due to the loss of retinal ganglion cell arbors in the LGN results in the growth and structural reorganization of remaining elements, but it is known from previous studies that little retinotopic reorganization occurs at the level of the LGN (e.g., Eysel et al., 1981; Eysel, 1982; Gilbert and Wiesel, 1992) .
Discussion
The major finding of this study is that the receptive fields of reactivated neurons in the topographically reorganized adult vi-sual cortex are surprisingly normal except for their reduced contrast sensitivity and responsiveness.
Determination of the reorganized zone Before discussing the significance of the present findings, we should address two issues critical to this study: (1) whether the map reorganization is truly a cortical phenomenon instead of a reflection of alterations in the retina or LGN, and (2) how we determined which deafferentated neurons were reactivated during recovery (i.e., which units were in the reorganized zone). With respect to the first issue, it is possible that this type of cortical map reorganization could simply reflect precortical phenomenon. Stimulation of large retinal areas outside the classic receptive field of ganglion cells is known to initiate strong excitatory responses in some retinal neurons, for example, the "shift" or "McIlwain effect" (McIlwain, 1966; Barlow et al., 1977) . This retinal phenomenon is presumably mediated by the horizontal processes of amacrine cells in the inner plexiform layer (Barlow et al., 1977) . Thus, retinal phenomenon could mimic topographic cortical reorganization if the retinal lesion included the photoreceptors but not inner retinal neurons, especially if the fellow eye was not deafferentated. It is possible that the presumed "cortical reorganization" observed in some recent studies (e.g., Schmid et al., 1993 Schmid et al., , 1994 immediately after retinal lesions which were limited to the photoreceptors was in fact a reflection of normal retinal mechanisms.
We are confident that retinal effects did not influence our results because our lesions (and those in our previous studies) involved all retinal layers including the ganglion cell layer (Figs.  1, 2) . In this respect, the cortical map reorganization in our studies could not be observed until we deafferentated the fellow eye (Chino et al., 1992) . Furthermore, long recovery periods after deafferentation typically resulted in more complete (and larger) reorganization (Kaas et al., 1990; Chino et al., 1992 ; see also Gilbert and Wiesel, 1992) .
Although LGN involvement in cortical map reorganization (Eysel et al., 1981; Eysel, 1982 ) cannot be entirely ruled out, the anatomical organization of the cat LGN may preclude any sizable map reorganization in the visual thalamus. In the LGN it appears that there is a one-to-one connection between retinal ganglion cells and their target LGN units and there is not an extensive network of long horizontal connections (Sherman and Koch, 1986; Kaplan et al., 1987) . Previous studies of LGN reorganization after retinal lesions found either no reorganization (Gilbert and Wiesel, 1992) or maximal reactivation effects of the magnitude of only 200 pm (Eysel et al., 1981) . Thus, the observed functional cortical reactivation can not be accounted for by LGN reorganization.
Identification of the borders of deafferentated cortical areas was facilitated by the fact that the edges of the retinal lesion were very sharp and clean (Figs. 1, 2) . Consequently, the lesioned retinal area could be readily and accurately projected onto the tangent screen where the receptive fields were mapped, and by the sequence of receptive field positions in a given penetration we could determine confidently where the normal zone of the retina ended and the lesioned area began. In this respect, it was important to monitor and compensate for eye drifts. Our initial estimates of the borders of the deprived cortex were always in agreement with our post hoc analysis of the response properties of individual neurons; a clear change in contrast threshold almost always coincided with the border between the normal and reorganized zones (Figs. 5, 6 ).
Normal stimulus selectivity How do these initially deafferentated neurons acquire new receptive fields exhibiting relatively normal stimulus selectivity? One possibility is that the observed cortical map reorganization is based on an increase in the synaptic efficacy of existing, but normally subthreshold, connections (e.g., Kaas et al., 1983 Kaas et al., , 1990 Jenkins et al., 1990; Kaas, 1991 Kaas, , 1994 Chino et al., 1992; Gilbert and Wiesel, 1992; Darian-Smith and Gilbert, 1994; Garraghty et al., 1994) . Specifically, within the normal visual cortex, connections to individual neurons extend over much larger areas than those covered by their traditional receptive fields. In normal circumstances these connections are "suppressed" or maintained at subthreshold activity levels (T'so et al., 1986; Hirsch and Gilbert, 1991; Singer, 1993) . The sudden bilateral removal of afferent inputs initiates the unmasking of such connections followed by a use-dependent increase in synaptic efficacy during recovery.
At least four currently recognized cortical circuits are capable of influencing responses of a given cortical neuron and thus could potentially be involved in cortical reorganization: feedback connections from extrastriate areas (Bullier et al., 1984; Spear, 1992) , the callosal fibers from the contralateral hemisphere (Payne, 1990; Milleret and Buser, 1993) , the collateral arbors from neighboring geniculostriate axons outside a cortical cell's traditional receptive field (Freund et al., 1985; Humphrey et al., 1985) , and the long-range horizontal connections in the supragranular layers Wiesel, 1979, 1989; Callaway and Katz, 1991; Katz and Callaway, 1992) . Although none of these is mutually exclusive, the present results may provide new insights into which pathways are more likely to be directly involved. Specifically, a direct involvement of feedback connections from extrastriate areas is unlikely because the receptive fields of cells in higher cortical areas which send feedback to striate cortex are extremely large and their retinotopy is far less precise and orderly (Spear, 1992) . Furthermore, the range of stimulus selectivity of reactivated neurons in this study is quite different from those of extrastriate units (Spear, 1992) . A direct callosal influence also fails to explain the observed orderliness of retinotopy in that very orderly small receptive field progressions of reactivated neurons began at least 5" away from the vertical meridian into the contralateral peripheral visual field (Figs. 5, 6 ). If there were significant callosal influences, the receptive fields would have appeared on or near the vertical meridian in the ipsilateral visual field.
The width of a given geniculocortical axon arbor may be as wide as 2-3 mm (Freund et al., 1985; Humphrey et al., 1985) and potentially capable of providing a pathway for laterally spreading signals during "rapid" or "immediate" map reorganization (Chino et al., 1992; Gilbert and Wiesel, 1992) . However, unlike the somatosensory system (Garraghty et al., 1994) , the involvement of geniculate axon arbors in the map reorganization following extended periods of recovery appears to be minimal for two reasons. First, the cortical distance covered by map reorganization following long recovery periods was found to be much larger (e.g., 6-8 mm) than the distance covered by the widths of the largest geniculostriate axon arbors (Kaas et al., 1990; Gilbert and Wiesel, 1992) . Second, because the normal orientation tuning and direction selectivity of simple cells are known to depend critically on the precise spatial and temporal convergence of geniculate inputs (Hubel and Wiesel, 1962; Ferster, 1986 Ferster, , 1987 Ferster, , 1988 Reid et al., 1991; Saul and Humphrey, 1992) , it would be expected, contrary to the present results, that stimulus selectivity of reactivated units would be abnormal.
The anatomical substrate most likely to be involved in a largescale map reorganization appears to be the intrinsic long-range horizontal connections in the supragranular layers (Rockland and Lund, 1983; Wiesel, 1989, 1992; Callaway and Katz, 1991; Darian-Smith and Gilbert, 1994) . These axons may extend laterally as far as 8 mm, which corresponds well to the largest cortical distance recovered by map reorganization in area 17 (Kaas et al., 1990; Gilbert and Wiesel, 1992) . Moreover, these extended processes are known to exclusively interconnect neurons that exhibit very similar response properties (e.g., T'so et al., 1986; T'so and Gilbert, 1988) , indicating that the laterally spreading signals through these connections may already contain information on stimulus selectivity. Furthermore, since these connections form during normal development, even the subthreshold connections would presumably be consistent with mediating normal response properties. Thus, the hypothesis that the intrinsic horizontal connections are involved in cortical map reorganization nicely dovetails with our present findings that stimulus orientation and direction and spatial frequency selectivity of reactivated neurons are remarkably normal provided that high-contrast stimuli are used.
Reduced contrast sensitivity and maximum response amplitude Assuming that laterally spreading signals through the long-range intrinsic horizontal connections are responsible for the activation of initially deafferentated neurons, why is the overall responsiveness of these reactivated neurons reduced? Recent studies have demonstrated that the sensitivity of a given neuron in the normal visual cortex is determined not only by its direct afferent inputs, but also by the timely summation of often subthreshold inputs from many sources (Gilbert and Wiesel, 1990; Hirsch and Gilbert, 1991; Katz and Callaway, 1992; Burkhalter et al., 1993; Singer, 1993) . Thus, while the initially latent connections are activated and functionally strengthened during recovery periods (presumably by a use-dependent synaptic potentiation of the existing connections), removing all direct afferent inputs to a given neuron in our experimental subjects is likely to have caused a substantial decrease in the overall strengths of excitatory drive to that neuron. The elevated contrast thresholds and reduced maximum response amplitude that we found in reactivated units are consistent with the "long-range horizontal connection hypothesis" described above.
Functional significance One of the major conclusions of this study is that reactivated striate cortical neurons are capable of sending functionally meaningful signals to more central structures provided that the visual scene contains moderately high contrast images. It remains to be seen if reactivated neurons influence perception in consistent ways. Growing evidence indicates that although adult humans who develop bilateral lesions commonly exhibit scotomas when tested with static perimetric methods, they often report perceptual "filling-in" of scotomas (e.g., Sergent, 1988) . Moreover, the human blind spot is commonly "filled in" (e.g., Kawabata, 1984; Brown and Thurmond, 1993; Tripathy and Levi, 1994) and artificially induced scotoma in one eye was also reported to be filled in (e.g., Ramachandran and Gregory, 1991) . In all cases, stimuli imaged around scotomas could presumably gain higher weight in outcomes based on population coding in that the stimuli would activate both the normal complement of cortical neurons as well as the neurons within the scotomas. Stimuli near a scotoma might now capture visual "attention" more effectively than retinotopically comparable stimuli distant from the scotoma. Obviously, this sort of speculation must be more directly tested before any firm conclusions can be made. It is certain, however, that our present findings on the normal response properties of reactivated neurons make studies of adult cortical plasticity associated with map reorganization more interesting and worthwhile.
