Abstract. Three distinct controlled ergodic Markov models are considered here. The models are a discrete time controlled Markov process with complete observations, a controlled diffusion process with complete observations, and a discrete time controlled Markov process with partial observations. The partial observations for the third model have the special form of complete observations in a fixed recurrent set and noisy observations in its complement. For each of the models an almost self-optimizing adaptive control is given. These adaptive controls are constructed from a family of estimates that use a finite discretization of the parameter set and a finite family of almost optimal ergodic controls by a randomized certainty equivalence method. A continuity property of the information of a model for one parameter value with respect to another is used to establish this almost optimality property.
the parameter that is a discretization of the possible parameter values. The adaptive strategy uses a randomized certainty equivalence control that chooses with probability almost 1 the control that is almost optimal for the current value of the estimates, and with small, positive probability each of the other almost optimal controls. This procedure is shown to give an almost self-optimizing adaptive control.
The adaptive control of ergodic Markov models has been considered elsewhere (e.g., [1, 2, 4, 6, 8, 9, 10, 13] ). However, only here is the maximization of the likelihood function restricted to a finite, discretized set of the possible parameter values. The work of Agrawal [1] has motivated the use here of information and the randomized certainty equivalence adaptive control. A cost-biased maximum likelihood method introduced in [13] is used in [6, 8] for two of the models considered here. The methods used here relax some of the assumptions in [4, 6, 8] . For example, the global Lipschitz continuity of the drift vector with respect to the unknown parameter for the controlled diffusion model is replaced by only continuity, and the requirement that the law of large numbers for some martingales be uniform in the parameter, which necessitated some assumptions in [6, 8] , is not required.
The three models that are considered here can be generalized in various ways. The discrete time Markov process can be modified to include the discrete time recursive model in [17] . The controlled diffusion model can be generalized by analogy to [7] to include processes that satisfy stochastic differential equations with delays. The partial observations structure used here can be modified to noisy observations everywhere if there is a sequence of random times such that the process at these times is a family of independent, identically distributed random variables.
The three models are specifically described as follows.
Model I-Discrete time controlled Markov process.
A Markov process (X n , n ∈ N) evolves in a compact metric space E with the transition operator P (x n , dy; v n , α 0 ) at time n ∈ N, where α 0 ∈ A is an unknown fixed parameter and A is a compact metric space, and the control v n takes values in a compact metric space U and is adapted to σ(X 0 , . . . , X n ). A generic parameter value α ∈ A has a transition operator that is described by replacing α 0 by α above. The transition operators have continuous densities with respect to a fixed measure ϕ(·); that is, for each B ∈ B(E), the Borel σ-algebra on E, and each α ∈ A, (1) P (x, B; v, α) =
B p(x, y, v, α)ϕ(dy),
where ϕ is a probability measure on E and p : E × E × U × A → R + is continuous. It is assumed that p(x, y, v, α) > 0 for all x, y ∈ E, v ∈ U , and α ∈ A, and supp ϕ = E. The control problem is to minimize the following ergodic cost functional:
(2) I 1 ((v n , n ∈ N)) = lim sup
where c : E × U → R + is a bounded, Borel measurable function. The family of controls (v n , n ∈ N) has the form v n = u(X n ), where u ∈ U and U is the family of Borel measurable functions from E to U . Model II-Controlled diffusion process. Let (X(t), t ∈ R + ) be a controlled diffusion process that satisfies the following stochastic differential equation: (3) 
dX(t) = f(X(t))dt + h(X(t), α 0 , v(t))dt + σ(X(t))dW (t),
X(0) = x, Downloaded 09/18/14 to 129.237.46.100. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php where X(t) ∈ R n , (W(t), t ≥ 0) is a standard R n -valued Wiener process, α 0 ∈ A is unknown and A is compact, (v(t), t ≥ 0) is adapted to σ(X(s), s ≤ t), and v(t) ∈ U , a compact set. The functions f and σ satisfy a global Lipschitz condition, σ(x)σ * (x) ≥ cI > 0 for all x ∈ R n , and h : R n × A × U → R n is a bounded Borel measurable function and either h(x, ·, v) is continuous uniformly in v ∈ U and x from compact subsets of R n or h(x, · , ·) is continuous for each x ∈ R n . The solution of the stochastic differential equation (3) is given in the weak sense by an absolutely continuous transformation of the measure of the strong solution of
The family of controls (v(t), t ≥ 0) has the form v(t) = u(X(t)), where u ∈ U and U is the family of Borel measurable functions from R n into U . Let T A be the first hitting time of A ∈ B(R n ); that is,
if the above set is empty.
Let Γ 1 and Γ 2 be two spheres in R n with centers at 0 and radii 0 < r 1 < r 2 , respectively. Let τ be given as
where (θ t , t ≥ 0) is the family of shift operators acting on C(R + , R n ). The random time τ is the first time that the process (X(t), t ≥ 0) hits Γ 1 after hitting Γ 2 . It is assumed that (6) sup
is the expectation with respect to a process (X(t), t ≥ 0) that satisfies (3) with α 0 replaced by α and v(t) = u(X(t)). The dependence of the solution of (3) on α ∈ A and the control (v(t), t ≥ 0) is suppressed for notational convenience. However, it is shown explicitly when the expectations of functions of the solution are taken. The control problem is to minimize the ergodic cost functional
where c : R n × U → R + is a bounded, Borel measurable function. Model III-A partially observed discrete time controlled Markov process. A controlled Markov process (X n , n ∈ N) evolves in a compact subset E of R d with the transition operator P (x n , dy; v n , α 0 ) at time n ∈ N, where α 0 ∈ A is an unknown parameter, A is a compact metric space, and the control v n takes values in a compact metric space U . A generic parameter value α ∈ A has a transition operator Downloaded 09/18/14 to 129.237.46.100. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php that is described by replacing α 0 by α above. The transition operators have densities with respect to Lebesgue measure; that is,
where α ∈ A, B ∈ B(E), and p :
The process (X n , n ∈ N) is completely observed in a nonempty compact subset Γ ⊂ E and is partially observed in E \ Γ . The observation process (Y n , n ∈ N) is explicitly described as follows:
The control problem is to minimize the ergodic cost functional
where c ∈ C(E × U ). It is assumed that there is a nonempty compact set Γ 1 ⊂ Γ such that for each probability law µ on X 0 , control u = (v n , n ∈ N), and α ∈ A,
where T Γ1 is the first hitting time of Γ 1 , τ is the first hitting time of Γ 1 after hitting
is the expectation for the process (X n , n ∈ N) with initial law µ, control u, and parameter α ∈ A. For a probability law µ for X 0 the measure-valued process (Π α 0 n , n ∈ N) is defined as follows:
for each B ∈ B(E). This conditional measure process can be represented more explicitly using (10) (e.g., Lemma 1 of [18] ) as follows:
where To determine the almost optimal controls the averaged versions of the ergodic cost functionals (2), (8) , (11) are used. These are denoted as follows:
where µ is the probability law for X 0 and α 0 ∈ A is the true parameter value. The finite families of almost optimal controls for Models I, II, and III are constructed for the cost functionals J
, and J α 0 ,3 µ , respectively. Model I. It is assumed that it suffices to consider controls of the form v n = u n (X n ), where u n ∈ U = B(E, U ), the family of Borel measurable functions from E to U . Clearly, this restriction is satisfied if c is a continuous, bounded function because by (1) for B ∈ B(E), x ∈ E, v ∈ U , and α ∈ A,
and inf 
where · var is the variation norm and
There is a constant K 1 such that for α, β ∈ A and u ∈ U
Furthermore, given ε > 0 there is a finite family of controls U 1 (ε) = {u 1 , . . . , u r(ε) } such that for each α ∈ A there is a k ∈ {1, . . . , r(ε)} and 
Proof. From (22) and (5.6) of [5] , (23) is verified. The inequality (24) follows from the proof of Proposition 1 of [17] . The existence of a finite family U 1 (ε) satisfying (25) follows from (24) and the proof of Lemma 2 of [17] .
Model II. Let (τ n , n ∈ N) be an increasing sequence of random times such that τ 1 = τ and τ n+1 = τ n •θ τn for n > 1. For a given control u ∈ U and parameter α 0 ∈ A there is a unique invariant measure η α 0 u for the embedded Markov chain (X τn , n ∈ N) and X 0 ∈ Γ 1 (e.g., [6] ). Furthermore, there is a unique invariant measure π α 0 u for the process (X(t), t ≥ 0) with v(t) = u(X(t)), and it has the form
For Model II there is an analogue of Proposition 1.
where η α u is the unique invariant measure for the embedded Markov chain. There is a constant K 1 such that for α, β ∈ A and u ∈ U,
where ρ A is a metric on A compatible with its topology. Furthermore, given ε > 0, there is a finite family of controls
where
Proof. By Proposition 2.2 of [6] and Theorem 4.1 of [3] the inequality (28) follows. Using the proof of Proposition 1 of [6] , as in our Proposition 1, the inequality (29) Downloaded 09/18/14 to 129.237.46.100. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php follows. The uniform continuity properties (30), (31) can be verified as for (10) and (19) of [6] . Since h is not assumed to be Lipschitz continuous with respect to α ∈ A, it is necessary to verify that the map
is continuous uniformly in u ∈ U, where E x is the expectation for P x that is the measure for the solution of (4), and
The proof of this last continuity is similar to the verification of the continuity of H, so only the verification of H is given. Since h is bounded, it is sufficient to verify the continuity ofH :
for each t 1 < t uniformly in u ∈ U . To verify this continuity note that the map
is continuous in the variation norm topology. In fact, by Lemma 9.22 of [19] , for s n → s > 0 and x n → x the family of measures
have continuous densities. As n → ∞ the following inequality is easily verified from the previous inequality:
Thus the continuity in the variation norm of P.(Y (s) ∈ ·) is verified. By this continuity and the continuity of α → h(y, α, v) that is uniform in v ∈ U , the continuity of (36) and therefore (34) follows. Now only the verification of (32) remains. By (27),
So by Propositions 2.3 and 2.4 of [6] there is a finite family of controls U 2 (ε) such that the inequality (32) is satisfied.
Model III. LetŨ be a fixed compact subset of C(P(E), U) where P (E) is the family of probability measures on E with the vague topology, and let u(α) be the control sequence such that v n = u(Π α n ). Define λ 3 as follows: 
and ρ E is a metric on E that is compatible with its topology. If (y n , n ∈ N) is a sequence in Γ c such that y n → y ∈ Γ as n → ∞, and for δ > 0,
where the topology is the vague convergence of measures and 
Proof. The continuity and the positivity of the transition density p and (13) imply (40). Using the proof of Lemma 3 of [17] , it follows that
.
By the proofs of Lemma 2 of [17] and Proposition 2.4 of [6] , for the verification of (41) it suffices to show that given ε > 0, there is a δ > 0 such that for α, β, 
for all m ∈ N. Using some continuity arguments in the proofs of Theorems 1 and 6 of [18] , where the pair (α, v) ∈ A × U is considered as the control, it follows that
which contradict the inequality (43). Thus (42) is satisfied and there is a finite familỹ U(ε) of controls such that (41) is satisfied.
LetÃ(δ 0 ) = {α (1), . . . , α(k(δ 0 ))} be distinguished points, one from each of a finite δ 0 net in A. By Proposition 3, given ε > 0, there is anÃ(δ 0 ) from a δ 0 net of A such that the controls (u
. . , r(ε)} and α ∈Ã(δ 0 )) form the family of ε optimal controls.
Remark. A finite family of controls for U (1) (ε) can be obtained from a discretization of the Bellman equation (cf. [6] and Section 3.5 of [10] ). A finite family of controls for U (2) (ε) can be obtained using [14] , and a finite family of controls forŨ(ε) can be obtained using [15] . [11] have used a notion of information in statistics. For the adaptive control problems for the three models considered here the information is computed from the probability densities for different values of the unknown parameter. It is described in [16] as the information of one parameter value with respect to another. It is shown in [12] that it is naturally related to the notion of information in information theory. This quantity has a different form for each of the Markov models. It is denoted K i , i = 1, 2, 3, for the three models.
The information for different parameters. Kullback and Leibler
where ϕ is given in (1), π is the invariant measure given in (23), α, β ∈ A, and u ∈ U.
where η is the invariant measure for the embedded Markov chain given in (27), α, β ∈ A, and u ∈ U. 
is continuous and bounded uniformly in x ∈ E, so the continuity of K 1 u follows by (24). For x ∈ E, Jensen's inequality implies that
For each B ∈ B(E) it follows by the definition of invariant measures that
for (ϕ) almost all x ∈ E. Since ln(·) is a strongly convex function it follows by Jensen's inequality that
for (ϕ) almost all x ∈ E and (ϕ) almost all y ∈ E. Thus for B ∈ B(E),
The last equality implies that π β u is an invariant measure for the transition operator P α,u . The uniqueness of the invariant measure for P α,u , which follows from (23), implies that π for all x ∈ R n \ D where λ(D) = 0 and λ is an n-dimensional Lebesgue measure. Thus for (λ) almost all x ∈ R n , t > 0, and B ∈ B(R n ),
The uniqueness of the invariant measures, as in the proof of Proposition 4, implies that π
for almost all y ∈ E \ Γ if and only if
Now an analogue of the previous two propositions is verified for Model III. 
-algebra of P(E) × P(E) coincide, where
(50) Ψ δ u(γ) (B) = Γ E δ,u(γ) x τ −1 i=0 1 B (Π α i , Π β i ) η δ u(γ) (dx) Γ E δ,u(γ) x [τ ]η δ u(γ) (dx)
and δ = α, β and B ∈ σ(P(E) × P(E)).
Proof. The verification of the continuity of K 
4. Almost self-optimal adaptive strategies. For ε > 0 fixed, the controls are restricted to the finite families U 1 (ε), U 2 (ε), andŨ(ε) of ε optimal controls for Models I, II, and III, respectively. For ε > 0 there is a δ 0 > 0 given in Proposition 3 and a δ 0 net of A with a distinguished point from each element of the netÃ
For a randomization of an adaptive control the following subsets of R are used. For ε > 0 let (51)
. . , r(ε)} and for each
and for each i ∈ N there are j i and k i such that
where · is the supremum norm.
The following result is a continuity property of the invariant measures for the three models and is naturally associated with Propositions 4, 5, and 6. 
PROPOSITION 7. i) Consider Model I with the assumptions imposed on it. For ε > 0 there is a δ > 0 such that if {β
i (j)} ⊂ S(ε), α, β ∈ A, u j ∈ U 1 (ε), and lim inf n→∞ 1 n n−1 i=0 r(ε) j=1β i (j)K 1 u j (α, β) < δ, then sup u∈U 1 (ε) π α u − π β u var < ε .
ii) Consider Model II with the assumptions imposed on it. For ε > 0 there is a
δ > 0 such that if {β i (j)} ⊂ S(ε), α, β ∈ A, u j ∈ U 2(k=1β i (j, k)K 3 u j (α, β, α(k)) < δ, then sup u∈Ũ (ε) sup γ∈Ã(δ0) P(E)×P(E) E c(z, u(ν 2 ))ν 1 (dz)Ψ α u(γ) (dν 1 , dν 2 ) − P(E)×P(E) E c(z, u(ν 2 ))ν 1 (dz)Ψ β u(γ) (dν 1 , dν 2 ) < ε .
Proof. Only the verifications of i) and iii) are given because the verification of ii) is similar to that of i).
Verifying by contradiction, assume that i) is not true. Then there are sequences (α m , m ∈ N) and (β m , m ∈ N) and {β 
By (55) and the definition ofS(ε, δ 0 ), it follows that
for u ∈Ũ(ε) and γ ∈Ã(δ 0 ). In the proof of Theorem 6 of [18] it is shown that
in the weak* topology of P(E) × P(E). By the continuity of c in the cost functional (11) there is a contradiction to (56). This contradiction verifies iii).
Fix ε > 0. For Models I and II let ε = ε/ c , and for Model III let ε = ε. Using this ε by Proposition 7, there is a δ > 0 such that i), ii), and iii) are satisfied for Models I, II, and III, respectively. There is aδ > 0 such that the following are and
The existence ofδ > 0 follows in i) from Proposition 4 and (24), in ii) from Proposition 5 and (27), (29), (30), (31), and in iii) from Proposition 6 and the continuity of the map Ψ : A × A → P(E) × P(E), which follows from the proof of Theorem 6 of [18] .
Forδ > 0 there is a finite covering of A by balls of radiusδ with centers at distinguished points that is denoted A(δ). For ε > 0 and δ > 0 given above, there is a positive integer N whose existence is justified subsequently such that i) for Model I (63) 
where Ψ is given in (50).
The following three lemmas justify the existence of N in (63)- (68).
. 
, and i ∈ N. Thus for N ≥ 3L/δ(1 − γ 0 ), the inequality (63) is satisfied. In a similar way by (23) it follows that the inequality (64) is satisfied
and 
where γ 0 is given in Proposition 2, the inequality (66) is satisfied. Proof. By (28) it follows that
Combining the above two inequalities, (65) is satisfied for N stated in the lemma. In a similar way, (66) is verified.
and
the inequality (67) is satisfied, and for
the inequality (68) is satisfied where γ 0 is given in Proposition 3. Downloaded 09/18/14 to 129.237.46.100. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Proof. As in the verification of Lemma 2 it follows by (40) that
. These inequalities imply the inequalities for N for which (67) and (68) are satisfied. Now the construction of the almost self-optimal controls can be completed. Again, it is subdivided into the three models.
i) For Model I letα jN be a maximizer of
, where v i is the control at time i. The control v i is a randomized certainty equivalence control. For i ∈ {jN : j ∈ N}, choose the control
where u k0 is the almost optimal control for α =α jN in U 1 (ε) and
The control u jN is also used at the times jN + 1, . . . , (j + 1)N − 1; that is,
, that is, a randomized certainty equivalence control such that 
. . , r(ε)} \ {k 0 } and u k0 is almost optimal forα(τ jN ). iii) For Model III letα(τ jN ) be a maximizer of
are selected by a randomized certainty equivalence rule such that
where The following result is the almost self-optimality of the randomized certainty equivalence control for the three Models I, II, and III. THEOREM 1. Let ε > 0 be fixed. Let I i be the pathwise cost functional for i = 1, 2, 3 given by (2), (8) , and (11), respectively, for Models I, II, and III, respectively, and let λ i (α 0 ) be the optimal cost for i = 1, 2, 3 for parameter α 0 . Let (v i , i ∈ N) and (v(s), s ≥ 0) be the randomized certainty equivalence controls given above. For the Models I, II, and III the following inequalities are satisfied:
Proof. Initially consider Model I. By the definition ofα jN , it follows that 
and lim sup
where β i (j) = P (β i = j|X 0 , . . . , X iN ), and in the last equality the control functions u iN and u j are used and their costs are evaluated. Let N be a null set such that the above four equalities are satisfied on N c . Let F (δ) = {α ∈ A(δ) : there is an ω ∈ Ω\N such that α is a frequent point of (α jN (ω))}. In many subsequent expressions, the random variables are evaluated at some ω ∈ Ω \ N but this evaluation is suppressed for notational convenience. If α ∈ F (δ) then for a corresponding ω ∈ Ω \ N it follows from (82), (83) that 
Thus, by (57),
and by (85),
Therefore, by Proposition 7 with
sup
By (84) (92)
For ω ∈ Ω \ N it follows from (93) that
For ω ∈ Ω \ N it follows by (86) that 
In analogy to (83)-(86), by the law of large numbers for martingales it follows that for α ∈ A(δ), 
This verifies the inequality (81).
The verification of the inequality (80) for Model II is similar to the verification of (79) and (81), and is thereby omitted.
Some other adaptive algorithms.
The existence of a finite family of almost optimal controls that is shown in section 2 can be used in the construction of some other algorithms. Three such algorithms are i) maximum likelihood estimation with forcing, ii) cost watching with forcing, and iii) cost watching with randomization. The forcing algorithms (cf., e.g., [2] ) are based on the forced use of all of the almost optimal controls successively at times (T n , n ∈ N) such that lim sup n→∞ 1 n n−1 i=0 1 {Tj , j∈N} (i) = 0, so that the forcing does not affect the value of the cost functional. The notion of cost watching is to compare the average costs incurred for each of the almost optimal controls. For cost watching during the nonforcing times, a control that has minimal average cost is used. For cost watching with randomization the control for which the current average cost is minimal is chosen with probability almost 1, and the other controls are chosen with small probability. It seems that the algorithms with forcing should converge slowly, but they have a simple construction. The algorithm given in section 4 is more complicated and requires some continuity properties of the invariant measures with respect to the information. A comparative analysis of the above algorithms requires further study.
