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Distributed Intelligent MEMS: Progresses
and perspectives
Julien Bourgeois and Seth Copen Goldstein
Abstract MEMS research has until recently focused mainly on the engineer-
ing process, resulting in interesting products and a growing market. To fully
realize the promise of MEMS, the next step is to add embedded intelligence.
With embedded intelligence, the scalability of manufacturing will enable dis-
tributed MEMS systems consisting of thousands or millions of units which
can work together to achieve a common goal. However, before such systems
can become a reallity, we must come to grips with the challenge of scalability
which will require paradigm-shifts both in hardware and software. Further-
more, the need for coordinated actuation, programming, communication and
mobility management raises new challenges in both control and program-
ming. The objective of this article is to report the progresses made by taking
the example of two research projects and by giving the remaining challenges
and the perspectives of distributed intelligent MEMS.
1 Introduction
Microelectromechanical systems (MEMS) have reached a state of design ma-
turity which has led to some interesting prototypes and profitable products.
While most MEMS devices have been used as independent elements of a
larger system, this article deals with distributed MEMS systems composed
of many MEMS devices which work together to achieve a global goal. The
distinguishing feature of MEMS devices is that they are small and that they
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can be efficiently mass-produced. This naturally engender thinking of how
they can be used together as a distributed system. Due to their small size,
their low-cost and the fact that they can be mass-produced, millions of units
can be used in very small space. For example, a volume of less than 1 m3 of
1mm-diameter silicon balls contains as many nodes as in the Internet. This
characteristic requires paradigm-shifts both in hardware and software parts.
Past research focused on challenges of the engineering process, future chal-
lenges will consist in adding embedded intelligence to MEMS systems, so
that they will be able to collaborate efficiently. This will require embedding
MEMS sensors/actuators, electronics, communication capabilities, control of
actuators and programs in the same unit. We suggest the use of the phrase
”distributed intelligent MEMS (diMEMS)” when referring to such systems.
DiMEMS systems will certainly contain heterogeneous units. However, to
simplify the programming challenge, we consider in this article only systems
composed of homogeneous units.
Designing and managing diMEMS inherently requires multiple disciplines
(e.g. hardware and software research). The challenges are therefore present in
every field of research as well as in the integration of all the parts. In the 90’s,
DARPA Information Science and Technology funded a study on the state of
the art and the perspectives of distributed MEMS. The conclusions of this
report [7], published in 1997, were that the challenges involved in realizing
diMEMS were mainly in controlling large numbers of MEMS sensors and
actuators, the emergence of distributed intelligence, the use of MEMS de-
vices as computational elements and the multiple-energy-domain simulation,
analysis, and design. This article examines these challenges and the new ones
that have been identified since 1997 using the results of two projects that
have been conducted in the field.
2 Challenges
Many of the challenges raised by diMEMS have been studied in isolation
in different research fields. However, in diMEMS they must be examined
together and they become even more extereme. The scale of diMEMS needs
new software paradigms as well as requiring new hardware capabilities. In
the main, scaling up is the main concern of software challenges, while scaling
down is the main concern of hardware challenges.
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2.1 Software challenges, scaling up
Scalability
Scalability is the main concern of diMEMS as the number of units will likely
number in the millions. Scalability therefore impacts the way units will com-
municate. Systems using synchronous communications can’t scale as well as
those using asynchronous communications because the constraints of syn-
chronization lower the system efficiency [6]. Synchronous communication is
therefore difficult to achieve and asynchronous communications have already
shown better results.
To ensure scalability, the programming model and the language must hide
the complexity from the programmer and the compiler should enable pro-
gramming the system as a single ensemble. Within the Claytronics project,
new languages like LDP [11] and Meld [4] been have developed to cope with
this challenge.
As scalability has to be tested up to millions of units, simulation tools also
have to scale up. Dprsim [25] which has been developed within the Claytronics
project has successfully simulated millions of units.
Uncertainty tolerance
Faulty behavior is inherent to any diMEMS system. This is due to several
factors. The batch process used in MEMS fabrication creates different levels
of reliability. While some of the devices will have no defects, most of them
have a high percentage of failed units. On the software side, this characteristic
has to be handled and fault-tolerance has to be implemented.
In the case of mobile distributed MEMS a logical topology has to be
maintained in order to communicate between the units. Maintaining a logi-
cal topology over a physical one is the concern of many research topics like
P2P [1], swarm intelligence [18, 23], ad hoc networks [26] or wireless sensor
networks [29]. Mobile distributed intelligent MEMS is even more complex
than these examples. Mobility, scalability, fault-tolerance and limited pro-
cessing capability are the main challenges to solve in order to create and
maintain a logical topology.
Communications
The tradeoff between computation/communication/sensing is a challenge
that has already been studied in wireless sensor networks but it needs some
adaptation to take into account the scalability factor which is inherent to
diMEMS.
4 Julien Bourgeois and Seth Copen Goldstein
Each diMEMS project has its own communication model directly linked
to the application. The question here would be to study the cost and the
interest of having some abstraction layer.
Control
When each unit of a system is mobile, the changes in the physical topology
modify the logical topology by changing network connectivity. This is one of
the main concerns of MANET. The inverse is also true, the logical topology
can drive the mobility. This is usually done by covering an area which needs
to be sensed [27] but it can also be used for modifying the logical topology,
for example to keep connectivity in a sensor network [14].
DiMEMS are composed of actuators which needs control and a degree
of synchronization. Three synchronization schemes can be used: no synchro-
nization between MEMS units, means that the control loop doesn’t have to
synchronize with other units, local synchronization means that a MEMS unit
has to be synchronized with its neighbors while global synchronization means
that all the MEMS units have to act synchronously.
Having actuators to control requires real-time deadlines. Some applica-
tions need a very high frequency from the controler. If the control is fully
decentralized like it is the case in distributed intelligent MEMS and that
different modules requires a local or a global synchronization, the time to
communicate has to be very short.
Reliability through properties verification
Reliability is difficult to achieve in any information technology project. The
approach taken to achieve it often uses modularity which allows one to define
interfaces and to segment the causes of failures. In diMEMS, this modular-
ity is limited. Methods to model the whole system with VHDL-AMS and
UML/SysML would allow one to verify some properties of the system and to
increase its reliability.
CPS and IoT, relations with macro world
DiMEMS are systems that can interact with other intelligent systems. This
interaction is the focus of cyber-physical systems (CPS) [22] and Internet
of Things (IoT) [5]. The new challenge with distributed inteligent MEMS
systems is to manage the different density of communication between the
macro-objects (low density) and the micro-objects (high density).
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2.2 Hardware challenges, scaling down
Seamless integration of MEMS and logic
Integrating MEMS with CMOS is still a challenge in the fabrication process
[30, 15]. Most of the MEMS-CMOS integration follow a hybrid integration
through wire-bonding but this approach is not well-suited for diMEMS which
requires too many connections. DiMEMS requires a monolithic integration for
two reasons. First of all, only a monolithic approach can guarantee scalable
and affordable fabrication process whereas hybrid approaches often requires
manual intervention. Secondly, the weight of a hybrid system is more impor-
tant than a monolithic one. MEMS actuation requires higher voltages than
logic which can create problems. Some solutions have been proposed [20] to
tackle this problem but a real voltage difference management between actu-
ation and logic is still a challenge.
Designing robust MEMS
Due to their size, MEMS are very sensitive to external factors (e.g., dust
and air quality) which can change the behavior of certain types of MEMS
actuators. Modeling and simulation have proven to be efficient to solve design
issues [10] but new solutions have to be found to increase MEMS robustness.
Building micro-communication devices
DiMEMS needs communication capabilities, but integrating communication
and MEMS is still a significant challenge. Some of them are linked to the
previous challenges described here like the voltage difference between the ac-
tuation and the logic and the integration of MEMS and logic but scalability is
also an issue. One-way communication to the MEMS has been implemented,
for example, in DMD where each micro-mirror has to be oriented is the right
direction [19]. While this approach works for a fixed topology and even for
a regular network of actuators, it doesn’t scale for more complex devices or
mobile units. Building a real micro-communication device is still a challenge
that haven’t been solved yet.
3 Examples
Many projects have been built around MEMS but no killer application has
yet been realized. Two active projects which are studying diMEMS are the
Smart projects (Smart Surface and Smart Blocks) [9] and Claytronics [17].
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3.1 The Claytronics project
3.1.1 Introduction
The past several decades have demonstrated the remarkable power of pro-
grammability: general-purpose computers have enabled new application do-
mains that were not anticipated when these computers were designed. As im-
pressive as cyberspace is these days, it is useful to remember that we live in a
world that is physical and not merely virtual. To enable new classes of exciting
applications that may stretch our imaginations (e.g., shape-shifting medical
instruments, hands-on interactive 3D design, etc.), the claytronics project
aims to bring the power of general-purpose programmability to everyday
physical artifacts in a fundamental way through a new form of programmable
matter. In the long term, our goal is to construct the programmable matter
such that its shape, motion, appearance, and response to human touch can
be arbitrarily controlled by software.
Our vision for realizing programmable matter is to harness the collective
power of a vast number (perhaps millions) of tiny (e.g., millimeter sized)
spherical robots that can stick together and move around each other to form
an overall material with somewhat fluid properties that we call “claytronics”.
The name “claytronics” was inspired by the word “claymation,” since the
material might resemble a form of modeling clay that can shape itself. We
refer to the individual robots that make up this ensemble as “catoms”, which
is short for “claytronics atoms”.
3.1.2 Hardware results
At first glance the ability to create a coherent ensemble of millions of units
appears fantastical. But, if we step back and examine it, the question is not
“if” we can manufacture it, but “when.” It is clearly possible to do so in
principle, e.g., biology builds ensembles of units which coordinate together
to form dynamic 3D shapes which can interact in the real world. And, we al-
ready have MEMS processes which creates 3D devices. Reid has constructed
spherical shapes by first printing a projection of the sphere and then, by har-
nessing the inherent stresses in thin film silicon dioxide, causes the projection
to self-assemble into a sphere (See Figure 1) [24, 28]. This same process can
be applied to a pre-fabricated CMOS wafer to create 3D units with integrated
processors and actuators.
3.1.3 Software results
In pursuit of our goal we are exploring different programming approaches and
have developed two new programming languages: LDP [12, 2] and Meld [3].
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Fig. 1 An example of a spherical shell (with diameter of ˜0.9mm) made using stan-
dard photolithography and stress induced curling. The shell (in the upper left) is
sitting on a circuit board which can move the shell using electrostatic forces. Included
with the permission of Rob Reid.
1
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• Our robot: a rolling cylinder.
• Two parts:
• Tube: SiO2 shell with patterned Aluminum 
900um
5
electrodes (CMU clean room).
• Chip: A Silicon-on-insulator (SOI) high 
voltage CMOS die (commercial foundry).
Chip
Fig. 2 An example of a complete cylindrical catom. On the left if a cad drawing
of the silicon shell and compelted robot. On the right, the realized result: you can
see the logic die inside the exterior silicon shell. Included with the permission of M.
Karagozler.
Both of these languages are declarative in nature and result in programs
which are about 20x shorter than equivalent imperative programs. They each
take an ensemble perspective, allowing a programmer to create simple, con-
cise, programs that are automatically compiled down to programs that run
on each unit.
One of the advantages of concise programs is the ability of the programmer
to focus on the program logic, facilitating correctness and affording greater
opportunity for algorithm enhancements (like optimizations). In the case of
larger programs we often see better performance in the Meld implementation
than an equivalent C++ one. The main reason for this is that Meld and LDP
make it easier to write a parallel program than a sequential one, utilizing
much of the latent parallelism inherent in the algorithm, while the C++
implementation is limited to the parallelism that the programmer can manage
and explicitly encodes.
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3.2 The Smart Surface project
3.2.1 Introduction
The objective of the Smart Surface project is to design a distributed and
integrated micro-manipulator based on an array of micro-modules in order to
realize an automated positioning and conveying surface. Each micro-module
will be composed of a micro-actuator, a micro-sensor and a processing unit.
The cooperation of these micro-modules thanks to an integrated network will
allow to recognize the parts and to control micro-actuators in order to move
and position accurately the parts on the Smart Surface. The parts are small,
they cover a few numbers of micro-modules (e.g. 4× 4).
Figure 3 shows one prototype of Smart Surface. The rectangular holes
seen on the front-side are the air nozzles. Air-flow comes through a micro-
valve in the back-side of the device and then passes through the nozzle. The
advantage of this solution is that the micro-actuators, the most fragile part
of the surface, are protected.
Fig. 3 Smart Surface prototype with grouped control of actuators
3.2.2 Hardware results
Three prototypes have been built within the Smart Surface project, these
prototypes have different kinds of actuators, but their main difference can be
found in the way the actuators can be controled.
Remotely placed actuators surface.
Each cell has oriented holes in 4 directions which means that each can create
an airflow in the 4 directions. There is only one actuator per column so that
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all the cells of a column have the same behavior. The cells are therefore
passives as they don’t have an actuator.
Grouped control of actuators.
This type of prototype is composed of actuators that can create airflow in 2
directions (see figure 3)and as the previous one, the actuators are controlled
by column.
Individual control of actuators.
The more advanced prototype has the same actuators as the previous one, i.e.
2 directions but each actuator can be controlled directly which allows a finer
control. This last prototype is the more complex to build as each actuator as
to be connected to the controller.
3.2.3 Software results
Even in a technological project, software plays an major role. Four aspects
have been studied within this project, sensor feedback, communications, con-
trol and modeling.
Sensor feedback.
Each cell that compose the surface comprises a processing unit, communica-
tion capabilities, an actuator and sensing capabilites. Sensing gives an indi-
cation on the presence of an object on top of it. More precisely, each sensor
sends a binary information to its processing unit regarding the presence or
the absence of the object. The object is therefore highly discretized. The first
work has been to work on the differentiation possibility of highly discretized
objects and on the choice of the best criteria to do so. The Exhaustive Com-
parison Framework (ECO)[8] has been designed in order to test exhaustively
the efficiency of different differentiation criteria, in term of differentiation ef-
ficiency, memory and processing power needed. The second work has been
to set the optimal number of sensors that have to be embedded inside the
surface. The Sensor Network Calibrator (SNC) [13] allows to test different
number and organization of sensors.
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Communications.
The physical topology of the Smart Surface is a rectangle, and where each
cell is connected to its four neighbours, the network topology is then a mesh
2D. As the network topology is known and fixed, the challenges are in the
algorithmic part. A mathematical model of discrete state acquisition and sev-
eral distributed iterative algorithms have been proposed and tested [6]. Syn-
chronous and asynchronous state acquisition methods and the asynchronous
ones have shown better results. Simple initial points and convergence results
for distributed algorithms have been proposed. In both the synchronous and
asynchronous cases, stopping criteria have been designed. The Smart Surface
Simulator has been designed to evaluate and to validate experimentally the
proposed distributed algorithms
Control.
Controlling the Smart Surface is very challenging as pneumatic actuation has
many problems that need to be solved. The reinforcement learning method
which has been implemented is decentralized and addresses the global-local
trade-off [21]. An integration of sensing, communications and control has been
proposed [9] and the experiments have shown good properties of the system.
Modeling
The VHDL-AMS model [10] that have been developed inside the Smart
Surface project can simulate the behavior of the surface while the SysML
model [16] gives a more higher-level description of the architecture. The
SysML model is derived from the VHDL-AMS one and the objective is to
link the SysML description of the hardware to the UML description of the
software. This would allow properties verification for the whole system.
4 Conclusion
The concept of diMEMS has been proposed 15 years ago but only few of the
challenges have been fully addressed. One reason is that diMEMS is a multi-
disciplinary field of research involving the topics of MEMS sensors/actuators
design and fabrication, electronics, networking, programming and control.
Having all these skills in one project is diffficult. Another reason is that
the topic of diMEMS relies on MEMS technology and it couldn’t exist until
MEMS research reaches its complete maturity. This time of maturity has
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come and we think that the time for pushing further the topic of diMEMS
has come as well.
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