Dynamical models of biomolecular networks are successfully used to understand the mecha-4 nisms underlying complex diseases and to design therapeutic strategies. Network control, and 5 its special case of target control, is a promising avenue toward developing disease therapies. In 6 target control it is assumed that a small subset of nodes is most relevant to the system s state and 7 the goal is to drive the target nodes into their desired states. An example of target control would be 8 driving a cell to commit to apoptosis (programmed cell death). From the experimental perspective, 9 gene knockout, pharmacological inhibition of proteins and providing sustained external signals 10 are among practical intervention techniques. We identify methodologies to use the stabilizing 11 effect of sustained interventions for target control in logical models of biomolecular networks. 12 Specifically, we define the domain of influence of a node (in a certain state) to be the nodes (and 13 their corresponding states) that will be ultimately stabilized by the sustained state of this node 14 regardless of the initial state of the system. We also define the related concept of the logical 15 domain of influence of a node, and develop an algorithm for its identification using an auxiliary 16 network that incorporates the regulatory logic. This way a solution to the target control problem is 17 a set of nodes whose domain of influence can cover the desired target node states. We perform 18 greedy randomized adaptive search in state space to find such solutions. We apply our strategy 19 to several biological networks to demonstrate its effectiveness. 20 In cellular systems various molecular species, such as DNA, RNA, proteins and small molecules, interact 22 in diverse ways. The totality of these interactions gives rise to cellular functions. The relationship between 23 1 Yang et al.
. An example network, its corresponding expanded network and its stable motifs are shown in sub-figures (a), (b) and (c) respectively. The LDOI of {∼n 4 } and {n 2 , n 4 } illustrated on the expanded network are shown in sub-figures (d) and (e) respectively. In panel (a) each edge with an arrow represents activation and each edge with a flat bar represents inhibition. Each node i in panel (a) has a correspondent n i and its complementary node ∼n i in panel (b) . (Note that n i is labeled as ni in panel (b) to be more visible). A composite node is drawn as a filled black circle and & represents the AND logic operator. In panel (c), each blue node is a single-node core of the corresponding stable motif. In panel (d) and (e), nodes with thick orange boundary are the sustained interventions and the green nodes are their LDOI.
for the complementary (negated) node is the logical negation of the regulatory function of the original node. 108 In this example, f ∼n 0 = NOT (NOT n 3 ) = n 3 and thus a corresponding edge is drawn from n 3 to ∼n 0 in empty set, LD(Ø) = Ø. This is consistent with the definition as an updating order preserving the level order starting from a null set can start from any node, and a node will not be stabilized to a fixed state 165 upon its very first update for all initial conditions unless its regulatory function is a constant. Source nodes 166 stabilize in their initial state, which nevertheless will be different for different initial conditions. 167 2.4 Determining the logical domain of influence of a sustained node state 168 We propose to find the LDOI of a node state by doing a modified breadth first search (BFS) on the 169 expanded network (see the pseudocode in Supplementary Material Sec. 1.1). In order to find the LDOI 170 of σ i =σ i , we start the search from the corresponding node (or complementary node) on the expanded network. If we meet another non-composite node, we add this node to the LDOI; if we meet a composite 172 node, we add this composite node only if all of its parent nodes (i.e. regulators) are already part of the 173 LDOI. This is due to the fact that any edge from a node to a non-composite node represents a sufficient 174 relationship and any edge from a node to a composite node represents a necessary relationship. We keep 175 searching on the expanded network until no new nodes can be added to the LDOI. For example, in Fig. 1 
176
(b), one can readily see that LD(σ 1 = 1) ≡ LD(n 1 ) = {n 4 , ∼n 2 , n 3 , n 1 , ∼n 0 } following the described 177 search procedure. The first difference from a normal BFS to find a connected component starting from a 178 node is that we put an extra rule for including a composite node. Another subtle difference is that we do 179 not include the starting point unless we visit this starting point again in our search process.
180
During the search process, there is a possibility that we meet the negation of the starting point. This 181 reflects the possibility that a node state can indirectly lead to the opposite state through a negative feedback 182 loop. This outcome represents a conflict with the original intervention. We do not add this node to the 183 LDOI because we assume that the intervention can sustain the original node state, thus the opposite state is 184 not reachable. This truncation of the LDOI to avoid including the negation of the starting node state ensures 185 that the LDOI will not contain a node which is the negation of an already visited node. Mathematically, if a 186 non-composite node n ex i ∈ LD(n ex j ), then n ex j is sufficient to activate n ex i , i.e., the long-term logical rule 187 for n ex i can be expressed in the form n ex i = n ex j OR · · ·; this implies ∼n ex i =∼n ex j AND · · ·, i.e., ∼n ex j is 188 necessary to activate ∼n ex i . Thus any conflict between n ex i and ∼n ex i will occur after the conflict between 189 n ex j and ∼n ex j during the search process. This truncation of the LDOI is the third difference compared with 190 a normal BFS.
191
For example, in the network of Fig. 1 (d) , the LDOI of the complementary node ∼n 4 includes nodes 192 n 3 , ∼n 0 , n 1 , ∼n 2 following the search procedure. From n 1 one can also reach node n 4 , which is the 193 negation of the considered intervention. Thus we stopped this branch of searching based on our truncation 194 rule. Since there are no more nodes that can be added, we conclude that LD(∼n 4 ) = {n 3 , ∼n 0 , n 1 , ∼n 2 }.
195
Our LDOI search procedure is equivalent to doing a simulation on the expanded network. If we update (LDOI) of that node. In the example of Fig. 1 , as discussed above, LD(n 1 ) = {n 4 , ∼n 2 , n 3 , n 1 , ∼n 0 }. If
200
we update the nodes in the order 4, 2, 3, 1, 0, each node will stabilize in the state as in LD(n 1 ). We note 201 that this does not put a restriction on the updating regime: if we update the system in an arbitrary order, 202 each node in the LDOI of the given sustained intervention will stabilize in the first update after all of its 203 regulators included in the LDOI have been updated once. For example, if we fixed the node 1 to be ON and 204 we perform rounds of update of the nodes in the order 0, 1, 2, 3, 4, nodes 2, 3 and 4 will be stabilized in the 205 first round of updating, while nodes 0 and 1 will be stabilized in the second round. 
Properties of the logical domain of influence of a sustained node state 223
In order to further illustrate the concept of LDOI, we discuss a few of its properties and its relationship 224 with established concepts in Boolean dynamics.
225
A natural question to ask is about the possible inclusion relationship between the logic domains of 226 influence of two node states σ i =σ i and σ j =σ j in the case when σ j =σ j ∈ LD(σ i =σ i ) or 227 n ex j ∈ LD(n ex i ) in the expanded network notation, where n ex i and n ex j represent any non-composite node 228 in the expanded network. In a directed graph, if node n j is a reachable from node n i , all descendants of 229 n j will also be reachable from n i ; indeed one can easily prove this by contradiction. However, due to the 230 special properties of the expanded network and the truncation of the LDOI, this inclusion relationship 231 LD(n ex j ) ⊆ LD(n ex i ) is not generally true for the expanded network. It is possible that n ex j ∈ LD(n ex i ), 232 however, ∼n ex i ∈ LD(n ex j ). In this case, by definition of the logic domain of influence, we won't allow 233 the negation of a node state to be part of the logic domain of influence of a node state. For example, 234 n 1 ∈ LD(∼n 4 ), however, n 4 ∈ LD(n 1 ). Thus LD(n 1 ) ⊂ LD(∼n 4 ).
235
If we add an additional restriction on the two nodes, this inclusion relationship will hold the same way 236 as for descendants in a directed graph. To be specific, the first key property of the LDOI is, if the node 237 state σ i =σ i and σ j =σ j , corresponding to the two non-composite node n ex i and n ex j on the expanded 238 network, are both included in the same (partial) fixed point and n ex j ∈ LD(n ex i ), the logic domain of 239 influence of n ex j will be a subset of the logic domain of influence of n ex i , i.e. LD(n ex j ) ⊆ LD(n ex i ).
240
(Recall that a partial fixed point is a subset of nodes whose respective state remains unchanged after being 241 updated regardless of the states of the nodes excluded from this subset.) The reason why the inclusion 242 relationship holds is that node states in a (partial) fixed point stabilize in the long term, thus they will 243 not lead to a situation with opposing behavior n ex j ∈ LD(n ex i ) and ∼n ex i ∈ LD(n ex j ). This restriction 244 can be weakened to only require that node state n ex i is in a (partial) fixed point. The reason is that if 245 n ex j ∈ LD(n ex i ) and n ex i is in a (partial) fixed point, then n ex j must also be in the same (partial) fixed point, 246 or be a node whose state stabilizes due to the nodes in the partial fixed point. Also, as one or more stable avoid containing its own negation. The second scenario is when the LDOI of two node states n ex i and n ex j 280 have the property ∼n ex i ∈ LD(n ex j ) or ∼n ex j ∈ LD(n ex i ), or both. Similar to the truncation we did to find 281 the LDOI of a single node state, we do not include any node state that is the negation of any node state 282 given in the intervention set and we stop searching that branch. We note that this truncation strategy avoids 283 any following conflict. For example, if n C ∈ LD(n A ) and ∼n C ∈ LD(n B ), then one may expect that the 284 LDOI of the set {n A , n B } will have a conflict between n C and ∼n C . However, n C ∈ LD(n A ) implies that 285 ∼n C requires ∼n A , this means that meeting the conflict between n C and ∼n C , must be after meeting the 286 conflict between n A and ∼n A , which is avoided by our truncation strategy.
287
For a compatible set {n ex i } ≡ ∪ i n ex i , it is guaranteed that ∪ i LD(n ex i ) ⊆ LD(∪ i n ex i ). For example, as 288 shown in Fig. 1 (e 
297
The properties of the LDOI of a single node can also be generalized to the LDOI of a given node set.
298
For the first key property, let S j = {σ j =σ j } and S i = {σ i =σ i } be two sets of node states, if S i is a 299 subset of any (partial) fixed point and S j ⊆ LD(S i ), then LD(S j ) ⊆ LD(S i ). The intuition is similar, the 300 requirement restricting us to consider those nodes which can be stabilized in the long term, that is, we 301 rule out the possibility of S i being an incompatible node set. For example in Fig. 1 consider S i = {∼n 3 } 302 and S j = {n 2 , n 4 }. As ∼n 3 is part of the stable motif SM 2 = {n 0 , ∼n 1 , n 2 , ∼n 3 , n 4 }, corresponding 303 to the fixed point (σ 0 , σ 1 , σ 2 , σ 3 , σ 4 ) = (1, 0, 1, 0, 1), S j ⊂ LD(S i ) implies LD(S j ) ⊆ LD(S i ). In fact,
304
LD(S j ) = LD(S i ).
305
The second key property also generalizes: if the logic domain of influence of a given node state set 306 contains the set itself, then the logic domain of influence of the set contains at least one stable motif.
307
The intuition and proof is similar to the case of a single node state. Taking the same example, consider
Following these examples, we define the core of a stable motif to be a minimal subset of the stable 311 motif whose logic domain of influence contains the stable motif. Here by minimal we mean that no true 312 subset of the core of the stable motif will contain the entire stable motif. The core of a stable motif can 313 be a single node or more than one node. For example, as shown in Fig. 1 (c) ∼n 3 is a single-node core 314 of the stable motif SM 2 = {n 0 , ∼n 1 , n 2 , ∼n 3 , n 4 }. {n 2 , n 4 } is another core of the same stable motif as 315 SM 2 ⊂ LD(n 2 ), SM 2 ⊂ LD(n 4 ) and SM 2 ⊆ LD({n 2 , n 4 }). 316 We also define a driver node (set) of the stable motif to be a node (set) whose domain of influence 317 contains the entire stable motif. The driver node (set) can be inside the stable motif, in which case it is the 318 core of the stable motif; it can also be an upstream node that is sufficient to activate (the core of) the stable 319 motif. We note that stabilization of a stable motif does not require the sustained state of a driver node, that 320 is, oscillations can also lead to the stabilization of a stable motif. An example of this behavior was shown 321 in Fig. 2 (b as D(S * ) ⊇ LD(S * ) ⊇ T arget.
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In order to avoid a full state space search in this combinatorial search problem, we apply a random 333 heuristic algorithm called the greedy randomized adaptive search procedure (GRASP) [37, 38] . The 334 pseudocode is described in Algorithm Table 1 and 2. The algorithm consists of two main phases. The first 335 phase is the construction of a greedy randomized solution and the second phase is a local search to remove 336 any redundancy of the solution. return Set() 15: end procedure
In the first phase, we first generate an initial candidate list (line 4 in Algorithm 2). In the simplest case, the search. 453 We also test the performance of different heuristic functions for the target control problem. We calculate 454 the average number of generated solutions for each pair formed by a target set and a network. As shown in 455 Table 1 , greedy functions with a penalty for containing the negation of a node state included in the target 456 set (score index 4 and 5) consistently perform better than the greedy functions directly using the size of 457 the LDOI (score index 1 and 3). The intuition behind this is clear, the binary essence of the node state is 458 important and it is thus more efficient to choose from those nodes whose domain of influence does not 459 contain the undesired node state. The second greedy function (|Comp LDOI|) also performs quite well.
460 Table 1 . Mean number of solutions found for each target set and random network pair for 50 target sets and 1000 networks. Half of 50 target sets have size two and the other half is of size three; none of them contain source nodes. The 2 nd to 6 th columns correspond to different custom score (greedy function) indexes and notations, which are described in the last paragraph in Sec. 2.7. The second and third row corresponds to the random network ensemble with nested canalizing rules and effective Boolean rules respectively.
Custom Score Index and Notation 
Biological Examples
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We applied our methodology on four Boolean models of signal transduction networks. In the following or multiple double node knockout combinations (knockout of SMAD and one of RAS, CSL, DELTA, 
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