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ON THE ABSENCE OF REMAINDERS IN THE WIENER-IKEHARA
AND INGHAM-KARAMATA THEOREMS: A CONSTRUCTIONAL
APPROACH
FREDERIK BROUCKE, GREGORY DEBRUYNE, AND JASSON VINDAS
Abstract. We construct explicit counterexamples that show that it is impossible
to get any remainder, other than the classical ones, in the Wiener-Ikehara theorem
and the Ingham-Karamata theorem under just an additional analytic continuation
hypothesis to a half-plane (or even to the whole complex plane).
1. Introduction
The Wiener-Ikehara theorem and the Ingham-Karamata theorem are two corner-
stones of complex Tauberian theory. Both results have numerous applications in di-
verse areas such as number theory, operator theory, and partial differential equations.
We refer to the monographs [1, 10, 15] for accounts on these theorems and related
complex Tauberian theorems.
The classical Wiener-Ikehara theorem states that if a function S is non-decreasing
on [0,∞) and has convergent Laplace-Stieltjes transform on the half-plane Re s > 1
such that
(1.1) L{dS; s} − a
s− 1 =
∫ ∞
0
e−sx dS(x)− a
s− 1
admits an analytic extension beyond Re s = 1, then S has asymptotic behavior
(1.2) S(x) = aex + o(ex).
On the other hand, one version of the Ingham-Karamata theorem says that if a function
τ is Lipschitz continuous on [0,∞) and if its Laplace transform
L{τ ; s} =
∫ ∞
0
τ(x)e−sx dx
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has a analytic continuation across the imaginary axis, then
(1.3) τ(x) = o(1).
We have stated here the simplest forms of these results, but we point out that both
theorems have been extensively studied over the last century and have been generalized
in a variety of ways. For instance, see [2, 4, 6, 7, 9, 12, 14, 16] for recent contributions.
In a recent article [8] the last two named authors have proved that, in general, it is
impossible to improve the error terms of the asymptotic formulas (1.2) and (1.3) in the
Wiener-Ikehara theorem and the Ingham-Karamata theorem if one just augments the
assumptions of these theorems by asking an additional analytic continuation hypothesis
to a half-plane containing Re s > 1 or Re s > 0, respectively. In the case of the Wiener-
Ikehara theorem, this disproves a conjecture by Mu¨ger [11], who had conjectured that
a certain remainder could be obtained if (1.1) can be analytically extended to Re s > α
with some 0 < α < 1. It has indeed been shown in [8] that no stronger remainder than
the one in (1.2) can be achieved if this extra assumption is solely made together with
the classical hypotheses.
The proofs of the quoted results on the absence of remainders in the Wiener-Ikehara
and Ingham-Karamata theorems given in [8] are non-constructive as they rely on ab-
stract functional analysis arguments (the open mapping theorem for Fre´chet spaces).
In particular, they do not deliver any concrete counterexample for specific remainders.
One might still wonder how such counterexamples could explicitly be found. The goal
of this article is to address the latter constructive problem. In fact, we shall construct
explicit instances of functions that show the ensuing theorem. Note that Theorem 1 im-
proves [8, Theorem 3.1 and Theorem 4.2]. We recall that the notation f(x) = Ω±(g(x))
means that there is c > 0 such that the inequalities f(x) > cg(x) and f(x) < −cg(x)
hold infinitely often for arbitrary large values of x.
Theorem 1. Let ρ be a positive function tending to 0.
(i) There is a non-decreasing function S on [0,∞) whose Laplace-Stieltjes trans-
form converges for Re s > 1 and
L{dS; s} − 1
s− 1
extends to the whole complex plane C as an entire function, but satisfying the
oscillation estimate
S(x) = ex + Ω±(ρ(x)e
x).
(ii) There is a smooth function τ on (0,∞) with bounded derivative whose Laplace
transform L{τ ; s} can be analytically continued to the whole C, but satisfying
the oscillation estimate
τ(x) = Ω±(ρ(x)).
We end this introduction by mentioning that it is actually possible to obtain quanti-
fied error terms in complex Tauberian theorems for the Laplace transform, but, as e.g.
Theorem 1 shows, additional assumptions on the Laplace transform besides analytic
continuation are required. Determining such conditions is a central problem in modern
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complex Tauberian theory and much progress on this question has been made in the
last decade, see e.g. [2, 3, 4, 5, 13, 14]. Many of such results are motivated by the
theory of operator semigroups and have applications in partial differential equations
and dynamical systems.
2. Main constructions
Our construction relies on three main lemmas, which are presented in this section.
The first result allows one to regularize functions that increase to infinity slower than√
x .
Lemma 1. Let ω be a positive non-decreasing function on (0,∞) satisfying
lim
x→∞
ω(x) =∞ and ω(x)≪√x.
Then there exists W ∈ C∞(0,∞) with the following properties:
(a) ω(x)≪W (x)≪ ω(x2);
(b) W (ax) ≥ aW (x) for every a ≤ 1;
(c) W ′(x) ≥ 0;
(d) for any n ≥ 1 and x > 0,∣∣W (n)(x)∣∣ ≤ 2n+1n!W (x)
xn
.
Proof. Consider the Poisson kernel of the real line,
P (x, y) =
y
y2 + x2
=
i
2
(
1
x+ iy
− 1
x− iy
)
.
Differentiating the last expression with respect to y, we obtain the bounds∣∣∣∣∂nP∂yn (x, y)
∣∣∣∣ ≤ 2n+1n!yn+1(y2 + x2)n+1 max0≤j≤n+1
∣∣x/y∣∣j ≤ 2n+1n!
(y2 + x2)(n+1)/2
, for all n ≥ 1.
We set
W (y) =
∫ ∞
0
ω(x)P (x, y) dx =
∫ ∞
0
ω(xy)P (x, 1) dx.
We have
W (y) ≥
∫ ∞
1
ω(xy)P (x, 1) dx≫ ω(y);
and
W (y) =
∫ y
0
ω(xy)P (x, 1) dx+
∫ ∞
y
ω(xy)P (x, 1) dx
≪ ω(y2) +√y
∫ ∞
y
√
x
1 + x2
dx≪ ω(y2) + 1.
This proves (a). Property (b) follows immediately from the definition of W . For (c),
∂P
∂y
(x, y) =
x2 − y2
(x2 + y2)2
,
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so
W ′(y) =
∫ y
0
ω(x)
x2 − y2
(x2 + y2)2
dx+
∫ ∞
y
ω(x)
x2 − y2
(x2 + y2)2
dx
≥ ω(y)
∫ ∞
0
x2 − y2
(x2 + y2)2
dx = 0.
Finally, ∣∣W (n)(y)∣∣ ≤ 2n+1n! ∫ ∞
0
ω(x)
(x2 + y2)(n+1)/2
dx
= 2n+1n!y−n
∫ ∞
0
ω(xy)
(x2 + 1)(n+1)/2
dx
≤ 2n+1n!y−nW (y).

The rest of this section is devoted to studying properties of various functions as-
sociated to the oscillatory function cos(xW (x)), where W satisfies some of the above
properties (a)-(d).
Lemma 2. Let W be a differentiable function tending to ∞ which satisfies the prop-
erties (c) and (d) stated in Lemma 1. Define
(2.1) T (x) =
∫ x
0
eu cos
(
uW (u)
)
du
and
(2.2) V (x) = W (x) + xW ′(x).
Then,
(2.3) T (x) =
ex
V (x)
sin
(
xW (x)
)
+ O
(
ex
V (x)2
)
.
Proof. Integrating by parts,
T (x) =
ex
V (x)
sin
(
xW (x)
)
+O(1)−
∫ x
1
eu sin
(
uW (u)
)( 1
V (u)
− V
′(u)
V (u)2
)
du.
To estimate the remaining integral, we perform once more integration by parts and
obtain that it equals(
1
V (x)2
− V
′(x)
V (x)3
)
ex cos
(
xW (x)
)
+O(1) +O
(∫ x
1
∣∣∣∣
(
eu
V (u)2
− e
uV ′(u)
V (u)3
)′∣∣∣∣ du
)
.
The first term is of the desired order of growth in view of the regularity assumption
(d). The derivative inside the integral equals
eu
(
1
V (u)2
− 3 V
′(u)
V (u)3
− V
′′(u)
V (u)3
+ 3
V ′(u)2
V (u)4
)
=
eu
V (u)2
+O
(
eu
uV (u)2
)
,
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again by the regularity assumption (d), and it is thus eventually positive. Hence the
integral is bounded by
O(1) +
ex
V (x)2
− e
xV ′(x)
V (x)3
.
It remains to observe that property (d) yields W (x)≪ x4, which implies that the O(1)
terms above are in fact O(x/V (x)2). This concludes the proof of the lemma. 
The last key ingredient in our argument is the analytic continuation property of the
Laplace transform of cos(xW (x)) that is obtained in the ensuing lemma. Before we
state it, let us point out that if a locally bounded function W satisfies property (b), one
must necessarily have W (x) ≪ x. In fact, let x ∈ [2n−1, 2n]; upon iterating property
(b) with a = 1/2, one obtains W (x) ≤ 2nW (x/2n) ≤ 2x supu∈[1/2,1]W (u).
Lemma 3. Suppose W is a smooth function tending to ∞ and satisfying (b)-(d) from
Lemma 1. Then, the Laplace transform
L{cos(xW (x)); s} =
∫ ∞
0
cos(xW (x))e−sx dx
admits an analytic continuation to the whole complex plane.
Proof. We shall prove the continuation of
F (s) :=
∫ ∞
0
eixW (x)e−sx dx,
whence the lemma follows since L{cos(xW (x)); s} = (F (s) + F (s))/2.
Using property (d), one sees that the n-th Taylor coefficient of W at x, cn,x, satisfies
|cn,x| ≤ 2n+1x−nW (x), so that its Taylor series at x has radius of convergence at least
x/2. This shows thatW has analytic continuation to the sector {z ∈ C : |arg z| < pi/6}.
The idea of the proof is to shift the integration contour to one where the real part of
izW (z) is sufficiently negative, in order to obtain an integral which is convergent for
any value of s ∈ C.
Consider z = Reiθ with 0 ≤ θ ≤ arctan(1/3). First we deduce some bounds on
Re(izW (z)) = −R(sin θReW (z) + cos θ ImW (z)).
Expanding W in its Taylor series around R cos θ, we get
W (Reiθ) = W (R cos θ) +
∞∑
n=1
(−1)nc2n,R cos θ(R sin θ)2n
+ i
∞∑
n=0
(−1)nc2n+1,R cos θ(R sin θ)2n+1.
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Employing the bounds on cn,R cos θ and property (c), which implies c1,R cos θ ≥ 0, we get
ReW (Reiθ) ≥ W (R cos θ)−W (R cos θ)(tan θ)2
∞∑
n=0
22n+3(tan θ)2n,(2.4)
ImW (Reiθ) ≥ −W (R cos θ)(tan θ)3
∞∑
n=0
22n+4(tan θ)2n.
If we choose θ such that (tan θ)2 ≤ 1/W (R), we obtain
Re(izW (z)) ≤ −R((sin θ)W (R cos θ) +O(1)).
Consider now the contours
ΓR : [R0, R]→ C : r 7→ r exp
(
i arctan
1√
W (r)
)
for some R0 sufficiently large (so that arctan(W (R0)
−1/2) < arctan(1/3)), and
CR :
[
0, arctan
(
W (R)−1/2
)]→ C : θ 7→ Reiθ.
Using (2.4), one verifies that for Re s ≥ σ0, with sufficiently large σ0, the integral over
CR tends to 0 as R→∞. For the integral over Γ∞, we get∣∣∣∣
∫
Γ∞
∣∣∣∣≪
∫ ∞
R0
exp
(
−r W (r)
2
√
1 +W (r)
+ (C +|s|)r
)
dr,
for some constant C, since sin arctan
(
W (r)−1/2
)
= (1 +W (r))−1/2, dz = O(1) dr by
property (d), and W (r cos θ) ≥W (r)/2 for θ ≤ pi/3 by property (b). Since √W (r)→
∞ (by property (a)), the integral over Γ∞ converges absolutely and uniformly for s on
any compact subset of C, and hence represents an entire function. In conclusion, the
formula
F (s) =
∫
[0,R0]∪CR0∪Γ∞
eizW (z)e−sz dz,
valid for in a certain right half-plane in view of Cauchy’s theorem, yields the analytic
continuation of F (s) to C. 
3. The examples
We have already done all the necessary work in order to establish Theorem 1. We
set
ρ˜(x) = sup
y≥x
ρ(y), ω(x) = min
(√
x, 1/ρ˜
(√
x
))
,
and let W then be a function fulfilling the conditions (a)-(d) from Lemma 1.
Example 1 (Proof of Theorem 1(i)). We consider the non-decreasing function
S(x) =
∫ x
0
eu
(
1 + cos
(
uW (u)
))
du, x ≥ 0.
Since
V (x) ≤ 5W (x)≪ ω(x2) ≤ 1/ρ(x),
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Lemma 2 tells us that S(x) = ex + Ω±(e
xρ(x)). On the other hand, by Lemma 3, its
Laplace-Stieltjes transform L{dS; s} extends to a meromorphic function on C with a
single simple pole with residue 1 at s = 1.
Example 2 (Proof of Theorem 1(ii)). This time we define our example as
τ(x) =
∫ ∞
x
cos
(
uW (u)
)
du, x ≥ 0.
Then, a similar calculation as in Lemma 2 shows that∫ y
x
cos
(
uW (u)
)
du =
sin(yW (y))
V (y)
− sin(xW (x))
V (x)
+O
(
1
V (x)2
)
,
so that the defining improper integral indeed converges and τ(x) = Ω±(1/V (x)) =
Ω±(ρ(x)). That the Laplace transform of τ has entire extension follows directly from
Lemma 3.
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