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We consider a superconducting microwave cavity capacitively coupled to both a quantum con-
ductor and its electronic reservoirs. We analyze in details how the measurements of the cavity
microwave field, which are related to the electronic charge susceptibility, can be used to extract
information on the transport properties of the quantum conductor. We show that the asymmetry
of the capacitive couplings between the electronic reservoirs and the cavity plays a crucial role in re-
lating optical measurements to transport properties. For asymmetric capacitive couplings, photonic
measurements can be used to probe the finite low frequency admittance of the quantum conductor,
the real part of which being related to the differential conductance. In particular, when the quan-
tum dot is far from resonance, the charge susceptibility is directly proportional to the admittance
for a large range of frequencies and voltages. However, when the quantum conductor is near a
resonance, such a relation generally holds only at low frequency and for equal tunnel coupling or
low voltage. Beyond this low-energy near equilibrium regime, the charge susceptibility and thus the
optical transmission offers new insights on the quantum conductors since the optical observables are
not directly connected to transport quantities. For symmetric lead capacitive couplings, we show
that the optical measurements can be used to reveal the Korringa-Shiba relation, connecting the
reactive to the dissipative part of the susceptibility, at low frequency and low bias.
PACS numbers: 74.78.Na, 74.25.N-, 42.50.Pq, 78.20.Bh
I. INTRODUCTION
The charges transmitted through a mesoscopic conduc-
tor locally perturb the electromagnetic field.1Therefore,
embedding the conductor in a high-finesse cavity of-
fers a way to monitor charge transfer mechanisms with
unprecedented accuracy2 by coupling electronic trans-
port with well-defined and controllable electromagnetic
modes. In the last decade, significant progress was made
in engineering sensitive superconducting resonators3,4
in the context of circuit Quantum Electrodynamics
(QED).5 Photons in these resonators have been coher-
ently coupled to macroscopic two-level qubit systems
mimicking quantum optics with strong atom-photon cou-
pling6,7. The strong reduction in the number of rele-
vant degrees of freedom may allow to experimentally test
the foundations of quantum physics8,9 and to implement
quantum information10–14 or quantum computation15–17
protocols.
Superconducting strip-line resonators have been first
coupled to isolated mesoscopic systems such as sets of
isolated rings18–20 as a probe to investigate the suscepti-
bility of these systems without any connection to invasive
probe. Superconducting resonators can also be coupled
to Josephson junctions in order to build a qubit system
but also to mesoscopic open conductors such as quantum
dots.21–26 Quantum dots are nanoscopic systems that em-
ulate atoms by showing discrete energy levels, atomic-like
electronic filling shell structure and being measurable by
optical means. Contrary to atoms, they can be easily
probed in electronic transport experiments similarly to
large metallic conductors. Combining resonant circuit
QED with a quantum dot gives a very powerful tech-
nique that allows to study the latter by photonic trans-
port measurements27 in addition to electronic transport.
Recent experiments probe and manipulate single or dou-
ble quantum dot (DQD) with resonators,28–38 as well as
demonstrate a DQD micromaser driven by single-electron
tunneling.39–41
The photonic transport is quantified by the complex
transmission coefficient τ = A exp(iφ) that relates the
output photonic field to the input field as shown in Fig. 1.
Only the photons with the frequency ω near the cavity
resonance frequency ωc are effectively transferred across
the microwave cavity. For isolated mesoscopic systems,
it was shown that the measure of the optical reflexion co-
efficient gives access to a cavity resonance frequency shift
and resonance frequency broadening which were related
to the complex ac admittance.18 For open mesoscopic
conductors, such as quantum dots, the transmission co-
efficient at energy near the cavity frequency is sensitive
to the charge susceptibility of the quantum dot circuit
as was first proposed in [22]. Using the input-output
formalism,42 the transmission coeficient was shown to
read (see appendix A):22,43
τ(ω) ≈ κ−i(ω − ωc) + κ+iΠ(ωc) . (1)
where Π(ω) is proportional to the electronic charge sus-
ceptibility. In this work, we assume that the pertur-
bation of the cavity induced by the electrons is weak:
|Π(ωc)|  κ, where κ is the escape rate of the cavity
that also controls the frequency width of photon reso-
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FIG. 1. Sketch of the system. The quantum dot with discrete
energy levels (in black) is coupled to the source and drain elec-
trodes (blue), which have a voltage bias eV . Differential con-
ductance of the system may be found by transport measure-
ments. The entire setup is coupled to the microwave cavity
(depicted as light between two mirrors; mirrors in gray). The
photons are coupled to the left lead with coupling strength βL,
to the right lead with βR and to the dot with λ. The elec-
tromagnetic field inside the cavity is probed by sending input
field with amplitude Ain and phase φin and measuring the
output field with Aout and φout. The difference between the
outgoing and ingoing fields gives direct access to the charge
susceptibility of the electronic system (see text).
nant scattering in Eq. (1). Therefore, we focus on the
weak electron-photon coupling regime where the elec-
tronic conductor only weakly perturbs the cavity.
The reduction of the output signal compared to the in-
put signal gives information about the imaginary part of
the electronic susceptibility while the phase shift gives in-
formation about its real part, similar to what was found
for isolated mesoscopic systems.18 In what follows, we
define the real (imaginary) part of the susceptibility by
Π′(ω) = Re[Π(ω)] (Π′′(ω) = Im[Π(ω)]). More specifi-
cally, for ω ≈ ωc and |Π(ω)|  κ, we can approximate
the phase shift as
δφ = φout − φin ≈ Π
′(ω)
κ
, (2)
which corresponds to the reactive part. Similarly, the
cavity peak broadening translates into
δA
Ain
=
Ain −Aout
Ain
≈ Π
′′(ω)
κ
, (3)
which corresponds to the dissipative part.
Most theoretical studies, excepting Ref. [26] and [44],
describe the coupling between the cavity and the quan-
tum dot as the capacitive coupling between the cavity
and the local charge on the dot. In this paper, we present
a more realistic approach by including the capacitive cou-
pling between the cavity and the metallic leads. We find
that, in addition to being sensitive to charge fluctuations
on the quantum dot, the cavity also probes charges that
are directly transferred between the two leads. An un-
balanced coupling between the cavity and the two leads
is required to observe this charge transfer. We evaluate
the function Π(ω) for two systems: (i) a tunnel junc-
tion placed in a microwave cavity and (ii) a quantum
dot (QD) tunnel coupled to metallic leads and placed in
a microwave cavity, as showed schematically in Fig. 1.
Although our model of the quantum dot does not incor-
porate electron interactions, we compare our calculations
to the experimental results obtained by Delbecq et al.28
especially in the near-equilibrium limit.
Our paper is organized as follows. Sec. II describes our
model Hamiltonian of the system presented in Fig. 1. In
Sec. III, we derive some general relations for the elec-
tronic charge susceptibility Π and express it in terms
of integrals over elements of the S-matrix for a non-
interacting quantum conductor. First, we apply our for-
malism to the tunnel junction in Sec. IV. Then, we ana-
lyze the charge susceptibility of a non-interacting quan-
tum dot coupled to a microwave stripline cavity in Sec. V.
The reader interested by the main findings of our work
shall find them summarized in Sec. VI. Finally, we pro-
vide a short conclusion and a brief outlook in Sec. VII.
II. MODEL HAMILTONIAN
Our system, depicted in Fig. 1, consists of a quantum
dot that is tunnel coupled to metallic leads. Both the
quantum dot and the leads are capacitively coupled to a
(superconducting) microwave cavity. We assume that the
wavelength of the electromagnetic field (∼mm) is much
larger than the mesoscopic system (∼µm), and thus the
coupling is constant over its length. The cavity supports
many (in principle, infinitely many) modes, all of which
should couple to the system. However, only cavity modes
resonant with some electronic modes are relevant, the
others giving negligible effect. From here on, we assume
that only one mode, e.g. the lowest, couples to the sys-
tem. Nevertheless, our analysis can be straightforwardly
extended to a multimode cavity. In this paper, we ana-
lyze the optical transmission and its relation to various
observables of the mesoscopic system. We consider both
the equilibrium and out-of-equilibrium situations where
the voltage bias is large.
The Hamiltonian of the combined system reads:
Hsys = Hel +Hel−c +Hph , (4)
3Hel = dd
†d+
∑
kα
(
tαc
†
kαd+ h.c.
)
+
∑
kα
kαc
†
kαckα ,
(5)
Hel−c = λ(a+ a†)d†d+ (a+ a†)
∑
kα
βαc
†
kαckα , (6)
and Hph = ωca
†a. In these equations, ckα (c
†
kα) is the
annihilation (creation) operator of an electron in the left
(right) lead α = L(R) with momentum k; d (d†) is
the annihilation (creation) operator of an electron in the
quantum dot; a (a†) is the annihilation (creation) op-
erator of the photon field. We denote the energy level
of the quantum dot as d, the tunneling amplitude be-
tween the quantum dot and the lead α as tα, and the
cavity mode frequency as ωc. Finally, λ and βα are the
electron-photon coupling constants to the quantum dot,
and the lead α = L,R, respectively. Note that we in-
clude the capacitive coupling between the quantum dot
and the cavity as well as between the cavity and the
electronic reservoirs. We have neglected direct photon-
induced tunneling terms in the Hamiltonian which are
subleading compared to capacitive couplings terms26. A
general expression for the coupling constants λ and βα
is given in Ref. [26], involving an integral over the spa-
tial variation of the vector potential in the corresponding
part of the conductor, lead or quantum dot. The result
depends on the geometry of the device and there is no
general argument to favor λ over βα (or the opposite) in
the general case.
III. ELECTRONIC CHARGE SUSCEPTIBILITY
A. General relations obeyed by transport
quantities
According to Eq. (1), the weak coupling between the
cavity and the electronic system results in the modifi-
cation of the transmission coefficient τ in the linear re-
sponse regime43 (see appendix A for a derivation of τ). In
the time domain, the correlation function Π(ω) in Eq. (1)
reads
Π(t− t′) =− iθ(t− t′)〈
[
(λnd + βLnL + βRnR) (t) ,
(λnd + βLnL + βRnR) (t
′)
]
〉, (7)
which corresponds to the total charge susceptibility of
the electronic system capacitively coupled to the cavity,
where nd = d
†d is the number operator for electrons in
the dot and nα =
∑
k c
†
kαckα is the number operator of
electrons in the lead α. Note that we set ~ = 1 through-
out the whole paper.
Using the fact that total charge is conserved, nd+nL+
nR = N, with N proportional to the total charge oper-
ator commuting with Hsys, the susceptibility in Eq.(7)
can be rewritten as
Π (t− t′) = (βL − λ)2 ΠLL (t− t′) + (βR − λ)2 ΠRR (t− t′)
+ (βL − λ) (βR − λ) [ΠLR (t− t′) + ΠRL (t− t′)] , (8)
where we introduced
Παβ (t− t′) = −iθ(t− t′)〈[nα (t) , nβ (t′)]〉. (9)
Using the equation of motion techniques, we can write
i∂tΠαβ (t− t′) = δ(t− t′)〈[nα (t) , nβ (t′)]〉
+ θ(t− t′)〈[Iα (t) , nβ (t′)]〉/e, (10)
where
Iα = e
dnα (t)
dt
(11)
is the current operator. Let us introduce the correlation
function
Yαβ(t, t
′) = −iθ(t− t′)〈[Iα(t), nβ(t′)]〉, (12)
which may be interpreted as an admittance or as a
generalized non-equilibrium differential conductance (see
e.g. [45] with an opposite sign in the definition). Note
that Y depends on the voltage bias V although it is not
immediately visible from Eq. (12). Using Eq. (10) and
Eq. (12) we find the following relations between the sus-
ceptibility and the generalized differential conductance in
Fourier space46:
Παα(ω) =
i
eω
Yαα(ω), (13)
ΠLR(ω) + ΠRL(ω) =
i
eω
[YLR(ω) + YRL(ω)] . (14)
From Eqs (13) and (14), we can relate Π(ω) defined in
Eq. (7) to a linear combination of the admittances. Such
linear combination may be simplified in some limiting
case as follows. For example, let us assume that there is
no charge fluctuation in the quantum dot so that nd(t) ≈
const in the cavity frequency range of interest. In this
limit,
Π(ω) ≈ i
eω
(βL − βR)2Y (ω), (15)
where Y = YLL = YRR = −YLR = −YRL. Π(ω) is non-
zero only for asymmetric couplings to the leads, βL 6= βR.
The prediction of Eq. (15) is quite intuitive: the cavity
electric field shakes the electrons in the reservoirs asym-
metrically and therefore probes the admittance of the
whole system. Eq. (15) also implies that the imaginary
part of Π(ω) measured via the cavity resonance broad-
ening is proportional to the real part of the admittance,
4which, at low frequency, reduces to the differential con-
ductance. Thus the charge freezing limit nd(t) ≈ const
is a particular case where the optical transmission coef-
ficient directly measures the non-equilibrium admittance
of the system. Charge freezing can be obtained by replac-
ing the quantum dot by an insulating barrier, by tuning
the dot level far off-resonance, or by considering an inter-
acting quantum dot in the Kondo regime as in Ref. [28].
We discuss this situation at the end of Sec. V.
Introducing the non-symmetrized noise at finite fre-
quency at
Cαβ(ω) =
∫ ∞
−∞
dt exp(iωt)〈Iα(t)Iβ(0)〉, (16)
the admittance Yαα(ω) can be related to the current-
current correlator45 through
Cαα(ω)− Cαα(−ω) = −2ωeY ′αα(ω). (17)
The first term on the left hand side of Eq. (17) corre-
sponds to the emission noise and the second term corre-
sponds to the absorption noise. Hence Eq. (17) directly
relates the increase in the cavity resonance broadening to
the balance between the emission and absorption noise
resulting from photon exchange between the quantum
conductor and the cavity.47
B. Calculation of the electronic susceptibility
In order to calculate the components of the total
charge susceptibility introduced in Eq. (9), we use the
scattering formalism that is well suited for such non-
interacting problems. In this formalism, the current op-
erator Iα(t)
48,49 can be written as
Iα(t) =
e
2pi
∫ ∞
−∞
dE
∫ ∞
−∞
dE′ exp (i(E − E′)t)
×
∑
γγ′
Aγγ′(α,E,E
′)a†γ(E)aγ′(E
′), (18)
where
Aγγ′(α,E,E
′) = δαγ′δαγ − S∗αγ(E)Sαγ′(E′). (19)
In Eq. (19), Sαγ(E) are the elements of the scattering
matrix characterizing the system (tunnel junction, quan-
tum dot, etc.). The current operator Iα is expressed in
terms of annihilation (creation) aα(E) (a
†
α(E)) operators
of the electrons in the reservoir connected to terminal α.
These operators are normalized so that
〈a†α(E)aα′(E′)〉 = δαα′δ(E − E′)fα(E), (20)
where fα(E) = [exp(E − µα)/kBT + 1]−1 denotes the
Fermi function in the lead α and µα is its chemical po-
tential.
The Fourier transform of Iα(t) reads:
Iα(ω) = e
∫ ∞
−∞
dE
∑
γγ′
Aγγ′(α,E,E + ω)a
†
γ(E)aγ′(E + ω).
(21)
Using
nα(t) =
i
2pie
∫ ∞
−∞
dω exp(−iωt)Iα(ω)
ω
(22)
and Eq. (21), we can express the number operator as
nα(t) =
i
2pi
∫ ∞
−∞
dω exp(−iωt) 1
ω
(23)
×
∫ ∞
−∞
dE
∑
γγ′
Aγγ′(α,E,E + ω)a
†
γ(E)aγ′(E + ω).
Performing manipulations detailed in the appendix B,
we can rewrite Παβ as
Παβ(ω) =
(
1
2pi
)2 ∫ ∞
−∞
∫ ∞
−∞
dω2dE2
{
1
ω22
1
ω + ω2 + iη
×
∑
γ1,γ′1
Fαβγ1γ′1
(E2, ω2)
[
fγ1(E2 + ω2)− fγ′1(E2)
]}
, (24)
where we introduced a new function
Fαβγγ′ = Aγγ′(α,E + ω,E)Aγ′γ(β,E,E + ω). (25)
At zero temperature (T = 0), this expression can be
simplified further. Introducing the integrals
Kαβ(ω2) =
∫ eV/2−ω2
eV/2
dE2F
αβ
LL(E2, ω2)
+
∫ −eV/2−ω2
−eV/2
dE2F
αβ
RR(E2, ω2)
+
∫ eV/2−ω2
−eV/2
dE2F
αβ
LR(E2, ω2)
+
∫ −eV/2−ω2
eV/2
dE2F
αβ
RL(E2, ω2), (26)
the real and imaginary part of the susceptibility can be
written as
Π′αβ(ω) =
(
1
2pi
)2
P
∫ ∞
−∞
dω2
1
ω22
1
ω + ω2
Kαβ(ω2), (27)
Π′′αβ(ω) = −
pi
(2piω)
2Kαβ(−ω). (28)
In order to compute the susceptibility Παβ for a non-
interacting scatterer in question, we first need to com-
pute the functions Fαβγγ′ in Eq. (25), and then the func-
tions Kαβ in Eq. (26). In the next section, we present
these computations for a simpler system – the tunnel
junction, – and we analyze a more complex quantum dot
system in Sec. V.
5IV. TUNNEL JUNCTION
A. Cavity pull and dissipation
The Hamiltonian that combines the resonating cavity
with the tunnel junction has the form of Eq. (4) with
Hel =
∑
kα
kαc
†
kαckα +
∑
kq
(
tc†kRcqL + h.c.
)
(29)
and
Hel−c = (a+ a†)
∑
kα
βαc
†
kαckα , (30)
characterized by the capacitive coupling βL (βR) of the
left (right) lead to the cavity. The tunneling amplitude
t being independent of energy is equivalent to instan-
taneous electron scattering. As a result, no charge can
accumulate in the junction, the total charge in the leads
N = nR + nL is constant, and the current is conserved
IR = −IL. The different charge susceptibilities are re-
lated to each other
ΠLL(ω) = ΠRR(ω) = −ΠLR(ω) = −ΠRL(ω) (31)
so that the total electronic susceptibility in Eq. (1) reads
Π(ω) =
∑
α,γ
βαβγΠαγ(ω) = (βL − βR)2ΠLL(ω), (32)
as in Eq. (15). The dependence on the coupling difference
βL − βR may be also viewed as a consequence of gauge
invariance as discussed in Sec. IV B.
Using the scattering formalism of Sec. III, we can com-
pute the electronic susceptibility for the tunnel junction.
The scattering matrix is energy independent and takes
the form
S =
(
ir t
t ir
)
, (33)
where unitarity implies r2 + t2 = 1 (we choose real pa-
rameters for simplicity). The functions introduced in
Eq. (25) are then expressed as FαβLL = F
αβ
RR = εαβT
2
and FαβLR = F
αβ
RL = εαβT (1 − T ), where T = t2 is the
tunnel junction transmission, εαβ = 1 if α = β and −1
otherwise. Inserting these expressions in Eq. (26), we
obtain
Kαβ(ω2) = −2Tω2 εαβ . (34)
Even at this level one may observe that the photonic
transmission is not affected by the bias voltage V . This
is due to the linearity in the I-V characteristic of the
tunnel junction.
Integrating Eq. (27)
P
∫ ∞
−∞
dω2
ω2(ω + ω2)
= 0, (35)
we find that the real part of the susceptibility becomes
zero, Π′αβ = 0, hence the absence of the cavity pull.
This result is in agreement with Ref. 47 where a different
gauge was used, corresponding to the Eq. (38) derived in
the next subsection. Therefore, any shift in the cavity
resonant frequency is due to either a weak energy de-
pendence in the electronic transmission or to higher or-
der effects (backaction) in the electron-photon coupling.
The imaginary part is obtained from Eq. (28) and reads
Π′′αβ(ω) = − (T/2piω) εαβ recovering the current conser-
vation in Eq. (31). Finally, the total susceptibility of the
tunnel junction
Π(ω) = −i(βL − βR)2 T
2piω
(36)
corresponds to a purely dissipative effect of the electrons
on the photonic transmission. This expression can be
also obtained by computing the admittance Y (ω) and
using Eq. (15). For the tunnel junction, the admittance
Y (ω) does not depend on neither the frequency ω nor the
voltage V . It is equal to the linear conductance G = ∂I∂V .
B. Gauge invariance
Different choices of gauge are possible to describe the
same physical system. They are related to each other
via unitary transformations. In order to relate to the
previous work, we discuss below two other gauges.
The first unitary transformation is given by the dis-
placement operator U1 = e
(βR/ωc)n(a
†−a), shifting the
photon field a→ a−(βR/ωc)n. The operator U1 does not
affect the dynamics of electrons since the total number of
electrons n = nR + nL commutes with the Hamiltonian,
hence U1HelU
†
1 = Hel. The operator U1 substracts βR
from the capacitive couplings thereby canceling the cou-
pling to the right lead. More specifically, the transformed
Hamiltonian is given by
U1(Hph+Hel−c)U
†
1 = ωca
†a+ (a+ a†)(βL − βR)nL
− βRβL
ωc
n2 − βR(βL − βR)
ωc
n(nL − nR). (37)
The first two terms describe the single mode resonator
and its coupling to the left lead. The second term partic-
ularly emphasizes the sensitivity of the photon transmis-
sion to the capacitive inhomogeneity βL − βR. Since n
commutes with the total Hamiltonian, the third term is a
constant and the last term describes an additional small
bias voltage. The result of Eq. (36) may be obtained
from Eq. (37) straightforwardly.
The second unitary transformation removes the lin-
ear coupling between the cavity and the electrons, i.e.
Eq. (30), by dressing the tunneling amplitude between
the two leads. This transformation with the unitary op-
erator U2 = e
A(a†−a), with ωcA = βLnL + βRnR, trans-
6forms the Hamiltonian into
H ′ =U2HU
†
2 =
∑
kq
(
te(βR−βL)(a
†−a)/ωcc†kRcqL + h.c.
)
+
∑
kα
kαc
†
kαckα + ωca
†a− A
2
ωc
. (38)
The last term in this expression A2/ωc describes capaci-
tive electron-electron interaction across the tunnel junc-
tion and is usually neglected. The resulting Hamiltonian
is conventionally invoked to describe the physics of dy-
namical Coulomb blockade1,24,27.
We remark that the different gauges correspond to
shifted positions of the resonator vacuum. A vacuum in
one gauge is different from the vacuum in another gauge.
V. QUANTUM DOT
Let us determine the charge susceptibility probed by
the microwave cavity of the QD tunnel coupled to metal-
lic leads and capacitively coupled to the microwave cav-
ity. The scattering matrix for the single-level quantum
dot reads
S(E) = −1 + ig(E)
(
ΓL
√
ΓLΓR√
ΓLΓR ΓR
)
, (39)
where
g(E) =
1
E − d + iΓ/2 , (40)
and Γ = ΓL + ΓR is the width of the level. Using this
expression for the S-matrix we can compute the func-
tions Aγγ′(α,E,E
′) defined in Eq. (19), then the sixteen
functions Fαβγγ′ introduced in Eq. (25), and finally the
functions Kαβ(ω) defined in Eq. (26). Being lengthy and
not essential for further discussion, the intermediate ex-
pressions for the functions Fαβγγ′ and Kαβ(ω) are given in
the Supplementary Material50. The functions Kαβ di-
rectly provide Π′′αβ through Eq. (28). However, in order
to obtain Π′αβ , we need to perform a final tedious in-
tegration over energy in Eq. (27), the details of which
are given in the Appendix C. The final expressions for
the real and imaginary parts of the total susceptibility
are given in Eq. (C19) and Eq. (C20), respectively, of
the Appendix C. However, such expressions are intricate
and difficult to interpret directly. Therefore, we consider
some limiting cases where simple expressions and con-
clusions can be obtained before addressing the general
case.
A. The Quantum RC-circuit limit
For the two following limits (or sets of parameters)
our system reduces to the so-called quantum RC circuit,
which has been largely studied theoretically26,51–63 as
well as implemented and verified experimentally64–66.
1. Case ΓR = 0
This case corresponds to a quantum dot connected to
a single reservoir by a junction. The quantum RC circuit
is particularly interesting in the small frequency limit
when some universal behavior is expected53,54 and was
observed64.
When ω is smaller than all other energy scales at play,
we can further simplify the expression of the susceptibil-
ity Π(ω) to obtain
Π′(ω) = −2ΓL(βL − λ)
2
pi
(
Γ2L + 4
2
d
) +O(ω2) , (41)
for the real part, and
Π′′(ω) = −4Γ
2
Lω(βL − λ)2
pi
(
Γ2L + 4
2
d
)2 +O(ω3) , (42)
for the imaginary part. Note that these expressions corre-
spond exactly to ∆ωa0 and ∆Λ0 in Ref. 26 with Γ = ΓL/2
[up to a minus sign which can be traced back to our dif-
ferent definition of Π(t) in Eq. (7)].
The real and imaginary contributions, Π′ and Π′′, re-
spectively, are not independent and fulfill at the lowest
order in ω the following relation
Π′′(ω) = −piω [Π′(0)]2 /(λ− βL)2. (43)
Up to the electron-photon couplings, this is nothing but
the Korringa-Shiba relation connecting the dissipative
part of the susceptibility to its reactive part. Note that
we defined the correlation function Π(t) in Eq. (7) with a
different sign compared to, e.g., Ref. 54, and thus intro-
duced the opposite sign in the Korringa-Shiba relation.
Note that the use of a microwave cavity for verifying the
Korringa Shiba relation has already been proposed in
Ref. [26].
2. Case βL = βR
For equal capacitive coupling to the leads (βL = βR),
the cavity electric field effectively couples to a single
larger lead as well as to the quantum dot. We thus ex-
pect to observe the same physics as in the previous case.
Again, we assume ω to be smaller than the other energy
scales in the system.
In this low-frequency limit, the real part of the total
susceptibility Π reads
Π′(ω) =− 2 (λ− βL)
2
pi
[
ΓL
(eV − 2d)2 + Γ2
+
ΓR
(eV + 2d)
2
+ Γ2
]
+O(ω2) , (44)
7while the imaginary part reads
Π′′(ω) =− 4Γω (λ− βL)
2
pi
 ΓL(
(eV − 2d)2 + Γ2
)2
+
ΓR(
(eV + 2d)
2
+ Γ2
)2
+O(ω3). (45)
For zero bias voltage eV = 0, one recovers the
Korringa-Shiba relation Eq. (43). Indeed, the two leads
combine and the quantum dot effectively couples to a
single lead.
In the latter case (βL = βR), given that eV = 0, as well
as in the former case (ΓR = 0, eV = 0), the cavity mea-
sures only local charge fluctuations on the dot – leading
to the dissipation channel fulfilling the Korringa-Shiba
relation, – but it is not sensitive to the charge transfer
across the quantum dot.
B. The tunneling limit, d/Γ→ −∞
The transmission coefficient for the quantum dot, Td,
in the tunneling limit (d → −∞) reads
Td =
ΓLΓR
2d
. (46)
Using this equation, we can immediately evaluate the real
and imaginary parts of Π:
Π′(ω) =− Td
2pi
[
(βL − λ)2
ΓR
+
(βR − λ)2
ΓL
+
(βL − λ)(βR − λ)
(
1
ΓL
+
1
ΓR
)
Td
]
,
(47)
Π′′(ω) = − Td
2piω
(βL − βR)2. (48)
The imaginary part of the susceptibility of the QD, re-
lated to δA/A, Eq. (48), is equal to the susceptibility of
the tunnel junction in Eq. (36). The real part of the sus-
ceptibility of the QD, related to the phase shift δφ, is not
zero as opposed to the tunnel junction result. The non-
zero phase shift for the QD is explained by the existence
of a localized level inside the barrier which is coupled
virtually to the continuum of levels in the leads by the
cavity field. On the other hand, such level is absent in
a pure tunnel junction resulting in the zero real part of
the susceptibility.
C. The low-frequency limit
Let us explore in detail the low-frequency regime when
the cavity frequency is typically smaller than the elec-
tronic quantum dot resonance width, ω  Γ. This
regime is studied experimentally in [28].
In this limit, one can take a series in ω/Γ of both the
real and imaginary parts of the charge susceptibility:
Π′αβ(ω) = Π
′
αβ(0) +O(ω
2), (49)
Π′′αβ(ω) =
1
piω
Λ
(−1)
αβ + ωΛ
(1)
αβ +O(ω
3). (50)
We obtain the following expressions for the lowest or-
der terms.
Π′LL,RR(0) = −
2ΓL,R
[
(eV ∓ 2d)2 ± (Γ2L − Γ2R)
]
pi
[
(eV ∓ 2d)2 + Γ2
]2 , (51)
Π′LR(0) + Π
′
RL(0) = −
4ΓΓLΓR
pi
× 1(
(eV − 2d)2 + Γ2
)2 + 1(
(eV + 2d)
2
+ Γ2
)2
 . (52)
and similarly
Λ
(−1)
LL,RR = −
2ΓLΓR[
(eV ∓ 2d)2 + Γ2
] , (53)
Λ
(−1)
LR + Λ
(−1)
RL = 2ΓLΓR×
×
[
1
(eV − 2d)2 + Γ2
+
1
(eV + 2d)
2
+ Γ2
]
. (54)
The expressions for Λ
(1)
αβ read:
Λ
(1)
LL,RR =−
4ΓL,R
3pi
[
(eV ∓ 2d)2 + Γ2
]3×
[
(3ΓL,R − 2ΓR,L)Γ2 + 3(Γ + ΓR,L)(eV ∓ 2d)2
]
, (55)
and
Λ
(1)
LR + Λ
(1)
RL =−
4ΓLΓR
3pi
 5Γ2 − 3(eV − 2d)2[
(eV − 2d)2 + Γ2
]3
+
5Γ2 − 3(eV + 2d)2[
(eV + 2d)
2
+ Γ2
]3
 . (56)
Analyzing these equations, one may observe that both
the real and imaginary parts of the susceptibility Παβ(ω)
have peaks at d = ±eV/2. Noticing that Λ(−1)LL +Λ(−1)RR +
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FIG. 2. Π˜′(ω) ≡ Π′(ω)/ (βL − λ)2 (left) and Π˜′′(ω) ≡
Π′′/(βL− λ)2 (right) as a function of eV and d for βL = βR,
ΓL = ΓR = 0.5 and ω = 0.1. All energies are expressed in
terms of Γ = ΓL + ΓR.
Λ
(−1)
LR +Λ
(−1)
RL = 0, we can further simplify the expression
for Π′′(ω) as
Π′′(ω) =
(βL − βR)
piω
[
(βL − λ)Λ(−1)LL − (βR − λ)Λ(−1)RR
]
+ ω
[
(βL − λ)2Λ(1)LL + (βR − λ)2Λ(1)RR
+ (βL − λ)(βR − λ)(Λ(1)LR + Λ(1)RL)
]
. (57)
Let us discuss both βL = βR and βL 6= βR cases.
1. Case βL = βR
For βL = βR, we find again the effective quantum RC
circuit case discussed above. In particular, it implies that
at V = 0,
δφ(V = 0) ≈ − 2Γ(βL − λ)
2
piκ (Γ2 + 42d)
, (58)
which corresponds to a Lorenztian shape as a function of
the dot gate voltage ∝ d.
In order to analyze the general non-equilibrium V 6= 0
case, we plot in Fig. 2 both Π˜′ = Π′/(βL−λ)2 and Π˜′′ =
Π′′/(βL − λ)2 as functions of d and eV . Both the real
and imaginary parts of Π have peaks around eV = 0.
For eV larger than Γ, the peaks split, and resonances are
found for eV/2 = ±d. For βL = βR, the Korringa Shiba
relations are satisfied at low energy for V = 0. This
implies that Π′′ ∝ (Π′)2 and therefore the resonances in
Π′′ are more narrow at eV = 0 than the resonances of
Π′.
Let us compare these results to the non-equilibrium
differential conductance G(V ) = dI/dV across the quan-
tum dot that reads
G(V ) =
e2
2pi
(
2ΓLΓR
(eV − 2d)2 + Γ2 +
2ΓLΓR
(eV + 2d)2 + Γ2
)
.
(59)
The differential conductance has a Lorentzian shape dou-
ble peaked at eV/2 = ±d. Noticing that, for ΓL = ΓR,
the expression of Π′(ω, V ) given in Eq. (44) is directly
proportional to G(V ). We thus expect that
δφ(V ) = −4(βL − λ)
2
κe2Γ
G(V ), (60)
for ΓL = ΓR = Γ/2.
Therefore, for both symmetric tunneling amplitudes
and lead capacitive couplings, Eq. (60) directly relates
the optical phase shift to the non-equilibrium conduc-
tance. This is one of our main results.
For small deviations from the equalities ΓL = ΓR and
βL = βR, we expect the relation Eq. (60) to hold approx-
imately. For strong asymmetric tunneling, even though
the expressions for Π′ and G(V ) are no longer propor-
tional within each other, these two quantities still have a
similar shape characterized by Lorentzian peaks around
eV/2 = ±d.
Such quantitative comparison cannot be made between
Π′′ (and therefore δA/A) and G(V ) for βL = βR because
the term proportional to 1/ω in the series for Π′′(ω) is
exactly zero. However, small deviations of the stringent
condition βL = βR may allow comparing these quantities
as we show next.
2. Case βL 6= βR
In the more general case βL 6= βR, the expression for
Π′′ simplifies for eV = 0 as
Π′′(ω, V = 0) ≈ − (βL − βR)
2
2piω
4ΓLΓR
42d + Γ
2
= − (βL − βR)
2
2piω
Td.
(61)
In this limit, Π′′(ω) has the same structure as for the tun-
nel junction [see Eq. (36)]. Hence the frequency broad-
ening
δA
A
(V = 0) ≈ − (βL − βR)
2
2piωκ
Td. (62)
Therefore the frequency broadening follows the conduc-
tance as a function of the dot gate voltage. The 1/ω
term in the frequency series for Π′′ dominates even for a
very small asymmetry of the capacitive couplings. Note
that, for βL ≈ βR, the phase shift is still given approx-
imately by Eq. (58) and still has a Lorentzian shape.
These equilibrium results (derived for V = 0) agree with
experimental results obtained in Ref. [28], where the cav-
ity frequency is the smallest energy scale, and a small
asymmetry between the capacitive couplings is present.
In order to explore how the susceptibility depends
on the bias and dot gate voltage, we introduce γ =
(βL − λ) / (βR − λ) such that
Π(ω)
(βL − λ) (βR − λ) =γΠLL(ω) +
ΠRR(ω)
γ
(63)
+ ΠLR(ω) + ΠRL(ω).
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FIG. 3. Π˜′(ω) ≡ Π′(ω)/γ (βR − λ)2 (left) and Π˜′′(ω) ≡
Π′′/γ(βR − λ)2 (right) as a function of eV and d for ΓL =
ΓR = 0.5, γ = 0.5, and ω = 0.1. All energies are expressed in
terms of Γ = ΓL + ΓR.
We remind that for |γ−1|  1, and ΓL ∼ ΓR, the out-of-
equilibrium relation in Eq. (60) holds. However, no such
relation is present between δA/A and G(V ) at finite bias.
We plotted both the real and imaginary parts of
Π/(βL − λ)(βR − λ) in Fig. 3. While Π′ has the same
structure as in Fig. 2, we find that Π′′ has a more com-
plicated non-monotonic behavior. This is due to the com-
petition between the Π′′LL + Π
′′
RR and Π
′′
LR + Π
′′
RL terms
having opposite signs, which explains, for example, the
saddle point in the vicinity of the point d = eV = 0.
Therefore, in this limit of large asymmetric capacitive
coupling, it is no longer possible to relate Π′′ ∝ δA/A to
the differential conductance, even qualitatively.
D. The general case
Contrary to the previous section where we explored
the low frequency regime with cavity frequency being the
smallest scale, we now explore the general case with ω ∼
Γ making it impossible to expand Π in frequency series.
1. Case βL = βR
Analyzing the plots of the real and imaginary parts of
Π in Fig. 4, we observe that Π′ has now four peaks in
the d, eV plane. Compared to the low frequency case,
the two lines of resonance at eV = ±2d are now split
into resonances at positions eV = ±2(d ± ω). For such
large frequency, the cavity acts like a classical AC voltage.
Therefore, it modulates the chemical potential of both
leads, which corresponds to the photon assisted tunneling
regime. The imaginary part of Π in Fig. 4 resembles the
one we obtained in the low frequency regime in Fig. 2.
Comparing the resonance lines in both Π′ and Π′′, we
conclude that the Korringa-Shiba relation is violated in
this large frequency regime, as expected.
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FIG. 4. Same as Fig. 2 for ω = 0.8.
2. Case βL 6= βR
Analyzing plots of the real and imaginary part of Π for
an asymmetry parameter γ = 0.5 in Fig. 5, we observe
that Π is no longer invariant when V → −V or d → −d.
Let us first focus on the dissipative part Π′. In the small
γ limit, we expect Π/(βL − λ)(βR − λ) to be dominated
by ΠRR. Since the susceptibility is mainly determined by
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FIG. 5. Same as Fig. 3 with ω = 0.8.
the right reservoir in this limit, we expect the resonance
condition −eV/2 = d that occurred at small frequency
to become −eV/2 = d±ω at larger frequency. However,
the condition eV/2 = d remains unaltered since the po-
larizability is almost blind to the left reservoir. Already
for γ = 0.5, we can see the aforemetioned features in
Fig. 5 both for Π′ and Π′′.
E. A quantum dot in the deep Kondo regime
As mentioned in Sec. III, when the quantum conduc-
tor is far from any resonance, the susceptibility and the
admittance are related by Eq. (15). This relation holds
for a non-equilibrium case and does incorporate the bias
V . Since ω is usually fixed by the cavity frequency ωc,
Π′′(V ) is proportional to the non-equilibrium differential
conductance Y ′(V ) which is characterized by a Kondo
peak around zero bias. Therefore, we expect the dissipa-
tive part of the transmission phase shift to be sensitive
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to this zero bias anomaly. However, in the experimental
data of Ref. [28], the phase shift δφ(V ) ∝ Π′(V ) was sur-
prisingly shown to exhibit a behavior similar to the dif-
ferential conductance. Extending our analysis of Π(ω, V )
to an interacting quantum dot (for example described by
the Anderson model) is beyond the scope of the present
paper but may help interpreting these experimental re-
sults.
VI. SUMMARY OF THE RESULTS
We studied a hybrid system consisting of either a tun-
nel junction or a quantum dot coupled to metallic leads
while the whole system itself is coupled to a single mode
of a microwave cavity field. We took into account the ca-
pacitive coupling between the cavity and the whole elec-
tronic system, including the leads. Using an input-output
theory, we found that the optical transmission coefficient
is related to the electronic charge susceptibility in the
weak electron-photon coupling regime. Even for non-
interacting conductors, many energy scales characterize
the system, for example the cavity frequency, the voltage
bias, the position and width of a resonance and finally
the asymmetry of the capacitive couplings.
For a tunnel junction with asymmetric capacitive cou-
pling βL 6= βR, the imaginary part of the electonic sus-
ceptibility Π(ω) is proportional to the admittance Y (ω)
which is equal to the linear conductance dI/dV . Simi-
larly, for a quantum dot far from a resonance, therefore
characterized by a small conductance and small charge
fluctuations, we found that the electronic susceptibility
is directly proportional to the quantum dot admittance
for all the frequency and voltage. The proportionality
constant is related to the asymmetry between the lead
and cavity capacitive couplings.
The case of symmetric capacitive couplings to the
leads, βL = βR, can be absorbed into a redefinition of the
capacitive coupling to the quantum dot. At zero voltage
and small frequency, we recover the Korringa-Shiba rela-
tion that relates the real and imaginary part of the elec-
tronic susceptibility, similarly to the case of a quantum
dot connected to a single reservoir (the so-called quan-
tum RC-circuit). In addition, in the case of symmetric
tunneling amplitudes, ΓL = ΓR, we found that the opti-
cal phase shift is directly proportional to the differential
conductance of the quantum dot for arbitrary bias. This
strongly symmetric case thus provides a weakly invasive
measurement of the non-equilibrium differential conduc-
tance, extracted from the cavity field response.
Nevertheless, the lead capacitive couplings have no rea-
son to be equal in general since they depend on the par-
ticular geometry of the conductor. They are also hardly
tunable. Finally, at zero voltage, we find that the imag-
inary part of the electronic susceptibility is proportional
to the equilibrium zero-frequency admittance. Beyond
this particular limit however, these two quantities are
generally not in correspondance.
VII. CONCLUSION AND OUTLOOK
We studied an electronic system consisting of either
a tunnel junction or a quantum dot with metallic leads
coupled to a single mode of electromagnetic resonator.
For weak electron-photon coupling, we related the opti-
cal transmission phase shift to the electronic susceptibil-
ity. We have considered and detailed different cases and
our results are summarized in Sec. VI. We demonstrated
that the asymmetry of the capacitive couplings between
the electronic reservoirs and the cavity plays actually a
crucial role by rendering the cavity electric field sensitive
to charge transfers between two different leads. We found
that the cavity field can be used to probe the low finite
frequency admittance Yαβ (where α, β are lead indices) of
the electronic system. Beyond the low frequency regime,
the charge susceptibility and therefore the optical trans-
mission in general offers new insights on the quantum
conductor. Since the optical observables are not in di-
rect correspondence with standard transport quantities,
they can be used as a non-invasive probe to better char-
acterize the quantum conductor.
Although we mainly focused in this paper on a non-
interacting quantum dot in various regimes, we think that
some of our conclusions remain valid for an interacting
nanostructure. As an outlook, it would be interesting to
study two out-of-equilibrium quantum dots coupled to
the same microwave cavity and use the cavity to both
induce and probe the correlated transport through such
systems. Moreover, it would be worth addressing the
spin physics using the same approach as developped in
this paper, both in the low- and high-frequency regimes.
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Appendix A: Input-output theory for microwave
cavities
In this section we present details on the derivation of
the transmission coefficient of the microwave cavity us-
ing input-output theory for the cavity in the presence of
the coupling to the quantum dot and metallic leads. We
will show that the transmission of the cavity depends on
the susceptibility of the electronic system. We consider a
single mode cavity with frequency ωc
67 and, for simplic-
ity, we assume for the moment a single-sided cavity. The
total Hamiltonian describing the system reads
H = Hel +Hph +Hel−c︸ ︷︷ ︸
Hsys
+Hb +Hc−b , (A1)
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where Hsys is defined in the main text in Eq. (4), and
Hb =
∑
q
~ωqb†qbq , (A2)
Hc−b = −i~
∑
q
(
fqa
†bq − f∗q b†qa
)
, (A3)
are the bath and the cavity-bath Hamiltonians, respec-
tively. Above, a (a†) is the annihilation (creation) op-
erator for the cavity mode with energy ωc, bq (b
†
q) are
the annihilation (creation) operators for the bath modes
with energy ωq, with q labeling their quantum numbers,
and the complex coefficients fq are coupling parameters
between the cavity and the external bath.
The idea of the input-output theory is to find the out-
put photons (or field) in terms of the input ones, as shown
schematically in Fig. 1. Following Ref. [67], we obtain for
the cavity equation of motion for a one-side cavity:
a˙ =
i
~
[Hsys, a]− κ
2
a−√κbin , (A4)
for the input field, and
a˙ =
i
~
[Hsys, a] +
κ
2
a−√κbout , (A5)
for the output field, where κ = 2piρ|f |2 is the cavity decay
rate, with ρ the bath density of states and f being the
average coupling between the cavity and the bath modes.
Subtracting Eq. (A5) from Eq. (A4) we obtain that
bout(t) = bin(t) +
√
κa(t), (A6)
a result which holds for any general cavity Hamiltonian.
In the following, we will find bout in terms of bin in
the presence of the electronic system. For that, we first
evaluate the commutator:
[Hsys, a] = −ωca− λnd − βLnL − βRnR , (A7)
where nα is the time-dependent electronic particle num-
ber (α = d, L,R). In order to find the contribution from
the electronic system to the equation of motion of the
cavity field, we have to utilize the time dependence of
one of the electronic particle number operators (let us
call it nα with the coupling constant λα). At time t, we
can write:
nαH(t) = U
†(t, t0)nαI(t)U(t, t0), (A8)
where
U(t, t0) = Tc exp
(
−i
∫ t
t0
dt′Hel−c(t′)
)
(A9)
is the evolution operator with Tc the time-ordering op-
erator that puts operators with later times to the left of
the ones with earlier times. We can then write Eq. (A8)
in the following way
nαH(t) = nαI(t) + iλα
∫ t
t0
dt′
[
(a+ a†)nαI(t′), nαI(t)
]
,
(A10)
up to leading order in the coupling constant λα. Thus,
the time-evolution of the electronic particle number con-
tains, besides the electronic component, a contribution
that arises because of the coupling to the cavity. Intro-
ducing Eq. (A10) into Eq. (A4), assuming that t0 → −∞
and switching to the Fourier space we obtain
−iωa(ω) = −iωca(ω)− κ
2
a(ω)−√κbin(ω)− iλα~ nαI(ω)+
+
λα2
~
∫ ∞
−∞
dteiωt
∫ t
−∞
dt′
[(
a(t)e−iωc(t
′−t) + a†(t)eiωc(t
′−t)
)
nαI(t
′), nαI(t)
]
, (A11)
where a(t) ≈ ae−iωct and a†(t) ≈ a†eiωct in zeroth or-
der in λα (because the expression is already multiplied
by Λα2 we can utilize the bare time dependence in this
expression). The first term in the above expression de-
scribes the free cavity evolution, the second term the
leaking into the continuum of modes (the external bath)
at rate κ/2, the third term is the input field coming from
the right side, the fourth term correspond to another “in-
put” contribution to the cavity from the electronic sys-
tem (a noise term), while the last term leads to both a
shift in the cavity frequency as well as to an extra de-
cay channel. One can now average over the electronic
system, thus neglecting any fluctuation (i.e. feed-back
effects). Moreover, we can neglect the highly oscillat-
ing term a†(t) ∝ eiωct, namely we perform the so called
Rotating Wave Approximation (RWA). Under all these
assumptions, the last term in Eq. (A11) becomes:
λ2α
~
∫ ∞
−∞
dteiωt
∫ t
−∞
dt′a(t)e−iωc(t
′−t)〈[nαI(t′), nαI(t)]〉0
= −i
∫ ∞
−∞
dteiωta(t)Π(ωc) = −ia(ω)Π(ωc), (A12)
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where
Π(t′ − t) = −iθ(t′ − t)λ
2
α
~
〈[nαI(t′), nαI(t)]〉0 , (A13)
is the retarded density-density electronic correlation
function utilized in the main text, and 〈. . . 〉0 means the
expectation value of the unperturbed electronic system.
Note that for deriving the above expression we assumed
that the electronic system is in a stationary state and
thus time translational invariant.
We are now in position to find the cavity field a(t) and
the output field bout(t) in terms of the input field bin(t).
Introducing Eq. (A12) into Eq. (A11) we obtain
a(ω) = −
√
κbin(ω) + i(α/~)nI(ω)
−i(ω − ωc) + κ/2+iΠ(ωc) . (A14)
In experiments, one actually encounters a two-sided
cavity, in which case the expression for the cavity equa-
tion of motion reads:
a˙ =
i
~
[Hsys, a]−
(κ1
2
+
κ2
2
)
a−√κ1bin −√κ2cin ,
(A15)
so that for the output fields we get:
bout =
√
κ1a+ bin (A16)
cout =
√
κ2a+ cin . (A17)
By following the same reasoning as for the one-sided cav-
ity, we obtain:
a(ω) = −
√
κ1bin(ω) +
√
κ2cin(ω) + i(α/~)nI(ω)
−i(ω − ωc) + κ1/2 + κ2/2+iΠ(ωc) ,
(A18)
while if the two mirrors are the same κ1 = κ2 ≡ κ, this
becomes
a(ω) = −
√
κ[bin(ω) + cin(ω)] + i(α/~)nI(ω)
−i(ω − ωc) + κ+iΠ(ωc) . (A19)
Assuming again that the input flux is much larger than
the electronic contribution, we can write:
cout(ω) = −τbin(ω) + (. . .)cin(ω) (A20)
with
τ =
κ
−i(ω − ωc) + κ+iΠ(ωc) ≡ Ae
iφ (A21)
being the transmission of the cavity, which is a complex
number, and which depends on the electronic suscepti-
bility Π(ω), as stated in Eq. 1 in the main text.
Appendix B: Scattering matrix approach for a
non-interacting quantum conductor
In this appendix, we express the charge susceptibility
of a non-interacting quantum conductor in terms of inte-
gral over the elements of its S matrix.
The electron number operator in terms of the current
operator reads
nα(t) =
i
2pi
∫ ∞
−∞
dω exp(−iωt) 1
ω
∫ ∞
−∞
dE∑
γγ′
Aγγ′(α,E,E + ω)a
†
γ(E)aγ′(E + ω), (B1)
where Aγγ′ have been defined in Eq. (19). We can now
calculate Παβ(ω) ≡ Fαβ(ω) +Xαβ(ω) with
Fαβ(t) =− iθ(t)〈nα(t)nβ(0)〉, (B2)
Xαβ(t) =iθ(t)〈nβ(0)nα(t)〉. (B3)
Let us first start with Fαβ(ω) =
−i ∫∞
0
dteiωt〈nα(t)nβ(0)〉. Using Eq. (B1) and ap-
plying Wick’s theorem, we obtain
Fαβ(ω) =
(
1
2pi
)2 ∫ ∞
−∞
∫ ∞
−∞
dω2dE2
{
1
ω22
1
ω + ω2 + iη
×∑
γ1,γ′1
Aγ1γ′1(α,E2 + ω2, E2)Aγ′1γ1(β,E2, E2 + ω2)×
× fγ1(E2 + ω2)
[
1− fγ′1(E2)
]}
. (B4)
In the same way we can calculate Xαβ(ω):
Xαβ(ω) = −
(
1
2pi
)2 ∫ ∞
−∞
∫ ∞
−∞
dω2dE2
{
1
ω22
1
ω + ω2 + iη
×
∑
γ1,γ′1
Aγ1γ′1(α,E2 + ω2, E2)Aγ′1γ1(β,E2, E2 + ω2)×
× fγ′1(E2) [1− fγ1(E2 + ω2)]
}
. (B5)
And finally Παβ(ω) reads
Παβ(ω) =
(
1
2pi
)2 ∫ ∞
−∞
∫ ∞
−∞
dω2dE2
{
1
ω22
1
ω + ω2 + iη
×
∑
γ1,γ′1
Fαβγ1γ′1
(E2, ω2)
[
fγ1(E2 + ω2)− fγ′1(E2)
] . (B6)
where we introduced
Fαβγγ′ = Aγγ′(α,E + ω,E)Aγ′γ(β,E,E + ω). (B7)
At zero temperature, we can further simplify Eq. (B6)
and using the identity
1
ω + ω2 + iη
= P
(
1
ω + ω2
)
− ipiδ(ω + ω2) , (B8)
we obtain Eq. (28) and Eq. (27) of the main text.
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Appendix C: Calculation of the quantum dot
susceptibility
1. Calculation of the real part of the susceptibility
In this section we give technical details on how to com-
pute the real part of the charge susceptibility. Let us
compute one of the integrals
L(y) = 2iP
∫ ∞
−∞
dx
x2(x+ y)(x2 + 4)
f(x), (C1)
where
f(x) = arctan(a+ x)− arctan(a− x). (C2)
Using the decomposition
arctan(α+ x) =
1
2i
(log[1 + i(α+ x)]− log[1− i(α+ x)]) ,
(C3)
the function f(x) can be given the following alternative
form
f(x) =
1
2i
[
log
(
1 +
ix
1 + ia
)
+ log
(
1 +
ix
1− ia
)
− log
(
1− ix
1 + ia
)
− log
(
1− ix
1− ia
)]
. (C4)
Therefore, L(y) can be written as a sum over four inte-
grals. Let us detail the calculation of one of them. We
consider the following principal part integral
L1(y) =P
∫ ∞
−∞
dx
x2(x+ y)(x+ 2i)(x− 2i)
× log
(
1 +
ix
1 + ia
)
. (C5)
L1(y) can be computed with standard complex plane in-
tegration techniques. The integrand has five singularities
in the complex plane: poles at z = 0, z = −y, z = −2i,
z = 2i and a branch point at z = i − a. A semi-circle is
added around z = 0 and z = −y. The contour is closed
in the lower half-plane, avoiding both the pole at z = 2i
and the branch cut [Fig. 6].
Using Cauchy’s residue theorem, we obtain eventually:
−2piiRes[−2i] =
∫
C−
= L1(y) +
∫
C−y
+
∫
C0
+
∫
CR
(C6)
where
L1(y) = −pii
(
2Res[−2i] + Res[−y] + Res(2)[0]
)
, (C7)
and
Res[−y] = 1
y2(y2 + 4)
log
(
1− iy
1 + ia
)
, (C8)
Res[−2i] = 1
16i(y − 2i) log
(
1 +
2
1 + ia
)
, (C9)
Res(2)[0] =
i
4y(1 + ia)
. (C10)
Above, Res[a] ≡ Res(f, a) = limx→a(z − a)f(z) and
Res(2)[a] ≡ Res(2)(f, a) = limx→a d/dz[(z − a)2f(z)] are
the residues of the function f(z) at the pole a of the first
and second order, respectively. Summing everything, we
finally obtain
FIG. 6. Complex plane z with poles of the integrand, Eq.(C5).
L1(y) = −pii
[
1
8i(y − 2i) log
(
1 +
2
1 + ia
)
+
1
y2(y2 + 4)
log
(
1− iy
1 + ia
)
+
i
4y(1 + ia)
]
. (C11)
The other terms appearing in L(y) can be calculated using a similar approach.
2. General expression for the quantum dot susceptibility
Gathering all terms, the real and imaginary parts of the susceptibility read
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Π′LL(ω) = −
4Γ2L
piΓ3y
(
y2 + 4
) [arctan (a+ y)− arctan (a− y)]
+
ΓL
piΓ2
(
y2 + 4
) (1 + 4ΓR
y2Γ
)[
−2 log (1 + a2)+ log [1 + (a+ y)2]+ log [1 + (a− y)2]] , (C12)
Π′′LL(ω) = −
2ΓL
piΓ2
(
y2 + 4
) (1 + 4ΓR
y2Γ
)
[arctan (a+ y)− arctan (a− y)]
− 2Γ
2
L
piΓ3y
(
y2 + 4
) [−2 log (1 + a2)+ log [1 + (a+ y)2]+ log [1 + (a− y)2]] , (C13)
Π′RR(ω) = −
4Γ2R
piΓ3y
(
y2 + 4
) [arctan (b+ y)− arctan (b− y)]
+
ΓR
piΓ2
(
y2 + 4
) (1 + 4ΓL
y2Γ
)[
−2 log (1 + b2)+ log [1 + (b+ y)2]+ log [1 + (b− y)2]] , (C14)
Π′′RR(ω) = −
2ΓR
piΓ2
(
y2 + 4
) (1 + 4ΓL
y2Γ
)
[arctan (b+ y)− arctan (b− y)]
− 2Γ
2
R
piΓ3y
(
y2 + 4
) [−2 log (1 + b2)+ log [1 + (b+ y)2]+ log [1 + (b− y)2]] , (C15)
Π′LR(ω) + Π
′
RL(ω) = −
4ΓLΓR
piΓ3y
(
y2 + 4
) [arctan (a+ y)− arctan (a− y)]
− 4ΓLΓR
piΓ3y2
(
y2 + 4
) [−2 log (1 + a2)+ log [1 + (a+ y)2]+ log [1 + (a− y)2]]
− 4ΓLΓR
piΓ3y
(
y2 + 4
) [arctan (b+ y)− arctan (b− y)]
− 4ΓLΓR
piΓ3y2
(
y2 + 4
) [−2 log (1 + b2)+ log [1 + (b+ y)2]+ log [1 + (b− y)2]] , (C16)
Π′′LR(ω) + Π
′′
RL(ω) =
8ΓLΓR
piΓ3y2
(
y2 + 4
) [arctan (a+ y)− arctan (a− y)]
− 2ΓLΓR
piΓ3y
(
y2 + 4
) [−2 log (1 + a2)+ log [1 + (a+ y)2]+ log [1 + (a− y)2]]
+
8ΓLΓR
piΓ3y2
(
y2 + 4
) [arctan (b+ y)− arctan (b− y)]
− 2ΓLΓR
piΓ3y
(
y2 + 4
) [−2 log (1 + b2)+ log [1 + (b+ y)2]+ log [1 + (b− y)2]] . (C17)
Using
Π(ω) = (βL − λ)2 ΠLL(ω) + (βR − λ)2 ΠRR(ω) + (βL − λ) (βR − λ) [ΠLR(ω) + ΠRL(ω)] , (C18)
we obtain the final result for Π(ω):
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Π′(ω) = − 4ΓL
piΓ3y
(
y2 + 4
) [arctan (a+ y)− arctan (a− y)]((βL − λ)2 ΓL + (βL − λ) (βR − λ) ΓR)
+
ΓL
piΓ2
(
y2 + 4
) [−2 log (1 + a2)+ log [1 + (a+ y)2]+ log [1 + (a− y)2]]
×
(
(βL − λ)2
(
1 +
4ΓR
y2Γ
)
− (βL − λ) (βR − λ) 4ΓR
y2Γ
)
− 4ΓR
piΓ3y
(
y2 + 4
) [arctan (b+ y)− arctan (b− y)]((βL − λ)2 ΓR + (βL − λ) (βR − λ) ΓL)
+
ΓR
piΓ2
(
y2 + 4
) [−2 log (1 + b2)+ log [1 + (b+ y)2]+ log [1 + (b− y)2]]
×
(
(βL − λ)2
(
1 +
4ΓL
y2Γ
)
− (βL − λ) (βR − λ) 4ΓL
y2Γ
)
. (C19)
and the imaginary part of the total charge susceptibility reads
Π′′(ω) = − 2ΓL
piΓ2
(
y2 + 4
) [arctan (a+ y)− arctan (a− y)]( (βL − λ)2(1 + 4ΓR
y2Γ
)
− (βL − λ) (βR − λ) 4ΓR
y2Γ
)
− 2ΓL
piΓ3y
(
y2 + 4
) [−2 log (1 + a2)+ log [1 + (a+ y)2]+ log [1 + (a− y)2]] ((βL − λ)2 ΓL + (βL − λ) (βR − λ) ΓR)
− 2ΓR
piΓ2
(
y2 + 4
) [arctan (b+ y)− arctan (b− y)]( (βL − λ)2(1 + 4ΓL
y2Γ
)
− (βL − λ) (βR − λ) 4ΓL
y2Γ
)
− 2ΓR
piΓ3y
(
y2 + 4
) [−2 log (1 + b2)+ log [1 + (b+ y)2]+ log [1 + (b− y)2]] ((βL − λ)2 ΓR + (βL − λ) (βR − λ) ΓL) .
(C20)
where we remind that we introduced the dimensionless variables a = eV − 2dΓ , b =
2d + eV
Γ , and y =
2ω
Γ .
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