We present a new sampling-based method for the efficient and reliable calculation of boundary surface defined by a Boolean operation of given polygonal models. We first construct uniform volumetric cells with sampling points for each geometric element of polygonal models. We then calculate an error-minimizing point in each cell based on a quadratic error function (QEF). Based on a novel adaptive sampling condition, we construct adaptive octree cells such that a QEF point in each cell can capture the shape of all the geometric elements inside the cell. Finally we reconstruct a polygonal model from the volumetric grids and QEF points for approximating the boundary of a solid defined by the Boolean operation. Our method is robust since we can handle different types of topological inconsistency including non-manifold configurations. It is also accurate since we guarantee the boundary approximation has the same topology as the exact surface, and the maximum approximation error from the exact surface is bounded by a user specified tolerance. The efficient hierarchical scheme based on octree enables using sufficient grid resolutions on a commodity PC. We demonstrate our algorithm for a number of test cases and report experimental results.
INTRODUCTION
Complex geometric models can be effectively defined by Boolean operations (e.g. union, intersection and subtraction). The Boolean operations are, therefore, the building blocks for many geometric operations. Robustly and accurately performing Boolean operations on solids is essential for various applications in computer graphics, computer-aide design (CAD), computer-aided engineering (CAE) and computer-aided manufacturing (CAM). In this paper we present a robust and accurate method for the Boolean operations on solids defined by polygonal models. A polygonal model is the simplest and one of the most popular representations of 3-dimensional geometry. It can be created from different sources, such as 3D range scans and computer-aided design software. Models in other geometric representations such as parametric or implicit representations can be converted to polygonal models quite easily. In addition, most CAM systems, such as Rapid Prototyping machines, require polygonal models (e.g. in STL format) as the input solids.
Intensive research has been performed on Boolean operations based on boundary representation (B-rep) [Hoffmann, 1989] . The proposed approaches generally utilize the following processes: (1) calculating intersections between vertices, edges and faces of solids; (2) classifying their geometric relations; (3) using valid vertices, edges and faces to rebuild a solid also in boundary representation. Geometric modeling kernels, such as Parasolid and ACIS, have been developed based on the accumulated knowledge, and are widely used in CAD software systems.
While the exact approach based on surface intersection and boundary classification provides accuracy, it lacks in simplicity and is prone to robustness problems. Two simple test cases for Boolean operations in a widely used CAD software system, SolidWorks (ver.2004) , are shown in Figure 1 . In Figure 1 .a, a cylinder A contacts a surface of body B on a single edge C; in Figure 1 .b, a solid to be extruded from the top surface of a cube contacts the cube on a portion of an edge. Boolean operations on both test cases failed in SolidWorks. The error messages given by the CAD system are also shown in the figure.
Most CAD software systems only consider solids in boundary representation such as NURBS. In comparison, a polygonal model can have thousands or millions of triangles. Therefore, Boolean operations on polygonal models are much more challenging since the degenerate cases are harder to detect and control. In this paper, we present a novel method and related algorithm for calculating Boolean results of input polygonal models. (1) Our method is a volumetric based approach. That is, we first convert the boundary representation into a volumetric representation. After calculating sufficient volumetric cells, we then construct the isosurface of the volumetric grids as the Booleaned boundary surface. We can handle various degenerated cases since the generated isosurface model is always manifold. (2) Our method is also a sampling based approach. That is, the reconstructed isosurface is an approximation of the exact surface of the Boolean results. We present an adaptive sampling condition and related subdivision algorithm to provide geometric and topological guarantees on the reconstructed approximation. For the two test cases as shown in Figure  1 , the Boolean results generated by our approach are shown in Figure 2 and 3 respectively. Notice in Figure 2 (right), the triangle meshes in the area of the contact edge is much denser due to the subdivision scheme used in our A closer look at a portion of the union result in Figure 3 (middle) is shown in Figure 3 (right). The generated models have no gaps, self-intersections, or overlaps. This is important for many CAM applications.
The most important properties of our method are:
(1) Robust: we present a general volumetric approach for approximating surface of a solid defined by Boolean operations. It can handle topological inconsistency including non-manifold configurations. (2) Accurate: we present a novel adaptive subdivision approach and related algorithm to judge when the sampling of a cell is sufficient to capture the geometries inside the cell for a given tolerance. Therefore the reconstructed approximation is guaranteed to be topologically equivalent to the exact surface, and the approximation error is bounded by a user specified two-sided Hausdorff error. (3) Efficient: we present a novel hybrid sampling approach based on both uniform and adaptive cell representations. Sampling by a uniform grid size enables us to use scan conversion algorithm to generate samples of geometric objects quickly; and adaptive sampling enables us to use a higher resolution to refine the cells with complex geometric objects inside. The efficient hierarchical scheme enables us to use high grid resolutions on a commodity PC. (4) Sharp features: our isosurface extraction approach can capture sharp corners and edges in the Boolean results. It is especially suitable for engineering applications.
Related Work
There has been a lot of work based on intersection calculation and boundary evaluations for Boolean operations [Hoffmann 1989 ]. However, problems of numerical precision and stability of calculations were also identified [Hoffmann 2001] . Boolean operations based on implicit representations have also been studied [Blinn 1982; Pasko et al. 1995; Bloomenthal 1997 ]. An advantage of the implicit modeling techniques is that it can express the Boolean operations elegantly. However, many applications, such as graphics displaying, Rapid Prototyping and CNC machining, require an explicit representation of geometry such as triangle meshes.
In recent years, the interest in using points as a display primitive has grown tremendously since Pfister et al. [2000] presented the concept of surfels. Pointshop 3D [Zwicker et al. 2002] introduces a set of tools to edit the geometry and appearance of a model. The use of point primitives for shape modeling such as Boolean operations has also been investigated by various researchers [Pauly et al. 2003; Adams and Dutre 2003] . However, no polygonal model is generated in these works since the main purpose is to display Boolean results interactively. Therefore surfels defined by Boolean operations are calculated and directly used to update graphic display. In comparison, a polygonal model is generated in this research for the Boolean results. In addition, accuracy, instead of speed, is the major concern due to the requirements of engineering applications.
Geometric approximation by volumetric representation and isosurface extraction has been utilized in various applications [Lorensen and Cline, 1987; Kobbelt et al. 2001; Ju et al. 2002; Kim et al. 2003; Ju, 2004; Varadhan 2005] . Marching cubes algorithm, proposed by Lorense and Cline [1987] , is a standard approach to extract an isosurface from a volume raster of scalar values. Many extensions to the original Marching Cubes algorithm have been proposed to resolve ambiguities of certain cell configurations and generate topologically consistent isosurfaces [Cignoni et al. 2000] . The original Marching Cubes algorithm is unable to extract high quality triangle meshes with sharp features. Several extensions have also been proposed to reconstruct sharp features and reduce aliasing artifacts in the reconstructed model [Kobbelt et al. 2001; Ohtake et al., 2001; Ju et al. 2002] . To overcome an excessively large number of triangles required to represent the iso-surface, many methods were also developed for performing iso-surface extracting adaptively using hierarchies such as octrees and k-D trees [Bloomenthal, 1988; Frisken et al. 2000; Ju et al., 2002; Varadhan et al. 2004] . Most algorithms do not provide guarantees on the topology of the reconstructed surface. Therefore, the approximation may suffer from various topological and geometric errors due to inadequate sampling. Two major kinds of problems, as shown in Figure 4 , are unreliable detection and unreliable reconstruction [Varadhan 2005 ]. In Figure 4 .(a), isosurface reconstruction algorithms may wrongly assume there is no geometry inside the cell since inside/outside signs of all the corners are the same. Therefore small surface components or handles may miss in the reconstructed polygonal meshes. This will lead to topological changes. In Figure 4 .(b), the reconstructed surfaces (shown in red lines) do not adequately capture the original geometry (shown in black lines) since small polygons inside the cell do not have intersection points with the cell boundaries. As a result, the polygonal meshes may be a poor approximation of the original geometry. 
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Some recent work addresses topology-preserving reconstruction by an enhanced cell representation [Zhang et al., 2004] . However, the proposed enhanced representation is rather complex and related algorithms are mostly heuristic-based. Varadhan et al. [2004] presented an adaptive subdivision algorithm based on three criteria, non-degenerate, complex cell and star-shaped. In their approach, a cell is non-degenerate if geometry intersects its voxel, faces, and edges generically; a cell is complex if it has any complex voxel, complex face, complex edge, or an ambiguous sign configuration; and a cell is star-shaped if a point exists which can see every points within the cell. Related geometric tests based on max-norm distance computation and linear programming were presented. It is guaranteed that an approximation based on the above sampling conditions is topologically equivalent to the exact surface and the approximation error is bounded by a two-sided Hausdorff error.
Recently Chen [2007a] presented an adaptive subdivision approach based on quadric error function (QEF) calculation.
Besides providing geometric and topological guarantees on the reconstructed approximation, the approach also provides a faster termination, better handling of degenerated cases, and easier implementation. Therefore the QEF based adaptive subdivision approach is utilized in this research for calculating Boolean results of polygonal models.
Algorithm Overview
The input to our algorithm is two polygonal meshes
, each consisting of a set of vertices V, edges E and faces F. Moreover, the user specifies the type of Boolean operations (e.g. union or intersection), an error tolerance, and an initial cell size. Based on the cell size, we convert the boundary representation of M(V, E, F) into a uniform cell representation which consists of three types of data, voxels, grids, and surfels (i.e. sampling points with their normals). A 2-dimensional illustration of the uniform cells for a polygon M is shown in Figure 5 .
In the voxel representation, three types of voxels, outside, boundary and inside, are marked in yellow, cyan, and magenta respectively; in the grid representation, inside and outside grid points are marked in solid black and white respectively; in the surfel representation, sampling points of all vertices and edges of M within each voxel are shown as red dots. For each sampling point, we record both its position and normal associated with the geometric element.
Based on the cell representation, our overall algorithm for a Boolean operation is shown as follows.
Input: models M 1 and M 2 , type of Boolean operation Π, error tolerance ε, and initial cell size γ.
A 2-dimensional illustration of the above algorithm is shown in Figure 6 . For given models M 1 and M 2 , an axisaligned extent [E min , E max ] is first calculated. For an initial cell size, C 1 and C 2 are constructed as the uniform cell representations of M 1 and M 2 respectively. Suppose the type of Boolean operation is subtraction. We generate another cell representation C for M 1 -M 2 from C 1 and C 2 . Suppose k is the number of boundary cells of C. We iterate each boundary cell for adaptive subdivision. Two subdivision examples are given in Figure 6 . Based on the sampling points within a cell (shown as red dots in the figure), we calculate a QEF point as an error-minimizing point (shown as gray dots in the figure) . If the point satisfies adaptive sampling conditions (refer to cell A in Figure 6 . The adaptive sampling conditions are discussed in Section 6), we record the QEF point for the cell and mark grid edges which exhibit inside/outside sign changes (shown as red edges in the figure) ; otherwise, we subdivide the cell and calculate the subdivided cells. The process runs recursively until all subdivided cells satisfy the adaptive sampling conditions (refer to cell B in Figure  6 ). Finally, we reconstruct a polygonal model based on 
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the QEF points and the marked edges. Suppose n is the total number of uniform and subdivided cells. We construct a line segment for each marked grid edge. The reconstructed polylines are also shown in the figure.
The remainder of this paper is organized as follows. The uniform cell representation of a solid is presented in Section 4. Boolean classification of cells is discussed in Section 5. The adaptive sampling test and related subdivision algorithm for boundary cells are presented in Section 6. Isosurface extraction from uniform and subdivided cells is presented in Section 7. We discuss the robustness and performance of the algorithm in section 8. The results of some test cases are presented in Section 9. Finally, we give conclusions and future work in Section 10.
Cell Representation of Solids
The main operation involved in Uniform_Sampling is the scan-conversion algorithm for 3-dimensiaonl polygons. The scan-conversion algorithm, which is widely used in Computer Graphics, is utilized to classify the signs of voxels and grid points. Since the uniform cells are aligned to the primal axes, we can calculate the intersections of an axis line and a polygon efficiently. Based on an intersection point and its normal associated with the polygon, we classify all voxels and grid points in the same axis line. If a voxel contains a boundary surface, it is classified as a boundary voxel; otherwise, it is classified as either an inside or outside voxel depending on its relative position related to the normal of the intersection point. Similarly we can classify all the grid points. In our research, we classify a grid point exactly on the boundary surface as an inside grid point. As an example, the boundary voxels of a dragon model from the Stanford 3D scanning repository (http://graphics.stanford.edu) are shown in Figure 7 (top). For the same model, the active grid edges, which are defined as an edge whose two neighboring grid points exhibit inside/outside sign changes are shown in Figure 7 (bottom). Besides volumetric representations, we also use point representation of solids. Pfister et al. [2000] presented surfel (surface element or surface voxel) and related techniques to render complex geometric objects. In their paper, surfels are calculated as the intersections of axis lines and boundary surface of a model. However, the approach will not guarantee the generation of a surfel for a triangle and a cell that the triangle intersects. For example, if a triangle T is smaller than a cell size, the axis lines may not intersect T. Therefore, no surfel will be generated for T in the cell. In our research, we calculate a surfel for a triangle and a cell C k by the following approach. We first use scan-conversion algorithm to calculate the intersection points of T and the twelve edges of C k as v f . We then calculate the intersection points of three triangle edges and the six faces of C k as v e . In addition, suppose the triangle vertices within C k are v v . We calculate a sampling point v as the average of all points v f , v e and v v . Similarly we can generate a sampling point for an edge or a vertex in C k .
Therefore, for each cell that a geometric element G i intersects, a sampling point v i (x i , n i , ID i ) is generated within the cell, where x i is a point position, n i is the normal of G i , and ID i is a unique identification number of G i . Based on ID i , we can retrieve G i from the input polygonal meshes. We generate sampling points for all the geometric elements of a polygonal model including vertices, edges and faces. We use a hash-map data structure to store all the generated sampling points. The index of the hash-map is a cell's position (ix, iy, iz) . Hence, we can retrieve all the sampling points within a cell quickly by its index. We can also find all the sampling points that are close to a point p by identifying a cell c that p lies in. As an example, the generated sampling points for a model as shown in Figure 8 (left) are shown in Figure 8 (right). In the figure, sampling points for vertices, edges and faces are marked as red, cyan and green dots respectively. Table 1 . Accordingly, the sign classification of a voxel V when performing a Boolean operation is shown in Table 2 . The inside/outside sign classification of a grid point G when performing a Boolean operation is shown in Table 3 .
Using the same extent and cell size, we generate a cell representation C for a model defined by (M 1 Π M 2 ) from C 1 and C 2 which correspond to models M 1 and M 2 . The boundary/inside/outside voxel signs and the inside/outside gird point signs can be set for C based on the rules shown in Table 2 and 3 respectively. Since we only need to reconstruct geometric boundary of (M 1 Π M 2 ), it is sufficient to process only the boundary voxels. All other non-boundary voxels (inside/outside) can be culled directly without affecting results. This speedup technique was also used in [Adams and Dutre 2003; Varadhan 2005] . Therefore for all the surfels in C 1 and C 2 , only those which are in the boundary voxels of C are added to the cell representation C (refer to Figure 6 ).
In addition, another speedup technique to cull surfels is based on partitioning a boundary cell by constructing two parallel planes [Adams and Dutre] . Let n be the average normal of all sampling points v i in a cell C k . Two parallel planes n•(x -d 1 ) = 0 and n•(x -d 2 ) = 0 are defined, where d 1 = min(n • x i ) and d 2 = max(n • x i ) over all points in C k . These planes divide C k into three regions: interior, exterior and boundary. The partitioning is best when all the sampling points lie in the same plane and have the same orientation. An offset needs to be considered since a sampling point actually represents the portion of a polygon within C k . So each sampling point is actually a disk with a radius r. In this research, we calculate r based on the maximum distance of x i to all the intersection points v e , v f and v v (refer to Section 4). The size of r is a conservative estimation which may lead to more subdivisions. But it will not affect the accuracy of our approximation results.
Adaptive Sampling of Boundary Cells
For each boundary cell C k , we judge if C k needs to be subdivided for ensuring the reconstructed geometric model has the same topology and satisfies a given error tolerance ε. As discussed in Section 4, we generate a sampling point v for each geometric element G i and a cell C k that G i intersects (i.e. G i ∩ C k ≠ 0). Suppose v i (i = 1,…, k) are all the sampling points inside C k . Our adaptive subdivision approach is based on the following test [Chen 2007a ]. If any of these tests fails, the cell has complex geometry inside. Therefore the current sampling resolution is not sufficient. We will subdivide C k and apply the test recursively.
Adaptive sampling test:
( In
Step (1), a QEF function is defined as introduced by Garland and Heckbert [1997] for finding an error-minimizing point for a set of point v i . The approach was proven to be effective especially for sampling points with accurate normals. The QEF approach was also used by Ju et al. [2002] and Varadham et al. [2004] . However, they use the intersection points of cell edges and the model surfaces as v i ; while our approach uses all the sampling points inside C k as v i .
In
Step (2).a, we consider the cases in which the calculated QEF point may not be within C k (a simple example is shown in Figure 9 .a). This is an important topological test. Without it, the reconstructed polygonal meshes may have self-intersections. In
Step (2).b, we ensure the iso-surface within each cell is topologically equal to a simple disk (refer to Figure 9 .b). This is similar to the star-shaped criterion proposed in [Varadhan et al. 2004] . However, our computation for the test is much simpler and easier to implement. After recursively subdivision, the portion of the input geometry within each cell is topologically equal to a simple disk. Therefore we can guarantee the topological equivalence of the reconstructed polygons and the exact surface.
Step (3), we check the geometric error between an approximation and the exact surfaces. We check the approximation error of each geometric element and compare it with a tolerance ε. The QEF point v c can represent all the geometric elements in C only when all deviation distances are smaller than ε. Otherwise, the cell is geometrically complex and needs to be subdivided. Two examples are shown in Figures 9.c and d.
Based on the adaptive sampling test, our algorithm for adaptive subdivision is shown as follows.
Algorithm Adaptive_Subdivision (C i , ε) Input: a cell C i and an error tolerance ε. Output: A set of adaptively subdivided cells.
Steps:
We use an octree to store the subdivided cells C k . For each octree element, we record its children, parent, and a set of ID i which correspond to all the polygons intersecting C k . Therefore, in calculating C k , we only need to consider the geometric elements G i related to the set ID i . To ensure the correctness of our algorithm, if a geometric element G i intersects a new cell C k , we must calculate a sampling point of G i in C k and add it to v i related to C k . We treat all the boundary of C k as part of the cell. So if the intersection of G i and C k are on its boundary, a sampling point also needs to be calculated (our approach to calculate the sampling point of G i in C k is discussed in Section 4). In addition to polygons, we also sample their boundaries (edges and vertices) for the QEF calculation. This allows us to capture all geometric singularities. We set the inside/outside signs of a voxel and grid points of C k based on the signs of its parent and the normals of all the geometric elements in C k . Notice after the uniform sampling, there are much less geometric elements in each cell. For example, a dragon model as shown in Figure 7 has 723,708 triangles. After constructing a uniform grid (60x45x30) to sample the model, each boundary cell contains only 71 triangles in average. These triangles and their boundary edges and vertices are recorded as G i and are used in the adaptive sampling test. We recursively apply the adaptive sampling test to the children cells until they all pass the test. A QEF point is then recorded for a cell and the cell is returned as a leaf node of the octree.
Isosurface Extraction
After a uniform and octree cells are constructed, we use a modified Dual Contouring method for reconstructing polygons. The major difference between our approach and the one given in [Ju et al., 2002] is the way of calculating a point in each cell for constructing polygons. That is, we calculate a QEF point based on the sampling points of geometric objects which intersect a cell; while in [Ju et al., 2002] , a QEF point is calculated based on the intersection points (position and normal) of 12 cell edges with geometric objects. Unlike the marching cube algorithm, Dual Contouring algorithm will not generate cracks for an adaptive grid with different grid sizes. In 2D adaptive grids as shown in Figure 6 , each edge is shared by two cells; hence if an edge exhibits an inside/outside sign change, it is defined as an active grid edge. The isosurface extraction algorithm will output a line segment connecting the errorminimizing points of the two adjacent cells sharing the edge. In 3D adaptive grids, each edge is shared by three or four cells. For an active edge shared by four cells, a quad is generated by connecting the error-minimizing points of the four adjacent cells; while for an active edge shared by three cells, a triangle is generated. The isosurface extraction algorithm is shown as follows.
Algorithm Isosurface_Extraction(C i ) Input: a cell C i with grid point signs and a QEF point. Output: A set of triangles for iso-surfaces of cells.
for edge e k , k = 1 to 12 do if e k exhibits sign changes then createPolygons = true
If an edge e k is subdivided into e i (i=1,…, m), we do not need to generate a quad for e k even if it exhibits sign changes. Instead, a correct quad will be generated for one of its children edges e i which also exhibits sign changes. Therefore in Isosurface_Extraction, we judge the subdivision levels of C i and its neighboring cells C j in Get_QEFPoint to avoid the duplication in generating polygons (i.e. generating quads for both e k and e i ). No QEF point is returned in Get_QEFPoint if the subdivision level of C j is higher than that of C i . Consequently no triangles will be generated for e k .
Since we use a QEF point in each cell to construct isosurface, there is no need to calculate the signed distance value of a grid point to the exact surface in our method. Therefore, we can use some speedup techniques for calculating the inside/outside sign of a grid point. For example, we can set two neighboring grid points with the same sign if no intersection point lies between them. This is different from other isosurface extraction algorithms where signed distances are required. For example, in the machining cubes algorithm [Lorensen and Cline, 1987] , the signed distance values of the eight cell vertices are calculated for constructing polygonal surfaces. In the extended marching cubes [Kobbelt et al., 2001] and dual contour algorithms [Ju et al., 2002] , polygonal surfaces are constructed based on the intersection points of the 12 cell edges with boundary surfaces. In topology preserved surface extraction algorithm ], polygonal surfaces are constructed based on the intersections of the 6 cell surfaces and 12 cell edges with boundary surfaces.
Robustness and Performance
There are two main types of robustness problems: numerical error and degenerate data. Our approaches to handle them respectively are discussed as follows.
Numerical error occurs due to the use of floating-point arithmetic in geometric computations. In our approach, we use scan-conversion algorithm in sign classifications. Intersection tests using separating axes involve floating point operations that are prone to numerical errors. These errors may cause inconsistent classification of grid signs which may lead to errors in the reconstructed model. To eliminate floating-point errors, we first convert floating point vertices into integer representations. All sign classifications are then based on exact integer operations to get consistent results. Therefore, suppose δ is the finest resolution to be considered and Ε is the maximum extent. To represent any floating-point number within Ε, we need a N-bit integer where N = log 2 (Ε / δ). For example, for a unit cube, a 32 bit integer can represent a resolution of 2×e -10 while a 64 bit integer can represent a resolution of 1×e -19 . Therefore we can embed an input geometry inside a very fine integer lattice with size 2 N in each dimension, and clamp each polygon vertex and intersection point to the nearest lattice point. By choosing an initial cell size as 2 k ×δ, we can also clamp all grid points of both uniform and octree cells to their nearest lattice points. A similar approach was also adopted in [Ju, 2004] to handle numerical error.
Handling degeneracy is a very challenging problem and has been studied in computational geometry extensively. Approaches such as special case handling and perturbation method were proposed. We handle degenerate cases also based on exact integer operations. There are tow major types of degenerate data, grazing contacts and tangential contacts, which are discussed as follows.
(1) Grazing Contacts. An input geometry may contact a cell boundary during the subdivision process. The contact region may be a point, an edge, or a surface. A 2-dimensional example is shown in Figure 10 . Edge AB of the input geometry contacts a cell boundary during the first subdivision process. Our approach to handle grazing contacts is: (i) we treat all grid points which are ON the boundary as inside; (ii) we treat all the boundary of a cell as part of the cell. So if a geometric object G i is ON the boundary of two neighboring cells, sampling points of G i will be added to both cells. The subdivided cells based on our adaptive sampling test are shown in Figure 10 . In [Varadham et al. 2004] , the cell which contacts an edge is treated as a complex cell (with a complex edge). Therefore, the sampling conditions (complex cell criterion) will never be met and subdivision process will repeat. In comparison, the subdivision process terminates rather quickly in our method.
(2) Tangential Contacts. Two geometric models may have a tangential contact (a point, an edge or a surface). The detection of such tangential contacts is difficult which involves O(n 2 ) calculation. An example is shown in Figure 11 (top) for a union operation of tow models which intersect each other on edge AB. For a cell containing points A or B, a QEF point fails the adaptive sampling test 2.b since its normal is flipped from either N f1 or N f2 . So the subdivision process will continue. Our approach to handle tangential contacts and to terminate the subdivision process is based on integer representations. Suppose a uniform grid is generated based on an initial cell size γ. We set the subdivision level µ as 0 for each cell in the uniform grid and increase µ by 1 for each subdivision process. In order to clamp grid points to their nearest lattice points, we set the initial cell size γ = 2 k ×δ where δ is the finest resolution to be considered. Therefore the maximum subdivision number based on our integer representation is k. For example, suppose δ = 1e-8 and γ = 0.01, k= log 2 (γ / δ) < 20. That is, after 20 subdivisions, a cell will be treated as a single point and will not be subdivided further. Therefore we can detect the occurrence of a tangential contact based on if a cell's subdivision level µ reaches k. Accordingly we can terminate the subdivision and return QEF points A and B for the cells containing points A and B respectively. The reconstructed isosurface will still be valid. As an example, the subdivided cells around point A and their QEF points (marked as red dots) are shown in Figure 11 (bottom). Notice k is only a theoretical upper bound on the number of subdivisions. In practice, we can set the maximum subdivision number to be smaller (e.g. 12).
The performance of our algorithm is analyzed briefly as follows. The total time taken by our algorithm is the sum of the time taken by the uniform sampling, adaptive subdivision and polygon reconstruction. The uniform sampling goes through each geometric primitive and use scan conversion algorithm to generate intersection points in three axes. Therefore the time complexity of this step is O(n) where n is the number of polygons. The iso-surface reconstruction algorithm spend O(1) time on each cell of the grid. Therefore, the time complexity of this step is O (N) where N is the number of cells (including both uniform and octree cells). The second step, adaptive subdivision, is the dominant step of our algorithm. The time complexity of this step is O(n • k) where n is the number of polygons and k is the maximum subdivision number.
Results and Discussions
We used C++ programming language with Microsoft Visual C++ compiler to implemente the presented algorithms. We have also tested our algorithms using polygonal models with various complexities. All the tests were executed in a commodity PC with a 3.2 GHz Pentium IV processor and 2GB DRAM running Windows XP. Four of the tests are shown in Figure 12~15 .
A simple test of a sphere and a cylinder is shown in Figure  12 . The input triangular meshes and their relative positions are shown in Figure 12 (left). The union and subtraction of the two solids are shown in Figure 12 (middle) and (right) respectively. Another test of a mechanical part and a text model is shown in Figure 13 . The subtraction and intersection of the two solids are shown in Figure 13 (middle) and (right) respectively. Notice the reconstructed models in Figure 12 and 13 capture all the sharp features (i.e. corners and edges) of the original models and their intersection results. The ability to capture sharp features in the reconstructed model is important for engineering applications. In the generated results, triangle meshes around sharp features are denser due to the subdivision approach utilized in the sampling process. Generate more sampling points in high curvature areas is generally 
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Figure 12: Test 1: screen capture of the Boolean results for two models (sphere and cylinder). Figure 14 and 15. In Figure 14 , we present an example of adding internal 3D structures in a CAD model [Chen 2007b] . From a Beethoven statue model, we first generate a shelled model.We construct an internal structure model based on a microstructure design. Both the shelled and internal structure models are shown in Figure 14 (left). The relative positions are shown in the middle of the figure. The generated Boolean results are shown in Figure 14 (right). We split the generated model into two halves in order to show the result more clearly. Figure 15 shows the Boolean results on three models, a Stanford bunny, a Stanford dragon, and a Beethoven statue. The relative positions of the three models are shown in the left side. The constructed solid, (bunny ∪ dragon) − Beethoven, is shown in Figure 15 .a; while the constructed solid, (bunny ∪ dragon) ∩ Beethoven, is shown in Figure 15 .b.
The memory space and running time for all the four tests are shown in Table 4 . In accordance to our performance analysis, the second step, adaptive subdivision, is the dominant step in our algorithm which takes most of the time. It should be noticed that our current implementation is not optimized for running speed. Many functions can be refined to improve the performance. Although the theoretical subdivision number k can be bigger than 20 (refer to Section 8), the octree depth in our tests has seldom been bigger than 10.
Conclusion and Future Work
We have presented a new sampling-based method for accurate and robust Boolean operations on polygonal models. Our approach is volumetric and hierarchical, and can handle degenerate cases which are common in Boolean operations. Based on our approach, the generated approximation is guaranteed to be topologically equivalent to the exact surface and has a two-side Hausdorff error bounded by an error tolerance. We can also capture all the sharp features in the constructed model. We have also presented our algorithms and data structures which are simple and easy to implement. The experimental results on a variety of CAD models have also verified the effectiveness and efficiency of our method.
In the future, we want to investigate ways to improve the algorithm performance. One avenue we are exploring is to utilize the local properties of Boolean operations. That is, except the intersection areas, we can directly utilize the original triangle meshes in the Boolean results. Currently our approach samples the whole model without considering this property. The sampling and reconstructing processes in these non-intersection areas take a lot of computation resources which may be saved. We also plan to use the technique presented in this paper for other geometric operations such as local geometry modifications. 
