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Error Preserving Correction for CPD and
Bounded-Norm CPD
Anh-Huy Phan, Petr Tichavsky´ and Andrzej Cichocki
Abstract
In CANDECOMP/PARAFAC tensor decomposition, degeneracy often occurs in some difficult sce-
narios, e.g., when the rank exceeds the tensor dimension, or when the loading components are highly
collinear in several or all modes, or when CPD does not have an optimal solution. In such the cases, norms
of some rank-1 terms become significantly large, and cancel each other. This makes algorithms getting
stuck in local minima, while running a huge number of iterations does not improve the decomposition.
In this paper, we propose an error preservation correction method to deal with such problem. Our aim
is to seek a new tensor whose norms of rank-1 tensor components are minimised in an optimization
problem, while it preserves the approximation error. An alternating correction algorithm and an all-at-
one algorithm have been developed for the problem. In addition, we propose a novel CPD with a bound
constraint on the norm of the rank-one tensors. The method can be useful for decomposing tensors that
cannot be analyzed by traditional algorithms, such as tensors corresponding to the matrix multiplication.
I. Introduction
In this paper, we consider the CANDECOMP/PARAFAC tensor decomposition, which approximates
a tensor Y by a sum of rank-1 tensors in the form of
Y ≈ Yˆ =
R∑
r=1
ηr u
(1)
r ◦ u(2)r ◦ · · · ◦ u(N)r (1)
A.-H. Phan and A. Cichocki are with the Lab for Advanced Brain Signal Processing, Brain Science Institute, RIKEN, Wakoshi,
Japan, e-mail: (phan,cia)@brain.riken.jp.
A. Cichocki is also with Systems Research Institute PAS, Warsaw, Poland, and Skolkovo Institute of Science and Technology
(Skoltech), Russia
P. Tichavsky´ is with Institute of Information Theory and Automation, Prague, Czech Republic, email: tichavsk@utia.cas.cz.
The work of P. Tichavsky´ was supported by the Czech Science Foundation through project No. 17–00902S.
July 10, 2018 DRAFT
2where U(n) = [u
(n)
1
, . . . ,u
(n)
R
] are factor matrices of size In × R. The tensor Y is of size I1 × I2 × · · · × IN ,
and its approximation is the tensor Yˆ of rank-R. This decomposition has found numerous applications in
identification of independent components, signals retrieval in CDMA telecommunications, extraction of
hidden components from neural data, image completion and various tracking scenarios [1].
When the loading components u
(n)
r are assumed to be unit-length vectors, the weight ηr represents the
Frobenius norm of the r-th rank-one tensor
‖ηr u(1)r ◦ u(2)r ◦ · · · ◦ u(N)r ‖2F = η2r ‖u(1)r ‖2‖u(2)r ‖2 · · · ‖u(N)r ‖2 = η2r .
In some difficult decomposition scenarios, the norms of some rank-1 terms become significantly large
and cancel each other. This is often observed when the rank exceeds the tensor dimension, or when
the loading components are highly collinear in several or all modes (swamps) [2]. Moreover, it may
happen that the CP does not have an optimal solution [3], [4], because the tensor can be arbitrarily
well approximated by tensors of lower rank. This degeneracy phenomenon is reported in the literature,
e.g., in [1], [2], [5]–[12]. Some efforts have been made to improve stability and convergence for such the
cases [8], [13]. For example, the factor loadings can be imposed additional constraints, e.g., orthogonality
[3], [13], positivity or nonnegativity [7], [14]. An alternative method is to decompose the data with a
regularisation to stabilise the algorithm, e.g.,
min ‖Y − Yˆ‖2F +
µ
2
∑
n
‖U(n)‖2F . (2)
The Levenberg-Marquard method solves the above problem efficiently with a relatively low computational
cost when it exploits the Khatri-Rao structures of rank-one tensors [15]. The damping parameter µ is
adaptively adjusted, namely, it should converge to zero.
In some applications, an exact CP representation is sought. An example is decomposition of tensors
corresponding to the matrix multiplication. This is one of the main challenging tasks of theory of
complexity to find a minimum number of scalar multiplications required to compute a product of two
matrices of given sizes. In [16] the first term in (2) is minimised while the second term is constrained
to a constant.
min ‖Y − Yˆ‖2F s.t.
∑
‖Un‖2F ≤ c .
In this way, it is possible to find an exact decomposition of the matrix multiplication tensors for certain
matrix sizes and avoid convergence to singular “solutions” where the norm of some factor matrices
converges to infinity.
In this paper, we propose a novel method to deal with this challenging problem. Different from the
existing algorithms for this kind of tensor decomposition, our aim is to correct the rank-1 tensors if their
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3norm is observed to be relatively high during the tensor approximation process. More specifically, we
seek a new tensor, Yˆ, whose norms of rank-1 tensor components are minimal, while it is still able to
explain Y at the current level of approximation error. Continuing the decomposition with a new tensor
with a lower norm will prevent CP algorithms from degeneracy and thereby improve their convergence.
This can be achieved by solving the following constrained CP tensor approximation
min f (θ) = ‖η‖2
2
=
∑R
r=1 η
2
r (3)
subject to c(θ) = ‖Y − Yˆ‖2
F
≤ δ2,
where θ represents a vector of all model parameters. We call this the Error Preserving Correction (EPC)
method.
In Section II, we derive algorithms for the above constrained nonlinear optimisation: an alternating
EPC algorithm and another one based on the Sequential Quadratic Programming (SQP) method to update
all the parameters at a time. In the alternating algorithm, we reformulate the optimisation in (3) as linear
regression sub-problems with a bound constraint for the factor matrices, which in turn can be solved in
closed-form through the Spherical Constrained Quadratic Programming (SCQP). For the SQP algorithm,
we derive fast inverse of the Hessian matrix.
In the second part of the paper, together with the EPC for CPD, we propose a novel CPD with a bound
constraint on the norm of rank-1 tensors
min ‖Y − Yˆ‖2
F
s.t. ‖η‖22 ≤ ǫ2 . (4)
Note that the optimization problem (4) is dual to the problem in (3) and vice versa. This method is
similar but not identical to the method of [16] with a bound on the sum of squared Frobenius norm of
the factor matrices. A novel ALS algorithm and an SQP algorithm are then derived for the bounded norm
CPD.
We also present a relation between the alternating EPC correction algorithm and the ordinary ALS
algorithm, and a relation between the new ALS for CPD with a bound constraint and the ALS for CPD
with the Tikhonov regularization given in (2).
In the Simulation section, Section IV, we present examples of utilisation of the proposed algorithms
and methods in decomposing artificially constructed tensors, tensors corresponding to the matrix multi-
plication, and tensor of real-world TV rating data [5].
II. Error Preserving Correction Algorithms
We note that the constraint function in the optimisation (3) is nonlinear with respect to all the factor
matrices, but linear in parameters in one factor matrix, or parameters in non-overlapping partitions of
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4different factor matrices [17], [18]. A simple approach to handle this kind of constrained nonlinear
optimisation is to rewrite the objective function and especially the constraint function in a linear form.
This can be achieved using the alternating update scheme or the Sequential Quadratic Programming
method [19], [20].
A. The alternating correction method
In this section, we present an application of the linear regression in Appendix A in (53) in decomposition
of a tensor.
At each iteration, we seek a new estimate of the factor matrix U(n) which reduces the objective function,
while preserving the approximation error. Observing that by absorbing η into the factor matrix U(n) to
give U
(n)
η = U
(n) diag(η), while keeping the other factor matrices U(k) fixed, k , n, the objective function
becomes
‖η‖2 = ‖U(n) diag(η)‖2F = ‖U(n)η ‖2F . (5)
The constraint is rewritten for the factor matrix U
(n)
η as
‖Y − Yˆ‖2F = ‖Y(n) − U(n)η TTn ‖2F
= ‖Y‖2F + tr(U(n)η TTn TnU(n)Tη ) − 2 tr(Y(n) Tn U(n)Tη )
= tr(U(n)η Γ−n U
(n)T
η ) − 2 tr(Gn U(n)Tη ) + ‖Y‖2F
= ‖GnVnΣ
−1
2 − U(n)η VnΣ
1
2 ‖2F + ‖Y‖2F − ‖GnVnΣ
−1
2 ‖2F (6)
where Y(n) is the mode-n matricization of Y, Tn = ⊙k,n U(k) is the Khatri-Rao product of all but one
factor matrices, Gn = Y(n) Tn is of size In × R, and Γ−n = TTn Tn =⊛k,n(U(k)T U(k)) is of size R × R.
The matrix Γ−n is assumed to be positive definite, and its EVD is denoted by Γ−n = VnΣVTn , where
Vn is an orthonormal matrix of eigenvectors, and Σ = diag(σ1 ≥ . . . ≥ σR > 0) is a diagonal matrix of
positive eigenvalues. Note that the matrix Vn comprises right singular vectors associated with the singular
values σ
1
2
r of Tn.
Let Fn = GnVn. The optimisation problem (3) becomes the linear regression with the bounded error
constraint
min ‖U(n)η ‖2F (7)
subject to ‖FnΣ
−1
2 − U(n)η VnΣ
1
2 ‖2
F
≤ δ2n
where δ2n = δ
2 + ‖FnΣ
−1
2 ‖2
F
− ‖Y‖2
F
. According to Lemma 2 in Appendix A, the inequality constraint can
be replaced by an equality constraint, and the problem can be solved in closed form by replacing U
(n)
η
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5by its vectorizaton and formulating it as a Spherical Constrained QP (SCQP) in (58) for InR parameters.
An alternative method is that we apply the conversion for matrix variate in Appendix (C), and formulate
an SCQP for only R parameters. To this end, we perform a reparameterization
Zn =
1
δn
(FnΣ
−1
2 − U(n)η VnΣ
1
2 ), (8)
U(n)η = (FnΣ
−1
2 − δn Zn)Σ
−1
2 VTn , (9)
and represent the Frobenius norm of U
(n)
η as
‖U(n)η ‖2F = ‖FnΣ−1‖2F + δ2n tr(Zn Σ−1 ZTn ) − 2δn tr(FnΣ
−3
2 ZTn ) .
The matrix Zn of size In × R is a minimiser to an SCQP for matrix-variate
min δn tr(Zn Σ
−1 ZTn ) − 2 tr(FnΣ
−3
2 ZTn ) (10)
subject to ‖Zn‖2F = 1.
According to Lemma 3 in Appendix B and the SCQP for matrix variate in Appendix C, the minimiser
Z⋆n can be derived from the minimiser z
⋆ = [z⋆
1
, . . . , z⋆
R
]T to an SCQP of a smaller scale
min δn z
T
Σ
−1 zT − 2cT z s.t. zT z = 1 (11)
where c = [. . . , σ
−3
2
r ‖ f (n)r ‖, . . .]. For a non zero cr, the r-th column of Z⋆n is the r-th column of Fn scaled
by a factor of
z⋆r
‖ f (n)r ‖
z(n)⋆r =
z⋆r
‖ f (n)r ‖
f (n)r . (12)
Otherwise, for a zero cr = 0, z
(n)⋆
r can be any vector of length ‖z(n)⋆r ‖2 = (z⋆r )2. It can also be shown that
if cr = 0 for r > 1, then z
⋆
r = 0 [21], hence z
(n)⋆
r is a zero vector. Replacing Zn in (9) by Z
⋆
n yields a
new update of U
(n)
η .
At each iteration, we update U
(n)
η by a new matrix having a smaller Frobenius norm, while still
preserving the approximation error ‖Y − Yˆ‖2
F
= δ2. The new estimates of ηr and u
(n)
r are respectively
the ℓ2-norm of the vector u
(n)
η,r and its ℓ2-normalised version
ηr = ‖u(n)η,r‖ , u(n)r =
u
(n)
η,r
ηr
. (13)
Similarly, in the next iteration, we update U
(n+1)
η , then normalise it to obtain the new estimate of U
(n+1)
and η. The algorithm sequentially updates all U(n), and stops when there is not any significant improvement
in η. The Alternating Correction for Error Preservation (ACEP) is summarized in Algorithm 1. As in the
ordinary ALS algorithm, the most expensive step in ACEP is the computation of N matrices Gn. However,
these terms are indeed not computed explicitly as in Step 2, but through a progressive computation for
the fast computation of CP gradients [22], which costs O(2RIN).
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6Algorithm 1: Alternating Error Preserving Correction for CPD (ACEP)
Input: Data tensor Y: (I1 × I2 × · · · × IN ), and a rank R and error bound δ
Output: X = ~η;U(1),U(2), . . . ,U(N) of rank R such that min ‖η‖2
2
s.t. ‖Y −X‖2
F
≤ δ2
begin
1 Initialize X = ~η;U(1),U(2), . . . ,U(N) such that ‖Y −X‖2
F
≤ δ2
repeat
for n = 1, 2, . . . , N do
2 Compute Gn = Y(n)
(⊙k,n U(k))
3 Compute EVD of Γ−n =⊛k,n(U(k)T U(k)) = VnΣVTn and Fn = GnVn
4 Solve an SCQP: min δn z
T
Σ
−1 zT − 2cT z s.t. zT z = 1
5 where c = [. . . , σ
−3
2
r ‖ f (n)r ‖, . . .]T , δ2n = δ2 + ‖FnΣ
−1
2 ‖2
F
− ‖Y‖2
F
6 Zn = [. . . ,
zr
‖ f (n)r ‖
f (n)r , . . .]
7 U
(n)
η = (FnΣ
−1
2 − δn Zn)Σ
−1
2 VTn /* see a more compact form in (16) */
8 Update η and U(n): ηr = ‖u(n)η,r‖, u(n)r = u
(n)
η,r
ηr
until a stopping criterion is met
B. Relation between ACEP and ALS
Consider the case when the first column of Fn is non-zero, i.e., c1 , 0, hence, z
⋆
1
, 0, and the matrix
Z⋆n can be expressed as
Z⋆n = F¯n diag([. . . , z
⋆
r , . . .]) (14)
where columns of F¯n are
f
(n)
r
‖ f (n)r ‖
for non zero columns f (n)r , and zero vectors elsewhere.
Since f
(n)
1
is non-zero, the minimiser z⋆ to the SCQP in (11) is given in closed-form as
z⋆r =
cr
‖c‖(sr − λ)
=
‖ f r(n)‖σ
−3
2
r
‖c‖(sr − λ)
(15)
where sr = 1 +
δn
‖c‖ (σ
−1
r − σ−11 ), and λ is a unique root in [0, 1) of a secular function
∑
r (z
⋆
r )
2 = 1 [21],
[23].
From (9), (14), (15) and the definition of c, the new update of U
(n)
η can be expressed in a compact
form as
U(n)η = (FnΣ
−1
2 − δn F¯n diag([. . . , z⋆r , . . .]))Σ
−1
2 VTn
= Fn diag
(
1 − δn‖c‖ √σr(sr − λ)
)
Σ
−1VTn . (16)
Observed that only when δn = 0, the above update (16) boils down to the ALS update
U(n)η = Y(n)TnΓ
−1
−n.
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7C. Sequential quadratic programming for EPC
Similar to the ordinary ALS algorithm for the CP decomposition, the ACEP algorithm updates one
factor matrix per iteration; hence, it may require many iterations to converge. It might be useful to
consider an “all-at-once” algorithm for the EPC, which would be analog to the nonlinear algorithms for
CPD and can be combined with them to improve stability and performance of the whole computation.
The algorithm follows the idea of the sequential quadratic programming [19], [20]. The objective function
which represents sum of Frobenius norms of rank-1 tensors is rewritten as
f (θ) =
R∑
r=1
‖u(1)r ◦ u(2)r ◦ · · · ◦ u(N)r ‖2F
=
R∑
r=1
N∏
n=1
(u(n)Tr u
(n)
r ) , (17)
and the optimisation problem in (3) is stated as
min f (θ) s.t. c(θ) = ‖Y − Yˆ(θ)‖22 ≤ δ2 (18)
where θ = [vec
(
U(1)
)T
, vec
(
U(2)
)T
, . . . , vec
(
U(N)
)T
]T .
As the derivation of the ACEP algorithm, we alternatively minimise an equivalent problem with an
equality constraint
min f (θ) s.t. c(θ) = ‖Y − Yˆ(θ)‖22 = δ2 . (19)
In order to achieve this, we first construct the Lagrangian function
L(θ, λ) = f (θ) + λ (c(θ) − δ2), (20)
then approximate L(θ(k) + dθ, λ(k) + dλ) by a second order Taylor expansion around (θ(k), λ(k))
L(θ(k) + dθ, λ(k) + dλ) ≈ L(θ(k), λ(k)) + (∇L(θ(k), λ(k)))T d +
1
2
dT [∇2L(θ(k), λ(k))] d ,
where d =
[
dTθ , dλ
]T
represents the vector of increment. This gives an approximation to the gradient
∇L(θ(k) + dθ, λ(k) + dλ)
∇L(θ(k) + dθ, λ(k) + dλ) ≈ ∇L(θ(k), λ(k)) + [∇2L(θ(k), λ(k))] d .
By setting the gradient to zero, we obtain the Newton iteration update as the solution to
[∇2L(θ(k), λ(k))] d = −∇L(θ(k), λ(k))
or  Hλ(k)(θ
(k)) gc(θ
(k))
gTc (θ
(k)) 0

 dθdλ
 = −
 g f (θ
(k)) + λ(k) gc(θ
(k))
c(θ(k)) − δ2
 (21)
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8where g f (θ) and gc(θ) are gradients of the objective and constraint functions with respect to θ. The
Hessian Hλ(k)(θ
(k)) is computed as
Hλ(k)(θ
(k)) = ∇2 f (θ(k)) + λ(k) ∇2c(θ(k)). (22)
The solution in (21) is also minimiser to the following QP subproblem
min 1
2
dTθ Hλ(k)(θ
(k)) dθ + g
T
f
(θ(k)) dθ (23)
s.t. c(θ(k)) + gTc (θ
(k)) dθ = δ
2 .
Solving either (21) or the QP in (23) gives us the new search direction and the Lagrange multiplier,
θ(k+1) = θ(k) + δθ and λ
(k+1) = λ(k) + δλ. Further details on the SQP method can be found in [19], [20].
We next derive the Hessian and gradient of the Lagrangian, then present a fast method to solve the
linear system in (21). A similar method was used in [15], [24].
Following the Hessian of the objective in (69) in Appendix D and the constraint function in (72) in
Appendix E, the Hessian Hλ can be expressed as a rank-R
2 adjustment form as
Hλ = H f + λHc
= G˜ + Z˜Ψλ Z˜
T (24)
where Ψλ = PR,R dvec(Γλ), PR,R is a permutation matrix which maps vec(XR×R) = PR,R vec
(
XT
R×R
)
, and G˜
is a block diagonal matrix of square matrices, G˜n, of size InR × InR
G˜n = Γ
(−n)
λ
⊗ IIn − Z˜nΨλ Z˜Tn , (25)
Γλ and Γ
(−n)
λ
are square matrices of size R × R respectively adjusted from the matrices Γ and Γ−n as
Γ
(−n)
λ
(r, s) =

λΓ−n(r, s) , r , s ,
(λ + 1)Γ−n(r, r) , r = s ,
(26)
Γλ(r, s) =

λΓ(r, s) , r , s ,
(λ + 2)Γ(r, r) , r = s.
(27)
Here dvec(K) = diag(vec(K)). With the condition R <
∑
n In, the matrix Z˜ is a tall matrix of size
R(
∑
n In) × R2. G˜ is a block diagonal matrix, inverse of this matrix is efficiently computed through the
inverses of its block matrices G˜n. However, since the Hessian matrix is rank-deficient, we suggest to
increase its diagonal by a sufficiently large µ to make the smallest eigenvalue positive. This is similar to
adding the term µ‖θ‖2
F
into the objective function f (θ)
min f (θ) + µ‖θ‖22 s.t. c(θ) ≤ δ2
July 10, 2018 DRAFT
9or minimising the problem (18) with an additional constraint ‖θ‖2
2
≤ α2
min f (θ) s.t. c(θ) ≤ δ2, ‖θ‖22 ≤ α2 .
Since shifting eigenvalues does not change the low-rank adjustment structure of the Hessian, following
[15], [24], we can invert the damped Hessian Hλ,µ = Hλ + µI as follows
H−1λ,µ = (G˜µ + Z˜Ψλ Z˜
T )−1
= G˜−1µ − G˜−1µ Z˜ (Ψ−1λ + Z˜T G˜−1µ Z˜)−1 Z˜T G˜−1µ (28)
where the block diagonal matrix G˜µ = G˜ + µI and
G˜−1µ = blkdiag(. . . , (G˜n + µI)
−1, . . .) ,
(G˜n + µI)
−1 = ((Γ(−n)
λ
+ µI) ⊗ IIn − Z˜nΨλ Z˜Tn )−1 . (29)
If R < In, the matrices Z˜n are tall and of size RIn × R2, the inversion (G˜n + µI)−1 can be performed even
more efficiently as
(G˜n + µI)
−1 = Φn ⊗ IIn − (Φn ⊗ IIn) Z˜n(Ψ−1λ + Z˜Tn (Φn ⊗ IIn) Z˜n)−1 Z˜Tn (Φn ⊗ IIn)
= Φn ⊗ IIn − (Φn ⊗ U(n)) dvec(1 ⊘ Γn)
(Ψ−1λ + dvec(1 ⊘ Γn)(Φn ⊗ Γn) dvec(1 ⊘ Γn))−1
dvec(1 ⊘ Γn) (Φn ⊗ U(n)T )
= Φn ⊗ IIn − (Φn ⊗ U(n))(PR,R dvec(Γ2n ⊘ Γλ) +Φn ⊗ Γn)−1 (Φn ⊗ U(n)T ) (30)
where Φn = (Γ
(−n)
λ
+ µI)−1, and ⊘ represents the Hadamard element-wise division. The last expression is
obtained by using the following identity whose proof is provided in Appendix F
PR,R dvec(Γn) = dvec(Γn)PR,R . (31)
Now, by exploiting the rank-1 expansion, and replacing Hλ by the damped Hλ,µ, inverse of the Hessian
∇2L in (21) can be expressed as Hλ,µ gcgc 0

−1
=
 H
−1
λ,µ
0
 − 1gTc H−1λ,µgc
 H
−1
λ,µ
gc
−1

[
gTc H
−1
λ,µ
−1
]
(32)
then we apply the inversion in (28) with (29) or with (30) to compute the inverse of the Hessian.
From (21), new estimates of the Lagrange multiplier λ(k+1) and search direction dθ are given by
λ(k+1) =
c(θ(k)) − δ2 − gTc (θ(k))H−1λ,µ(θ(k))g f (θ(k))
gTc (θ
(k))H−1
λ,µ
(θ(k)) gc(θ
(k))
, (33)
dθ = −H−1λ,µ(θ(k))(g f (θ(k)) + λ(k+1) gc(θ(k))) , (34)
July 10, 2018 DRAFT
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Algorithm 2: CPD with EPC
Input: Data tensor Y: (I1 × I2 × · · · × IN ), and a rank R and error bound δ
Output: X = ~η;U(1),U(2), . . . ,U(N) of rank R
begin
1 Initialize X0 = ~η0;U
(1)
0
,U
(2)
0
, . . . ,U
(N)
0

repeat
2 if ‖ηk−1‖22 ≥ δ2 then
3 Solve (3) to find a tensor Xk such that min ‖ηk‖22 s.t. ‖Y −Xk‖F ≤ ‖Y −Xk−1‖F
4 else
5 Seek Xk such that min ‖Y −Xk‖2F with the initial Xk−1
until a stopping criterion is met
and we obtain a new estimate of parameters θ(k+1) = θ(k) + dθ. In addition, the loading components of
rank-1 tensors are then normalised to have equivalent norm after each iteration, i.e.,
u(n)r ← u(n)r
η
1/N
r
‖u(n)r ‖
(35)
where ηr =
∏
n ‖u(n)r ‖.
D. Implementation
A requirement for the EPC methods of rank-1 tensors is that the initial point is feasible, i.e., obeys
the constraint ‖Y− Yˆ‖F ≤ δ. In practice, we apply the correction method after fitting the tensor following
the ordinary CP model. By this way, the current estimated tensor is a feasible point, where δ = ‖Y− Yˆ‖F
is the current approximation error. Since the ACEP algorithm solves sub-problems in closed-form, the
new update points are always in a feasible region, i.e., c(θ) ≤ δ2, while the objective function decreases
sequentially or at least is kept to not increase. However, unlike the ACEP, the SQP algorithm solves the
sub-problems which approximate the main problem, even when provided an initial feasible point, this
algorithm still needs to seek a feasible region in some first iterations. Hence, newly updated points may
not remain in the feasible region. Our experience is that we execute the ACEP in some small number of
iterations, then switch to the SQP or Interior Point (ITP) algorithm.
In practice, one can gradually increase the bound, δ, e.g., by a factor of 1.1, until the norm of rank-1
tensors attains the desired value. The CPD with EPC can be implemented as in Algorithm 2.
III. Canonical Polyadic Tensor Decomposition with Bound on Norm of Rank-1 Tensors
In contrast to the CP decomposition which seeks a tensor approximation having a minimal norm of
rank-1 tensors, in this section we consider a constrained tensor approximation, in which the norm of
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rank-1 tensors is bounded
min ‖Y − Yˆ‖2
F
s.t. ‖η‖22 ≤ ǫ2 . (36)
A. Alternating update algorithm
Similar to the previous section, we can absorb η into a factor matrix U(n) and rewrite the above
optimization problem as
min ‖Y − Yˆ‖2
F
s.t. ‖U(n)η ‖2F ≤ ǫ2 , (37)
or as a Quadratic programming with a bounded norm for U
(n)
η
min tr(U
(n)
η Γ−nU
(n)T
η ) − 2 tr(Gn U(n)Tη ) (38)
s.t. ‖U(n)η ‖2F ≤ ǫ2 .
The above equation is followed the expansion of the Frobenius norm in (6). Next we convert the above
matrix-variate QP to the one for a vector of length R × 1.
Let Γ−n = VnΣVTn be the eigenvalue decomposition of Γ−n. Then denote Fn = GnVn, and Zn = U
(n)
η Vn.
The optimization in (38) is transformed into
min tr(ZnΣnZ
T
n ) − 2 tr(Fn ZTn ) (39)
s.t. ‖Zn‖2F ≤ ǫ2 .
Similar to (10) and according to Lemma 3 in Appendix B, the minimiser Z⋆n to the matrix-variate QP in
(39) can be derived from the minimiser z⋆ to the following constrained QP
min zTΣz − 2cT z s.t. zT z ≤ ǫ2 (40)
where the vector c = [. . . , ‖ f (n)r ‖2, . . .]T comprises the norm of columns of Fn. We note that the above
QP problem with an inequality constraint can be solved in closed-form.
If
∑R
r=1
c2r
σ2r
≤ ǫ2, the minimiser to (40) is simply the point
z⋆ = c ⊘ σ . (41)
This case often happens when the current parameter point is in a feasible set, and the bound is set to a
relatively high value.
Otherwise, z⋆ is a minimiser to the QP over a sphere which again can also be solved in closed-form
[21]
min zTΣz − 2cT z s.t. zT z = ǫ2 . (42)
The proposed algorithm works in the same manner as the ordinary ALS algorithm. We call this the
BALS algorithm.
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B. Relation between BALS and ALS with smoothness constraint
We consider the case when the last column of Fn is non zero, i.e., cR , 0. Assuming that the eigenvalues
of Γ−n are ordered in the descending order, i.e., σ1 ≥ σ2 ≥ · · · ≥ σR > 0, the SCQP in (42) has a minimiser
given in form of
z⋆ = [. . . ,
cr
σr − λ˜
, . . .] (43)
where λ˜ is a unique solution in [σR − ‖c‖, σR − ‖c‖(1− 1/ǫ)] of the secular equation which can be solved
in closed-form [21], [23]
z⋆
T
z⋆ =
∑
r
c2r
(σr − λ˜)2
= ǫ2 .
The minimiser in (41) is a particular case of the above when λ˜ = 0. Hence, from the conversion of QP
for matrix-variate in Appendix C and Lemma 3, we can write Z⋆n as
Z⋆n = Fn diag(. . . , (σr − λ˜)−1, . . .) . (44)
Replacing this into U
(n)
η , we obtain an update rule
U(n)η = Gn Vn diag(. . . , (σr − λ˜)−1, . . .)VTn
= Gn(Γ−n − λ˜ IR)−1 . (45)
The above update rule (45) is indeed similar to the ALS update rule derived for the objective function
in (2) with µ = −λ˜. Here, we show a relation between the regularization parameter µ and the bound ǫ.
In the decomposition in (2), the regularisation or damping parameter µ is often fixed or adjusted to keep
the cost function non-increasing. In our algorithm, the parameter λ˜ is a root of a secular equation, and
is updated in each iteration.
C. Sequential quadratic programming method
Similar to the SQP algorithm for the optimization problem in (18), we relax the unit-length constraints
of the loading components and develop an SQP algorithm for the CPD with bounded rank-1 tensor norm
min c(θ) s.t. f (θ) ≤ ǫ2 (46)
where the functions f (θ) and c(θ) exchange their roles in the optimisation (18). The Lagrangian to the
above constrained optimisation is given by
L(θ, λ) = c(θ) + λ ( f (θ) − ǫ2) . (47)
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Similar to the Lagrangian in (20), the new search direction is minimiser to the QP subproblem
min 1
2
dTθ H˜λ(k)(θ
(k)) dθ + g
T
λ(k)
(θ(k)) dθ (48)
s.t. f (θ(k)) + gT
f
(θ(k)) dθ ≤ ǫ2 ,
where
H˜λ(θ) = ∇2c(θ) + λ∇2 f (θ) ,
gλ(θ) = gc(θ) + λg f (θ) .
If the non-constrained solution, −H˜−1
λ
gλ, is in the feasible set, it is the minimiser and dλ = 0. Otherwise,
we solve the QP with an equality constraint. Similar to (23) it leads to find the solution to a system H˜λ g fgT
f
0

 dθdλ
 = −
 gc + λg ff − ǫ2
 (49)
where the Hessian H˜λ = λH1/λ shares the low-rank adjustment structure of Hλ. This finally leads to the
compact update rules for the Lagrange multiplier and the search direction
λ(k+1) =
f (θ(k)) − ǫ2 − gT
f
(θ(k)) H˜−1
λ,µ
(θ(k))gc(θ
(k))
gT
f
(θ(k)) H˜−1
λ,µ
(θ(k)) g f (θ
(k))
, (50)
dθ = −H˜−1λ,µ(θ(k))(gc(θ(k)) + λ(k+1) g f (θ(k))) . (51)
IV. Numerical Results
Example 1 [CP with and without EPC of rank-1 tensors]
We considered tensors of size I × I × I and rank-R = 5, where I = R − 1. The first four loading
components were highly collinear, with u
(n)T
r u
(n)
s = 0.99 for all n and 1 ≤ r , s ≤ R − 1. All components
are unit-length vectors. The factor matrices with specific correlation coefficients were generated using
the subroutine “gen matrix′′ in the TENSORBOX [25].
We decomposed the tensor using the fast Levenberg-Marquard (fLM) algorithm [15]. The factor
matrices were initialized by a matrix [I4, 14]. The algorithm did not converge even after 3000 iterations,
while the norm of rank-1 tensors increased dramatically as shown in Fig. 1. For this case of the
decomposition, we applied the EPC after 10, 20, 50, 100 iterations of the algorithm and when the
estimation stopped due to degeneracy, i.e., we sought a tensor which had a minimal norm of rank-1
tensors while still preserving ‖Y − Yˆ‖F ≤ δk, where δk was the approximation error at the iteration k-th.
The results illustrated in Fig. 1 shows that the correction lowered the norm of rank-1 tensors to 5, and
helped the fLM to fully explain the tensor with the relative errors
‖Y−Yˆ‖F
‖Y‖F ≤ 10−7.
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Fig. 1. Comparison of performances of the fLM with and without EPC in Example 1. The algorithm gets stuck in false local
minima, while the norm of rank-1 tensors,
R∑
r=1
η2r , increases dramatically with the number of iterations in (a). However, the fLM
converges quickly when applying EPC after 10, 20 , 50, 100 and when the fLM stops the estimation.
Example 2 [The case when rank-1 tensors have different weights]
We decomposed a similar tensor as in Example 1, but intensities of the rank-1 tensors were in different
scales, ηr = 10r, for r = 1, . . . ,R. With the same initial values, i.e., [I4, 14], but without the correction of
rank-1 tensors, the fLM did not converge even when the relative error approached 10−4. The algorithm
stopped when its damping parameter increased to an extremely large value. However, when applying
the rank-1 correction, e.g., at 10, 20, 50, 100 and 2000 iterations, the fLM converged in less than 1000
iterations as seen in Fig. 2.
For this tensor, we applied the BSQP algorithm to the estimated tensor using fLM after 100 iterations.
The bound in BSQP,
∑
r ‖ηr‖22 ≤ ǫ2, was set to the norm of initial rank-1 tensors. During the estimation
process, the bound, ǫ, was increased by a factor of 2 if there was not a significant change in the relative
error, i.e., the algorithm was getting stuck into local minima, or the relative error did not decrease. If
the relative error tends to converge, we decrease the bound, e.g., by a factor of 1.5. Performance of the
BSQP algorithm is plotted in Fig. 2. The algorithm converged and succeeded in factorizing the tensor.
The performance of the algorithm is also confirmed in the decomposition of the tensor in Example 1 as
illustrated in Fig. 1(b).
Example 3 [CP with a bound constraint on rank-1 tensors]
In this example, we compare performances of the fastALS and fLM algorithms for the ordinary CP,
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Fig. 2. The fLM algorithm can decompose the tensor in Example 2 with an exact fit when using the correction method of
rank-1 tensors.
and the BALS and BSQP algorithms for CP with a bound constraint on rank-1 tensors. We decomposed
the tensor in Example 1, and ran the fastALS in 10 iterations to generate initial values for the four
considered algorithms. Fig. 1(a) plots the relative errors of algorithms. The fLM algorithm achieved a
lower relative error than ALS, but as in the previous examples, none of them could achieve an exact fit
(zero approximation error).
The BALS and BSQP decomposed the tensor with an upper bound
∑
r η
2
n ≤ 5.05. BALS achieved a
much lower approximation error than ALS and fLM, and tent to converge with much higher number of
iterations. The BSQP converged after around 90 iterations.
When using with the EPC method, the two algorithms fLM and BSQP quickly converged after 10 to
20 iterations. The results also indicate that ALS combined with EPC had a similar performance to that
of BALS.
Example 4
In this example, we decomposed cubic tensors with size and rank respectively given by In = 4 and
R = 5, In = 7 and R = 10, In = 12 and R = 15. As in Example 1, the first In loading components of each
factor matrices are highly correlated, while the rest (R−In) loading components were randomly generated.
A small Gaussian noise was added into the tensors. The results were reported for 150 independent runs.
The factor matrices were generated as i.i.d. Gaussian with zero mean and unit variance.
Results for the noise-free cases are compared in Fig. 4. Success ratio at a specific error is assessed as
the percentage of independent runs that an algorithm attained this error. For these hard decomposition
July 10, 2018 DRAFT
16
100 101 102 103 104
Iterations
10-8
10-6
10-4
10-2
100
102
R
el
at
iv
e 
Er
ro
r
BSQP
BALS
fLM
fALS
(a) Without EPC
100 101 102 103
Iterations
10-15
10-10
10-5
R
el
at
iv
e 
Er
ro
r
BSQP
BALS
fLM
fALS
BSQP with adjusted bound
(b) With EPC
Fig. 3. Decomposition of the tensor in Example 1 using the algorithm for CPD with bounded norm constraints.
scenarios, the fLM algorithm could explain the tensors with a relative error of 10−6 in about 57% of the
runs for the tensors of size 5× 5× 5, but in less than 30% of runs for the tensors of bigger sizes 7× 7× 7
and 12 × 12 × 12. In most of the tests, the fLM got stuck in local minima with the relative error around
10−3. However, when using the EPC, either with ACEP or with the SQP method for ECP (SCEP), after
executing 10 iterations, the success ratios of the fLM were insignificantly improved and exceeded 96%
for the relative error of 10−6.
For the same tensors, we applied algorithms for the bounded CPD. The bound of the norm of rank-1
tensors was adjusted during the estimation. The BALS seemed to achieve higher success ratios than fLM
for tensors with In = 7 and In = 12. It could explain the tensors with a relative error of 10
−5 in 60-70%
of the runs. The BSPQ achieved a much higher success ratio than the BALS.
In another assessment, we compare the number of iterations of algorithms to achieve the best relative
error. For example, in order to achieve an error of 10−6 to the best relative error, the fLM algorithm
might need a thousand of iterations, while this algorithm with ACEP and SCEP needed on average 72
and 122 iterations. BSQP required 400 iterations as shown in Fig. 4(a) for decomposition of tensors of
size 4 × 4 × 4. This is because the algorithm iterated to adjust the bound of the norm of rank-1 tensors.
As seen in Fig. 4, when the algorithms reached the approximation error of 10−4, they quickly converged
to the approximation error of 10−8. In total, the number of iterations of the three algorithms, fLM+ACEP,
fLM+SCEP and BSQP, were at most comparable. In summary, the BSQP, Interior Point method for
bounded norm constrained CPD (BITP) and fLM with the EPC explained the noise-free tensors with a
nearly perfect accuracy in less than 300 iterations.
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Fig. 4. Decomposition of the noise-free tensors in Example 4. The first row compares success ratios of the considered algorithms.
A relative error of 10−6 is considered perfect to attain for decomposition of a noise-free tensor. The second row compares the
numbers of iterations of algorithms to attain the best relative error. The results were reported over 150 independent runs.
For the test cases with noisy tensors, we added Gaussian noise into the noise-free tensors at a signal-
to-noise ratio of SNR = 50 dB. The success ratio and the number of iterations to achieve the best relative
error are illustrated in Fig. 5. The fLM attained an approximation error of 10−6 to the best relative error
in 47% and 18% of runs for the tensors with sizes of In = 4 and In = 7, respectively, while BSQP
met the approximation error of 10−6 in 67% and 20% of run. The results confirm that the EPC method,
either ACEP or SCEP, gained the success ratio of the fLM up to 79% and 42%, respectively, while the
algorithm demanded a lower number of iterations than fLM.
Example 5 [Decomposition of block tensors]
This example was inspired by the block-term decomposition of the tensors which had rank exceeding
the dimensions, and highly collinear loading components. We constructed the tensors from two blocks
of size 6 × 6 × 6, each of rank 6, and collinearity degrees among the loading components were within a
range of [0.95, 0.999]
Y = I ×1 U1,1 ×2 U1,2 ×3 U1,3 + I ×1 U2,1 ×2 U2,2 ×3 U2,3 , (52)
where I represents the diagonal tensor. Our experience is that the tensors are difficult to decompose for
most of the conventional CP techniques. We ran the fastALS algorithm in 10 iterations to generate initial
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Fig. 5. Decomposition of the noisy tensors in Example 4. The first row compares success ratios of the considered algorithms.
A relative error of 10−6 is considered perfect to attain for decomposition of a noise-free tensor. The second row compares the
numbers of iterations of algorithms to attain the best relative error. The results were reported over 150 independent runs.
values.
The fLM did not complete the decomposition of the noise-free tensors within the error range of 10−6
even after 3000 iterations as seen in Fig. 6. The reason is that the norm of estimated rank-1 tensors was
relatively large, on average around 3994.3. Using the EPC methods, e.g., ACEP or SCEP, we reduced the
norm to 11.8. By this way, the fLM converged in a few hundreds of iterations as illustrated in Fig. 6(b)
for one run of the decomposition. In Fig. 6, “ACEP+fLM” stands for the combination of the EPC after
10 iterations of the fastALS, and the fLM, whereas “fLM+SCEP+fLM” represents the process of three
stages: running fLM until it stopped, then applying SCEP to correct the rank-1 tensors, and running the
fLM again.
The results confirm that the proposed correction method worked efficiently. When using with this, the
fLM could complete the decomposition in more than 80% of runs. The results were reported over 130
independent runs.
Example 6 [Decomposition of tensor for multiplication of two matrices of size 3 × 3]
In this example, we compare the performance of algorithms for CPD with and without EPC and CPD
with a bounded rank-1 tensor norm. The decomposed tensor is the multiplication tensor for the case of
July 10, 2018 DRAFT
19
-6 -5.5 -5 -4.5 -4
log10(Error to the best Approximation)
0
0.2
0.4
0.6
0.8
1
Em
pe
ric
al
 C
DF
 o
f E
rro
r
fLM
ACEP+fML
SCEP+fLM
(SCEP+fLM)x2
fLM+SCEP+fLM
(a)
100 101 102 103
Iterations
10-8
10-7
10-6
10-5
10-4
R
e
la
tiv
e
 
Er
ro
r
fLM
ACEP+fML
SCEP+fLM
(b)
Fig. 6. (a) Success ratios of the fLM algorithm with and without EPC in Example 5. (b) The relative error of the fLM algorithms
in one run of the CP decomposition.
two matrices of size 3 × 3. This tensor is of size 9 × 9 × 9, contains only zeros and ones, and obeys
vec(AB) = Y ×1 vec
(
AT
)T ×2 vec(BT )T
where A and B are of size 3 × 3. The tensor is considered of rank-R = 23. In [16], we developed an
LM algorithm to update the vector of parameters which is assumed to be on a ball with a prescribed
diameter.
Decomposition of this tensor using ALS or LM often gets stuck in false local minima, or requires a
huge number of iterations. This is because the norm of rank-1 tensors is significantly large as seen in
Fig. 7(a) for the results using the fLM algorithm [15].
For this case, we used the estimated tensor obtained after 10 runs using the fLM algorithm to initialise
the parameters in the BSPQ and BITP algorithm for the bounded CPD. The bound of the rank-1 tensor
norm was set to ǫ = 15. The results show that the two algorithms converged after a few tens of iterations.
This is much faster than using fLM without EPC.
In another comparison, we corrected rank-1 tensors of the obtained results using the fLM algorithm.
The new tensor after the EPC was then used as initial values for the BSQP and BITP for the bounded
CPD and the fLM algorithms [15]. The results are compared in Fig. 7. For this later test, the three
algorithms converged after 10 iterations.
Example 7 [Decomposition of the TV-ratings data [5]]
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Fig. 7. Comparison of the approximation errors in CPD of the multiplicative tensors of size 9× 9× 9 which has rank of R = 23.
The three considered algorithms are ran from the same initial point which is generated by executing the fLM algorithm in
10 iterations. After 10 iterations, the estimated tensor is corrected so that its rank-1 tensors have minimal tensor norms. The
algorithms continue the decomposition with and without EPC.
We decomposed the TV-ratings data [5] which comprises 16 rating scales × 15 American TV shows ×
30 subjects. This data is well known to illustrate the degeneracy in CPD for example with the rank R = 2,
3 or 4 [10], [11]. Here we compared the fLM algorithm with and without the EPC for the decomposition
of rank-R = 10. We ran the ALS algorithm in 100 iterations to generate the initial parameters, then
executed the fLM algorithm. For the EPC method, the bound of the approximation error was set to 1.01
times of the approximation error of the initial point. The success ratios of the considered algorithms are
plotted in Fig. 8(a). In 74.6% of runs, the relative errors obtained by the fLM were very close to the best
results, with a difference less than 10−6. The success ratio of fLM was improved after executing the EPC
either with ACEP or SCEP (see Fig. 8(a)). In Fig. 8(b), we illustrate the relative errors of algorithms as
a function of the number of iterations in one run. The fLM started from a lower error but got stuck in a
false local minimum after 100 iterations. Since the error bound was set to higher than the approximation
error, the fLM with EPC started from higher relative error, but in the final, this algorithm achieved a
lower approximation error as seen in Fig. 8(b).
V. Conclusions
In difficult scenarios of the CP tensor decomposition, when large loading components may cancel each
other, we propose to seek new decompositions with the same approximation error but with a minimum
norm of the rank-one components. In particular, we derive solutions to two constrained optimization
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Fig. 8. (a) Success ratios of the fLM algorithms with and without EPC in decomposition of the TV-ratings data. (b) Illustration
of the changes of the relative errors in one run of the estimation. The fLM got stuck in a false local minima after at most 100
iterations.
problems, one for the error preserving correction method, and another one for the bounded CPD. The
factor matrices in the two problems can be updated in closed-form in an alternating update scheme
through solving Spherical Constrained Quadratic Programming. In addition, the SQP-based all-at-once
algorithms have been developed to update all the parameters in the two problems at a time, but with
a low complexity for the inversion of the Hessian matrices. The relation between the new alternating
algorithms with the ordinary ALS algorithm has been also presented. In simulations, we confirmed the
efficiency of the proposed algorithms in the decomposition of tensors with rank exceeding the tensor
dimensions (multiplication tensors) and on tensors with highly collinear rank-one components.
Appendix A
Linear Regression with a Bound Constraint
The linear regression problem with a constraint on the regression error is stated as below
min
x
‖x‖2 subject to ‖y − Ax‖ ≤ δ (53)
where y is a vector of length I of dependent variables, A is a regressor matrix of size I × K, and a
nonnegative regression bound δ.
It is obvious that if δ ≥ ‖y‖, then the zero vector x = 0 is a minimiser to (53). Therefore, in order to
achieve a meaningful regression, the regression bound δ needs to be in the following range.
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Lemma 1 (Range of the bound δ). The problem (53) has a minimiser of nonzero entries when
‖Π⊥A y‖ ≤ δ < ‖y‖ (54)
where Π⊥A is an orthogonal complement of the column space of A.
Proof. Let U be an orthogonal basis for the column space of A. Then
δ2 ≥ ‖y − Ax‖2 = ‖UT y − UT Ax‖2F + ‖Π⊥A y‖2 ≥ ‖Π⊥A y‖2 .

For simplicity, we assume that A is full rank matrix, otherwise, we solve the problem with a compressed
regressor matrix with a smaller bound
min ‖x‖2 subject to ‖yˆ − Aˆx‖ ≤ δˆ (55)
where yˆ = UT y, Aˆ = UT A, and δˆ2 = δ2 − ‖Π⊥A y‖2.
We show that the inequality sign in (53) can be replaced by the equality sign.
Lemma 2. The minimiser to (53) is the minimiser to the following problem
min
x
‖x‖2 subject to ‖y − Ax‖ = δ (56)
Proof. From the Lagrangian of the optimisation in (53)
L(x, λ) = 1
2
‖x‖2 + λ
2
(‖y − Ax‖2 − δ2)
the stationarity condition indicates that λ must be non-zero, otherwise x = 0
∇xL = (I + λAT A)x − λAT y = 0.
From the complementary slackness condition λ(‖y −Ax‖2 − δ2) = 0 and since λ > 0, the constraint must
hold the equality, i.e., ‖y − Ax‖ = δ. 
We present an algorithm when the matrix of regressors A is of full column rank, K ≤ I.
Let A = U diag(s)VT be an SVD of A, where V is an orthonormal matrix of size K × K, and s =
[s1, . . . , sK] > 0. Hence Π
⊥
A = I − U UT .
Let yˆ = UT y, δˆ =
√
δ2 − ‖Π⊥A y‖2, z =
1
δˆ
(yˆ − diag(s)VT x), then
x = V diag(s−1)(yˆ − δˆz) (57)
‖x‖2F = (yˆ − δˆz)T diag(s−2)(yˆ − δˆz)
‖y − Ax‖2 = ‖UT y − diag(s)VT x‖2F + ‖Π⊥A y‖2 = δˆ2 ‖z‖2 + ‖Π⊥A y‖2 .
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By this reparameterization, the problem (56) becomes a QP over a sphere which can be solved in closed-
form, e.g., see [21], [23]
min
z
zT diag(δˆs−2)z − 2 yˆT diag(s−2)z (58)
subject to zT z = 1.
Appendix B
A Simplification Method For SCQP with Identical Eigenvalues
We consider a QP problem over a sphere
min
1
2
x˜T diag(s) x˜ + cT x˜ (59)
subject to x˜T x˜ = 1
where cT c = 1, and s = [s1 = 1 ≤ s2 ≤ · · · ≤ sK].
We denote J the number of distinct eigenvalues, s˜ = [s˜1 = 1 < s˜2 < · · · < s˜J], over a set of K
eigenvalues, sk, in (59), and classify c = [c1, c2, . . . , cJ] into J sub-vectors, and each c j consists of
entries ck such that sk = s˜ j, i.e., c j = [ck∈I j], where I j = {k : sk = s˜ j}. In addition, we define a vector
c˜ = [‖c1‖, ‖c2‖, . . . , ‖cJ‖] . (60)
Then the following relation holds.
Lemma 3. The minimiser to (59) can be deduced from the minimiser to the SCQP with distinct eigenvalues
min
1
2
zT diag(s˜) z + c˜T z subject to zT z = 1 ,
as follows
• For non zero c˜ j, xI j =
z j
c˜ j
c j
• If c1 = 0 and d2 =
J∑
j=2
c˜2
j
(s˜ j − 1)2
≤ 1, xI1 can be arbitrary vectors on the ball ‖xI1‖2 = 1 − d2,
• Otherwise for zeros c˜ j, xI j all are zeros.
Proof. We consider a simple case when some eigenvalues are identical, e.g., s1 = s2 = · · · = sL < sL+1 <
. . . < sK. If c1:L are all zeros, the objective function is independent of x˜1:L = [x˜1, x˜2 . . . , x˜L], hence, x˜1:L
can be any point on the ball ‖x˜1:L‖2 = d2 = 1−
∑K
k=L+1 x˜
2
k
. Otherwise, x˜1:L is a minimiser to the constrained
linear programming while fixing the other parameters x˜L+1, . . . , x˜K
min cT1:L x˜1:L subject to ‖x˜1:L‖ = d (61)
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which yields
x˜1:L =
−d
‖c1:L‖
c1:L . (62)
For both cases, we can define
z = [−d, x˜L+1, . . . , x˜K],
c˜ = [‖c1:L‖, cL+1, . . . , cK],
s˜ = [s1, sL+1, . . . , sK],
and perform a reparameterization to estimate z from a similar constrained QP but with distinct eigenvalues
s˜
min
1
2
zT diag(s˜) z + c˜T z subject to zT z = 1 .
Similarly, we can convert (59) to a problem with s˜1 < s˜2 < · · · < s˜J. Now based on the fact of SCQP
that for zero coefficients c˜ j, z
⋆
j
will also be zeros, except for only the case c1 = 0 and 1 ≥ d2 [21]. 
Appendix C
SCQP withMatrix-variates
We consider an SCQP for a matrix-variate X of size I × R given in the form of
min f (X) =
1
2
tr(XT QX) + tr(BT X) s.t. ‖X‖2F = 1 , (63)
where Q is a psd matrix of size I × I and B is of size I × R. The objective function can be rewritten in
a similar form to (59) as
f (X) =
1
2
xT (diag(σ) ⊗ IR)x + vT x
where x = vec
(
XT U
)
, v = vec
(
BT U
)
and Q = U diag(σ)UT is an EVD of Q. Due to the Kronecker
product, each eigenvalue σi, i = 1, . . . , I, is replicated R times. Let z
⋆ of length I be a (unique) minimiser
to an SCQP
min
1
2
zT diag(σ)z + cT z s.t. zT z = 1 , (64)
where c = [c1, . . . , cI], ci = ‖BT ui‖. According to Lemma 3, for a nonzero coefficient ci, xi = zici BT ui,
otherwise, xi can be any vector on the ball x
T
i
xi = z
2
i
for a zero vector BT ui.
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Appendix D
Gradient and Hessian of the Objective Function f (θ) in (18)
Let βn = [u
(n)T
1
u
(n)
1
, . . . ,u
(n)T
R
u
(n)
R
] and β−n =⊛k,n β
N
n=1, β =⊛n βn. The gradient g f and Hessian H f
of the objective function w.r.t. to U(n) are given by
g f =
. . . , vec
(
∂ f
∂U(n)
)T
, . . .
T
=
[
. . . , vec
(
U(n) diag(β−n)
)T
, . . .
]T
(65)
H f = ∇2 f = D + 2V F VT (66)
where F = [Fn,m] is an N × N partitioned matrix of matrices Fn,m with Fn,n = 0 and Fn,m = diag(β−(n,m)),
and
D = diag([β−1 ⊗ 1I1 , . . . ,β−N ⊗ 1IN ]) , (67)
V = blkdiag(V1, . . . ,VN), Vn = blkdiag(u
(n)
1
, . . . ,u
(n)
R
). (68)
The Hessian H f can also be given in an equivalent form of a block diagonal matrix and a rank-R
adjustment
H f = blkdiag(. . . , diag(β−n ⊗ 1In) − 2 V˜n diag(β) V˜Tn , . . .) + 2 V˜ diag(β) V˜T , (69)
where V˜n = Vn diag(1 ⊘ βn) and V˜ = [V˜T1 , . . . , V˜TN]T is of size R(
∑
n In) × R.
Appendix E
Gradient and Hessian of the Constraint Function c(θ) in (18)
According to Theorem 2 [15], the gradient and Hessian of the constraint function c(θ) w.r.t θ are given
by
gc =
. . . , vec
(
U(n)Γ−n − Y(n)
(
⊙
k,n
U(n)
))T
, . . .
T (70)
Hc = G + ZKZ
T (71)
where
G = blkdiag(Γ−n ⊗ IIn) ,
Z = blkdiag(. . . , IR ⊗ U(n), . . .) ,
K = [Kn,m], Kn,n = 0, Kn,m = dvec(Γ−(n,m)) .
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The Hessian Hc can also be expressed as [24]
Hc = blkdiag(Γ−n ⊗ IIn − Z˜nΨ Z˜Tn ) + Z˜Ψ Z˜T (72)
where Z˜ = [Z˜n], Z˜n = (IR ⊗ U(n)) dvec(1 ⊘ Γn), Ψ = PR,R dvec(Γ). Note that V˜ = Z˜(:, [1,R + 1, . . . ,R2])
and β = diag(Γ), β−n = diag(Γ−n).
Appendix F
Proof of the Identity in (31)
Denote by i, j = R( j−1)+i the linear index of (i, j), the identity matrix of size R2×R2 can be represented
as IR2 =
[
e1,1, . . . , ei, j, . . . , eR,R
]
. From the definition vec(XR×R) = PR,R vec
(
XT
R×R
)
, it is obvious that
PR,R = PR,R IR2 =
[
. . . ,PR,R ei, j, . . .
]
=
[
. . . , e j,i, . . .
]
.
For an arbitrary matrix A of size R × R, we can express the diagonal matrix of vec(A) as
dvec(A) =
[
. . . , ai, j ei, j, . . .
]
=
[
. . . , ai, jPR,R e j,i, . . .
]
=
[
. . . ,PR,R dvec(A
T ) e j,i, . . .
]
= PR,R dvec(A
T )
[
. . . , e j,i, . . .
]
= PR,R dvec(A
T )PR,R ..
Note that PR,R is a symmetric matrix, hence, (31) is obtained straightforwardly.
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