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LOCAL HOMOLOGY AND COHOMOLOGY ON SCHEMES
Leovigildo Alonso Tarr´io, Ana Jerem´ias Lo´pez, and Joseph Lipman
Abstract. We prove a sheaf-theoretic derived-category generalization of Greenlees-
May duality (a far-reaching generalization of Grothendieck’s local duality theorem):
for a quasi-compact separated scheme X and a “proregular” subscheme Z—for ex-
ample, any separated noetherian scheme and any closed subscheme—there is a sort
of sheafified adjointness between local cohomology supported in Z and left-derived
completion along Z. In particular, left-derived completion can be identified with
local homology, i.e., the homology of RHom•(RΓZOX ,−).
Sheafified generalizations of a number of duality theorems scattered about the
literature result: the Peskine-Szpiro duality sequence (generalizing local duality), the
Warwick Duality theorem of Greenlees, the Affine Duality theorem of Hartshorne.
Using Grothendieck Duality, we also get a generalization of a Formal Duality theorem
of Hartshorne, and of a related local-global duality theorem.
In a sequel we will develop the latter results further, to study Grothendieck duality
and residues on formal schemes.
Introduction. Our main result is the Duality Theorem (0.3) on a quasi-compact
separated scheme X around a proregularly embedded closed subscheme Z. This
asserts a sort of sheafified adjointness between local cohomology supported in Z
and left-derived functors of completion along Z. (For complexes with quasi-coherent
homology, the precise derived-category adjoint of local cohomology is described in
Remark (0.4)(a).) A special case—and also a basic point in the proof—is that
(∗): these left-derived completion functors can be identified with local homology,
i.e., the homology of RHom•(RΓZOX ,−).
The technical condition “Z proregularly embedded,” treated at length in §3, is
just what is needed to make cohomology supported in Z enjoy some good properties
which are standard when X is noetherian. Indeed, it might be said that these
properties hold in the noetherian context because (as follows immediately from the
definition) every closed subscheme of a noetherian scheme is proregularly embedded.
The assertion (∗) is a sheafified derived-category version of Theorem2.5 in [GM].
(The particular case where Z is regularly embedded in X had been studied, over
commutative rings, by Strebel [St, pp. 94–95, 5.9] and, in great detail, by Matlis
[M2, p. 89, Thm. 20]. Also, a special case of Theorem (0.3) appeared in [Me, p. 96]
at the beginning of the proof of 2.2.1.3.) More specifically, our Proposition (4.1)
provides another approach to the Greenlees-May duality isomorphism—call it Ψ—
from local homology to left-derived completion functors. But this Ψ is local and
depends on choices, so for globalizing there remains the non-trivial question of
canonicity. This is dealt with in Proposition (4.2), which states that a certain nat-
ural global map Φ from left-derived completion functors to local homology restricts
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locally to an inverse of Ψ. The map Φ is easy to define (§2), but we don’t know
any other way to show that it is an isomorphism.
We will exhibit in §5 how Theorem (0.3) provides a unifying principle for a
substantial collection of other duality results from the literature (listed in the in-
troductions to those sections). For example, as noted by Greenlees and May [GM,
p. 450, Prop. 3.8], their theorem contains the standard Local Duality theorem of
Grothendieck. (See Remark (0.4)(c) below for more in this vein).
To describe things more precisely, we need some notation. Let X be a quasi-
compact separated scheme, let A(X) be the category of all OX -modules, and let
Aqc(X) ⊂ A(X) be the full (abelian) subcategory of quasi-coherent OX -modules.
The derived category D(X) of A(X) contains full subcategories Dqc(X) ⊃ Dc(X)
whose objects are the OX -complexes with quasi-coherent, respectively coherent,
homology sheaves.
Let Z ⊂ X be a closed subset. If X \ Z is quasi-compact then by induction
on min{n | X can be covered by n affine open subsets}, and [GrD, p. 318, (6.9.7)],
one shows that Z is the support Supp(OX/I ) for some finite-type quasi-coherent
OX -ideal I (and conversely). We assume throughout that Z satisfies this condition.
The left-exact functor ΓZ : A(X) → A(X) associates to each OX -module F its
subsheaf of sections with support in Z. We define the subfunctor Γ ′Z ⊂ ΓZ by
(0.1) Γ ′ZF := lim−→
n>0
HomOX (OX/In, F )
(F ∈ A(X)),
which depends only on Z (not I). If F is quasi-coherent, then Γ ′Z (F ) = ΓZ (F ).
The functor ΓZ (resp. Γ
′
Z ) has a right-derived functor RΓZ : D(X)→ D(X) (resp.
RΓ ′Z : D(X)→ D(X)), as does any functor from A(X) to an abelian category, via
K-injective resolutions [Sp, p. 138, Thm. 4.5].1 By the universal property of derived
functors, there is a unique functorial map
γ : RΓ ′ZE → E
whose composition with Γ ′ZE → RΓ ′ZE is the inclusion map Γ ′ZE →֒ E .
For proregularly embedded Z ⊂ X , the derived-category map RΓ ′ZE → RΓZE
induced by the inclusion Γ ′Z →֒ ΓZ is an isomorphism for any complex E ∈ Dqc(X)
(Corollary (3.2.4)). This isomorphism underlies the well-known homology isomor-
phisms (of sheaves)2
(0.1.1) lim−→
n>0
Exti(OX/In, F ) −→∼ HiZ(F ) (i ≥ 0, F ∈ Aqc(X)).
We also consider the completion functor ΛZ : Aqc(X)→ A(X) given by
(0.2) ΛZF := lim←−
n>0
(
(OX/In)⊗ F
) (F ∈ Aqc(X)).
This depends only on Z. We will show in §1 that ΛZ has a left-derived functor
LΛZ : Dqc(X) → D(X), describable via flat quasi-coherent resolutions. By the
1See also [ibid., p. 133, Prop. 3.11] or [BN, §2] for the existence of such resolutions in module
categories. (Actually, as recently observed by Weibel, Cartan-Eilenberg resolutions, totalized via
products, will do in this case.) Moreover, Neeman has a strikingly simple proof that hence such
resolutions exist in any abelian quotient category of a module category, i.e., by a theorem of
Gabriel-Popescu, in any abelian category—for instance A(X)—with a generator and with exact
filtered lim−→ . (Private communication.)
2See [H, p. 273], where, however, the proof seems incomplete—“way-out” needs to begin with
[Gr, p. 22, Thm. 6]. Alternatively, one could use quasi-coherent injective resolutions . . .
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universal property of derived functors, there is a unique functorial map
λ : F → LΛZF
whose composition with LΛZF → ΛZF is the completion map F → ΛZF .
Theorem (0.3). For any quasi-compact separated scheme X and any proregularly
embedded closed subscheme Z (Definition (3.0.1)), there is a functorial isomorphism
RHom•(RΓ ′ZE ,F ) −→∼ RHom•(E , LΛZF )(E ∈ D(X), F ∈ Dqc(X))
whose composition with the map RHom•(E ,F ) → RHom•(RΓ ′ZE ,F
)
induced
by γ is the map RHom•(E , F )→ RHom•(E , LΛZF ) induced by λ.
The proof occupies §§1–4; an outline is given in §2. Miscellaneous corollaries
and applications appear in §5.
From Theorem (0.3) we get a commutative diagram
RHom•(RΓ ′ZE ,F ) ˜−−−−→α RHom•(E , LΛZF )y λ′
yγ′
RHom•(RΓ ′ZRΓ ′ZE ,F ) ˜−−−−→ RHom•(RΓ ′ZE , LΛZF )
with horizontal isomorphisms as in (0.3), λ′ induced by λ, and γ′ induced by γ.
It follows readily from Lemma (3.1.1)(2) that the natural map RΓ ′ZRΓ
′
ZE → RΓ ′ZE
is an isomorphism; hence both λ′ and γ′ are isomorphisms, and α has the explicit
description α = γ′−1 ◦λ′. Conversely, if we knew beforehand that λ′ and γ′ are
isomorphisms, then we could define α := γ′−1 ◦λ′ and recover Theorem (0.3). Thus
we can restate the Theorem as:
Theorem (0.3)(bis). For any quasi-compact separated scheme X and proregularly
embedded closed subscheme Z, the maps λ and γ induce functorial isomorphisms
RHom•(RΓ ′ZE ,F ) −→∼
λ′
RHom•(RΓ ′ZE , LΛZF ) ←−∼
γ′
RHom•(E , LΛZF )
(E ∈ D(X), F ∈ Dqc(X)).
As explained in Remark (5.1.2), that λ′ is an isomorphism amounts to the fol-
lowing Corollary. Recall that proregularity of a finite sequence t := (t1, t2, . . . , tµ) in
a commutative ring A is defined in (3.0.1) (where X can be taken to be Spec(A));
and that every sequence in a noetherian ring is proregular.
Corollary (0.3.1). Let t be a proregular sequence in a commutative ring A, and
let F be a flat A-module, with t-adic completion F̂ . Then the natural local homology
maps HntA(F )→ HntA(F̂ ) (n ≥ 0) are all isomorphisms.
In other words, the natural Koszul-complex map K•
∞
(t) ⊗ F → K•
∞
(t) ⊗ F̂ is a
quasi-isomorphism (see (3.1.1)(2)).
Suppose now that X is affine, say X = Spec(A), let t := (t1, t2, . . . , tµ) be
a proregular sequence in A, and set Z := Spec(A/tA). With tn := (tn1 , . . . , t
n
µ),
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consider the A-module functors
Γt(G) := lim−→
n>0
HomA(A/t
nA, G),
Λt(G) := lim←−
n>0
(
(A/tnA)⊗G) (t-adic completion).
This is the situation in [GM], and when the sequence t is A-regular, in [M2]. The ar-
guments used here to prove Theorem (0.3) apply as well in the simpler ring-theoretic
context, yielding an isomorphism in the derived A-module category D(A):
(0.3)aff RHom
•
A(RΓtE, F ) −→∼ RHom•A(E, LΛtF )
(
E, F ∈ D(A)).
In fact (0.3)aff (with the isomorphism explicated as in (0.3) or (0.3)bis) is essen-
tially equivalent to (0.3) for E ∈ Dqc , see Remark (d).
Suppose, for example, that t is A-regular, so that there is an isomorphism
RΓt(A)[µ] −→∼ HµtA(A) =: K.
Then for any A-complex F , there is a natural isomorphismK[−µ]⊗
=
F −→∼ RΓt(F )
(cf. Corollary (3.2.5)), and so we have a composed isomorphism
H0LΛt(F ) −→∼ H0RHom•A(RΓtA, F )
−→∼ H0RHom•A(RΓtA,RΓtF ) −→∼ HomD(A)(K, K ⊗= F )
corresponding to the First Representation Theorem of [M2, p. 91].3
Remarks (0.4). (a) Fix a quasi-compact separated scheme X, and write A,
Aqc , D, Dqc , for A(X), Aqc(X), D(X), Dqc(X), respectively. Let Z ⊂ X be a
proregularly embedded closed subscheme. Corollary (3.2.5)(iii) gives us the functor
RΓZ : Dqc → Dqc . Theorem (0.3) yields a right adjoint for this functor, as follows.
The inclusion functor Aqc →֒ A has a right adjoint Q, the “quasi-coherator”
[I, p. 187, Lemme 3.2]. The functor Q, having an exact left adjoint, preserves
K-injectivity, and it follows then that RQ is right-adjoint to the natural functor
j : D(Aqc) → D, see [Sp, p. 129, Prop. 1.5(b)]. Since j induces an equivalence of
categories D(Aqc) ≈ Dqc (see §1), therefore the inclusion functor Dqc →֒ D has
a right adjoint, which—mildly abusing notation—we continue to denote by RQ.
Thus there is a functorial isomorphism
HomD(E , LΛZF) −→∼ HomDqc(E ,RQLΛZF ) (E ,F ∈ Dqc).
Recalling that RΓ ′Z coincides with RΓZ on Dqc , and applying the functor H
0RΓ
to the isomorphism in (0.3),4 we deduce an adjunction isomorphism
HomDqc(RΓZE ,F ) −→∼ HomDqc(E,RQLΛZF ) (E ,F ∈ Dqc).
3Matlis states the theorem for A-modules F which are “K-torsion-free” i.e. ([ibid, p. 86]), the
canonical map K ⊗
=
F → K ⊗ F is an isomorphism; and he shows for such F that the natural map
H0LΛt(F )→ Λt(F ) is an isomorphism [ibid, p. 89, Thm. 21, (2)].
4Note that H0RΓRHom• = H0RHom• = HomD, see e.g., [Sp, 5.14, 5.12, 5.17]. (In order to
combine left- and right-derived functors, we must deal with unbounded complexes.)
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(In this form the isomorphism doesn’t sheafify, since for open immersions i : U → X
the canonical functorial map i∗QX → QU i∗ is usually not an isomorphism.)
For example, if X is affine, say X = Spec(A), then for any L ∈ A(X), Q(L) is the quasi-
coherent OX -module Γ(X,L)
∼ associated to the A-module Γ(X,L); and hence
RQ(G) ∼=
(
RΓ(X, G)
)∼
(G ∈ D).
Any complex in Dqc is isomorphic to a K-flat quasi-coherent F (Prop. (1.1)). For such an F , with
F/Z the completion of F along Z [GrD, p. 418, (10.8.2)], Remark (d) below, with E = A, implies
RQLΛZF
∼= QΛZF =
(
Γ(Z, F/Z )
)∼
.
If furthermore A is noetherian, Z = Spec(A/I), and F ∈ Dc(X), then one finds, as in (0.4.1)
below, that with Aˆ the I-adic completion of A,
Γ(Z, F/Z )
∼= Γ(X, F )⊗A Aˆ.
In more detail, Theorem (0.3)—at least for E ∈ Dqc(X)—can be expressed via
category-theoretic properties of the endofunctors S := RΓZ and T := RQLΛZ
of Dqc(X). (In the commutative-ring context, use S := RΓt and T := LΛt instead.)
Theorem (0.3)∗. The canonical maps S
γ−→ 1 ν−→ T (where 1 is the identity functor
of Dqc(X)) induce functorial isomorphisms
Hom(SE , SF ) ∼= Hom(SE ,F ) ∼= Hom(SE , TF ) ∼= Hom(E , TF ) ∼= Hom(TE , TF ).
Proof. (See also (5.1.1.)) The first isomorphism is given by Lemma (0.4.2) below.
The next two follow from Theorem (0.3)(bis), giving the adjointness of S and T, as
well as the isomorphism S −→∼ ST in the following Corollary. Hence:
Hom(E , TF ) ∼= Hom(SE ,F ) ∼= Hom(STE ,F ) ∼= Hom(TE , TF ). 
Conversely, Theorem (0.3)∗, applied to arbitrary affine open subsets of X, yields
Theorem (0.3)(bis).
Corollary. The maps γ and ν induce functorial isomorphisms
(i) S2 −→∼ S.
(ii) T −→∼ T 2.
(iii) TS −→∼ T .
(iv) S −→∼ ST .
Proof. (i) follows, for example, from the functorial isomorphism (see (a) above)
Hom(SE , S2F ) −→∼ Hom(SE , SF ) applied when E = F and when E = SF .
(ii): equivalent to (i) by adjunction.
(iii): use Hom(E , TSF ) ∼= Hom(SE , SF ) ∼= Hom(SE ,F ) ∼= Hom(E , TF ).
(iv): use Hom(SE , SF ) ∼= Hom(SE ,F ) ∼= Hom(SE , TF ) ∼= Hom(SE , STF ). 
(b)With notation as (a), suppose that the separated scheme X is noetherian, so
that any closed subscheme Z is proregularly embedded. On coherent OX -modules
the functor ΛZ is exact. This suggests (but doesn’t prove) the following concrete
interpretation for the restriction of the derived functor LΛZ to Dc ⊂ Dqc (i.e., to
OX -complexes whose homology sheaves are coherent). Let κ = κZ be the canon-
ical ringed-space map from the formal completion X/Z to X , so that κ∗ and κ
∗
are exact functors [GrD, p. 422, (10.8.9)]. For F ∈ Aqc , following [GrD, p. 418,
(10.8.2)] we denote by F/Z the restriction of ΛZF to Z. From the map κ∗F → F/Z
which is adjoint to the natural map F → ΛZF = κ∗F/Z we get a functorial map
κ∗κ
∗F → κ∗F/Z = ΛZF ; and since κ∗κ∗ is exact, there results a functorial map
λ∗∗ : κ∗κ
∗F → LΛZF (F ∈ Dqc).
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Proposition (0.4.1). The map λ∗∗ is an isomorphism for all F ∈ Dc.
Proof. The question being local, we may assume X affine. As indicated at the end
of §2, the functor LΛZ is bounded above (i.e., “way-out left”) and also bounded
below (i.e., “way-out right”); and the same is clearly true of κ∗κ
∗. So by [H,
p. 68, Prop. 7.1] (dualized) we reduce to where F is a single finitely-generated free
OX -module, in which case the assertion is obvious since by §1, LΛZP = ΛZP for
any quasi-coherent flat complex P. 
Via the natural isomorphism κ∗RHom•X/Z (κ∗E , κ∗F ) −→∼ RHom•X(E , κ∗κ∗F )
[Sp, p. 147, Prop. 6.7], the isomorphism in (0.3) now becomes, for E ∈ D, F ∈ Dc :
(0.3)c RHom•X(RΓ ′ZE , F ) −→∼ κ∗RHom•X/Z(κ∗E , κ∗F ),
or—by Lemma (0.4.2) below, and since as before RΓ ′ZF ∼= RΓZF :
(0.3)′c RHom•X(RΓ ′ZE ,RΓ ′ZF ) −→∼ κ∗RHom•X/Z(κ∗E , κ∗F ).
Explicitly, all these isomorphisms fit into a natural commutative diagram:
RHom•X(RΓ ′ZE ,F ) ˜←−−−−
(0.4.2)
RHom•X(RΓ ′ZE ,RΓ ′ZF )
≃
y
(0.3)′c
y≃ (0.3)
RHom•X(E ,F ) −−−→ RHom•X(E , LΛZF )x≃ via λ∗∗
RHom•X(E , κ∗κ∗F ) ˜←−−−− κ∗RHom•X/Z (κ∗E , κ∗F )
Lemma (0.4.2). Let X be a scheme, let Z ⊂ X be a closed subset, and let i : (X \
Z) →֒ X be the inclusion. Let G ∈ D(X) be exact off Z, i.e., i∗G = 0. Then
for any F ∈ D(X) the natural map RHom•(G,RΓZF ) → RHom•(G, F ) is an
isomorphism. In particular, for any E ∈ D(X) there are natural isomorphisms
RHom•(RΓZE ,RΓZF ) −→∼ RHom•(RΓZE ,F ),
RHom•(RΓ ′ZE ,RΓZF ) −→∼ RHom•(RΓ ′ZE ,F ).
Proof. If J is an injective K-injective resolution of F [Sp, p. 138, Thm. 4.5] then
i∗J is K-injective and the natural sequence 0→ ΓZJ → J → i∗i∗J → 0 is exact;
hence there is a natural triangle
(0.4.2.1) RΓZF → F → Ri∗i∗F
+−→ RΓZF [1].
Apply the functor RHom•(G,−) to this triangle, and conclude via the isomorphism
RHom•(G,Ri∗i∗F ) ∼= Ri∗RHom•(i∗G, i∗F ) = 0 [Sp, p. 147, Prop. 6.7]. 
(c) (Local Duality). Let A be a noetherian commutative ring (so that any finite
sequence in A is proregular), let J be an A-ideal, let Aˆ be the J-adic completion,
and let ΓJ be the functor of A-modules described by
ΓJ (M) := { x ∈M | Jnx = 0 for some n > 0 }.
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The derived A-module category D(A) has the full subcategory Dc(A) consisting
of those complexes whose homology modules are finitely generated. Arguing as in
Remark (b), one deduces from (0.3)aff the duality isomorphism
(0.3)′aff, c
RHom•A(RΓJE,RΓJF ) −→∼ RHom•A(E, F ⊗A Aˆ)(
E ∈ D(A), F ∈ Dc(A)
)
.
(This is of course closely related to (0.3)′c , see Remark (d). For example, when J is
a maximal ideal and Z := {J} ∈ X := Spec(A), just check out the germ of (0.3)′c at
the closed point J ∈ X .)
Now suppose that E and F are both in Dc(A), and one of the following holds:
(1) E ∈ Dc−(A) and F ∈ Dc+(A);5 or
(2) F has finite injective dimension (i.e., F isD-isomorphic to a bounded injective
complex); or
(3) E has finite projective dimension.
Then the natural map
RHom•A(E, F )⊗A Aˆ→ RHom•A(E, F ⊗A Aˆ)
is an isomorphism. To see this, reduce via “way-out” reasoning [H, p. 68] to where
E is a bounded-above complex of finitely generated projectives and F is a sin-
gle finitely generated A-module. Similarly, ExtnA(E, F ) := H
n
(
RHom•A(E, F )
)
is
finitely generated. Hence (0.3)′aff, c yields homology isomorphisms
ExtnA(RΓJE,RΓJF ) −→∼ ExtnA(E, F )ˆ (n ∈ Z).
In particular, if m is a maximal ideal and D ∈ Dc(A) is a dualizing complex
(which has, by definition finite injective dimension), normalized so that RΓmD is
an injective hull Im of the A-module A/m [H, p. 284, Prop. 7.3], then there are
hyperhomology duality isomorphisms, generalizing [H, p. 280, Cor. 6.5]:
HomAˆ(H
−n
m E, Im) −→∼ ExtnA(E, D)ˆ
(
n ∈ Z, E ∈ Dc(A)
)
.
And since ExtnA(E,D)ˆ is a noetherian Aˆ-module therefore H
−n
m E is artinian, and
Matlis dualization yields the Local Duality theorem of [H, p. 278]. (One checks that
the isomorphisms derived here agree with those in [H].)
More generally, if J is any A-ideal and ̂ denotes J-adic completion then with
κ : Spf(Aˆ) = X̂ → X := Spec(A) the canonical map, U := X \ {m}, and E := E˜,
D := D˜ the quasi-coherent OX -complexes generated by E and D, there is a triangle
Hom•A(RΓJE, Im)→ RHom•A(E,D)⊗A Aˆ→ RHom•Û (κ∗E , κ∗D)
+−→
whose exact homology sequence looks like
(0.4.3) · · · → HomAˆ(H−nJ E, Im)→ ExtnA(E,D)ˆ → ExtnÛ (κ∗E , κ∗D)→ . . .
5For any derived category D∗ , D
+
∗ (resp. D∗
−) is the full subcategory whose objects are the
complexes C ∈ D∗ having bounded-below (resp. bounded-above) homology, i.e., Hn(C) = 0
for n ≪ 0 (resp. n ≫ 0). D+∗ (resp. D∗
−) is isomorphic to the derived category of the homotopy
category of such C. This notation differs from that in [H], where C itself is assumed bounded.
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The particular case when A is Gorenstein of dimension d—so that D ∼= A[d ]—and
E = A, is [PS, p. 107, Prop. (2.2)]. See §5.4 for details.
Incidentally, we have here a characterization of D ⊗A Aˆ as
D ⊗A Aˆ ∼=
(0.3)′
aff, c
RHom•A(RΓmA,RΓmD) = RHom
•
A(RΓmA, Im)
∼=
(0.3)aff
LΛmIm .
Thus if E• is an injective resolution of A, so that HomA(E
•, Im) is a flat resolution
of Im [M, p. 95, Lemma 1.4], then D ⊗A Aˆ ∼= HomA(E•, Im)ˆ .
(d) Not surprisingly, but also not trivially, (0.3)aff can be derived from (0.3)—and vice-versa
when E ⊂ Dqc(X)—in brief as follows.
The functor ΓX := Γ(X,−) (X := Spec(A)) has an exact left adjoint, taking an A-module M
to its associated quasi-coherent OX -module M˜ . Hence ΓX preserves K-injectivity, and there is a
functorial isomorphism
RHom•A(E,RΓXG) −→
∼ RHom•X(E˜, G)
(
E ∈ D(A), G ∈ D(X)
)
.
Next, if G is any OX -complex of ΓX -acyclics (i.e., the natural map ΓXG
n → RΓXG
n is an
isomorphism for all n), then ΓXG → RΓXG is an isomorphism. (This is well-known if G is bounded
below; and in the general case can be deduced from [BN, §5] or found explicitly in [L, (3.9.3.5)].)
So for any A-complex F there are natural isomorphisms F −→∼ ΓX F˜ −→
∼ RΓX F˜ , and hence
(0.4.4) RHom•A(E, F ) −→
∼ RHom•X (E˜, F˜ )
(
E, F ∈ D(A)
)
.
There are also natural isomorphisms
(0.4.5) RΓZ E˜ −→
∼ R˜Γ
t
E, LΛtF −→
∼ RΓXLΛZF˜ .
The first obtains via Koszul complexes, see (3.2.3). For the second, we may assume F flat and
K-flat, in which case we are saying that ΛtF = ΓXΛZ F˜ → RΓXΛZ F˜ is an isomorphism, which as
above reduces to where F is a single flat A-module, and then follows from [EGA, p. 68, (13.3.1)].
Thus there are natural isomorphisms
(#)
RHom•A(E, LΛtF ) −→
∼ RHom•A(E,RΓXLΛZF˜ ) −→
∼ RHom•X(E˜,LΛZ F˜ ),
RHom•A
(
RΓtE, F ) −→
∼ RHom•A
(
R˜Γ
t
E, F˜ ) −→∼ RHom•X
(
RΓZ E˜, F˜ ).
Hence (0.3) implies (0.3)aff. Conversely, (0.3)(bis) (with E ∈ Dqc(X)) follows from (0.3)aff.
Indeed, it suffices to see that the maps λ′ and γ′ are made into isomorphisms by the functor RΓU
for any affine open U ⊂ X. Moreover, we may assume that the complexes E and F are quasi-
coherent (see §1). Then (#) provides what we need.
1. Left-derivability of the completion functor. Let X be a quasi-compact
separated scheme and let Z ⊂ X be a closed subscheme. We show in this section
that the completion functor ΛZ : Aqc(X)→ A(X) of (0.2) has a left-derived functor
LΛZ : Dqc(X)→ D(X).
Proposition (1.1). On a quasi-compact separated scheme X, every E ∈ Dqc(X)
is isomorphic to a quasi-coherent K-flat complex PE .
The proof will be given below, in (1.2).
If P ∈ D(X) is a K-flat exact quasi-coherent complex, then ΛZ(P) is exact.
Indeed, all the complexes Pn := (O/In) ⊗ P (n > 0) are exact [Sp, p. 140,
Prop. 5.7], and hence the same is true after taking global sections over any affine
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open subset U of X. Also, the natural map of complexes Γ(U,Pn+1)→ Γ(U,Pn) is
surjective for every n. So by [EGA, p. 66, (13.2.3)], the complex
Γ(U,ΛZ(P)) = lim←− Γ(U,Pn)
is exact, whence the assertion.
Consequently (see [H, p. 53], where condition 1 for the triangulated subcate-
gory L whose objects are all the quasi-coherent K-flat complexes can be replaced
by the weaker condition in our Proposition (1.1)), after choosing one PE for each E
we have a left-derived functor LΛZ with LΛZ(E) := ΛZ(PE ). For simplicity we take
PE = E whenever E itself is quasi-coherent and K-flat, so then LΛZ(E) = ΛZ(E).
(1.2). Here is the proof of Proposition (1.1). It uses a simple-minded version of some simplicial
techniques found e.g., in [Ki, §2]. We will recall as much as is needed.
Let U = (Uα)1≤α≤n be an affine open cover of the quasi-compact separated scheme (X,OX).
Denote the set of subsets of {1, 2, . . . , n} by Pn. For i ∈ Pn, set
Ui :=
⋂
α∈i
Uα , Oi := OUi = OX |Ui .
(In particular, Uφ = X.) For i ⊃ j in Pn, let λij : Ui →֒ Uj be the inclusion map. A U-module
is, by definition, a family F = (Fi)i∈Pn where Fi is an Oi-module, together with a family of
Oj-homomorphisms
ϕjk : λ
∗
jkFk → Fj (j ⊃ k)
such that ϕjj is the identity map of Fj , and whenever i ⊃ j ⊃ k we have ϕik = ϕij ◦
(
ϕjk|Ui
)
,
i.e., ϕik factors as
λ∗ikFk = λ
∗
ijλ
∗
jkFk
λ∗ij(ϕjk)
−−−−−−→ λ∗ijFj
ϕij
−−→ Fi .
We say the U-module F is quasi-coherent (resp. flat, resp. . . . ) if each one of the Oi-modules Fi
is such.
The U-modules together with their morphisms (defined in the obvious manner) form an abelian
category with lim−→ and lim←− . For example, given a direct system (F
ρ)ρ∈R of U-modules, set
Fi := lim−→ F
ρ
i (i ∈ Pn), define ϕij (i ⊃ j) to be the adjoint of the natural composed map
Fj = lim−→ F
ρ
j
via ψ
ρ
ij
−−−−−→ lim−→ λij∗F
ρ
i −→ λij∗Fi
where ψρij : F
ρ
j → λij∗F
ρ
i is adjoint to ϕ
ρ
ij : λ
∗
ijF
ρ
j → F
ρ
i ; and check that F := (Fi , ϕij) = lim−→ F
ρ
in the category of U-modules.
Lemma(1.2.1). Any quasi-coherent U-module F is a homomorphic image of a flat quasi-
coherent U-module.
Proof. For each i we can find an epimorphism of quasi-coherent Oi-modules Qi ։ Fi with Qi
flat. Set Pi := ⊕i⊃jλ
∗
ijQj . Map Pi surjectively to Fi via the family of composed maps
λ∗ijQj −→ λ
∗
ijFj
ϕij
−−→ Fi.
Let
ϕ′ki : λ
∗
kiPi = ⊕i⊃jλ
∗
kjQj −→ ⊕k⊃jλ
∗
kjQj = Pk
be the natural map. Then P := (Pi , ϕ
′
ij) is a flat U-module, and the maps Pi → Fi constitute an
epimorphism of U-modules. 
The tensor product of two U-modules is defined in the obvious way. A complex of U-modules
is K-flat if its tensor product with any exact complex is again exact.
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Corollary(1.2.2). (Cf. [Ki, p. 303, Satz 2.2.]) Any complex of quasi-coherent U-modules is the
target of a quasi-isomorphism from a K-flat complex of quasi-coherent U-modules.
Proof. (Sketch.) Any bounded-above complex of flat U-modules is K-flat, so the assertion for
bounded-above complexes follows from Lemma (1.2.1) (see [H, p. 42, 4.6, 1) (dualized)]). In the
general case, express an arbitrary complex as the lim−→ of its truncations, and then use the lim−→ of a
suitable direct system of K-flat resolutions of these truncations. (Clearly, lim−→ preserves K-flatness.
For more details, see [Sp, p. 132, Lemma3.3] or [L, (2.5.5)].) 
The Cˇech functor Cˇ• from U-complexes (i.e., complexes of U-modules) to OX -complexes is
defined as follows:
Let |i| be the cardinality of i ∈ Pn, and let λi := λiφ be the inclusion map Ui →֒ X. For any
U-module F, set
Cˇm(F ) :=
⊕
|i|=m+1
λi∗Fi 0 ≤ m < n
:= 0 otherwise.
Whenever j is obtained from k = {k0 < k1 < · · · < km} ∈ Pn by removing a single element,
say ka, we set ǫkj := (−1)
a. The boundary map δm : Cˇm(F ) → Cˇm+1(F ) is specified by the
family of maps
δmkj : λj∗Fj → λk∗Fk
with δmkj the natural composition
λj∗Fj −→ λj∗λkj∗λ
∗
kjFj = λk∗λ
∗
kjFj
λk∗(ǫkjϕkj)
−−−−−−−−−→ λk∗Fk
if j ⊂ k, and δmkj = 0 otherwise. Then δ
m+1 ◦δm = 0 for all m, and so we have a functor Cˇ• from
U-modules to OX -complexes. For any U-complex F
•, Cˇ•(F•) is defined to be the total complex
associated to the double complex Cˇp(Fq).
Remarks. (a) If G is an OX -module and G
′ is the U-module such that G′i := λ
∗
i G and ϕij is the
identity map of G′i = λ
∗
ijGj for all i ⊃ j, then Cˇ
•(G′) is the usual Cˇech resolution of G [Go, p. 206,
Thm. 5.2.1].
(b) Since all the maps λi are affine (X being separated) and flat, therefore Cˇ
• takes flat
quasi-coherent U-complexes to flat quasi-coherent OX -complexes. Moreover, Cˇ
• commutes with
lim−→ . (We need this only for quasi-coherent complexes, for which the proof is straightforward; but
it also holds for arbitrary complexes, [Ke, §2].)
Lemma (1.2.3). The functor Cˇ• takes quasi-isomorphisms between quasi-coherent complexes
to quasi-isomorphisms.
Proof. One checks that Cˇ• commutes with degree-shifting: Cˇ•(F•[1]) = Cˇ•(F•)[1]; and that Cˇ•
preserves mapping cones. Since quasi-isomorphisms are just those maps whose cones are exact, it
suffices to show that Cˇ• takes exact quasi-coherent U-complexes F• to exact OX -complexes. But
since the maps λi are affine, each row Cˇ
p(F•) of the double complex Cˇp(Fq) is exact, and all but
finitely many rows vanish, whence the conclusion. 
Now by [BN, p. 230, Corollary 5.5], any E ∈ Dqc(X) is isomorphic to a quasi-coherent complex;
so to prove (1.1) we may as well assume that E itself is quasi-coherent. Define the U-complex E ′
as in remark (a) and let P → E ′ be a quasi-isomorphism of quasi-coherent U-complexes with P
a lim−→ of bounded-above flat complexes, see proof of Corollary (1.2.2). Lemma (1.2.3) provides a
quasi-isomorphism PE := Cˇ
•(P)→ Cˇ•(E ′); and there is a natural quasi-isomorphism E → Cˇ•(E ′)
(remark (a)), so that E is isomorphic in D(X) to PE . Moreover, PE is a lim−→ of bounded-above
quasi-coherent flat OX -complexes (remark (b)), and hence is quasi-coherent and K-flat. This
proves Proposition (1.1). 
For completeness, and for later use, we present a slightly more elaborate version of the just-
quoted Corollary 5.5 in [BN, p. 230]. Recall from Remark (0.4)(a) the definition of quasi-coherator.
LOCAL HOMOLOGY AND COHOMOLOGY 11
Proposition (1.3). Let X be a quasi-compact separated scheme. Then the natural functor
jX : D(Aqc(X))→ Dqc(X)
is an equivalence of categories, having as quasi-inverse the derived quasi-coherator RQX .
Corollary (1.3.1). In the category Cqc(X) of quasi-coherent OX -complexes, every object has a
K-injective resolution.
Proof. The Proposition asserts that the natural maps E → RQXjXE
(
E ∈ D(Aqc(X))
)
and
jXRQXF → F
(
F ∈ Dqc(X)
)
are isomorphisms. The Corollary results: since QX has an exact
left adjoint therefore QX takes K-injective OX -complexes to complexes which are K-injective
in Cqc(X), so if E −→∼ RQXjXE and if E → IE is a quasi-isomorphism with IE a K-injective
OX -complex [Sp, p. 134, 3.13], then the resulting map E → QXIE is still a quasi-isomorphism,
and thus E has a K-injective resolution in Cqc(X).
We will show that the functor RQX |Dqc(X) is bounded-above, i.e., there is an integer d ≥ 0
such that for any F ∈ Dqc(X) and q ∈ Z, if Hp(F) = 0 for all p ≥ q then Hp(RQXF) = 0 for
all p ≥ q + d. Then by the way-out Lemma [H, p. 68] it suffices to prove the above isomorphism
assertions when E and F are single quasi-coherent sheaves, and this case is dealt with in [I, p. 189,
Prop. 3.5]. (It follows then from jXRQXF −→
∼ F that we can take d = 0.)
We proceed by induction on n(X), the least among all natural numbers n such that X can be
covered by n affine open subschemes. If n(X) = 1, i.e., X is affine, then for any F ∈ Dqc(X),
RQX(F ) is the sheafification of the complex RΓX(F ) := RΓ(X,F ); so to show boundedness we
can replace RQX by RΓX . For a K-injective resolution I of F ∈ Dqc(X), use a “special” inverse
limit of injective resolutions Iq of the truncations τ≥−q(F ), as in [Sp, p. 134, 3.13]. If Cq is the
kernel of the split surjection Iq → Iq−1, then Cq[−q] is an injective resolution of the quasi-coherent
OX -module H
−q(F), and hence HpΓX(Cq) = 0 for p > −q. Applying [Sp, p.126, Lemma], one
finds then that for p ≥ −q the natural map HpΓX(I) → H
pΓX(Iq) is an isomorphism; and so if
τ≥−q(F ) = 0, then HpΓX(I) = 0. Thus RΓX |Dqc(X) is indeed bounded above (with d = 0).
Now suppose that n := n(X) > 1, and let X = X1 ∪ · · · ∪ Xn be an affine open cover. Set
U := X1, V := X2 ∪ · · · ∪Xn , W := U ∩ V , and let u : U →֒ X, v : V →֒ X, w : W →֒ X be the
inclusions. Note that n(U) = 1, n(V ) = n−1, and n(W ) ≤ n−1 (X separated⇒ X1∩Xi affine).
By the inductive hypothesis, E −→∼ RQV jV E for any E ∈ Cqc(V ). Hence, as above, E has a
K-injective resolution in Cqc(V ), the functor v
qc
∗ : D(Aqc(V )) → D(Aqc(X)) has a right-derived
functor Rvqc∗ , and there is a functorial isomorphism R(v
qc
∗ QV ) −→
∼ Rvqc∗ RQV . Since the left
adjoint v∗ of v∗ is exact, therefore v∗ preserves K-injectivity of complexes, and so there is a
functorial isomorphismR(QXv∗) −→
∼ RQXRv∗; and furthermore it is easily seen, via adjointness
of v∗ and v∗, that QXv∗ = v
qc
∗ QV . Thus we have a functorial isomorphism
RQXRv∗ −→
∼ R(QXv∗) = R(v
qc
∗ QV ) −→
∼ Rvqc∗ RQV .
Similar remarks apply to u and w.
Now we can apply RQX to the Mayer-Vietoris triangle
F → Ru∗u
∗F ⊕Rv∗v
∗F → Rw∗w
∗F → F [1]
to get the triangle
RQXF → Ru
qc
∗ RQUu
∗F ⊕Rvqc∗ RQV v
∗F → Rwqc∗ RQWw
∗F → RQXF [1].
So it’s enough to show: if V is any quasi-compact open subset of X with n(V ) < n(X), and
v : V →֒ X is the inclusion, then the functor Rvqc∗ is bounded above. (This derived functor exists,
as before, by the induction hypothesis.)
We induct on n(V ), the case n(V ) = 1 being trivial, since then the map v is affine and the
functor vqc∗ : Aqc(V )→ Aqc(X) is exact. Suppose then that n := n(V ) > 1. V has an open cover
V = V1∪V2 with n(V1) = 1, n(V2) = n−1, and n(V1∩V2) ≤ n−1. Let i1 : V1 →֒ V , i2 : V2 →֒ V ,
and i12 : V12 = V1∩V2 →֒ V be the inclusions. By [L, (3.9.2)] (which uses techniques from [Sp] like
those in the above discussion of the case n(X) = 1), Ri1∗Dqc(V1) ⊂ Dqc(V ), and similarly for i2
and i12. Since n(Vs) < n(X) (s = 1, 2, or 12), we may assume that jVs : D(Aqc(Vs))→ Dqc(Vs)
is an equivalence of categories with quasi-inverse RQVs, so that we have isomorphisms
RQV Ris∗i
∗
sjV E
∼= Ri
qc
s∗RQVsjVs i
∗
sE
∼= Ri
qc
s∗i
∗
sE
(
E ∈ D(Aqc(V )
)
.
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Similarly, RQV jV E ∼= E . Hence application of RQV to the Mayer-Vietoris triangle
jV E → Ri1∗i
∗
1jV E ⊕Ri2∗i
∗
2jV E → Ri12∗i
∗
12jV E → jV E [1]
gives rise to a triangle
E → Riqc1∗i
∗
1E ⊕Ri
qc
2∗i
∗
2E → Ri
qc
12∗i
∗
12E → E [1].
Since iqcs∗ has an exact left adjoint i
∗
s , therefore i
qc
s∗ preserves K-injectivity, and consequently
Rvqc∗ Ri
qc
s∗ = R(vis)
qc
∗ . So we can apply Rv
qc
∗ to the preceding triangle and use the induction
hypothesis to see that Rv
qc
∗ E is one vertex of a triangle whose other two vertices are obtained by
applying bounded-above functors to E, whence the conclusion. 
2. Proof of Theorem (0.3)—outline. We first define bifunctorial maps
(2.1)
ψ : E ⊗
=
RΓZF → RΓZ (E ⊗= F )
ψ′ : E ⊗
=
RΓ ′ZF → RΓ ′Z (E ⊗= F )
(E ,F ∈ D(X))
(where ⊗
=
denotes derived tensor product.) To do so, we may assume that E is
K-flat and F is K-injective, and choose a quasi-isomorphism E ⊗ F → J with J
K-injective. The obvious composed map of complexes E ⊗ ΓZF → E ⊗ F → J has
image in ΓZJ , and so we can define ψ to be the resulting composition in D(X):
E ⊗
=
RΓZF ∼= E ⊗ ΓZF → ΓZJ ∼= RΓZ (E ⊗= F ).
The map ψ′ is defined similarly, mutatis mutandis.
Under the hypotheses of Theorem (0.3), assertion (i) in Cor. (3.2.5) (resp. (3.1.5))
gives that ψ is an isomorphism if E and F are both in Dqc(X) (resp. ψ′ is an
isomorphism for all E ,F ).6
In view of the canonical isomorphism RΓ ′ZOX −→∼ RΓZOX (Cor. (3.2.4)) and of
[Sp, p. 147, Prop. 6.6], we have then natural isomorphisms
RHom•(RΓ ′ZE ,F ) −→∼ RHom•(E ⊗= RΓZOX , F
)
−→∼ RHom•(E ,RHom•(RΓZOX , F )).
It remains to find a natural isomorphism
RHom•(RΓZOX ,F ) −→∼ LΛZF
(F ∈ Dqc(X)).
To get this we define below a natural map Φ: LΛZF → RHom•(RΓZOX , F ), and,
after reducing to where X is affine and F is a single flat quasi-coherent OX -module,
prove in §4 that Φ is an isomorphism by constructing Φ−1 via the representability
of RΓZOX as a limit of Koszul complexes.7
6The ring-theoretic avatar of this result is closely related to results of Matlis [M, p. 114,
Thm. 3.7], [M2, p. 83, Thm. 10], and Strebel [St, p. 94, 5.8].
7That proof turns out, at least for us, to be surprisingly difficult. (A much shorter proof for
the case F = OX over smooth algebraic C-varieties is given by Mebkhout in [Me, p. 97]. We
could not follow all the details of his argument.) The ring-theoretic avatar of the isomorphism Φ
underlies the duality theorem of Strebel [St, p. 94, 5.9] and Matlis [M2, p. 89, Thm. 20], and the
more general results of Greenlees and May [GM, p. 449, Prop. 3.1 and p. 447, Thm. 2.5].
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Assuming X to be quasi-compact and separated, so that LΛZ exists, let us then
define Φ. Let I be a finite-type quasi-coherent OX -ideal such that Z = Supp(OX/I)
(see Introduction). For any OX -complexes P, Q, R, the natural map
(P ⊗Q)⊗ (Hom•(Q,R)) ∼= P ⊗ (Q⊗Hom•(Q, R))→ P ⊗R
induces (via ⊗–Hom adjunction) a functorial map
P ⊗Q → Hom•(Hom•(Q,R), P ⊗R) .
Letting Q run through the inverse system OX/In (n > 0) one gets a natural map
ΛZ(P) = lim←− (P ⊗OX/In)→ lim←− Hom•
(Hom•(OX/In,R), P ⊗R)
∼= Hom•
(
lim−→ Hom•(OX/In,R), P ⊗R
)
∼= Hom•
(
Γ ′ZR, P ⊗R
)
.
For F ∈ Dqc(X), G ∈ D(X), taking P to be PF (Proposition (1.1)) and R to be a
K-injective resolution of G one gets a composed derived-category map
(2.2)
Φ(F,G) : LΛZF ∼= ΛZP → Hom•
(
Γ ′ZR, P ⊗R
)
→ RHom•(Γ ′ZR, P ⊗R)
∼= RHom•(RΓ ′ZG, F ⊗= G
)
,
which one checks to be independent of the choice of P and R.
As indicated above we want to show that Φ(F,OX) is an isomorphism. The
question is readily seen to be local on X ,8 so we may assume X to be affine. The
idea is then to apply way-out reasoning [H, p. 69, (iii)] to reduce to where F is a
single flat quasi-coherent OX -module, which case is disposed of in Prop. (4.2).
But to use loc. cit., we need the functors HZ := RHom•(RΓZOX , −) and LΛZ
from Dqc(X) to D(X) to be bounded above (= “way-out left”) and also bounded
below (= “way-out right”). Boundedness of HZ is shown in Lemma (4.3). That
LΛZ(−) is bounded above is clear, since X is now affine and so if E ∈ Dqc(X) is
such that Hi(E) = 0 for all i > i0 then there is a flat PE as in (1.1) vanishing in
all degrees > i0 . Now by [H, p. 69, (ii), (iv)] (dualized), the case where F is a flat
quasi-coherent OX -module (Prop. (4.2)) implies that Φ(F ,OX) : HZF → LΛZF
is an isomorphism for all F ∈ D−qc(X). Knowing that, and the fact that HZ is
bounded below, we can conclude, by [H, p. 68, Example 1] (dualized, with P the
class of quasi-coherent flat OX -modules), that LΛZ is bounded below. (See also
[GM, p. 445, Thm. 1.9, (iv)].)
For the last assertion of Theorem (0.3), it suffices to verify the commutativity of
the following diagram, where E may be taken to be K-flat, and as above, P = PF .
This verification is straightforward (though not entirely effortless) and so will be
8Using the exact functor “extension by zero,” one shows that restriction to an open U ⊂ X
takes any K-injective (resp. K-flat) OX -complex to a K-injective (resp. K-flat) OU -complex.
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left to the reader.
RHom•(E , P ) via λ−−−−→ RHom•(E , ΛZP)∥∥∥ via
yΦ(P,OX)
RHom•(E ,RHom•(OX , P )) −−−−→ RHom•(E ,RHom•(RΓ ′ZOX , P )
)
∥∥∥
y≃
RHom•(E ⊗ OX , P ) −−−−→ RHom•(E ⊗RΓ ′ZOX , P
)
≃
y (2.1)
y≃
RHom•(E , F ) −−−−→
via γ
RHom•(RΓ ′ZE , F
)
This completes the outline of the proof of Theorem (0.3).
3. Proregular embeddings. In this section we explore the basic condition of
proregularity, as defined in (3.0.1). This definition, taken from [GM, p. 445], seems
unmotivated at first sight; but as mentioned in the Introduction, it is precisely what
is needed to make local cohomology on quite general schemes behave as it does on
noetherian schemes (where every closed subscheme is proregularly embedded), for
example with respect to Koszul complexes. What this amounts to basically is an
elaboration of [Gr, Expose´ II] in the language of derived categories of sheaves.9 We
work throughout with unbounded complexes, which sometimes introduces technical
complications, but which will ultimately be quite beneficial in situations involving
combinations of right- and left-derived functors.
Rather than explain further, we simply suggest a perusal of the salient results—
Lemma (3.1.1) (especially (1)⇔ (2)), (3.1.3)–(3.1.8), (3.2.3)–(3.2.7). For complete-
ness we have included several results which are not used elsewhere in this paper.
Some readers may prefer going directly to §4, referring back to §3 as needed.
Definition (3.0.1). Let X be a topological space and O a sheaf of commutative
rings on X . A sequence t := (t1, t2, . . . , tµ) in Γ(X,O) is proregular if for each
i = 1, 2, . . . , µ and each r > 0 there exists an s > r such that in O,
(ts1, . . . , t
s
i−1)O : tsi ⊂ (tr1, . . . , tri−1)O : ts−ri .
A closed subspace Z ⊂ X is proregularly embedded in X if there exists an open
covering (Xα)α∈A of X and for each α a proregular sequence tα in Γ(Xα,Oα)
(where Oα := O|Xα) such that Z ∩Xα is the support of Oα/tαOα .
Examples. (a) Suppose that X is quasi-compact (not necessarily Hausdorff, but
every open cover has a finite subcover), and that the O-module O is coherent. Then
t is proregular if (and clearly only if) for each i, r as above and each x ∈ X, there
exists an s = s(x) > r such that in the stalk Ox ,
(3.0.2) (ts1, . . . , t
s
i−1)Ox : tsi ⊂ (tr1, . . . , tri−1)Ox : ts−ri .
9More generally, to do the same for [ibid., Expose´ VI], replace O in what follows by an
O-module M, P by M⊗P (P flat), J by Hom(M,J ) (J injective), and the functor Γ ′
t
(−) by
Homt(M,−) := lim−→ Hom(M/t
nM,−) . . .
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Indeed, the ideal sheaves appearing in (3.0.1) are all coherent, and so we can take
s(y) = s(x) for all points y in some neighborhood Wx of x. If (3.0.2) holds for s
then it holds for all s′ > s; and since X can be covered by finitely many of the Wx ,
the condition in (3.0.1) is satisfied.
Note that (3.0.2) holds whenever the ring Ox is noetherian, since then
(tr1, . . . , t
r
i−1)Ox : ts−ri = (tr1, . . . , tri−1)Ox : tsi for s≫ r.
Thus if X is quasi-compact, O is coherent, and all the stalks Ox are noetherian,
then every sequence t is proregular.
(b) If (3.0.2) holds, then it also holds when Ox is replaced by any flat Ox-algebra.
It follows, for example, that if R is a ring of fractions of a polynomial ring (with
any number of indeterminates) over a noetherian ring, then every sequence t in
R = Γ(Spec(R),OSpec(R)) is proregular; and every closed subscheme Z ⊂ Spec(R)
such that Spec(R) \ Z is quasi-compact is proregularly embedded.
(c) For an example by Verdier of a non-proregular sequence, and the resulting
homological pathologies, see [I, pp. 195–198].
(3.1). Let (X,O) be as in Definition (3.0.1). Denote the category of O-modules
by A, and let D be the derived category of A. Fix a sequence t = (t1, . . . , tµ)
in Γ(X,O), and set
tn := (tn1 , . . . , t
n
µ) (n > 0).
Define the functor Γ ′t : A → A by
Γ ′t (G) := lim−→
n>0
HomO(O/tnO, G) (G ∈ A).
The stalk of Γ ′t (G) at any point x ∈ X is
Γ ′t (G)x = lim−→
n>0
HomOx(Ox/tnOx , Gx) (x ∈ X).
The (homological) derived functors of Γ ′t are
HiRΓ ′t (G) = lim−→
n>0
ExtiO(O/tnO, G) (i ≥ 0, G ∈ A).
If s is another finite sequence in Γ(X,O) such that√sO =√tO then Γ ′s = Γ ′t .
If (X,O) is a scheme and Z := Supp(O/tO) then Γ ′t = Γ ′Z , see (0.1).
For t ∈ Γ(X,O), let K•(t) be the complex · · · → 0→ O t→ O → 0→ · · · which
in degrees 0 and 1 is multiplication by t from O =: K0(t) to O =: K1(t), and which
vanishes elsewhere. For 0 ≤ r ≤ s, there is a map of complexes K•(tr) → K•(ts)
which is the identity in degree 0 and multiplication by ts−r in degree 1; and thus we
get a direct system of complexes, whose lim−→ we denote by K•∞(t). The stalk of K•∞(t)
at x ∈ X looks in degrees 0 and 1 like the localization map Ox → (Ox)t = Ox[1/t].
With ⊗ = ⊗O , set
K•(t) := K•(t1)⊗ · · · ⊗ K•(tµ),
K•
∞
(t) := lim−→
n>0
K•(tn) = K•
∞
(t1)⊗ · · · ⊗ K•∞(tµ);
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and for any complex F of O-modules set
K•(t,F ) := K•(t)⊗F , K•
∞
(t,F ) := K•
∞
(t)⊗F .
Since the complex K•
∞
(t) is flat and bounded, the functor of complexes K•
∞
(t,−)
takes quasi-isomorphisms to quasi-isomorphisms [H, p. 93, Lemma 4.1, b2], and so
may be regarded as a functor from D to D.
After choosing a quasi-isomorphism ϕ from F to a K-injective O-complex L•
[Sp, p. 138, Thm. 4.5], we can use the natural identifications
Γ ′t (Lj) = lim−→ ker
(K0(tn, Lj)→ K1(tn, Lj)) = ker(K0
∞
(t,Lj)→ K1
∞
(t,Lj)) (j ∈ Z)
to get a D-morphism
δ′ = δ′(F ) : RΓ ′t (F ) ∼= Γ ′t (L•) →֒ K•∞(t,L•) ∼= K•∞(t,F ),
easily checked to be functorial in F (and in particular, independent of ϕ).
In proving the next Lemma, we will see that proregularity of t implies that
δ′(F ) is always an isomorphism. And the converse holds if cohomology on X com-
mutes with filtered direct limits, for example if X is compact (i.e., quasi-compact
and Hausdorff) [Go, p. 194, Thm. 4.12.1], or if X is quasi-noetherian [Ke, p. 641,
Thm. 8]. Kempf defines X to be quasi-noetherian if its topology has a base of
quasi-compact open sets, if the intersection of any two quasi-compact open subsets
of X is again quasi-compact, and if X itself is quasi-compact. We prefer to use the
term concentrated . For example, if X is noetherian (i.e., every open subset is quasi-
compact) then X is concentrated. A scheme is concentrated iff it is quasi-compact
and quasi-separated [GrD, p. 296, Prop. (6.1.12)].10
Lemma (3.1.1). Let t = (t1, . . . , tµ)
(
ti ∈ Γ(X,O)
)
and δ′ be as above, and
suppose that X is compact or concentrated. Then the following are equivalent:
(1) The sequence t is proregular (Definition (3.0.1)).
(2) For any F ∈ D, the map δ′(F ) : RΓ ′t (F )→ K•∞(t,F ) is an isomorphism.
(2)′ For any injective O-module J and every i 6= 0, HiK•
∞
(t,J ) = 0.
(3) For any flat O-module P and every i 6= 0, the inverse system
(
Hi(t
r,P))
r>0
:=
(
H−iHomO(K•(tr),P)
)
r>0
is essentially null, i.e., for each r there is an s > r such that the natural map
Hi(t
s,P)→ Hi(tr,P) is the zero map.
(3)′ For every i 6= 0 the inverse system (Hi(tr,O))r>0 is essentially null.
(3)′′ The inverse system
(
H1(t
r,O))
r>0
is essentially null.
(4) Setting for any O-complex F, and r > 0,
HtrF := Hom(O/trO, F ) = ker
(K0(tr, F )→ K1(tr, F )),
we have that if R is a complex of O-injectives and Cr is the mapping cone of
HtrR →֒ K•(tr,R) then for each r > 0 there is an s > r such that the natural map
Cr → Cs vanishes in D.
10where, for the implication d)⇒ a), the family (Uα) should be a base of the topology.
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Proof. We proceed as follows.
(A): (1)⇒ (3)′ ⇒ (3)′′ ⇒ (1).
(B): (3)⇒ (3)′ ⇒ (2)′ ⇔ (2)⇒ (3).
(C): (1)⇒ (4)⇒ (2)′.
(Substituting P for O in the proof of (1)⇒ (3)′ yields a direct proof of (1)⇒ (3).)
The hypothesis “X compact or concentrated” will be needed only for (2)⇒ (3).
(A). Assuming (1), we prove (3)′ by induction on µ. For µ = 1, the assertion
amounts to the vanishing (in O) of ts−r1 (0 : ts1) when s≫ r, which we get by taking
i = 1 in Definition (3.0.1). For µ > 1, there is an obvious direct system of split
exact sequences of complexes
(3.1.1.1) 0→ O′r[−1]→ K•(trµ)→ Or → 0 (r > 0)
where O′r := O =: Or for all r, where the map O′s → O′r (s > r) is multiplication
by ts−rµ , and Os → Or is the identity. From this system we derive an inverse system
of exact sequences
0→ HomO(K•((tr1, . . . , trµ−1))⊗Or ,O)→HomO(K•((tr1, . . . , trµ−1))⊗K•(trµ),O)
→ HomO(K•((tr1, . . . , trµ−1))⊗O′r ,O)[1]→ 0
whence an inverse system of exact homology sequences, with I [r] := (tr1, . . . , trµ−1)O,
· · · −→ Hi
(
(tr1, . . . , t
r
µ−1),O
) trµ−→ Hi((tr1, . . . , trµ−1),O) −→ Hi(tr,O)
−→ Hi−1
(
(tr1, . . . , t
r
µ−1),O
) trµ−→ Hi−1((tr1, . . . , trµ−1),O) −→ · · ·
· · · −→ H1
(
(tr1, . . . , t
r
µ−1),O
) −→ H1(tr,O) −→ (I [r] : trµ)/I [r] −→ 0.
Now the inductive hypothesis quickly reduces the problem to showing that the
inverse system Tr := (I [r] : trµ)/I [r], with maps Ts → Tr (s > r) given by multipli-
cation by ts−rµ , is essentially null; and that results from Definition (3.0.1) with i = µ.
Thus (1) implies (3)′, of which (3)′′ is a special case. Conversely, assuming (3)′′
we get (1) from the surjections (as above)
H1
(
(tr1, . . . , t
r
i ),O
)
։
(
(tr1, . . . , t
r
i−1)O : tri
)
/(tr1, . . . , t
r
i−1)O (1 ≤ i ≤ µ).
(B). Take P = O in (3) to get (3)′. If J is an injective O-module, then
HiK•
∞
(t, J ) = Hi lim−→
r>0
K•(tr, J )) ∼= lim−→
r>0
HiHom(Hom(K•(tr),O), J )
= lim−→
r>0
Hom((H−i(tr,O)), J )
and consequently (3)′ ⇒ (2)′.
(2)′ implies, for any O-complex F , that if F → L• is a quasi-isomorphism with
L• both K-injective and injective [Sp, p. 138, 4.5], then the j-th column K•
∞
(t,Lj)
of the double complex (Ki
∞
(t) ⊗ Lj)0≤i≤µ, j∈Z is a finite resolution of Γ ′t (Lj), so
that the inclusion Γ ′t (L•) →֒ K•∞(t,L•) is a quasi-isomorphism; and (2) follows.
Conversely, since RΓ ′t (J ) ∼= Γ ′t (J ), (2)′ follows from (2).
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To deduce (3) from (2)′ we imitate [Gr, p. 24]. There exists a monomorphism
of the O-module HiHom•(K•(tr),P) into an injective O-module J ′, giving rise
naturally to an element of
(3.1.1.2) lim−→
s>r
Hom
(
HiHom•(K•(ts),P), J ′);
and it will suffice to show that this element is zero. Noting that homology commutes
with the exact functor Hom(−,J ′) and with lim−→ , noting that K•(ts) is a finite-rank
free O-complex, setting Γ(−) := Γ(X,−), and setting J := Hom•(P, J ′) (which is
an injective O-module since P is flat), we can rewrite (3.1.1.2) as
Hi lim−→ ΓHom•
(Hom•(K•(ts),P), J ′)
= Hi lim−→ ΓHom•
(Hom•(K•(ts),O)⊗ P, J ′)
= Hi lim−→ ΓHom•
(Hom•(K•(ts),O), J )
= Hi lim−→ Γ
(K•(ts)⊗ J ),
or again, since Γ commutes with lim−→ (X being compact or concentrated), as
HiΓK•
∞
(t, J ). But by (2)′, K•
∞
(t, J ) is a resolution of Γ ′ZJ , and as a lim−→ of injective
complexes, is a complex of Γ-acyclic sheaves (since Hi(X,−) commutes with lim−→ );
also Γ ′ZJ , the lim−→ of the flabby sheaves Hom(O/tnO, J ), is Γ-acyclic; and so
HiΓK•
∞
(t, J ) = Hi(X,Γ ′ZJ ) = 0 (i 6= 0).
(C). (2)′ follows from (4) (with R := J ) upon application of lim−→ to the direct
system (Es)s>0 of exact sequences
(Es) · · · → Hi−1
(Cs)→ Hi(HtsJ )→ Hi(K•(ts,J ))→ Hi(Cs)→ · · ·
Finally, (1) ⇒ (4) is proved by induction on µ. Consider the following natural
commutative diagram of complexes, in which s > r and ν := µ− 1.
H(tr
1
,...,trν)
H(trµ)R −→ H(t
r
1
,...,trν)
H(tsµ)R −→ H(t
s
1
,...,tsν)
H(tsµ)R
a
y
yb
yc
H(tr
1
,...,trν)
K•((trµ),R) −→ H(tr1,...,t
r
ν)
K•((tsµ),R) −→ H(ts1,...,t
s
ν)
K•((tsµ),R)
d
y
ye
yf
K•
(
(tr1, . . . , t
r
ν),K
•((trµ),R)
)
−→ K•
(
(tr1, . . . , t
r
ν),K
•((tsµ),R)
)
−→ K•
(
(ts1, . . . , t
s
ν),K
•((tsµ),R)
)
(When µ = 1, interpret d, e, and f to be the identity map of K•((t•1),R).) We
need to prove, modulo obvious identifications, that the natural D-homomorphism
Cda → Cfc from the cone of da to the cone of fc is zero if s ≫ r. That’s true—
obviously when µ = 1 and by the inductive hypothesis otherwise—for Ce → Cf ,
hence for Cd → Cf . It’s also true for Ca → Cc : indeed, a being a monomorphism,
Ca[1] is D-isomorphic to coker(a[1]), which is isomorphic as an O-complex to the
mapping cone of the inclusion ι : trµH(tr1 ,...,trν)R →֒ H(tr1 ,...,trν)R, which cone is itself
D-isomorphic to coker(ι); working through these isomorphisms we can identify the
D-map Ca → Cc with(H(tr1 ,...,trν)R/trµH(tr1 ,...,trν)R
)
[−1] ±t
s−r
µ−−−−→ (H(ts1,...,tsν)R/tsµH(ts1,...,tsν)R
)
[−1];
and recalling Definition (3.0.1), we conclude then via the next Lemma—with t = tµ,
I = (ts1, . . . , tsν)O, and I′ = (tr1, . . . , trν)O.
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Lemma (3.1.2). Let I, I′ be O-ideals, let t ∈ Γ(X,O), and let r ≤ s be integers
such that ts−r(I : ts) ⊂ I′. Then for any injective O-module J and any open U ⊂ X
we have, setting GU := G|U for any O-module G :
ts−rHom(OU/I′U , JU ) ⊂ tsHom(OU/IU , JU ).
Proof. For any map α : OU/I′U → JU , the kernel of OU t
s
−→ OU/IU annihilates
ts−rα (because (I : ts)ts−r ⊂ I′), and so there is an OU -homomorphism
ψ = ψr,s,α : t
s(OU/IU )→Hom (OU/I′U , JU ) ⊂ JU
with ψ(ts + IU ) = ts−rα. Since JU is an injective OU -module, ψ extends to a
map ψ0 : OU/IU → JU , and then
ts−rα = ψ0(ts + IU ) = tsψ0(1 + IU ) ∈ tsHom(OU/IU , JU ) ⊂ Γ(U, JU ).

Now there is a natural commutative diagram, with Hom:= HomD ,
Hom(Cda, Ca) −−−−→ Hom(Cda, Cda) −−−−→ Hom(Cda, Cd)y
yρ
y
Hom(Cda, Cc) σ−−−−→ Hom(Cda, Cfc) −−−−→ Hom(Cda, Cf )
in which the rows are exact (by [H, p 23, Prop. 1.1 b)] and the octahedral axiom
[ibid., p. 21]). For fixed r and variable s, the outside columns form—as we have
just seen—essentially null direct systems, whence so does the middle column. The
desired conclusion results.
This completes the proof of Lemma (3.1.1). 
With no assumption on the topological space X we define as in (2.1) mutatis
mutandis a functorial map
ψ′t(E ,F ) : E ⊗= RΓ ′t (F ) −→∼ RΓ ′t (E ⊗= F ) (E ,F ∈ D).
Corollary (3.1.3). If t is proregular then ψ′t(E ,F ) is an isomorphism for all
E ,F .
Proof. Assume, as one may, that E is K-flat, and check that the following diagram—
whose bottom row is the natural isomorphism—commutes:
E ⊗RΓ ′t (F )
ψ′
t
(E,F )−−−−−→ RΓ ′t (E ⊗ F )
via δ′(F )
y
yδ′(E⊗F )
E ⊗ K•
∞
(t,F ) ˜−−−−−→ K•∞(t, E ⊗ F )
By the implication (1)⇒ (2) in Lemma (3.1.1) (whose proof did not need X to be
compact or concentrated), the maps δ′(F ) and δ′(E ⊗ F ) are also isomorphisms,
and the assertion follows. 
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Corollary (3.1.4). If t and t∗ in Γ(X,O) are such that t∗ and (t, t∗) are both
proregular, then the natural map RΓ ′(t,t∗) → RΓ ′t ◦RΓ ′t∗ is an isomorphism.
Proof. Proregularity of (t, t∗) trivially implies that of t (and also, when X is com-
pact or concentrated, of t∗, see remark preceding (3.1.6) below). By (3.1.1)(2), the
assertion results from the equality K•
∞
((t, t∗),−) = K•
∞
(t, K•
∞
(t∗,−)). 
Corollary (3.1.5). Let (X,O) be a scheme and Z ⊂ X a proregularly embedded
subscheme.
(i) The map ψ′ : E ⊗
=
RΓ ′Z (F ) −→∼ RΓ ′Z (E ⊗= F ) of (2.1) is an isomorphism for
all E ,F ∈ D(X).
(ii) If Z∗ ⊂ X is a closed subscheme such that Z∗ and Z ∩ Z∗ are both proreg-
ularly embedded, then the natural functorial map RΓ ′Z∩Z∗ → RΓ ′Z ◦RΓ ′Z∗ is an
isomorphism.
(iii) RΓ ′Z
(
Dqc(X)
) ⊂ Dqc(X).
Proof. The assertions are essentially local on X, so the first two follow from (3.1.3)
and (3.1.4) respectively, and the third from (3.1.1)(2), see [H, p. 98, Prop. 4.3]. 
Assume now that X is compact or concentrated. If t∗ is a permutation of t
then there is an obvious functorial isomorphism K•
∞
(t∗,−) −→∼ K•
∞
(t,−), and so
by Lemma (3.1.1)(2), t∗ is proregular ⇔ so is t. More generally:
Corollary (3.1.6). Let t = (t1, . . . , tµ) be, as before, a sequence in Γ(X,O), with
X compact or concentrated, and let t∗ := (t∗1, . . . , t
∗
ν) be a sequence in Γ(X,
√
tO ).
Then the sequence (t∗, t) := (t∗1, . . . , t
∗
ν , t1, . . . , tµ) is proregular ⇔ so is t. In par-
ticular, if
√
t∗O =√tO then t∗ is proregular ⇔ so is t.
Proof. It suffices to treat the case ν = 1. Since (clearly) Γ ′(t∗,t) = Γ
′
t , and in view
of (3.1.1)(2), we need only show, with t := t∗1 , that for any O-complex F the natural
functorial map
K•
∞
((t, t1, . . . , tµ),F ) = K•∞(t)⊗K•∞(t,F )→ O⊗K•∞(t,F ) = K•∞(t,F )
induces homology isomorphisms. The kernel of this degreewise split surjective map
is Ot[−1] ⊗ K•∞(t,F ), where Ot is the direct limit of the system (On)n>0 with
On := O for all n and with Or → Os (r ≤ s) multiplication by ts−r; and it will
suffice to show that this kernel is exact, i.e., that for j ∈ Z and r > 0, any section
of Hj(K•
∞
(tr,F )) over an open U ⊂ X is locally annihilated by a power of t.
Since t ∈√tO we can replace t by ti (1 ≤ i ≤ µ) in this last statement, whereupon
it becomes well-known—and easily proved by induction on µ, via (3.1.1.1). 
Corollary (3.1.7). Let (X,O) be a quasi-separated scheme and Z ⊂ X a proregu-
larly embedded subscheme. If X0 ⊂ X is a quasi-compact open subset, O0 := O|X0 ,
and t0 is a finite sequence in Γ(X0,O0) such that Z∩X0 is the support of O0/t0O0 ,
then t0 is proregular.
Proof. X0 is covered by finitely many of the open sets X0 ∩ Xα with Xα as in
Definition (3.0.1), and we may assume that each Xα is quasi-compact, whence so
is X0 ∩Xα (since X is quasi-separated). So it suffices to apply (3.1.6) to X0 ∩Xα ,
with t := t0 and t
∗ := tα. 
Let (X,O) be a scheme, let j : Aqc = Aqc(X) →֒ A be the inclusion of the category of quasi-
coherent O-modules into the category of all O-modules, and let j : D(Aqc) → D(A) =: D be
the corresponding derived-category functor.
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Proposition (3.1.8). If (X,OX) is a quasi-compact separated scheme and Z ⊂ X is proregu-
larly embedded, then the functor
Γ qcZ := ΓZ ◦j = Γ
′
Z ◦j : Aqc → Aqc
has a derived functor
RΓ qcZ : D(Aqc)→ D(Aqc);
and the natural functorial map j◦RΓ qcZ → RΓ
′
Z ◦j is an isomorphism.
Remark. For quasi-compact separated X, j induces an equivalence of categories from D(Aqc) to
Dqc(X) [BN, p. 230, Cor. 5.5] (or see (1.3) above). Therefore any F ∈ Dqc(X) is isomorphic to
a quasi-coherent complex. In this case, then, (3.1.8) embellishes assertion (iii) in (3.1.5). (The
following proof does not, however, depend on [BN] or (1.3).)
Proposition (3.1.8) is a consequence of:
Lemma (3.1.8.1). For any inclusion i : U →֒ X with U affine open, and any J which is
injective in Aqc(U), the natural map Γ ′Z (i∗J )→ RΓ
′
Z (i∗J ) is a D-isomorphism.
Indeed, if G ∈ Aqc, if (Uα)1≤α≤n is an affine open cover ofX, with inclusion maps iα : Uα →֒ X,
and if for each α, i∗αG → Jα is a monomorphism with Jα injective in Aqc(Uα), then iα∗Jα
is Aqc-injective (since iα∗ : Aqc(Uα) → Aqc has an exact left adjoint), and there are obvious
monomorphisms G → ⊕nα=1 iα∗ i
∗
αG → ⊕
n
α=1 iα∗Jα. Thus the category Aqc has enough injectives;
and since, by (3.1.8.1),
Γ qcZ (⊕
n
α=1 iα∗Jα)
∼= ⊕nα=1 RΓ
′
Z (iα∗Jα),
and the functor RΓ ′Z is bounded above and below (by Lemma (3.1.1)(2) and quasi-compactness
of X), it follows from [H, p. 57, γb] and its proof that RΓ qcZ exists and is bounded above and
below. And then the isomorphism assertion in (3.1.8) follows from [H, p. 69, (iii) and (iv)].
It remains then to prove Lemma (3.1.8.1).
Since X is concentrated, there is a finite-type OX -ideal I such that Z = Supp(OX/I ). With
OU := i
∗OX , IU := i
∗I, we have for any OU -module E ,
Γ ′Z i∗(E) = lim−→ Hom(OX/I
n, i∗E)
= lim−→ i∗Hom(OU/I
n
U , E)
= i∗ lim−→Hom(OU/I
n
U , E) = i∗Γ
′
Z∩U (E)
where the interchange of lim−→ and i∗ is justified by [Ke, p. 641, Prop. 6]. Since the map i is affine,
and i∗ takes OU -injectives to OX -injectives, and since for any OU -injective L, Γ
′
Z∩U (L) is a lim−→
of flabby sheaves and hence i∗-acyclic [Ke, p. 641, Cors. 5 and 7], therefore
RΓ ′Z (i∗J )
∼= RΓ ′Z (Ri∗J )
∼= R(Γ ′Z i∗)(J ) = R(i∗Γ
′
Z∩U )(J ) = Ri∗RΓ
′
Z∩U (J ).
Referring again to the ring-theoretic analogue of (3.1.1)(2)′ [Gr, p. 24, Lemme 9, b)], we see that
RΓ ′Z∩U (J )
∼= Γ ′Z∩U (J ); and since i is affine and Γ
′
Z∩U (J ) is quasi-coherent, therefore
Ri∗RΓ
′
Z∩U (J )
∼= Ri∗Γ
′
Z∩U (J )
∼= i∗Γ
′
Z∩U (J )
∼= Γ ′Z i∗(J ),
whence the desired conclusion. 
(3.2). The map
δ′ = δ′(F ) : RΓ ′t (F )→ K•∞(t,F )
(F ∈ D)
remains as in §3.1. Let Z be the support of O/tO, a closed subset of X . In the
following steps a)–d), we construct a functorial map
δ = δ(F ) : K•
∞
(t,F )→ RΓZ (F )
(F ∈ D)
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such that δ ◦ δ′ : RΓ ′t (F )→ RΓZ (F ) coincides with the map induced by the obvious
inclusion Γ ′t →֒ ΓZ .
a) As in the definition of δ′ we may assume that F is K-injective, and injec-
tive as well (i.e., each of its component O-modules Fn (n ∈ Z) is injective) [Sp,
p. 138, 4.5]. If U := (X \ Z) i→֒ X is the inclusion map, then the canonical sequence
of complexes 0 → ΓZ (F ) →֒ F
η−→ i∗i∗F → 0 is exact, and there results a natural
quasi-isomorphism ΓZ (F )→ Cη[−1] where Cη is the cone of η.
b) Let K♭ be the complex K1∞(t)→ K2∞(t)→ . . . (K0♭ := K1∞(t), K1♭ := K2∞(t), . . . )
There is an obvious map of complexes O := K0
∞
(t) → K♭ , inducing for any com-
plex F a map ξ = ξ(F ) : F = O ⊗ F → K♭⊗ F , whose cone Cξ is K•∞(t,F )[1].
c) Since tOU = OU (OU := O|U ), the complex i∗K•∞(t) is homotopically trivial
at each point of U, and hence for any F the complex i∗K•
∞
(t,F ) is exact. In other
words, i∗ξ(F ) : i∗F → i∗K♭⊗ i∗F is a quasi-isomorphism for all F .
Let σ : i∗K♭ ⊗ i∗F → L be a quasi-isomorphism with L K-injective. Then
σ ◦ i∗ξ : i∗F → L is a quasi-isomorphism between K-injective complexes, therefore
so is ζ := i∗(σ ◦ i
∗ξ), as is the induced map of cones ǫ : Cη → Cζ◦η .
From the commutative diagram of complexes
(3.2.1)
F η−−−−→ i∗i∗(F ) ζ−−−−→ i∗L
ξ
y
yi∗i∗ξ
∥∥∥
K♭⊗F −−−−→ i∗i∗(K♭⊗ F ) −−−−→
i∗σ
i∗L
we deduce a map of cones
(3.2.2) Cξ −→ Cζ◦η
and hence a composed D-map
δ(F ) : K•
∞
(t,F ) ∼= Cξ[−1]→ Cζ◦η[−1] ǫ
−1
−−→ Cη[−1] ∼= ΓZ (F ) ∼= RΓZ (F ),
easily checked to be functorial in F .
d) To check that δ ◦ δ′ is as asserted above, “factor” the first square in (3.2.1) as
F π−−−−→ F/Γ ′t (F )
η′−−−−→ i∗i∗(F )
ξ′
y
y
K♭⊗ F −−−−→ i∗i∗(K♭⊗ F ) ,
derive the commutative diagram
Cπ[−1] via η
′
−−−−→ Cη[−1]
via ξ′
y
yǫ[−1]
Cξ[−1] −−−−→
(3.2.2)
Cζ◦η[−1] ,
and using a) and b), identify the D-map labeled “ via ξ′ ” (resp. “ via η′ ”) with δ′
(resp. the inclusion map Γ ′t (F ) →֒ ΓZ (F )).
The next Lemma is a derived-category version of [Gr, p. 20, Prop. 5] and [H,
p. 98, Prop. 4.3, b)] (from which it follows easily if the complex F is bounded-below
or if the functor ΓZ has finite homological dimension).
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Lemma (3.2.3). If (X,O) is a scheme, t is a finite sequence in Γ(X,O), and
if Z := Supp(O/tO), then δ(F ) : K•
∞
(t,F ) → RΓZ (F ) is an isomorphism for
all F ∈ Dqc(X).
Proof. The question is local, so we may assume X to be affine, say X = Spec(R).
Let i : U := (X \ Z) →֒ X be the inclusion, a quasi-compact map (since U is quasi-
compact). Let K♭ be as in the definition of δ, so that K♭ = i∗i∗K♭. Also, the Cˇech
resolution i∗ξ(O) : OU → i∗K♭ (see c) above) is i∗-acyclic, i.e., Rpi∗(i∗Kq♭ ) = 0 for
all p > 0 and q ≥ 0: indeed, i∗Kq♭ is a direct sum of sheaves of the form j∗OV ,
where V ⊂ U is an open set of the form Spec(Rt) (t a product of some members
of t) and j : V →֒ U is the inclusion map; and since V is affine, therefore
i∗(j∗OV ) = (ij)∗OV = R(ij)∗OV = Ri∗(Rj∗OV ) = Ri∗(j∗OV ),
whence i∗(i
∗Kq♭ ) = Ri∗(i∗Kq♭ ). It follows that K♭ = i∗(i∗K♭) ∼= Ri∗(OU ).
Since the bounded complex K♭ is flat, we conclude that the bottom row of (3.2.1)
is isomorphic in D to the canonical composition
Ri∗OU ⊗
=
F → Ri∗i∗(Ri∗OU ⊗
=
F ) −→∼ Ri∗(i∗Ri∗OU ⊗
=
i∗F ) −→∼ Ri∗(OU ⊗
=
i∗F )
which composition is an isomorphism for any F ∈ Dqc(X). This instance of the
“projection isomorphism” of [H, p. 106] (where the hypotheses are too restrictive)
is shown in [L, Prop. 3.9.4] to hold in the necessary generality. It follows that the
map Cξ → Cζ◦η in (3.2.2) is a D-isomorphism, whence the assertion. 
From the implication (1) ⇒ (2) of Lemma (3.1.1)—whose proof does not need
X to be concentrated—we now obtain:
Corollary (3.2.4). If Z is a proregularly embedded subscheme of the scheme X
then for all F ∈ Dqc(X), the natural map RΓ ′Z (F )→ RΓZ (F ) is an isomorphism.
Corollary (3.2.5). Let (X,O) be a scheme and Z ⊂ X a closed subscheme such
that the inclusion (X \ Z) →֒ X is quasi-compact.
(i) The map ψ : E ⊗
=
RΓZ (F ) −→∼ RΓZ (E ⊗= F ) of (2.1) is an isomorphism for
all E ,F ∈ Dqc(X).
(ii) If Z∗ ⊂ X is a closed subscheme such that (X \Z∗) →֒ X is quasi-compact,
then the the natural functorial map RΓZ∩Z∗E → RΓZRΓZ∗E is an isomorphism for
all E ∈ Dqc(X).
(iii) RΓZ
(
Dqc(X)
) ⊂ Dqc(X).
Proof. Since ψ is compatible with restriction to open subsets, we may assume that
X is affine, so that Z = Supp(O/tO) for some finite sequence t in Γ(X,O). We may
also assume that E is K-flat, and then check that the following diagram—whose top
row is the natural isomorphism—commutes:
E ⊗ K•
∞
(t,F ) ˜−−−−→ K•∞(t, E ⊗ F )
via δ(F )
y
yδ(E⊗F )
E ⊗RΓZ (F )
ψ−−−−→ RΓZ (E ⊗ F )
Since both E and F are in Dqc(X), so is E ⊗
=
F : express E and F as lim−→’s of
bounded-above truncations to reduce to where E ,F ∈ Dqc− , a case treated in [H,
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p. 98, Prop. 4.3]. By Lemma (3.2.3) the maps δ(F ) and δ(E ⊗
=
F) are isomorphisms,
and assertion (i) of the Corollary follows.
Assertion (iii) follows at once from (3.2.3), see [H, p. 98, Prop. 4.3]. And then
(ii) follows from (3.2.3), since K•
∞
((t, t∗),−) =K•
∞
(t) ⊗ K•
∞
(t∗,−). 
Remark. As might be expected, assertion (ii) in (3.2.5) holds for all E ∈ D(X). This is because
RΓZ can be computed via “K-flabby” resolutions, and because for any injective K-injective com-
plex J , ΓZ∗(J ) is K-flabby (see e.g., [Sp, p. 146, Prop. 6.4 and p. 142, Prop. 5.15(b)], and use the
natural triangle ΓZ∗(J )→ J → j∗j
∗J where j : (X \ Z∗) →֒ X is the inclusion).
Proposition (3.2.6). Let (X,O) be a quasi-compact separated scheme, and Z ⊂X
a closed subscheme such that X \Z is quasi-compact. The following are equivalent:
(1) Z is proregularly embedded in X.
(2) The natural functorial map j ◦RΓ qcZ → RΓZ ◦j (see Proposition (3.1.8)) is
an isomorphism.
(3) The natural functorial maps j ◦RΓ qcZ → RΓ ′Z ◦ j → RΓZ ◦ j are both isomor-
phisms.
Proof. (1)⇒ (3). If Z is proregularly embedded in X then Proposition (3.1.8) says
that j ◦RΓ qcZ → RΓ ′Z ◦j is an isomorphism; and (3.1.1)(2) and (3.2.3) give that
the natural map RΓ ′Zj(F )→ RΓZj(F ) is an isomorphism for all F ∈ Dqc(X).
(3)⇒ (2). Trivial.11
(2) ⇒ (1). Let i : Y →֒ X be the inclusion of an affine open subset, so that
Y \Z is quasi-compact, whence Y ∩Z = Supp(OY /tOY ) for some finite sequence t
in Γ(Y,OY ) (OY := O|Y ); and let us show for any L injective in Aqc(Y ) that
the canonical map ΓY ∩ZL → RΓY ∩Z (L) is an isomorphism, i.e., by (3.2.3), that
HnK•
∞
(t,L) = 0 for all n > 0. Then (1) will follow, by the ring-theoretic analogue
of the implication (2)′ ⇒ (1) in Lemma (3.1.1), cf. [Gr, p. 24, Lemme 9].
There is a quasi-coherent OX -module L′ with i∗L′ = L, and an Aqc-injective
J ⊃ L′. Then L ⊂ i∗J is a direct summand, and so for any n > 0, HnRΓY ∩Z (L) is
a direct summand of HnRΓY ∩Z (i
∗J ) ∼= i∗HnRΓZ (J ), which vanishes if (2) holds.
Thus ΓY ∩ZL −→∼ RΓY ∩Z (L), as desired. 
Corollary (3.2.7) (cf. [Gr, p. 24, Cor. 10]). For a concentrated scheme X, the following are
equivalent:
(1) Every closed subscheme Z with X \ Z quasi-compact is proregularly embedded.
(2) For every open immersion i : U →֒ X with U quasi-compact, and every Aqc-injective J ,
the canonical map J → i∗i∗J is surjective.
Proof. Assuming (1), to prove (2) we may assume that X is affine. Then by [Gr, p. 16, Cor. 2.11]
we have an exact sequence
0→ ΓZ (J )→ J → i∗i
∗J → H1RΓZ (J )→ 0,
and so Proposition (3.2.6) yields the conclusion.
Now assume (2) holds, so that for any Aqc-injective J , any open immersion j : Y → X with
Y affine, and any quasi-compact open U ⊂ Y , the restriction Γ(Y,J )→ Γ(U,J ) is surjective—in
other words, j∗J is quasi-flabby [Ke, p. 640]. To prove (1) it suffices, as in proving the implica-
tion (2) ⇒ (1) in (3.2.6), to show that for any Aqc-injective J and n > 0, HnRΓZ (J ) = 0;
and since the question is local it will be enough to show the same for any quasi-flabby J .
For n = 1 this results from the above exact sequence, and for n > 1 it results from the iso-
morphism HnRΓZ (J ) −→
∼ Hn−1Ri∗(i∗J ) [Gr, p. 16, Cor. 2.11], whose target vanishes because
i∗J is quasi-flabby, hence i∗-acyclic [Ke, p. 641, Cor. 5]. 
11One could also prove (1)⇒ (2) without invoking Γ ′Z , by imitating the proof of (3.1.8).
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4. Local isomorphisms. This section provides the proofs which are still missing
from the discussion in §2. Proposition (4.1) is a D(X)-variant of Theorem 2.5 in
[GM, p. 447], giving a local isomorphism of the homology of RHom•(RΓZ (OX),−)
(called in [GM] the local homology of X at Z) to the left-derived functors of com-
pletion along Z. (At least this is done for quasi-coherent flat OX -modules, but as
indicated after (2.2), Lemma (4.3) guarantees that’s enough.) Proposition (4.2)
allows us to conclude that on an arbitrary quasi-compact separated scheme X,
these isomorphisms—defined via local Koszul complexes—patch together to a global
inverse for the map Φ(F ,OX) of (2.2).
Proposition (4.1). Let (X,OX) be a scheme, let t = (t1, t2, . . . , tµ) be a proregu-
lar sequence in Γ(X,OX) (Definition (3.0.1)), and set Z := Supp(OX/tOX). Then
for any quasi-coherent flat OX -module P there is a D(X)-isomorphism
RHom•(RΓZ (OX), P) −→∼ lim←−
r>0
P/trP.
Proof. Let P → J be an injective resolution. By (3.2.3),
RHom•(RΓZ (OX), P) ∼= Hom•(K•∞(t), J ) ∼= lim←− Hom•(K•(tr), J );
and there are natural maps
(4.1.1)
πi : H
i lim←− Hom•(K•(tr), J )→ lim←− HiHom•(K•(tr), J )
∼= lim←− HiHom•(K•(tr), P),
the last isomorphism holding because K•(tr) is a bounded complex of free finite-
rank OX -modules.
It follows easily from the definition of K•(tr) that
H0Hom•(K•(tr), P) ∼= P/trP ;
and for i 6= 0, the implication (1)⇒ (3) in Lemma (3.1.1) gives
lim←− HiHom•(K•(tr), P) = 0.
It suffices then that each one of the maps πi be an isomorphism; and for that it’s
enough that for each affine open U ⊂ X , the natural composition
(4.1.2)
HiΓ
(
U, lim←− Hom•(K•(tr), J )
) ∼= Hi lim←− Hom•
(K•(tr)|U , J |U)
α−→ lim←− HiHom•
(K•(tr)|U , J |U)
β−→ lim←− Γ
(
U,HiHom•(K•(tr), J ))
be an isomorphism. (As U varies, these composed maps form a presheaf map whose
sheafification is πi .)
To see that β is an isomorphism we can (for notational simplicity) replace U
by X—assumed then to be affine, say X = Spec(R), write ΓE for Γ(X, E), and
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note that since ΓP → ΓJ is a quasi-isomorphism (because P is quasi-coherent),
and since ΓK•(tr) is a finite-rank free R-complex, therefore
(4.1.3)
HiHom•
(K•(tr), J ) ∼= HiHom•R(ΓK•(tr), ΓJ )
∼= HiHom•R
(
ΓK•(tr), ΓP)
∼= ΓHiHom•
(K•(tr), P)
∼= ΓHiHom•
(K•(tr), J ).
It remains to be shown that α is an isomorphism; and for that we can apply
[EGA, p. 66, (13.2.3)]. As above we may as well assume X affine and U = X .
For surjectivity of α, it is enough, by loc. cit., that for each i, the inverse system
Er := Hom
i
(K•(tr), J ) = ∏
0≤p≤µ
Hom
(Kp(tr), J p+i) (r > 0)
satisfy the Mittag-Leffler condition (ML): for each r there is an s > r such that the
images of all the maps Es+n → Er (n ≥ 0) are the same. But we have
Hom
(Kp(tr), J p+i) ∼=∏
σ
Jr,σ
where σ ranges over all p-element subsets of {1, 2, . . . , µ}, and Jr,σ := J p+i for
all r and σ; and for s > r, the corresponding map
∏
σ Js,σ →
∏
σ Jr,σ is the
direct product of the maps Js,σ → Jr,σ given by multiplication by ts−rσ where
tσ :=
∏
j∈σ tj . Thus we need only show there is an N such that t
N+n
σ Jr,σ = tNσ Jr,σ
for all r, σ, and n ≥ 0. But X being affine we have the equivalence (1) ⇔ (2) in
Lemma (3.1.1), which implies that any permutation of t is proregular. Taking r = 1
and i = 1 in Definition (3.0.1), and applying Lemma (3.1.2) with I = I′ = (0),
we find then that for each r, σ, and j = 1, 2, . . . , µ, there is an Nj such that for
all n ≥ 0, tNj+nj Jr,σ = tNjj Jr,σ. The desired conclusion follows, with N = sup(Nj).
For bijectivity of α, it is enough, by loc. cit., that for each i, the inverse system
HiHom•
(K•(tr), J ) ∼= ΓHiHom•(K•(tr), P) (r > 0)
(see (4.1.3)) satisfy (ML). For i = 0, this is just the system Γ(P)/trΓ(P), with
all maps surjective; and for i 6= 0, the system is, by Lemma (3.1.1)(3), essentially
null. 
Proposition (4.2). With X, t, Z and P as in Proposition (4.1), let
Ψ = Ψ(P) : RHom•(RΓZ (OX), P) −→∼ lim←−
r>0
P/trP = ΛZ(P) = LΛZ(P)
be the isomorphism constructed in proving that Proposition (easily seen to be inde-
pendent of the injective resolution P → J used there) and let
Φ = Φ(P,OX) : LΛZ(P) −→ RHom•(RΓZ (OX), P)
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be as in (2.2). Then Φ = Ψ−1, and so Φ is an isomorphism.
Proof. Let OX χ−→ R be a quasi-isomorphism with R a bounded-below injective
complex, and let θ : P ⊗ R → J be a quasi-isomorphism with J an injective
complex vanishing in all negative degrees. The composition
P = P ⊗OX 1⊗χ−−→ P ⊗R θ−→ J
is then an injective resolution of P, which can be used to define Ψ. Also, Φ can be
represented by the composition
ΛZ(P) (2.2)−−−→ Hom•(Γ ′Z (R), P ⊗R) via θ−−−→ Hom•(Γ ′Z (R), J ).
So it suffices to show that the following composition—which is H0(Ψ ◦Φ)—is the
identity map of lim←− P/trP.
(4.2.1)
lim←− P/trP
(2.2)−−−→ H0Hom•(Γ ′Z (R), P ⊗R)
via θ−−−→ H0Hom•(Γ ′Z (R), J )
(3.1.1)−−−−→ H0Hom•(K•
∞
(t,R), J )
via χ−−−→ H0Hom•(K•
∞
(t), J )
===== H0 lim←− Hom•(K•(tr), J ) ˜−−−−→
(4.1.1)
lim←− P/trP.
This composition is the sheaf map associated to the composed presheaf map ob-
tained by replacing, throughout, Hom•(−,−) by Γ(U,Hom•(−,−)) and P/trP
by Γ(U,P/trP), with U an arbitrary affine open subset of X. Thus we may re-
place X by U , i.e., assume X affine, say X = Spec(R), and then in (4.2.1) we
may replace Hom• by Hom• = Γ(X,Hom•) and P/trP by P/trP where P is the
R-module Γ(X,P). Note that the arrow labeled (4.1.1) remains an isomorphism
after these replacements are made, for then it factors as
H0 lim←− Hom•(K•(tr), J ) −→∼α lim←− H
0Hom•(K•(tr), J ) −→∼
lim←− H0Hom•R(ΓK•(tr), ΓJ ) ∼= lim←− H0Hom•R(ΓK•(tr), ΓP) ∼= lim←− P/trP.
(In the proof of Proposition (4.1), α is shown to be an isomorphism; and for the
rest see (4.1.3) and the remarks preceding it.)
As in Lemma (3.1.1), set
HtrR := Hom(OX/trOX , R) = ker
(K0(tr,R)→ K1(tr,R)).
There are natural commutative diagrams of complexes (r > 0):
Γ ′Z (R) lim−→ HtrR ←−−−− HtrR
ξ
y
yη
K•
∞
(t,R) lim−→ K•(tr,R) ←−−−− K•(tr,R)
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It will suffice then to show that the composition bcdef in the following commu-
tative diagram—an expansion of (4.2.1), mutatis mutandis—is the identity map
of lim←− P/trP .
lim←− P/trPyf
H0Hom•(Γ ′Z (R), J )
g−−−−→ lim←− H0Hom•(HtrR, J )
≃
ye (via ξ−1)
xh (via η)
H0Hom•(K•
∞
(t,R), J ) d−−−−→
©1
lim←− H0Hom•(K•(tr,R), J )
≃
yvia χ ≃
yc (via χ)
H0Hom•(K•
∞
(t), J ) ˜−−−−→
α
lim←− H0Hom•(K•(tr), J ) ˜−−−−→
b
lim←− P/trP
Commutativity of subdiagram©1 implies that d is an isomorphism. The map g is
surjective, by [EGA, p. 66, (13.2.3)], since J is an injective complex so the inclusions
HtrR →֒Htr+1R induce surjections Hom•(Htr+1R, J )։Hom•(HtrR, J ) (r > 0).
Hence h too is surjective. Also h is injective, hence bijective, as follows from the
natural exact sequences—with s > 0 and Cs as in Lemma (3.1.1)(4):
H0Hom•(Cs, J )→H0Hom•(K•(ts,R), J )→H0Hom•(HtsR, J ).
Now, given an element p ∈ lim←− P/trP , represented by a sequence (p1, p2, p3, . . . )
where pr ∈ P is such that pr+1 − pr ∈ trP for all r, the idea is to construct an
element φp ∈ lim←− H0Hom•(K•(tr,R), J ) with
(1) bc(φp) = p, and
(2) h(φp) = gf(p).
Then we will have
bcdef(p) = bch−1gf(p) = bc(φp) = p,
as desired, completing the proof.
Here’s how to get φp. Let τ : K•(tr)→ OX be the map of complexes which is in
degree zero the identity map of OX . Let pr : OX → P be the map taking the global
section 1 to pr. Write
pr+1 − pr =
µ∑
i=1
tri qi (qi ∈ P ).
Then the map K1(tr)→ P given by the µ-tuple (q1, . . . , qµ) provides a homotopy
from the composition
K•(tr) τ−−−−→ OX pr+1−pr−−−−−→ P
to the zero map. Consequently, if φr is the composed map of complexes
φr : K•(tr)⊗R τ⊗1−−→ OX ⊗R pr⊗1−−−→ P ⊗R θ−−→ J
then φr is homotopic to the composition K•(tr) ⊗ R → K•(tr+1) ⊗ R φr+1−−−→ J ,
and so the family (φr)r>0 defines an element φ
p ∈ lim←− H0Hom•(K•(tr) ⊗ R, J ).
For this φp, the above conditions (1) and (2) are easily checked. 
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And finally:
Lemma (4.3). If X is a quasi-compact scheme and Z ⊂ X is a proregularly
embedded closed subset then the functor RHom•(RΓZ (OX),−) : Dqc(X) → D(X)
is bounded above and below.
Proof. Since X is quasi-compact, the question is local, so we may assume that X is
affine and that Z = Supp(OX/tOX) for some proregular sequence t = (t1, . . . , tµ)
in Γ(X,OX). Lemma (3.2.3) gives a functorial isomorphism
RHom•(RΓZ (OX),−) −→∼ RHom•(K•∞(t),−).
For any complex E ∈ D(X) such that Hi(E) = 0 whenever i < i0 , there is a quasi-
isomorphic injective complex J vanishing in all degrees below i0 , and then since
the complex K•
∞
(t) vanishes in all degrees outside the interval [0, µ],
HiRHom•(RΓZ (OX), E) ∼= HiHom•(K•∞(t),J ) = 0 for all i < i0 − µ.
Thus the functor RHom•(RΓZ (OX),−) is bounded below.
To establish boundedness above, suppose F ∈ Dqc(X) is such that Hi(F ) = 0
for all i > i0 , and let us prove that H
iRHom•(K•
∞
(t),F ) = 0 for all i > i0 .
By [BN, p. 225, Thm. 5.1], we may assume that F is actually a quasi-coherent
complex, which after truncation may further be assumed to vanish in degrees > i0 .
Let
fn : τ
≥−nF → Jn (n ≥ 0)
be the inverse system of quasi-isomorphisms of [Sp, p. 133, Lemma 3.7], where τ is
the truncation functor and Jn is an injective complex vanishing in degrees < −n.
Writing Γ(−) for Γ(X,−), we have, for any m ∈ Z and n > max(m, 0), natural
isomorphisms
H−mΓ(F ) −→∼ H−mΓ(τ≥−nF ) −→∼ H−mΓ(Jn),
the second isomorphism holding because both τ≥−nF and Jn are Γ-acyclic com-
plexes. Further, as in the proof of [Sp, p. 134, Prop. (3.13], with J = lim←− Jn we
have natural isomorphisms
H−mΓ(J ) −→∼ H−mΓ(Jn).
Hence the natural map H−mΓ(F )→ H−mΓ(J ) is an isomorphism for every m.
Knowing that, we can argue just as in the proof of Proposition (4.1) to conclude
that the maps πi in (4.1.1)—with F in place of P—are isomorphisms for all i > i0 ,
whence the conclusion. 
5. Various dualities reincarnated. Theorem (0.3) leads to sheafified general-
izations ((5.1.3), respectively (5.2.3)) of the Warwick Duality theorem of Greenlees
and the Affine Duality theorem of Hartshorne. In (5.3) we see how together with
Grothendieck Duality, Affine Duality gives a Formal Duality theorem of Hartshorne.
A similar argument yields the related duality theorem of [L2, p. 188], which com-
bines local and global duality. In (5.4), using (0.3) and an [EGA] theorem on ho-
mology and completion, we establish a long exact sequence of Ext functors, which
gives in particular the Peskine-Szpiro duality sequence (0.4.3).
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Corollary (5.1.1). Let X be a quasi-compact separated scheme and Z ⊂ X a
proregularly embedded closed subscheme. Let F ∈ Dqc(X), let γ : RΓZF → F
be the natural map, and let ν : F → RQLΛZF correspond to the natural map
λ : F → LΛZF (see (0.4)(a)). Then γ and ν induce isomorphisms
LΛZRΓZF −→∼ LΛZF ,(i)
RΓZF −→∼ RΓZRQLΛZF .(ii)
Proof. Recall from (3.2.5) that RΓZF ∈ Dqc(X). Theorem (0.3) transforms the
map (i) into the map
RHom•(RΓZOX ,RΓZF )
via γ−−−→ RHom•(RΓZOX , F )
which is, by (0.4.2), an isomorphism.
We could also proceed without recourse to Theorem (0.3), as follows. We may assume, by (1.1),
that F is flat and quasi-coherent. The question is local, so we can replace RΓZF by a complex of
the form K•∞(t,F ) (see (3.2.3)), and then via (3.2)(c), γ : RΓZF → F becomes the natural map
Cξ[−1]→ F where Cξ is the cone of the map ξ : F → K♭⊗F of (3.2)(b). Since K♭⊗F = t(K♭⊗F ),
therefore Λt(K♭ ⊗ F ) := lim←−
(
(K♭ ⊗ F )/t
n(K♭ ⊗ F )
)
= 0, and so LΛZ(γ) is an isomorphism.
As for (ii): with Hom:= HomD(X) and E ∈ Dqc(X), the composition
Hom(RΓZE ,F ) −−−→
via ν
Hom(RΓZE ,RQLΛZF ) ˜−−−−−→
(0.4)(a)
Hom(RΓZE , LΛZF )
is an isomorphism: it is the map obtained by applying the functor H0RΓ(X,−) to
the isomorphism λ′ of Theorem (0.3)(bis). (Recall that RΓ ′ZE ∼= RΓZE , (3.2.4)).
Hence “via ν” is an isomorphism, and so by (0.4.2) the map
Hom(RΓZE ,RΓZF )→ Hom(RΓZE ,RΓZRQLΛZF )
induced by ν is also an isomorphism. Taking E = RQLΛZF , we see then that
the map (ii) has an inverse, so it is an isomorphism. 
Remark (5.1.2). We just saw that λ′ an isomorphism implies that so is (5.1.1)(ii). Conversely,
to show that λ′ is an isomorphism, one can reduce via (0.4.2) and (5.1.1)(i) to where F = RΓZ (F ),
then use (5.1.1)(ii) to get for each open U ⊂ X that the maps
HomD(U)
(
RΓZ∩U E|U , F|U [i]
)
→ HomD(U)
(
RΓZ∩U E|U , LΛZ∩UF|U [i]
)
(i ∈ Z)
induced by λ are all isomorphisms, so that λ′ induces homology isomorphisms.
With the notation and relations given in Remark (0.4)(d), we find that the map (5.1.1)(ii) is
an isomorphism iff the corresponding map RΓ
t
F → RΓ
t
LΛ
t
F is an isomorphism for any complex
of A-modules; in other words, iff Corollary (0.3.1) holds.
The next result extends Greenlees’s “Warwick Duality” [Gl, p. 66, Thm. 4.1]
(where G = OU , so that ExtnU (G, i∗RQLΛZF ) = Hn(X,Ri∗i∗RQLΛZF ) is the
“local Tate cohomology” of F ). As before, Q is the quasi-coherator.
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Proposition (5.1.3). Let X be a quasi-compact separated scheme, let Z ⊂ X be
a proregularly embedded closed subscheme, and let i : U = (X \ Z) →֒ X be the
inclusion. Then for G ∈ Dqc(U) and F ∈ Dqc(X) there are natural isomorphisms
ExtnU (G, i∗RQLΛZF ) −→∼ Extn+1X (Ri∗G,RΓZF ) (n ∈ Z).
Proof. Since G = i∗Ri∗G, there is a natural isomorphism [Sp, p. 147, Prop. 6.7, (1)]
(∗) RHom•U (G, i∗RQLΛZF ) −→∼ RHom•X(Ri∗G,Ri∗i∗RQLΛZF ).
The canonical triangle RΓZRi∗G → Ri∗G → Ri∗i∗Ri∗G
+−→ (see (0.4.2.1)) implies
RΓZRi∗G = 0; and Ri∗G ∈ Dqc(X) (see [L, (3.9.2)] for the unbounded case); hence
RHom•X(Ri∗G,RQLΛZF ) ∼= RHom•X(RΓZRi∗G, F ) = 0
(see 0.4(a)), and the triangle RΓZRQLΛZF → RQLΛZF → Ri∗i∗RQLΛZF
+−→
yields a natural isomorphism
(∗∗) RHom•X(Ri∗G,Ri∗i∗RQLΛZF ) −→∼ RHom•X
(
Ri∗G,RΓZRQLΛZF [1]
)
.
By (5.1.1)(ii) there is a natural isomorphism
(∗∗∗) RHom•X
(
Ri∗G,RΓZRQLΛZF [1]
) −→∼ RHom•X(Ri∗G,RΓZF [1]).
Compose the isomorphisms (∗), (∗∗), (∗∗∗), and take homology to conclude. 
Remark. The complex TZF := RHom
•
X (Ri∗OU [−1],RΓZF ), whose hyperhomology
T•Z(X,F ) := H
•(X, TZF ) := H
•RΓ(X, TZF ) ∼=
(5.1.3)
H•(U, i∗RQLΛZF )
is the local Tate cohomology of F , is the summit of a triangle based on the canonical map
RHom•X(OX ,RΓZF ) → RHom
•
X(RΓZOX ,RΓZF ), a map isomorphic via (0.3) and (5.1.1)(i)
to the natural composition RΓZF → F → LΛZF . So there is a long exact sequence
· · · → HnZ(X,F )→ H
n(X,LΛZF )→ T
n
Z (X,F )→ H
n+1
Z (X,F )→ · · ·
and thus, as Greenlees points out, local Tate cohomology pastes together the right-derived functors
of ΓZ and the left-derived functors of ΛZ .
(5.2). Next, we derive a generalized form of Affine Duality [H2, p. 152, Thm. 4.1],
see Corollary (5.2.3): “double dual = completion”.
Proposition (5.2.1). Let X be a scheme and Z ⊂ X a closed subscheme. Then
for any E ,F ∈ D(X) there is a natural isomorphism
RΓZRHom•(E ,F ) −→∼ RHom•(E ,RΓZF ).
If in addition X is quasi-compact and separated, Z is proregularly embedded,
F ∈ Dqc(X), and RHom•(E ,F ) ∈ Dqc(X), then there is a natural isomorphism
LΛZRHom•(E ,F ) −→∼ RHom•(E , LΛZF ).
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Proof. Let i : (X \ Z) →֒ X be the inclusion. Since i∗ has an exact left adjoint
(extension by zero), therefore i∗ preserves K-injectivity, and consequently there is a
natural isomorphism i∗RHom•(E ,F ) −→∼ RHom•(i∗E , i∗F ). The first assertion
results then from the commutative diagram, whose rows are triangles (see (0.4.2.1)):
RΓZRHom•(E ,F ) −−→ RHom•(E ,F ) −−→ Ri∗i∗RHom•(E ,F )
+−−→∥∥∥ ≃
y[Sp, p. 147, 6.7]
RHom•(E ,RΓZF ) −−→ RHom•(E ,F ) −−→ RHom•(E ,Ri∗i∗F )
+−−→
The second assertion is given by the sequence of natural isomorphisms
LΛZRHom•
(E , F ) −→∼
(0.3)
RHom•(RΓZOX ,RHom•(E ,F ))
−→∼ RHom•((RΓZOX)⊗= E , F
)
[Sp, p. 147, 6.6]
−→∼
(3.1.6)
RHom•(RΓ ′ZE , F ) −→∼
(0.3)
RHom•(E , LΛZF ). 
Suppose further that X is noetherian. Let R ∈ Dqc(X) have finite injective
dimension [H, p. 83, p. 134]. Then for any F ∈ Dc(X) the complex
D(F ) := RHom•(F ,R)
is in Dqc(X) [H, p. 91, Lemma 3.2 and p.73, Prop. 7.3], whence—by (3.2.5)—so is
the “Z-dual” complex
DZ(F ) := RΓZD(F ) ∼=
(5.2.1)
RHom•(F ,RΓZR).
For example, if R is a dualizing complex [H, p. 258], if x ∈ X is a closed point,
and J (x) is the injective OX -module vanishing except at x, where its stalk is the
injective hull of the residue field of the local ring OX,x , then by [H, p. 285],
D{x}(F ) = Hom•
(F , J (x))[−d(x)]
where d(x) is the integer defined in [H, p. 282].
As in the proof of the second assertion in (5.2.1), there is a natural isomorphism
LΛZD(F ) = LΛZRHom•(F ,R) −→∼ RHom•(RΓZF ,R) = DRΓZ (F );
and so if F ∈ Dc(X), whence D(F ) ∈ Dc(X), then there is a natural isomorphism
LΛZDD(F ) −→∼ DRΓZD(F ) = DDZ(F ) =
(0.4.2)
DZDZ(F ).
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Thus:
Corollary (5.2.2). Let X be a noetherian separated scheme, let Z ⊂ X be closed,
and let R ∈ Dc(X) have finite injective dimension. Then for any F ∈ Dc(X) we
have, with preceding notation, canonical isomorphisms
DRΓZ (F ) −→∼ LΛZD(F ),
DZDZ(F ) −→∼ LΛZDD(F ).
Corollary (5.2.3). Let X be a noetherian separated scheme having a dualizing
complex R. Let Z ⊂ X be closed, and let κ : X/Z → X be the completion map.
Then for F ∈ Dc(X), and with DZ as above, the natural map β : F → DZDZF
factors via an isomorphism
κ∗κ
∗F −→∼ DZDZF .
Proof. Since R is a dualizing complex, therefore R ∈ Dc(X), R has finite injective
dimension, and the natural map F → DDF is an isomorphism [H, p. 258]. One
checks then that β factors naturally as:
F → κ∗κ∗F −→∼
(0.4.1)
LΛZF −→∼ LΛZDDF −→∼
(5.2.2)
DZDZF . 
(5.3). Here are some applications of Theorem (0.3) involving Grothendieck
Duality (abbreviated GD) and basic relations between homology and completion.
Let A be a noetherian local ring, with maximal ideal m, and let I be an injective
hull of the A-module A/m. Assume that Y := Spec(A) has a dualizing complex RY ,
which we may assume to be normalized [H, p. 276]; and let f : X → Y be a proper
scheme-map, so that RX := f !RY is a dualizing complex on X [V, p. 396, Cor. 3].
For any F ∈ Dc(X), set
F ′ := D(F ) = RHom•(F ,RX ) ∈ Dc(X).
Let Z be a closed subset of f−1{m}, define DZ(F ) as in (5.2) to be RΓZ (F ′), and
let κ : X̂ → X be the canonical map to X from its formal completion along Z.
Hartshorne’s Formal Duality theorem [H3, p. 48, Prop. (5.2)] is a quite special
instance of the following composed isomorphism, for F ∈ Dc(X):12
RΓ(X̂, κ∗F ) = RΓ(X, κ∗κ∗F ) −→∼ RΓ(X,DZDZF ) (5.2.3)
−→∼ RΓ(X,DDZF ) (5.2.1), (0.4.2)
=== RHom•X(RΓZF ′,RX)
−→∼ RHom•Y (Rf∗RΓZF ′, RY ) (GD)
−→∼ RHom•Y (Rf∗RΓZF ′,RΓ{m}RY ) (0.4.2)
−→∼ HomA(RΓZF ′, I ) [H, p. 285]
where ΓZ(−) := Γ
(
X, ΓZ (−)
)
. The last isomorphism follows from (0.4.4) because
I˜ ∼= RΓ{m}RY [H, p. 285], and Rf∗RΓZF ′ ∼= R˜ΓZF ′.13
12Hartshorne requires Z, but not necessarily X, to be proper over A. Assuming f separated
and finite-type, we can reduce that situation to the present one by compactifying f [Lu¨] .
13Some technical points here need attention, especially when F is unbounded. First, GD holds
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Taking homology, we get isomorphisms
(5.3.1) Hq(X̂, κ∗F ) −→∼ HomA(Ext−qZ (F ,RX), I ) (F ∈ Dc(X), q ∈ Z).
(The functor Ext•Z is reviewed in §5.4 below).
For example, if A is Gorenstein and f is a Cohen-Macaulay map of relative
dimension n, then RY ∼= OY , RX ∼= ω[n] for some coherent OX -module ω (the
relative dualizing sheaf ), and (5.3.1) becomes
Hq(X̂, κ∗F ) −→∼ HomA(Extn−qZ (F , ω), I ).
Assume now that Z = f−1{m}. For F ∈ Dc(X) the following Lemma (with
J = m), and the preceding composition yield isomorphisms
RHom•X(F ,RX )⊗A Aˆ ∼= RΓ(X, F ′)⊗A Aˆ ∼= RΓ(X̂, κ∗F ′) ∼= HomA(RΓZF ′′, I ).
Thus (since F ′′ = F ) there is a natural isomorphism
RHom•X(F ,RX)⊗A Aˆ −→∼ HomA(RΓZF, I )
(F ∈ Dc(X)).
Since RHom•X(F ,RX) has noetherian homology modules therefore RΓZF has ar-
tinian homology modules, and Matlis dualization produces a natural isomorphism
(5.3.2) RΓZF −→∼ HomA(RHom•X(F ,RX), I )
(F ∈ Dc(X)).
For bounded F , this isomorphism is [L2, p. 188, Theorem], deduced there directly
from GD and Local Duality (which is the case X = Y , f = identity map).
Lemma (5.3.3). Let A be a noetherian ring, J an A-ideal, Aˆ the J-completion,
f : X → Spec(A) a finite-type map, Z := f−1Spec(A/J), and κ : X̂ = X/Z → X
the canonical flat map.
(a) If E ∈ Dqc(X) has proper support (i.e., E is exact outside a subscheme Y
of X which is proper over Spec(A)), then there is a natural isomorphism
RΓ(X, E)⊗A Aˆ −→∼ RΓ(X̂, κ∗E).
(b) Let E ∈ Dc(X), F ∈ Dqc+ (X), and suppose either that E ∈ Dc−(X) or that
F has finite injective dimension. Suppose further that RHom•X(E ,F ) has proper
support. Then there is a natural isomorphism
RHom•X(E ,F )⊗A Aˆ −→∼ RHom•X̂(κ∗E , κ∗F )
Hence, by (0.3)c , if moreover F ∈ Dc+(X) then there is a natural isomorphism
RHom•X(E ,F )⊗A Aˆ −→∼ RHom•X(RΓZE ,F ).
for unbounded F, see [N]. Next, since RΓZF
′ ∈ Dqc(X) (3.2.5), therefore Rf∗RΓZF
′ ∈ Dqc(Y )
[L, (3.9.2)]; and so by (1.3), Rf∗RΓZF
′ ∼=
(
RΓ(Y,Rf∗RΓZF
′)
)∼
. Finally, using [Sp, 6.4 and 6.7]
and the fact that f∗ and ΓZ preserve K-flabbiness (see Remark following (3.2.5) above), one checks
that RΓ(Y ,Rf∗RΓZF
′) ∼= RΓ(X,RΓZF
′) ∼= RΓZF
′.
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Proof. (a) For bounded-below E , way-out reasoning [H, p. 68, Prop. 7.1] brings us
to where E = G, a single quasi-coherent OX -module supported in Y . Since G is the
lim−→ of its coherent submodules, and since homology on the noetherian spaces X
and X̂ commutes with lim−→ , as does κ∗, we can conclude via [EGA, p. 129, 4.1.10].
There is an integer d such that Hn(X,G) = 0 for all n > d and all such G; so
the same holds for Hn(X̂, κ∗G), and hence the method (deriving from [Sp]) used to
prove [L, Prop. (3.9.2)] gets us from the bounded to the unbounded case.
(b) By (a), and since RHom•X(E ,F ) ∈ Dqc+ (X), [H, p. 92, 3.3], it suffices to show
that the natural map κ∗RHom•X(E ,F )→ RHom•X̂(κ∗E , κ∗F ) is an isomorphism.
The question is local, so we can assume X affine and, κ being flat, we can use [H,
p. 68, Prop. 7.1] to reduce to the trivial case E = OnX . 
(5.4). The exact sequence (0.4.3) is a special case of the last sequence in the
following Proposition (5.4.1) (which also generalizes the last assertion in (5.3.3(b)).
When W is a locally closed subset of a ringed space X, and E ,F ∈ D(X), then
following [Gr, Expose´ VI] one sets
ExtnW
(E , F ) := Hn(RΓWRHom•X(E ,F )) = Hn(R(ΓWHomX)(E ,F )) (n ∈ Z)
where ΓW (−) := Γ
(
X, ΓW (−)
)
is the functor of global sections supported in W,
and the second equality is justified by [Sp, p. 146, 6.1(iii) and 6.4] (which uses the
preparatory results 4.5, 5.6, 5.12, and 5.22). It also holds, via (5.2.1), that
ExtnW
(E , F ) = Hn(RHom•X(E ,RΓWF )).
With U := X \W there is a canonical triangle (cf. (0.4.2.1))
RΓWRHom•X(E ,F ) −→ RΓXRHom•X(E ,F ) −→ RΓURHom•X(E ,F )
+−→
whence a long exact cohomology sequence
· · · → ExtnW (E ,F )→ ExtnX(E ,F )→ ExtnU (E ,F )→ Extn+1W (E ,F )→ · · ·
Proposition (5.4.1). Let X be a noetherian separated scheme, let Z ⊂ X be a
closed subscheme, and let κ : X̂ = X/Z → X be the canonical map. Let E ∈ D(X)
and F ∈ Dc(X). Let W ⊂ X be closed, so that W ∩ Z is closed in X̂. Then there
are natural isomorphisms
ExtnW∩Z(κ
∗E , κ∗F ) −→∼ ExtnX(RΓ ′ZE ,RΓW∩ZF ) (n ∈ Z),
and so with U := X \W and Û := U/Z∩U there is a long exact sequence
· · · → ExtnX(RΓ ′ZE ,RΓW∩ZF )→ ExtnX̂(κ∗E , κ∗F )→ ExtnÛ (κ∗E , κ∗F )→ · · ·
Hence under the assumptions of Lemma (5.3.3)(b) there is an exact sequence
· · · → ExtnX(RΓ ′ZE ,RΓW∩ZF )→ ExtnX(E ,F )⊗A Aˆ→ ExtnÛ (κ∗E , κ∗F )→ · · ·
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Proof. There are natural isomorphisms
κ∗RΓW∩ZRHom•X̂(κ∗E , κ∗F ) −→∼ RΓW κ∗RHom•X̂(κ∗E , κ∗F )
−→∼ RΓWRHom•X(RΓ ′ZE ,F )
−→∼ RHom•X(RΓ ′ZE ,RΓWF )
−→∼ RHom•X(RΓ ′ZE ,RΓW∩ZF ).
The first isomorphism results from the equality κ∗ΓW∩Z = ΓW κ∗ , since κ∗ preserves
K-flabbiness [Sp, p. 142, 5.15(b) and p. 146, 6.4]. The second comes from (0.3)c .
The third comes from (5.2.1). The last comes from (0.4.2) and (3.2.5)(ii).
To conclude, apply the functor RΓX and take homology. 
References
[BN] M. Bo¨kstedt and A. Neeman, Homotopy limits in triangulated categories, Compositio
Math. 86 (1993), 209–234.
[Gl] J. P.C. Greenlees, Tate cohomology in commutative algebra, J. Pure and Applied Algebra
94 (1994), 59–83.
[GM] J. P.C. Greenlees and J. P. May, Derived functors of I-adic completion and local homology,
J. Algebra 149 (1992), 438–453.
[Go] R. Godement, The´orie des faisceaux, Act. Sci. et Industrielles no. 1252, Hermann, Paris,
1964.
[Gr] A. Grothendieck, Cohomologie locale des faisceaux cohe´rents et the´oremes de Lefschetz
locaux et globaux (SGA 2), North-Holland, Amsterdam, 1962.
[EGA] A. Grothendieck and J. Dieudonne´, E´le´ments de Ge´ome´trie Alge´brique, III, Publications
Math. IHES, 11 (1961).
[GrD] , E´le´ments de Ge´ome´trie Alge´brique I, Springer Verlag, New York, 1971.
[H] R. Hartshorne, Residues and Duality, Lecture Notes in Math., no. 20, Springer-Verlag,
New York, 1966.
[H2] , Affine duality and cofiniteness, Inventiones Math. 9 (1970), 145–164.
[H3] , On the de Rham cohomology of algebraic varieties, Publications Math. IHES 45
(1976), 5–99.
[HK] R. Hu¨bl and E. Kunz, Integration of differential forms on schemes, J. reine angew. Math.
410 (1990), 53–83.
[HS] R.. Hu¨bl and P. Sastry, Regular differential forms and relative duality, American J. Math.
115 (1993), 749–787.
[I] L. Illusie, Existence de Re´solutions Globales, The´orie des Intersections et The´ore`me de
Riemann-Roch (SGA 6), Lecture Notes in Math., no. 225, Springer-Verlag, New York,
1971, pp. 160–221.
[Ke] G.R. Kempf, Some elementary proofs of basic theorems in the cohomology of quasi-
coherent sheaves, Rocky Mountain J. Math 10 (1980), 637-645.
[Ki] R. Kiehl, Ein “Descente”-Lemma und Grothendiecks Projektionssatz fu¨r nichtnoethersche
Schemata, Math. Annalen 198 (1972), 287–316.
[L] J. Lipman, Notes on Derived Categories and Derived Functors, preprint.
[L2] , Desingularization of two-dimensional schemes, Annals of Math. 107 (1978),
151–207.
[L3] , Dualizing sheaves, Differentials, and Residues on Algebraic Varieties, Aste´risque,
vol. 117, Soc. Math. de France, 1984.
[Lu¨] W. Lu¨tkebohmert, On compactification of schemes, Manuscripta Math. 80 (1993), 95–111.
[M] E. Matlis, The Koszul complex and duality, Communications in Algebra 1 (1974), 87–144.
[M2] , The higher properties of R-sequences, J. Algebra 50 (1978), 77–112.
[Me] Z. Mebkhout, Le the´ore`me de positivite´ de l’irregularite´ pour les DX-modules, The Gro-
thendieck Festschrift, Volume III, Birkha¨user, Boston, 1990, pp. 83–132.
[N] A. Neeman, The Grothendieck duality theorem via Bousfield’s techniques and Brown rep-
resentability, Jour. Amer. Math. Soc. (to appear).
LOCAL HOMOLOGY AND COHOMOLOGY 37
[PS] C. Peskine and L. Szpiro, Dimension projective finie et cohomologie locale, Publications
Math. IHES 42 (1973), 47–119.
[Sp] N. Spaltenstein, Resolutions of unbounded complexes, Compositio Mathematica 65 (1988),
121–154.
[St] R. Strebel, On homological duality, J. Pure and Applied Algebra 8 (1976), 75–96.
[V] J.-L Verdier, Base change for twisted inverse image of coherent sheaves, Algebraic Geom-
etry, Bombay Colloquium, 1968, Oxford University Press, London, 1969, pp. 393–408.
