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Abstract
An enclosing of BIBD(v; 3; ) into BIBD(v+s; 3; +1) is point-wise minimal if s is the smallest
positive integer for which an enclosing is possible. We show that the necessary conditions are
su4cient for a minimal point-enclosing of any BIBD(v; 3; ) into BIBD(v + s; 3;  + 1) for
16 6 6. Some other general results on enclosings are presented.
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1. Introduction
A balanced incomplete block design, or BIBD(v; b; r; k; ), is a collection B of b
subsets or blocks of a set V of order v such that all blocks have size k, each element
appears in r blocks, and each pair of elements appears together in  blocks. The
conditions imply that bk = vr and (v−1)= r(k−1), and we usually write BIBD(v; k; )
for short. When k =3, a BIBD is often called a triple system. We refer the reader to
[7] or [19] for well-known facts about BIBD’s, triple systems, and terms not de@ned
here.
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Table 1
The − v spectrum of triple systems
≡ 0 (mod 6) All v =2
≡ 1; 5 (mod 6) All v≡ 1; 3 (mod 6)
≡ 2; 4 (mod 6) All v≡ 0; 1 (mod 3)
≡ 3 (mod 6) All odd v
A design injection of X =BIBD(v1; b1; r1; k; ) into Y =BIBD(v2; b2; r2; k; ) is a
mapping ’ with:
’: BIBD(v1; b1; r1; k; ) ⇒ BIBD(v2; b2; r2; k; )
such that ’ is a one-to-one map from V1 to V2, and for each block Bi of X , ’(Bi) is a
block of Y . The injection is an embedding if = and an enclosing if ¿. We will
always regard the injection as the inclusion map. In this paper, k will be 3 and  will
be  + 1. Previously, an enclosing of X into a BIBD(u; k; ) was said to be minimal
if u= v+ 1 and X could not be enclosed in any BIBD(u; 3; + s) with ¡+ s¡.
We completely solved the problem for such minimal standard enclosings having small
index, 1666, in [11]. We dealt with a related type of minimal enclosing which
is called a minimal point-enclosing in [12]. A design X =BIBD(v; 3; ) is minimally
point-enclosed in Y =BIBD(u; 3; +1) if X cannot be enclosed in a BIBD(w; 3; +1)
for v¡w¡u.
Our goal is to solve the remaining minimal enclosing cases from [12] which are
listed in Table 2. In fact, we present solutions for each of these sequences, usually
with a more general argument than is required. Together with results in [12], the
results of this note prove that the necessary conditions (Table 1 and Lemma 1.1) are
su4cient for the existence of a minimal point enclosing of any BIBD(v; 3; ) into some
BIBD(v+ s; 3; + 1) for a minimal s and with 1666.
In Section 2, we present two new point-enclosings. In Section 3, we give all of our
new minimality results for enclosings of X =BIBD(v; 3; ) into Y =BIBD(v+s; 3; +1)
with s¿1. Several of our solutions use a decomposition of the indices 1; 2; : : : ; n of a
certain n-element partition, Pi for i=1; 2; : : : ; n, of the edges of a complete graph on
2n vertices. The decomposition is into triples {x; y; x+ y} for x+ y¡n. A curiosity is
that the same partition is adapted for various values of n.
There is a large body of literature on embeddings, and we refer the reader to
[3,4,5,10,13,18]. However, enclosings, the subject of this note, have been studied less
extensively, and the reader is referred to papers by (in various combinations) Bigelow,
Colbourn, Hamm, Rosa, and the present authors [1,2,3,6,11,12]. We will refer to
Table 1 (above) frequently [14, p. 50]. It gives necessary and su4cient conditions
for the existence of a -fold triple system of order v.
We use the variables w, x, y, and z to denote the elements added to the set
V . A group divisible design, a GDD, for our purposes here is a design in which
the points are partitioned into disjoint sets of equal size called groups. Points within
a group will have index zero with each other, i.e., they will not appear in a common
block. All pairs of points not in a common group will have the same index , i.e.,
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Table 2
Open cases from [12] of enclosings of X into Y
X Y
1. (18t + 3; 3; 4) (18t + 7; 3; 5) for t=1; 2; : : : ;
2. (18t + 4; 3; 4) (18t + 7; 3; 5) for t=2; 3; : : : ;
3. (18t + 7; 3; 4) (18t + 9; 3; 5) for t=2; 3; : : : ;
4. (18t + 3; 3; 6) (18t + 7; 3; 7) for t=2; 3; : : : ; t =1 + 7m
5. (18t + 4; 3; 6) (18t + 7; 3; 7) for t=2; 3; : : : ; t =1 + 7m
6. (18t + 7; 3; 6) (18t + 9; 3; 7) for t¿3; : : : ; t =1 + 4m
7. (6t + 5; 3; 6) (6t + 7; 3; 7) for t=7; 9; 11; : : : ;
pairs of points not in a common group will appear together in exactly  blocks. We
use the superscript notation GDD(gu) to denote a GDD with group size g, index one,
and block size 3, with v=g= u. A design is resolvable if its blocks can be partitioned
in classes such that each point occurs exactly once in each class. A resolvable GDD
is referred to as a RGDD.
It is convenient to present the following result which will be referred to throughout.
Lemma 1.1 ([12]). A necessary condition for enclosing a triple system (v; 3; ) into
a triple system (v+ s; 3; + 1) is that v(v− 1)¿s(+ 1)(v− s+ 1).
It is well-known that the edges of the complete graph K2n can be put into 2n − 1
classes called one-factors in which each vertex appears once and only once in the class.
Less familiarly, the edges of K2n can also be put into disjoint classes P1; P2; : : : ; Pn where
edge (i; j) is in Pk if and only if i–j≡ k (mod 2n) [17]. We combine known results
[16,17] in the next Lemma so as to have them conveniently at hand.
Lemma 1.2. With respect to the complete graph K2n, we have:
(a) The triangles {1+ i; 2+ i; 4+ i} for i=1; 2; : : : ; 2n contain exactly the edges from
P1, P2, and P3. Put another way, the graph K2n may be factored into 2n − 1
one-factors, six of which may be combined into 2n triangles.
(b) The triangles {1 + i; 1 + x + i; 1 + x + y + i} for i=1; 2; : : : ; 2n contain exactly
the edges from Px, Py, and Px+y where x + y¡n.
(c) The pairs in P2x+1 ( for 2x+1¡n) split into two one-factors and the pairs in P2x
form a 2-factor.
(d) If 2x+1¡n, then P2x ∪P2x+1 splits into four one-factors. Pn is a single one-factor.
If n is odd, the set Pn−1 ∪Pn can be split into three one-factors.
(e) For the complete graph K6s, the set Ps ∪P2s forms 4s distinct triangles. The set
P2s forms 2s distinct triangles in which each point of 1; : : : ; 6s appears exactly
once. The triangles are {i; i + 2s; i + 4s} for i=1; 2; : : : ; 2s. It may be observed
that each triangle consumes 3 edges in which each point appears twice. Thus,
the set P2s is also a two-factor.
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2. New enclosing results
The following construction is new.
Theorem 2.1. Suppose s¿ 0, t¿ 4, and 4s + 26 t, and t =11; 14. Then X =
BIBD(6t + 1; 3; 6s+ 2) can be enclosed into Y =BIBD(6t + 5; 3; 6s+ 3).
Proof. Let v=6t + 1. We use w, x, y, and z as the points added to the design X
in order to create Y . To the blocks in the design X , we add the blocks indicated
below. First, we add the blocks of Z , any resolvable RGDD(6t). (The conditions on t
insure existence of Z ; see [15].) For any group {1; 2; : : : ; 6} of Z , we add the following
blocks:
{v; 1; 2}; {v; 3; 4}; {v; 5; 6}; {w; 1; 3}; {w; 2; 5}; {w; 4; 6}
(x; 1; 4}; {x; 2; 6}; {x; 3; 5}; {y; 1; 5}; {y; 2; 4}; {y; 3; 6}
{z; 1; 6}; {z; 2; 3}; {z; 4; 5}:
To “expand a resolution class of Z with point w” means replace each block {a; b; c}
in the class with three blocks {w; a; b}, {w; a; c}, and {w; b; c}. This does not increase
the index for points a, b, and c with each other but places w in two blocks with
each of the three points. Thus, we expand each of w, x, y, and z with 3s+ 1 parallel
classes of Z . Z has (v − 6)=2=3t − 2 parallel classes, enough by the condition on t.
Finally, we add the blocks of 2s + 1 copies of a BIBD(5; 3; 3) based on the points
{v; w; x; y; z}.
As noted above, it is well-known that Kn can be decomposed into n− 1 one-factors
for even n and into two-factors if n is odd. A two-factorization is a partition of the
edges into classes such that each point appears twice in the class. A common technique
which we will use is to create blocks for a design by placing some point with all the
pairs in a one-factor (or two-factor). It is convenient to state these results formally.
Lemma 2.2. The complete graph K2n can be decomposed into 2n−1 one-factors, and
the complete graph K2n+1 has a two-factorization into n two-factors.
It follows from the Lemma 2.2 that when n is even, for K2n+1, we can partition
the n two-factors in Lemma 2.2 into two sets " and # with an equal number of two-
factors—so that each set has the same number of pairs and each point of 1; : : : ; 2n+1
appears the same number of times in each set.
We are now able to extend an enclosing result from [12] which only applied to
n≡ 1; 5 (mod 6), leaving out n=3+ 6t. The proof was in separate cases as well. Now
one case covers all.
Theorem 2.3. Suppose n is odd. Then X =BIBD(2n; 3; n − 1) can be enclosed into
Y =BIBD(4n− 1; 3; n).
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Proof. We create Y from the blocks and points of X by adding 2n−1 new points and
adding several sets of blocks which we will describe. We use a two-factorization of
K2n−1 as in Lemma 2.2. Since n is odd, 2n− 1≡ 1 (mod 4). Thus the two-factors can
be partitioned into two sets " and # with an equal number (n− 1) of two-factors. For
n of the points of X , put each point with each of the pairs in set " to make blocks
for Y . For the other n points, put each with each of the pairs in #. Each new point
appears n times in a block with each other new point and appears n − 1 times with
each point of X . Next use a one-factorization of K2n (on the points of X ). This gives
2n−1 one-factors, and we make the remaining blocks for Y by putting each new point
with one one-factor.
3. New minimality results
In [12] the authors considered the minimal point-enclosing of X =BIBD(v; 3; ) into
Y =BIBD(v+ s; 3; +1) for s minimal and 1666. The case s=1 is fully solved in
[11] for index at most 6, and so, in [12] as here, s¿1. In this section we completely
solve each of the general cases left unresolved and listed in Table 2.
In [12] it was noted that for s large enough X =BIBD(6s + 4; 3; 6) could be min-
imally point-enclosed into Y =BIBD(6s + 7; 3; 7), at least according to Table 1 and
according to Lemma 1.1. However, a general solution was found only for t¿3 and
t≡ 1; 2 (mod 3). This left v=18t + 4 unresolved except for one sequence: v=18(1 +
7m) + 4. Now we are able to give a new construction which covers the values
v=18t + 4 for even values of t. We actually give a more general result which ap-
plies for ≡ 0 (mod 6). The rest of the cases for Item 5 in Table 2 will follow from
Theorem 3.6.
Theorem 3.1. Suppose s6t=2m. Then any X =BIBD(18t+4; 3; 6s) can be minimally
point-enclosed into Y =BIBD(18t + 7; 3; 6s+ 1).
Proof. Note v=36m+4=4(9m+1). We add points x, y, and z to X . We add blocks
as follows. Let Z be any cyclic GDD(49m+1). Now, for each group {1; 2; 3; 4}, add
blocks
{x; 1; 2}; {x; 3; 4}; {y; 1; 3}; {y; 2; 4}; {z; 1; 4}; {z; 2; 3}:
Add block {x; y; z} 6s + 1 times. Expanding x with a diOerence set means to replace
the starter block {a; b; c} with {x; a; b}, {x; a; c}, {x; b; c}, and similarly replace each
block developed from {a; b; c}. We only need to expand each new point x, y, and z
with s diOerence sets each, and Y will have index 6s + 1. The condition on s and t
assures enough diOerence sets.
The story for v=6t+1 is similar to that of 6t+4. In [12], we showed that for t¿3
and t≡ 0, 2 (mod 3), then X =BIBD(6t + 1; 3; 2m) can be minimally point-enclosed
into Y =BIBD(6t+3; 3; 2m+1). This left the sequence v=18s+7 for =4; 6 mostly
unresolved. A few speci@c examples for small v were found, and a separate construction
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(only when =6) for s≡ 1 (mod 4) was presented. Now we have a single construction,
like that in Theorem 2.3, for all odd s. Moreover, the new construction applies to =4
also and thus solves Items 3 and 6 in Table 2.
Theorem 3.2. Suppose v=18t + 7 and 2 − 169t. Then X =BIBD(v; 3; 2) can be
enclosed into Y =BIBD(v+ 2; 3; 2+ 1).
Proof. Let v=18t + 7=6u + 1 for u=3t + 1. Let Z =RGDD(6u). Z exists as u is
not 11 or 14. The points of Y are those of X and new points x and y. The blocks
of Y are those of X and of Z , supplemented as follows. For each group {1; 2; : : : ; 6},
add the blocks as indicated in the proof of Theorem 2.1 but replace w and z by y.
Now expand x with  resolution classes and expand y with (− 1)-resolution classes.
Finally, add 2+ 1 copies of the block {v; x; y}.
When t¿3 and t≡ 1; 2 (mod 3), any X =BIBD(6t+3; 3; 2m) can be minimally point-
enclosed into Y =BIBD(6t+7; 3; 2m+1) according to [12]. This left the sequence for
v=18t + 3 unresolved for m¿1. Here we present a surprising solution for t=3, the
@rst missing case in this sequence for t≡ 3 (mod 6). For larger t and v=6t+3, a new
general approach is possible (Theorem 3.7).
Theorem 3.3. Any X =BIBD(21; 3; 4) can be minimally point-enclosed into Y =
BIBD(25; 3; 5).
Proof. We augment the point set of X with new points w, x, y, and z. We use new
blocks from a resolvable Z =GDD(37) based on the points of X . We take as groups
the following:
{1; 16; 17}; {3; 18; 19}; {2; 4; 6}; {5; 20; 21};
{7; 8; 9}; {10; 11; 12}; {13; 14; 15}:
Z has 9 parallel classes and we use 8 of them, expanding 2 each with points w, x, y,
and z. This means that the index between new points w; : : : ; z and old points 1; : : : ; 21
is now 4. In particular, each new point must appear once more in a block with each
old point, and @ve times with each other new point. The points in the same group
must appear once with each other in blocks. Add the following blocks:
use the pair x; y with each of 5, 6, 7, 11, and 12;
use the pair x; z with each of 3, 4, 8, 9, 10;
use the pair x; w with each of 1, 2, 13, 14, 16;
use the pair y; z with each of 13, 14, 15, 18, 21;
use the pair y; w with each of 8, 9, 10, 17, 20;
use the pair z; w with each of 7, 8, 12, 16, 19.
Lastly, add these blocks,
{x; 16; 17}; {x; 18; 19}; {x; 20; 21}; {y; 1; 16}; {y; 3; 19}; {y; 2; 4};
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{z; 2; 6}; {z; 1; 17}; {z; 5; 20}; {w; 3; 18}; {w; 5; 21}; {w; 4; 6};
{7; 8; 9}; {10; 11; 12}; {13; 14; 15}:
We point out a BIBD(21; 3; 6) does not enclose into a BIBD(25; 3; 7) by Lemma 1.1.
We next consider Item 7 in Table 2, enclosing X =BIBD(6t+5; 3; 6) into Y =BIBD
(6t+7; 3; 7) for t odd and larger than 2. We will make use of a one-factorization of the
complete graph on 6t+4 vertices (all the points of X except for v=6t+5). There are
6t+3 one-factors available. Our construction adds new points " and # to the points of
X . The heart of the construction is to @nd 7 one-factors to use with each of the two new
points " and # to make new blocks, and we also use one one-factor with v(= 6t+5) to
make new blocks. We further add 7 copies of the block {v; "; #}. Suppose @rst that t
is odd, say t=2n+1. Then there are 12n+9 one-factors and we are using 15 of them
to make blocks with v, x, and y. We must form the rest of the one-factors into triples
(blocks) without these three points. We can do this provided there are one factors which
form triangles, in sets of six one-factors at a time, as in Lemma 1.2(b), using successive
sets Px, Py, and Px+y to get the successive sets of six one-factors. It su4ces to know that
the indices i for i=1; 2; : : : ; 3t+2 can be partitioned into triples {a; b; a+b} where a+
b¡3t+2. We must insure that there will be two points left over, 3t+2 (corresponding
to P3t+2, a one-factor) and some other point. We show this directly as follows. Still
supposing that t is odd, we have 3t+2=6n+5 for some n, and the needed triples are
{1; 3n+2; 3n+3}; {3; 3n+1; 3n+4}; : : : ; {2n−1; 2n+3; 4n+2}; {2n+1; 2n+2; 4n+3},
and {2; 5n+3; 5n+5}; {4; 5n+2; 5n+6}; : : : ; {2n−2; 4n+5; 6n+3}; {2n; 4n+4; 6n+4}.
The other missing point is 5n + 4. We use the one-factor P3t+2 with point v to make
blocks for Y . We now consider the @rst triple of indices, {1; 3n+ 2; 3n+ 3} and their
corresponding Pi. As P1 can be decomposed into 2 one-factors, we use one with " and
one with #. We use P3n+2, P3n+3, and P5n+4 with ". We may use any other of the triples
above to get 6 more one-factors for #. All the remaining Pi can be used to construct
blocks for Y as in Lemma 1.2 since they can be associated with the remaining triples
of indices. This solves Item 7 in Table 2.
Theorem 3.4. Suppose t¿2. Then a BIBD(6t + 5; 3; 6) can be enclosed into a BIBD
(6t + 7; 3; 7).
Proof. If t=0; 1, there is no such enclosing by Lemma 1.1. The cases for t even or
small are in [12]; so we may suppose t is odd and greater than 2. But then the argument
above su4ces. Actually, a similar argument can be made for the even case which we
provide for completeness (for the remaining theorems we will present only one case, t
odd or t even). When t is even, 3t +2=6j+2 for some j. In this case the necessary
triples are {1; 3j; 3j+1}; {3; 3j−1; 3j+2}; : : : ; {2j−3; 2j+2; 4j−1}; {2j−1; 2j+1; 4j},
and {2; 5j; 5j+ 2}; {4; 5j− 1; 5j+ 3}; : : : ; {2j− 2; 4j+ 2; 6j}; {2j; 4j+ 1; 6j+ 1}. Here
the other missing point is 5j + 1. Use the one-factor P6j+2 with point 6t + 5 to make
blocks for Y . Use the 2 one-factors for P1 with " and # to make blocks. Use P3j,
P3j+1 and P5j+1 with ". Use any remaining triple with #. Add 7 copies of the block
{v; "; #}.
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Theorem 3.4 not only completes Item 7 in Table 2 but it is also a considerable
improvement over the proof in [12] since it gives a complete argument for all the
subcases for v=6t + 5 at once.
Now, we again consider Item 2 in Table 2. We will actually prove a more general
result. Suppose v=6t+4 and X =BIBD(v; 3; 4). We may assume v¿22 by Lemma 1.1.
To enclose X into Y =BIBD(v+3; 3; 5) we use the complete graph Kv which decom-
poses into 6t + 3 one-factors. We need 15 one factors, three sets of 5 one-factors for
each of the 3 new points. We may actually use the exact triples listed for the proof
of Theorem 3.4. We will consider only the case t odd and suppose the new points are
a, b, and c. We will use the indices in the @rst two sets in the list and the omitted
indices 3t + 2 (=6n + 5= v=2) and 5n + 4. We split P1 into two one-factors, using
one with a and one with c. The other two indices 3n + 2 and 3n + 3 (companions
with 1 in the @rst triple) correspond to 4 one-factors which we will use with a. There
are 2 one-factors in the set P3, and we use one with b and one with c. The other 2
indices 3n+ 1 and 3n+ 4 correspond to 4 one-factors which we will use with b. We
need three more one-factors for point c, and these come from P3t+2 and P5n+4, which
correspond to 1 and 2 one-factors, respectively. Now add 5 copies of block {a; b; c}.
The case for t even is similar. We have proved the following:
Theorem 3.5. Suppose v=6t+4¿22. Then X =BIBD(v; 3; 4) can be minimally point-
enclosed into Y =BIBD(v+ 3; 3; 5).
We may note that the theorem is, like Theorem 3.4, a more complete result than
needed for Table 2, and it is an improvement over the proof in [12]. Now we give a
complete solution to Item 5 in Table 2.
Theorem 3.6. Suppose v=6t+4¿22. Then X =BIBD(v; 3; 6) can be minimally point-
enclosed into Y =BIBD(v+ 3; 3; 7).
Proof. We note that if t¡3, the result is not true (Lemma 1.1). Here, in order to use
the method of Theorem 3.5, we need three sets of 7 one-factors from Kv. These can
be obtained in the following way from the same decomposition of indices. Use @rst 3
sets of triples in the list (18 one-factors). Use P1 to get 2 one-factors, one with point
a and one with point c. Use the other indices (i.e., their corresponding Pi) 3n+ 1 and
3n+2 with point a. Use 5n+4 with point a. We have 7 one-factors with point a and
1 with point c. Use P3t+2 (1 one-factor) and the P3, P3n+1, and P3n+4 (6 one-factors)
with b. Use P5, P3n, P3n+5 with point c Add 7 copies of block (a; b; c}. The remaining
triples come in the partition and can be used to make blocks without the 3 new
points.
This theorem also has a more general proof and thus reproves the other cases in
[12]. The same is true for the next theorem—the only unproved part is for t=3m.
Theorem 3.7. Suppose t¿2. Then X =BIBD(6t + 3; 3; 4) can be enclosed into
Y =BIBD(6t + 7; 3; 5)
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Proof. If t=3, see Theorem 3.3. We may then assume t¿3. First, add the blocks
from any BIBD(7; 3; 1) based on the points a; b; c from X and on new points w, x, y,
and z. There are 6 distinct pairs of points that can be formed from the 4 points w, x,
y, and z. Partition these pairs into 3 groups of 4 distinct symbols each. Speci@cally,
make 4 copies of the pairs {w; x} and {y; z} and use them with point a to make
blocks for Y . Use 4 copies of {w; y} and {x; z} and use them with point b to make
new blocks for Y . Use 4 copies of {w; z} and {x; y} and use them with point c. Now
the 7 points a; b; c; w; x; y; z have index 5 with each other. We next use the complete
graph K6t based on the points of X , omitting a, b, and c. We complete the needed
new blocks for Y if we can use 5 one-factors from K6t with each of the 4 new points
and 1 one-factor with each point a, b, and c (and put the remaining one-factors into
triples). We need 23 one-factors (exactly the number available when t=4). Note that,
using K6t , there are 6t − 1 one-factors available and since (6t − 1)− 23 is a multiple
of 6, the previous method may be possible to apply. We consider the case t even (the
other case is similar), say t=2j. The complete graph is thus K12j and we consider Pi
for 1= 1; 2; : : : ; 6j. The decomposition from earlier that we will use is this:
{1; 3j; 3j + 1}; {3; 3j − 1; 3j + 2}; : : : ; {2j − 3; 2j + 2; 4j − 1}; {2j − 1; 2j + 1; 4j};
and {2; 5j; 5j + 2}; {4; 5j − 1; 5j + 3}; : : : ; {2j − 2; 4j + 2; 6j}; {2j; 4j + 1; 6j + 1}:
Here, the other missing point is 5j+1. We must discard the index 6j+1 (since P6j+1
would not be used). Note also that the index 6j corresponds to a one-factor, and all
the other indices correspond to 2 one-factors (index odd) or a two-factor (index even).
We use indices 2j − 2, 4j + 2 and 6j to form 5 one-factors for point w. We use 2j,
4j + 1, and 5j + 1 to get 6 one-factors, 5 for use with point x and 1 for use with
point a. Now we use any remaining triple to get 6 one-factors, 5 for use with y and
one for use with b. Similarly we use any remaining triple for use with points z and c.
This proves the result for even t, and the other case is similar.
The only remaining case is Item 4 in Table 2, the enclosing of (18t + 3; 3; 6) into
(18t + 7; 3; 7). We @rst note that the t=1 case is impossible (Lemma 1.1). We will
again prove a more general result than needed, for v=6t + 3 and t¿6.
Theorem 3.8. There is a minimal point-enclosing of X =BIBD(6t + 3; 3; 6) into Y =
BIBD(6t + 7; 3; 7) for t¿4.
Proof. For t=1; 2; 3, the result is not true (Lemma 1.1). If t=4; 5 the result is
in [12]. We assume now that t¿5. Let Z =BIBD(7; 3; 1) be based on the points
{a; b; c; w; x; y; z} with a; b; c from X and w; x; y; z new points. Add the blocks of Z
to those of X to form Y , and the rest of the proof will determine the remaining new
blocks for Y . Form two copies of the set of all pairs from the elements w, x, y, and
z, and put each of these pairs in a block with point a. Do the same for b and c. Now
the index is 7 for the points of Z .
We now use the complete graph K6t on the points of X (omitting a, b, and c), and
we make use of the same partition of indices from the proof of Theorem 3.7 in which
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t=2j. Since we will use Pi for i=1; 2; : : : ; 3t=6j, the index 6j+ 1 in the @nal triple
must be discarded (but we do need the indices 2j and 4j + 1 in that same triple).
We use P2j ∪P4j to make blocks for Y (Lemma 1.2e). The P’s corresponding to the
indices 5j + 1, 2j − 2, 4j + 2, and 6j correspond to 7 one-factors which we use with
w to make new blocks for Y (note P6j is a one-factor). The indices 2j − 1, 2j + 1
and 4j+1 are odd and so correspond to 6 one-factors, and we will use one with each
of points a, b, c, x, y, and z to make new blocks. It is easily checked that we have
used the extra point 5j+1 and exactly 3 of the triples so far. Now x, y, and z require
the equivalent of 6 more one-factors each—and they can get them from any of the
remaining triples. The remaining triples can be used as in Lemma 1.2 to make triples
with each other. This completes the proof. We remark that when v=39, there are no
remaining triples after x, y, and z are matched with one triple each.
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