ABSTRACT The past few years have witnessed the prosperity of establishing deep architectures for modeling complex structured data. In this paper, motivated by the hierarchical, multi-scale and sparse characteristics of Human Visual System (HVS), we advance a new Deep and Sparse Representative (DSR) saliency detection approach for natural images. Under the assumption that salient regions are considered as sparse representatives of an image, we gradually select the salient regions via a deep and hierarchical sparse coding model. Moreover, in order to well preserve image structures and achieve more efficient coding, we formulate image patches as tensors and propose a Sparse Tensor Coding based DSR (STC-DSR) approach to find representatives. A generalized Laplacian regularizer is further cast on the coding to refine the coefficients. Finally, the saliency map is formulated by a spatial aggregation and multi-scale fusion of multilayer representatives. The proposed STC-DSR is investigated on the synthetic and public datasets and the experimental results prove its efficiency and superiority to its counterparts.
I. INTRODUCTION
Visual saliency is a remarkable ability of primates by which one's attention can be captured to certain regions in a scene [25] . According to the researching outcomes of psychologists, neurophysiologists and computational neuroscientists, visual perception has the pre-attentive computational mechanism which can formulate a saliency map in primary visual cortex at the first glance of a complex scene [28] , [31] . Consequently, the computation resources can be optimally allocated among the receptive field via this saliency map, which will benefit many applications such as image segmentation [35] , retrieval [36] , compression [37] , object detection and recognition [38] , [39] .
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In order to quantitatively locate standing out pixels, regions or objects that arise visual responses, saliency detection has been developed, which is studied in quite different ways [25] , [27] . For example, some focus on predicting the fixation points that an observer would attend to during saccade eye movement [7] , [8] , [24] , some concentrate on detecting and segmenting the most dominant objects in a scene [6] , [10] - [12] , [14] , [17] , [18] - [23] and some aim at estimating objectness of a small set of bounding boxes [39] . A comprehensive review of the basic concepts of attention implemented in the available models from cognition computational perspective is made in [27] , along with a critical comparison of the capabilities and shortcomings of nearly 65 models.
Nowadays, much attention has been paid on exploring the underlying computational mechanisms in generating saliency maps [43] , which can be roughly divided into bottom-up (BU) and top-down (TD) streams. Their cues are determined by VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ the characteristics of visual scene and cognitive phenomena respectively. BU attention is scene-driven and feed-forward, which aims to filter out redundant visual information and detect the most salient object in the scene. For this purpose, considerable works have been done and most of which focus on the distinctiveness, rarity and objectness cues of salient objects in establishing attention models. TD attention is determined by the cognitive phenomena like tasks, knowledge and expectations, so is task-driven and closed-loop [44] . TD is volition controlled and it is hard to say where or what we are looking at since a complex task governs eye fixations.
Recently, a prevailing trend of saliency detection is to combine BU and TD cues together to mimic complex attention behaviors [45] . It is indicated in paper [43] that a computational attention model should not only attempt to mimic and explain visual attentive behaviors, but also be computationally plausible and efficient in recalling the attentive outcomes. According to the available literature, purely computational models have been proved to exhibit better performance than biologically inspired ones on several benchmark datasets. However, it is still an open issue to develop saliency models that are both efficient and explainable. On the other hand, the neural cognition mechanisms in primary visual cortex is fairly complicated, and establishing biologically plausible saliency models remains a profound challenge.
In order to well understand the computational principles or neural mechanisms of the visual attention process, one should expand the view of biological underpinnings of visual attention. Therefore, combing purely computational models with new biological evidences is promising for deriving a conspicuous map from complex scene. In recent years, the neocortex of the mammalian brain is proved to organize in a complex layered structure. The past few years have witnessed prosperity of establishing deep architectures for modeling complex structured data [33] , [40] , [46] . Inspired by the hierarchical perception mechanism of Human Visual System (HVS), deep models have been developed and proved to have excellent representative power for extensive varieties of information and classification capability on large-scale image datasets. On the other hand, the sparse or selective characteristic of receptive fields of simple cells in the primary visual cortex (V1) has been explored in computer vision [26] .
Visual attention at its core lies in an idea of a selective mechanism. How to select informative, surprising, meaningful and representative pixels, regions and objects, or those that maximize reward regarding a task, is the most important concern in modeling attention. In this paper, we combine the sparse/selective characteristic and deep architectures of the visual organization rules together, and use these biological evidences to develop a new Deep and Sparse Representative (DSR) saliency model. In our work, we cast a sparse, representative, and meaningful assumption on the salient regions, and the issue of attention modeling is addressed from a new viewpoint of self representation.
In our method, salient regions are considered as sparse representatives of an image, and gradually selected via a deep and hierarchical sparse coding process. In order to well preserve image structures and achieve more efficient coding, we organize the features of image patches as tensors and propose a sparse tensor coding method to find representatives. A generalized graph Laplacian regularizer based on Boolean map and figure-ground theory is also incorporated into the coding process to refine the results. Moreover, due to the ambiguous of saliency in one single scale, this coding operation is performed on multiple scales so as to achieve robust modeling. The final saliency map is formulated by a spatial aggregation and multi-scale fusion of multilayer representatives.
Compared with its counterparts, the contribution of the proposed STC-DSR method is fourfold. First, by imitating the deep architectures, sparse sensing mechanism, and multiscale rules of visual cognition, we cast a sparse, representative and meaningful assumption on the salient regions of images for saliency modeling. Second, a deep and sparse coding model with hierarchical architecture is advanced to derive saliency maps for complex scenes and locate the meaningful and representative salient objects. Third, a sparse tensor coding algorithm is derived to make rapid and efficient coding possible, and a generalized graph Laplacian regularizer is designed to refine the coefficients. Finally, we investigate the performance of STC-DSR on the synthetic and public datasets, and the experimental results show its superiority to the other counterparts.
II. SPARSE TENSOR CODING BASED DEEP AND SPARSE REPRESENTATIVES GENERATION
In this section, the development of deep sparse coding model with hierarchical architecture is detailed. Followed by it, the sparse tensor algorithm is described and used to locate the meaningful and representative salient regions from natural images.
A. FEATURE TENSOR
It is generally accepted that attention modeling may benefit from the integration of multiple visual features (''Feature Integration Theory'' by Treisman and Gelade [47] ). In our method, we first divide an image into small patches {i 1 , i 2 , . . . , i N } and take each patch as the basic unit in saliency modeling. If the size of each patch is p × q, then we have N patches (N = mn/pq) with each patch being denoted as i k ∈ p×q×3 . For all the patches, multi-view features, including color, illumination and orientation, are then extracted and organized to build a feature tensor. For the k-th patch, its three channels are rearranged as column vectors i c k ∈ pq×1 (c ∈ {r, g, b}) and then combined to form a color vector i color
. Since this color vector can reveal the spatial distribution of colors, it is used as one component of our feature tensor. Similarly, the intensity vector of the k − th patch is obtained by taking the average of the three column vectors i s
It is indicated that human eyes are quite sensitive to luminance and this intensity vector can also serve as an important cue for saliency modeling. Finally, we use the oriented Gabor pyramids in four directions θ ∈ {0 • , 45 • , 90 • , 135 • } to mimic the response of neurons to oriented stimuli [32] . If we denote the filtering responses of Gabor pyramids as o θ k , the orientation vector of the k-th patch can be determined by i orient
The multi-view features above explore the color saliency, intensity saliency, as well as the orientation saliency and are combined to form a color-intensity-orientation feature tensor f k ∈ 1×p×q×n (n is the number of multi-view features and is equal to 8 here). As is shown in Fig.1 , the color-intensity-orientation feature of the entire scene can be denoted as F ∈ N ×p×q×n .
B. GRAPH LAPLACIAN REGULARIZED SPARSE MODELING
For single layer or scale, salient region extraction is equal to selecting a few ''important'' representatives from image patches. Recent progress in sparse modeling has shown that row sparsity can be an useful tool for finding representatives from large datasets [41] . Inspired by this, we try to model the selective attention process with row sparsity constrained optimization problem as follows
where C ∈ N ×N is a coefficient matrix and each element c i,j in C represents the importance or contribution of the i-th patch in representing the j-th patch. Here, F ×1 is the 1-mode product of the tensor F. (Given a tensor
., I k (k = n) and j = 1, 2, .., J ). ||C|| row,0 ≤ Q confines the number of nonzero rows to be at most Q, which means we wish to find at most Q representatives to best ''describe'' the whole image. 1 T C = 1 T is used to ensure that the selection of representatives to be invariant with respect to a global transition of the dataset. The obtained coefficient matrix not only indicates the spatial locations of the representative patches but also provides information about their relative importance in coding the whole scene. Usually, salient regions have rare features and are more likely to be chosen as representatives while non-salient regions will be given low belief to be important due to their repeated patterns. In this way, we can connect saliency with the representative capability of patches via the self-representative model above.
In the ideal situation that background regions are highly redundant and salient foreground has distinctive features, the above model will work satisfactorily. However, it is too strong an assumption for complex scenes. After extensive experiments, we find that the above model has two main drawbacks: (1) Uniform salient regions may contain many patches with similar features (foreground similarity). (2) Some patches in cluttered background regions may have unique features (background variability). In the former case, only a few salient patches are selected as representatives. In the second case, some non-salient patches are given high belief to be representatives. Both cases are not expected in building an effective saliency model, so in our method further refinement of the preliminary model is performed. Inspired by the Boolean map and figure-ground theory [29] , [30] , in this paper we build two regularization terms to remedy the shortcomings existing in the original model.
According to the Boolean map theory, we focus our attention on one feature at a time and thus if two patches share the same or similar features, they should also enjoy the same saliency. This is especially the case when two similar patches both lie in the uniform salient regions. In this paper, Boolean map prior is explored to form a manifold regularizer in which each node represents an image patch and all the nodes are connected by a similarity matrix G. The matrix G is defined based on their mean Lab colors, with its element takes the form:
where dist(i, j) is the Euclidean distance between the mean Lab colors of the i-th and j-th patch, δ(i) represents the spatial neighbors of node i and σ c is a scale parameter that is experimentally set as 1. Since spatial neighbors with similar features are quite likely to grab equal attention and thus it is reasonable to assume that they also have similar representation capabilities. We can use the following formula to describe this property.
where L c = D − G is the graph Laplacian matrix, and D is the diagonal matrix with each element being the degree of its corresponding node (i.e.,d ii = n j=1 g ij ). By minimizing the above objective function, spatial neighbors with similar features will be given comparable saliency and thus the uniformness of salient regions can be kept.
On the other hand, figure-ground theory states that primates can separate figure from ground without attention. During the human attention process, our eyes will be directed to figure regions and in this way we can locate meaningful VOLUME 7, 2019 objects from cluttered background. Even if a background patch has distinctive feature, it still will not receive attention due to the reason that it has already been considered as ground part in the pre-attentive stage. This may be used to explain why we can effortlessly locate salient objects from complex scenes without being influenced by cluttered visual stimuli. Inspired by this, we define a simple rule to measure how likely a patch belongs to figure part, as shown in Fig.2 . The red, yellow and blue nodes represent patches in the figure region, ground region and along their edges. For each patch, its line distances to the corresponding boundary patches along four directions are first evaluated and we connect the shortest distance among the four with the degree to which the patch belongs to figure region. Denote the shortest line distance for each patch to the boundary as d i , i = 1, 2, . . . , N , we can form a penalty matrix L s as follows,
where σ s is a scale parameter that is experimentally set as 1. We try to compress the representative capability of ground regions by minimizing the following function
Since f 1 and f 2 have similar mathematical forms, we combine them into a unified expression. After this, we add the unified regularization term to the objective function in Eq.(1), the following optimization problem can be derived
where L ap = L c + L s is the generalized graph Laplacian matrix, µ, γ are two regularizer parameters to balance the terms. In order to solve Eq.(6), we incorporate the inequality constraints into the objective function and reformulate it as Eq.
(A1). Then a Laplacian regularized Simultaneous Tensor
Orthogonal Matching Pursuit (LSTOMP) algorithm is developed, which will be detailed in the Appendix. After the above joint optimization problem is solved, we can quantify the saliency of each patch based on the optimal coefficient matrix C * . For each patch, we define the l 1 norm of its corresponding row in C * as its ''saliency degree'' (SD i )
It is not surprising to connect this relative importance with saliency, because the background regions often contain redundant information and therefore have lower ''importance'' to represent the whole image. Conversely, due to their rare features, salient regions are more likely to be ''important'' than the background.
C. SALIENCY MAP GENEARTION VIA HIERARCHICAL SPARSE MODELING
Patch-based saliency models take patch as the basic unit to describe saliency, which inevitably produce inexact saliency maps. To remedy it, we go deeper and extend the above model to a hierarchical version. In the first layer, we observe the scene in a coarse scale and find possible salient patches for the subsequent observation in finer scale. Patches whose saliency values are above the mean saliency are selected and proceeded to the next stage. All the selected patches are further divided into smaller ones and these smaller patches are taken as inputs to Eq.(6) for the modeling in the next layer. Since the observation in the second layer is based on the result of the first layer, we only need to focus our attention on the selected regions. In this way, we can build a cascade deep saliency model, which resembles the selective attention process in primate visual system. The effectiveness of the layer-wise selection model is also verified by experiments, which will be shown in the next section. Multi-scale analysis is a useful tool for developing robust algorithms, which is also proved to be helpful for saliency detection [1] . Because natural images are captured by imaging devices from different distances and angles and thus salient objects usually come in different scales, in this paper we perform the hierarchical sparse modeling process in multiple scales and after fusing the multiple results, our final saliency map can be obtained. By multiple scales, we can capture saliency from different views as will be seen in the next section. The general framework of the proposed model is illustrated in Fig.3 . First, an image and its multi-scale images are divided into patches, to locate salient patches via sparse modeling. Then each of salient patches is further divided into smaller patches to gradually develop the hierarchical sparse model, and derive a representative salient map. For a given pixel, its saliency is defined as the accumulated ''importance'' during the layer-wise selection process. Finally, the derived salient maps are combined to obtain the saliency detection result. 
III. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section, we investigate the performance of our proposed STC-DSR method on the synthetic and public datasets, and compare it with some related and state-of-theart saliency detection models. The performance of STC-DSR will increase with the increase of the number of multi-scale decomposition s, and the layer number of the hierarchical sparse model l. However, the computational complexity will also increase. Thus in our method, we set s = 3 and l = 2, to make a balance between the computational complexity and performance of STC-DSR. The size of patches in the first layer is p 1 × q 1 = 20 × 20. The size of patches in the second layer is p 2 × q 2 = 4 × 4. The size of the inputs in each layer in the hierarchical sparse model are m 1 × n 1 = 480 × 800, m 2 × n 2 = 240 × 400, m 3 × n 3 = 120 × 200 respectively. In the LSTSOMP algorithm, γ is set as 0.5 and µ is set as 1 empirically. For the comparative methods, we use the parameters provided in the corresponding literature or suggested by the authors.
A. ANALYSIS ON THE SALIENCY MAP OF STC-DSR
In this experiment, we first investigate the effectiveness of our saliency model in multiple layers under a given scale. The saliency maps of the first and second layer of the proposed hierarchical sparse models are shown in Figs.4(a) and (b) respectively. Saliency map is a quantized way to describe how much likely a spatial location may catch our attention. In most cases, it is desired that a binary map should be created such that the scene can be divided into salient foreground and non-salient background. In this way, the proto objects can be extracted from the image according to this binary segmentation. Here, Otsu algorithm [42] is developed to adaptively find the optimal threshold for segmentation by finding maximum between-class variance. The extracted salient objects of the two layers are shown in Figs.4(c) and (d) respectively. We can see that with the increase of the layers, the contours of the salient objects become more clear (the legs of the giraffe) and false alarms are gradually removed. Then, we investigate the detection results of our model at different scales.
Figs.5(a), (b) and (c) are the saliency maps of the first, second and third scales respectively. As can be seen from the results, with the increase of scale, our saliency map gets blur and meanwhile the salient regions become more remarkable. Human visual system is believed to work in a hierarchical and multi-scale way [46] and we commonly fuse the observation results from multiple layers and scales to form the final judgment of where to attend to. Fig.5(d) shows the final saliency map after fusion. By fusing the multi-scale saliency maps, the meaningful and representative objects can be more accurately identified as indicated by the result. In this regard, our saliency model is in accordance with the basic principles of visual search and explains these mechanisms from a computational perspective.
B. COMPARISION OF SALIENCY DETECTION RESULTS ON DIFFERENT SCENES
In this experiment, we test the performance of the proposed STC-DSR method along with several related and state-ofthe-art saliency models, which for convenience we denote as GRSD [12] , DF [10] , HFT [13] , LRMR [14] , IT [1] and DSL [20] respectively. These methods are the most popular ones among various types of saliency models and they address the ill-posed saliency problem from different perspectives, such as biological cues, frequency analysis, lowrank property, statistical theory and so on. Different from these models, our method is inspired by the selective process existing in visual system and we developed a new representative learning model to address this problem. Fig.6 shows some saliency maps produced by various models. From it we can observe that our method can catch the most salient local regions and reduce the unrelated background. The images in Fig.6 contain various kinds of salient objects, which can provide a general insight into the strength as well as weakness of various models. More than one object attracts our attention in a scene and therefore it's quite a challenging work to calculate their saliency maps. Fig.6(a) shows the original images under test and the corresponding saliency maps generated by the fives methods are shown in Figs.6(b), (c), (d) , (e), and (f) respectively.
In Fig.6 , each column from left to right corresponds to the original image, saliency maps produced by GRSD, DF, HFT, LRMR, IT, DSL and our method. As can be seen from the results, the performance of a given model varies a lot with respect to different scenes. This may due to the reason that each model casts certain assumptions on the problem, which however will not necessarily be satisfied in some real world problems. Furthermore, the proto objects are extracted according to the segmentation result to give a more intuitive evaluation. In our experiments, the locations whose saliency degrees are above the optimal threshold are reserved while the others are set to zeros. The object maps extracted are shown in Fig.7 , where Fig.7(a) is the GroundTruth (GT) maps and Fig.7(b) , (c), (d), (e), (f), (g) and (h) are the objects maps generated by GRSD, DF, HFT, LRMR, IT, DSL and our method respectively.
It can be easily seen from the results that block effect is quite obvious in IT and it fails to describe the saliency in many cases. DSL has good performance in locating the salient regions, however the saliency map has large deformation and fuzziness. As DSL loses part of its saliency information in the frequency domain, uniformly distributed saliency regions will be neglected. HFT outperforms the other methods in that it has uniformly highlighted salient regions and well-defined boundaries. While it will lose its efficiency when there is no obvious contrast between salient regions and their surroundings. Furthermore, the salient regions are not complete and even not correct under certain conditions. In other words, HFT is sensitive to color and luminance and thus is data dependent.
C. NUMERICAL COMPARISON OF THE SEVEN METHODS
In this section we take some experiments on the Achanta's database, which contains 1000 images collected from Microsoft Research Asia Multimedia (MSRA-MM) dataset with GT maps. Fig.8(a) shows the saliency maps generated by the seven methods from this database and the corresponding object maps are displayed in Fig.8(b) . In both Fig.8(a) and (b) , each column from left to right corresponds to the original images/GT maps, and the results of GRSD, DF, HFT, LRMR, IT, DSL and our method respectively. Achanta's database provides more specific insights into the advantages and disadvantages of the algorithms under test. IT, as a biologically plausible approach, functions well when there is obvious contrast between foreground and background in terms of luminance, color and edge. For images with complex background, its performance will greatly decrease. DSL can roughly locate salient regions in most cases, and is liable to highlight the object edges. From visual aspect, HFT has a relative poor performance. LRMR is robust to various kinds of test images, but its performance will worsen when the salient regions have large variations. As can be seen from the last image in Figs.8(a) and (b) , LRMR lost its efficiency in this situation. Moreover, the proto objects extracted by LRMR are mostly connected to each other, a phenomenon which may be caused by its bias towards salient locations in the normalization step. For the other two methods, GRSD can well define the general sketch of the salient regions but usually causes too many false alarms. However, GRSD ignores the locations near the image borders in saliency map generation process. DF is constructed based on several prior knowledge and is believed to highly depend on center bias. It has good performance in locating salient regions and meanwhile cause little false alarms. But the uniform salient regions are often misclassified as background parts as can be seen from the first image in Figs.8(a) and (b) . The white skirt of the girl is ignored in the saliency map as well as object map. Compared to the other methods, our saliency maps have clear defined boundaries, uniformly highlighted regions and fewer false alarms, which verifies the effectiveness of the proposed model.
Besides, we also use the Receiver Operator Characteristic (ROC) curve and Precision-Recall (PR) curve to quantatively evaluate the performance of various models and the results are shown in Fig.9 (a) and (b) respectively. ROC curves are commonly used to present results for binary decision problems in machine learning. Meanwhile, when dealing with highly skewed datasets, PR curves give a more informative picture of an algorithm's performance. Here, we use both of them to evaluate the quality of the saliency maps relative to the GT maps provided by Achanta. ROC curve is a point by point measurement of saliency maps and the closer a curve is to the upleft corner, the better the corresponding saliency detection algorithm. From Fig.9(a) we can see that IT and DSL exhibit relative poor performance for their curves are further away from the upleft corner; Followed by IT and DSL are the curves of GRSD and HFT; LRMR and DF are quite close to each other, which indicates they have comparable performance in saliency detection. As can be seen, our method outperforms the other 6 state-of-the-art saliency detection algorithms in terms of ROC curve. Fig.9(b) is the PR curves of the seven methods. PR curves of all the models originated from the same point, i.e. the very lower right corner point, which is data dependent. Both high precision and recall are expected and therefore the closer a curve is to the upright corner, the better the corresponding saliency detection algorithm. As is the case, IT, DSL and GRSD still have relatively poor performance; Contrary to the situation in the ROC curve, LRMR outperforms DF and most surprisingly, HFT has outstanding PR index than LRMR and DF. Yet, our method has the most satisfying performance regarding PR curve. Our method has comparable performance with ROC and shows better PR index than the other counterparts, which further confirms the effectiveness of the proposed model.
Then we make thirty independent experiments under the same condition, and calculate the average and variation of the precision, recall and F-measure scores of various methods. We first divide the saliency maps into two parts with an adaptive threshold from Otsu algorithm and then precision and recall values can be determined by referring to the GT maps. Also, we use the following formula to compute F-score,
where we set β 2 = 0.3 as suggested in [3] . Fig.10(a) shows the average precision-recall bars for the binarized saliency maps, and Fig.10(b) shows the standard deviation of the PR bars for the binarized saliency maps. From the result we can observe that our method is more stable than its counterparts, which benefits from the layer-wise selective model as well as the multi-scale generalized graph regularizer and the resemblance of the cognition rules in human visual cortex.
D. EXPERIMENTS ON SYNTHETIC IMAGES
In this experiment, some artificial patterns are first created according to psychological principles of visual attention. It is also interesting to add some noises to these patterns such that the robustness of saliency detection algorithms can be examined. Compared with natural images, the salient regions of these images are clearly defined, which will provide a simple way for performance evaluation. Fig.11 shows the results of the above mentioned saliency detection methods on this psychological dataset when Gaussian noise is added. Fig.11(a) is the psychological patterns created by us, and Fig.11(b), (c), (d) , (e), (f), (g) and (h) are the saliency maps generated by GRSD, DF, HFT, LRMR, IT, DSL and our method respectively.
It can be seen that the proposed hierarchical sparse model is fairly good at dealing with the psychological patterns where saliency is considered to come from its sparsity or singularity nature. Meanwhile, it has satisfactory performance even under noisy environment, which is in accordance with the ability of sparse modeling to resist noise. LRMR nearly loses its efficiency despite its satisfying performance in natural images and DF spends more time in calculating saliency maps than before. As before, HFT still highly depends on color contrast.
IV. CONCLUSIONS
Motivated by the selective attention process in human visual system, in this paper we proposed a generalized graph regularizer based self-representation model to search for regions of interest from natural scenes. The underlying idea behind our model is that salient regions should be representative in the image and can be gradually selected via hierarchical modeling under different scales. To solve the optimization problem involved, we developed an algorithm called LSTOMP based on alternating direction optimization scheme. Since each row in the coefficient matrix reflects the capability of the corresponding region in representing others, we connect it with saliency and define a new concept called ''saliency degree'' to quantify this property. Experiments on the synthetic and public datasets show that our model consistently produces high quality saliency maps and outperforms its counterparts. However, due to the optimization procedure and hierarchical and multi-scale modeling mechanism, our method generally consumes more time in saliency detection. In the future, it is desired that the code be optimized and parallelized. What's more, the features of our method are only limited to RGB color space, which can be expanded to obtain better performance. In the future, we hope to extend our model to video saliency detection and its related areas. In the following, we shrink the rows of C to meet the requirement of row-sparsity. Denote the i-th row of C to be C i . We shrink C i if its norm is below a given threshold δ.
c) Update the Lagrange multipliers λ 2 and λ 3 λ 2 = λ 2 + η(Z − C)
d) Update the penalty coefficient µ 2
where, α > 1 is a constant number. We repeat the above procedures until Z and C meet the following stop criteria |Z − C|| Till now, we can get the solution of the original optimization problem as C * .
