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We report a detailed investigation of the Ni2MnGa shape memory alloy through magnetic, electronic, and
thermal measurements. Our measurements of the anomalous Nernst effect (ANE) reveal that this technique is
very sensitive to the onset of the pre-martensitic transition in sharp contrast to other transport measurements.
With the ANE being sensitive to changes at the Fermi surface, we infer on the link between the structural
modulations and the modulation of the Fermi surface via its nesting features, with the magnetic field induced
strain being the mediating mechanism.
Ni2MnGa shape memory alloy and its near stoichiometric
compositions have been extensively investigated in the recent
past due to their magnetic shape memory [1, 2], magneto-
caloric [3, 4] and magneto-resistive properties [5]. These
systems, which are characterized by a complex interplay of
structural, magnetic, and electronic degrees of freedom is also
known to exhibit a large magnetic field induced strain (MFIS),
in excess of 10% [6, 7], which enhances its importance as a
potential candidate for the development of efficient and fast
magneto-mechanical actuators. The stoichiometric Ni2MnGa
has been widely used as a model system, and is understood
to exhibit a well defined sequence of transitions below its
Curie temperature TC ≈ 376 K [8, 9]. At room temperature,
Ni2MnGa has a cubic L21 crystal structure ( a = 5.825A˚
and space group Fm3¯m), which is referred to as the austen-
ite phase [9]. Upon cooling, it transforms to a martensitic
phase at TM ≈ 200K via an intermediate pre-martensitic
transition (PMT) which occurs at TPM ≈ 260K [8, 9]. In
general, the pre-martensitic phase is considered to be a pre-
cursor state of the low temperature martensite phase with pre-
served cubic phase symmetry having a long period modulated
structure[9, 10]. The modulations originates from a periodic
shuffling of the (110) planes along the [11¯0] direction with a
periodicity of six atomic layers, also called the 3-fold or 3M
modulation [11–13]. On the other hand, the martensitic phase
is characterized by a body-centered tetragonal [8, 14] or or-
thorhombic [9, 12, 15] crystal structure with much longer pe-
riodic modulation (5M [14, 16] or 7M [9, 15, 17]). The large
magnetic field induced strain of Ni2MnGa is closely linked
with the modulation of the martensite phase[6, 7] and the
martensite phase appears through the modulated premarten-
site phase[10, 12, 18], suggesting that the pre- martensitic
phase is a perfect arena for the investigation of the possible
cause and/or effects of these modulations [19]. However, this
task is hampered by the fact that most of the conventional ex-
perimental tools are relatively insensitive across the PMT, thus
limiting the ability to adequately characterize the structure-
property relationships associated with these modulations. In
this work, we report a detailed investigation of Ni2MnGa sys-
tem using a battery of magnetic, electronic, and thermal mea-
surements. In contrast to other electronic and magnetic mea-
Figure 1. Rietveld profile fitting of the powder x-ray diffraction pat-
tern of the Ni2MnGa system. The inset shows an expanded view of
the low 2θ range, which confirms the L21 ordering.
surements, the anomalous Nernst effect (ANE) is seen to be
sensitive to the PMT, bringing to the fore the potential utility
of this technique in the investigation of such systems.
A polycrystalline ingot of Ni2MnGa was prepared by the
conventional arc-melting method using appropriate quantities
of each constituent. The sample was melted several times to
get uniform composition. The as-melted ingot was annealed
in an evacuated quartz ampoule at a temperature of 1100 K
for 3 days to achieve further homogeneity and then quenched
in an ice-water mixture. For compositional analysis, a small
piece from the annealed ingot was evaluated using energy dis-
persive x-ray analysis. This data was collected at different
regions of sample and the average composition was found to
be Ni1.96Mn1.04Ga (hereafter termed as Ni2MnGa). A part of
the annealed bulk sample was ground into fine powder using
a mortar pestle, sealed in evacuated quartz ampoule under Ar-
gon atmosphere, and annealed at 773 K overnight to get rid of
residual stresses introduced during the grinding [20–22]. This
annealed powder was then used for x-ray diffraction (XRD)
measurements. The small piece from annealed ingot was used
for magnetization measurements, and the temperature depen-
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2Figure 2. Temperature dependence of DC-magnetization at measur-
ing fields of (a) 100 Oe,(c) 500 Oe, and (e)2 kOe − with (b), (d),
and (f) depicting a magnified part of the respective M(T ) around
the pre-martensitic transition. The martensitic and pre-martensitic
transitions are marked with dotted lines.
.
dent DC-magnetization data was collected using a vibrating
sample magnetometer (Quantum Design, PPMS) in the field
cooled cooling (FCC) and field cooled warming (FCW) pro-
tocols.
The Rietveld analysis of x-ray diffraction (XRD) data was
carried using the FULLPROF software package and revealed
that the system stabilized in a cubic structure (space group
Fm3¯m) . The Wyckoff positions for Ni, Mn and Ga atoms
used for refinements were 8a (0.25, 0.25, 0.25), 4a (0, 0, 0)
and 4b (0.5, 0.5, 0.5), respectively. The experimental and cal-
culated XRD plots are shown in Fig.1, which clearly reveal
that the sample is in single phase, with all the Bragg peaks
being well indexed. The inset shows the presence of (111)
and (200) Bragg’s reflections which is the evidence of L21
ordering. The refined lattice parameter is a = 5.8291(1)A˚,
which is in good agreement with the reported value [10] for
Ni2MnGa.
Fig.2(a) illustrates the temperature dependent DC-
magnetization of Ni2MnGa as measured at low applied
magnetic fields (100 Oe), which confirms the sequential
phase transitions in this alloy system as reported in literature
[12]. Upon cooling, the para-to-ferromagnetic, the austen-
ite to pre-martensite and the pre-martensite to martensite
transitions (MT) are observed at 383K (TC), 233K (TPM ),
and 167K (TM ) respectively. During warming, all these
transitions again appear in the reverse sequential order with a
characteristic hysteresis at the martensite and pre-martensite
phase transitions [12, 23–26]. In comparison with the
previous reports on stoichiometric Ni2MnGa [8, 9, 27], the
TPM and the TM of the present composition is seen to be
shifted to slightly lower temperatures, presumably due to
a small variation in Ni and Mn content. These results are
also in agreement with prior literature [28, 29]. Fig.2(c)&
2(e) depict the temperature dependence of magnetization
M(T ), measured at higher magnetic fields of 500 Oe and
2 kOe,respectively. Fig.2(c) shows that at a measuring field of
500 Oe, the pre-martensite feature is slightly shifted to lower
temperatures ( by around 1K) in comparison to the low field
(100 Oe) data. On the other hand, the pre-martensite feature
is completely suppressed (Fig.2(e)) at a magnetic field value
of 2 kOe. The suppression of this feature and the reduction
of TPM with increasing magnetic field is attributed to mag-
netoelastic coupling across the pre-martensite phase and is
consistent with literature [25–27, 30]. Fig.2(b), 2(d), and 2(f)
depicts an expanded view of the magnetization-plots around
the PMT (guided by blue arrows). The blue tick in Fig.2(a)
shows the premartensitic start temperature (TCPMs around
238K) in cooling. Apart from magnetic measurements, both
the MT and the PMT are also observed in various other
transport measurements, and the temperature dependence
of resistivity (ρ(T )), thermal conductivity (K(T )), and the
longitudinal Seebeck coefficient (Sxx(T )), measured in the
absence of magnetic field, as depicted in Fig.3(a), 3(b),
and 3(c) respectively. It is evident that these conventional
transport measurements are relatively insensitive to the PMT.
Nonetheless, the ρ(T ) curve confirms the metallic behavior
of the sample. Similarly, the dominating contribution of the
electron-type carriers to the longitudinal thermopower is also
confirmed by the negative sign of the Sxx(T ) in the whole
temperature range.
The anomalous Nernst effect (ANE) pertains to the gen-
eration of a transverse electric voltage (VT ) orthogonal to
both the ~M and the applied thermal gradient (~∇T ) across
a magnetic metal − where, the ~∇T acts as a driving force,
in analogy to an electric bias which causes the anomalous
Hall effect [31, 32]. It can be described by an empirical for-
mula : VT = Sxy ~M × ~∇T , where Sxy is defined as the
transverse Seebeck coefficient [32–34]. Fig.4(a) illustrates
the geometry of our device, where the polycrystalline sam-
ple is cut and polished to form a rectangular shape of di-
mensions 7 × 3 × 1 mm3. The ~∇T is applied across the
width (lz = 1 mm), the magnetic field is applied along the
breadth (lx), and the ANE voltage (VT ) is measured along the
y-direction by using two gold wires at a distance of 3.6 mm
(ly) between them. To cancel the background contributions,
the magnetic field is reversed, and the ANE contribution is
extracted as VT = 12 (V (+H) − V (−H)). The average sam-
ple temperature is determined by Tav = 12 (T1 + T2) ; with
| ~∇T |= ∇T = T2 − T1, where T1 and T2 are the temper-
3Figure 3. Temperature dependence of (a) resistivity, (b) thermal con-
ductivity, and (c) Seebeck coefficient as measured in the Ni2MnGa
system. The martensitic and pre-martensitic transitions are marked
with dotted lines.
atures at opposite surfaces of the sample, measured by two
calibrated Cernox sensors.
Fig.4(b) illustrates the linear dependence of VT on the ap-
plied ∇T , where the sample temperature and the magnetic
field are kept at 300 K and 2 kOe, respectively. The linearity
of the V (T ) vs. ∇T -plot along with a zero intercept con-
firms the absence of any thermal loss in our measurement.
Fig.4(c) presents the temperature dependence of the normal-
ized ANE signal so that VANE(T ) = ( VT∇T )(
lz
ly
), where the
applied magnetic field ( ~H) and the applied thermal gradient
(~∇T ) are kept fixed at 2 kOe and 5 K, respectively. In the in-
set of Fig.4(c), the magnetic field dependence of the VANE is
depicted, where Tav=300 K and∇T=5 K are kept fixed. Inter-
estingly, a reasonably large ANE signal is observed to appear
at room temperature itself. In agreement with the previous
reports on Heusler alloys [34], the present Ni-Mn-Ga system
also shows a significant drop in the VANE(T )-signal across
the MT. Moreover, the VANE(T ) turns out to be very sensi-
tive across the PMT, although such anomaly in the dc magne-
tization is substantially suppressed across the PMT at a field
of 2 kOe.
The origin of ANE is well understood in the picture of
an effective spin-orbit interaction − which is further decom-
posed into three possible ingredients: namely the Berry cur-
vature, the side jump, and the skew scattering mechanisms
[31, 32]. For our analysis, we consider Mott’s relation that
connects the transverse thermoelectric coefficient, αxy , to the
transverse electrical conductivity, σxy through the relation:
αxy =
pi2k2BT
3e × (∂σxy∂E )EF , where kB , e, E, and EF are the
Boltzmann constant, electric charge, energy, and the Fermi en-
ergy, respectively [31–34]. This implies that αxy depends on
both the temperature and the slope of the σxy tensor with the
Fermi-surface, or (∂σxy∂E )EF . Therefore, the Sxy , being linked
to αxy through the relation: Sxy = ρ(αxy−σxySxx) [32–34],
also becomes sensitive to the changes in the Fermi surface. In-
terestingly, a previous report has also attested to the sensitivity
of the Nernst signal on the Fermi-surface distortions [35].
The large MFIS of the Ni2MnGa is intimately linked with
the existence of a long period modulated structure. However,
the origin of those modulations is still under debate − and
two different scenarios have been suggested. In the Adaptive
model, the modulation is portrayed as an effective twinning
emerging from the minimization of elastic energy [14, 36].
An alternative mechanism is the soft-phonon mode-based dis-
placive modulation model, which is further linked to the Fermi
surface nesting features. The latter has received more theoret-
ical and experimental support [11–13, 22, 37–42].
Inelastic neutron scattering experiments have confirmed the
signature of phonon softening [11, 13, 37] and the phasons
[38, 41] associated with the CDW resulting from the Fermi
surface nesting at both the pre-martensite and the martensite
phases. Recently, photoemission spectroscopy has also in-
ferred on the occurrence of CDW at the onset of the PMT [39].
This partial nesting of the Fermi surface at the pre-martensite
phase has also been confirmed by electron-positron annihila-
tion experiments [43]. High resolution X-ray diffraction stud-
ies have also revealed non uniform atomic displacements in
the modulated phase, phason broadening in the satellite peaks,
and a temperature variation of the modulation wave vector
without any commensurate lock in phase [12, 15]. Thus, it can
be concluded that modulation in pre-martensite and marten-
site phase for Ni2MnGa is in all probability linked with the
soft phonon based model associated with a Fermi surface nest-
ing. Our results which depict a remarkable sensitivity of the
ANE signal to the PMT is presumably due to a change in the
Fermi surface via its nesting features, which occurs at the on-
set of the PMT. It is also important to note that the possibil-
ity that a contributory factor could be a variation of σxy −
due to its crucial connection to Sxy . The σxy could also be
expressed in terms of transverse resistivity (ρxy) via the re-
lation σxy =
−ρxy
(ρ2+ρ2xy)
≈ −ρxyρ2 [31], where ρ is the longi-
4Figure 4. (a) depicts the device geometry of ANE. (b) illustrates the∇T dependence of the ANE-signal. (c) depicts the temperature dependence
of the ANE signal, VANE(T ) where the ∇T= 5 K and H = 2 kOe are kept fixed. In the inset of (c), the magnetic field dependence of VANE
signal at room temperature is shown, where the applied∇T = 5K.
tudinal resistivity (ρ ≡ ρxx). Thus, with the scaling relation
ρxy ∝ Mρn, where n is a number that typically varies within
0 to 2 [31, 32, 44, 45]− it could be shown that the role of σxy
in the large anomaly in VANE(T ) across the PMT would be
negligible since the variation of both M(T ) & ρ(T ) are faint
across the PMT. Thus, the signatures in the measured ANE are
more likely to reflect a change in the Fermi surface that occurs
at the onset of PMT. It is to be noted that this nesting feature
does also exist in the martensite phase [41–43]. However, its
contribution to the ANE-signal cannot be estimated due to the
overwhelming change in the ANE arising as a consequence
of the structural transformation ( and associated change in the
magnetization) at the MT.
Apart from TPM and TM , the VANE(T ) also hints to the
presence of another characteristic temperature T ∗ − well
below the onset of the PMT − across which a significant
change in the ANE voltage is observed. We note that in
the cooling data (Fig.4(c)), VANE(T ) starts to rise at around
238K - the starting point of pre-martensite phase transition
(TCPMs) as is also observed in our low field magnetization
data (Fig.2(a)). The ANE-voltage continues to rise until it
is fully in the pre-martensite phase at T ∗. Below this temper-
ature, VANE(T ) starts to decrease - presumably due to local
traces of the martensite phase being present together with the
pre-martensite phase just below of T ∗. Previous NMR exper-
iments have also inferred on such a temperature regime be-
tween the TM and TPM , where both the pre-martensitic and
the martensitic phases coexist [22]. On, further cooling, the
main martensitic transition occurs, which is also observed in
all the measurements, characterized by TM , with a reason-
able thermal hysteresis in the VANE(T ) being observed across
both the MT and the PMT.
Though the Mott relation can explain the ANE signal, it
also suggests that Sxx ∝ (∂σxx∂E )EF [31, 32, 34]. This im-
plies that Sxx should be equally sensitive to the onset of the
PMT, whereas this is clearly not the case, as is evident from
Fig.3(c). We speculate that this discrepancy could be a con-
sequence of the externally applied magnetic field in the ANE
measurements. Measurements of Sxx(T ), are performed in
the absence of an external magnetic field, where a sizable
electronic background of the unchanged Fermi surface dom-
inates over that arising from the weak nesting at this pre-
martensitic phase. On the other hand, as a consequence of the
measurement protocol, the ANE is more sensitive to changes
due to the magnetic field. Interestingly, at the same measur-
ing field of 2 kOe, the dc magnetization data did not exhibit
a significant feature across the PMT. Here, we note that the
ANE has been reported to exhibit features that are beyond the
magnetization scaling in some single crystalline specimens,
with these features being linked with the role of the effec-
tive Berry curvature [46, 47]. As our sample is a polycrys-
talline slab, the contribution from the Berry curvature mech-
anism in the measured ANE signal is not likely to be signif-
icant. We speculate that the observed features in the vicin-
ity of the PMT arises due to the coupling between the mag-
netism and the Fermi surface, with the magnetism being tuned
by magnetic field driven changes in the Fermi surface. Re-
cently, G. Lantz and co-workers also have inferred about such
a coupling in their pump-probe experiments on stoichiomet-
ric Ni2MnGa specimens [19]. Their observations suggested
that photo-induced demagnetization modified the Fermi sur-
face, as a consequence of which the nesting vector and the
5modulation periodicity were also tailored.
In conclusion, we present a detailed investigation of
Ni2MnGa using a battery of magnetic, electronic and ther-
mal measurements. Across the PMT, a predominant suppres-
sion of the anomaly in the M(T ) curve is observed at higher
magnetic fields − suggesting the existence of magnetoelastic
effect across the PMT. The ANE is presented for the first time
in this Ni-Mn-Ga class of materials, and it clearly shows a sig-
nificant sensitivity across the PMT. This is in sharp contrast to
other conventional transport measurements, like ρ(T ), K(T ),
and Sxx(T ), where the PMT is barely discernible. With the
ANE being sensitive to changes in the Fermi surface, we in-
fer that such sensitivity of the VANE(T ) is due to the changes
in the Fermi surface − which further support the soft phonon
based model. Finally, the measured VANE(T ) in conjunc-
tion with both the M(T ) and the Sxx(T ) data also supports
the possibility of coupling between magnetism and the Fermi
surface, which could have significant implications in under-
standing these functional materials. Our results also suggest
that the ANE could be utilized as a powerful tool for more
detailed investigations in the Ni-Mn-Ga and related systems
with different compositions and/or forms, like, single crystals
or thin films.
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