We study the asymptotic behaviour of the principal eigenvalue of a generalised Neumann (or Robin) problem with a large parameter in the boundary condition for the Laplacian in a piecewise smooth domain. We show that the leading asymptotic term depends mostly on the singularities of the boundary of the domain, and give either explicit expressions or two-sided estimates for this term in a variety of situations.
Introduction
Let Ω be an open bounded set in R m (m ≥ 2) with piecewise smooth, but not necessarily connected, boundary Γ := ∂Ω. We investigate the spectral boundary value problem denotes the outward unit normal derivative, λ is the spectral parameter, γ is a positive parameter (which later on we will assume to be large), and G : Γ → R is a given continuous function. We will always assume that The study of the asymptotic behaviour of Λ(Ω; γ, 1) as γ → 0 makes a simple regular perturbation problem in the spirit of [4] ; we do not discuss it further.
The problem (1.1)-(1.2), G ≡ 1 admits a solution by separation of variables in several simple cases. 
where I denotes a modified Bessel function.
where µ j > 0 solves a transcendental equation
Example 2.4. Let Ω = (0, +∞), and Γ = {0}. Although the spectrum in this case is not purely discrete, its bottom is an eigenvalue Λ((0, +∞); γ, 1) = −γ 2 .
A slightly more complicated example is that of a planar angle U α := {z ∈ R 2 : | arg z| < α} of size 2α.
Example 2.5. Let Ω = U α with α < π/2. Again the spectrum is not purely discrete; moreover the separation of variable does not produce a complete set of generalised eigenfunctions. However, one can explicitly compute an eigenvalue λ = −γ 2 sin −2 α, and a corresponding eigenfunction u 0 (z) = exp(−γz 1 / sin α). We will see later on that λ is in fact the bottom of the spectrum, so that
It is easily seen from these examples that for any ball B m (a, R) :
(independently of the dimension m and radius R); the same asymptotics holds for an annulus A m (R 1 , R) = {|x| ∈ (R 1 , R)}. For any parallelepiped in R m we obtain
These observations suggest that in general one can expect
Our paper deals with this conjecture and provides estimates and, in certain cases, the explicit formulae for the constant C Ω . Some partial progress towards establishing (2.2) was already achieved in [3] . In particular, the following Theorems were proved. 
Theorem 2.7. Let Ω ⊂ R m be a domain with smooth boundary ∂Ω. Then
Remark 2.8. The actual statements in [3] are slightly weaker than the versions above, but the proofs can be easily modified.
The situation, however, becomes more intriguing even in dimension two, if Γ is not smooth. Suppose that Ω ⊂ R 2 is a planar domain with n corner points y 1 , . . . , y n on its boundary Γ. The following conjecture was made in [3] : Conjecture 2.9. Let Ω ⊂ R 2 be a planar domain with n corner points y 1 , . . . , y n on its boundary Γ and let α j , j = 1, . . . , n denote the inner half-angles of the boundary at the points y j . Assume that 0
This conjecture was proved in [3] only in the model case when Ω is a triangle.
Main results
As we shall see later on, formula (2.2) does not, in general hold, if we allow Γ to have zero angles (that is, outward pointing cusps). We shall therefore restrict ourselves to the case when Ω satisfies the uniform interior cone condition [1] . First of all, we state a result which indicates that the asymptotic behaviour of Λ(Ω; γ, 1) is in some sense 'localised' on the boundary. We introduce the following notation.
Let y ∈ Γ be an arbitrary point of the boundary, and let r > 0. Denote by Ω y,r = Ω ∩ B(y, r) and Γ y,r = Γ ∩ B(y, r) the intersections of Ω and Γ, respectively, with a ball of radius r centred at y. Denote also
Lemma 3.1. For each γ > 0 and y ∈ Γ the limit in the right-hand side of (3.2) exists and is finite. Thus, the study of the asymptotic behaviour of Λ(Ω; γ, 1) is reduced to the study of the 'localised' principal eigenvalues Λ y (γ).
where a positive constant C y is determined by the local geometry of the boundary Γ at y.
Corollary 3.5.
Remark 3.6. This result can be generalised for the case of our original setting of a nonconstant boundary weight G(y) satisfying (1.3):
Our final theorems give the information on the dependence of the constants C y upon the local geometry of Γ at y.
The constant C y for regular boundary points y ∈ Γ is readily available from Theorem 2.7; this regular case and its extension are summarised by our next Theorem. Moreover, C y = 1 whenever there exists an (m−1)-dimensional hyperplane H y passing through y such that for small r, B(y, r) ∩ H y ⊂ Ω.
We now consider the simplest singular case: when locally at y, Γ is a wedge of dimension m − 1. Theorem 3.8. Let y ∈ Γ be such that near y, Ω ∼ R m−2 × U α (recall that U α := {z ∈ R 2 : | arg z| < α} is a flat angle of size 2α > 0). Then
Theorem 3.3, Lemma 3.4, and Theorems 3.7 and 3.8 prove the validity of the Conjecture 2.9.
Let us now discuss the general case. Let y ∈ Γ be such that near y,
where K j,M := {z ∈ R j : z |z| ∈ M} is a cone with a cross-section M ⊂ S j−1 being an open subset of a unit sphere. The cases j = 1, 2 have been treated above. We will assume that M is convex. It might seem natural to introduce the spherical coordinates on K j,M at this stage. Unfortunately, such an approach is not likely to succeed -although the variables separate, the resulting lower-dimensional problems are coupled in a complicated way. Indeed, Example 2.5 shows that the principal eigenfunction is not easily expressed in spherical coordinates. Therefore, we will try to choose a coordinate frame more suitable for the problem. Once more, Example 2.5 gives us a helpful insight into what this coordinate frame should be.
We need more notation. For each θ = z |z| ∈ M we define Π θ as a (j − 1)-dimensional hyperplane passing through θ and orthogonal to z. Let P θ = Π θ ∩ ∂K j,M . We need to consider only the points θ such that P θ is bounded and θ ∈ P θ . Such directions θ always exist due to the convexity of M. We now introduce the polar coordinates (r, ϕ) with the origin at θ on Π θ , such that r = dist(·, θ). We define a function b θ (ϕ) in such a way that P θ = {(r, ϕ) : r = b θ (ϕ)}.
We are ready now to formulate a general statement in the case j = 3.
Theorem 3.9. Let y ∈ Γ be such that near y, Ω ∼ R m−3 × K 3,M , with M as above. Then the constant C y satisfies the following two-sided estimates:
Remark 3.10. Theorem 3.9 can be extended to the case of non-convex M. Then, the function b θ (ϕ) (which defines the boundary) may become multivalued. In that case we need to treat the integrals in the left-hand side of (3.3) separately along each branch of b θ , and count them with a plus or minus sign. Remark 3.11. In the case of a three-edged corner (i.e. when M is a two-dimensional spherical triangle) the left-and right-hand sides of (3.3) in fact coincide, so Theorem 3.9 gives the exact expression for C y . The same is true if M is a spherical polygon which has an inscribed circle (i.e., a circle touching all the sides of M). Indeed, in this case the supremum in the left-hand side and the infimum in the right-hand side of (3.3) are equal and are attained when θ is the centre of the inscribed circle. Remark 3.12. Remark 3.6 and Theorems 3.7-3.9 provide an exact asymptotics of Λ(Ω; γ, G) whenever m = 3 and each vertex of Ω has three edges coming from it. Assume now that j > 3. Define
Theorem 3.13. Let y ∈ Γ be such that near y, Ω ∼ R m−j × K j,M , with j ≥ 4 and M as above. Then the constant C y satisfies the following two-sided estimates:
Despite the fact that some of the statements in Section 3 look rather elaborate, all the proofs are relatively straightforward and use only a few tricks. Lemma 3.1, as well as Lemma 3.4, follows from a simple rescaling argument. Theorem 3.3 is proved using partitions of unity on the boundary and minimising over all such partitions. A helpful additional observation here is that the Rayleigh quotient (1.4) is positive whenever supp v ∩ Γ = ∅.
Theorem 3.8 follows from Example 2.5. We first prove (2.1). It is enough to show that the right-hand side of (1.4) for G = U α , α < π/2, is always greater or equal −γ 2 sin −2 α, which is equivalent to demonstrating that for all v ∈ H 1 (U α ) we have by choosing the test function v = exp (−γ(z 1 ) qp ) with q p = 2 − p for 1 < p < 2 and q p = 2 for p ≥ 2.
