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Abstract 
The dcvelopn1cnt of a self-adaptive procedure for the Improve-
ment of cutting cond ltlons In metal mi1chlnlng Is reported in this thesis. 
The proccdw·e was c>:an1lned through the use of computer simulation and 
by actut1I rnachlnc shop testing. 
The results demonstrate how an optimum-seeking search technique 
can be applied to a turning operation to economically improve cutting 
conditions as specified in machining handbooks. Improvement of cutting 
. 
conditions was cons idercd to be a change in speed or feed which resulted 
ln a more desirable level of an index of performance of the process. The 
computer simulation and machine shop validation phases of the research 
showed that the method of steepest descent, a gradient search technique, 
was able to substantially improve a turning operation in which minimizing 
cost was the primary interest. 
I In order to realist~cally "optimize" cutting conditions, it was under-
stood that a limited range of speeds and feeds exists which can be feasibly 
searched by such a self-adaptive procedure. Machine and tool capabilities 
and product requirements constrain the range of search. It was found that 
the self-adaptive procedure should be constrained to operate within machine 
and tool limitations. A penalty cost for exceeding product requirements, 
' 
,, i, 
1 ~· 
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I ~ 
1 
• 
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' 
----~---~-~ · specifically- surface--fintsh-s]Yec-ittcattons; waslnvestigatea and found to· - ---- - -
perform well in the computer simulation. Additional study is needed to 
apply such a cost to actual operation. 
• • • Vl.l.l. 
-
Due to tho trcrnondour, nunlber of products formed by metfl l cutting 
processes, ~cononllcul mi1chlntng and Improved prcxJuctivlty ls o! grcot 
lmportancC!. Jn1proved productlvtty In metal machining operations can 
be obta incd ln several \Vil}'S • 1 
1) Cfftclent utilization of the machine tools obtained by minimizing 
the down-tlmc at each machine. An example of this approach Is the N/C 
tool which employs optimized tool paths, auto1natlc cycling, and auto-
matlc tool changes. 
2) Utilization of improved cutting tools capable· of longer tool lives 
and improved metal removal rates. 
3) Optimization of the actual machining phase of the operation in 
which the tool is engaged in the workpiece and is removing metal. This 
method necessarily involves the optimization of machining conditions on 
the basis of some index of performance such as minimum cost per piece 
maximum production rate, or maximum profit. 
The objective of this research was to investigate the third alterna-
tive of increasing productivity by improving cutting conditions with respect 
to a desirable economic index of performance. Many analyses of the topic 
have been made employing mathematical optimization techniques to arrive · 
-
----... --- ...... ----------... ---------------------------------... ---------------
.. 
-----·-·····-·----···-····-· ······-··-··-··· .. -······ --···-----·- .. . ····--· ··-··· ···--·-··- --··-····· --1---·- -·-···-·····-· -····· -·- .. . ... ·--··--·-·-···········------ ·--·-·--·- . -·--- --·---·-···- ---------··---· ·----····- ----·······--·····-·-··--·-·- . ····--. " ". .. -... . .... ... . . . . . .. .. .. . .. " 
______ _, ____________ M. P •· Groover and R. J. Johnson, "Alternative M.eth.od.s---for--D-eterm-inlng------~-------------------··-····--·--· ·· · 
Optimum Machining Conditions~ 11 SME Technical Paper ~R74-203, p.1. 
, 
1 
--
7 
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at the t•best .. set of cutting condltlons with respect to the Index. 
Such analyses fall under the heading of classical or traditional 
machining economics and suffer from an Inability to respond to the 
varlabtllty known to be present in metal cutting. 
The research proposed in this study attempts to develop a means 
of dealing with variability by searching for the "optlmi..tm" set of cutting 
conditions with respect to an 1.ndex of performance on a response sur-
face containing the uncertainty found to occur in the machining opera-
tion. The method developed here is intended for use in a self-adaptive 
system which is capable of adjusting cutting conditions in a varying 
environment to improve the index of performance. Acutal machining 
data is used to determine the range of variability one could expect in 
t:he measurement of the. important process variables needed to ~valuate 
the index of perform_ance. Such a method was initially tested by Monte 
-Carlo computer simulation using probabilistic models of the important 
1' 
process variables, such as flank wear and surface finish, instead of 
actual machining measurement. Computer simulation provided an 
excellent means of testing the models, economic calculations, and the 
,,,, _____ , ____ -......... , ........ ...,.. -- .. t-·--·~·-·····-.r .. .,. ~":'---"'· ,.,.·. "'·· ,,' ' 
- .. •. , ____ ,_:·-···-,·~------- --···- .search method required to improve cutt°frig conditions with respect to an 
·----····-.. ---··---······· ·- ~---.--... -~............. =-=-~ .... . ---·,.-, ___ _ 
index of performance. Once the computer testing was complete, the 
search method was applied to actual machining and alterations were 
made on the basis of results found thro\lgh in-shop testing. Before this 
2 
·-·· ·,, 
\ 
' 
method can be deacrtbed fully, an understanding of the machlntno 
economics iroblem and ,revtous analyses of the problem ls essential. 
Trad ttlonal Machining Econom lcs 
One of the earliest analyses of machining costs was made over 
60 years ago by F. W. Taylor In his now classic research paper, "On 
The Art of Cutting Metals". In this work, Taylor proposed a utool life 
equation" still widely used today. Taylor recognized a power relation-
s hip between cutting speed and tool life. 
where 
VT"= C 
V - cutting time in SFPM 
T = tool life in minutes 
n = slope of the log-log plotted linear relationship between tool-
life and speed. 
C- constant 
Tool life can be defined in several ways: 
I) Total destruction of the tool 
2) A level of flank wear on the tool, e. g • • 04 0 ~·. 
3) The time at which the tool no longer produces useful product 
with respect to size tolerance and surface finish 
3 
/ 
• 
'. 
~ 
/, sample of thct Taylor relationship between tool llfe and cutting speed 
con 1,0 found ln rtgu.ro 1. Vt1Jucs of the constants n and Care deter-
1n lned o1cpcrfmt?nt,1Ily and arc unique !or each tool-work material 
comblnatlon. 
Tool 11.fe and the assoclatod costs involved ln replacing or 
resharpening a worn tool are a significant component of the cost of 
metal machining. Thus, the development of the Taylor relationship 
to predf ct tool life is an important development. However, rather 
important difficulties exist which seriously restrict the accuracy of 
tool life prediction by the raylor equation. 
l) Tool life depends not only on speed but on feed, depth of 
cut, tool material properties, work material properties, and tool geo-
metry. 2 Although, in most cases, speed is the most significant variable, \ 
others often need consideration. Feed can be seen to have a substantial 
' effect on tool wear and life in Figure 2, suggesting the need for an ex-
panded Taylor equation including feed rate. Such expanded equations have 
3 been· proposed and are of the form: 
where 
f = feed rate in inches/rev 
a~~-b:., ... : D--~- experimentally determ·tned con~.t~nts · 
- -- -- - -- . . ·- ___ ..... - --------
2-----------------------------~------------------------------------J.P. Vidosic, Metal Machining and ·Forming Technology, p. 421 • 
. . 
3 Nathan H. Cook, Manufacturing Analysis, p. 67. 
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2) The Taylor relationship assumes that the end of the l lfe of 
a tool ls precipitated by ''normal wear 0 due to .. shea.rtng of metallic 
Junctions". 4 This na-mal or abrasive wear ls predictable within a 
certain range of "moderate" cutting conditions and thls relationship 
between flank wear and time can be seen in Figure 3. Notice ln Figure 
3 that a period of brea_k-in wear o-ccurs initially followed by wear at 
a nearly constant rate. Near the end of the life of the tool an acceler-
ated wear period occurs which is not easily predicted. Apparently, a 
dlfferent wear mechanism ocaurs in this accelerated region, possibly 
related to temperature or rupture fa.ilures. The inapplicability of the 
predictable normal wear model suggested by the Taylor equation at "non-
moderate" cutting conditions can also be explained by this consideration of 
other wear mechanisms. 
3) It has been found that the constants utilized by Taylor's equation 
are not always constant. It might be suggested that the equation does not 
l,, include enough factors or is an incorrect formulation. However, it is more 
reasonable to assume that the Taylor equation is as "correct" as any deter-
ministic equation describing a probabilistic relationship could be. It has 
been seen by experimental metal cutting that "the tool wear mechanism, __ ... . . . .... _ .... --~~-~-.--.:.·~~-.::c.....;· -~--~-~· ·---·· ~· ~· ~· --· ............ _· .......... --~ .... -.;..,_ ...... _ ............ " .• ..;. ........ : ......... ,.::-.•••• ~---.. ,.- ... -................ ,. ··.~•""··1'''"'"""····,.a,.--."' . -- ---- - - -------. -------
.. . . ,. ··-····' .... ·-although functionally related to cutting conditt¢>11s and material, is a.random 
_____ ..., _____________________________________________________________ _ 
4 J. P. Vidosic, p. 424. 
7 
Flan.k Wear vs. Cutting Ttme Relatlonshlp 
. Time 
-····~ rO -·--•"'" _,_ ... _ ...... •·· -··········-··-~-····- ... '' • 
Figure 3 
8 
-·--··-----~------·--··-· ·--
process ... s This foct Is refloctod In octue J (lroductton cutting by the 
variation soon In tool lifo or tools used undor ldcntlcdl cutting condi-
tions. ·Thus, at best, a detormlntstlc equatton can only describe tho 
tool llfo rolntlonshlp for the ovc:rogo case. 
As w·fll be no\v shO\'ln, tho tool cost Is one of several components 
of machining cost. However, ft ls a s 1gn1flcant component. The tradi-
tional machining ecor1omtcs rnodcls pred let tool life by use of the un-
expanded, speed only Taylor relationship. the following assumptions 
. 6 
arc generally made to overcome some of the difficulties mentioned. 
I) Taylor's equation is valid in the range of cutting conditions 
considered. In other words, in the range of cutting .conditions con-
sidered, "normal II tool wear occurs according to the model of Figure 3. 
2) The constants n and care constant. 
These assumptions may or may not be feasible. 
Machining Cost Analysis 
. 
In any type o~ metal machining, the total unit cost to produce the 
workpiece consists of two components. 7 
1) Non productive costs involving the costs of machine operati.on 
\ 
and overhead during loading, advance, return, and unloading and during 
___ ..,. ________________ ... ______________ ._ _____________ ..,.. ____ ... _____________ ... _______ _ 
5 M .P. Groover, "Computer Simulation of The Madhining Econol1liCS PrOhierri; ,i 
Lehigh University, p. 5. .. 
7 Vidosic, p. 325. 
9 
·-
'!. 
.. 
• 
--- . 
tool cllJnglng or shorponlng. 
2) Pr~ll!£llvo £,9Sts Including the dollors spent for tho time during 
actual metal rcmovc1l. Essentially, this Involves tho labor, mnchlne, 
and overhead costs incurred during cuttlng time plus the tool cost expended. 
The basic model most often used in the study of traditional machin-
ing economics describes the cost per unit of a single point tool rough 
turning operation. 8 The reason for the selection of this operation for 
analysis is that a great amount of tool life lnfonnation exists from 
research investigations and single point turning is a relatively simple, 
common operation. The basic model considers the cost per unit to be 
the sum of productive and non-productive components. Thus, the total 
cost per unit can be expressed as: 
unit cost = machining cost + tool cost (Productive) 
per piece per piece 
+ 
+ tool changing cost 
+ 
work changing cost 
-(Non-Productive) 
• per piece per piece 
The machining cost per piece is equal to the cost of the operatlng 
time {labor, rate, machine overhead, etc.) , Co, in dollars per minute 
9 
multiplied by the actual cutting time per piece, tm, in minutes per.piece. 
Machining Cost = C0 tm 
. ·~--~-~ ·;:_-~-_;;--;;_-.;.-.:.. ... -.:. ----... --------... ~·-- ~--;;::.-..::;.-~·-~-~-~-~-~-~-~ ~ ~- .;_ ~ --.;. ----... ------~ --------Q 
8 DeVries, p. 3. 
9 . . .. 
Devries, p. 4. 
10 
-
Tho tool cost per ptoco can be dof tnod as tho product or the 
tool cost per cdgo, Ct, in dollars per odgc ond the ratio of tho cutting 
tfn1c to the average tool llfo, T. The ratio essentially relates how 
much of the tool fs expended per piece. /\s mentioned the value of 
tho tool llfc is obtained fron1 a speed only Taylor equation. 
tm 
'l'ool cost = Ct --
'f 
The third component is the non-productive cost of changing. the 
tool. It is equal to the product of the cost of the operating time, C0 , 
the tool changing time, tc, and the ratio, tm/T. 
Tool Changing Cost = C0 tc 
tm 
T 
The final cost component in the basic model is the non-productive 
cost of handling the workpiece. It is described by the product of the 
handling time, th, in minutes per workpiece, and the cost of the operating 
time, C0 • 
Workpiece changing cost = C0 th 
The sum of these two -productive and two non-productive cost com-
ponents defines the unit cost in dollars per unit. Thus,· the basic machin-
ing economics model: 
C = 
-- u 
Ct+ 
om 
. ·-- --- - . 
tm 
T 
In the·early 1950's W.W. Gilbert used this basic model to determine 
- - . - ... ' - ~ . . . . .. ... .. .. . .. .. - ... - . -- - ., - - ....•........ 
the "optimum" cutting speed with respect to two indices of performance,· 
11 
·-
"" \' 
' 'i 
,;~ 
mlntn1um cont per pfocn Dnd rnuxtmum production rate. GJJbort and his 
prodacossora, therefore, began tho devolopmont or traditional ma chin -
Ing econonllcs which consldorod speod as the only Independent variable. 
reed rate and depth of cut v1e:ro hold at o constant level ,vhlle speed 
was 
0
optimized ... The relationship between tho cost per piece and its 
co,nponents and cutting sp€:ed can be seen In rtgure 4. In Figure 4, 
notice that machining cost decreases \Vith increasing cutting speed. 
This is true since cutting time and the costs incurred during cutting 
decreuse with increasing SJ)eed. · The following equation for the cutting 
time for a turning operation gives insight into the relationship between 
cutting time (and costs) and speed. 
where 
• 
\ \. t :::J LttD 
m 12fV 
L = axial length of cut, inches 
D = diameter of the workpiece, inches 
f = feed rate, ipr 
V = speed, sfpm 
tm= cutting time 
In Figure 4, it can also be seen that increasing speed increases 
tool and tool changing costs. The reason for this is that "the higher 
the speed, the shorter t-he time to a .given amount. of wear" · and thus, 
the shorter the tool life. 1 O 
- .. 
____ ... __________________ ... ___________________________________ ..., ____________ ... 
10 , 
Vidosic, p. 429. 
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Tho relationship bot\vacn speed and tool wear (generally consldored 
to be a pov;or function) ls shown ln F'tgurc S. Therefore, tool costs 
and change tlrnc \Vill increase with increasing speed. 
If ull of tho four cost components shown in Figure 4 are added, 
the result is the total unit cost curve which can be observed to be u-
s ha ped and possessing a n1inimum cost point. Gilbert and others derived 
the means for· obtaining speed at tl1e minimum cost point. The derivation 
ts shown in Appendix Al but the important result is that the cutting speed 
for minimum cost index of performance ls:ll 
where 
C 
Vmin = (!. - 1) 
n 
n 
C and n are the constants from the speed only Taylor equation 
C0 operating time cost 
tc tool change time 
et tool cost 
It is obtained by "equating the total cost to the sum of the four individual 
costs, differentiating the cost with respect to speed,. and setting the result 
equal to zero. 12 
..... ,__ ..... ____ , ... ·····----···------·-···-·····- .. ------ ··--·-·--···- -·-
---··-·····-·-········ 
- ------. ----- --·-·---- - -----., --· -- - ·---· --. - --·-----·- .--- ·•. ·---- -· .·. ----- --------··--- ____ ..:.:.-;:;,.:.=:..:·==-.:.:~-=-~.:.:.:.=·-:·.:.:. ____________________________________________ _ 11 DeVries, p. 7. 
12 DeVries, p. 7. 
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FLANK WEAR VS CUTTING TIME AT VARIOUS SPEEDS 
Speed 4 
peed 3 
Speed 2 
Speed 1 
Time or Cut length 
Adapted from: 
Figure 5 Vidosic, p. 429. 
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GlllJort also ronltzod tlkit obtaining ml11lmum cost oporatton was 
not al,•1ays tho bost obJoctfve In all cases. Often It ls necessary to 
run at a greater speed than Vrnln to relieve a "bottle neck" situation. 
For this rcuson a speed !or n1aximum production rate criteria was 
evaluated by considering the tool cost to be negligible .. Thus the new 
equation becomes 13 
V 
max 
-
-
C 
cl -
n 
n 
where 
V max = speed for ma>~imum production rate. 
The minimum cost and maximum production rate indices of per-
formance are the basis of traditional machining economics. Other indices 
such as maximum profit haVJe been considered but are not as widely used. 
However, all of these traditional machining economics evaluations are 
bound, and very possibly rendered useless in some situations, by the 
I 
necessary assumptions which must be made to use the modeI. 14 
. 
1) The work material is homogenous. This assumption is necessary 
in order that Taylor's tool life equation is valid and normal, uniform tool 
wear occurs. A homogenous material would be one of nearly uniform ·hardness 
and micro structure throughout. Some n}qterials_,_such as the __ s_o ... called . 
----------------------------------------------------... -------------------13 DeVries~ •. 9. 
14 DeVries, p. 5. 
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throu9h-t1a1·dontn9 !.itocJ:., arc more homogeneous than others and this 
nssumptlon Is, thcrcforo, rcosonablo. liov1ovar, l.f hardness varies 
significantly tn a \•1orkplr:cc,tho result wl.11 be varying lovols of wear 
for the same amount of cutting at different points on a workplocc and 
on different v,orkpieces. Without considering slgntflcant material 
variations, a n1ln tmum cost or maximum production rate spoed is mean-
lngless on a per piece basis and, most likely, on a per lot bas ls also. 
2) The tool geometry ls pre-selected on the basis that it ls the 
. 
best geometry for which tool 11fe data exists. To evaluate traditional 
machining economics models, the constants n and C must be known. 
The constants are the result of experimental evaluation and are unique 
to a particular tool-work combination. Thus, a Taylor curve such as 
in Figure 2 ef-Af)f.)efte-be-A-exists for commonly used work and tool materials. 
However, tool wear and many other machining factors depend on tool geo-
metry. For example, increasing the side cutting edge angle on a single 
point tool increases tool life. Therefore,a change to a different tool 
geometry .alters the Taylor constants and require different tool' life data. 
If this data for the appropriate geometry is not available, then an inferior' 
geometry, for which data is available, would have to be used. 
3) The depth of cut and feed are known and constant. This matter has 
been briefly discussed in relaticn to the Taylor tool life equation. In that 
discussior.i, it was noted that neither-depth of cut or feed were included 
in the unexpanded Taylor model since speed is regarded as a more important 
17 .. , 
-
·- .... -- ·-- - -·- --- . -----· ---- ... -·· -·- -· -----
--~-- ..... ____________ _ 
----··------~- - .. 
- - .. ·---· -- . -· -- . 
varlablo. ·rho c>:cluslon or depth and food In this caso may be Justt-
{fable from lhc viewpoint of simplicity. 1'aylor •a equatf:.,: attempts 
to give an £1\1crt1go tool life tfmo for a uniform tool cutting a uni.form 
workpiece under uniform cond ltlons. Realizing the stochastic nature 
of metal cutting, the 'faylor equation merely offers a "ball park" figure 
for tool life and the accuracy would probably not improve significantly 
even if other var fables were added. 
However, when we consider the optimization of cutting conditions 
with respect to an index of performance and include only speed in the 
model, a great deal of improvement may be discarded. The exclusion of 
depth of cut from an optimization procedure can be Justified since depth 
of cut is fixed by part configuration and often is not even a true "variable". 
The importance of feed, however, is clearly shown in the equation 
given earlier for the determination of cutting time. 
t = L""1D 
m 12Vf 
To "optimize" cutting conditions by optimizing speed only and by 
setting feed rate to its limiting value (which can only be estimated. accord-
ing to such factors as tool breakage, surface finish, available horsepower, ~ 
etc.) could very certainly result in sub-optimal cutting conditions wfth · 
fEfsp-ect to the inaex·of performance. 
18 
-
' 
' ' 
The logical question at this point Is: Whot Is tho purpo:;e or 
excluding a vnrl,1blo known to be lmportnnt from the traditional 
machining econon1lcs model? The reasoning will be generally 
described here but a derivation can be found in Appendfx A2. lf 
both speed nnd feed are to be considered In the model, both vari-
ables must be included in the Taylor tool-life equation to show the 
relationship of the two to tool life. Thus the expanded form of the 
Taylor equation 
vraf = D 
To determine the optimum values of V and f the partial derivative of 
the cost equation using this new tool life relationship with respect 
to V and f is set equal to zero. At this point, a problem occurs because 
V and fare not equally related to tool life. In fact, the exponential varia-
tion of tool life with speed is generally about twice as great as that 
15 
with feed. For this reason, the two partial derivative equations 
cannot be satisfied. Therefore, since speed is the more important 
factor, speed only is optimized with feed set to as large a value as 
possible with respect to surface finish, etc. This is the only solution 
possible in the traditional machining economics case, and is certainly 
s uh-optimal. 
.. 
-~----------~----~------~-~~-----------------~-----~----------~---=-~--·-··-·-··--·~-----~-=--~~~=~==IF 15 N. Cook, Manufacturing Analysis, p. 161. - - ------- ~-~-- -
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4) Sufficient hasepower ls available to cut at the economic 
cutting condltlons. Thls assumptlon must be made regardless of 
economic mooel used. 
5) Cutting costs are identical regardless of whether the 
machine ls cutting or not cutting. 
Again, an assumption which ls essential to any machining 
economics technique. 
6) The Taylor constants n.and C are truly constant. 
This may not be a logical assumption if significant variations 
exist ln the machining process. A major source of variation, work-
piece variation, has been considered but other s·ources exist which 
could alter the constants. Tool material inconsistencies, geometry 
changes, machine and set-up variations and the random nature of the 
machining process previously discussed are all possible sources. 
Traditional machining economics requires that all assumptions 
be reasonable in order that such an analysis can be used. Certainly, 
in some cases, the assumptions are feasible. In other cases, all of 
the as_sumptions may not be feasible, but the economic·::importance of 
the operation is not considerable enough to warrant more sophisticated 
optimization analysis1and "ball park" average cutting conditions are all~ 
that can be justified. In such a case, it is hoped that as the operation 
proceeds, improved cutting conditions may be found by trial and error. 20 
Howov<1r, mt1ny oconom lcolly llnportant oparotlons oxlst which 
possess slgnfflc<t1nt machining variations or ,vhlch could benefit from 
a feed-speed optfmtzotlon analysts. To apply a traditional machlnlng 
economics model to such operations would be c1 mistake, hut up 
untll tho last sevcra l years, little ~'ork had been done to f Ind more 
suitable optimization models. For some time, manufacturing engineers 
had settled on dcterrnlnlng cutting conditions for an economically impor-
tant part in a sub-optimal, per lot manner, ignoring often substantial 
variability and the possibility of optimizing cutting conditions on a 
per piece basis. Today, research is being done to improve this ~ 
situation through the use of search technique and on-line cutting condition 
control. 
In the following sections previous work will be considered con-
cerning the optimization of cutting en nditions using on and also off-
line search methods. 
Optimization of Cutting Conditions by Use of Search Methods 
Adaptive Control 
Adaptive control, although not yet widely applied, offers gre~J 
potential-tn·-on;.;;.line improvement. Adaptive control when applied to 
metal machtning, involves c:i control ~-Y~.t~m ___ "Jn _w_bich one_ o~ __ mo.re ________________________________ 
7 
_______________ ~ 
of the process variables are measured during the cut and some input 
21 
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variable (feed and/or speed) ls adjusted to compensate for changes 
16 ln the measured process variable." The process (or lndependent) 
variables used are ln some way related to the economics of the 
machining operation and, therefore, can be regulated according 
to a search strategy to move the process towards an objective 
desirable to management. Typical process variables might be 
force, spindle deflection, torque, etc. All must be quantities which 
can be reliably detected and measured on-llne. It is clear that on-
line determination of the instantaneous value of the process variables 
is essential in A/C in order that continual improvement of the index 
of performance of a process havfing random variability occurs. A 
,. 
simple A/C system is shown in Figure 6. Note that the system 
measures the force on the cutter {process variable) and regulates 
the feed rate (input variable) to maintain cutter force at a prescribed 
level. This set level has l?een previously determined to be economic-
ally desirable. 
Often the machining situation is not nearly so well defined as in 
the previous example. In a situation with significant variations, the 
functional relationships between input and process variables and the 
index \t performance vary with time in an unpredictable way. In this 
----------------------------------------------------------------
16 
, 
-M.P. Groover and R.J. Johnsn, "Alternative Methods for Determining Optimum Machining Co.nd it ions 11 , p. 2. 
22 
1---------------··---- -·· . 
r, •·· 
A 'l'Y'PJCAJ. /\.Dl\PTl\'f~ cowrrtOl, SYSTE1·1 
WORKPIECE 
FORCE ON 
CUTTER 
AIR GAP 
ADJUST FEED TO 
MAINTAIN THE 
CUTTER FORCE 
AT THE SET VALUE 
NO AIR GAP 
ADJUST FEED TO 
TRIPLE NORMAL 
Figure 6 
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case, a search strategy ls required to determine the shlftlnc;r 
optimum Index. 
Several d lff lcultles exist to thls point ln the development of 
adaptive control: 
1) In order to accurately determine the economic cutting 
conditions based on an index of performance, process variables 
such as tool wear and life and swiace finish need to be sensed 
on-line. The instrumentation to accomplish this ts not yet avail-
able. A solution to this difficulty has been the sensing of measurable 
process variables which can be related to the important process 
variables. The relationships are experimentally determined and 
most likely induce some error. 
2) Instrumentation and controls for· A.IC· are currently too 
e-,cpe.n:s.fve and only a few applications are economically feasible . 
. ::3:) Realizing the difficulty in :measuring important process 
vatlc1ples, the selection of an index of performance is an important 
. c"onsid.eration. A large amount of data must be taken to determine 
a reasonable and rel-table index of performance and the relationships 
-
- ·-· . . - . . ··-- -··· . - -between process variables and the index .. . ··---,---,-·- .... - ·• - .....• ' - .. --· -
... 
----------~· ----
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The follov.•ing search oriented techniques used to Improve cutting 
conditions were developed by lnyong J,fam and assoctatos at Pennsylvania 
State University. The Performuncc Index Method and Production 
'! 
• Optimization Method were developed for off-line use and offer 
a viable means of incorporating machining varlablllty into aspects 
of traditional machining economics. 
"The perfor1nance index method (PIM) develops optimum machining 
conditions through the use of a measurable response to the machining 
variables or perfor1nance index. The particular ind 1 ces proposed by 
the method are unit cost, production rate, and profit rate or any 
combination of these. PIM is a computer based optimization technique 
which requires test data involving machining time, number of pieces 
produced per unit time, and the number of tool changes during the time 
considered. 
The method offered suggests that the response surface can be 
described effectively by cutting speed, feed rate, and the selected 
performance index. PIM uses a computer program to search the response 
surface and find the optimum point assuming that initial starting conditions 
- are given. The initial test points can be selected on the basis of 
machining data available or chosen by the computer program itself 
- - -- -· - - --·-·--· ··------·-·-··-~--~---·-------··- -----···-·-- .. ·--------------------··-··-·--·-······"- ------ .... - -.... -·· .. ... . ....... 
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• 
basctd on the llssumptfon thttt tho optimum should generally lie 
,vfthln tho upper half of the usbble food range and In the middle two-
fourths of the U!lablc speed range but wlthln the horsepower constraint 
of the machine. The exact endpoints of tho 0 usable 0 machtnlng para-
meter ranges ,ire somewhat arbltrorily determined but are reallstlc 
estimates of the broad area of search in which the optlmum should 
. 
lie. The computations necessary to find theoptlmum \8 lue of the 
performance index ara lengthy but easily performed by the high-speed 
digital computer. The exhaustive search is ended when two sets of 
test points yield the same result for the performance index. 
The PIM program has flexibility built in which allows the user 
to·select the various speed, feed, and horsepower constraints. In 
addition to turning operations, PIM is adaptable for milling, drilling, 
and multltool applications. In order to implement the technique, accurate 
data and in depth analysis of the particular production situation must be 
obtained. The method is quite feasible technologically and has pro-
vided reasonable estimates of the optimum in actual production cases. 
Another technique employing computer optf-mtzatiOn"~of·"machinlng ___ , ,. ·'"< ,c, ,,. ___ • -
conditions_ is the Production Optimization Mefh-od (POM)~ The advantage 
of this particular method as opposed to PIM is that more accurate opti_mi-
, 
26 
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zatlon ls obtained, more useful lnJormatlon ls produced, and 
greater flexlblllty ln the selection of optimum cutting condlttons 
ts offered. However, POM requires tool llfe, cost, ard time 
study data in addition to the necessary PIM lnformation and 
POM ls only applicable to turning operations. 
The method itself is base·d on the analysts of optimum 
machining conditions through the continuing feedback of tool 
life information from production tests into the computer program. 
By this process, general tool life information for a specific oper-
ation can be custom-made for accurate application to the particular 
production situation considered. The testing occurs during normal 
production. Through the use of multiple regression, the computer 
program selects a range of optimum machining conditions on the 
basis of some production objective (e.g. minimum cost, etc.). 
These conditions consisting of speed and feed combinations for a 
particular depth of cut are tested one by one until the change in 
each of the tool life par..ameters is smaller than some acceptable 
value. At this point, optimum machining conditions have been 
., '. . 
.. obtatne·d 'for·the' pa.rticular·production objective under consideration. 
--POM appears to provide a successful technique to "taylor 
make" the tool life equation to a particular turning setup ~nd 
operation. The concept of optimizatlon has been tested and sub-
2'7-; 
,· 
_,,-- ; 
stantlated by productton results. The dlfflculty In appltc.atlon 
Iles ln the problem of attaining accurate Input data whlch 
describes the production environment. 0 
Self Adaptive Procedure 
A third area of investigation ln the area of improving cutting 
conditions using search techniques is the concept of a self adap~ 
tive procedure. The procedure described here is the one for 
which a search technique has been developed in this research. 
It employs a search strategy which considers the stochastic 
nature of machining but does not require the elaborate instru-
mentation of A/C to make constant adjustments to instantaneous 
machining variations. The self adaptive procedure updates the 
cutting conditions at periodic intervals to improve the index of 
performance. Important process variables are not measured on-
line but are determined by a series of off-line measurements at 
different cutting conditions and replications .at the same dutttng 
conditions. Replications are required to determine a reasonable 
--
.. estimate ·of the- proces_s variable _.in light of the variability present 
in theH:machining operation~ Estimates of process variables at 
---... -------~----------------------------- .... --------------------,.-~ ... -'. 17 As written by R. Johnson for SME Paper MR74-203, pp. 5-6. ·· 
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different cuttlnc, condltlons are used to calculate an estimate of 
the l.ndex of performance at those cutting condltlons. The result-
Ing lnd,tces serve as l.nput to an optl.mum seeking search technique. 
In this way, cuttl.ng condltlons can be Improved and updated at 
intervals considering the stochastic nature of the machinlng 
operation, but not constantly measuring process vatiables and thelr 
instantaneous variations wlth costly lnstrumentatlon. 
The important process variables can be related d frectly to 
an economic index of performance such as minimum cost per 
piece. To move the machining operation towards that optimum 
requires the implementation of a search strategy. The strategy 
should be capable of evaluating the current index at some feed 
and speed and determining where to move on the response surface 
so as to approach a minimum (or maximum). Gradient search 
technique seems to be particularly applicable to this s.itttation and 
is evaluated in this research for use in a self-adaptive procedure. 
Essentially, a gradient search on the feed-speed response 
surface can be performed in the following manner: 
1) Given a starting condition,. pl~c_e test points_ar_o_und-thts--------------~·-~--------- --
- . - ----- - --- ---- ----·"·-·.-·-····- ·-:.·--··~·-"""" ··-·.;-····; ---- -·····-·"'·"- ... ·. -. 
origin at suitable distances. 
2) Determine the value of the important process variables 
at the test points. 
29 
-----·- -··-··----·-- ---···- --: 
3) Evaluate the Index of perforn,ance from the lmportant process 
variables at each of the test points. 
4) Determine the feed and spee,d g·radlent components. 
5) "Take a move of predescrlbed length ln the direction •. 
dictated by the grad lent components. 
6) Check the new origin to see if it is close enough to the 
true optimum to stop the search. If not, continue the search by 
setting up a new test point pattern. 
An example of how such a procedure might adjust feed and speed 
according to such a strategy is shown in Figure 7. 
There are several problem areas associated with the self adap-
tive approach, some of which are investigated in this research: 
I) The variability in the machining process will result in 
variation of the index of performance for identical cutting conditions. 
In order to obtain a good and reliable evaluation of the index of per-
formance at a test point set of cutting conditions, possibly several 
replications at a particular set of conditions may be required. From 
the resulting values of the index of performance···,·· an avera·ge value 
could provide a reasonable estimate of the index, However, replica-
tions require data collection time which is expe~sive. 
30 
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2) *fhe appr~)ch requires ctxtonslve mcxfel building and sfmula-
tfon as a means of tostlng nltern~tc search methods and search mech-
anics. The constructed process model v,ould then require veriflcatlon 
by uctual data taken on the shop floor. Thus, development of such 
a search-oriented, self adaptive procedure may require expensive 
computer time in addition to more costly production time. 
3) Questions arise relating to the mechanics of the self-adap-
tive search procedure. What should the starting point be? How large 
steps should the steps be? What type of search provides adequate 
restilts? What is a reasonable index of performance? Many of 
these problem areas are investigated in this research. 
4) Problems also exist in applicability. Certainly this procedure 
is applicable only to a long run machining operation of economic impor-
tance and having substantial variations in machining variables (part 
geometry, hardness, tool and machine variations, etc.). However, 
in addition, there is the difficulty arising from the use of a complex 
search scheme requiring accurate data by a possibly uneducated operator. 
Economic factors (incentives, etc:) also become important when a human 
-------- ----'---·-·----~·---,= ~----'-
' .. ·- - - ''"operator becomes part of the system. ·-- ·---"--""'-'"'"' ____ ...r.~-.:.-,,., ...•. ___ ----· --
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The Experlment 
Research Plan 
The lnvestlgatton was dtvlded lnto three distinct phases: 
Phase I - Collection of machining data and development of 
process model. 
Phase II - Development of optimum seeking procedure through 
the technique of computer simulation. 
Phase III - Machine Shop Validation and Testing 
Phase I resulted in a process model consisting of mathematical 
relationships for tool wear and surface finish. The process model was 
particularly useful in giving insight into the amount and significance of 
machining variability. Phase II involved the development of a computer 
model based on the results of Phase I. The computer model is capable 
of simulating the economic consequences of changing cutting conditimns. 
This model was expanded to include an optimum-seeking search meth:>d 
which attempted to improve a given set of cutting condittons on the 
basis of an index of performance. Phase III applied the search technique 
·-----------·-----------------to-a-e-tu-a-l~maeh-in-tng·-test-s··--so~-t·ha·t -the technique could be evaluated and 
' 
modified as required. 
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Intrcx:luctton and Discussion 
In order to develop a process model which can be used to 
report the effect of changing cutting conditions on tool wear, 
surface roughness, and ultimately, an index of performance to 
be employed in a self-adaptive optlmizatlon procedure, initial 
data concerning the relationship of speed and feed to measurable 
dependent variables must be generated. This data was obtained 
from a turning operation in which tool flank wear, crater wear, 
and work-surface roughness were measured for a variety of cutting 
conditions. By developing a model for each of the measured 
variables, the metal machining operation_ can be simulated in such 
a way that the stochastic nature inherent in the metal cutting pro-
cess can be incorporated into a process model. The results of the 
simulation study are economic information concerning production rate, 
machining cost, and defective rate. From these factors, it is possible 
to derive an index of performance which is the essential measure for 
an optimum search strategy. An index of performance is necessary to 
locate the "optimum" cutting conditions for a particular economic objec~ 
. .. - - . ' tive (minimum cost, maximum -production,· .etc·.)~ Thus; the result of the 
_study ts a self-adaptive procedure for metal machining which is not 
dependent upon the .various forms of the Taylor.tool life relationships. 
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Associated with this general experlmental procedure of 
Phase I are several possible sources of e11or. The following 
discussion will consider these errors and the steps taken to 
avoid or mlnl.mize them: 
1. In most machining process models,· the workpiece 
hardness is considered as an important variable. 
Hardness variations are common in most metals and 
can be the cause of over or understated wear conditions, 
thus injecting error into the model. This type of error 
was minimized by selecting a through hardening work 
material, 4340 steel, which offers uniform hardness 
and reduces the concern over hardness variations. 
Hardness ranged from 33.5 to 36.3 on the Rockwell 
C Scale for the specimens machined. A thorough 
listing of this range can be found·~in Table I of 
Appendix Bl. 
2. Surface rougness can be created not only by feed 
marks in the normal fashion but also, by long chips 
- - -- . .. '. ~.. . .. . - ., . "-"" "~'. , .. ,. ·~ 
curling around the holder and marring the surface. 
All attempts were made to eliminate the latter type 
of surface roughness by clearing the chips away 
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from the workpiece as they were formed. Some scalng 
of the sur'face by thls means was Inevitable, however, 
at some of the cutting conditions. 
3. "Average 0 flank wear or crater wear ts an observer-
oriented variable and surely, several observers exam-
ining the same tool or a group of tools would record 
many different measurement values of the same variable. 
This e11or was minimized by having one observer only 
. 
perform the measurements. 
4. The assumption of a pattern of wear which includes a 
break-in period followed by wear at a constant rate with 
time is used to develop models for flank wear and crater 
wear (see Figure 8). However, it is clear that for some 
cutting condition regions, tool wear does not display the 
relationship shown in Figure 8 but occurs at an accelerated 
rate suggesting additional mechanisms of wear. This 
effect of accelerated wear can also be seen to occur near 
the end __ qf ~h-~-~-~e{1Jl.~l1£e- of the tool as .w..e.ar.-in-~r.eases sub- --- -----,_ - ·-··-- - -- .- -- ·-- -
stantially. These accelerated or abnormal wear regions could 
not be considered without the development of an extremely 
36 
rJanJ~_'!Yfill! vs. Cu!Jlng Tlmo Relottonsht1> 
.. Time 
' 
Figure 8 
---·---- ---·--·. - - . _ ........... !.-----~--~ ............ ....-.--··----• .. "-----~-~,-
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complex and specific tool wear model and for this 
re;ason were disregarded. The exclusion of such a 
factor, however, could result ln some error. Attempts 
to minimize this problem were made by avoiding excessive 
cutting conditions and stating tool 11fe on a wear 
criterion well below the level at which accelerated 
wear rates might occu.r. 
5. The assumption that a pattern of wear which includes a 
break-in period followed by wear at a constant rate has 
another potential for introducing error into the model. 
In Figure 8 it is easy to state the value of the break-in 
wear by extending the line of constant wear rate back to 
the wear axis and label!Ulg the intercept as the value of 
break-in wear. In actual cases, however, one could not 
expect to measure wear with respect to time and find that 
all points recorded in the so-called constant wear rate 
region actually fell on a straight line. A straight line, 
--••••••••••••• 0 •••• -···· -·- H 
-------------~-·-···········---------- . . . . .... -·-·-- ······- ·---·--···· ·-·- .. -. ·- . ----
however, is necessary to determine the break-in wear 
di!fitulty in finding the "best" line through the points 
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recorded. An attempt to mlnlmlze thls error was made 
by using a linear least squares analysis of the wear 
level wtth respect to tlme. 
Phase I: Process Model Development 
Selection of Variables 
Work Material • One grade of steel, SA,E No. 4340 with hardness of 
Rc35 on the average, was selected for the research study. This 
material was selected due to its good hardenability resulting in 
fairly uniform hardness throughout the work material. Hardness 
variations would be undesirable since they would have to be con-
sidered in the tool wear and surface roughness models. At this time 
the measuring of instantaneous hardness is techntiogically infeasible 
and thus, a material with fairly uniform hardness was chosen to avoid 
this problem. Work diameters varied from 5 .10 inches to 4. 00 inches. 
Pertinent hardness data can be found in Table I of Appendix Bl. 
Tool;. 
The tool material used in the experiment was as follows: 
WA-6 (Tungsten Carbide) - Walmet Corporation .. ·------ - --
{Industry designation C-6) 
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The nominal composttton of the Walmet WA-6 Carbide ls: 
Tungsten Carbide - 82% 
Titanium Carbide - 8% 
Cobalt 
- 10% 
The hardness of the tool material as listed by the manufacturer ts 
Rockwell A9I. 2. The tool geometry signature of the carbide square 
insert was: -5,-5,S,5,15,15,3/64. 
Equipment and Instrumentation. 
A list of the equipment and instrumentation used in the 
experiment is given in Appendix B2. 
Dependent Variables Measured. 
The dependent variables of interest in this study were tool 
wear, both flank wear and crater wear, and surface roughness. 
Flank wear was measured after each cut in the normal manner 
with the use of the toolmaker's microscppe. The variable of interest 
was actually average flank wear which permits a certain amount of 
error to enter the measurement as discussed previously. However, 
in most cases the visual determination of an average flank wear was 
clear and the error was minimized by one person taking each measure-
ment. 
I 
Cr,1ter wear \'li1s n1ecisurc-d ofter ooch cut by viewing tho tool 
surface on on optical comparutor screen and lrttclng the crater 
area on a clcur sheet of plastic plt1ccd on the screen. Tho area 
was then transferred to a piece of paper on whlch crater wear area 
measurements could be accurately taken wlth the use of a plan!-
meter. 
Surface roughness was measured after each set of cuts at a 
particular cuttLng condLtlon tlrrough the use of a surlindlcator. The 
measurements ,vere taken parallel to the axis of the part at the begin-
ning, middle, and end of the cut with three replications at each position. 
In all nine measurements were recorded per cut (3 positions x 3 replica-
tions/position) in order to determine an average toughness over the entire 
cut. 
Design of Experiment 
The selection of appropriate cutting conditions is a significant 
fac;;tor in this study and will be considered in detail in this section • 
. 
Of great importance in the development of a machining process model 
. ·--------- " __________ .. ___________ --
is fhe ·selection of "usable" feed and speed ranges for the carbide 
-------- --------·----·-·--
- ·- -- -·-· ··--·------ .. .. . 
tooling used. In this case, "usable" refers not"only to application in 
such a way that the tool is capable of operating without immediate 
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falluro but also to usage slmllur to that which would be found In · 
industry In a wldo variety of situations. Thus, 0 usable 0 cutting 
condition r,1ngos ensure realism and usefulness of tho model. 
It was decided that a model developed on speed ranging 
from 200 to 600 sfpm and feed from • 005 to . 03 0 lpr would be 
adequate. Depth of cut ren1ained constant since depth ls generally 
specified by part geometry and thus, ls not often a variable in the 
true sense of the word. Depth of cut was established at • 075 lnches. 
The next decision, therefore, was to determine the increments 
of feed and speed to be tested and then specify the pattern of cutting. 
A plot of speed vs. feed is shown in Figure -9-. The decision was made 
to use increments of 100 sfpm of speed and . 005 ipr of feed to eliminate 
a tremendous amount of test work which was thought unnecessary. 
Thus, initially, 5 levels of speed and 6 levels of feed were selected. 
I 
The problem was further restricted as is shown in Figure 10 by 
selecting a pattern of cut.s:.; which would eliminate a significant amount . . 
. 
of testing time but would provide cutting conditions which would show 
accurate tool wear and surface--f1-nrsnu-ends. An examination of Figure 10 
reveals a noticeable absence of cutting conditions at speeds greater 
than 400 sfpm and feeds exceeding .020 ipr. This was done to avoid 
........ ·--------·------·-----
. 
. 
. 
- - -··--- --- ----. -· -- --· -
immediate· failures which were likely to occur on t.he grade of carbide 
tool selected and was intentionally done from past experience with the 
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tool grade. Poss lbly a carbide could have been selected whlch 
could perform at all levels of cutting condtt ions, but the lntentlon 
of the study was not to test carbides for longevity, but to develop 
a usable process model without spending excessive amounts of 
time cutting metal and testing. The pattern of cutting conditions 
shown was not a rigid structure of testing and plans were made 
to add other conditions and replicates should the testing and model 
development reveal that this was necessary. 
The 10 cutting conditions which were tested are shown in 
Figure Ila. The order of cutting was determined by assignlrig a 
number (0 through 9) to each cutting condition set and then matching 
these with a row of random numbers found in the Rand table of random 
numbers in the Tool Engineers Handbook. After some amount of 
experimental cutting, it was decided to increase the number of cutting 
conditions tested to 16 by adding replicates at (y = 500, f = .0147), 
(V = 400, f = .0204), (V = 300, f = .0256) and additional cuts at 
(V = 500, f = .025), (:.I= 300, f = .0102), and (V = 600, f = .0102). 
This expansion of the experimental set was created to provide replicates 
and to replace conditions--whtch-resu1ted rn immediate failureis.:_aiid ... i~hus_.,,., ... ~-·-., ~-- ,.: ... ;",;.;; 
were rendered useless, The expanded set is shown in Figure llb. 
. .. 
....... --••••• - -··- ,•.<••-.- ~ -~·-·· ·- • -· • -~ ... -,- - ~----
ORDER NO. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
. - - ..---~-· . - .. -- . - ····- . . - .. - ... - . . -
ORDER OF CUTTING 
SPEED (SFPM) 
200 
300 
600 
500 
200 
300 
400 
500 
400 
600 
Figure I la 
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FEED (IPR) 
• 0300 
• 0256 
• 0051 
• 0147 
• 0204 
• 0147 
.• ·0102 
• 0051 
• 0204 
• 0147 
EX.PANDED OR.DER OF CUTTING 
ORDER NO. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
__ -- _ -- _ --- -------_14 _____________ ·--------------------· --· -- -------- -
_____________________________________________________________________________ LS _____________________________ ---- ---- ---- ---
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Tho flrst step in tho testing procedure was to chuck and center 
the workpiece and to toke a "skin" cut to cleiln up the swface to 
ensure roundness. To eliminate immediate shock on the tool, the 
end of tho bar held in the tailstock was shaved constantly to 
provide a suitable starting place for the tool . 
. 
The procedure followed for making an experimental cut was 
to first measure the workpiece diameter. The specified surface 
speed was set with Varidyne and checked by a tachometer. Feeds 
and depths were set on the lathe, a fresh tool set in the holder, and 
the feed was then engaged. Cuts were made for one-half or one minute 
.... 
durations depending on the amount of wear expected on the tool. At 
the heavier cutting conditions (high speed, and high feed) tool wear 
was quite rapid and thus, one-half minute cutting increments provided 
a more meaningful measure of the wear changes. One minute increments 
were adequate for the lighter cutting conditions • 
After the first increment, and each successive increment~ the tool 
was removed and allowed to cool for several minutes to permit handling. 
y\'hen q?ol, the tool w~s placed in a vise and e~amined under the tool-
- _maJcer' __ s_microscp_e t.o measure flank wear. A~ average value was recorded 
-- - -· -- ---···- ·-·- - ·----~--- --~··-···:- ·-- ·'··-······---·-··· - - -
in all cases but comments·:\vere noted if an unusual wear condition 
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developed (c. g. u large \Y~ur sptko, tool crnck, catastrophic or 
temperature f;, flurc, etc.). l~ceplng the tool In the vfse, the tool 
surface \VcJS then viewed on the optfcal comparator screen to 
measure crater \Vear. On the screen was placed a plastic sheet, 
on which thn crater area v1as truced with a wax pencil. This area 
was then retraced onto onion skin paper marked accord Lngly (Speed, 
feed and time). 
Following the crater v1ear measurement, the tool was reinserted 
into the holder, making certain that the same edge would be used for 
cutting. The end of the last cut v1as marked \.Vith a wax pencil to assure 
proper surface roughness measurement when all cuts at a particular 
condition were completed. This procedure of cutting for a time increment, 
then examining the tool for wear continued until one of three conditions 
occurred: 
1·. The tool edge broke or cracked 
2. Flank wear exceeded • 040" 
3. A gradually increasing level of flank wear was obtained .. 
--- -------ever ten-m-in-ute-s--ot-cutting .-~~ --~-----------
If 'any of the stopping conditions occurred , the surface roughness for .. · ___ ·-·· ____ .... 
- - -- ___________ ...._ __ · .. -----------:------·---···--------.. ··--------------- - ·----- - -
·-····--- ···---··-·. ··-·- --··--·---- --- - . - . . . ..... . . ---- ....... ., .. -· ... ·-· ............. ·-·· .......... -~ .. . 
·· ·· · ··· ·· ·· · il.lfOfthe cuts at a particular condition on a tool edge was measured 
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uslng the &W"'flndtcator. Surface rough.ness measurements were 
taken at the start, m lddle, and end of the cut wlth three repli-
cates at each position. It was felt that such extensive measure-
ments could offer a good average of swiace roughness over the 
entire cut. When surface roughness was recorded for the entire 
set of cuts at a particular cuttlng condition, a fresh to,ol edge 
was placed ln the holder and the preceding sequence was 
repeated for the next cutting condition. 
When all experimental cutting was completed, the crater 
wear areas found on the onion skin paper were converted into 
square inches by the use of a planimeter and recorded on the 
data sheets. A sample data sheet is shown in Figure 12. Sum-
maries of flank wear, crater wear and surface roughness are 
found in Tables I to III of Appendix B3. 
Methods for Da.ta: Analysts 
The results of the experimental machining phase of the 
research study provided the information necessary to produce a 
' ) 
.. 
. 
process model based on tool wear and surface finish. The a·c-tual 
data used involved measurements of flank wear, crater wear, and 
surface finish at a cutting time for a particular speed and feed rate. 
This data is shown in Tables If through I(( of Appendix B3. 
so 
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By developing models for tool wear and surface ftnlsh, the 
economic variables, such as productlon rate, cost per piece, and 
defective rate can be determined by Monte Carlo slmulatton tech-
niques. This was accomplished by speclfylng tool life limits on 
the basis of flank wear, where • 040 inches of flank wear denotes 
the tool life. In addition, to·ol life was constrained by. ·product 
variable requirements, that is, those design spec1fications which 
result in desirable quality of the finished product. This particular 
research considered surface finish as a product variable constraint 
which, when exceeded, could denote the end of .the useful life of 
the tool or result in the levying of a penalty cost for a defective part. 
The completion of a Monte Carlo machining simulation provided 
the means needed to test the effects of speed and feed changes on an 
economics-based index of performance used to optimize the process. 
Thus, different optimization strategies could be tested on a meaningful 
basis through the development of a machining simulation incorporating 
the random variations so common to metal cutting. 
o 
A Model of the Ma.chining Process 
. 
The quantities of economic interest produced by the simulation 
are only valid if the mathematical process model repres·enting the -
metal cutting sltuatton ls accurate and dependable. The process model 
considered In this study was comprlse·d of sub-models of flan.k wear, 
crater wear, and surface ftnlsh. The sub-mcx:fels were directly derived 
from experimental data obtained in the laboratory. 
Tool Wear Sub-Models 
The tool wear sub-models, comprised initially of flank wear and 
crater wear, were developed according to the follovvi ng list of speci-
fications: 
1. The shape of the tool wear vs. time relationship is repre-
sented by the curve suggested by J. Taylor of Figure 13. 
This plot was considered representative, for the most part, 
of the wear vs. time curves generated experimentally for the 
range of cutting condttions considered. Thus, the wear sub-
models assume that a common wear mode exists at the 
relatively "moderate" conditions tested. The c-haracteristics 
of the wear relationship include a break-in period at the be-
ginning of a c~t with a __ fresh tool. The break-in is considered 
.. ···-------------'-
to be a period of rapid, accelerated wear, which is follow.ed 
. ., . . . - -- -• --- --
by a uniform wear rate approximated by a linear function. 
2. Although the tool wear process is related to cutting conditions 
and. work material, it possesses a stochastic character which 
~3 
Time 
... 
- ··---1--<'--- ---··-----
--
----------·-
·-------------
-- -- - ----
- ·--------------------· ' .. ----·· -- ·-
------ ----=----
.=,--... ------- .-e7 .• - • ..:. ... --------=--'-""··-~- ----~:-------------~------- ---
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• 
. , -· · can be simulated by the addition of a random term gene-
rated by Monte Carlo techniques. 
3. As was previously stated the machl.nlng process model 
contains a tool wear sub-model and a surface flnlsh 
sub-model. Since surface ftnlsh ls generated by the 
cutting tool being fe·d across the work su.rface, lt was 
assumed that the condition of the tool has an effect 
on the surface roughness of the part. Thus, to evaluate 
the tool status more completely, tool wear was measured 
at two locations on the tool: on the flank and on the 
surface of the insert. It was hypothesized that both 
measurements might have caus.al effects on surface finish. 
The above specifications were satisfied by: a mathematical 
model for wear, combining the break-in and uniform wear rate con.-
cepts. For flank wear, the break-in period can be described as follows: 
(1) 
where FW = flank wear axis intercept value obtained by projecting 0 -
the flank wear vs. time curve back to time zero-.- ----Units---------------~-----_ ----~---
_______ -::;_-------:·::::::.:..:.._ __ --------~-~---------------- - --·-·-·:....·::. _________ - . ------ .. ------~-----···-----··-·-· - ----- -------- ---------- -·----- --~----------- -------- ----
- - are in inches of flank wear. 
55 
o1 • function of speed V, feed f, and a random variable 
term, e1, which provides the function with Its 
stochastic characteristic. 
The unlforna flan.k wear rate ls determined by : 
(2) 
where FWR = flank wear rate in units of inches of flank wear/min. 
Q2 = functional relationship of cutting conditions and a 
random variate, e2 . 
Combining equations (I) and (2), the average flank wear at time t 
can be simulated by the following composite equation: 
• 
FW=FW + FWRxt 
0 
It must be realized that the term, PW , represents a fictitious quantity 
0 
and has no real, physical counterpart. The break-in variable is used 
to merely simplify calculation and provide.a reasonable approximation 
of the initial wear period . 
.. In an actual cutting situation where many pieces or cuts of time t 
may be performed with the same tool, equation (3)-beeomes:. --- ------ -------
n· 
PW= FW0 + 2 FWRi x t1 
i=l 
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(4) 
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Equation (4) considers the stochastic aspect of metal cutting 
described earlier by allowing for different wear rates and cutting 
times for the same tool. The subscript l ls employed to identify 
the workpiece or the cut of time length t. An Identical model 
was considered for crater wear and will not be considered separ-
ately for this reason. 
Surface Finish Sub-Model 
As mentioned earlier, it was assumed that surface ftnish was 
related in some way to flank wear and crater wear in addition to 
cutting conditions. T:he:refore, the sub-model used to simulate 
the generation of .a surfa·c·e f.inis_h· : 
where SF = surface roughness measured in average microinches 
05 = function of cutting conditions, flank wear, and 
crater wear plus a random term, e5 . 
Method of Model Development 
:(5:J. 
For all sub-models described above, a least squares computer · 
package was used to statistically evaluate the equations for the 
:))Tl 
· ..... 
dependent variables, In addition, from pa st expertence W'tth 
such models, lt was decided to use an equation ln whtch the 
independent variables were related to the dependent variables 
of interest by some power evaluated by least squares regression 
techniques. This type of model is common tn metal cutting and 
can be linearized for easy manipulation. 
The linearization is accomplished by a natural log transfor-
mation of the following equation: (Flank wear Break-in is used 
as an example) 
FW = A v11 fl 
0 (6) 
In FW O = exp (A) + B ln V + C In f (7) 
where A, B, and C are constants determined by least squares analysis 
of the linearized form. 
The process model is therefore, composed of five smaller 
s uh-mod els: 
I. Flank Wear Break-in, FW
0 
2. Flank Wear Rate, FWR 
3. Crater-Wear Break-in, CWR 
4. Crater Wear ~ate, CWR 
5. Surface Finish 
From these five smaller sub-models, the three 111ajor sub-models of the 
Ii.!\ r., 
,~.i8 
' 
-------~-~ 
process n1odcl v1cre developed, as rnontloned previously: 
J. Plo nk 'A'ear, rw 
2. Crater Wear, CW 
3. Surface f inlsh, SF 
Although flank \Vear Break-in is used as an example, all 
other sn1aller models (i.e. FWR, CW , CWR, and SF) were devel-
o 
oped by precisely the same procedure. The first operation to be 
perfor1ned on the data set was a plot of the dependent variables, 
flank wear, crater wear, and surface finish, vs. time for all 14 
cutting conditions tested. (Note: two cutting conditions created 
immediate tool failures and were, therefore, dropped from considera-
tion, see Figures 9 to 11). The plots were intended to determine whether 
or not the curve relationship proposed for tool wear (Figure 13) was pre-
valent and to see how one could expect surface finish to change with time 
and wear. For the wear curves, the hypothesis of a relationship approxi-
mated by a break-in followed by a unfform wear rate was found to be 
justified in almost every case. In most cutting samples, ·surface finish 
·The analysis proceeded by taking the average wear·· measureinents 
for each of the 14 cutting conditions and separating the average wear - -·· ·-----------
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Into breiJk-ln t1nd w,1ar rilte con,aponents. Thls \vas accomplf shed by 
pcrforn1lng ,1 least squares regression or order one on each of the 
cutting condf tlons. The coefficient of the independent variable, 
time, thus became the slope of the period of uniform wear line or 
the ,voor rate. The constant of the llnear regression was interl)rf)ted 
as the breaJ:-iri wear, since it physically represents the intercept of 
the wear rate line on the wear axis at time zero .. For nearly all cutting 
conditions, this type of analysis provided very good fits characterized 
by small standard errors of estimate, high co1Telation coefficients 
(. 90 or greater), and small and random residuals. The results of the 
analysis at this stage, therefore, were the break-in and rate components 
for both flank wear and crater wear. This stage could be entirely elimin-
ated from the surface finish analysis since the average sui:face finish does 
not have a break-in or rate component. 
The next step was to create the five small models for FW , FWR, 
0 
CW0 , CWR, ai:id surface finish, SF. The FW0 model will be considered 
here. The equation was derived by multiple least squares .regression of 
the linearized form of flank wear break,in: 
- ---~-- ----- ·---· --- -- ____ ,.,_ ___ , __ ,::, ________ ·---....... ---·--·-·------···--.;.r....=-.·-·"'"·- _______ , _ _. ______ ~,... ___ .. ____ --~.---. . .-.---.=~ .......... ~----·---....... --... ·----·-· -----·- ~ - -- - -- ---==""'--= ===-=.-··-
~n FW O = exp (A) + B ln V + C In f (8) 
The least squares computer program converted the flank wear break?'in 
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values determined In the previous stage of analysts, the speed, and 
feed rate to natural log form, thus, pennltttng a linear regress ton. 
The results of the regression were three constants, A, B, and C, 
plus a statistical analysis of the regression. Thls stage was per-
formed for flank wear rate, crater wear break-in, crater wear rate, 
and surface finish. The surface finish mooel necessarily had to be 
developed after the wear models, since surface finish was hypothesized 
to be related to tool wear. 
The final step in model development was to refine the equation 
somewhat by regressing the actual value of the dependent variable vs. 
the value predicted by the equation from the previous stage. This step 
served to tune the mcxiel by making mfnor corrections. However, in the 
final model consideration, this step was dropped since the corrections 
did not improve the model enough to warrant the addition of this further 
complication to an already complex equation. 
Results of Phase I 
The sub-models developed for flank wear and crater wear are pre-
sented in Table I and II of Append_ix B4 respectively. These models are 
each the composite form c'omprised of a break-in period and a uniform 
wear condition. The final surface roughness sub-model can be found 
in Table III of Append ix B4 • 
... 
,: 
Flank Wear 
The statistical analysts of the flank wear sub-mcxtel con-
siders the two components of flank wear, rw O and FW'R, to 
accurately provide for the stochastic nature of the machining process. 
Thus ,ln the development of the flank wear at any time t, the natural 
log of flank wear break-in is calculated and a random variate added 
which is produced from a normal distribution with mean zero and 
standard deviation equal to the standard error of est'tmate, Se, of 
the log transformed data. Then, to the: antil.og of this was added 
the antilog of the wear rate plus a generated wear rate random variate 
multiplied by the cutting time on the tool considered. 
where e1 = a random variate which can be determined as above 
FW~ = In (FW0 ) 
e2 = a random variate determined as e except for FWR 
YWR' = ln (FWR) 1 
To consider this type of analysis, the residuals from both the 
flank wear break-in and flank wear rate r,egressions must be shown to 
be normally distributed with mean zero. This was assumed to be true 
···----·------from ari· analysis of t·he residuals, thus, permitting the selection of 
random variates from a normal distribution with mean zero and stan-
dard deviation equal to the standard error of estimate of the regression 
-------
cqUt1t1on under consideration. Tho sub-model for flank wear was 
dovoJopcd for shnulatton by Monte Carlo. 
For flank wcor brnak-in, tho v,1Iuc of Se was found to bo 
. 394126 for the Jog transformed data with multiple correlation 
of .9014. For fl.ink wear rate, the value of Se was calculated 
from the log transformed data as .442034 with il multiple correl-
ation of . 8857. 
Crater Wear 
The same analysis described for flank wear was applied to 
the crater wear data with the following results: 
cwo 
CWR 
Surface Finish 
Se 
. 211677 
.443038 
R 
. 9073 
. 8172 
. -
Initially, the surface finish model was developed containing 
both flank wear and crater wear as independent variables in addition 
to feed and speed. However, a stepwise regression clearly showed 
that crater wear had little effect on the value of surface finish and was 
therefore, dropped from consideration in the finish sub-model. The sub-
model form that remained was: 
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The calculated constants D, b, c, and d are shown tn Table III 
of Appendlx 84. The standard error of estimate was used ln an 
tdentlcal manner explained previously and was found to equal 
.31928. The multiple correlation was .89322. 
Comments on the Analysis of Data 
1. Use of Multiple Correlation and Standard Error of 
Estimate - In all of the regression computations the 
correlation coefficients were relatively close to 1. 
It must, however, be kept in mind that the correlation 
coefficients were computed using the log transformed 
data. This had the obvious effect of reducing the 
range of values of the variable and accounts in part 
for the high value of the correlation coefficient cal-
culated. This complication is also true of the standard 
error of estimate. 
" In addition, a comment should be made in defense of the 
use of the log transformed standard error of estimate to 
generate a random variate for Monte Carlo simulation. 
Using flank wear break-in as an example, the flank wear 
estimate is obtained by adding a normal random vatlate 
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from a normol dJstrlbutlon of moan zero and standard 
deviation equal to tho stdndard error or estimate to the 
log r'\V. Taking on the antllog of this sum produces a 
s fmul(1 tcd value of flunk wear break- fn. This procedure 
causes the deviations in the positive dlrcction to tend 
to be gredter than the deviations ln the negative direction. 
This was olJserved to be true in the actual cutting data. 
2. In the flank wear sub-model, two cutting conditions were 
dropped from consideration and both occurred at a speed 
of 500 sfpm and a feed rate of • 0147 ipr. The data was dis-
carded due to tremendous improvement seen in the model when 
this data was removed. The discarding of these data points can 
be justified only by considering the nature of the condition. 
These data were obtained from cutting conditi9ns which were 
. ' 
more seven2than the other more moderate cuts. This suggests 
that a different mechanism of wear may have been operating. 
at the more severe conditions. It is well know that when heavy 
wear occurs on the tool, the result is a break from the uni-
form wear rate trend to a period of accelerated wear before 
failure. This period is not considered_ in.this.stud.y for -- ------------------------
two re-asons=-=~ I} The relationship is too complex and- not 
well defined; and 2) When this type of wear occurs, the 
tool is almost certainly beyond its useful l~fe. However, 
. ....,.. ... 65 
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l.f such a wear mode exists, lt ls llkely that ttils condition 
may have an Influence on heavier cutting condltlons l.n a 
more rapid and stgnlftcant manner than on moderate cutting 
conditions. (Note, that the terms heavy and moderate 
cutting conditions are with respect to the grade and type 
of tool used). Thus, this accelerated wear mode may have 
created a different wear pattern than the one assumed in 
this study in Figure 8. for the condition of speed equal to 
5 00 sf pm and a feed of . 014 7 ipr. 
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Phase II · Development of an Oetlmum- Seeklno Procedure 
Use of Process Models l.n a Computer Slmulatlon of a Turning Operation 
Once the process model had been determined, a computer 
slmulatlon of the turning operation could be developed. The purpose 
of such a slmulation was to determine the economic consequences 
of changes in cutting conditions. Thus, simu.lation would be an 
effective tool to test various optimization strategies on a meaning-
ful economic basis without actual shop metal cutting. As previously 
labelled, this simulation is a Monte Carlo simulation, since random 
variates selected from experimentally defined distributions are 
generated and used to simulate the variability in the machining 
process. 
The program itself is written in FORTRAN for the CDC 6400 
system and contains two parts: 1) Calculation of the process model. 
Fortran N was more than adequate for this simulation. Monte Carlo 
simulations such as this one do not require the filing structure 
advantages accessible to the specialized simulation languages 
such as GASP II and ·Simscript. 2) Con11>utatioll: of Economic_ Data. 
~·~----~------------------ .. ----.. 
.. -
· -- - ~ · - -~--The two sections will now be considered. 
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Calculation of the Process Model 
The basic results of thls section of the program are the 
flank wear, crater wear, and surface ftnlsh for a particular length 
of cut at a set of cutting conditions. It ls assume·d that the length 
of cut specified represents a workpiece produced. Thus, this simple 
turning is to be performe·d repetitively until the tool either exceeds 
a specified flank wear level or can no longer produce pieces within 
the surface finish specification. Should the surface finish not be 
critical to the operation, such as in roughing, the surface finish con-
, straint can be in effect eliminated and tool life will rely on the flank 
wear criterion alone. Another similar option available allows the sur-
face finish specification to be exceeded and the tool life criterion 
again is the specified flank wear level. However, for those parts 
which are not within specifications, each is designated as a defective 
part and data thus becomes available to make an economic judgement 
concerning the expense added by trying to increase the production . Q 
rate by running the tool as long as possible, until both wear and 
surface finish criterions are exceeded. 
The necessary data tor the program consists of the various .. ---·-···---- --------····,····· ---- ... -~ .......----,------- .. --,-, ....... -, ~ -
-
---·· - .. ---- ~~-~-
constants and standard errors of estimates for the::process sub-models~ 
In addition, :the workpiece length, work diameEef,, cost/piece, labor, 
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rate, tool cost, tool and workpiece change times, cutting conditions, 
number of to-ols to be considered at one cutting condition, surface 
finish specification, and the cost of exceed lng the surface flnlsh 
spec1ftcat1on must be read into the program as input. 
Once the data has entere·d the program, the flank wear, 
crater wear, and surface finish are calculated as desert.bed pre-
viously including a random variate drawn from the appropriate dis-
tribution. These calculations are made for each piece until the surface 
finish specification and the flank wear criterion are both exceeded. 
Total cutting time and the number of defective parts produced are 
·accumulated for each tool considered at a particular cutting condition. 
:·Computation of Economic Data .. 
. -- - .,. 
The economic information provided by the simulation inVolves pro-
duction rate, cost per piece, profit per piece, and tool life. All of 
these quantities are accumulated over the number of tools to be tested 
at a particular set of cutting conditions, and an average value calcu-
lated. 
-- ----- ----------------6-ost--·per----pte-c-e· t·s·-·calcrul,rtea as f o1Iows: 
-..... ··-····-- - ' ..... , ....... .__ -··-·-~- .-· . . .....;.,_;;__...;...,...__,. -,,_ ... _______ ,._ ,._ ... .....,.. "-··-------·-·- ~-· ....... -,. ' . " .. ' .. - - CPC 
Cost/pc = RL x TDW + ( RL x (TC + TDT)/NPC ) + SFC/NPC 
:·~·.:· '·-_":.: :'•· - 69 
where RL = Lab.or rate 
TDW=Work change time 
TC = Total Cuttlng time with a particular tool 
TDT = Tool change time 
NPC = Number of pieces machlned with a particular tool 
SFC = Total cost for productilg parts above surface finish specs 
Total Production Time per piece : TPC 
TPC = TDW + (TC+ TDT)/NPC 
Prodution Rate : PR 
PR= 1/TPC 
Profit per minute per piece: PROF 
PROF = (PRICE-CPC)/TPC 
These calculations are repeated for each tool tested at a 
particular cutting condition as ment-ioned, and the average quan-
tities determined. The averages are very meaningful since the in-
·ss ••·· ••• .. ••• •·•->'"•,o•••• -- . -- . -- - . ···- ----~- ----·- - ---- -~----
dividual tool results may incorporate random variables which are 
extreme but nevertheless realistic to the wide variations which 
occur in machining. :rhe average offers a reliable estimate of 
7~c 
each of the lrnportant economic quantities which can be considered 
to be potential lndl ces of performance In the search scheme to be 
described. 
Development of an Optimum-Seeking Procedure 
Once the computer simulation of the turning process was 
tested satisfactorily, the computer model was expanded to include 
an optimum-seeking search procedure. The expanded simulation 
model used the economic results of the initial process simulation 
to determine the value of the index of performance selected at the 
test cutting conditions surrounding the starting point of the search. 
A wide variety of search procedures, capable of improving cutting 
conditions by directing the simulation towards a desirable condition 
of the index of performance could be used in the optimum-seeking 
model. In considering the selection of a search strategy and the 
mechanics associated with such a procedure, it was found that 
the following areas had to be investigated concerning the develop-
ment of a self adaptive procedure to improve cutting conditions. 
' 
' .. 
1. Type of Simulation Search 
Essentially, there are two types of searches, gradient and 
non-gradient. Gradient searches include the method of steepest ascent 
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(or descent In a mlnlmtzatton obJecttve) and varlattons of thts 
method. Non-grad lent techniques Include trial and error or 
Improvement type strategies. If the varlablllty ln the index 
of performance Is not too great, gradient strategies offer maxi-
mum efficiency of movement. Thus as a start, gradient-type 
searches were investigated and tested using the computer model. 
For the machining conditions search, it was found that gradient 
techniques were highly satisfactory. 
Two types of gradient searches were tested. First, the 
method of steepest descent, was examined. Such a method uses 
the evaluation of an index of performance at each test point sur-
rounding the origin point to determine a vector quantity of the trend 
(gradient) of each independent variable. The sizes of the gradient 
components affect the length of the step while the s lgns reflect the 
direction of movement. 
Secondly, a gradient search type used by Box and Draper in 
"evolutionary operations" was considered. In this technique a step 
ts taken to one of the test points surrounding the origin. Thus, only 
the signs of the gradient components have any significance. A sample 
of both the method of steepest descent and the variation technique are 
given in Figure 14 • 
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2. Index of Performance 
The selection of cJn Index of performance has a great 
effect on the results obtained by the search strategy. The Index 
chosen should reflect the feeling of management concerning the 
particular operation for which a search for improved cutting condi-
tions has been considered. A minimum cost per piece or per cubic 
inch of metal removed is desirable for a long-running operation 
capable of reliably producing the quantity of product requlred. 
Since such a self-adaptive search as the one described in this 
research would only be applied to a long term, economically s ig-
nificant operation, minimum cost per piece (or per cubic inch) 
was selected for study in this research. Other justifications 
for the selection were that the minimization of cost is a well-
known and well-studied index in traditional machining economics 
and such a comparison between the deterministic solution Of tradi-
tional machining economics and the probabilistic solution presented 
in this study could be enlightening and informative. It should 
be noted, however, that the computer simulation model could 
be easily adapted to perform a search on the basis of maximum 
production or profit rate criteria. 
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Several important considerations concernl.ng a mlnlmu.m 
cost model must be dtscusse-d before an experlmental model 
can be teste·d. 
1. Having seen the shortcoming of the Taylor tool life 
model, how should tool life be defined in light of 
the presence of machining variability? 
As described earlier, substantial variability 
was found to exist in the machining operation exam-
ined, thereby, Justifying the use of atleast two 
replications at each cutting condition test point 
in the test pattern. Thus, it was feasible to con-
slder a flank wear criterion-based tool life and to 
t)bt~in kn0wledge of the tool life which could be 
expected at a particular set of cutting conditions 
by averaging the replicate wear values. 
-2,., In at1 evaluation of metal cutting costs in traditional 
machining economic analysis, it was seen that cost 
is based on four components:. 1) Machining Cost; 
-·-"T-·---·--·---------------·-·-------'-------------·----·-·-~--------------T··-----·--------------····---··-·-··------------- ~-•- . . .,,J. -- - ------ ·-- -~-- -'-------·-
2) Tool Cost; 3) Tool Change Cost; 4) Work Change 
Cost. However, in an optimization situation which 
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contains vartabtllty, it ts reasonable to assume and to 
expect def ectlve parts. But one would not want to 
"optimize" cutting conditions with respect to the 
four components mentioned and i:roduce a great deal 
of defective parts. For this reason, a cost for pro-
ducing a defective due to exceeding a surface finish 
specification was added to the minimum cost model. 
It was felt that such a constraint would permit the 
application of the self-adaptive procedure to both 
roughing and finishing operations. For roughing 
with no surface finish requirements, the surface 
finish penalty cost could be set at zero and the search 
for cutting corrlition constrained only by horsepower 
or chatter considerations. For finishing, a penalty 
cost related to rework or scrap cost could be assigned 
for exceeding specifications. A desirable feature of 
such a scheme is that a high scrap cost assigned to a 
part with many operations performed previously or a 
piece of expensive material, would necessarily result 
in cutting conditions which would produce very few 
76 " 
defectives. On the other hand, a relatively low cost, 
high production ltem would be ass tgned a low penalty 
cost permtttlng high removal rates and therefore, htgh 
production rates but with a more substantial number 
of defectives. 
3 . Tool Life Criterion 
In this study tool life was determined on the basis 
of the flank wear on the tool. For the computer simulation 
of the search model, a . 040" level of flank wear was 
specified as the "tool life". This amount of wear is 
often considered as a tool life cutoff point. However, 
in the machining phase of the research it was found that 
a . 040" level would require a great amount of time in order 
that the verification of the search method could be completed. 
For this reason a • 015" level of flank wear was considered 
to be the wear cutoff point for tool !if e. 
4. Surface Finish Penalty Cost 
A number of penalty costs were considered and tested. 
The effect of varying the penalty cost on the computer search 
can be seen in Figures 15 to 17, and is di'scussed at a later 
time in the results section of the study. 
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5. Test Pol.nt Pattern 
In the portion of the study concerning the des ... 
criptlon of the experiment, 3 test point patterns were 
presented for evaluation: 1) Face-Centered; 2) Four 
Point; 3) L Pattern. These are shown in Figure 18 with 
the meaning of the term "test p·oint distance" defined 
for each pattern. The selection of a pattern is a signi-
ficant matter and should be a compromise between two 
few points which decreases the time to evaluate the 
index at each step and to collect appropriate data 
but sacrifices accuracy, and too many points which 
has accuracy but at the expense of too long an evalua-
tion and collection time. Figure 19 contrasts the three 
:test point patterns by showing three simulated searches 
under identical conditions except for test pattern used. 
6 • Number of Repetitions at Each Test Point 
The determination of the number of repetitions to 
• 
be taken at each set of cutting conditions in the test ·-, 
----------... -------·--·------- .,_.__. __ . __ .,.._~_ ...... _,......., ...... 
· pattern is significant since the decision will again reflect 
the compromise described in selecting the number and 
arrangement of points in the test pattern. As mentioned 
8~ 
= ,' 
• 
' 
f 
f 
f 
Test point p tern 
distance 
• • 
• • 
V 
FIVE POINT 
• • 
• 
• • 
' 
V 
THREE POINT (L) 
• 
• • 
V 
- Figure 18 
82 
Test ppint pattern 
distance 
Test point pattern 
distance 
() ' 
.. 
f 
I f 
f 
·-· 
Five Pojnt 
.025 
.020 
.015 
.010 
150 200 250 300 350 400 450 500 
V (sfpm) 
Four Point 
.025 
.020 
. 015 
.010 
150 200 250 300 350 400 450 50 
.025 
.020 
.015 
.010 
150 200 250 
V (sfpm) 
Three Point (L) 
Step shrinkage occurs 
300 3io ci~gm) 450 
Figure 19 
83 
prematurely -~ · 
500 
earlier, repetltlon of each set of cutting conditions 
ls necessary due to the varlabtllty ln the machining 
operation. In thts research, the level of flank wear 
(and ultimately, tool life) and surface finish were 
measured for several tools operating at the same 
cutting conditions. Therefore, an average of these 
values, should provide a good measure of the value 
of the process variable which is used to evaluate 
the index of performance. Figure 2 0 shows the 
effect of different number of replications per test 
pattern point on the computer simulation search. 
One to eight repetitions were considered in the 
simulation phase of the study. 
7. Variation 
The computer simulation model is accurate 
only if the appropriate variability is included in the 
flank wear and surface finish models. However, it 
should be determined whether the model results differ 
substantially with or without variability included. If 
there is no substantial difference, then the number of 
84 
<\ 
.028 
.026 
.024 
; 
.022 
t'%j 
I-'· 
\..0 
.020 C 
(X) H 
(fl ct) Feed 
.·"' (ipr) 0 
.016 
.014 
.012 
· .010 
! 
: 
t 
i 
i ; 
! 
\ 
\ 
i 
\ 
! 
\ 
i 
i 
i 
l 
I 
; 
: 
i 
I 
i 
! 
t 
i 
! 
\ 
. , -
- • 
----.. 
• 
Four Replicates/point 
Eight Replicates/point 
. , 
-~, 
• 
"' 
··-----~ • 
-
, 
.. 
• 
• 
CONDITIONS: 
Method of Steepest Descent SF Penalty cost = $.25/def. Four point test pattern 
250 270 290 310 330 350 370 390 410 430 450 470 
Speed (sfpm) 
, 
f: 
II 
/ 
·, 
1i 
·I 
n 
~ ~ 
·~ 
> 
::c 
M 
tn 
0 
! 
- J 
.. 
0 
I ""J 
Il ~ 
" il 0 
,;,;· C 
:0 
> z 
C 
~ 
M 
0 
~ 
=1 
,al 
t'IJ 
"':J 
t"' 
M g 
--3 
t"J 
(I) 
'O 
tlJ 
~ 
ta) 
t'IJ 
~ ~ 
'O 
0 
.... 
?j 
replications question would no longer be germane. 
A comparison of searches wtth and without varla-
btlfty included ts shown tn Figure 21. All other 
conditions are identical. 
8. Starting Point 
Although any starting point for the search 
should lead to the same "optimum" catting conditions 
for minimum cost, the starting point does affect the 
time to reach these improved cutting conditions. In 
applying a self-adaptive search procedure as suggested 
in this research, the most likely starting conditions 
would be those specified in various machining hand-
books. For this reason, Volume 3 of The Metals 
Handbook was used to provide starting conditions 
for the particular tool-work combination used in the 
study. 
9. Step Size and Test Point Pattern Distance 
The size of the step taken determines in part the 
time required to reach the optimal condition area. A 
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variable step size scheme is particularly deslrable 
since tt allows larger steps at cutting conditions 
a substantial distance from the optimum set and 
smaller steps as the machining conditions approach 
the optimal area. Step s lze also reflects test pattern 
point distance since the greatest step which can be 
taken results ln a move to the perimeter of the pattern. 
Therefore, by decreasing the point separation, the 
step size is also decreased in the same proportion. 
Although several variable step size schemes 
were considered, the most successful one applied the 
following strategy. If the signs of the gradient com-
ponents in both the speed and feed directions change 
two times successively, the test point separation and 
the step si?e were reduced by one half. This was done 
in an attempt to fine tune the search when the area on 
the speed-feed response surface was found in which 
the optimum probablytlies. Thus, a more intensive 
search was performed in the optimum area. Figure 22 
shows a simulation search using the strategy described. 
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10. Stopping Criteria 
A charactertsttc of any search technique ts the 
inability of the method to proceed to the optimum point 
and stop there. Most methods prevent constant over-
stepping of the optimum by developing stopping criter-
ia. A common criterion ts as follows: If improvement 
of the index of performance is less than some pre-
scribed level for a certain number of steps, then the 
search should be ended. A similar criterion is that 
if the signs of the gradient components in the feed 
and speed direction change successively a certain 
number of times, then this should indicate persistent 
overstepping of the optimum and the search should be 
ended. Figure 23 demonstrates this overstepping which 
should lead to the end of the search. 
It is clear that time would not permit all of the 10 areas to be thor-
oughly investigated. In some areas, decisions were made to liinit 
the amount of time and money spent in computer simulation. Thus, 
the results presented do not attempt to relate the best way to develop 
a self-adaptive procedure based on search technique, for this matter 
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ever, the results do present a V."uY In \Vhlch a self-adaptive 
procedure con be developed and shed light on the problem areas 
which mtH;t bo adequately ansv,ered. 
Results 
-
For reasons described in previous sections, the investi-
gation to determine a suitable senrch technique for a self-
adaptive procedure has been limited to two types of gradient 
searches having minimum cost per piece (per cubic inch) as 
the machining index of performance. A tool life criterion has 
also been established as .. 04 O" flank wear for the computer 
simulation phase. 
Method of Search 
' .In comparing the two gradient strategies, it was found that the 
meth.od of ste~pest descent was more efficient in a-11 simulated searches 
observed. Efficiency is assessed quantitively by the number of steps to the · 
------·- - - - - - ---·---·--- --- - - ----- ----------···-. --··-
~ ------- --- ---- -- - -·· -···-
- -... -· - - - -.- - - - -· - - . . . ... - . . -
stopping criterion and qualitatively by _the directness of the stepped 
- ---- -··- '---····· ·- ... --·· -------- --- ·------- ---· ---·-- -- ------ ___________ __.._______ . - ---·- ---
route to ~he optimum cutting conditions~ the improved efficiency of 
the method of steepest descent should be expected sin<:e the method 
moves in the direction· prescribed by the gradient components •. On the 
92 ' . 
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other hnnd, the variation methcx:t can only move to one of the points 
In the test pattern and ts, therfore, constrained In dlrectlon and 
length of movement. To illustrate this result, Figures 24 through 
25 are provided to show •ome canparlson1 of the two methods. 
Test Point Pattern 
Among the three patterns tested, the face centered and four 
point patterns consistently offerred improved efficiency over the 
L pattern. This could be explained by the fact that the L pattern 
only has three points from which to estimate the gradient compon-
ents. The L thus, suffers from inaccuracy which is substantial 
enough to mislead the search strategy and eliminate it from further 
consideration. Figure 26 clearly shows the problem in a comparison 
of the three test patterns. 
Figure 2 7 also shows the similarity of the paths determined by 
use of the face centered {5 point) and the four point patterns. This 
was typical of nearly all attempts made to contrast these two patterns. 
Since no substantial gain could be seen from using the five point scheme 
the four point pattern is recommended since it is capable of nearly 
. . "" . ' . '. . ' ' . I . '" ' ~ • . ' ' 
' '• • .,, l•c· ,. II; ,,~ ·t.··• ,o • '''•I•,·,·:',·'•',,.· •.•. ,., • •• ' ,,·,,, 
... . ., . ,, .. ·, . ' ' . ' ·, ~ . .... '. . .. .. .. . .. 
identical results but with fewer test points. Fewer test pdints imply 
a shorter and less costly search. 
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Number of Repetltlons at Each Test Point 
Thls matter was given attention ln both the computer slmu-
latton phase and the machining vertflcatlon phase. As mentioned 
earlier, from one to eight repetitions were considered ln the com-
puter simulation phase. Figure 28 clearly shows that more than one 
replication is necessary with the variation present. In all cases 
tested, a search based on the single evaluation of the index of 
performance at each test point resulted in lneff icient circular paths 
which often could not reach the optimum area. On the other hand, 
it was found that five through eight replications did not substantially 
improve on the results provided by four repetitions per set of cutting 
conditions. Therefore, the suggested number of replications observed 
in the computer simulation phase was two to four. 
Step Considerations and Stopping Criteria 
In the computer simulation phase it was decided to use steps 
of such a length that a move was always taken to the perimeter of 
the test pattern. There is no point in moving a smaller distance 
than this and a larger distance was considered unjustified .since the 
new origin would lie outside of the area tested. Once the search 
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appr<kichcd tho aroa, In \•1htch the optlrnum cutting conditions 
could bo found, It is do:,;lri\}Jle to decrease tho test point 
sopriratlon <ind step sl1.c to soarch the optln1um area more 
Intensively. MJny mcthodr. cc1pable of sensing-ihe optimum 
area exist but l\VO \Vere tested: 
1. If the signs of the gradient components change 
on two successive steps, then decrease the test 
. 
point separation and step size by one half·. 
2. If a certain per cent improvement in the index 
of performance is not attained on two successive 
steps, then reduce the test point separation and step 
size by one half. · 
It was found that the first method suggested was very reliable in sensing. 
the area of the optimum. Good results were obtained using this technique. 
The second method was unacceptable and could not be relied upon. Many 
times the optimum area was sensed prematurely resulting in the decreasing 
of step size at an inappropriate time. An example contrasting the two 
means and demonstrating the problem encountered with the use of the 
second technique is found in Figure 29. 
The stopping criteria which was most successful in the computer 
·--....... ··-·--·----------
' . 
simulation pl1ase was that the search would end if both gradient components 
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changed l.n sign on four successive steps once the step size had 
bean decreased by one half. The optlmu.m cutting condltlons would 
then be speclfled as those which resulted ln the smallest cost per 
piece of the two sets of cutting conditions evaluated at the origin. 
and the endpoint of the final step. 
Surface Finish Penalty Cost 
The assign.ment of a dollar value representing the penalty 
cost incurred for exceeding the surface finish specification is 
unique to the type of operation performed. This cost would vary 
depending on whether the piece could be reworked or not, the 
rework cost, the value of the material, and the cost of previous 
machining or working time. Several penalty costs ranging from 
$ .25 to $10. 00 per flefective were considered and tested. The 
search model reacted as expected in that higher penalty costs 
resulted in more conservative optimal cutting conditions. Figure 
a·a reveals identical'-·' s·ea.rches with the exception of penalty cost 
incurred. The search was found to be most successful as far as 
determining minimum cost cutting conditions for low penalty cost 
values (i.e. $.25 to $1.00/defective.) __ 
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Comments on the Results of Phase II 
The computer simulation of the a ppllcatlon of an optimum 
seeking procedure to machlritng cond ttlon Improvement allowed 
substantial study of the self-adaptive approach to be performed 
without expensive machine shop data collection and testing. On 
the basis of results found in the simulation phase, many of the 
broad indeflnlte areas of study mentioned earlier were narrowed 
to smaller, more manageable research areas. Although the computer 
simulation of the study was useful, it was necessary to test the 
optimum-seeking procedure under actual machining conditions. 
For this reason, Phase III of the research used the search stragegy 
developed in Phase II, and refined the procedure as dictated by 
laboratory machining results. 
Phase III: .. Mnchtne Shop Valtdntton 
The gradient search technique described In Phase II was 
applied to an actual machining set-up In the final phase of the 
research. The purpose of the metal cutting was to determine If 
the results of the computer simulation could be accurately and 
feasibly applied to an actual production situation .. As in Phase I, 
machining was performed in the Manufacturing Processes Laboratory. 
The experimental procedure, tooling, and work material were 
id~ntical to that described in the section of the thesis concern-
ing Phase I. For this reason, the machining details need not be 
related again at this point. 
The machine shop validation phase consisted of several opti-
mum-seeking searches performed in the following manner: 
1) Starting conditions were selected from Volume 3 of the 
Metals Handbook and were based on the work material end 
its hardness and the depth of cut required. As in Phase I, 
a • 075 inch depth of cut was maintained. The cutting 
conditions recommended for S.A.E. 4340 with a hardness 
of 30 to 35.Rc and a depth of cut of .075 inch were: 
V = 300 sfpm; f = . 0152 ipr. 
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2) A pattern o! lest points surround Ing the starting point were 
established and the corresponding cutting condltlons of 
the points \vere recorded on a data sheet. A sa mplo of 
the sheet can be found fn /\ppend Ix C. The four point 
pattern was chosen for the mach1ne shop validation phase 
due ot Its satisfactory performance ln the computer slmula-
tfori. 
3) The pattern of cutting conditions was tested by machining 
at each test point S':JCCeS$ively until the tool life criterion 
was exceeded. In Phase III tool life was based on a flank 
wear level of . 010 or • 015 inches. The degree of flank wear 
describing tool life was decreased substantially in the 
machining phase from the . 040 inch level previously con-
sidered in order to decrease the amount of machining time. 
During cutting at each of the four test points, flank wear 
and surface finish were measured at two minute intervals. 
4) Machining was repeated for the same test pattern in order 
to obtain replicates. Thus, Step 3 was repeated as many 
-------------------· -,-·--·--------··- -------··-----·-
times as n-ee·de£L. __ 
·----·----- . . -
r 
5) Given the tool life and surface finish data from the replications, 
\ 
the average value of the index of performance was calculated 
105-
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tor each of the cutting conditions In the test pattern. Then. 
the gradient components for feed and speed were determined 
and the ap(X'bprlate step taken. The method of steepest 
descent was used to direct the steps of the search. 
Step size was as described in Phase II· A computer 
program was written to take the cutting data concerning 
tool life and surface finish as input and produce the appro-
priate step as output. 
6) The entire process (Steps 2 through 5) was repeated until 
some stopping criteria were reached. 
IndeK of Performance Considerations 
In the machine shop validation phase the method of steepest 
desGent with minimum cost objective was used exclusively as the 
search strategy. However, even though cost per cubic inch of material 
removed was the ineex of performance in all cases, four different means 
of determining this cost were investigated. Thus, it is actually appro-
priate to say that four different indices of performance were tested. 
No. I) The tool life criterion was established as .015 inch 
of flank wear. No penalty was incurred for exceeding 
surface finish specifications. 
No. 2) The tool llf e criterion was ostabl tshed as • 010 Inch 
of flo nk v1edr. No penal iY cost was Incurred for 
e>:ceedlng surfuce finish speclflcattons. 
No. 3) The tool llfc criterion was established as . 015 inch 
of flank wear. A standard surface finish penalty 
cost was determined for exceeding the surface finish 
specification during any one minute interval prior to 
the end of life of the tool. 
No. 4) The tool life criterion was established as . 015 inch 
of flank wear. A surface finish penalty cost was deter-
mined on the basis of the extent by which the specifica-
tion during any one minute interval was exceeded. Thus, 
a surface roughness substantially greater than the speci-
I 
: fication .would result in a higher penalty ·cost than a finish 
only a few microinches above the specification. 
Several different indices of performance were considered to find 
an index which would respond suitably to the real economic effects of 
changing cutting conditions without the need for excessive replications. 
In addition, the amount of variation -in the· results _caused-h¥ the selection 
- -~ .. __ .. ,,_.,._._._ .. ___ ., 
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of an lndex of performance was a reason for lnvestlgatlng a variety 
of lnd tees. 
The first two ind tees descrlbed both involve a tool life cost 
based on flank wear. Both have simplicity of usage as an advantage 
but the use of such indices may not be feasible in finishing operations. 
Thus, the scope of application may be limited unl·ess some means of 
considering surface finish constraints is included. The use of an 
upper bound on the feedrTate could overcome the problem of applica-
bility in many cases. 
The third and fourth indices offer another means of overcoming 
· the surface finish constraint difficulty. Both indices involve a surface 
'-finish penalty cost which is incurred when the surface finish specifica-
tion is exceeded. The ·th-ird index m·entioned charg·e.s a uniform amount 
regardless of how ·badly ·the specification is exceeded. Such a charge 
ls probably realistic since rework charges would be nearly the same 
regardless of the extent of excess ~ithin reasonable limits). However, 
such an index can often mislead the search. If a defective part, ·~which 
- - --- -- ------ --
. . ---1 s one microinch above the surface finish specification, is made at a 
.. -·. -·· ... _,. -----.~- . 
-----_. ---~--.. -:-:-:--·----·· ·----
-··-'-"---· -_ patfic1:,1Iar test set of ·cutting condition·s·; .. -the· penalty cost is add~ te- -------=,~~ 
the total machining cost. ~:t.ft\~~~e-~~~~-__._,~riWM'I~~, \_ . 
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may bo very close to the optlrnum set or condJtlons, but the nc\v step : 
taken will in all prob,1bllity be drcistlcally away from tho point at which 
the defective occurred. Thus, !t can be seen that the thlrd Index with 
a uniform penalty cc,st cun over-react to cutting conditions whlch result 
in pieces onl}' slightly above specifications. 
The fourth index offers a variable penalty cost dependent upon 
the degree that the surface finish specification was exceeded. This 
index may not be as realistic, but should react in a reasonable manner 
when the specification is exceeded. 
Number of Replications 
The computer simulation phase recommended that two to four 
I 
replications be made at e.ach test point. The machining phase initially 
considered up to four replications as suggested. 
Step Size and Strategy Considerations 
As in the computer simulation, a test point pattern distance of 
30 sfpm and .0030 ipr was tested. In addition, a search was considered 
with a point separation of 50 sfpin ~fnd:-o:OSO ipr-.- Ste-ps--of unifornr-tengrn:-~-~---
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were taken to the perimeter of the test pattern. The strategy by 
which the step size was decreased by one l1alf when the signs 
of both gradient components changed twice successively was exa-
mlned. Such sign changes generally imply that the search is over-
stepping the optimum and smaller steps should be considered. 
Stopping Criteria 
A procedure similar to that used in Phase II was considered to 
end the search at cutting conditions as close to the minmum cost 
conditions as possible. Essentially, tf the signs. ·of both gradient 
components changed four times successively i 't.he· searc.h was con-
eluded. 
Other Considerations 
Due to the success of the method of s·teepes.t:. descent in the 
computer simulation, other search strategies were not examined in 
the machine shop validation phase. The same comment can be made 
concerning the use of the four point test pattern exclusively in the 
· · · ··-- --final stage of the research. - Surface finish-penalty costs were 
aJit,ttratily assigned ini the actual machining phase due to the depen-
' dence of such costs on material, previeus operations on the piece, 
l&bot rates, overhead, etc. 
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Two complete searches were performed. The first search 
was defined by the following characterlstlcs: 
1) Method of steepest descent 
2) Minimum cost objective 
3) Four indices of performance. However, Index No. 1 
guided the search. 
4) Test point pattern distance of 30 sfpm and . 003 ipr 
5) Four replications per test point 
6) Step size decrease according to sign switching strategy. 
7) Stopping criterion according to s lgn switching strategy. 
The second search examined the effect of increasing test point pattern 
distance to 50 sfpm and .0050 ipr&for a search with characteristics found 
to be suitable in the first search. The characteristics will be described 
•• 
in the result section. 
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Results 
Figures 31 and 32 graphically show the results of the ftrst 
and seconci searches attempted. Tables II and III of Append1x C 
present the graphical results of Figures 31 and 32 in Tabular form. 
The results shown can best be described by considering the areas 
investigated in each search and the conclusions reached from these 
results. 
Search I (Figure 31) 
Index of Performance 
Figure 31 shows the operation of the method of steepest descent 
,;strategy using an index of performance (No. 1) based on a tool life 
criterion of • 015 inch flank wear and no surface finish penalty cost. 
This index of performance was found to be superior to the :three other 
ind·1ces in -sever·a1 ·wa_ys. 
l 
1) Figure 33 shows the first step as recommended by the method 
of steepest descent based on each of the four ind tees. One 
would expect that the handbook starting conditions would b_e __ .. ------,---, 
close to ·the "optimum" speed. This result was seen to be 
.true throughout the computer simulation as the search strategy 
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repeatedly n1ovc.d the process from tho recommended 
conditions to hlohcr feeds and slightly slower speeds. 
ror tho cases \\'here therP. wcis no surface finish penalty 
cost, the search conUnued to lncrcose feed and decrease 
speed slightly. If a surface finish cost was levied, the 
search strategy roached a constraint as feed v.·us Increased 
and eventually, oscillated around a point close to the 
minin1um cost conditions. Hove ver, regardless of the 
presence or absence of a surface finish penalty cost, the 
first few steps of the simulated searches were invariably 
found to increase feed and hold speed at nearly the same level. 
Figure 33 shows that only for index of performance 
number one was the appropriate step made. The other indices 
of performance result in searches which are not as efficient. 
The explanation for the poor performance of the surface finish 
penalty cost indices (No. 3 and 4) may be that the surface 
finish variability was great enough to prohibit efficient 
operation of the search. 
The variability of the surface finish data in the machine 
-
simulation phase. This can be seen through a comparison of 
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surface {lnlsh data taken at a set of cuttlng conditions 
ln Phase I 'A'lth surface finish data for slmllar cuttlng 
conditions ln Ph,1se III. For example, in Phase I cutting 
was done at 300 sfpm and • 0147 lpr. In Phase III cutting 
data exists for 300 sfpm and . 0152 lpr. These two data 
sets .and others con be compared to examine the varia-
bility present in each case. Figure 34 presents the two 
data sets. 
Phase V f ~ SF 1 2 3 4 
I 300 .0147 90 93 100 99 
I 
III 300 .01'52 155 140 135 ·135 
Figure 34 
.,. 
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140 
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Clearly, for similar conditions a wider range of va.rlablllty 
exists in the Phase III surface finish data, and this ls found 
to be the case when other data sets are compare·d. If more 
variability was indeed present during the machine shop 
validation phase, more replications may be required than 
the number of replications suggested by the computer simu-
lation. {The simulation was based on Phase I data and an 
index of performance including surface finish penalty cost 
·was found to perform well in the simulation with two to 
·four -replications). This logic leads to the second reason 
that :an index of performance without a penalty cost was 
:found to be superior to an index which included such a cost:. 
Due to the wider degree of variability in surface finish data 
in Phase III, more replications would be required to permit 
a surface finish penalw cost index to be used with reasonable 
efficiency~ Replications, however, are costly and time 
consuming. The index with a tool1 life criterion of . 015 inch 
I 
of flank wear and no penalty cost has a substantial advantage · 
in that an efficient search was obtained with only two repli-
~ . 
cations. When the tool life criterion was decreased to .JOI O 
l:la::., 
.. ... 
" . 
tnch of flank wear, atl<:.ilst four replications wore 
required to produce a son1cwhat cfflctent search. 
For thesa reasons, the Index of performa nee v,lth a tool l lf e 
criterion of .015 inch of flank wear and no surface finlsh penalty 
cost \VdS selected as the best of the 1nd1-ccs tested. For applica-
tion ln a finishing opcrution ,vith a surface flnish spcc1f1cat1on, 
such an index would have to be optimized within a certain feed range 
to prevent the search strategy from moving the operation to an exces-
sive feed rate. Without such a constraint the search would continue 
to increase feed rate. Figure 31 shows the result of an unconstrained 
search. 
Number of ·Replications 
I 
Figure 31 shows the results of a search in which two replicates 
were collected for each test point. The efficiency of the search suggests 
that 2 replicates are sufficient for a method of steepest descent strategy 
based on the index of performance selected. (No. I). 
Step Size and. Strategy Considerations 
·---··-·--·------------------------·-rri-·s-earclil, a test p·oint pattern distance of 3 0 sfpm and • 0030 
ipr was used and was found to be satisfactory. However, a larger. 
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step size resulting from an increased test point separation may 
have avoided the dtfftculty seen In steps 4 through 6 of the search 
shown tn figure 31. Apparently, the machining variability was 
quite extensive at point 4 causing a step in the wrong direction 
to be taken. The problem was a local one and the search quickly 
proceeded on a more appropriate course. A larger step may have 
been able to move past this problem area. 
In addition,3 larger test point separation and step size could 
help overcome a second difficulty encountered when feeds of only 
. 0030 separation needed to be set on the machine. Often the steps 
between feed settings on the machine were not suitably matched 
with the feeds required by the search. This problem was generally 
solved by slightly changing the required feeds to coincide with machine 
settings. However, it was found that the strategy employed to shrink 
the step size and test pattern when-:the search approached the optimum 
could not be feasibly implemented on the qiachine available. The 
smaller test point distance of . 0015 resulting from shrinking the pattern 
generally could not be maintained on the feed settings of the lathe. 
120 
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Stopping Crttert~ 
Since a minimum cost search wtth no proouct requlrement 
constra tnts incaporated into the Index of performance will result 
in constantly Increasing feed rates, the search did not reach an 
area of oscillation. Thus, a stopping strategy similar to that tn 
the computer simulation ts not of much use. A stopping strategy 
could be developed, 1f feed rate could be bounded to a range within 
machine capabilities and resulting in acceptable product. The range 
would depend mainly on surface finish requirements. 
Search II (Figure 32) 
The second se~rch was undertaken in order to determine the 
effect of increasing test point pattern distance and step size. If 
successful, a larger test pattern would result in fewer steps to 
the optimum area and could possibly avoid the problem area between 
steps 4 and 6 on Search I. In addition, a larger test point distance 
might permit the use of the strategy of decreasing step size near the 
optimum. This strategy has been described in the computer simula-
tion phase. 
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In Search II, the method of steepest descent was used 
with the objective of mintmlzlng cost. Cost was evaluated by 
an tndex of performance which was based on a tool life criterion 
of .015 inch of flank wear and no surface finish penalty cost. The 
test point distance was 50 sfpm in the speed dlrectlon and . 0050 
tpr in the feed direction. Two replications were taken at each point. 
Figure 32 shows the effect of increasing test point distance 
and step size. The search proceeded in the same direction as 
Search I and avoided much of the problem encountered in steps 4 
through 6 of the first search. From the data taken in Phase III the 
second search using a point separation of 50 sfpm and . 0050 ipr is 
much more efficient. 
A difficulty in using a larger point spread is that the optimum 
when approached could be greatly overstepped. This cannot be deter-
mined by the searches performed in this stage of the research because 
of the nature of the index of performance used. As mentioned,a search 
based on an index without a penalty cost or other constraint will not 
oscillate around an area but continue to increase feed in search of 
the optimum. However, the matter can be examined in the computer 
simulation. Adequate testing at. different starting points could reveal 
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which point sepa.ratton results in a more efficient search but 
this question would have to be resolved for many machining 
examples before a conclusion ls reached. From the results of 
the first and second search, it can be said that both separatioos 
tested offer satisfactory results with a spread of 5 0 sfpm and . 0050 
ipr having an advantage in efficiency for this particular case. 
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Cone 1 us tons 
1. A self-adaptlve procedure based on the method of steepest 
descent search technique was found to be capable of deter-
mining cutting conditions which were economically superior 
to condlttons recommended in Machinabillty Handbooks. 
Proper application of such a procedure would be in a long-
running operation of economic significance and of a reasonable 
cutting time durati&n. 
2. The method of steepest descent using an index of performance 
of minimum cost per piece or per cubic inch of matettal removed 
performs a satisfactory search when a 4 point test point pattern 
was used. A point separation of 30 sfpm and . 003 ipr or 50 sfpm 
and . 005 lpr is adequate for the searches in turning operations. 
,. 3. Replications at the test points are required due to substantial 
machining variation. Two repetitions were found to provide 
reliable search information for the machining. performed,. in the 
laboratory. For actual production, the search may require two 
to four replications if variability is more pronounced . 
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4. The starting point cutting conditions were observed to have 
little effect on the final results of the search. 
S. To prevent persistent overstepping of the optimum, some 
means must be built into the search to decrease step size 
as the optimum is approached and to stop the search when 
continued operation would not provide reasonable improvement. 
The techniques described to perform those functions were very 
satisfactory-in the computer simulation but difficult to apply 
in actual machining situations. 
6:. The computer simulation search offered a good means of 
testing various stategies. The machining verification phase 
showed that such a search method as developed in the computer · 
slmulation mod.e_l, was feasible and practical. The· computer 
simulation found that the use of an index of performance -tncor-
porating a surface finish penalty cost proe:iuced good results. 
Difficulty was found in applying the same index to a machining 
.. 
situation possibly due to wider variability found in the machine .. -----·~---·-----,--·-c··----------- -·-
shop case. 
.. 
125 
... 
..-..... 
' ., 
.,, 
From the result:; of the three phases of the research, ft can 
be seen that a self-aduptive procedure based on optlmum-secklng 
search technioue can be valuable in Improving handbook recom-• < 
mended cutting conditions for a particular operation. Improvement 
of euttlng conditions has dlrect and favorable economlc consequences 
which are often overlooked. The lmplcmentatlon of a self-adaptive 
procedure "A'Ould be somewhat costly but much less expensive than 
modern adaptive control equipment. As with adaptive control, self-
adaptive tccl1niques are not applicable to all operations but can be 
successfully used in cases of long cutting duration and of substantial 
economic i1nportance. The cost of implementation would be mainly 
in data collection and analysis. 
This research doe·s not intend to offer the best search strategy 
to improve cutting conditions. -It is questionable whether a best 
strategy exists for all machining situations. However, the study demon-
strates that such a strategy can substantially improve the economics and 
productivity of metal macl1ining. Future work should concentrate on the 
applications of a search strategy to real machining situations. The mech-
-- .. -· ...... -- ·- -·--·- ..... ·--. - -·· 
-----·-- ___ ,. __ . -- ---· --- --·-· - --- - ---
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dl.fferent management objectives and widely varylng shop cond ttlons, 
but 1t 1s believed that a self-adaptive strategy can be successfully 
applied to production environments • 
.. 
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APPI:NDIX Al 
Derivation of Equation for M lnlmum. Cost Cutting. Speed 
The baste model for cost per ptece ls 
C = C t + u om 
t 
m 
T 
The machining time is 
t = L m _f _N_ c: Lf(' D 
I2fV 
Assuming Tayler t(X)l life equation is valid, the substitution 
can be made 
L 1r D 
+ 12fV C =C Lt(D 
u O 12 fV ~ (Cote + Ct) + Coth 
For simplification let: 
A= Lr[ D 
12tv 
The model is therfore 
l/n-1 AV 
1/n 
C 
Taking the derivative with respect to speed and equating the 
derivative to zero permits the minimum point to be determined. 
dC·· 
u 
dV 
-2 
-C0 AV . + = min 
l/n-2 
(1/n-l)AV min 
cl/n 
( C0 t0 + Ct) = o 
' ' 
, .. ·,,~ g,· 
Dlvldlng through by Ax C0 and rearranging 
V -2 o yl/n-2 (I/n-1) (Cote + Ct) 
min cl/n 
2 Multiplying both sides by Vmin 
1/n 
1 = Vmtn (l/n-1) 
cl/n 
S i Vl/n 1 Id eparat ng min y e s 
1/n 
V 
min 
-
-
cl/n 
1/n - I 
.Ra.tslng-· o.Ot'h sides to the n power 
C ( t- - r} ( c0 t~ + ct ) 
0 
n·erlv~t.ion from DeVries, pp_ ... l.7:· ... : 8. 
fi -
- -· _,,_; -- _; - - .;__- ----.. ,<- -- ··, ••·••• -· ----·-· •. - '•, ______ _......, ·-· , _____ • ~- •• 
,• ·'-
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APPENDIX A2 
Fer a speed-feed tool llfe model: 
and solving for T: 
1/n V-1/n fm/n T=C 
The cost per unit equation ls: 
Cu = Co [th + tm (1 + R/I') 
where: 
R = tc + Ct/Co 
t· .. = L 1t: D 
:rn l 2fV 
(1) 
(2) 
Assuming Taylor tool life equation is valid:, the substitution 
can be made into the cost equation: 
Q,. = C 
U 0 
L 1T' D 
th + 12fV ( 1 + Rc"" 1/11 vl/n f m/n ) 
To determine the optimum speed, V*, and feed, f*, the partial derivative of the cost equation with respect to each of the two 
variables is set equal to zero. 
For speed: 
.. 
' 
-
- 0 = C ... . ·O+ . L __ rr __ n .. ---- . 
o 12 f.V 
R 
€:tl/n v(l/n-1) 111/n 
n 
- .,: •.•... a:... ·-···-·· .-. ···-· .... •-----·--=- -·~- -- - . 
- . --· ------·· -- --- -- - ·-·-·- - . ---- ··--. -------· ~---· -
~ 
.' 
' 
· - ( 1 + RC-Vn vlln fm/n ) L 1"r D/12fV2 
~7. l,j<l 
... ·. -. -
,;::i·-·. 
·.') ...... . 
:~~ - .. - ..... :·~- ,:~- •. » :.· • ....: 
. · •. 
or inserting equation (2) 
R/nT* • l + 1\/1'* 
and t~refore, T* • R(l/n - 1) (3) 
where the value of T* is the tool life which will result in 
minimum cost when V is varied. 
If partial derivative with respect to feed is taken we find that 
T* = R (m/n - 1) (4) 
Equations (3) and (4) can only be simultaneously satisfied if m = 1. 
If we refer to equation (2) it can be seen that if m = l, then tool 
life would vary as much with feed as with speed. This is generally 
not true. 
Derivation from N. c·ook, Manufacturing Analysis, p. 160-1. 
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APPl:NDIX Ul 
TABLE 1 
\\ORK DIA~~CTtR SU1-1~fAHY 
. ·~. w 
OBS. NO. 
liARDNtSS 
1 
2 
3 
4 
5 
6 
7 
8 
9 
V 
200 
300 
600 
500 
200 
300 
400 
500 
400 
600 
300 
500 
f 
. 0300 
. 0256 
.0051 
.0147 
. 0204 
• 0147 
. 0102 
• 0051 
• 0204 
.0147 
• 0102 
.0250 
DIAM. 
5 .10 
,,. 
5.10 
4. 95 
4. 95 
4. 95 
4.80 
4.60 
4.60 
4.60 
4.45 
4.45 
4.45 
A 
36 .30 
36.30 
36 .13 
36 .13 
36.13 
35. 85 
35.47 
35.47 
35.47 
35.20 
. 
35.20 
35.20 
10 
11 
12 
13 
. -·--· _____ _sn1L---·----.f>-l-4-7-------------z1-~~s ··- --- ----· · 3 s-~-2 o 
14 
· .. 15 
- --16 
400 
300 
600 
V = speed in SFPM 
f = feed in IPR . 
DIAM. = work diameter in IN. 
. 0204 
.0256 
• 0102 
4.45 
4.15 . 
4.15 
-·-4-.-Q{),~ 
35. 20 
- - . . . - ... - ' - . 
34. 70 . 
34.70 
. . 
HARDNESS = wor~ hardness in Re 
A= max. hardness· · · 
B c: min. hardness 
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8 
35.42 
35.42 
35.23 
35.23 
35.23 
34. 92 
34.56 
34.56 
34.56 
34.28 
34.28 
34.28 
34.28 
34.28 
33.75 
· __ .___ - --------------···------ ---
33.75 
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APPENDIX 82 
Equipment and Instrumentation 
1 • Le Blond 16 Inch Heav·y Duty Eng lne Lathe, 
The R. K. LeBlond Machine Tool Company. 
• 
2 .: Varidyne Control Unit, U.S. Electrical Motors. 
·3·. Toolmaker's Microscope - Type 33 - 14 - 06 
Bausch and Lamb Optical Co. 
4. Jagabl Speed Indicator (Tachometer) - Cat. 
#9911, James G. Biddle Co • 
. 5 ,. Tachometer - TK - 24, Stewart Warner Company. 
6--~ Surfindicator, Brush Instruments. 
7. Planimeter·,_ Keuffel: and Esser. 
'.8·.. Opt-i9al C·omparator. 
, . 
. F ~ 
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APPENDIX B3 
TABLE I 
F.or flank wear data summary 
refer to Data File held by Dr. Mikell P. Groover of the Department of Industrial En-
ginee·r ing. 
. ...... • 
·-
•• 
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APPENDIX B3 
TABLE II 
For crater wear summary 
r~fer to Data File held 
by Dr. Mikell P. Groover 
of the Industrial Engi-
.neering Department. 
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i\PPENDIX B3 
TABLE III 
·~. 
For :s.ur-face roughness 
summary refer to Data 
held :by Dr. Mikell P. 
ver of the Department 
a:.ustrial Engineering. 
data: 
Fi·le 
Grt>o-
of .. I:n.-
. -·;----· 
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MODEL ronM: 
rw 
Arrt:NDJX 84 
TABl.~C I 
rw = rw + rwR x t 0 
Flank \Vear Estimate in lnches 
rw Initial or Break-in F'lank wear estimate in Inches 0 
FWR F'lank Wear Rate Cstimote ln inches/min. 
t Tlrne ln minutes 
FW O can be modelled as follows: 
rw = nv"rm 0 
D Constant: • 000147462990 
V Speed ln SFPM 
f Feed rate in IPR 
n Constant: 1. 9533037458 
m Constant: 1. 7814053448 
For Model: Se Std. Error of Est:. . 3 9412 6 
R • 9014. 
FWR can be modelled as follows: 
• 
--------------------~--___,.-----------r E Constant: • 000000048812 
V Speed in BFPM 
f Feed rate in IPR 
.. , 
- ------ -- --- - -- --- --------·- ---······------ . - ----·-----·-··-'--- -- ________ .. , .. ···•··· --, ----·----·-"'---·· - . --- _ .. 
---------~- ----- - -- - ---------- ~--- -----~ . - ------- -
r Constant: 2·. 9949660718 
q. .. Constant: 1.5655362594 
For Model: Se· Std • Error of Est. : · • 442 0-3 4 
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ArPENDlX 84 
TABLF: II 
CRATJ:R WC/\R MODl:L J·.w 
C\V = CW O + C\YR x t 
Crnter Wear Cstl1nato ln Inches 2 
MODtL rORM: 
cw 
CW0 
CWR 
Initial of Break-in Crater Wear Cstlmate in lnches2 
Crater Wear Rato Estimate ln tnches2 /mln. 
t Time in minutes 
CW0 can be modelled as follows: 
CW = FVxfw 0 
F Constant: • 003851933 
V Speed in SFPM 
f Feed rate in IPR 
X Constant: • 5851220973 
w Constant: • 9529752416 
For Model: Se Std Error of Est: • 2116 7 
R .9073 
CWR can be modelled as follows: 
CWR:: GVzfy 
G 
V 
f 
z 
y 
For Model: Se 
R 
Constant: . 000000090 
Speed in SFPM 
. 
Feed rate in IPR 
Constant: 2 .1778405883 
Constant: • 9980432617 
Std. Error of Est: • 443"03 8 
• 8172 
--- -------- ----------
__........---... ..... -..-...-.. -.,--..-....,....-·----
----
•' .. •... ------ ---------:--· 
- ---------- ... -----
-- ·---·--·-··---· 
-·. -·--· 
-- -- -· 
- •····- I ---
- . - . 
.·..,. 
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MODEL fORM: 
APPi:J'1[JI.X 8'1 
T/\BJ .. r: 1 rr 
SURfACE ROUGI·iNf:SS MODI:!. 
SF Surface Roug}u1ess Estimate in mlcroinchcs 
• 
. 
C Constant: J. 01044 87460 x 105 
V Speed in SFPM 
f Feed rate ln IPR 
FW Flank Wear in inches 
a 
b 
C 
Constant: - • 3 92 9000000 
Constant: . 81835 00000 
Constant: • 2122000000 
For Model: Se 
R 
. 
• 31928 
• 89322 
---------·-···-----------
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Step No • 
1 
2 
3 
4 
5 
6 
7 
8 
APPENDIX C 
TABLE I 
SEARCH I 
14 Y-- 1 
Speed (sfpm) 
300 
275 
275 
245 
265 
270 
250 
270 
-
250 
Feed (ipr) 
.0152 
• 0176 
• 0204 
• 0204 
.0176 
• 0204 
.0224 
• 0256 
• 0256 
.. 
Step No. 
Start 
1 
2 
3 
4 
APPEN.DIX C 
TA.BLE II 
SEARCH II 
Speed (sf pm) 
300 
270 
225 
300 
225 
142 
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Feed (ipr) 
• 0152 
• 0204 
.0224 
.0224 
.0256 
• 
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