The multiple-query nearest-neighbor (MQNN) problem is stated as follows: given a set S of n points in plane and a set Q of m (1 m n) query points, determine for every point in Q its closest neighbor in S. Besides the pure theoretical interest, this problem has many practical applications in various areas such as: computer graphics, pattern recognition and image processing. First, this paper proposes a new time-optimal algorithm to solve the all nearest-neighbor (ANN) problem in O( p n) time on a mesh-connected computer of size p n p n. Next, using 
Introduction
A mesh-connected computer (simply known as mesh) of size n m consists of nm identical processors arranged on a grid with n rows and m columns, where each processor is connected to its four neighbors by bidirectional links. Every processor has a xed number of registers, each of size O(lognm), and can perform standard arithmetic and boolean operations in unit time. Further, each processor can also send the contents of a register to one of its neighbors and receive data from a neighbor in a special register in unit time. A mesh is assumed to function in a SIMD mode; all processors are synchronized and operate under the control of a single instruction stream issued by a control unit. Meshes proved to be both easy to implement in VLSI and well suited for a large class of practical problems. Consequently, a signi cant number of algorithms for problems in image processing, computational geometry and pattern recognition were developed on this platform 9, 10] .
Unfortunately, meshes su er from major limitations when data need to be transferred over long distances. A natural solution to this problem was to add row and column buses to the existing meshes 4, 6, 7, 8] . These meshes, known as meshes with multiple broadcasting (MMB for short) have already been implemented and are currently available 11]. At any time only one processor can broadcast its data on a given bus. On the other hand, all processors connected to a bus can concurrently read the data broadcasted on that bus. Throughout this paper the communication along column and row buses is assumed to take unit time, independent of the length of the bus 2, 4, 6, 11] .
The all nearest neighbor (ANN) problem is regarded as one of the most important problems of computational geometry due to its application in various areas such as image processing, computer graphics and pattern recognition. This problem is stated as follows: given a set S of n points in plane, determine for every point in S its closest neighbor in S. In this paper we propose a new time-optimal algorithm (di erent than other known algorithms 1, 9]) to solve the ANN problem on a mesh of size p n p n. Next, in order to take advantage of the architecture of MMBs we de ne the multiple-query nearest neighbor (MQNN) problem as follows: given a set S of n point in plane and a set Q of m (1 m n) query points, nd for every point in Q the closest neighbor in S. By using the generalized multiple search (GMS) paradigm of Bokka et al 3, 5] we devise a time-optimal algorithm that solves the MQNN in O(n The remainder of this paper is organized as follows. In Section 2 we discuss the conditions under which an arbitrary algorithm running on a given mesh can be simulated on a mesh of di erent size in the same time complexity. In Section 3 we introduce some basic de nitions and geometric properties used by our algorithms. In Section 4 we present a time-optimal algorithm that solves the ANN problem on meshes. In Section 5 we introduce the MQNN problem and we present a time-optimal algorithm to solve the problem on MMBs. Finally, in Section 6 we summarize our results and indicate some possible directions for future work. Now, consider a partition of M in ab submeshes M kl with n 0 r rows and n 0 c columns each, such that M kl contains the P(i; j) processors, where (k?1)n 0 r < i kn 0 r and (l?1)n 0 c < j ln 0 c . It can be easily shown that our mapping scheme ensures that exactly one processor in M kl (1 k a; 1 l b) is mapped on exactly one processor in M 0 . Due to space limitation we leave this proof for the reader.
Thus, it follows that at most ab processors from M are mapped on any processor in M 0 . Now, consider any algorithm A that runs on the mesh M. In each step of the algorithm a processor P(i; j)
performs either a local computation, or exchanges some data with one of its neighbors. Let t k (i; j) denote the k th step performed by P(i; j) when running A.
Let P(i lm ; j lm ); (1 l a; 1 m b) denote all the processors that are mapped on the same processor P 0 (i 0 ; j 0 ) in M 0 . We de ne a step t 0 k (i 0 ; j 0 ) on the processor P 0 (i 0 ; j 0 ) as the sequence of ab sub-steps st 0 klm , such that st 0 klm represents the k th step performed by P(i lm ; j lm ), i.e., t k (i lm ; j lm ).
At this point, we can simulate the algorithm A on M 0 as follows: the t k (i; j) step on P(i; j) is performed in the st 0 klm (i 0 ; j 0 ) sub-step, where P(i; j) ! P 0 (i 0 ; j 0 ), l = i mod a, and m = j mod b. Since there is only one processor P(i; j) in M lm that is mapped on P(i 0 ; j 0 ), it follows that all the sub-steps st 0 klm (i 0 ; j 0 ) can be performed in parallel on M 0 . Assuming that both M and M 0 have identical processors and communication links, it follows that t 0 k takes ab times more than t k .
Consequently, the algorithm A's running time is ab times larger than when running on M. 1 Since ab is a constant, the algorithm A has the same running time complexity on both meshes. Case 2: n r < an 0 r or n c < bn 0 c (a; b 2 N). Let M 00 be the mesh of size n 00 r n 00 c , where n 00 r = an 0 r and n 00 c = bn 0 c . It is obvious that any algorithm that runs on M, can identically run on M 00 using the rst n r rows and n c columns. Since M 00 can be mapped on M 0 as in the rst case, the proof follows.
Geometric Preliminaries
In this section we give some simple but useful geometric properties used by our algorithm. Let S be a set of points in plane and let fS 1 ; S 2 g be a partition of S about a vertical line d, such that S 1 contains all the points at the left of d and S 2 contains all the points at the right of d (see Figure 2) . Then, the list below summarizes the notations used in the rest of this paper:
x(a); y(a) -the x and y coordinates of the point a in the plane; dist(a; b) -the euclidian distance between two points a and b; also, we use the same notation for the perpendicular distance from a to a line d, i.e., dist(a; d);
closest Sk (a) -the closest point to a that belongs to S k (k = 1; 2); dmin Sk (a) -the distance from a to the closest point in S k , i.e., dmin Sk (a) = dist(a; closest Sk (a)); 1 Here we assume that every processor P In other words, a point c 2 S k is a candidate point if its solution (the closest point to it in S) can be in S n S k . Clearly, if the euclidian distance between c and d is greater than dmin Sk (c), then all points in S n S k are farther than c's solution in S k . Therefore, in the merging step it is enough to consider only the candidate points from each partition.
De nition 2 Given a partition fS 1 ; S 2 g of S about a vertical line d and a candidate point c 2 S k (k = 1; 2), then a point a 2 S n S k is called possible solution for c if dist(c; a) < dmin Sk (c).
Next, we have the following results.
Lemma 1 Given a partition fS 1 ; S 2 g of S about a vertical line d and four candidate points c 1 ; c 2 ; c 3 ; c 4 2 S k (k = 1; 2), then there is no possible solution a 2 S n S k for all the four points.
Proof. First notice that if a is a possible solution for two candidate points, say c 1 and c 2 , then 6 c 1 ac 2 > 60 o (otherwise, either dist(a; c 1 ) or dist(a; c 2 ) is larger than dist(c 1 ; c 2 ) which contradicts the assumption). Further, suppose the points are placed such that 6 c 1 ac 2 < 6 c 1 ac 3 < 6 c 1 ac 4 (all the other cases are treated similarly). Now, assume a is a candidate point for all the four points. But then we have 6 2. Recur. Solve the problem independently for each subset S 1 , and S 2 .
3. Merge. Compute the solution for S by merging the partial solutions from S 1 and S 2 .
Further, we will show how the partitioning and the merging stages can be implemented in O( p n) time on a mesh of size p n p n processors. From here, we derive the following recursive formula:
which yields the solution T(n) 2 O( p n).
Let S = a i (1 i n) be the input of the problem, such that every point a i is stored one per processor in a mesh of size p n p n. Partition. At each iteration step we partition a mesh containing n processors into two submeshes according to the following rules. If the mesh is of size p n p n, then we partition it into two equal submeshes of size p n p n 2 each; if the mesh is of size p 2n p n 2 , then we split it into two submeshes of size p n 2 p n 2 each. Since the original mesh is assumed to be square, it is easy to see that by following this rule, at each iteration we obtain either a square mesh, or a rectangular mesh with two times more rows than columns. In this way, we guarantee that the diameter of the mesh is always in O( p n) and therefore the cost of sending data between any two processors in the mesh is O( p n)
time.
According to the algorithm we must partition the set S about a vertical line into two subsets S 1 and S 2 . To achieve this we consider two cases: Case 1. Consider a square mesh with p n rows and p n columns. In this case, we sort all the points a i by their x-coordinate in column major order (i.e., P(1; 1) contains the point a i with the smallest x(a i ), P(2; 1) contains the a i with the second smallest x(a i ), etc.) By splitting the mesh into two submeshes M 1 and M 2 such that M 1 contains the rst p n 2 columns and M 2 contains the last p n 2 columns, we obtain a natural partition of S into two subsets S 1 and S 2 , where points on M 1 belong to the subset S 1 and those on M 2 belong to the subset S 2 .
Case 2. Consider a rectangular mesh with p 2n rows and p n 2 columns. In this case, we sort all the points a i by their x-coordinate in row major order. Next, we split the mesh into two square submeshes M 1 and M 2 , such that M 1 contains the rst p n 2 rows and M 2 contains the last p n 2 rows in M. As in the previous case, we obtain a natural partition of S into two subsets S 1 and S 2 , where points on M 1 belong to the subset S 1 and those on M 2 belong to the subset S 2 .
Since the sorting operation can be performed in O( p n) time on a mesh of size p n p n 12], this stage takes O( p n) time.
Merge. Suppose the problem solved for both subsets S 1 and S 2 , i.e., every point a i 2 S j (j = 1; 2) knows the solution in its partition, (closest Sj (a i ), dmin Sj (a i )). Recall that to merge these partial solutions we need to consider only the candidate points from each partition. To nd the candidate points from each partition, rst we compute the the largest x-coordinate of any point in S 1 (x max ), and the smallest x-coordinate of any point in S 2 (x min ), and next we de ne the x-coordinate of Further, sort all these points in row major order as follows: c i by l(c i ), a i by y(a i ) and c 0 i by u(c 0 i ) (= u(c i )) (see Figure 3 .b). It is easy to see that in this sorted sequence all the possible solutions of c i appear between c i and c 0 i and therefore, as noted above, to compute the c i 's solution it is enough to check only these points. This task is performed in two phases. In the rst one we compute the solution for every candidate point c i , such that both c i and c 0 i are on the same row. In the second phase we compute the solution for all the remaining candidate points. Phase 1. First initialize the solution in S of every candidate point c i 2 S 2 to its solution in S 2 :
closest S (c i ) = closest S2 (c i ), dmin S (c i ) = dmin S2 (c i ). Next, move every c i to the right using local connections, until it reaches the rightmost processor of that row, or until it reaches the processor that stores c 0 i . In turn, upon receiving c i , every processor that stores a point a j checks whether a j is closer to c i than the previous known solution, i.e., dist(c i ; a j ) < dmin S (c i ). If this is the case, then it updates the information for Phase 2. Let C l be the set containing all c i elements that have reached the rightmost processor of the l th row, i.e., P(l; p n). Further, propagate every point c 0 i that has not been visited by the corresponding c i (in Phase 1), to the rightmost processor in its row and similarly, let C 0 l be the set containing all these points. Then, we have the following result.
Lemma 3 Any set C l , C 0 l (1 l p n) has at most three elements.
Proof. We prove the lemma for C l (the proof for C 0 l is identical). Suppose that C l contains more than three candidate points, say c l1 , c l2 , : : :, c lt , where t > 3. Recall that c i is contained in C l if and only if it has not reached c 0 i during its move. According to the imposed order, it is clear that, in the sorted sequence, all c 0 l1 , c 0 l2 , : : :, c 0 lt follow c l1 , c l2 , : : :, c lt . Thus, the intersection of all the intervals (l(c lk ); u(c 0 lk )) (1 k t) is not empty, which contradicts Lemma 2.
Let c i 2 C l be a candidate point whose nal solution has not been computed in the previous phase and let c 0 i 2 C 0 m be the corresponding point located on the rightmost processor in the m th row (where clearly m > l). Since c i has already visited every possible solution a j on the l th row, to compute the nal solution, c i must visit all the remaining possible solutions stored on the subsequent rows l + 1, l + 2, : : :, m. To perform this task, in every row l we build a new set D l (stored also on the rightmost processor of that row) that contains all the unsolved candidate points that have to visit row l in order to nd their solutions (see Figure 3 .b). More formally, D l is de ned by the following recurrence:
Using the same argument as for C l and C 0 l , it is easy to see that every set D l has at most three elements. Since there are exactly Finally, according to the solution of the recurrence (1), the algorithm takes O( p n) time to solve the ANN problem on a mesh of size p n p n. Further it is straightforward to prove that the algorithm is also time-optimal. For this, consider a problem instance where the closest neighbor of the point stored on P(1; 1) is stored on P( p n; p n). Since the distance between P(1; 1) and P( p n; p n) is O( p n), clearly the solution of the point stored on P(1; 1) cannot be computed faster than ( p n). Thus, we have the following result. Although MMBs are better suited for data transfer operations over large distances than meshes, they cannot signi cantly \speed up" the algorithms for dense problems as ANN. To see why, let us take an instance of the ANN problem with an input S of size n partitioned into two equal sets S 1 and S 2 , such that every point in S 1 has its solution (i.e., its closest neighbor) in S 2 . Now, consider all the points in S 1 stored one per processor in the rst p n 2 columns, and all the points in S 2 stored one per processor in the last p n 2 columns of a MMB of size p n p n. Every algorithm that correctly solves the ANN problem must compare every point to its closest neighbor, and therefore at least one of them (the point, or its closest neighbor) must traverse the plane P that separates the rst p n 2 columns from the last p n 2 columns. Since there are at least n 2 such pairs and only p n points can traverse the plane P in one step, we have: Theorem 3 Any algorithm that correctly solves the ANN problem involving a set S of n planar points on a mesh of size p n p n takes at least ( p n).
Therefore, in order to take advantage on the MMB architecture we formulate the multiple-query nearest neighbor (MQNN) problem as follows: given a set S of n planar points and a set Q of m (1 m n) query points, determine for every point in Q its closest neighbor in S.
Generalized Multiple Search on Meshes with Multiple Broadcasting
In solving the MQNN problem we use a new powerful paradigm that was recently developed by Bokka 3, 5] to solve the generalized multiple search (GMS) problem on MMBs.
The GMS problem is de ned as follows 3, 5] : Consider a set of items A = fa 1 ; a 2 ; : : :; a n g, a set of queries Q = fq 1 ; q 2 ; : : :; q m g (1 m n), and a decision problem : Q A ! f\yes", \no"g. 
The algorithm
The MQNN problem can be stated as an instance of GMS with the following parameters:
the set of items A = S = fa 1 ; a 2 ; : : :; a n g, where every a i is a point in plane; the set of queries Q = fq 1 ; q 2 ; : : :; q m g, where every q i is a query point in plane; the decision problem : Q A f \yes", \no" g is such that (q i ; a j ) = \yes" for every a j 2 A; for every i (1 i m), let S i = fa j1 ; a j2 ; : : :a jk g be the set of items a j in A for which (q i ; a j ) = \yes" (clearly, in our case S i = A, for every 1 i m). We take f(S i ) as being the minimum euclidian distance dist(q i ; a j ) among all the points a j 2 S i .
Our algorithm to solve MQNN problem is based on the generic GMS algorithm. Since stages 1 and 3 are basically the same for any instance of the GMS problem, the remaining of this section is devoted to the stage 2 implementation. After stage 1, every M ij contains a local instance of the original MQNN problem involving sets A ij = fa k1 ; a k2 ; : : :; a k s 2 g and Q = fq 1 ; q 2 ; : : :; q m g, where A ij is the subset of items in A stored on the submesh M ij . Let A 0 ij be the union of A ij and Q. For simplicity, assume that A and Q are disjoint which implies that every A 0 ij has size s 2 + m. Next, we apply a slightly modi ed ANN algorithm to every set S 0 ij . The only modi cation in the algorithm is that when computing the closest neighbor of a query point, we consider only points in A ij . This is a clear approach since the MQNN problem requires to determine for every point in Q the closest point in S. It is obvious that the modi ed algorithm has the same complexity and thus according to Theorem 
Conclusion and Open Problems
In this paper we have presented a new time-optimal algorithm to solve the all-nearest neighbor (ANN) problem for a set of n planar points on a mesh-connected computer of size p n p n. Since meshes introduce signi cant delays when the data is moved over long distances, they were naturally extended by augmenting the networks with row and column buses. To take advantage of this new architecture we have introduced the multiple-query nearest neighbor (MQNN) problem as a natural extension of the ANN problem. Further, by using the generalized multiple search (GMS) paradigm 3, 5], we have developed a time-optimal algorithm that solves the MQNN problem, involving a set A of n items and a set Q of m (1 m n) queries, in O(n As a future work, it will be of great interest to investigate new possible applications for ANN and MQNN problems and to generalize and extend our results to higher dimensions. 
