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RESUMO
STAHLSCHMIDT, Thiago. Controle de admissão de conexão para servidores de vídeo
sob demanda utilizando a teoria assintótica de muitas fontes. 2010. 69 f. Dissertação –
Programa de Pós-Gradução em Engenharia Elétrica e Informática Industrial, Universidade
Tecnológica Federal do Paraná. Curitiba, 2010.
O presente trabalho propõe uma arquitetura de controle de admissão de conexão para
servidores de vídeo sob demanda, que visa introduzir garantias determinísticas para o
atraso e aumentar a taxa de utilização do enlace. O sistema tira proveito do fato de que
os arquivos de vídeo podem ser pré-processados, para calcular os parâmetros de tempo
e espaço, com o objetivo de estimar a banda efetiva de um agregado de streams sobre o
regime assintótico de muitas fontes. A geração automática dos arquivos de trace permite a
caracterização total do processo de chegada dos dados, aumentando a precisão do cálculo
da taxa de serviço requerida. Para contornar o problema de predição de tráfego, uma vez
que o sistema não captura o comportamento dos fluxos de vídeo no domínio do tempo,
o enlace é divido em vários enlaces virtuais, que transportam somente fluxos de vídeos
idênticos. A utilização de um mecanismo, que compartilha a banda excedente, diminui o
desperdício de recursos e a probabilidade de ocorrer uma violação aos parâmetros de QoS
impostos. Todo processo de admissão de conexão é auxiliado por um sistema gestor de
base de dados, onde uma função decide se deve ou não aceitar uma conexão pela simples
comparação das somas das bandas efetivas das conexões com os recursos disponíveis.
A eficiência do modelo proposto é analisada e comparada aos modelos determinísticos
tradicionais.
Palavras-Chave: Banda Efetiva, CAC, Teoria Assintótica de Muitas Fontes, Vídeo-sob-
Demanda, QoS.
ABSTRACT
STAHLSCHMIDT, Thiago. A connection admission control scheme based on the many
sources asymptotic for video-on-demand servers. 2010. 69 f. Dissertação – Programa de
Pós-Gradução em Engenharia Elétrica e Informática Industrial, Universidade Tecnológica
Federal do Paraná. Curitiba, 2010.
This work proposes a admission control architecture for video-on-demand servers, which
provide deterministic guarantees on the maximum delay of video traffic and increase the
network resource utilization. The framework take advantage of the fact that stored video
streams can be processed off-line to calculate the space and time parameters in order to
estimate its effective bandwidth under the many sources asymptotic regime. The auto-
matic generation of video data representation (packetized and encapsulated in network
protocols) in textual format allows a full characterization of the underlying process so
as to precisely calculate its bandwidth requirements. To bypass the traffic prediction
problem, since the off-line estimation does not capture the exact dynamics of the video
stream in the time domain, the link is divided into several virtual links, where only streams
with same content are multiplexed (group multiplexing approach). The introduction of a
borrowing mechanism to distribute the excess bandwidth to other groups which request
service increases the resource utilization and QoS. The admission control is aided by a
Database Management System, where a stored procedure decides whether to accept or
reject a connection by simple compare the sum of effective bandwidths for the traffic stre-
ams with the available resources. The efficiency of the model is analyzed and compared
with deterministic approachs.
Palavras-Chave: Effective Bandwidth, CAC, Many Sources Asymptotic, Video-on-
Demand, QoS.
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1 Introdução
1.1 Motivação
Conhecer a banda requerida pelos fluxos de dados é crucial para fornecer quali-
dade de serviço (QoS ) sem que haja desperdício da capacidade do enlace. As abordagens
tradicionais para o cálculo da largura de banda necessária para garantir um certo nível de
QoS são em sua grande maioria inadequadas. O cálculo da taxa média de transferência
de dados em intervalos da ordem de minutos, por exemplo, falha em capturar o tráfego
em rajada, que é relevante quando se deseja garantir um determinado desempenho. As
abordagens baseadas na teoria das filas também não são adequadas, visto que requerem
modelos de tráfego elaborados e não podem ser aplicadas efetivamente ao contexto das
grandes redes multiserviços (COURCOUBETIS; SIRIS, 1999). Além disso, evidências de
comportamento estatístico auto-similar (fractal) em vários tipos de tráfego invalidaram
os modelos tradicionais (GROSSGLAUSER; BOLOT, 1996).
O conceito de banda efetiva, um escalar que estima a quantidade de recursos
utilizados por um fluxo, é amplamente aceito como um dos mais apropriados para a
alocação de recursos e controle de admissão em redes de dados (GIBBENS; KELLY, 1997).
Nos enlaces que utilizam serviços com taxa variável de bits (VBR) a utilização do conceito
permite o transporte de fluxos de dados multiplexados a uma taxa menor que a soma total
das taxas de pico sem que a qualidade das conexões seja degradada.
Como previsto por Izquierdo e Reeves (1999), o vídeo compactado com taxa va-
riável de bits se espalhou por toda Internet, sendo responsável por grande parte do volume
de tráfego das redes (CHENG, 2007). Isto se deve a sua qualidade consistente, suas ineren-
tes vantagens de ganho com a multiplexação estatística e a vasta gama de aplicações que
o utilizam, tais como o vídeo sob demanda, vídeo conferência e a televisão digital de alta
definição. Devido a crescente importância deste tipo de tráfego, suas restrições temporais
e a ausência de garantia de serviço nas redes IP (SILVA, 2004), este trabalho propõe uma
arquitetura de admissão de conexão que utiliza os resultados da teoria de multiplexação
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estatística, quando várias fontes são multiplexadas e um desempenho mínimo é desejado.
1.2 Contribuições
O método proposto neste trabalho se diferencia dos demais, no sentido que não
envolve medições periódicas ou um modelo de tráfego específico para determinar a banda
efetiva, mas se baseia em arquivos de texto, que detalham a chegada dos dados no tempo
(traces). A utilização dos arquivos de trace são, em geral, restritas as aplicações de
simulações, no entanto, neste trabalho eles são utilizados para determinar com maior
precisão o valor da banda efetiva.
O processo de geração dos arquivos de trace é automatizado de modo a simular
a passagem de um fluxo de vídeo por uma rede de pacotes. Dessa forma, a abordagem
dispensa a utilização de ferramentas de análise de pacotes e não sofre dos problemas que
afetam as abordagens baseadas em medições, tais como, a definição dos intervalos de
agregação dos dados (STAHLSCHMIDT; GODOY JR.; FORONDA, 2010).
Através dos traces e da teoria assintótica de muitas fontes é calculada a taxa
mínima de serviço que garante, com uma certa probabilidade, um atraso máximo na
entrega dos dados. A banda efetiva de cada agregado de fluxos de vídeos é pré-calculada,
de acordo com uma projeção do crescimento da demanda, e armazenada em uma tabela
de banco de dados, onde fornece os subsídios necessários para o controle de admissão.
Uma vez que o sistema não captura o comportamento dinâmico dos fluxos de
vídeo no tempo, a multiplexação estatística é considerada somente entre os fluxos que
transmitem o mesmo conteúdo. A introdução de um mecanismo de controle de tráfego
possibilita contornar o problema da predição dos fluxos através da criação de vários en-
laces virtuais, onde é viável prever o tráfego com antecedência e garantir os recursos
necessários de acordo com a qualidade de serviço desejada. Além disso, a distribuição da
banda excedente entre as classes que demandam serviço, aumenta a taxa de utilização
dos recursos ao mesmo tempo em que diminui as chances de ocorrer uma violação aos
parâmetros impostos.
1.3 Organização
O restante deste texto está organizado como descrito a seguir. O Capítulo 2 é
dedicado a revisão de alguns conceitos e ao estudo de técnicas e mecanismos que tem
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por objetivo introduzir qualidade de serviço na transmissão de vídeos sobre redes IP. O
Capítulo 3 apresenta os conceitos básicos da teoria de banda efetiva e revisa alguns dos
principais estimadores disponíveis na literatura. Já no Capítulo 4, as idéias introduzidas
nos capítulos anteriores são organizadas para a proposta de uma arquitetura de admissão
de conexão para servidores de streaming sob demanda. O Capítulo 5 demonstra a vali-
dade da arquitetura utilizando traces de arquivos de vídeo (MPEG-4) e um simulador de
redes (NS-2 ). Finalmente, o Capítulo 6 apresenta os resultados do trabalho, discute seus
méritos, problemas e identifica algumas possibilidades de desenvolvimentos futuros.
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2 Fundamentos Conceituais e Trabalhos
Relacionados
2.1 Introdução
Este capítulo tem por objetivo revisar de forma bastante direcionada e sucinta
os conceitos que são utilizados ao longo deste trabalho. A medida em que os conceitos
são expostos, os esforços realizados anteriormente em soluções correlatas são descritos e
analisados.
A revisão de contexto inicia pela descrição do serviço de vídeo sob demanda, sua
estrutura, seus requisitos e alguns detalhes relevantes inerentes à codificação e ao trans-
porte dos vídeos sobre uma rede de pacotes. Na seqüência, o conceito de qualidade de
serviço é revisto e algumas técnicas que podem ser utilizadas na introdução de garan-
tias determinísticas em redes que operam segundo o paradigma do melhor esforço são
analisadas.
2.2 Video sob Demanda
O vídeo sob demanda (VoD) é uma tecnologia de fluxo de mídia (streaming) na
qual os arquivos de vídeo permanecem armazenados em um servidor, prontos para serem
enviados via rede sob requisição dos clientes. A arquitetura básica do sistema e o processo
de streaming podem ser vistos na Figura 1.
Um sistema de VoD consiste basicamente de um servidor (que armazena o acervo
de vídeos), clientes (que fazem requisições remotas para visualizar os vídeos, através de
uma interface web ou uma aplicação específica) e uma rede de distribuição de conteúdo
(responsável por interconectar clientes e servidores) (PINHO; ISHIKAWA; AMORIM, 2003).
O VoD está entre os serviços de multimídia de maior expansão devido a sua vasta
aplicabilidade. O vídeo sob demanda pode ser empregado na área de entretenimento, na
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Usuário
Servidor WEB
Servidor de mídia
1. O usuário seleciona 
através de uma interface 
WEB qual vídeo deseja 
assistir.
2. O servidor WEB envia uma 
mensagem ao servidor de 
mídia solicitando o arquivo 
específico.
3. O stream de vídeo é 
enviado ao usuário através 
da Internet. 
Figura 1: Processo básico de streaming
distribuição de filmes, videoclipes e na programação personalizada de televisão, assim
como na área educacional, nos projetos de ensino a distância. O sucesso de um sistema de
VoD depende de um meio de transmissão que atenda requisitos de qualidade de serviço,
tais como a largura de banda e o atraso.
2.2.1 Codificação
A compactação dos vídeos é extremamente importante para as aplicações de
VoD. Primeiramente, porque as informações armazenadas nos servidores de vídeo são
extremamente volumosas. Segundo, porque mesmo em uma rede de alta velocidade não
seria possível manter o tráfego de informações de vídeo de forma não comprimida por
muito tempo.
O principal algoritmo de codificação de vídeo é o MPEG, que possui versões
conhecidas como MPEG-1, MPEG-2 e MPEG-4 (RICHARDSON, 2003). O MPEG-4 foi
desenvolvido para uso na Internet, mas seu uso foi também suportado pelas novas mídias
de alta definição, como o Blu-ray, telefones celulares e diversos padrões de transmissão de
TV digital, especialmente os de alta definição (HDTV ) (AVRAMOVA et al., 2009).
O padrão MPEG-4 começou a ser concebido, pelo grupo MPEG, em julho de
1993, tendo sido aprovado como padrão internacional em 2000. Assim como os padrões
anteriores, o MPEG-4 permite estabelecer diversos valores de taxas de compressão, con-
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forme a aplicação a ser efetuada, podendo comprimir mais ou menos o conteúdo original.
No entanto, ao contrário do MPEG-2, cuja qualidade é mais ou menos fixa em torno do
padrão de qualidade do DVD, no MPEG-4 essa variação é bem maior, uma gama muito
grande de valores pode ser utilizada, permitindo a visualização do vídeo mesmo nos meios
de transmissão com baixa capacidade.
Assim como suas versões anteriores, o MPEG-4 é na verdade o nome dado a
um conjunto de tópicos denominados "partes". Cada parte aborda um aspecto diferente
do padrão. Assim, por exemplo, no MPEG-4 há atualmente um total de 16 partes. A
parte 1 descreve a sincronização de áudio e vídeo, a parte 2 o processo de compressão
do vídeo, a parte 3 o processo de compressão do áudio, a parte 4 procedimentos para
verificar a conformidade de determinada amostra com outras partes do padrão, a parte
5 software para demonstrar e ilustrar determinadas partes do padrão e assim por diante
(RICHARDSON, 2003). Maiores informações sobre esse padrão de compressão de dados
digitais de áudio e vídeo podem ser encontradas no livro de Pereira e Ebrahimi (2002).
2.2.2 Caracterização do Tráfego
Os vídeos armazenados no servidor podem ser codificados básicamente de duas
formas. Uma forma é gerando uma saída a uma taxa de bits constante (CBR). Essa codi-
ficação facilita o provisionamento de banda pois gera dados há uma taxa fixa e previsível.
Todavia, esse tipo de codificação possui a desvantagem de desnivelar a qualidade do vídeo
gerado, pois ao compactar cenas complexas, para não exceder a taxa de bits, a qualidade é
sacrificada, enquanto que as cenas mais simples são codificadas com uma qualidade maior
que o necessário resultando em desperdício de dados.
Já na codificação com taxa variável de bits (VBR) a taxa do vídeo gerado varia de
acordo com a complexidade da cena, propiciando uma melhor qualidade. A transmissão de
vídeos VBR faz com que a taxa de pico da fonte atinja valores consideravelmente maiores
que a média e isso possibilita a obtenção de ganhos com a multiplexação estatística.
No entanto, o ganho estatístico apresenta desafios para o provisionamento de recursos
(CALLADO; KAMIENSKI; KELNER, 2002).
2.2.3 Transporte
O Real-time Transport Protocol (RTP) é um protocolo extensivamente utilizado
em sistemas de comunicação e entretenimento que envolvem a distribuição de conteúdo
16
multímídia através da Internet. O RTP fornece suporte ao transporte de dados de tempo
real, como fluxos de áudio e vídeo. Os serviços oferecidos pelo protocolo incluem marcação
de tempo, detecção de perda e identificação do conteúdo (SCHULZRINNE et al., 2003).
O protocolo RTCP, definido também através da RFC3550, auxilia o RTP, for-
necendo estatísticas out-of-band (comunicação que ocorre fora da conexão previamente
estabelecida) sobre a qualidade de serviço da transmissão para os participantes da sessão.
Normalmente o RTP utiliza uma porta par para enviar o fluxo de mídia e o RTCP utiliza
a próxima porta impar disponível.
O RTP é transportado sobre o UDP (KUROSE; ROSS, 2009), um protocolo não
orientado a conexão, porque para o transporte de dados em tempo real o tempo de entrega
é mais importante que a confiabilidade, ou seja, retransmissões são indesejáveis. A Figura
2 mostra o encapsulamento do fluxo de vídeo para o transporte.
IP UDP RTP VIDEO
Aplicação
Transporte
Rede
Figura 2: Transporte do fluxo de vídeo sobre RTP
2.3 Qualidade de Serviço
Atualmente, a maioria das redes IP não fornece qualquer garantia de qualidade de
serviço. Essas redes são baseadas na política do melhor-esforço, a qual é apropriada para
a maioria das aplicações de dados, mas não é adequada para as aplicações que possuem
restrições temporais (KUROSE; ROSS, 2009). Para ampliar o suporte a esses serviços o
conceito de qualidade de serviço (QoS ) deve ser incorporado a essas redes (WYDROWSKI;
ZUKERMAN, 2002).
O objetivo da introdução do conceito é privilegiar algumas aplicações, garantindo
que certos parâmetros desses fluxos sejam mantidos em um nível mínimo sob quaisquer
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circunstâncias. Os principais parâmetros de QoS são:
• Atraso (latência)
• Variação do atraso (jitter)
• Perda de Pacotes (confiabilidade)
• Vazão (capacidade)
O atraso pode ser entendido como o somatório dos atrasos impostos pela rede e
pelos equipamentos utilizados na comunicação. Do ponto de vista da camada superior, a
latência representa um tempo de resposta, que é o tempo de entrega da informação para a
aplicação. Como os atrasos de fila nos roteadores são aleatórios, o tempo decorrido entre
o momento em que um pacote é gerado na fonte e o momento em que ele é recebido no
destinatário pode variar de pacote para pacote. Esse fenômeno é denominado de variação
do atraso. A perda de pacotes em redes IP ocorre principalmente devido à erros na camada
de enlace e ao congestionamento dos ativos de rede. As aplicações sempre precisam de
vazão e, assim sendo, esse é o parâmetro mais básico e certamente mais presente nas
especificações de QoS (SILVA, 2004).
De um modo geral, todos os parâmetros são importantes para a qualidade do
serviço. Ná prática, a relevância dos parâmetros varia de acordo com a necessidade de
cada aplicação, ou seja, alguns parâmetros são mais importantes que outros. Diversos
fatores podem afetar os parâmetros listados, o atraso, por exemplo, pode ser introduzido
por um roteador ou até mesmo pela forma como a pilha de protocolos foi implementada
no sistema operacional.
Existem diversas técnicas que podem ser utilizadas para introduzir QoS em uma
rede. Algumas são bastante simples, como o super-dimensionamento de recursos, que
procura oferecer recursos suficientes de acordo com a taxa de pico esperada. A alocação
por taxa de pico é simples e eficaz, mas na prática é cara, pois faz com que os recursos
sejam subutilizados. Quase sempre as soluções mais eficientes envolvem a combinação de
duas ou mais técnicas. Neste trabalho, as técnicas de controle de tráfego e controle de
admissão são combinadas para garantir um atraso máximo na transmissão dos dados.
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2.4 Controle de Tráfego
O controle de tráfego provê mecanismos de controle para diminuir a latência e
aumentar a taxa de utilização dos recursos de um enlace (TANENBAUM, 2002). Basica-
mente, o controle consiste em atrasar o tráfego em excesso, através de mecanismos de
enfileiramento, retendo e liberando os pacotes de tal maneira que o fluxo de saída per-
maneça dentro dos parâmetros definidos. O controle de tráfego é útil, por exemplo, para
limitar o tráfego de rajada de forma a não prejudicar o tráfego prioritário (reduzindo a
latência) e também nas situações de congestionamento, limitando um determinado tipo de
tráfego não sensível a retardo, eliminando assim possíveis gargalos. Entre os algoritmos
de regulação de tráfego os mais utilizados são o Leaky Bucket (LB) e o Token Bucket
(TB), ambos têm propriedades e finalidades distintas (KUROSE; ROSS, 2009).
O mecanismo LB tem como objetivo transformar um tráfego com rajadas em um
fluxo onde a taxa máxima de transmissão é controlada, realizando assim uma moldagem
isócrona. O mecanismo tolera rajadas na entrada, mas impede que elas ocorram na saída,
através da utilização de um buffer. Conceitualmente, o LB pode ser entendido como
um contador que é incrementado sempre que um pacote chega para ser transmitido e é
decrementado periodicamente (determinando assim a taxa média de transmissão). Se o
contador exceder um limite fixado o pacote é descartado (TURNER, 1986). Ao produzir
uma saída com taxa fixa e não permitir rajadas, o LB pode causar a subutilização dos
recursos.
O TB tem como objetivo controlar a taxa média de transmissão de um tráfego
com rajadas, permitindo a transmissão de rajadas com uma taxa de transmissão instan-
tânea superior a média, mas limitando a sua duração, isto é, o TB permite a passagem
de tráfego com rajadas, mas com intensidade limitada. O TB é baseado em um con-
tainer de tokens com capacidade para b tokens, que são gerados de acordo com a taxa
média de transmissão r. A transmissão de um pacote de n bytes só é possível depois
da retirada de n tokens do container. Enquanto o container permanece vazio, nenhum
pacote é transmitido, quando ele enche, a produção de tokens é suspensa. A presença de
vários tokens no container permite a transmissão de rajadas com taxas de transmissão
instantânea superior a r (TANENBAUM, 2002).
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2.5 Modelagem de Tráfego
A modelagem de fontes de tráfego tem por objetivo a criação de modelos ma-
temáticos que capturam o comportamento estatístico das informações geradas por essas
fontes. A partir desses modelos é possível conhecer o impacto aproximado causado pela
transmissão de dados da fonte modelada (WILLIAMSON, 1995).
Quanto mais realísticos forem os modelos, mais precisas são as estimativas sobre
a utilização dos recursos da rede, assim maior precisão é garantida à qualidade de serviço.
A eficácia de um modelo está relacionada a sua proximidade com as fontes reais, sua
simplicidade (modelo descrito por um número pequeno de parâmetros) e facilidade de
implementação.
Várias soluções foram propostas na literatura para determinar a banda efetiva de
um fluxo de dados com base em modelos (KELLY, 1996). Entretanto, a eficácia dos modelos
Markovianos foram questionadas após exposição do fenômeno da auto-similaridade do
tráfego de redes (LELAND et al., 1994). Com isso surgiram os modelos auto-similares,
como o descrito por Norros (1995). Nesse trabalho, o autor introduz um modelo baseado
no conhecido Movimento Browniano Fractal (FBM ) e deriva o cálculo da banda efetiva
para esse modelo.
Mais tarde, pesquisas mostraram que o tráfego de redes pode ter propriedades
estatísticas e comportamentos em escala mais complexos do que os representados nos
modelos auto-similares, com a presença de comportamento não-trivial em pequenas escalas
de tempo (PARK; WILLINGER, 2000).
Para tentar capturar essas singularidades foram introduzidos os modelos multi-
fractais. O uso desses modelos é relevante na analise do tráfego de vídeo, pois a natureza do
fluxo do protocolo de transporte utilizado pelo RTP, o UDP, é multifractal (OSTROWSKY,
2005). Segundo Melo (2004), caracterizar fluxos multifractais através de modelos fractais
tem como conseqüência a superestimação dos recursos requeridos por esses fluxos.
A falta de consenso sobre modelos apropriados para caracterizar o tráfego de
vídeo fez crescer o número de soluções baseadas em medições. O uso dessas soluções
contorna os problemas criados pela adoção de modelos específicos através da extração das
características estatísticas diretamente do tráfego.
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2.6 Controle de Admissão de Conexão
O controle de admissão de conexão (CAC) é responsável por decidir, após avaliar
o impacto, se deve ou não aceitar uma nova conexão, uma vez que, se for admitida,
as características demandadas pelo tráfego específico devem ser respeitadas ao mesmo
tempo que a qualidade de serviço das conexões existentes não pode ser afetada (PERROS;
ELSAYED, 1996).
O controle de admissão deve ser capaz de fornecer uma resposta em tempo real,
isso demanda métodos simples, aproximados ou baseados em tabelas, pois cálculos nu-
méricos são inviáveis. Conhecendo os parâmetros de QoS desejado e o tráfego, deve-se
verificar se há recursos suficientes para atender os requisitos solicitados.
Os protocolos utilizados na Internet se valem de mecanismos na camada de trans-
porte para detectar e reagir ao congestionamento. Esses mecanismos são essenciais para
assegurar uma divisão justa de recursos entre os fluxos de dados, mas são insuficientes
para garantir os requisitos das aplicações de tempo real. Por isso, é necessário utilizar téc-
nicas de admissão de conexão para fornecer as garantias necessárias para essas aplicações
que são intolerantes às variações de atraso (inelásticas).
As técnicas utilizadas para alocação de capacidade em redes de dados podem ser
estatísticas ou determinísticas (KROPOTOFF, 1999). As determinísticas alocam os recur-
sos pela taxa de pico, sua implementação é bastante simples, mas há grande desperdício
de capacidade. Por outro lado as alocações estatísticas são mais complexas e maximizam
a utilização dos recursos da rede. O problema da alocação estatística pode ser esque-
matizado como um problema de filas, onde o objetivo é encontrar o número máximo de
conexões que podem ser atendidas sem violar os requisitos definidos. Como as conexões
tem comportamentos distintos, complexos e muitas vezes imprevisíveis a resolução desse
problema é bastante árdua. Por isso as soluções mais plausíveis se baseiam em aproxima-
ções que não exigem a solução exata do problema (KROPOTOFF, 1999).
Existe uma grande variedade de mecanismos para controle de admissão na litera-
tura (ABDALLA, 1996). Neste trabalho é utilizada a aproximação por banda efetiva. Nessa
abordagem se deseja saber qual fração da capacidade do canal e do tamanho do buffer
precisam ser reservados para se admitir um determinado número de fontes e garantir uma
probabilidade máxima para perda de pacotes ou atraso.
O conceito de banda efetiva, simplifica consideravelmente os processos de dimen-
sionamento de recursos e controle de admissão, provendo um método para quantificar os
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requisitos mínimos de serviço em uma conexão. Dado um tamanho de buffer, a banda
efetiva representa a taxa de serviço que é efetivamente necessária para servir um fluxo
de tráfego de acordo com o nível de serviço desejado. Devido a importância da teoria
de banda efetiva no desenvolvimento do sistema proposto, o Capítulo 3 é inteiramente
dedicado ao seu estudo.
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3 Teoria de Banda Efetiva
3.1 Introdução
As redes de banda larga normalmente integram vários fluxos de dados com dife-
rentes características de tráfego. As diversas fontes transmitem em diferentes taxas, que
podem variar entre 0 e algum valor de pico. Quando se deseja garantir uma determinada
qualidade de serviço é intuitivo reservar a capacidade necessária utilizando como parâ-
metro o valor de pico da conexão. Considerando os tráfegos agregados e permitindo que
as taxas de pico acumuladas dos diferentes fluxos excedam a capacidade total disponível
do enlace, é possível conseguir um ganho estatístico, aumentando assim a utilização dos
recursos de rede. Conforme pode ser visto na Figura 3.
ganho da multiplexação estatística 
capacidade requerida
Figura 3: Multiplexação estatística dos fluxos de dados
A idéia por trás do conceito de multiplexação estatística é que nem todas as
fontes transmitirão dados à taxa máxima ao mesmo tempo, dessa forma, utilizando uma
abordagem estatística para calcular a taxa mínima de serviço, é possível permitir que
mais fluxos de dados compartilhem o mesmo canal. O aumento da taxa de utilização do
canal sem violar a qualidade do serviço pode ser alcançado através do conceito de banda
efetiva (HUI, 1988).
O objetivo da teoria de banda efetiva é estimar a quantidade mínima de banda
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necessária, dado as características da fonte e o tamanho do buffer B, para que os parâ-
metros de QoS (e.g. a probabilidade máxima de perda de pacotes) não sejam violados. O
valor da banda efetiva é um escalar entre a taxa média e a máxima do tráfego agregado
(KELLY, 1996), como pode ser visto na Figura 4.
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Figura 4: Banda efetiva de uma janela de tráfego
O conceito de banda efetiva foi inicialmente proposto por Hui (1988), mais tarde
muitos pesquisadores desenvolveram suas próprias abordagens para estimar o valor para
diferentes modelos de tráfego (GUERIN; AHMADI; NAGHSHINEH, 1991; NORROS, 1995; FON-
SECA; MAYOR; NETO, 2000). A banda efetiva é usualmente definida utilizando análise as-
sintótica, que tem por objetivo definir como a probabilidade de perda de pacotes decresce
a medida que alguma quantia aumenta (e.g. o tamanho do buffer ou o número de fluxos
de dados).
3.2 Princípio dos Grandes Desvios
A Teoria dos Grandes Desvios é um conjunto de técnicas para estimar algumas
propriedades de eventos raros, tais como suas freqüências e a forma mais provável de ocor-
rerem (WEISS, 1995). Eventos raros são causados por um conjunto de coisas improváveis
que ocorrem ao mesmo tempo. Um evento raro não deve ser confundido com um evento
único de baixa probabilidade. Ser um vencedor em um concurso de prognóstico numérico,
por exemplo, não é um evento raro, visto que não pode ser decomposto em outros eventos
menores (WEISS, 1995). Um evento raro nas telecomunicações pode acontecer, por exem-
plo, quando um servidor de páginas divulga o resultado de um vestibular e várias pessoas
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resolvem conferir a lista de aprovados ao mesmo tempo, levando a um congestionamento.
Em redes de alto desempenho a perda de um pacote também pode ser considerado um
evento raro.
Uma das finalidades da Teoria, que é utilizada na determinação da banda efetiva,
é fornecer uma descrição assintótica da probabilidade de que o tamanho do buffer de
dados ultrapasse sua capacidade máxima de armazenamento (transbordo de buffer). A
probabilidade de transbordo do buffer é calculada através de um método sistemático de
cálculo da função taxa. A função taxa controla o decaimento da cauda de uma distribuição
de probabilidade e pode ser estimada por meio de funções geradoras de momentos.
De um modo geral, para se calcular a probabilidade de um evento raro, deve-se
associar um custo a cada caminho de amostra que possa causar a ocorrência do evento e
encontrar aquele que possui o menor custo. Essa probabilidade é estimada por:
P (evento) ≈ e−n.custo (3.1)
Onde n é um parâmetro assíntótico, podendo ser por exemplo, o tamanho do
buffer ou o número de fontes de dados.
A lei forte dos eventos raros diz que se existe um caminho único de menor custo
que causa a ocorrência de um evento raro, com grande probabilidade este caminho é
utilizado (WEISS, 1995). Em outras palavras os eventos raros ocorrem quase que de uma
única maneira. Sendo assim a teoria não apenas pode estimar a probabilidade de um buffer
atingir um determinado tamanho, mas pode também informar como o buffer alcançou
este tamanho. Um passo essencial para prevenção de congestionamento em uma série
de mecanismos (dimensionamento de buffer, alocação de recursos, controle de admissão)
é determinar como ele ocorre, e neste sentido, o método de aproximação utilizando os
grandes desvios é ideal (XIE; HAENGGI, 2002).
O Princípio dos Grandes Desvios é bastante abstrato para ser discutido extensiva-
mente, por isso o escopo deste trabalho limita-se as principais equações e seus resultados.
Maiores detalhes podem ser obtidos em Weiss (1995).
3.3 Definição Formal de Banda Efetiva
Considerando que E é a esperança matemática (valor médio esperado de uma
variável aleatória), X[0, t] é a quantidade de tráfego gerado por uma determinada fonte
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no intervalo de tempo [0, t], e ainda que, X possui incrementos estacionários. A banda
efetiva dessa fonte depende dos parâmetros s (espaço) e t (tempo) e é definida pela
expressão (KELLY, 1996):
α(s, t) =
1
st
logE
(
esX[0,t]
)
(0 < s, t <∞) (3.2)
3.3.1 Propriedades da Definição
i. Se X[0, t] tem incrementos independentes, então α(s, t) não depende de t.
ii. Se existe uma variável aleatória X tal que X[0, t] = Xt para t > 0, então α(s, t) =
α(st, 1), dessa forma α(s, t) depende de s, t somente através do produto st.
iii. Se X[0, t] =
∑
iXi[0, t] e os componentes da soma, (Xi[0, t])i, são independentes,
então
α(s, t) =
∑
i
αi(s, t). (3.3)
iv. Para qualquer valor fixo de t, α(s, t) é crescente em s, com valor entre a taxa média
e a taxa de pico, ou seja
EX[0, t]
t
≤ α(s, t) ≤
X¯[0, t]
t
(3.4)
3.3.2 Os Parâmetros s (espaço) e t (tempo)
Os parâmetros s (espaço) e t (tempo) não dependem apenas da fonte, mas de todo
o contexto da conexão, que inclui, a taxa de serviço, o tamanho do buffer, o esquema de
escalonamento, os parâmetros de QoS e as características individuais das fontes (COUR-
COUBETIS; SIRIS; STAMOULIS, 1999).
O parâmetro tempo representa a duração mais provável em que o buffer perma-
nece cheio antes que ocorra uma perda de pacotes, além disso, o parâmetro t indica a
granularidade mínima necessária para a observação das propriedades relevantes do trá-
fego (i.e. as propriedades estatísticas que mais contribuem para a perda de pacotes). O
parâmetro espaço indica o grau de multiplexação estatística, conforme o valor de s au-
menta o grau de multiplexação diminui. Um valor grande de s ocorre tipicamente quando
se multiplexam fluxos com taxas de pico não muito menores que a capacidade do enlace.
Quando s→∞ o valor da banda efetiva se aproxima da taxa de pico medida no
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intervalo t, se s =∞ a multiplexação deve ser determinística e a probabilidade de perda
de pacotes nula. Por outro lado, valores pequenos indicam um alto grau de multiplexação.
Conforme s→ 0 o valor da banda efetiva se aproxima da taxa média. O parâmetro tempo
pode ser medido em, por exemplo, milisegundos, enquanto que uma unidade de medida
válida para o parâmetro espaço é kbit−1.
3.4 Estimadores de Banda Efetiva
Na prática, a estimativa de banda usando a equação (3.2) não é uma tarefa trivial,
para se determinar os parâmetros s e t com precisão é necessária a caracterização total
do processo. A banda efetiva pode ser determinada de forma paramétrica ou através de
medições. Na paramétrica é necessária a análise completa do processo, o que é feito com
auxílios de modelos de tráfego. Através de amostras da fonte, é possível determinar a
banda efetiva sem a necessidade de assumir um modelo de tráfego específico, o que é ideal
no contexto das redes multiserviços (VIEIRA, 2006).
No caso da estimação através de medições é necessário definir a unidade de tempo
em que o tráfego é agregado. Uma janela de observação contendo um ou mais intervalos
de tempo é utilizada para o cálculo dos parâmetros necessários aos estimadores de banda
efetiva. A escolha do intervalo de tempo e da janela de observação podem afetar dras-
ticamente a estimação da banda efetiva, por isso, quando se estima a banda através de
medições é necessário utilizar escalas de tempo variáveis, que dependem diretamente do
tráfego analisado (HACIOMEROGLU, 2003).
Alguns algoritmos de banda efetiva são bastante complexos e podem não ser
capazes de fornecer respostas em tempo real. Esse é o caso da aproximação assintótica
por muitas fontes, porém, devido a sua eficácia e precisão na estimação de banda em
tráfegos com dependência de curta ou de longa duração, esforços foram realizados na
tentativa de reduzir a sua complexidade com o objetivo de tornar viável o seu emprego
no controle de admissão (SERES et al., 2002). Também foram desenvolvidas técnicas para
otimizar o cálculo do parâmetro de tempo, através de uma busca de valores em torno das
últimas escalas de tempo críticas calculadas, diminuindo assim o tempo necessário para
o cálculo da banda efetiva (FERNANDEZ-VEIGA et al., 2003).
Na seqüência, alguns dos principais estimadores disponíveis na literatura, são
discutidos e comparados brevemente. Maiores informações podem ser encontradas nas
referências citadas.
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3.4.1 Estimador Imediato e em Bloco
A banda efetiva pode ser estimada diretamente pelo uso da equação (3.2), subs-
tituindo a expectativa do processo pela sua média temporal (GIBBENS, 1996):
αˆ(s, t) =
1
st
log
1
tN − t
∫ tN−t
0
es
PN
i=1 xiI(τ≤ti≤τ+t) dτ (0 ≤ τ ≤ tN − t) (3.5)
sendo que N é o número de pacotes que chegaram durante o tempo de analise,
ti é o tempo de chegada do pacote i, xi o tamanho do pacote i e o termo
∑N
i=1 xiI(τ ≤
ti ≤ τ + t) representa a quantidade de dados que chegaram durante o intervalo [τ, τ + t].
A vantagem desse estimador é que ele não é restrito por qualquer suposição, porém a
integral da equação (3.5) pode ser de difícil obtenção numérica.
O estimador em bloco também se baseia na equação (3.2), porém em contraste
com o estimador imediato, considera blocos não-sobrepostos de chegadas de dados em um
intervalo de tempo t (DUFFIELD et al., 1995):
αˆ(s, t) =
1
st
log

 1
T/t
T/t∑
i=1
esXj [(i−1)t,it]

 (3.6)
sendo que T é o tamanho do trace e Xj [(i − 1)t, it] é a quantidade de dados
produzida no intervalo [(i − 1)t, it]. O estimador supõe que os tempos de chegada dos
blocos são variáveis aleatórias independentes e identicamente distribuídas (I.I.D) e por
isso não é adequado para tráfego com dependência de longa duração (LRD). Sua precisão
é comparável ao estimador imediato com um menor tempo de processamento (FALKNER
et al., 2000).
3.4.2 Estimador de Courcoubetis
Courcoubetis e Weber (1995b) propuseram um método para estimação da banda
efetiva que se baseia na Teoria dos Grandes Desvios. O método supõe que o buffer é
muito grande, dessa forma, o parâmetro t, que está relacionado com o tempo em que
o buffer permanece cheio antes que ocorra um transbordo, tende ao infinito. Para uma
fonte estacionária, a banda efetiva pode ser calculada utilizando a equação:
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α = µ+
γs
2B
(3.7)
sendo que
γ = lim
x→∞
1
N
var
(
N∑
n=1
Xn
)
Os parâmetros µ,B, s e γ são, respectivamente, a taxa média, o tamanho do
buffer, o parâmetro espaço e o índice de dispersão. O índice de dispersão mostra a va-
riabilidade do processo em diferentes escalas de tempo (burtiness) e pode ser estimado
através dos dados de tráfego, utilizando técnicas de estimação de espectro, como as des-
critas por Chatfield (2004).
Quando a taxa de serviço é α(s) e o buffer é grande, a cauda da distribuição de
probabilidade do tamanho da fila QN pode ser aproximada por:
P (B < QN ) ≈ e
−sB (3.8)
sendo que o parâmetro espaço (s) pode ser interpretado como a taxa de decai-
mento exponencial assintótico da distribuição do tamanho da fila e depende das restrições
impostas pela qualidade de serviço desejada.
A equação (3.7) pode fornecer uma estimativa precisa da utilização dos recursos
quando o buffer é grande, porém quando o buffer é pequeno a probabilidade de transbordo
pode ser subestimada. Além disso o estimador também não é adequado para tráfego
(LRD).
3.4.3 Estimador de Norros
As formulas de banda efetiva apresentadas até agora são baseadas na hipótese
de que a probabilidade do transbordo do buffer decresce exponencialmente conforme o
tamanho do buffer cresce. Todavia, estudos mostraram um comportamento auto-similar
no tráfego de dados na Internet (LELAND et al., 1994). Devido as características do tráfego
auto-similar, a diminuição da probabilidade do transbordo do buffer com o crescimento
do buffer é mais lenta (apresenta decaimento hiperbólico) (GARRETT; WILLINGER, 1994).
Norros (1995) introduziu um modelo gaussiano auto-similar para modelagem de
tráfego em redes reais, e definiu a banda efetiva para esse modelo:
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α = µ+K(H)
√
−2ln(ǫ)
1/H
a
1
2H B−(1−H)/Hµ
1
2H (3.9)
sendo que K(H) = HH(1−H)1−H e os parâmetros µ,H, ǫ, B e a são, respectiva-
mente, a taxa média, o parâmetro de Hurst, a probabilidade de transbordo, o tamanho do
buffer e o coeficiente de variação. Quando o tráfego possui dependência de curta duração
o parâmetro a pode ser aproximado pelo índice de dispersão (γ), no caso de tráfego com
dependência de longa duração, o parâmetro a é aproximado por:
a = r2H−1x−2H0
(
2x0E(U ∧ x0)− E(U ∧ x0)
2
)
(3.10)
sendo r a taxa de transmissão de rajadas, x0 uma constante e U uma variável
aleatória relacionada à distribuição do tamanho das rajadas.
O parâmetro de Hurst, denotado por H , é uma métrica que caracteriza o grau de
auto-similaridade de um processo. Este parâmetro varia no intervalo [0, 1], sendo que os
valores acima de 0.5 representam as correlações positivas (processos com dependências de
longa duração) e os valores abaixo as correlações negativas. O parâmetro de Hurst pode
ser estimado de forma eficiente, utilizando wavelets, em particular através do método AV
(VEITCH; ABRY, 1999). Quanto maior o valor do parâmetro de Hurst, maior é o impacto
das auto-correlações no desempenho do sistema.
Esse estimador é ideal para o tráfego com longa-duração, porém a derivação da
fórmula é feita utilizando a distribuição de Weibull para aproximar o decaimento da cauda
da distribuição do tamanho do buffer, o que a torna precisa para buffer grandes, mas
produz estimativas menos precisas quando o buffer é pequeno (DRUMMOND; FONSECA;
DEVETSIKIOTIS, 2005).
3.4.4 Aproximação Assintótica por Muitas Fontes
Essa técnica envolve a resolução de um problema numérico para estimar o ponto
de operação do enlace, ou seja os valores de tempo (t) e espaço (s) com os quais a banda
efetiva se relaciona com uma determinada probabilidade assintótica de transbordo.
Seja Q(Nc,Nb,Nn) = P (QN > B) a probabilidade de que em um buffer infinito
que recebe dados de Nn = (Nn1, . . . , Nnj) fontes e é servido a uma taxa C = Nc, o
tamanho da fila (QN ) cresça acima do limite B = Nb. De acordo com os resultados
demonstrados por Courcoubetis e Weber (1995a) é possível assumir que:
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lim
N→∞
1
N
logQ(Nc,Nb,Nn) = sup
t
inf
s
[
st
J∑
j=1
njαj(s, t)− s(b+ ct)
]
= −I (3.11)
sendo que I é conhecido como função taxa assintótica e a equação (3.11) é cha-
mada de aproximação assintótica por muitas fontes.
Uma aproximação assintótica similar pode ser definida com relação a proporção
de pacotes perdidos devido ao transbordo de um buffer finito de tamanho Nb. Utilizando
o teorema de Chernoff, a ultima equação pode ser escrita como (WEISS, 1995):
P (transbordo) = e−NI+o(N) (3.12)
onde o(N) denota um termo que quando divido por N tende a zero conforme N →∞ (KU-
MAR; MANJUNATH; KURI, 2004). Para N elevado, a equação (3.12) pode ser aproximada
por:
P (transbordo) ≈ e−NI (3.13)
Utilizando Bahadur-Rao, um refinamento do clássico teorema de Cramer, é pos-
sível fornecer uma aproximação menos conservativa (MONTGOMERY; VECIANA, 1996):
P (transbordo) ≈ e−NI−
1
2
log(4piNI) (3.14)
Seja N , o número de fontes multiplexadas em um servidor com um buffer de
tamanho B e ρj a porcentagem de fluxos do tipo j, então os parâmetros s, t podem ser
calculados da seguinte maneira:
NI = inf
t
sup
s
F (s, t) (3.15)
sendo
F (s, t) = s(B + Ct)− stN
∑
j
ρjαj(s, t)
sendo que αj é calculado empiricamente, utilizando o estimador em bloco (3.6) e a
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solução da equação (3.15) envolve dois procedimentos de otimização. O primeiro consiste
em procurar, para um valor fixo de t, o máximo F ∗(t) = maxsF (s, t) e o segundo em
achar o mínimo NI = mintF ∗(t).
A maximização pode ser resolvida numericamente de uma maneira eficiente se for
levado em conta que o logaritmo da função geradora de momentos (logE
(
esXj [0,t]
)
) que é
igual a stαj(s, t) é convexo em s, enquanto que s(B+Ct) é linear. Devido a isso, Ft(s) =
F (s, t) é uma função unimodal de s e o ponto de máximo é único (COURCOUBETIS; SIRIS,
2002). Então, para encontrar F ∗(t) = maxsFt(s) deve-se definir um incerto intervalo
inicial [sa, sb] que contenha o máximo (para isso é suficiente que para algum x ∈ [sa, sb],
Ft(x) > Ft(sa) e Ft(x) > Ft(sb)) e diminuir sucessivamente esse intervalo utilizando o
método de busca por seção áurea, descrito a seguir e ilustrado na Figura 5.
1. Dado um intervalo [sa, sb], que contém o máximo, dois pontos se e sd são selecionados
de modo que: sd − sa = sb − se = a(sb − sa) onde a é a chamada proporção áurea,
que é igual a
√
5−1
2
≈ 0.618.
2. Ft(se) e Ft(sd) são calculados:
(a) se Ft(se) > Ft(sd) o intervalo passa a ser [sa, sd]
(b) senão, se Ft(se) < Ft(sd) o intervalo passa a ser [se, sb]
(c) senão, se Ft(se) = Ft(sd) o novo intervalo é [se, sd].
3. Os passos 1 e 2 são repetidos até que o intervalo seja suficientemente pequeno.
Diferentemente do procedimento de maximização maxsFt(s), não existe uma pro-
priedade de F ∗(t) que se possa tirar vantagem para encontrar o valor que minimiza
mintF
∗(t). Na verdade, F ∗(t) pode ter mais de um mínimo e por essa razão a busca
pelo valor mínimo é linear no intervalo [0, κτ ]. A granularidade da busca é igual ao pe-
ríodo de tempo de análise dos dados τ . Já o valor de κ é determinado empiricamente e
depende do tamanho do buffer, com efeito, quanto maior for o tamanho do buffer maior
é o valor de κ.
Esse estimador de banda efetiva também faz uso da Teoria dos Grandes Desvios,
utilizando a teoria assintótica de muitas fontes ao invés de considerar o regime assintótico
de buffers grandes, obtendo assim, uma estimativa menos conservadora (banda menor que
atende à probabilidade de transbordo desejada). A aproximação assintótica de muitas
fontes pode ser aplicada igualmente em tráfegos com dependências de curta ou longa
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y=0.618(x) (x+y)/x = x/y
Figura 5: Método de Busca por Seção Áurea
duração (COURCOUBETIS; SIRIS; STAMOULIS, 1999; GROSSGLAUSER; BOLOT, 1996). O
problema desse estimador reside na sua complexidade computacional, que o torna inviável
para estimações em tempo real.
3.4.5 Aproximação Gaussiana
Esse método assume que a distribuição de chegada é Gaussiana e possui a menor
complexidade computacional entre os algoritmos analisados. Porém ele frequentemente
superstima a banda requerida, porque não leva em consideração a existencia de um buffer
no enlace. Além disso para assumir que a distribuição é Gaussiana é necessario que o
efeito da multiplexação estatistica seja relevante, ou seja, o método é inapropriado para
os casos em que uma ou poucas fontes estão transmitindo. O valor aproximado da taxa
mínima de serviço (C) tal que a probabilidade de que a taxa de chegada seja maior que
a taxa de serviço seja menor ou igual a ǫ pode ser estimado por:
C = µ+ σ
√
−2ln(ǫ)− ln(2π) (3.16)
sendo que µ é a taxa média e σ é o desvio padrão da taxa. Normalmente esse
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estimador fornece um limitante superior para o valor da banda efetiva, por isso, é comum
ele ser combinado com outros estimadores a fim de fornecer um valor mais próximo da
capacidade efetiva (GUERIN; AHMADI; NAGHSHINEH, 1991).
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4 Controle de Admissão para Servidores de Vídeo
sob Demanda
4.1 Introdução
Para suprir as necessidades das aplicações de vídeo sob demanda, foi desenvolvido
um mecanismo preventivo de controle de congestionamento no nível de conexão, que visa
garantir uma alta taxa de utilização dos recursos do servidor e níveis constantes de atraso.
O sistema de admissão de conexão utiliza a teoria assintótica de muitas fontes para calcular
a banda efetiva de um agregado de fluxos de vídeo e uma base de dados para contabilizar
as conexões ativas e os recursos disponíveis. Com o auxílio de um mecanismo de controle
de tráfego, o sistema garante a reserva de uma fração mínima da capacidade do servidor,
de acordo com os requisitos de QoS desejados (STAHLSCHMIDT; GODOY JR.; FORONDA,
2010).
A maioria dos modelos de admissão de conexão para servidores de vídeo sob
demanda existentes na literatura, utilizam medições periódicas ou modelos de tráfego
(KROPOTOFF, 1999). O problema com as abordagens baseadas em medições reside prin-
cipalmente na dificuldade da definição de um intervalo de tempo para efetuar as medições,
com efeito, se for muito pequeno consome muitos recursos e nem sempre é possível for-
necer a resposta no tempo requerido, se for grande demais, é possível que características
estatísticas relevantes do tráfego não sejam capturadas. Além disso, fluxos de vídeo apre-
sentam uma estrutura bastante complexa e não existe um consenso sobre um modelo ideal
para caracterizar esse tipo de tráfego.
Quando o conteúdo de um vídeo VBR é conhecido a priori, pode-se reorganizar o
envio dos dados para suavizar a transmissão. Ao antecipar o envio dos maiores frames é
possível evitar rajadas e reduzir a variabilidade do tráfego, facilitando o gerenciamento de
recursos e o processo de admissão. Esforços significativos foram realizados nesse sentido
(FENG; SECHREST, 1995; DUFFIELD; RAMAKRISHNAN; REIBMAN, 1998). Porém nesses
trabalhos, os algoritmos dependem do programa cliente, que reproduz o vídeo, limitando
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assim seu escopo de aplicação. Mesmo que a suavização seja ótima, o tráfego resultante
ainda é VBR, ou seja, ainda há possibilidade de ganho com a multiplexação estatística
(SALEHI et al., 1998).
O sistema proposto nessa dissertação utiliza arquivos de trace, que são automa-
ticamente gerados de modo a simular o envio dos vídeos sob uma rede de comutação de
pacotes. A análise baseada em traces permite a caracterização total dos processos e per-
mite uma estimação mais precisa da banda efetiva. Porém como o sistema não captura
o comportamento dinâmico dos fluxos no tempo e é muito difícil prever a quantidade
demandada de cada vídeo em um dado instante, a multiplexação estatística é considerada
somente entre os fluxos idênticos (multiplexação por grupo).
Além de viabilizar a predição de trafégo, a multiplexação por grupo permite as-
sociar diferentes níveis de serviço a vídeos distintos. A perda representada pela ausência
da multiplexação entre grupos distintos deve ser menor nos servidores de vídeo sob de-
manda, pois, geralmente, nesse tipo de aplicação alguns poucos vídeos respondem por
grande parte do consumo dos recursos do enlace. Em outras palavras, o ganho estatístico
resultante da multiplexação entre os fluxos idênticos dos vídeos mais requisitados deve ser
relevante em relação ao montante total dos recursos consumidos.
4.2 Arquitetura
No instante em que um novo vídeo é adicionado ao acervo de vídeos do servidor,
seu trace é criado de modo a simular o transporte do seu conteúdo sobre uma rede de
comutação de pacotes. Após a criação, o trace é enviado para um servidor de cálculo
que, por sua vez, calcula o valor da banda efetiva, que garante um nível constante de
atraso, para um certo número de conexões iniciais. Terminado os cálculos, os resultados
são inseridos em uma base de dados que provê os subsídios necessários para o controle de
admissão.
À medida que o número de conexões que transmitem um mesmo vídeo simultane-
amente se aproxima do número máximo de conexões, cuja a banda efetiva foi inicialmente
calculada, um módulo de estatísticas de conexões se encarrega de solicitar novos valores de
banda efetiva ao servidor de cálculo. Para introduzir a qualidade de serviço, além do con-
trole de admissão, é empregada a técnica de controle de tráfego, que visa assegurar uma
fração mínima da capacidade (banda efetiva) à cada agregado de fontes que transmitem
o mesmo conteúdo.
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A Figura 6 ilustra a arquitetura do sistema. O servidor de controle de admissão é
o ponto de entrada do sistema, onde uma interface web permite aos clientes selecionar os
vídeos que desejam assistir. Os servidores se comunicam entre si utilizando um protocolo
de transferência de arquivos, uma API de acesso a base de dados e chamadas remotas
de procedimento. O objetivo da arquitetura é garantir um atraso máximo e uma alta
utilização do enlace entre o servidor de admissão e o roteador.
Internet
ComutadorRoteador
Vídeo
Cálculo
SGBD
CAC
Figura 6: Arquitetura do sistema de Controle de Admissão de Conexão
4.3 Processo de Chegada de Dados
O processo de chegada de dados (streams) no enlace que conecta o servidor de
controle de admissão à Internet pode ser modelado utilizando uma única fila, onde os
pacotes são desenfileirados a uma taxa constante (C), na ordem de chegada (FIFO) e a
capacidade do buffer é dimensionada para que a perda de pacotes seja mínima, ou seja, a
probabilidade de um pacote chegar e não haver um lugar livre no buffer é suficientemente
pequena.
Para simplificar, o modelo descrito anteriormente e representado na Figura 7 é
adotado daqui pra frente. Isso significa que a causa da perda de um pacote é a inexistência
de posições livres na fila e o atraso é considerado o tempo que um pacote permanece na
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Figura 7: Processo de chegada de dados
fila antes de ser removido. Nesse modelo, para garantir um atraso máximo, basta garantir
que todo elemento que entra na fila seja desenfileirado respeitando um tempo máximo.
Esse tempo máximo é calculado utilizando a capacidade do enlace e o tamanho máximo
atingido pela fila em um determinado instante. Assim, se o tamanho da fila crescer além
do tamanho do buffer haverá violação das restrições de atraso. Portanto para satisfazer
os requisitos de atraso é suficiente analisar a probabilidade do tamanho da fila exceder
o tamanho do buffer. Dessa forma é possível uma certa previsibilidade, com garantia de
níveis de atraso constantes.
4.4 Construção e Conversão do Trace de Vídeo
A estimação da banda efetiva de um fluxo de vídeo é feita através de um arquivo
de texto que detalha o processo de chegada de dados no tempo (trace). Para automatizar
a geração do trace, um conhecido player multimídia de código aberto chamado MPlayer
(GEREOFFY et al., 2007) foi alterado de modo a detalhar as informações sobre o tamanho
de cada frame do vídeo.
Em um vídeo cada imagem individual é chamada de frame, e a medição da ca-
dência (frame rate) é feita em frames por segundo (fps). O tamanho dos arquivos de trace
dependem da duração, da resolução e da cadência dos vídeos. Na análise da banda efetiva
de um vídeo o período de análise coincide com a sua cadência de modo a capturar suas
propriedades estatísticas relevantes e fornecer uma estimativa precisa de seus requisitos
de serviço.
Inicialmente, a geração automática de trace foi desenvolvida para os streams de
vídeo encapsulados no formato Audio Video Interleave, um formato de arquivo recipi-
ente extremamente popular, desenvolvido pela MicrosoftR© cujo a extensão oficial é AVI
A construção do trace é feita através da extração de dados de um cabeçalho opcional
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presente nos arquivos recipientes chamado IDX1. Se o cabeçalho não estiver presente
o MPlayer pode facilmente reconstruí-lo, além disso vários outros formatos de arquivos
recipientes podem ser convertidos em AVI tornando possível a construção do trace para
outros formatos de arquivos.
Para simular a passagem de um vídeo por uma rede de comutação de pacotes, de
modo a calcular com precisão a sua banda efetiva, foi utilizado o software Encapsulate,
que converte o trace de vídeo em trace de rede (MCALARNEY; HADDAD; MCGARRY, 2009).
O software é capaz de empacotar e fragmentar os frames de vídeo de acordo com os
protocolos de rede e o Maximum Transmission Unit (MTU ) utilizados.
Neste trabalho é utilizado o protocolo RTP e um MTU de 1400 bytes para a
entrega dos dados de vídeo ponto-a-ponto. A Tabela 1 mostra a transformação de parte
de um trace de vídeo em um trace de rede. Os cabeçalhos introduzidos para o transporte
do vídeo utilizando os protocolos IP, UDP e RTP somam 40 bytes por pacote.
Tabela 1: Conversão do trace de vídeo em trace de rede
Frame (Bytes) Pacote(s) (Bytes)
2102 2182
824 864
846 886
1578 1658
768 808
4.5 Seleção do Estimador Adequado
Dentre os estimadores de banda efetiva apresentados, os mais promissores para
a estimação da banda efetiva para servidores de vídeo sob demanda são o de Norros
(NEB), a Aproximação Gaussiana (GA) e a Aproximação Assintótica por Muitas Fontes
(MSAEB). A Tabela 2 compara o desempenho dos estimadores selecionados em diferentes
cenários.
Para as aplicações de vídeo sob demanda, além da vazão, um dos parâmetros de
qualidade mais importantes é o atraso. Para que o atraso seja pequeno, muitas vezes
o buffer ajustado (de acordo com a taxa de serviço) também deve ser pequeno e por
isso o estimador NEB, que faz suposições sobre o tamanho do buffer, não é eficaz nesse
contexto. O estimador baseado na Aproximação Gaussiana é inadequado para processos
com decaimentos lentos (dependência de longa duração), comportamento observado nos
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Tabela 2: Comportamento dos estimadores selecionados
Cenário NEB MSAEB GA
Buffer Pequeno Ruim Muito Bom Ótimo
Buffer Grande Muito Bom Muito Bom Ruim
Tráfego SRD Bom Bom Bom
Tráfego LRD Ótimo Bom Ruim
Fonte Única Bom Ruim Ruim
Várias Fontes Muito Bom Ótimo Ótimo
Complexidade Bom Ruim Ótimo
Fonte: Adaptado de Haciomeroglu (2003).
fluxos de tráfego de vídeo, e além disso, freqüentemente superestima o valor da banda
efetiva. Como a banda efetiva é pré-calculada (off-line), a complexidade computacional
do algoritmo não é um fator determinante na escolha do estimador. Portanto, entre os
algoritmos estudados, o mais adequado as necessidades do sistema proposto é o MSAEB.
4.6 Cálculo do Número Máximo de Conexões Admitidas
Para garantir um atraso máximo, o tamanho do buffer deve ser ajustado de
acordo com a taxa de serviço do enlace, de modo que o tempo máximo que um pacote
permanece na fila antes de ser desenfileirado não exceda o atraso desejado. Para calcular
o tamanho do buffer em bytes basta multiplicar a capacidade do enlace em bytes por
segundo pelo atraso desejado em segundos.
A utilização da aproximação assintótica por muitas fontes permite calcular dire-
tamente o número de fontes que podem transmitir em um enlace, fornecendo os dados
necessários para o controle de admissão. A equação (4.1) estima o número máximo de
conexões que podem ser aceitas (N), dada uma capacidade (C) e um buffer previamente
ajustado (B), com uma probabilidade de exceder o atraso desejado de aproximadamente
e−γ.
N = inf
t
sup
s
[
s(B + Ct)− γ
stα(s, t)
]
(4.1)
O cálculo de α(s, t) é feito utilizando o trace de rede e o estimador em bloco
(equação (3.6)). Assim como na equação (3.15), também é possível tirar proveito da
convexidade em s e resolver sups utilizando uma busca por seção áurea. Utilizando o
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teorema de Bahadur-Rao, pode-se aumentar a precisão da equação (4.1), sem aumentar a
complexidade computacional, substituindo γ por γ− 1/2 log (4piγ)
1+1/(2γ)
(MONTGOMERY; VECIANA,
1996).
A computação do número máximo de conexões admitidas é executada repetidas
vezes para vários pares (C,B), onde o tamanho do buffer (B) em bytes varia de acordo
com a capacidade alocada (C) mas é fixo em função do tempo. A taxa de serviço é
incrementada sucessivamente até a obtenção das capacidades mínimas necessárias para
suprir a demanda inicial do vídeo, isto é, o número de conexões que transmitem o vídeo
simultaneamente.
A Tabela 3 ilustra os parâmetros utilizados no cálculo do número de conexões
que podem ser admitidas, utilizando a equação (4.1) e o aperfeiçoamento de Bahadur-
Rao, para que a probabilidade de que o tamanho da fila exceda o tamanho do buffer
seja aproximadamente 10−6. O tamanho do buffer foi ajustado, de acordo com cada
capacidade, em 40 milisegundos. O cálculo foi realizado utilizando o trace de um vídeo
com cadência de 25 fps em formatoMPEG-4, contendo um fragmento do filme "O Silêncio
dos Inocentes"(FITZEK; REISSLEIN, 2000), que foi encapsulado e segmentado em pacotes
de 1400 bytes de modo a simular sua passagem por uma rede IP utilizando o protocolo
RTP.
Tabela 3: Cálculo do número máximo de fluxos em função da QoS desejada
Capacidade (Mbps) Fluxos (N) s (kbit−1) t (ms) α(s, t) (Mbps)
10 21 0.001243 2160 0.2785
20 61 0.000926 2160 0.2383
30 105 0.000512 3360 0.2250
40 151 0.000455 3360 0.2184
50 198 0.000379 3680 0.2140
100 440 0.000217 4840 0.2043
1000 5103 0.000035 11080 0.1909
Ao observar o comportamento dos parâmetros de espaço (s) e tempo (t) na Tabela
3, nota-se que a medida que a capacidade cresce, a multiplexação estatística aumenta e o
valor do parâmetro espaço decresce. Com o crescimento da capacidade, cresce também o
tamanho do buffer ajustado, e com isso o buffer passa a “absorver"as menores escalas de
tempo responsáveis pelo transbordo, o que implica no crescimento do valor do parâmetro
tempo. Conforme s decresce e t cresce o valor de α(s, t) se aproxima da taxa média do
trace de rede (0.1853 Mbps).
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4.7 Controle de Admissão Auxiliado por SGBD
O processo de admissão de conexão é auxiliado por um SGBD, onde um banco
de dados armazena as informações sobre os recursos necessários (taxa de serviço e buffer)
para admitir um determinado número de fontes de cada vídeo armazenado no servidor.
O banco contém ainda, relações que mantém informações sobre os vídeos armazenados e
os recursos do enlace, além de uma tabela especifica, que é responsável por contabilizar
as conexões ativas, detalhando quantas fontes estão transmitindo cada vídeo.
Para facilitar o processo de admissão, visões informam o total de recursos disponí-
veis e utilizados. O ganho decorrente da utilização do sistema proposto quando comparado
a alocação determinística pela taxa de pico pode ser obtido em tempo real, através de
uma simples consulta a uma visão que detalha a economia de recursos. O modelo do
banco de dados que fornece os subsídios para o controle de admissão está representado na
Figura 8 .
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Figura 8: Diagrama ER do controle de admissão
Quando um cliente faz uma requisição de vídeo, o servidor de admissão invoca
um procedimento armazenado no servidor de base de dados usando o nome do vídeo
solicitado como parâmetro. O procedimento de admissão, verifica quantas fontes estão
transmitindo o vídeo requisitado e calcula, através da tabela de banda efetiva, quanto
recurso adicional é necessário se mais uma fonte vier a transmitir o mesmo vídeo. Se há
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disponibilidade de recursos, a conexão é aceita e a tabela de conexões ativas atualizada.
Sempre que uma transmissão é iniciada ou encerrada, um procedimento é executado para
atualizar o número de conexões ativas.
O Apêndice B contém o código necessário para a construção da base de dados de
admissão, com as tabelas, visões e funções descritas nessa seção. O código é compatível
com o MySQL, um popular sistema gestor de base de dados de código aberto (WIDENIUS;
AXMARK; MYSQL, 2002).
4.8 Controle da Demanda
Em um determinado momento, o número de fluxos ativos excederá o número de
conexões para as quais a banda efetiva foi pré-calculada. Para evitar esse problema, sem-
pre que uma conexão é admitida, a relação que contém os dados das conexões ativas é
atualizada e um gatilho (trigger) associado a essa atualização dispara um procedimento.
Esse procedimento verifica o quão próximo o número de conexões ativas do vídeo requisi-
tado está do número máximo de conexões, cuja banda efetiva foi previamente calculada.
Para que uma solicitação de um cliente não tenha que esperar o tempo necessário
para o cálculo da banda efetiva, sempre que o procedimento verificar que o número de
conexões ativas de um vídeo se aproxima do teto contido na base de dados, novos valores
de banda efetiva são solicitados ao servidor de cálculo com o objetivo de suprir a demanda
futura.
Caso a demanda cresça de maneira imprevisível, pode-se admitir a conexão utili-
zando um cálculo conservativo, com base na diferença entre as duas maiores capacidades
previamente calculadas. Essa admissão pode ser realizada porque conforme a capacidade
cresce a banda efetiva dos fluxos diminui, como pode ser visto na Tabela 3.
O cálculo antecipado é necessário porque a computação da banda efetiva sobre o
regime assintótico de muitas fontes não fornece uma resposta em tempo real e depende
do tamanho do vídeo e dos valores do parâmetro de tempo pesquisados.
4.9 Classificação e Controle de Tráfego
Uma vez aceita pelo servidor de admissão, a conexão é classificada dentro de uma
classe apropriada, de acordo com o conteúdo que está transmitindo. Na seqüência, um
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mecanismo de controle de tráfego, garante a cada grupo de vídeos (classe) a capacidade
mínima necessária para fornecer os serviços de acordo com as garantias desejadas.
O controle de tráfego permite utilizar o enlace físico para simular vários enla-
ces mais lentos e enviar diferentes tipos de tráfego em diferentes enlaces virtuais. Para
implementar o controle de tráfego é utilizado o Hierachical Token Bucket (HTB) (DE-
VERA, 2004), ele garante que o total de serviço provido para cada classe (enlace virtual
onde todas as fontes transmitem o mesmo conteúdo) é no mínimo o total requerido por
esta. Quando uma classe requisita menos que o total a ela reservado, a largura de banda
remanescente é distribuída para outras classes que demandam serviço.
O HTB controla os pacotes que saem de uma interface de rede de forma hie-
rárquica. A classe raiz é definida através de dois parâmetros, taxa e teto, esses valores
representam a banda total disponível no enlace. O parâmetro taxa indica a banda garan-
tida para a classe e o teto indica o máximo de banda que a classe pode consumir.
O enlace físico é divido com base no número de vídeos que estão sendo transmi-
tidos e as suas bandas efetivas. Cada grupo de fluxos idênticos é transmitido através de
um enlace virtual (classe filha) e tem garantias de receber, no mínimo, a banda necessária
para garantir a QoS desejada. O parâmetro teto é o mesmo para todas as classes filhas
e é igual ao total de banda disponível no enlace. Os detalhes da implementação constam
no Apêndice C. O esquema é ilustrado na Figura 9.
Classifica
Classificação por 
IP:PORTA (U32)
Classes filhas
(1/N).C
(3/N).C
(2/N).C
video_id (classid) = N
video_id (classid) = 1
video_id (classid) = 2
Taxa mínima 
de serviço 
garantida
Tráfego originário do 
servidor de vídeo 
Fila de 
transmição
Agendamento
Figura 9: Esquema de controle de tráfego utilizando HTB
Sob o regime assintótico de muitas fontes, o ganho alcançado com a multiplexação
estatística depende do tamanho do sistema (número de fontes e recursos), com a divisão
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do enlace e a divisão do sistema em subsistemas existe uma perda (ganho não explorado)
que é analisada com mais detalhes na próxima seção.
4.10 Estratégia de Multiplexação por Grupos
Quando um pequeno número de vídeos é responsável por uma porção significa-
tiva do tráfego ou o número de fontes de cada vídeo é suficientemente grande, a perda
representada pela multiplexação em grupos é mínima. Mas quando há pouca demanda e
principalmente quando essa demanda é igualmente distribuída entre os vídeos a economia
de recursos é pequena.
Freqüentemente o comportamento da demanda pelos vídeos em um servidor de
vídeo sob demanda é semelhante ao de uma vídeo locadora, onde os filmes mais recentes
e as grandes produções respondem por grande parte das locações. Por esse motivo a
multiplexação por grupos pode ser aplicada satisfatoriamente em muitos servidores de
vídeo sob demanda.
A Tabela 4 detalha quantos fluxos do vídeo "Guerra nas Estrelas"(FITZEK; REIS-
SLEIN, 2000), encapsulado utilizando IP/UDP/RTP e fragmentado em pacotes de 1400
bytes, podem ser admitidos de acordo com a capacidade do enlace. O cálculo foi feito
utilizando a equação (4.1) com probabilidade de aproximadamente 10−6 de que o atraso
não exceda 40 milisegundos .
Tabela 4: Capacidade mínima vs número de fluxos admitidos
Capacidade (Mbps) Fluxos (N)
1 3
2 12
4 31
8 73
16 158
32 334
64 693
Com o objetivo de ilustrar a perda introduzida pela adoção da multiplexação por
grupos, dois arquivos contendo o mesmo fragmento do vídeo anterior são tratados como
se fossem diferentes, ou seja, multiplexados em enlaces virtuais diferentes, a capacidade
requerida e a perda percentual são ilustradas na Tabela 5.
Conforme o número de fontes multiplexadas aumenta, a banda efetiva tende a
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Tabela 5: Desperdício de recursos com o modelo de multiplexação em grupo
Capacidade (Mbps) Fluxos (N) Perda (%)
2 6 50.00
4 24 22.58
8 62 15.07
16 146 7.60
32 316 5.39
64 668 3.61
taxa média e a perda introduzida pela analise em grupos diminui. Com isso é possível
concluir que a arquitetura proposta é ideal para servidores com grande volume de tráfego
e não serve para pequenos servidores de vídeo sob demanda.
4.11 Funcionamento do Sistema
Para ilustrar o funcionamento do sistema de admissão são utilizados diagramas de
seqüência. Os diagramas de seqüência descrevem a maneira como os servidores interagem
ao longo do tempo para a realização de uma operação. As linhas verticais representam a
passagem do tempo e quando preenchidas indicam também a atividade do servidor. As
linhas horizontais representam as trocas de informações e chamadas de procedimentos.
Uma condição é representada através de colchetes e a resposta a uma ação é representada
por linhas horizontais tracejadas.
A Figura 10 representa a seqüência de passos executados para a população da
base de dados com as capacidades mínimas necessárias ao nível de serviço exigido para
a transmissão dos fluxos de um vídeo. O processo começa com o upload do vídeo pelo
usuário. Em seguida, o trace de vídeo é gerado e imediatamente convertido em trace de
pacotes. Na seqüência as informações sobre o stream são registradas na base de dados.
Então, a partir do trace de pacotes, são calculadas as bandas efetivas necessárias para
admitir um número variável de conexões enquanto um atraso máximo é garantido. Por
fim os valores calculados são inseridos na tabela apropriada com o objetivo de prover
os dados necessários para o controle de admissão. O segmento de reta com meia seta na
extremidade representa a solicitação assíncrona que ocorre de acordo com a demanda pelo
vídeo e é responsável pelo cálculo antecipado das bandas efetivas.
Sempre que um cliente solicita um vídeo, o servidor de admissão invoca o proce-
dimento de admissão no sistema gestor de base de dados. O procedimento implementado
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Servidor de 
Video
Enviar video
Gerar trace (vídeo)  
Servidor de 
Cálculo
Calcular banda efetiva 
sob demanda
SGBD
Inserir Bandas Efetivas
Inserir Bandas Efetivas
Registrar video
Gerar trace (pacotes) 
Calcular capacidades 
mínimas iniciais
Construção da base de dados de admissão
Figura 10: Construção da base de dados que auxilia o controle de admissão
no SGBD verifica se há recursos suficientes para admitir a conexão de acordo com a banda
efetiva pré-calculada. Caso haja recursos suficientes, eles são alocados (a tabela de re-
cursos é atualizada) e o servidor de admissão é informado. O servidor de admissão então
ajusta a capacidade do enlace virtual (classe do vídeo) para suportar mais uma fonte
de vídeo e cumprir os requisitos de QoS desejados. Após a capacidade ser reservada, o
tráfego vindo do servidor de vídeo com direção a Internet é marcado e direcionado para o
enlace virtual que contém outros fluxos idênticos. Esse processo é ilustrado na Figura 11.
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Figura 11: Processo de admissão de conexão
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5 Simulações
5.1 Introdução
Com o objetivo de validar a aplicação do estimador selecionado no transporte
de vídeos MPEG-4 sobre redes IP, foi desenvolvido um módulo de software, utilizando
o simulador de eventos discretos NS-2 (MCCANNE et al., 1997), que permite verificar o
comportamento da multiplexação estatística quando vários fluxos de vídeo com bitrate
variável são transportados sobre o mesmo enlace.
O enlace que conecta o servidor de admissão à Internet (ver Figura 6) é o ponto
onde os streams de vídeo são agregados. O objetivo dos experimentos é simular a passagem
dos fluxos por esse enlace, conforme representado na Figura 12. O enlace foi modelado
de acordo com o processo descrito na Seção 4.3, exceto pelo fato de que a capacidade do
buffer é pré-definida e é tão grande que no contexto dos experimentos pode ser considerada
infinita.
Cliente
Cliente
Cliente
Cliente
INTERNET
Ponto de agregação 
dos fluxos de vídeo
Monitoração do Tráfego
Figura 12: Enlace alvo dos experimentos
Em cada experimento, a alocação por banda efetiva é comparada a alocação
determinística, onde é verificado que a teoria assintótica de muitas fontes permite uma
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maior utilização dos recursos sem violar os requisitos de QoS desejados. O código do
simulador está disponível no Apêndice B.
5.2 Cenário
O software de simulação recebe como parâmetros: um arquivo de trace de rede,
uma taxa de serviço (C) e um número de fluxos (N). O arquivo de trace é lido para a
memória principal e arranjado na forma de uma lista circular encadeada, onde cada frame
ocupa uma posição, dessa forma, enquanto durar a simulação as fontes transmitirão dados.
Para cada fluxo de vídeo, o primeiro frame a ser transmitido é selecionado de maneira
aleatória e o restante é enviado de forma seqüencial, seguindo a seqüência da lista. Os
tempos iniciais de transmissão são aleatórios, com distribuição uniforme de probabilidade
sobre o tempo de duração de um frame.
Para simular os streams, um trace de rede foi gerado a partir de um segmento
de aproximadamente 60 minutos do filme "O Silêncio dos Inocentes" . As informações
sobre o vídeo, o trace e a codificação utilizada estão disponíveis publicamente em Fitzek e
Reisslein (2000). Na conversão, os frames foram encapsulados utilizando os protocolos IP
(Internet Protocol, para roteamento), UDP (User Datagram Protocol, para o transporte
sem conexão) e RTP (Real-time Transport Protocol, para o controle de tempo-real) e
segmentados em pacotes de 1400 bytes. A Figura 13 detalha o trace de rede, sua taxa de
transmissão média é de 0.185 Mbps e a taxa de pico de 2.455 Mbps.
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Figura 13: Trace de rede utilizado nos experimentos
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As capacidades mínimas necessárias para se admitir até 100 fluxos do vídeo (N),
com probabilidade de aproximadamente 10−6 de que o atraso exceda 20 milisegundos,
foram calculadas utilizando a equação (4.1) e o teorema de Bahadur-Rao.
5.3 Ganho Obtido com a Multiplexação Estatística
O objetivo desse experimento é analisar a economia de recursos alcançada com a
utilização do controle de admissão baseado na aproximação assintótica de muitas fontes.
Na Figura 14, os valores das bandas efetivas calculadas, utilizando a equação (4.1) e
o aperfeiçoamento de Bahadur-Rao, para admitir até 100 fontes com um buffer de 20
milisegundos são comparados com as alocações determinísticas por taxa média e por taxa
de pico.
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Figura 14: Comparação das alocações por taxa de pico, banda efetiva e taxa média
Na alocação por taxa de pico há um grande desperdício de recursos, enquanto que
na alocação por taxa média não há desperdício, mas a qualidade do serviço é degradada.
Como pode ser visto nos experimentos seguintes, a alocação por banda efetiva garante os
parâmetros requeridos de QoS e uma alta taxa de utilização dos recursos.
A alocação por banda efetiva acompanha a forma da alocação por taxa média.
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Pela teoria assintótica de muitas fontes, para um número de fluxos suficientemente grande,
conforme o número de fontes de vídeo cresce, a taxa agregada se aproxima da taxa média
multiplicada pelo número de fontes.
5.4 Verificação da Qualidade de Serviço
A finalidade dessa simulação é verificar se as restrições deQoS impostas no cálculo
da banda efetiva estão sendo cumpridas. Ao todo foram executadas 10 simulações, cada
uma durante um intervalo de tempo de 200 minutos (5 vezes o tamanho do trace) com
coeficiente de variação inferior a 5%. Ao fim de cada simulação o tamanho máximo que o
buffer atingiu durante o experimento é convertido em uma unidade de medida de tempo
de acordo com a capacidade do enlace. O resultado das alocações por banda efetiva e
taxa de pico podem ser vistos na Figura 15.
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Figura 15: Atraso máximo das alocações por taxa de pico e banda efetiva
É possível verificar que o atraso decresce conforme o número de fontes aumenta.
Na verdade o atraso decresce porque com o crescimento do número de fontes aumentam
também a taxa de serviço e o buffer correspondente. Os maiores valores do atraso,
observados no canto superior esquerdo do gráfico, se devem ao fato de que o tamanho dos
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maiores frames do vídeo são pouco menores que o tamanho em bytes dos buffers ajustados
para as menores capacidades alocadas.
Quando se utiliza a alocação por taxa média, as restrições não só são violadas,
como os atrasos chegam a ser até quatro ordens de grandeza maiores que os atingidos
quando se emprega as abordagens anteriores. A Figura 16 ilustra o atraso máximo quando
se utiliza a taxa média como base para a alocação de recursos.
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Figura 16: Atraso máximo da alocação por taxa média
5.5 Taxa de Utilização do Enlace
Com o objetivo de analisar a taxa de utilização do canal quando se emprega o
conceito de banda efetiva na estimação da capacidade, as taxas de utilização alcançadas
pela alocação estatística baseada na aproximação assintótica por muitas fontes e pela
alocação determinística utilizando a taxa média e a taxa de pico foram comparadas. A
taxa de utilização do enlace é calculada no fim de cada simulação como se segue:
utilização =
total de bytes desenfileirados em i segs
capacidade× i
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O numerador é igual ao número total de bytes que são desenfileirados do buffer
durante o intervalo de i segundos e o denominador é igual a taxa total de bytes que
poderiam ter sido desenfileirados durante o mesmo intervalo.
Na Figura 17 é possível verificar que a alocação baseada na taxa de pico, apesar
de garantir a qualidade de serviço, causa um grande desperdício de recursos, enquanto
que na alocação por taxa média os recursos são utilizados de forma ótima, mas os atrasos
gerados são inaceitáveis.
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Figura 17: Taxa de utilização das abordagens analisadas
Na abordagem por banda efetiva, conforme o número de fontes e a taxa de serviço
cresce a taxa de utilização dos recursos aumenta. A medida em que a razão entre a
capacidade do enlace e a taxa de pico dos fluxos de vídeo cresce o parâmetro de espaço
s tende a zero, a banda efetiva tende a taxa média e a taxa de utilização se aproxima do
máximo.
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6 Conclusões
O modelo proposto neste trabalho tira proveito das características dos servidores
de vídeo sob demanda, onde os arquivos de vídeo permanecem armazenados, para ante-
cipar a definição do ponto de operação do enlace (parâmetros tempo e espaço), com o
objetivo de estimar a banda efetiva sob o regime assintótico de muitas fontes.
O cálculo da taxa mínima de serviço que garante a qualidade de serviço desejada é
baseado em arquivos de trace, que são automaticamente gerados para simular a passagem
dos arquivos de vídeo sobre a rede. Essa abordagem, além de não sofrer dos problemas
existentes nas soluções baseadas em medições e em modelos de tráfego, possibilita a
utilização do estimador baseado na teoria assintótica de muitas fontes que é bastante
preciso, mas computacionalmente complexo.
Todo processo de admissão é auxiliado por um banco de dados, que simplifica a
implementação e por um mecanismo de controle de tráfego, que garante a taxa de serviço
necessária a cada agregado de streams ao mesmo tempo que aumenta a taxa de utilização
do enlace.
A eficácia do mecanismo foi validada através de um software que utiliza os pró-
prios arquivos de trace para simular o transporte e a multiplexação de vídeos MPEG-4.
A análise dos resultados mostrou que a introdução do mecanismo minimiza o atraso e au-
menta a taxa de utilização do enlace, e que a eficiência do sistema cresce com o aumento
do número de fontes.
6.1 Trabalhos Futuros
O sistema proposto utiliza diversos enlaces virtuais, permitindo atribuir diferentes
parâmetros de serviço à diferentes streams, porém essa abordagem é conservativa, pois o
ganho decorrente da multiplexação entre os enlaces virtuais não é explorado. Adotando
um esquema de alocação adaptativa de banda efetiva como o descrito por Li et al. (2005),
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seria possível explorar a multiplexação entre os grupos de streams, definindo uma margem
de alocação acima da capacidade real do enlace, através da diferença entre a banda efetiva
medida no enlace real e o somatório da banda alocada para os enlaces virtuais. As
respostas do protocolo RTCP podem ser usadas para verificar se os parâmetros de QoS
estão sendo respeitados bem como para definir a prioridade do compartilhamento da
banda excedente.
Para que a arquitetura possa ser aplicada também em sistemas menores, pode-se
adotar uma abordagem dual, onde dois estimadores de banda efetiva são combinados. Nos
casos em que há poucas fontes transmitindo, onde a eficácia do MSAEB é limitada, pode
ser empregado um estimador que seja preciso com poucas fontes e buffer pequeno. Esse
outro estimador poderia ser, por exemplo, o de Norros (NEB) ou o estimador baseado no
Processo Envelope do Movimento Browniano Fractal (FONSECA; MAYOR; NETO, 2000),
que deriva uma expressão para o cálculo da banda efetiva que obtém os mesmos resultados
alcançados por Norros, mas sem fazer suposições quanto o tamanho do buffer.
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APÊNDICE A -- Simulador de Streams (NS-2)
# msasim . t c l
# Simula vá r i o s f l uxo s de datagramas baseados em arquivos de t r a c e s
# Thiago Stahlschmidt (CPGEI − UTFPR)
#
# Checa os parâmetros da s imulação
i f { $argc < 3} {
puts "Use : ns msasim . t c l t r a c e . t r N ( f o n t e s ) C ( capacidade em Mbps)"
e x i t −1
}
# Nome do arquivo de t r a ce
s e t a s c i i_ t r a c e_ f i l e [ l i ndex $argv 0 ]
# Número de f l uxo s (N)
s e t n c l i e n t s [ l i ndex $argv 1 ]
# Capacidade (C) em Mbps
s e t bandwidth [ l i ndex $argv 2 ]
# Nova Simulação
s e t ns [ new Simulator ]
# Suprime adve r t ênc i a de debug
T r a c e f i l e s e t debug_ 0
# Def ine o formato do t r a ce
Agent/UDP s e t tracevar_ true
# Def ine o tamanho máximo do datagrama
Agent/UDP s e t packetSize_ 1400
# Serv ido r
s e t server_node [ $ns node ]
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# Jane la de tempo em segundos (1/ fp s )
s e t epoch 0.040000
# Buf f e r em KB( s )
s e t backlog 1000000
# Roteador IP
s e t router_node [ $ns node ]
$router_node shape "box"
# Def ine o en la c e ent r e os nós
$ns duplex−l i n k $server_node $router_node [ expr $bandwidth ]Mb 10ms DropTail
# Para usar o pacote RPI , apos sua in s ta l a ção , deve−se d e f i n i r a va r i á v e l
# de ambiente NSRPIPATH com o l o c a l da i n s t a l a ç ã o do NS .
# ( export NSRPIPATH=/usr / l o c a l /ns−a l l i n on e−x . x/ns−x . x )
# e d e f i n i r USERPI como true .
s e t USERPI true
i f {$USERPI} {
source $env (NSRPIPATH)/ t c l / r p i / l i nk−s t a t s . t c l
s e t s t a t s [ new LinkStats $server_node $router_node ]
}
# Def ine o tamanho das f i l a s em KBytes ( qlim_ ∗ mean_pktsize_ )
Queue/DropTail s e t queue_in_bytes_ true
Queue/DropTail s e t mean_pktsize_ 1000
$ns queue−l im i t $server_node $router_node $backlog
# Def ine as f o n t e s e os d e s t i n o s
f o r { s e t i 0} { $ i < $n c l i e n t s } { i n c r i } {
s e t udp ( $ i ) [ new Agent/UDP]
$ns attach−agent $server_node $udp ( $ i )
s e t snk ( $ i ) [ new Agent/Nul l ]
$ns attach−agent $router_node $snk ( $ i )
$ns connect $udp ( $ i ) $snk ( $ i )
$udp ( $ i ) s e t fid_ [ expr $ i + 1 ]
}
# Converte o arquivo de t r á f e g o no formato b i ná r i o do ns−2
# ( tempo ent r e pacotes em mi l i s egundos ) ( tamanho do pacote em bytes )
s e t a s c i i_ f i l e_ i d [ open $ a s c i i_ t r a c e_ f i l e r ]
s e t trace_file_name video . dat
s e t t r a c e_ f i l e_ id [ open $trace_file_name w]
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f c o n f i g u r e $ t r a ce_ f i l e_ id −encoding binary
s e t last_time 0
whi le { [ eo f $ a s c i i_ f i l e_ i d ] == 0} {
ge t s $ a s c i i_ f i l e_ i d l i n e
scan $ l i n e "%d%d" next_time length
s e t time [ expr 1000 ∗ ( $next_time − $last_time ) ]
s e t last_time $next_time
puts −nonewline $ t r a ce_ f i l e_ id [ binary format " I I " $time $ length ]
}
c l o s e $ a s c i i_ f i l e_ i d
c l o s e $ t r a ce_ f i l e_ id
# Carrega o arquivo de t r a ce c r i ado anter io rmente
s e t t r a c e_ f i l e [ new T r a c e f i l e ]
$ t r a c e_ f i l e f i l ename $trace_file_name
# Def ine os agentes u t i l i z a nd o os t r a c e s de t r á f e g o
f o r { s e t i 0} { $ i < $n c l i e n t s } { i n c r i } {
s e t v ideo ( $ i ) [ new Appl i ca t ion / T r a f f i c /Trace ]
$video ( $ i ) attach−agent $udp ( $ i )
$video ( $ i ) attach−t r a c e f i l e $ t r a c e_ f i l e
}
# Def ine o ponto onde se de s e ja a n a l i s a r os eventos
s e t nd [ open out . t r w]
$ns trace−queue $server_node $router_node $nd
# I n i c i a a s imulação
# cada f l uxo i n i c i a l i z a r á em um momento e uma pos i ção a l e a t ó r i a
s e t rng [ new RNG]
$rng seed 0
f o r { s e t i 0} { $ i < $n c l i e n t s } { i n c r i } {
s e t s ta r t ime [ format "%8.6 f " [ expr [ $rng uniform $min $max ] ] ]
$ns at $ s ta r t ime " $video ( $ i ) s t a r t "
}
# Para a s imulação
$ns at [ expr 5 . 0 ∗ $last_time / 1000 + 0 . 0 0 1 ] {
f i n i s h
}
# Procedimento f i n a l
proc f i n i s h {} {
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g l o ba l ns nd
$ns f lu sh−t r a c e
c l o s e $nd
i f {$USERPI} {
g l o ba l s t a t s bandwidth
s e t maxqueuebits [ expr [ $ s t a t s get−max−byte−queue−l ength ] ∗ 8 ]
s e t bandwidthbps [ expr $bandwidth ∗ 1000000]
s e t maxqueuedelay [ expr 1 . 0 ∗ $maxqueuebits / $bandwidthbps ]
s e t maxqueuelength [ $ s t a t s get−max−byte−queue−l ength ]
s e t meandelay [ format "%8.6 f " [ $ s t a t s get−mean−queue−de lay ] ]
s e t maxdelay [ format "%8.6 f " $maxqueuedelay ]
s e t npackets [ $ s t a t s get−packet−a r r i v a l s ]
puts " E s t a t í s t i c a s da F i l a : "
puts "Número de pacotes : $npackets "
puts "Atraso médio ( segundos ) : $meandelay "
puts "Atraso máximo ( segundos ) : $maxdelay"
puts "Tamanho maximo a t ing ido ( bytes ) : $maxqueuelength "
}
e x i t 0
}
$ns run
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# ns2 s t a t s . awk
# Anal i sa a sa ída do NS−2 caso o RPI não e s t e j a d i s pon í v e l .
# Para e v i t a r problemas de ponto f l u tuan t e com v i r gu la ,
# usar "LC_ALL=C" antes de invocar e s s e s c r i p t .
BEGIN {
packets=0;
maxsize=0;
maxdelay=0;
cur r ent=0;
}
/^[+]/{
time = $2
pid = $12
cur r ent += $6
packets++
packetenq [ pid ] = time
i f ( cu r r ent > maxsize ) {
maxsize = cur r ent ;
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}
}
/^[− ]/{
time = $2
pid = $12
cur r ent −= $6
packetde lay [ pid ] = time − packetenq [ pid ]
d e l e t e packetenq [ pid ]
i f ( packetde lay [ pid ] > maxdelay ) {
maxdelay = packetde lay [ pid ]
}
}
/^[d ]/{
cur r ent −= $6
maxsize −= $6 ;
}
END {
to ta l d e l a y = 0
f o r ( i =0; i<packets ; i++)
to t a l d e l a y += packetde lay [ i ]
p r i n t f (" Pacotes : %d BufferMaximo : %d bytes " , packets , maxsize ) ;
p r i n t f (" AtrasoMedio : %8.6 f s AtrasoMaximo : %8.6 f s \n" ,
t o t a l d e l a y /packets , maxdelay )
}
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APÊNDICE B -- Base de Dados do Controle de
Admissão (MySQL)
# cacdb . s q l
CREATE TABLE recur so s_enlace (
capacidade FLOAT UNSIGNED NOT NULL COMMENT ’ Capacidade em mbps ’ ,
bu f f e r INT UNSIGNED NOT NULL COMMENT ’Tamanho da f i l a em bytes ’ )
COMMENT = ’ Descreve o en la c e a t r avé s de seus r e cur so s ’ ;
CREATE TABLE v ideo s (
id INT UNSIGNED NOT NULL AUTO_INCREMENT COMMENT ’ I d e n t i f i c a d o r do video ’ ,
nome VARCHAR(256) NOT NULL COMMENT ’Nome do arquivo ’ ,
media FLOAT UNSIGNED NOT NULL COMMENT ’Taxa media (Mbps) ’ ,
p ico FLOAT UNSIGNED NOT NULL COMMENT ’Taxa de pico (Mbps) ’ ,
PRIMARY KEY ( id ) ,
INDEX IDXNOME USING HASH (nome) )
COMMENT = ’ Informações sobre os arquivos de video ’ ;
CREATE TABLE banda_efet iva (
video_id INT UNSIGNED NOT NULL COMMENT ’ I d e n t i f i c a d o r do video ’ ,
f l u x o s INT UNSIGNED NOT NULL COMMENT ’Numero de f luxo s ’ ,
capacidade FLOAT UNSIGNED NOT NULL COMMENT ’ Capacidade u t i l i z a pe l o s
f l uxo s (Mbps) ’ ,
bu f f e r INT UNSIGNED NOT NULL COMMENT ’ Buf f e r u t i l i z a d o pe lo s f l uxo s
( Bytes ) ’ ,
PRIMARY KEY ( video_id , f l uxo s ) ,
INDEX idx_fk ( video_id ) ,
INDEX idx_pk USING HASH ( video_id , f l uxo s ) ,
FOREIGN KEY ( video_id ) REFERENCES v ideo s ( id ) ON DELETE RESTRICT ON
UPDATE CASCADE)
COMMENT = ’ Capacidade mínima nece s sá r i a ’ ;
CREATE TABLE conexoes_ativas (
video_id INT UNSIGNED NOT NULL COMMENT ’ I d e n t i f i c a d o r do video ’ ,
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f l u x o s INT UNSIGNED NOT NULL COMMENT ’Numero de f luxo s ’ ,
INDEX idx_fk ( video_id ) ,
FOREIGN KEY ( video_id ) REFERENCES v ideo s ( id ) ON DELETE RESTRICT ON
UPDATE CASCADE)
COMMENT = ’Mantém o r e g i s t r o das conexões at ivas ’ ;
CREATE VIEW re cu r s o s_ut i l i z a do s ( capacidade , bu f f e r ) AS
SELECT ROUND(SUM(be . capacidade ) , 2) , SUM( be . bu f f e r ) FROM conexoes_ativas
ca , banda_efet iva be
WHERE ca . video_id = be . video_id AND be . f l uxo s = ca . f l uxo s ;
CREATE VIEW re cu r s o s_d i spon iv e i s ( capacidade , bu f f e r ) AS
SELECT ( re . capacidade − ru . capacidade ) , ( r e . bu f f e r − ru . bu f f e r ) FROM
re cu r s o s_ut i l i z a do s ru , r e cur so s_en lace re ;
CREATE VIEW recursos_economia ( capacidade ) AS
SELECT ROUND(SUM( pico ∗ f l u x o s ) − ru . capacidade , 2) FROM conexoes_ativas
ca , v ideo s v , r e cu r s o s_ut i l i z a do s ru WHERE ca . video_id = v . id ;
CREATE TRIGGER i n i c i a l i z a_ f l u x o s AFTER INSERT ON video s FOR EACH ROW
INSERT conexoes_ativas VALUES (NEW. id , 0) ;
DELIMITER //
CREATE FUNCTION admite_fluxo (nome VARCHAR(256) ) RETURNS INT UNSIGNED
COMMENT ’ Contro le de admissão ( r e to rna o id do f l uxo admitido ou zero caso
não haja r e cu r s o s s u f i c i e n t e s ) ’
BEGIN
DECLARE video_id , f l uxo s , buso , breq , bdisp INT UNSIGNED;
DECLARE cuso , creq , cd i sp FLOAT UNSIGNED;
SELECT v . id , ca . f l uxo s INTO video_id , f l uxo s FROM video s v ,
conexoes_ativas ca WHERE ca . video_id = v . id AND v . nome = nome ;
SELECT rd . capacidade , rd . bu f f e r INTO cdisp , bdisp FROM
re cu r s o s_d i spon iv e i s rd ;
SELECT be . bu f f e r , be . capacidade INTO buso , cuso FROM banda_efet iva be
WHERE be . video_id = video_id AND be . f l uxo s = f l uxo s ;
SELECT be . bu f f e r , be . capacidade INTO breq , c req FROM banda_efet iva be
WHERE be . video_id = video_id AND be . f l uxo s = f l uxo s + 1 ;
SET breq = breq − buso ;
SET creq = creq − cuso ;
IF ( breq <= bdisp ) && ( creq <= cd i sp ) THEN
UPDATE conexoes_ativas ca SET ca . f l uxo s = f l uxo s + 1 WHERE ca . video_id
= video_id ;
ELSE
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SET video_id = 0 ;
END IF ;
RETURN video_id ;
END
//
CREATE FUNCTION l i b e r a_ f l uxo (nome VARCHAR(256) ) RETURNS INT UNSIGNED
COMMENT ’ Libera um f l uxo de dados ’
BEGIN
DECLARE video_id , f l uxo s INT UNSIGNED;
SELECT v . id , ca . f l uxo s INTO video_id , f l uxo s FROM video s v ,
conexoes_ativas ca WHERE ca . video_id = v . id AND v . nome = nome ;
IF ( f l uxo s > 0) THEN
UPDATE conexoes_ativas ca SET ca . f l uxo s = f l uxo s − 1 WHERE
ca . video_id = video_id ;
RETURN 1 ;
END IF ;
RETURN 0 ;
END
//
CREATE PROCEDURE i n i c i a l i z a ( )
COMMENT ’Deve s e r executado toda vez que o s e r v i ç o f o r i n i c i a do ’
BEGIN
UPDATE conexoes_ativas ca SET ca . f l uxo s = 0 ;
END
//
DELIMITER ;
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APÊNDICE C -- Classificação e Controle de Tráfego
(IPTABLES/TC)
# Uso dos mecanismos de c l a s s i f i c a ç ã o e c on t r o l e de t r á f e g o
# IPTABLES/TC/HTB
# Def ine a nova d i s c i p l i n a de c on t r o l e de t r á f e g o PFIFOF (DEFAULT) −> HTB
tc qd i s c de l dev eth0 root
tc qd i s c add dev eth0 root handle 1 : 0 htb de f a u l t 9999
# Classe r a i z ( capacidade do en la c e 100Mbps)
tc c l a s s add dev eth0 parent 1 : 0 c l a s s i d 1 : 0 htb ra te 100mbit c e i l 100mbit
# Classe padrão para pacotes não c l a s s i f i c a d o s (9999)
tc c l a s s add dev eth0 parent 1 : 0 c l a s s i d 1 :9999 htb ra te 1mbit c e i l 100mbit
# Def ine as c l a s s e s de v ídeo ( c l a s s e s = SELECT MAX( id ) FROM video s )
f o r ( vid = 1 ; vid <= c l a s s e s ; v id++)
tc c l a s s add dev eth0 parent 1 : 0 c l a s s i d 1 : ${ vid } htb ra te 500 kb i t c e i l
100mbit
# Rede f ine a capacidade do en la c e v i r t u a l do v ídeo
# i d e n t i f i c a d o pe la va r i á v e l VIDEOID ( i n i c i o / fim de uma transmis são )
tc −s −d c l a s s change dev eth0 parent 1 : 0 c l a s s i d 1 : ${VIDEOID} htb ra te
1mbit c e i l 100mbit
# Marca os pacotes do stream de v ídeo de acordo
# com a porta e o IP de de s t ino ( i n i c i o de transmis são )
i p t a b l e s −t nat −A FORWARD −o eth0 −p udp −d $CLIENTIP −−dport $CLIENTPORT
−j CLASSIFY −−set−c l a s s 1 :$VIDEOID
# Remove a marcação ( fim de transmis são )
i p t a b l e s −t nat −D FORWARD −o eth0 −p udp −d $CLIENTIP −−dport $CLIENTPORT
−j CLASSIFY −−set−c l a s s 1 :$VIDEOID
