ABSTRACT The existence of missing data severely affects the establishment of correct data mining model from the raw data. Unfortunately, most of the existing missing data prediction approaches are inefficient to predict missing data from multivariable time series due to the low accuracy and poor stability property. To address this issue, we propose an efficient method using the novel Kronecker compressive sensing theory. First, we exploit the spatial and temporal properties of the multivariable time series to construct the sparse representation basis and design the measurement matrix according to the location of missing data. Accordingly, the missing data prediction problem is modeled as a sparse vector recovery problem. Then, we verify the validity of the model from two aspects: whether the sparse representation vector is sufficiently sparse and the sensing matrix satisfies the restricted isometry property of compressive sensing. Finally, we investigate the sparse recovery algorithms to find the best suited one in our application scenario. Simulation results indicate that the proposed method is highly efficient in predicting the missing data of multivariable time series.
I. INTRODUCTION
In practice, it is common to deploy multiple sensors to measure different characteristics of the same target, which all change over time [1] . For example, in the power grid system, multiple sensors should be deployed to monitor the factors affecting the change of the main power transformer in real time [2] . In the environmental monitoring systems, multiple sensors are deployed to detect the gas concentration of different gases. In the personal health care system, in order to effectively assess the health status of the body, it is often necessary to measure the heart, blood pressure and sleep quality and so on [3] . In this paper, those time series that share one common goal are referred as multivariable time series.
The universal existence of multivariable time series has created great value for data-driven industry [4] . Unfortunately, in the process of data collection, due to bad working conditions or some uncontrollable factors, there is often missing data in the collected raw time series, which makes the quality of the raw data difficult to meet the needs of accurate data analysis. At present, most data analysis and processing methods require that the data set is complete, so missing data may lead to the establishment of the wrong data mining model and affect the real information that the raw data should reflect to some extent [5] . Data comes from life and reflects the essence of life. Before extracting important information from the data, we should first ensure the quality of the raw data.
Recognizing the serious consequences of missing data, many research efforts have been paid to address this issue [6] . A simple resolution is to predict missing data by interpolation based on observed data. Following this idea, exponential smoothing and spline interpolation (SI) are the main techniques for interpolation [7] , [8] . However, those methods are only feasible in the case where small part of the collected data are missing or the time series are very steadily.
As a more popular solution, the modeling methods aim to discover the underlying patterns from those data which are not missing and then predict the missing data [9] . Ruby-Figueroa et al. [10] used the classic methods of autoregressive integrated moving average model to predict the missing data. However, it can not make full use of the data collected after the missing data, which would degrade imputing performance to a certain extent. Lippi et al. [11] proposed a seasonal autoregressive integrated moving average model to predict the missing values with underlying seasonality. Therefore, this method will be difficult to model data without strict internal seasonality. Strauman and Bianchi [12] explored a novel prediction strategy, based on recurrent neural network (RNN), to solve the problem of missing data prediction. However, RNN needs a big training data set. So, it is difficult to find the underlying patterns when there are a great deal of missing data.
Differently, the method based on statistical learning tries to utilize the statistical characteristics of time series data to determine a special probability distribution. Then, the value which best fits the assumed probability distribution will be treated as missing data [13] . Qu et al. [14] used the probabilistic principle component analysis method to predict the missing data of traffic flow. However, the probabilistic principle component analysis method does not appropriately extract and utilize the temporal-spatial dependence, which would possibly degrade imputing performance. Based on this, Li et al. [15] proposed kernel probabilistic principle component analysis to impute missing data. Besides, Shi et al. [16] proposed a novel approach based on temporal dynamic matrix factorization (TDMF) to predict the missing data in multivariable time series. However, its performance is easily affected by parameters. Moreover, there is no scientific theoretical guidance for ideal parameter settings.
The missing data prediction algorithms based on compressive sensing are mostly rely on the specific application scenarios to design the corresponding sensing matrix. Gemmeke et al. [17] started from the time domain and frequency domain characteristics of speech signals to construct an over-complete dictionary based on the features of clean speech exemplars. In [18] , a gridless sparse method is proposed based on compressive sensing theory for simultaneous angle-range-Doppler estimation with atomic norm minimization. Zha et al. [19] proposed a new method for image compressive sensing reconstruction, using group-based sparse representation framework. However, the design of sparse representation basis or measurement matrix in these algorithms does not apply to multivariate time series. In [20] , based on the Kronecker compressive sensing theory (KCS), the authors proposed the spatio-temporal Kronecker compressive sensing algorithm (TSKCS) to predict the missing data in traffic flow. However, as using the identity matrix as the sparse representation basis of the traffic matrix in time domain, in essence, the algorithm only considers the spatial properties of the traffic matrix to find a sparse representation of it. Moreover, when solving the sparse vector recovery problem, all missing data is filled with 0 and then used as the measurement data, which greatly increases the computational burden.
Nevertheless, these methods either focus on predicting the missing data in the time series from one single source or could not effectively handle the missing data prediction problem of the multivariable time series. Especially, in the case where a high ratio of data are missing, the existing algorithms directly discover some potential laws from the observed data or use the relationship between the observed data and the missing data to establish the missing data prediction model, which may lead to the establishment of the wrong model further obtaining the wrong results. To solve the above problems, an efficient method based on KCS for missing data prediction in multivariable time series is proposed in this paper. Time series usually carry internal and tangible pattern of temporal smoothness, so we can design sparse representation basis from the perspective of time domain by taking advantage of the temporal smoothness characteristics of time series. Besides, for a goal, there are some potential correlation between multiple time series, and the missing data cannot change the principal components of it [6] , [20] , [21] . By exploiting the spatial properties of the multivariable time series, we utilize the principal component analysis (PCA) method to probe the sparse representation of the multivariable time series. Then, the sparse representation basis of the multivariable time series with respect to the spatial and temporal properties is determined, which models the missing data prediction problem into sparse vector recovery problem. That is to say, different from the existing algorithms, the missing data prediction model proposed is based on the intrinsic characteristics of multivariable time series rather than observed data available. Due to the fact that the conventional measurement matrixes are not sparse and cannot be applied in the scene of missing data prediction, we design a sparse measurement matrix according to the location of missing data. Thus, the missing data prediction problem is modeled as sparse vector recovery problem. To guarantee the precise recover of the original data, two rigorous conditions should be held. One is that the original data must be sparse enough or compressible. To accurately solve the sparse vector recovery problem, two conditions must be held. One is that the raw data must be sparse enough or compressible. The other is that the sensing matrix should hold the restricted isometry property (RIP) [22] , [23] . Accordingly, we theoretically analyze the validity of the model from these two aspects. Finally, after comparative analysis, we select the sparse recovery algorithm which is best suited for the application scenario of this paper. Simulation results show that the proposed algorithm can effectively predict the missing data in multiple time series at the same time even if a large number of data are missing.
The rest of this paper is organized as follows: Section II introduces the KCS theory. In section III, we introduce how to model the missing data prediction problem in multivariable time series as sparse vector recovery problem. We then prove theoretically the validity of the model in section IV. To evaluate the performance of the proposed algorithm more comprehensively and significantly, we provide the simulation results by using three real datasets in section V. At last, we make a conclusion of this paper in section VI.
II. KRONECKER COMPRESSIVE SENSING
As a new theorem, compressive sensing theory has been widely used in various fields, which is based on the sparsity of signal to propose a new processing method for signal sampling and compression simultaneously and realizes high dimensional signal perception in low dimensional space at a rate far lower than that required by Nyquist rate. The Compressive Sensing theory suggests that if signal s ∈ R N is sparse, i.e., s 0 N , then we can reconstruct it from any M sample values by an appropriate linear transformation ψ of s:y M ×1 = ψs. The matrix ψ ∈ R M ×N is often regarded as the measurement matrix. That is to say, if s sparse enough, we can recover signal s from y. However, in the real life, s is usually non-sparse. In this case, compressive sensing theory proves that if the signal s can be sparsely represented under a sparse representation basis, i.e., s = ϕx, for some matrix ϕ ∈ R N ×N , where x is the coefficient vector with x 0 N , we also can reconstruct it from any M sample values by an appropriate linear transformation ψ. The matrix ϕ is usually referred to as the sparse representation basis. The measurement vector can thus be written as y = ψϕx = Ax, where A is treated as sensing matrix.
Since put forward, compressive sensing has been used as an approach for the acquisition of signals having a sparse or compressive representation in some basis [24] . While the compressive sensing literature has mostly focused on problems involving 1-D signals, many important applications involving multidimensional signals; the construction of sparse representation bases and measurement systems for such signals is complicated by their higher dimensionality. In order to extend the traditional compressive sensing theory to multidimensional data scenes, M. Duarte and R. Baraniuk proposed the KCS theory [25] , whose main contribution is a lot of theoretical derivation, which provides a design framework for the sensing matrix for multidimensional data. Such a sensing matrix can guarantee the sparse representation of multidimensional data on each dimension. In the KCS theory, assume that for a J -dimensional data s ∈ R N 1 ×N 2 ×.....×N J , we define the first dimension as a 1-section of s, namely,
where
This definition can be extend to a J -section of s. The KCS theory assumes that for the J-section of s, there are J sparse representations of s [19] . Their sparse representation bases are ϕ 1 , ϕ 2 , ....ϕ J , respectively. In this case, the sparse representation basis of s ∈ R N 1 ×N 2 ×.....×N J can be defined as
That is to say, the signal s can be sparsely represented under the sparse representation basis ϕ kcs as s kcs = ϕ kcs x kcs , where s kcs is the vector-reshaped representation of s, and x kcs is the sparse representation vector. Then, one can carry out a non-adaptive sampling for s, which can be denoted by
where y kcs is the sampling of s kcs , and
The sparse vector recovery problem is to compute x kcs from the measurement vector y kcs using the known ψ kcs and ϕ kcs .
III. MODELING THE MISSING DATA PREDICTION PROBLEM IN MULTIVARIABLE TIME SERIES
The KCS theory suggests that if we can design effective sparse representation bases ϕ kcs from multiple dimensions and the corresponding measurement matrix ψ kcs for multivariable coevolving time series, we can recover the entire time series efficiently using only those data that are not missing. Then, we will illustrate how to use the KCS theory to transform the missing data prediction problem into sparse vector recovery problem.
A. PROBLEM FORMULATION
As mentioned above, the problem to be solved in this paper is to predict the missing data in multivariable time series. To make the problem more explicit, we have an example of multivariable time series with missing data in table1. 
is multivariable time series matrix (MTSM) collected from different moments. s i ∈ R K represents the data from ith data source. t j represents jth sampling moment. S ij represents the jth sampling value from the ith data source. The '?' in table1 indicates that the sampling value at the current time is missing. Further, we design a matrix W ∈ R N ×K to indicate whether the data in S is missing. The matrix W is defined as:
Assume that the MTSM without missing data is S 1 , so the data misses process can be represented by using the Hadamard product, given as,
The problem we have to solve is to predict the missing data denoted as ?, using the observed data. Then, we are going to talk about how to model the problem by designing the VOLUME 6, 2018
corresponding sparse representation basis and measurement matrix.
B. DESIGN OF SPARSE REPRESENTATION BASIS
In practice, time series only changes greatly at a few moments. For example, the indoor temperature, the urban energy consumption, the commodity price in the market and the gas concentrations in electric equipment rarely change drastically. That is, time series usually carry internal and tangible pattern of temporal smoothness, which suggests that the signal might be sparsely represented if we consider the difference between two adjacent sample values. Therefore, there are reasons to believe if we consider the difference between two adjacent sampling values of the row of the matrix S, only a small amount of them should be large, while most of them can be ignored. Based on the above statement, we have known the row of the matrix S is
In time series, the typical examples of ϕ are the 1st derivative approximation 1 and the 2nd derivative approximation 2 . Then, we consider the following matrix
and the representation of time series s i under matrix 1 can be expressed as a sparse vector
the representation of time series s i under matrix 2 can be expressed as a sparse vector
. . .
As s i hosts internal and tangible pattern of temporal smoothness, only a small number of elements in x i are large, and other elements can be ignored. Here, we let 1 = 1 −1 , 2 = 2 −1 . In the following sections, we will compare 1 with 2 to decide which is more suitable for our application scenarios. We call 1 and 2 as , γ i1 and γ i2 as γ i . Then, the time series s i can be sparsely represented as s i = γ i .
In real life, the MTSM has remarkable low-rank feature. Whats more, there is a potential correlation between multiple time series and the existence of missing data will not change the principal components of the MTSM [26] . Considering the spatial properties, in our proposed method, we utilize the PCA method to design the sparse representation basis of the MTSM. The core idea of PCA algorithm is to use singular value decomposition (SVD) to research the low-rank features of the MTSM. The SVD of the transpose of the S 1 is defined as
where V ∈ R N ×N is an orthogonal matrix, N ∈ R N ×N is a diagonal matrix whose diagonal entries are the singular values of the matrix S 1 , and U ∈ R K ×N describes the dynamic characteristic of the matrix S 1 . In PCA, we can find a low-rank approximation of the matrix S 1 T with L principal components, given as
where L is the diagonal matrix with the top L largest singular values of N . Subsequently, we can obtain an approximately sparse representation of the matrix
. In this case, V and θ 1 are the orthogonal basis and the corresponding coefficients, respectively. Because there is a potential correlation between multiple time series and the existence of missing data will not change the principal components of the MTSM, the matrix S can be represented by S ≈ Vθ, where θ is the coefficient matrix in terms of S.
From what has been discussed above, the sparse representation basis V and are designed respectively with respect to the spatial and temporal properties of the multiple time series. Based on the conclusions given in [25] , we can obtain a sparse representation basis of the MTSM by using the Kronecker product, given as
C. DESIGN OF MEASUREMENT MATRIX As known, during the time series sampling process, only one sampling can be carried out during each sampling period. The ith row of matrix W shows whether the data in the corresponding position of s i is missing. The problem we want to solve is to predict the missing data denoted as ?, using the observed data. So, we utilize the observed data identified as 1 as the measurement values of sparse recovery. Based on this, we design the following measurement matrix
if the mth measurement is taken at time n, the matrix ψ i ∈ R M i ×K contains a 1 in the position (m, n). Then, we can gain a measurement matrix of the MTSM, given as,
Let y i ∈ R M i represents the measurement values of s i , y = (y 1 , y 2 , ...., y N ) , y kcs = vec(y). Then, the measurement vector can be expressed as,
Given y kcs ,ψ kcs and ϕ kcs , we can get α kcs by solving a convex optimization problem.
IV. VERIFY THE VALIDITY OF THE MODEL
Exploiting the spatial and temporal properties of the multivariable time series to construct the sparse representation basis and design the measurement matrix according to the location of missing data, we have transformed the missing data prediction problem in the multivariable time series into sparse vector recovery problem. However, to accurately solve the sparse vector recovery problem, two conditions must be held. One is that the raw data must be sparse enough or compressible. The other is that the sensing matrix should hold the restricted RIP [25] . Then, we will verify the validity of the proposed model from these two aspects.
A. VERIFY THE ABILITY OF SPARSE REPRESENTATION BASIS
As mentioned above, accounting for the spatial and temporal properties of the MTSM, we gain a sparse representation basis ϕ kcs . Let S vec = vec(S), we can get S vec = ϕ kcs α kcs . The compressive sensing theory indicates that as long as the sparse representation vector includes only a few elements that are very large, and others can be ignored, which is considered to be compressible. Based on this, we must make sure that α kcs is sparse enough, if we want to precisely predict the missing data. Let x i represent the sparse representation vector for time series s i , so x i is the (i − 1)K + 1 to the iK elements in α kcs . In our method, x j i represents the jth biggest element in vector x i , represents the sum of the energy of the n largest elements in vector x i , and
represents the total energy of the vector x i . Given n, the n j=1 (
larger is, the stronger the sparse representation is.
Then, we will verify the sparse performance of ϕ kcs1 = 1 ⊗ V and ϕ kcs2 = 2 ⊗ V by using the data in the following data set.
1) MOTES DATA SET
The MOTES data set is a medium data set that contains time series data which are sampled every 31 seconds and collected over a month by 54 sensors deployed at Intel Berkeley research laboratory [6] , [27] .
2) GAS SENSOR ARRAY DATA SET
Gas Sensor Array under dynamic gas mixtures (GSA) data set was collected in a gas delivery platform at the Chemo Signals Lab in the Bio Circuits Institute, University of California San Diego [6] , [28] . GSA contains the acquired time series from 16 chemical sensors exposed to Ethylene in air at varying concentration levels.
3) SEA-SURFACE TEMPERATURE DATA SET
The Sea-Surface Temperature (SST) data set is a medium data set. The data in the data set come from the hourly temperature measurement data of the tropical atmospheric ocean project [6] , [29] .
In the case of n equaling to 100, 200, 300 and 500 respectively, we compare the value of n j=1 (
, when the sparse representation basis is ϕ kcs1 and ϕ kcs2 respectively in each data set. As shown in Fig.1-Fig.3 , as a whole, no matter which sparse representation basis is used, the value of n j=1 (
is increasing with the increase of n. However, the sparse signal ability of ϕ kcs1 and ϕ kcs2 in different data sets is different. Through observation and comparison we find, when n = 100, using ϕ kcs1 as the sparse representation basis, the value of n j=1 (
2 is between 0.8759 and 0.9897, using ϕ KCS2 as the sparse representation basis, the value of n j=1 (
is between 0.5227 and 0.7428. Therefore, using ϕ kcs1 as the sparse representation basis in this paper, it is sufficient to restore the sparse vector when the number of samples is greater than 100. 
B. VERIFY THE LOW CORRELATION BETWEEN THE SPARSE REPRESENTATION BASIS AND THE MEASUREMENT MATRIX
Since it is very difficult to determine whether a sensing matrix satisfies RIP, the correlation between the sparse representation matrix and the observation matrix can be taken as the measurement criteria for whether the sensing matrix satisfies RIP [25] . The lower the correlation between the measurement matrix and the sparse representation basis, the better the RIP performance of the sensing matrix [30] . Based on the conclusions given in [30] , we indirectly represent the correlation between the measurement matrix and the sparse representation basis by calculating the non-correlation between them. Given (ϕ, ψ), their non-correlation calculation can be denoted as,
where θ i is the projection vector of the measurement matrix ψ in space spanned by the columns of ϕ, given I (ϕ, ψ) , the greater the non-correlation between them.
In practice, the data maybe miss randomly, evenly or continuously, so there should be three different measurement matrices: ψ R ,ψ E , ψ C . The table2 shows the value of the non-correlation between sparse representation basis and different measurement matrices, when the sparse representation basis is ϕ kcs1 and ϕ kcs2 respectively. From the table, we can see, in any case, the non-correlation between sparse representation basis and the measurement matrix is very large. That is to say the sensing matrix has a good RIP. The results of using ϕ kcs1 or ϕ kcs2 as sparse representation basis are very close. However, from Fig.1-Fig.3 , we can see that the ability of ϕ kcs1 as sparse representation basis sparse signal is very strong. Therefore, ϕ kcs1 is chosen as the sparse representation basis in this paper, which can have very good sparse signal capacity, but also have very small correlation with the measurement matrix. Moreover, we will assume that the data miss randomly for the rest of our numerical evaluation.
C. DETERMINE THE RECOVERY ALGORITHM
We refer to obtaining α kcs using y kcs , ψ kcs and ϕ kcs as the problem of sparse signal recovery (SSR). Although it is difficult to solve this problem [31] , an important discovery in recent years has been for the well designed ψ kcs and ϕ kcs , accurate recovery is possible by techniques such as the classic basis pursuit (BP) algorithm [32] and orthogonal matching pursuit (OMP) algorithms [33] . Besides, the iteratively reweighted (IRW) algorithm [34] and Bayesian techniques [35] - [38] are regard as the considerable advances for solve the SSR problem. Then, we will compare BP, OMP, IRW, and the sparse Bayesian learning (SBL) algorithm to decide which is more suitable for our application scenarios.
In this paper, the missing ratio is defined as the number of the missing data divided by the total data. In the simulation experiment, we randomly delete some data from the complete data set according to different data missing ratio to simulate the missing data. In order to compare the performance of different recovery algorithms methods, root mean squared error (RMSE) and average running time (ART) are used as the performance evaluation criteria in this paper. In our experiment, RMSE is defined as follows
where S ij denotes the jth sampling value from the ith data source and ∧ S ij is the corresponding predicted value. The ART means the average running time of different experimental methods. In order to analyze the computational complexity of different methods, we repeat 100 times of missing data prediction process to calculate the ART. In our experiment, given as,
where T denotes the total running time, the 100 indicates that each method is carried out 100 times. Fig.4-Fig.6 show the experimental results of different recovery algorithms on the MOTES, GSA and SST data sets. As shown in Fig.4-Fig.6 RMSE increases with the increase of the missing ratio in each figure, which is also in line with the actual situation. We can see, in any data set, the SBL shows better performance than other recovery algorithms, in terms of the RMSE. This is because the SBL algorithm uses a Gaussian likelihood and Gaussian prior, the exact solution can be computed in closed form via matrix inversion. However, the BP recovery algorithm uses linear programming to solve an optimization problem. OMP and IRW obtain the optimal solution through greedy iterative method.
In table3, we compare the computational complexity of different recovery algorithms by ART. The ART shown is obtained under the condition where the missing ratio is 0.9. As we can see from the table3, although having very small RMSE, SBL algorithm has a relatively long running time. This is because the SBL algorithm has a large number of matrix inverse operations which is computationally expensive [39] . In this paper, the data sets we use are relatively large, and a large number of matrix inverse operations limit the applicability of SBL algorithm to large scale problems. When choosing BP as the recovery algorithm, the ART is relatively short and the RMSE is smaller than OMP and IRW. Based on these results, to analyze the performance of the proposed method comprehensively and objectively, we will use BP as recovery algorithm for the rest of our numerical evaluation.
Algorithm 1 KCS-BP
Initialize the missing ratio. Initialize the type of the Data Misses (Randomly, Evenly or Continuously).
Record position of the missing data build the matrix W. Design according to (6) .
V ← SVD(S).
ϕ kcs ← ⊗ V. Get ψ kcs according to the position of the missing data in W.
S vec ← reshape(S).
Find all the data that is not missing in S vec to form measurement vector y kcs . Solve α kcs using the BP recovery algorithm.
Output ∧ S 1 = ϕ kcs α kcs .
V. SIMULATION
In this section, we will conduct a lot of simulation on the three real data sets introduced above to verify the performance of the proposed algorithm and analyze the impact of different factors on the performance of the algorithm.
A. EFFECT OF THE TYPE OF THE DATA MISSES
To study the effect of the type of the data misses has on the performance of the proposed algorithm, we assume that the data is randomly, evenly or continuously missing. As the Fig.7-Fig.9 show, the best performance of the proposed algorithm is achieved when the data is evenly missing. That is because we can obtain the useful information in every time period, if the data is evenly missing. However, in most case, VOLUME 6, 2018 the data is randomly missing. We can observe the proposed algorithm has considerable performance in the case where the data is randomly missing. It is worth noting that RMSE is still small, even data is continuously missing, although not as effective as other types. Fig.10 shows the experimental results when we use different sparse representation basis. In the previous statement, we have analyzed theoretically the selection of sparse representation based on sparse signal capability and the non-correlation between sparse representation basis and observation matrix. As can be seen from the figure, the simulation results are consistent with the theoretical analysis. That is to say, the algorithm chooses ϕ kcs1 as the sparse representation basis with better performance.
B. EFFECT OF SPARSE REPRESENTATION BASIS

C. COMPARISON WITH OTHER MISSING DATA PREDICTION METHODS
In order to comprehensively and objectively evaluate the performance of the proposed method (KCS-BP) in predicting missing data, four missing data prediction methods are implemented including: (1) Interpolation based methods: SI [8] .
(2) Modeling method: RNN [12] . (3) Statistical learning based method: TDMF [16] and Compressive sensing based method: TSKCS [20] . Fig.11-Fig.13 show the experimental results of the proposed methods and others methods on the MOTES, GSA and SST data sets. We can see the experimental results clearly from RMSE which is shown in vertical axis. As shown in the figures, in any dataset, the proposed approach that makes full use of the spatial and temporal properties of the multivariable time series shows better performance than other methods, which indicates that the proposed approach is effective to solve the problem of missing data prediction in multivariable time series, especially in the case where only a high ratio of collected data are missing.
In table4, we compare the computational complexity of different algorithms by ART. The ART shown is obtained on the condition where the missing ratio is 0.8. As can be seen from the table, the average running time of SI algorithm is the shortest. This is because SI just run a simple interpolation operation on data. Therefore, SI requires less time, which is most suitable for high real-time requirements. However, we can see from Fig.11-Fig.13 , in terms of the RMSE, the performance of SI is poor. In TSKCS, when solving the sparse vector recovery problem, all the missing data is filled with 0 and used as the measurement data to solve the sparse vector recovery problem, which greatly increases the computational burden, so the operation time is relatively long.
As for the proposed method, in the process of modeling, we need to expand the data into multi-dimensional space, so it will take a certain amount of time. However, the process of modeling is only once. The solution process is only to recover the one-dimensional sparse vector by using the BP algorithm, so the average running time is also considerable. In conclusion, our algorithm is more suitable for applications with high computational error requirements and slightly less real-time performance.
VI. CONCLUSION
In this paper, applying the KCS theory, we propose an efficient method for missing data prediction in multivariable time series, which overcomes some of the main drawbacks of the most of the existing missing data prediction approaches such as the low accuracy and poor stability property. We design a sparse representation basis with respect to the spatial and temporal properties of the multivariable time series. Then, through the analysis and discussion, we prove that the problem of the missing data prediction can be converted into sparse vector recovery problem by using KCS theory. Simulation results indicate that our method based on KCS is highly efficient in predicting the missing data from multivariable time series. 
