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Normally, most malware (here ransomware) corpus comes with unlabelled or generic labels (mostly mislabelled) [8] . However, the correct classification of any corpus requires precise labels and characteristics, which can be difficult to achieve due to the lack of a globally accepted ground truth [9] . Consequently, it is useful to cluster similar samples within the corpus as a pre-processing step for any advanced analysis or to improve the classification accuracy [10] . Therefore, this paper proposes an efficient fuzzy analysis approach to cluster ransomware, based on the combination of two fuzzy techniques: a fuzzy hashing method [11] , [12] and fuzzy cmeans (FCM) clustering method [13] , [14] , [15] , [16] . This combination of two fuzzy methods reduces the computational overheads by utilising fuzzy similarity scores obtained at the time of initial triaging of whether the sample is known or unknown ransomware.
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I. INTRODUCTION
Ransomware threat actors are using ransomware as a weapon to attack cyber infrastructure and exploit users financially. They conceal their identity by dispersing multiple polymorphic instances of ransomware, thereby presenting an advanced persistent threat [1] , [2] . There are several categories of ransomware, which pose a severe threat such as WannaCry/WannaCryptor, Locky, Cerber, CryptoWall, Petya, Notpetya, GandCrab, Bad Rabbit and CryptoLocker [2] , [3] , [4] . However, every ransomware threat actor adopts some similar style or uses some common patterns in their malicious four evaluation metrics (particularly for FCM) Fuzzy Silhouette Index, Partition Coefficient, Modified Partition Coefficient and Partition Entropy are calculated and compared for both SSDEEP and SDHASH based FCM clustering method.
The background information and data collection process is already explained in the first part of the paper [7] . The rest of the paper is divided into the following sections: Section II presents the proposed fuzzy analysis approach for the analysis of ransomware corpus. Section III presents the experimental evaluation of FCM clustering and k-means clustering results. Section IV presents the experimental evaluation of SSDEEP and SDHASH based FCM clustering results. Finally, Section V concludes the paper with the possible future enhancement.
II. PROPOSED FUZZY ANALYSIS APPROACH FOR RANSOMWARE
The proposed fuzzy analysis approach to cluster ransomware is based on the combination of two fuzzy techniques: a fuzzy hashing method [11] , [12] and FCM clustering method [13] , [14] , [15] , [16] , in which any fuzzy hashing method and any variation of FCM can be employed. Furthermore, as a pre-processing step -unpacking the ransomware corpus may or may not require the use of an unpacking tool depending on whether the ransomware corpus is already unpacked or not, which is normally the preliminary requirement for most of malware analysis [17] , [18] , [19] , [20] . Examining thousands of samples of ransomware families, they exhibit various degrees of similarity with each other and identifying their degree of similarity using a fuzzy hashing method would be beneficial for clustering and directly placing into similar (classification) groups albeit with little information available. Unlike other clustering techniques, FCM can directly utilise similarity scores generated by a fuzzy hashing method and cluster them into similar groups without requiring an additional transformational step to obtain distance amongst objects for clustering. Thus, it reduces the computational overheads by utilising fuzzy similarity scores obtained at the time of initial triaging whether the sample is known or unknown ransomware. Moreover, a fuzzy hashing method performs two tasks grouping the samples into known and unknown categories and assigning the fuzzy similarity score to the known samples in the range of 0 to 1 (or 0 to 100%), later this value is directly utilised as the degree of membership for the FCM process and used to expedite the clustering operation. Most fuzzy hashes are compact in size, which can save memory and other computational resources in comparison to other analysis methods.
The initial triaging results of four ransomware corpora using SSDEEP and SDHASH fuzzy hashing methods are the basis of FCM clustering which were analysed in the first part of the paper [7] . The employed dataset of 200 samples of four categories of ransomware WannaCry, Locky, Cerber and CryptoWall with 50 samples of each was collected from two sources Hybrid Analysis [21] and Malshare [22] . The verification of samples and their further analysis is performed based on the information obtained from VirusTotal [23] and mostly based on the discretion of authors [24] , [25] , [26] , [27] .
III. EXPERIMENTAL EVALUATION OF FUZZY C-MEANS CLUSTERING AND K-MEANS CLUTERING RESULTS
Evaluating the performance of FCM clustering, based on SSDEEP and SDHASH fuzzy similarity scores, its clustering results were compared with k-means clustering utilising the same SSDEEP and SDHASH fuzzy similarity scores. This assessment was based on the measurement of the internal accuracy of clusters by employing the Silhouette Coefficient which is commonly used for the evaluation a clustering method. The average Silhouette Coefficient was computed utilising Euclidean Distance for both FCM and k-means clustering methods, where the greater value of Silhouette Coefficient represents more accurate clustering results. Both k-means [28] and FCM [29] clustering methods are implemented in R.
A. Comparative Evaluation of FCM Clustering and K-Means Clustering based on SSDEEP Similarity Scores
In the first evaluation, all the four SSDEEP results of WannaCry, Locky, Cerber and CryptoWall ransomware [7] were utilised for both FCM and k-means clustering methods. The average Silhouette Coefficient was computed for the range of clusters from 2 to 7 checking the consistency in performance of FCM and k-means clustering methods. The comparative results of the average Silhouette Coefficient based on SSDEEP similarity scores for the four ransomware categories are shown in Table I . Overall, for the four ransomware categories, FCM clustering generated improved clustering results in comparison to k-means clustering with only a few exceptions. This reflects the natural alignment of the two fuzzy methods utilised together.
B. Comparative Evaluation of FCM Clustering and K-Means Clustering based on SDHASH Similarity Scores
In the second evaluation, all four SDHASH results of WannaCry, Locky, Cerber and CryptoWall ransomware [7] were utilised for both FCM and k-means clustering methods. Similarly, the average Silhouette Coefficient was computed for the same range of clusters from 2 to 7 checking the consistency in performance of FCM and k-means clustering methods. The comparative results of the average Silhouette Coefficient based on SDHASH similarity scores for the four ransomware categories are shown in Table II . Here, for the first WannaCry ransomware category, both clustering methods are generating almost similar results; whereas, for the second insignificant similarity scores), generated by SDHASH fuzzy hashing method. Overall, FCM clustering has still generated better or similar clustering results in comparison to k-means clustering with one major exception of Cerber ransomware category. This reflects the natural alignment of the two fuzzy methods may perhaps also dependent on the quality of data (i.e. similarity scores).
IV. EXPERIMENTAL EVALUATION OF SSDEEP AND SDHASH BASED FUZZY C-MEANS CLUSTERING RESULTS
The previous section demonstrated the slightly better performance of the FCM clustering method in comparison with the k-means clustering method. However, in the case of SDHASH, the lower values of the average Silhouette Coefficient in two ransomware categories Cerber and CryptoWall require further investigation into their clustering results to gain more insight into the clustering process and factors affecting it. Since clustering is an unsupervised method and mostly evaluated by internal metrics due the unavailability of standard class labels. However, instead of using only one internal evaluation metric which may not be sufficiently conclusive; here four metrics are utilised for a rigorous evaluation of data and cluster quality for both SSDEEP and SDHASH fuzzy hashing methods which can lead to improvement of the proposed fuzzy approach. The four evaluation metrics (particularly for FCM) Fuzzy Silhouette Index (FHI), Partition Coefficient (PC), Modified Partition Coefficient (MPC) and Partition Entropy (PE) are implemented in fclust package of R [30] . The first three evaluation metrics FHI, PC and MPC, a higher value represents improved clustering results and the last evaluation metric PE, a lower value represents improved clustering results. For all four selected ransomware categories, the values of all the four metrics are computed for the range of clusters from 2 to 7 checking the quality and consistency of the FCM clustering results based on all four metrics. This evaluation was deemed necessary for two reasons: 1) verifying FCM clustering results based on the comparative better value of all the four evaluation metrics and selecting the optimal clustering arrangement; and 2) verifying the optimal clustering result generated by FCM (using SSDEEP/SDHASH) for all the four ransomware categories with the optimal clustering result based on the ground truth (which is derived manually from the direct observation and thorough analysis of each ransomware corpus).
A. Evaluation Metrics for SSDEEP based FCM Clustering Results
Tables III to VI illustrate the evaluation metric results of FCM clustering based on SSDEEP similarity scores for the range of clusters from 2 to 7. In each result, the optimal clustering arrangement was selected based on the overall consideration of the four evaluation metrics. The optimal clustering result of FCM for all the ransomware categories WannaCry, Locky, Cerber and CryptoWall was verified with the optimal clustering result based on the ground truth to check whether it reflects the actual clustering arrangement or not (see Table XI ). The optimal clustering result of FCM for the first WannaCry ransomware (i.e. cluster size = 2) and last CryptoWall ransomware (i.e. cluster size = 6) are verified as the actual clustering arrangements whereas the other two results for the Locky and Cerber are different from the actual clustering arrangements (i.e. cluster size = 3), perhaps reflecting the issue of data (similarity scores) in these clustering arrangements.
B. Evaluation Metrics for SDHASH based FCM Clustering Results
Tables VII to X illustrate the evaluation metrics results of FCM clustering based on SDHASH similarity scores for the same range of clusters from 2 to 7. Similarly, in each result, the optimal clustering arrangement was selected based on the overall consideration of the four evaluation metrics. In addition, the optimal clustering result of FCM for all the ransomware categories WannaCry, Locky, Cerber and CryptoWall was again verified with the optimal clustering result based on the ground truth to check whether it reflects the actual clustering arrangement or not (see Table XI ). The results are quite similar to the previous SSDEEP results, where the optimal clustering result of FCM for the first WannaCry ransomware (i.e. cluster size = 2) and last CryptoWall ransomware (i.e. cluster size = 6) are verified as the actual clustering arrangements whereas the other two results for the Locky and Cerber are different from the actual clustering arrangements (i.e. cluster size = 3), perhaps again reflecting the issue of data (similarity scores) in these clustering arrangements. Moreover, the evaluation results for the ransomware categories Cerber and CryptoWall are suboptimal and reflect relatively the lowest values of evaluation metrics which may further affect the clustering arrangements. After analysing the SDHASH results manually, it was discovered that several SDHASH similarity scores were trivial and in the range of 1 to 10%, this could have affected the evaluation metrics and quality of clustering.
V. CONCLUSION
This paper proposed an efficient fuzzy analysis approach to cluster ransomware based on the combination of two fuzzy techniques: a fuzzy hashing method and fuzzy c-means (FCM) clustering method. The analysis, in which a fuzzy hashing method generates similarity scores for the unpacked ransomware corpus, then utilized by FCM to cluster ransomware samples into similar groups without requiring an additional transformational steps, obtaining distance amongst objects to produce the clustering. Consequently, it reduces the computational overheads by utilising fuzzy similarity scores obtained at the time of initial triaging of whether the sample is known or unknown ransomware. The performance of the proposed fuzzy method is compared against the k-means clustering method based on the average Silhouette Coefficient for the range of clusters from 2 to 7. This evaluation demonstrated a slightly better performance of the FCM-based proposed fuzzy analysis method in comparison with the k-means clustering method with only a few exceptions. Later, the two fuzzy hashing methods SSDEEP and SDHASH are evaluated based on their FCM clustering results to understand how the similarity score affects the clustering results. Interestingly, both fuzzy hashing based clustering results are quite similar in terms of providing the optimal clustering results. However, this evaluation found some of the lowest values of performance metrics for the SDHASH method, which indicated the poor data quality (i.e. insignificant similarity scores). This was verified through the analysis of the SDHASH results manually. It was discovered that several SDHASH similarity scores are trivial and in the range of 1 to 10%, this could have affected the evaluation metrics and quality of clustering. For future improvements, it is important to evaluate the proposed method with a threshold value of the similarity scores to establish the effect of these similarity scores and further enhance the fuzzy hashing algorithm itself, thus increasing the clustering performance of FCM. This proposed fuzzy analysis approach could be automated by generating sparse fuzzy rules based on the best results of FCM [31] and employing an adaptive fuzzy rule interpolation technique [32] , [33] , [34] , [35] . Moreover, this sparse fuzzy rule base can be updated dynamically by employing dynamic fuzzy rule interpolation (D-FRI) method [36] , [37] , [38] , [39] , [40] , [41] , [42] . After further enhancing and automating this fuzzy analysis approach, it can be tested in different security frameworks [43] . 
