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Abstract
Phonotactic modelling, typically in the form of a PPRLM sys-
tem, forms a key component in state-of-the-art Language Iden-
tification (LID) systems. Given the objective of PPRLM sys-
tems is to capture as accurately as possible the phonotactics
which characterise a language, it is assumed that the minimi-
sation of Phone Error Rate (PER) is a precursor to achieving
this effectively. In this paper we examine the relevance of PER
as a metric for determining eventual LID performance. In order
to conduct this investigation we make use of the CallHome cor-
pus, based on the premise it provides a better representation for
the style of discourse and channel conditions encountered in the
Conversational Telephone Speech (CTS), which is now the fo-
cus of current NIST LID evaluations. Using CallHome instead
of the OGI-MLTS corpus to train phone recognisers, we ob-
tained significantly improved results, with an average improve-
ment of approximately 6% absolute across the 30, 10 and 3 sec-
onds tasks for the NIST 1996 and 2003 evaluations. We also
examine the impact of tuning the individual front-end recognis-
ers, on both the resultant PER of other languages and against
the resultant LID performance. We find that PER has a num-
ber of limitations in indicating both the degree and direction of
changes to LID performance. Accordingly, we propose a new
metric which is better suited for forecasting the impact on LID
performance when the phone recogniser front-end is modified.
1. Introduction
Phonotactic modelling, typically in the form of a PPRLM sys-
tem [1], forms a key component in state-of-the-art Language
Identification (LID) systems. The objective ofPPRLM systems
is to capture as accurately as possible the phonotactics which
characterise a language. However the number of available met-
rics which reflect how well, and how consistently this informa-
tion is captured, are limited. The availability of reliable metrics
is important for evaluation purposes but also for gaining insight
into what information provides the most important contribution
to the LID task. Whilst LID rate is ultimately the most relevant
metric, PER of the front-end recognizer can also be used as a
proxy for how well this information is captured and offers the
additional benefit of being more easily obtained.
The utility of this benefit is best illustrated in PPRLM sys-
tem optimisation. IfLID rate is to be used to examine the impact
of any changes to the system, such as the front end recognisers,
both the training and test data must be decoded. Following this,
n-gram models need to be subsequently trained and then tested.
Given 12 languages, this can be extremely time consuming, es-
pecially for the CallFriend corpus [2]. Alternatively, PER of the
front-end can be obtained reliably from a much smaller set of
data, in a much smaller time frame.
However, little research has been published which exam-
ines the relationship between PER and LID, and the relevance
of quoted PER are of limited use. To illustrate, most quoted
PER have been based on performance for the OGI-MLTS cor-
pus [3], despite the fact LID evaluations are conducted on the
significantly more difficult recognition task of CallFriend. Ac-
cordingly, no meaningful information can be, or at least should
be, inferred between the error rates quoted and subsequent LID
performance.
In order to provide a better means of evaluating phone
recognition performance we use the CallHome corpus[2],
which contains speech which is essentially the same condition
as that contained in CallFriend, and contains both transcriptions
and lexical resources. The use of this corpus provides two ben-
efits. The first is a means to evaluate the performance of the
front-end recognisers in a task which more closely reflects the
expected style of discourse and channel conditions. The second
is that acoustic models can also be built, which were expected to
provide more reliable front end decoders in the PPRLM system.
As an alternate to PER, we propose the use of a new metric
for phonotactic information based on a Phone Alignment Cost
(PAC). This technique stems from the idea that phone recogni-
tion errors are not all the same. For example, is an error where
/p/ is replaced by /b/ on a consistent basis more desirable than
say /p/ being replaced by a more erroneous representative such
as /s/ ? The fact that PER's for ASR systems are quite high, yet
PPRLM systems perform quite admirably highlights that useful
information is still present in these error ridden phone streams.
Based on this concept, the PAC incorporates a linguistically in-
tuitive hierarchy for establishing a cost for the various types of
phone recognition errors. The cumulative cost can then be used
to gauge the effect of any changes. In contrast, PER penalises
any errors absolutely; they are either right or wrong, despite the
fact that meaningful information may be still available.
The contents of this paper is as follows. In Section 2, a
brief description of the PPRLM system is provided. A discus-
sion of the relative merits of using PER and PAC for extracting
available phonotactics information is then provided in Section
3. Details regarding the development of the baseline front-end
recognisers is then outlined in Section 4. The results of experi-
mentation which examined the relationship between PER, PAC
and LID accuracy are then presented in Section 5. Conclusions
are subsequently drawn in Section 6.
2. PPRLM System Description
"Parallel Phone Recognition followed by Language Modelling"
(PPRLM) [1], comprises a bank of identical "Phone Recogni-
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Figure 1: Block Diagram of PPRLM System.
tion followed by Language Modelling" (PRLM) sub-systems
running in parallel, as depicted in Figure 1. Each of the sub-
systems performs the same LID function, however the front-
end phone recognisers are trained individually with speech data
from different languages. As the name implies, this system
works by first decoding the speech data into a phone stream.
Likelihood scores are then obtained by comparing the phone
stream to n-gram Language Models (bi-gram LMs are em-
ployed in this paper). In an attempt to enrich the phonetic de-
scription, a duration tag of "-Short" or "-Long" is appended
to each phone label when their corresponding phone duration
is shorter or longer than it's average phone duration. One of
the more important features of PPRLM is it does not require
transcribed speech data for the languages which are targeted
for identification. Instead, their phonotactic's are described in
terms of the front-end phone recogniser's language phonemic
inventory. In essence, the front-end phone recognisers are em-
ployed to decode the speech data of all the different languages.
3. Phonotactic Information Metrics
Phonotactics can be defined as the frequency and possible order
of occurrence of a sequence of phonetic events. It has proven
to be an effective information source for accurate identification
of languages. The PPRLM LID system outlined in this paper
is based on extracting phonotactic information by decoding the
speech data with a front-end phone recogniser. However, phone
recognition systems produce a significant number of errors, typ-
ically in the range of 40-60% PER, and accordingly corrupt the
phonotactic information contained in the original utterance. De-
spite these errors, PPRLM systems perform quite well, although
system performance does degrade when the length of the test ut-
terance is decreased.
Given the amount of inaccuracy in the phone stream, it is
somewhat surprising that the level ofLID performance achieved
is so high, and begs the question whether the meaningful infor-
mation extracted is in fact phonotactic, or simply a result of the
efficiency in which the modelling system is able to exploit pat-
tern differences across different languages. However, for the
remainder of discussion in this paper, it is assumed that this
meaningful information is phonotactic.
The limited understanding of how information contained
in the phone streamis used, in turn means that the impact of
changes to the systems can only be evaluated empirically. This
can be a time consuming process and highlights the potential
benefits for a suitable metric, capable of representing available
phonotactic information for LID. In addition, it is likely that a
suitable tool will provide qualitative benefits in understanding
language characteristics. Accordingly we discuss and contrast
the attributes of two metrics in this section. The first is the PER,
which represents the most commonly used approach. Second,
we suggest an alternative metric, based on an alignment tech-
nique originally proposed by [4] for use in pronunciation mod-
elling. We have adapted this technique for our purposes to pro-
vide a better alternative than PER for gauging the amount of
available phonotactic information.
3.1. Phone Error Rate
Most PPRLM systems utilise acoustic models trained from
OGI. The main reason for this is that the time frame required to
produce models using the OGI data is relatively short; the tran-
scriptions contain phone based alignments and model training
from that point is relatively straight-forward. However, whilst
the models work effectively in PPRLM systems, little credence
should be paid to reported PER's on OGI evaluations, given the
eventual recognition task is decoding speech from CallFriend. It
is expected that the use of OGI models for decoding CallFriend
will produce less than optimal PER's, and in turn degrade the
amount of information available in the hypothesised phonetic
stream.
Aside from errors which result because of a mismatch be-
tween task, consideration also needs to be given to the fact that
language differences also degrade decoder accuracy. It is well
known in cross-lingual and multilingual studies [5], [6], [7]
that using acoustic models from one language to decode speech
from another leads to degraded performance. Given the already
high error rate, the level of accuracy obtained by front-end de-
coders on other languages is likely to be very poor indeed. De-
spite these source of degradation, the success of LID systems
based on PPRLM illustrate that useful information still exists in
these inaccurate phone streams. Our interest lies in decipher-
ing the extent and usefulness of the information contained in
these phone streams, and identifying the relationship between
PER and LID was considered an important step to achieving
this goal.
However, determining the information contained in these
phone streams is problematic, especially if PER is to be used as
the metric. As mentioned, in order to determine PER's, a suit-
able set of reference transcriptions is required. If the relation-
ship between PER and LID is to be valid, it is also preferable
that the evaluation in which PER is obtained mirrors that of the
eventual LID task. This is obviously not the case for OGI, and
accordingly a more suitable corpus was sort.
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The transcriptions available in CallHome were considered
a more appropriate representation for the speech which occurs
in CallFriend, and as such, more suitable for examining the re-
lationship between PER and LID. In addition, CallHome has
transcriptions for a number of languages, making it possible to
evaluate the phone recognition performance of each of front end
recogniser, on other languages.
However, even with a suitable evaluation set, obtaining
PER across multiple languages is problematic, as differences
between phonemic inventories exist. In order to obtain PER,
the reference transcription needs to be compared with that pro-
duced by the phone recogniser. Slight differences in the artic-
ulatory realisation of the same sound means that they are quite
often labelled differently across languages. For instance, in En-
glish the "d" in dog is labelled in Worldbet as "d", whereas in
Japanese the closest approximate is labelled "d{". Accordingly
some form of mapping is required so that an equitable com-
parison can be made. Complicating this problem is that some
languages have only one label for a particular sound, such as
Spanish where the vowels are pure, whereas in English there
are many phonemic variants of the same basic sound. Thus, the
mapping process can become quite involved, requiring knowl-
edge of the various properties of sounds across many languages.
Of course, data driven mappings can be derived, although this
has a shortcoming when there are differences in channel con-
ditions between the corpora the models are trained on, and the
development set used to derive rules.
Regardless of which mapping technique is used, the use of
PER has another limitation. We assert that when it comes to
modelling the phonotactics which characterise a language, the
degree with which recognition errors corrupt the phonotactic
information is not equitable. For instance, if the phone /p/ is
interchangeably recognised as either /b/ or /p/, and rarely as
anything else, then it is likely that usable n-gram statistics are
gathered. In contrast, if inappropriate modelling or mismatch
between the train and test domain leads to inconsistencies in
decoding /b/, then less information is probably derived. Given
this, intuitively the cost of an error can vary according to lin-
guistic similarity. Unfortunately, PER is absolute, either the
recognised phone is correct, or its not. In Section 5, experimen-
tal results highlight how ineffective PER is as an indicator for
predicting LID performance. Based on this assertion, the next
section outlines an alternative metric which seeks to overcome
these deficiencies.
3.2. Phone Alignment Cost
In order to establish the cost of each recognition error made
by the front-end decoder, we adopted an approach first intro-
duced in [4]. The focus of this work was improving the mod-
elling of pronunciation variation for Mandarin. A key aspect of
pronunciation modelling is obtaining reliable estimates for the
frequency of alternate pronunciations which differ from the lex-
ical representation and cause transcription errors. One method
for establishing the frequency of these pronunciation variations
is to decode a transcription and subsequently compare it with
the reference. This requires that both the reference and hy-
pothesised transcription are aligned. Generally this alignment
is achieved via dynamic programming using a simple edit dis-
tance as a cost function. Unfortunately, simple edit cost func-
tions provide inadequate alignments, and in turn impact on the
reliability of derived pronunciation rules. To combat this, Fung
introduced a flexible alignment tool which incorporates a hierar-
chy of costs for inter-symbol alignments. This tool is available
at [8]. A by product of this alignment process is the cost of
aligning utterance.
The relevance of this alignment cost is that the cost assigned
to each inter-symbol alignment is related to how linguistically
similar they are. The general idea is that the cost of aligning /d/
with /t/ is less expensive, than say /s/. At a cruder level, the
cost of aligning /i/ with any other vowel is less than aligning
with a consonant. From a global perspective, if a Spanish recog-
niser is inappropriately trained, and produces inconsistent tran-
scriptions for say the Japanese language, the process of align-
ment becomes more difficult and hence this will be reflected in
the overall cost of aligning the reference utterance with the hy-
pothesised. Ideally the cost function should allow for a graceful
degradation in recogniser performance, by incorporating a hier-
archial structure based on linguistic similarity. Additionally, it
should incorporate a means of comparing phonemes from dif-
ferent languages which are similar in articulatory realisation,
but annotated differently. Based on this idea, the average cost
per symbol alignment, in principle should provide a better guide
to the amount of information which is preserved when changes
are made to front end recognisers. To obtain alignment costs we
adapted the toolkit introduced by Fung, to enable it to cater for
the phoneme inventories of multiple languages, and expanded
the class hierarchy. A formalisation of the qualitative explana-
tion given in [4] is as follows.
The cost of aligning phones from the reference and hypoth-
esised transcriptions is annotated as C(b, s) where b is used
to denote the reference phone and s the hypothesised phone.
Let X = (X, X2, ..., Xt) represent the total set of articula-
tory classes designed to provide coverage for the phonetic in-
ventory of both the source and target languages. The type of
classes used are arranged in a hierarchial manner, similar to the
question set used in training context-dependant models, so that
classes range from broad categories such as whether the phone
is a vowel or consonant, through to exact descriptions of articu-
lation. A subset of X exists which is defined by:
XDS = BUS (1)
where B = (bi, b2, ..., bn) defines the set of n classes in which
b exists and similarly S = (S1, S2,..., SM) defines the subset of
m classes in which s exists. Using the cardinality operator to
reflect the number of distinct elements, the cost of aligning the
phone pairing is given by;
C(&, s) r3s
-i-nsi (2)
Essentially this equates to incrementing the cost each time
the phones b and s do not co-exist in each of the classes con-
tained in XBS.
The cost outlined above represents those associated with
substitutions. However, in many cases the length of the refer-
ence and hypothesised transcription varies. Accordingly a sep-
arate set of rules is also necessary to define costs associated
with insertions and deletions. The rules governing insertions
and deletions were cruder than those used for substitutions. We
expanded and adjusted the rule set originally made available by
[8], which was designed to cover the set of Mandarin sounds.
This expansion was required to cover the phonemic inventory
across English, Spanish, German, Japanese, and Mandarin. The
guiding rules in our adaptation, was that the insertion of vow-
els was more likely than consonants, and vice versa for dele-
tions. In addition the deletion of the phones /r/, /1/, /h/ were
afforded a smaller cost as these were deleted quite often, espe-
cially in the case of /r, 1/ when they occurred syllable finally.
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As mentioned in the previous section, the use of PER as
a metric is difficult when comparing phonestreams across lan-
guages. For each language under consideration, an appropri-
ate mapping must be conducted. Thus, if German needs to be
aligned with Japanese, a mapping must be produced. If Ger-
man then needs to be aligned with Mandarin, another mapping
is required and so on. Using the alignment cost, the phonemic
inventory for each languages only needs to be incorporated into
the classes list once and accordingly, it offers a more expedient
means of aligning across languages.
4. CallHome
The motivation for using models trained on CallHome, in lieu
of those trained on OGI, is that it represents a closer match
with the style of discourse and recording conditions contained
in CallFriend. As such it is expected that the subsequent mod-
els will produce more accurate transcriptions and correspond-
ing improvements in LID performance. For this research we
used the resources contained in the CallHome corpus to pro-
duce baseline Automatic Speech Recognition (ASR) systems
for Spanish, Mandarin, German, and Japanese.
The CallHome corpus includes a collection of telephone
speech recordings, transcripts and lexical resources for six lan-
guages; those already mentioned as well as American English
and Egyptian Arabic. The corpus contains recordings of un-
scripted conversations between native speakers of the specific
language. All calls, which lasted up to 30 minutes, originated
in North America. Participants typically called family members
or close friends[2]. There is considerably more training data in
CallHome when compared to OGI. Table 1 details of the total
amount of data available in the two corpora, after removing un-
desirable utterances, which highlights the differences in amount
of available data. Whilst statistics for OGI are not shown, there
are also considerably more speakers in the CallHome corpora.
At present, ASR systems based on the available English and
Arabic data have not been produced by the author. In an attempt
to expand the number of available CTS recognisers, a recog-
niser based on transcriptions from SwitchBoard was used to
represent the English decoder in our PPRLM system. Note that
we have incorporated all available transcriptions for CallHome,
including those released in Spanish and Mandarin NIST evalua-
tions. This data was then segregated into separate train/test and
development sets, according to an 80/10/10 split. No utterances
from any speaker, occurred in any other set. Further details re-
garding the breakdown of data for and number of speakers for
the CallHome data is provided in Table 2.
Whilst this corpus has been freely available for some time,
very few studies have reported its use in ASR development.
The difficulty of the task is perhaps one reason; recognition
of CallHome speech is a difficult task, with work outlined in
[9] suggesting that the task is significantly more difficult than
SwitchBoard English. As such, the development of ASR sys-
tems across four languages (5 if English is included) is a signifi-
cant undertaking. Complicating matters is that the orthographic
representation of each language contains its own peculiarities
which require attention.
The Spanish and German transcripts introduce very few sur-
prises. For Spanish these include the use of acute accents, and
diaeresis, whilst in German the inclusion of Umlaut, namely a,
6, ii. Both of these are encoded using IS08859-1, and can be
seamlessly incorporated in most computer based applications.
However, both Japanese and Mandarin orthographies require a
little more attention. The Japanese transcripts contain a mix of
Ldngauge
OGI CallHome
Langauge (hrsd) (hous)
Mandarin 1.3 24.0
Spanish 1.7 46.8
German 1.5 10.1
Japanese 1.1 10.6
English 3.5 164.0
Table 1: Comparison of Total Available Data - OGI vs Call-
Home
iuarin uYiouIdc54J 4UUIU/JO 40 I b/Jb
nish 61821/397 8097/50 7747/45
man 14744/191 1865/22 1644/27
Japanese 20546/187 2670/26 2660/27
English 187753/4389 6554/247 8426/243
Table 2: Details of CallHome datasets
Kanji, Hiragana and Katakana, encoded using the EUC stan-
dard. Similarly Mandarin is encoded using GB mainland con-
ventions.
Whilst the lexicons provided for each of these four lan-
guages provides reasonable coverage for the words contained
in the transcripts, Grapheme-to-Phoneme (G2P) rules were built
to reduce the Out-of-Vocabulary rate to zero. Classification and
Regression Trees (CART), using the Wagon-CART toolkit[10],
were used to produce G2P rules for both Spanish and German.
In the case of Mandarin and Japanese, the character based or-
thographies were first converted to Romanised forms (Pinyin
and Romaji) using the conversion tools available at [11] and
[12] respectively. The subsequent derivation of letter to phone
rules then proved to be a trivial exercise, with an almost one-to-
one mapping from letter-to-sound.
Using the processed transcripts, two sets of models were
produced. The first set of models, which are subsequently
used as front ends recognisers in the LID system, are based on
context-independent acoustic models, with 32 mixture compo-
nents used to model the state-emission probability density func-
tions. This model set was used to obtain the phone error rates
provided in Table 3. It should be noted that the results presented
in Table 3 were achieved after tuning the insertion rate on a sep-
arate development set.
The second set of models, which were used to obtain
the Word Error Rates (WER) shown in Table 3 are based on
decision tree clustered, cross word context-dependant phone
HMM's. A bi-gram language model was trained for each lan-
guage, using the appropriate training transcripts. To prevent
problems with Out-of-Vocabulary (OOV) words, those words in
the test set vocabulary which did not appear in the training data
were assigned a small probability in the language model. The
models used to obtain the WER shown in Table 3 are simply
for informational purposes, and were not used further in LID
experiments outlined in this paper.
Parameterisation of speech was achieved via 12 static PLP's
plus normalized energy, 1st and 2nd order derivatives, and a
frame size/shift of 25/lOms. Cepstral Mean Subtraction (CMS)
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Model Set Phone Err 1 WordError
__ S__ Rates% Rate%
Mandarin 42 61.9 48.2
Spanish 31 52.9 44.5
German 42 64.6 39.2
Japanese 37 54.3 42.6
English 36 63.9 33.1
Table 3: Recognition Performance for CallHome models
was employed to reduce speaker and channel mismatch. Each
phone model is achieved via a three state, left-to-right HMM,
with no skip transitions, except for silence and pause models.
An ergodic silence model is used, allowing transitions back to
preceding states. The pause model is a "tee" model, which is
tied to the centre state of the silence model. Additionally, an er-
godic "laugh" model was created based on its frequency of oc-
currence across all languages. To cater for the various array of
speech noises and background noise, two additional left-to-right
models were created for speech noise and background noise.
5. Experiments
The LID results presented in this paper represent those ob-
tained according to the NIST-1996 evaluation (1996-Test), the
1996 development set(1996-Dev) and NIST-2003 evaluation
data sets(1996-Test). There are 12 different languages (Ara-
bic, English, Farsi, French, German, Hindi, Japanese, Korean,
Mandarin, Spanish, Tamil and Vietnamese) and 3 of them have
a second dialect (English, Mandarin and Spanish), thereby con-
taining double the amount of training data to the others. Each
evaluation has test utterances with duration of 3, 10, and 30 sec-
onds.
Before outlining the experiments conducted, further details
on the OGI acoustic models is required. Our previous PPRLM
system based on the use of OGI models incorporated 6 lan-
guages. However, the development of CallHome across mul-
tiple languages is still a work in progress. As such, models have
only been completed for the 5 languages mentioned earlier. Ac-
cordingly, the Hindi language from OGI was excluded from the
OGI system to ensure results presented are comparable.
The same HMM state topology was used for both the Call-
Home and OGI acoustic models, although the number of mix-
ture components used to model the state pdf for OGI was only
8. As mentioned, the availability of considerable more train-
ing data in CallHome allowed us to increase the mixtures to
32. Parameterization for the OGI system mirrors that described
for CallHome. Each phone recogniser produces a phone se-
quence for each of the 12 languages. The phonotactic infor-
mation contained in the individual phone sequence is modelled
via a backed off bigram Language Model (LM), with duration
information appended. In testing, these LM's are used inde-
pendently to score the phone sequences of each recogniser, and
fused at the score level.
5.1. PPRLM LID Performance
The first experiment outlined is a comparison of overall PPRLM
LID performance, across all 12 languages, using the two acous-
tic model sets. It was expected that the CallHome models would
outperform those from OGI, and as can be seen from Table 4,
these suspicions are confirmed. The LID results presented are
those obtained after fusion of scores from individual classifiers.
The inclusion of the terminology unoptimised and optimised is
used to delineate between models tuned to extract maximum
phone recognition performance via tuning on a heldout devel-
opment set. Details outlining the rationale for this experimenta-
tion are deferred until later in the section.
The CallHome models obtains superior LID results when
compared to those obtained using the OGI based front end
recogniser, across all evaluations and durations, with an aver-
age difference of 5.96%. However, the range of improvements
varied. For example, on the 1996 test the average difference
was 3.1%, whereas for the 2003 evaluation the difference was
in excess of 9%. Based on this result alone, the utilisation of the
CallHome corpus seems vindicated.
5.2. Investigating the Relationship Between PER and LID
Performance
In previous versions of PPRLM implementation at QUT, no at-
tempt has been made to optimise individual recogniser perfor-
mance for a number of reasons. A lack of suitable transcriptions
for determining PER isone reason. More importantly, it was un-
certain whether tuning a recogniser to increase performance on
one language, may bias the resultant phone stream to reflect the
phonotactics of the language on which is was tuned, and subse-
quent degrade the accuracy on other languages. Conversely, it is
also possible that inaccuracies which result from an "untuned"
system, manifest themselves globally across all languages, in
turn reducing the information content of the phonetic stream.
Given this, investigations were conducted to evaluate the
effect of "tuning" the recogniser, on both PER and LID. Front
end tuning was done for each of the 5 languages outlined ear-
lier. Each of the recognisers was tuned to maximise recognition
performance on its base language, by adjusting the insertion
penalty. These tuned models are referred to as the optimised
CallHome. The OGI models were also tuned to improve their
performance on CallHome, however the level of performance
still lagged that achieved with the untuned CallHome models
and so results are not shown.
Table 5 includes PER's for each of the 5 front end languages
when tested its own language. Results are included for OGI as
well as the un-optimised and optimised versions of CallHome.
This is also contrasted against the global LID performance ob-
tained using each of the individual PRLM systems.
To illustrate, using a Spanish OGI PRLM front end, the
PER when used to decode CallHome Spanish is 70.22%, whilst
the LID rate "across all" languages using the Spanish PRLM
system is 67.57%. In contrast, when un-optimised models are
used to decode the Spanish CallHome transcripts, a PER of
58.1% was achieved whilst LID was 77.33%. The LID results
shown are for the 30 second task in the 1996 development set.
The selection of the 1996 evaluation was based on the fact the
results achieved in this evaluation align more closely with the
overall averages, as shown previously in Table 4.
It can be observed that the change in PER rate when pro-
gressing from OGI to CallHome without tuning is quite large,
ranging from 10.3 to 17.5% absolute. Quite alarmingly the
phone recognition rate, even with the CallHome models is quite
poor. The tuning process serves to make the PER more re-
spectable, producing further improvements ranging from 4.82%
to just over 9%.
The progression of improvement in LID provides some in-
teresting observations. For examples, when progressing from
OGI to unoptimised CallHome, the LID rate obtained coincides
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NIST Test 1Durtina I 1utt OGI (%) 1 CallHom CallHome
Task j (s) J l Unoptimised (%) Optimnisd (%)
30 1147 77.86 84.39 84.74
1996 Dev. Test 10 1172 63.05 68.34 68.00
3 1174 39.27 43.95 44.38
30 1492 85.25 88.00 89.81
1996 Test 10 1502 74.57 78.43 78.03
3 1503 54.22 56.89 56.95
30 960 76.98 86.35 86.56
2003 Test 10 960 62.60 71.98 73.54
3 960 44.69 53.85 53.96
Table 4: PPRLM LID Results (% of accuracy) using different acoustic model sets including recognition optimisation.
Spanish 70.22
Japanese 75.06
English 86.22
Mandarin 77.43
German 88.04
Table 5: PER for CallHome and LID results (% of accuracy) for each of the PRLM sub-systems using 30 second 1996 NIST Develop-
ment set.
reasonably well with the changes in PER. For example, an ab-
solute change in PER of 12.12% for the Spanish language, pro-
duces a corresponding change of 9.76% in LID rate. Similarly
a change in German PER of 15.68% leads to an improvement
in the LID rate of 7.32%. In all cases the decrease in PER led
to an increase in LID, although for Japanese the improvement
was less substantial. Further improvement in PER was achived
via tuning, ranging from 4.82% for English to just over 9% for
Japanese. Unfortunately, these did not necessarily coincide with
LID performance, producing a decrease for all PRLM systems
except Japanese.
This indicates that tuning the individual recognisers for
each PRLM system, to improve performance on its base lan-
guage, has a detrimental effect on overall LID. This reinforces
the idea that whilst tuning may improve the recognition per-
formance for the base language, it degrades the global phone
recognition by imposing its own phonotactics constraints. How-
ever, without observing the actual PER's for each language
alongside achieved identification rate, this idea is still specu-
lative. Accordingly, additional experiments examining how im-
proving PER's for a particular language correlates with identifi-
cation rates for the same language, rather than global LID rates,
were conducted.
To do this, a Spanish decoder was used to decode all of the
languages for which transcripts were available. As highlighted
earlier, in order to obtain PER values when decoding speech
from other languages, mapping between the phonemic inven-
tories of each language is required. There are several possible
mapping techniques, each with its own benefits. We trialled
knowledge driven mapping, where phones are mapped accord-
ing to linguistic similarity, as well as confusion based, data-
driven mapping. A separate subset of the CallHome develop-
ment data, 45 minutes long, was used to derive the confusion
based mappings. Confusion based mapping generally produce
better results when derived in the same domain. This was the
case for the CallHome models, however due to channel differ-
ences, best results were obtained using a knowledge based map-
ping for the OGI models. Accordingly, the results shown in Ta-
ble 6 are based on using the most suitable mapping technique
for each of the corpora.
The mapping across languages proved to be a tedious and
time consuming task. As mentioned earlier, this is one of the
disadvantages of using PER as a guide for gauging LID perfor-
mance. Accordingly, we also used the Phone Alignment Cost to
gauge the amount of information in the phone stream produced
by the Spanish recogniser for each of the languages including
Spanish. The use of this tool is much simpler as the phone-
mic inventory only needs to be included in the set of linguistic
classes once. The PAC scores are also provided in Table 6. The
PAC score represents the average cost of aligning each phone in
the reference transcript with that hypothesised by the front end
decoder. It should also be highlighted that a decrease in PAC
score corresponds to a better alignment, and relative decreases
should ideally lead to an increase in LID performance.
Table 6 also includes LID rates. However, in contrast to
previous tables, the LID rate shown represents the identifica-
tion rate for that particular language, and NOT the global LID
rate. As such, the languages in Column I of Table 6 represent
the languages process by the Spanish PRLM system. For exam-
ple, using the Spanish decoder and OGI models, the Japanese
language was correctly identified 58.97% of the time.
One glaring result to emerge from Table 6 is how poor the
phone recognition accuracy is for languages other than Span-
ish. Thus, it is quite surprising that LID rate is so high. Fur-
ther examination of Table 6 reveals that progressing from OGI
models to CallHome and subsequently to the optimised mod-
els, still produces significant improvements in PER for the other
languages. As before, the progression from OGI to CallHome
seems to produce similar correspondence between PER and
LID. This is also reflected in the PAC costs. For example, for
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Languagesl IOGI CallHome Unoptimisde 1 CallHome Optimited
gu____ PER% PAC LID% PER% PAC LID% PER% PAC LID%
Spanish 70.30 7.09 74.83 58.10 5.45 83.44 52.90 5.34 84.11
Japanese 86.40 7.86 58.97 74.65 6.79 60.26 63.05 6.58 57.69
Mandarin 83.90 8.44 71.61 76.23 7.99 78.06 69.45 7.99 78.71
German 85.51 8.14 60.76 78.21 7.28 81.01 69.67 7.20 77.22
English 87.70 8.01 81.13 83.37 7.23 84.91 73.26 7.09 87.42
Table 6: Individual target language PER/PAC and LID results (% of accuracy) achieved using Spanish Front End.
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Figure 2: Relative Improvements in PRA/PAC and LID Rates in relationship to OGI baseline
Spanish on Spanish, the PER, PAC and LID improvements are
12.12%, 1.64% and 16.73% respectively. This trend is repeated
across all languages, although the scale of improvements is vari-
able.
In the previous section, it was found that tuning each of
the front end recognisers did not necessarily provide a boost to
the overall LID performance of each PRLM system. We sug-
gested that one explanation for this was that tuning may ad-
versely affect PER for the other target languages. However,
the results in Table 6, indicate that PER's improve for all lan-
guages evaluated, when the Spanish PRLM system was tuned
to improve performance on Spanish. This suggests that the sub-
sequent decrease in LID cannot be attributed to tuning having
a detrimental impact on the accuracy of the phone stream of
other languages. Of course it may be that the tuning impacts
on languages outside those for which PER rates were obtained,
as Vietnamese. This may be why the global LID rate decreased
after tuning, as shown in Table 5. Unfortunately this is impos-
sible to evaluate without suitable transcriptions. However, the
fact improvements to PER for each of the languages in Table 6
does not subsequently result in improvements in LID for those
languages, indicates that the usefulness of PER as a metric for
gauging eventual LID performance is limited.
5.3. PAC versus PER
In an attempt to rationalise why PER rate does not coffespond
to LID rates, we examined the trends in PAC scores. As with
PER, progression to optimised models leads to improvements
in PAC scores, but not LID. However, the different scales used
by PAC, PER and LID make it difficult to infer relationships be-
tween metrics. Accordingly, we examine the relative changes in
metrics, to gain further insight. When examined from this per-
spective, the relative changes in PAC scores are much smaller
than its PER counterpart.
To illustrate, consider Figure 2, which plots the relative per-
formance improvements for each of the metrics using the origi-
nal performance of the OGI system as the starting point. Thus,
the improvements plotted are CallHome and optimised Call-
Home, relative to the original performance of the OGI system.
Note that because the LID is in terms of correct predictions,
phone recognition performance is calculated in terms of accu-
racy (PRA), to preserve the relative directions of improvement.
Thus relative improvements for PRA, PAC and LID rates are
plotted for each language based on the results shown in Table 6.
This plot highlights a number of things. The first is that
PRA (or its counterpart PER) is inadequate for gauging the in-
fluence of changes to the decoder on eventual LID performance.
In contrast, the magnitude of the impact which changes to the
front end recogniser impart on LID performance is better re-
flected by the PAC metric. For example, the change from the
OGI model set to the CallHome model set and subsequently
the optimised CallHome model set, produced relatively large
improvements in PRA. In German an initial improvement of
around 50%, followed by improvement to more than 110% bet-
ter than OGI was obtained by progressing through the unopti-
mised and optimised model sets. This represents a 60% rela-
tive change which results from the optimisation. However, the
LID performance only improved by about 35% and then ac-
tually dropped off to 30% relative to OGI, which means per-
formance went back by 5%. Thus the margins of change are
relatively large for PER, but not LID. In contrast, the changes
for German using the PAC metric are around 1%, still different,
but at least more indicative. Thus the PAC measure seems to at
least be better suited for gaining an overall indication of poten-
tial improvements, if not the actual direction. One explanation
for these smaller differences between PAC and LID rate, may
be that the PAC is calculated on CallHome, whereas the LID
rate is based on CallFriend.
Certainly the results shown can only be used as a guide.
However with further refinement we believe this measure is
more suitable for estimating the potential impact of changes to
the front end on subsequent LID performance.
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6. Conclusion
In this paper a more detailed examination of the relationship
between phone recognition, phonotactic information and LID
rates was undertaken. The utility of PER as a proxy for phono-
tactic information was discussed and examined. It was high-
lighted that the use of OGI models in PPRLM systems produce
phone streams that contain significant errors. Models produced
using CallHome transcriptions were subsequently compared to
OGI models, producing more accurate transcriptions and im-
portantly an average absolute improvement in LID of approxi-
mately 6% across the 30, 10 and 3 seconds tasks for the NIST
1996 and 2003 evaluations.
In addition a new metric, the Phone Alignment Cost (PAC)
was proposed. This metric was based on the principle that errors
in the phone stream are not equitable, and useful information is
still present in phones streams corrupted by phone recognition
errors. This method overcomes many of the shortcomings that
PER exhibits, including difficulty in use for evaluating front end
performance across multiple languages, as well as an inability
to grade the significance of errors according to linguistic simi-
larity. Comparisons between the PER and PAC were conducted
and contrasted with LID performance. Whilst the PAC tech-
nique still requires refinement, early indications are that rela-
tive changes in PAC scores are more closely aligned to LID per-
formance than changes in PER. Thus the PAC metric is better
suited to estimating the impact of changes to the front end on
subsequent LID performance and should be useful for extract-
ing improved performance from PPRLM systems.
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