We investigate the effect of information technology on analyst's forecast accuracy. Our 
Introduction
he information technology revolution during the last decade has changed information availability and the expectations of capital markets. The advent of the World Wide Web and Web browsing technologies in mid nineties accelerated the intensity of this change. Information technology has transformed the way firms generate, communicate, and disseminate information, and the way analysts and investors search and receive information. This has had a profound impact on both the institutional and informational structure of capital markets (Guldimann, 2000) .
In this paper we examine the impact of information technology on the accuracy of financial analyst forecasts of earnings. We posit that after controlling for factors related to analyst forecast accuracy, we will find that information technology has increased the precision of analyst forecasts. We use seven different technology variables to proxy for the impact of information technology (IT). The results support our hypothesis that the precision of analyst forecasts is positively related to growth of IT. These findings are consistent with a decrease in information generation, dissemination and acquisition costs; a decrease that may be attributed to the information technology revolution, e.g., the Internet.
The remainder of the paper is organized as follows. Section 2 develops the hypothesis. Section 3 describes the research design and section 4 discusses the sample selection procedure and sample profile. Section 5 presents the empirical tests and results. Section 6 summarizes the findings and discusses the conclusions.
Theory and Hypothesis
Advances in information and communication technologies have caused the cost of information search, production, and dissemination to decline dramatically over the last decade. One of the major trends in information technology that is affecting the information availability in the capital markets is the cost of storing, processing, and transmitting information. This cost has dropped at an average rate of 25-35 percent per year for the last three decades (Guldimann 2000) due to innovation in microprocessor technology, increase in telecommunication capacity, and the World Wide Web. The availability of information on the Web has increased many-fold in the last five years, thus further reducing the cost of information acquisition and availability.
____________________

Readers with comments or questions are encouraged to contact the authors via email.
T While one can trace the existence of Internet to ARPANET in 1969, as a commercial tool it took off with the development of the World Wide Web in 1991. The number of web sites exploded with the development of Mosaic (predecessor of Netscape) from 600 in 1993 to over 8 million in 1999.
1 Today, even very small companies can set up web sites at low costs to provide information to interested parties, such as financial analysts. News wires and investment related sites could be searched from home or office twenty-four hours a day to find information about companies. An interesting issue is the influence of the cost reduction on the ability of the analysts to produce and disseminate more accurate information about firm's earnings and for the investors to search and use this information.
Though the decrease in cost will increase the private information acquisition by information intermediaries such as analysts, it is unclear how that increased information acquisition affects the quality of their earnings forecasts? Clearly the ability of analysts to predict the firm's earnings depends on their ability to acquire and process relevant information that is likely to affect firm's earnings. Analysts rely on information at several levels such as macro-economic factors, industry trends, and firm specific variables to better predict firm's earnings. Analysts also use strategic performance variables related to firms (Dempsey et. al. 1997 ) to better predict their future earnings.
Increases in the timeliness of the firm specific information available to analysts can significantly improve the accuracy of their forecast. Use of systems such as enterprise resources planning (ERP), supply chain management soft ware, and customer relationship management (CRM) software provide firms with real-time data of their business transactions and provide a wealth of information that can be mined to understand significant trends in business. For example, after installing an ERP system, Motorola cut down their quarterly book closing time from a month to less than three days. Now, Motorola announces its quarterly earnings within the first week of the end of the quarter. Thus, not only the cost of acquisition, processing and dissemination of information has declined, the timeliness of information available is also improved. Thus our hypothesis posits that information technology has improved the forecast accuracy of analysts.
The accuracy of analyst forecasts is positively related to the advancement of information technology.
Research Design
Measure of Analyst Forecast Accuracy
We focus on the impact of information technology on the private information acquisition and processing by financial analysts, an important group of information intermediaries between firms and investors. Financial analysts track firms and provide buy and sell recommendations to their clients based on their research analysis. It is common knowledge that the stock prices move based on analysts' recommendations market (Malkiel and Cragg 1980; Givoly and Lakonishok 1984) . Analysts also gather, analyze, and interpret information about firms' future prospects and forecast the future earnings of the firms based on publicly available and privately acquired information (Dempsey et. al. 1997 ).
Analyst forecasts are available in I/B/E/S, First Call, and Zack's databases. 2 Almost all financial sites on the web provide some information about analysts' forecasts. In addition, there are numerous academic articles that have shown that consensus analyst forecast is a good measure of market expectation of firm's earnings (Malkiel and Cragg 1980; Givoly and Lakonishok 1984) . This is also apparent from the fact that investors mostly rewards firms that have positive earning surprises and punish the ones that have negative earning surprises (Givoly and Lakonishok 1984) . The importance of forecast accuracy is further multiplied by the technological improvements at service providers (such as, I/B/E/S, First Call, and Zack's). With the development of information technology, these firms now offer cheaper and more timely forecast data to investors through Internet based platforms (Gleason and Lee 2000). As a result, more and more investors are now using analyst forecasts to make their decisions. Increase in forecast accuracy reduces investment risks for the investors and allows for more precise valuation of firms.
Consistent with existing literature (discussed above), we define analyst forecast error as:
This variable is bounded in the range [0,1]. We then define ACCURACY = 1-|FE| as a measure of analyst forecast accuracy.
Measures of Information Technology Level
We use the following seven proxies to capture the growth in information technology. ITSALES is the inflation-adjusted total annual sales in billions of dollars for the information technology sector. This includes firms in the two-digit SIC codes 48 (communication), three-digit SIC codes 357 (computer and office equipment), and 737 (computer hardware and software related services). COMP is the number of computers sold (in millions) during the year per the MA334R-1 and MA35R-1 reports obtained from the U.S. Department of Commerce, Economics and Statistics Administration (U.S. Census Bureau). SITES is the number of web sites and HOSTS is the number of hosts in millions. DOMAINS is the number of registered domains. BYTES (PACKETS) is the number of bytes (packets) of information transferred per month (in trillions). The growth in these variables proxy for the growth of information technology related and hence, the increase in processing power and reduction in search and communication costs. The above variables and those used in later tests are defined in table 1. the firm is available on I/B/E/S 5.
the firm is available on COMPACT DISCLOSURE
We confine the sample to December 31 year-end firms to align the observations cross-sectionally. This allows us to control for time-dependent variables in our tests. Criteria 1 and 2 yield 82,174 firm-quarter observations (3,890 independent firms). We lose 1,612 firm-quarter observations and 157 firms due to missing PERM numbers. A total of 5,731 firm-quarter observation and 121 firms are lost due to missing CRSP data. The sample is reduced by another 44,062 firm-quarter observations and 1,852 firms due to non-availability of I/B/E/S forecast data. Finally, we get a sample of 29,179, firm-quarter observation and 1,624 firms after accounting for missing data on COM-PACT-DISCLOSURE. Table 2 depicts the sample selection process. with non-missing data on quarterly COMPUSTAT item nos. 8, 44, 54, and earnings announcement dates ** mean earnings-per-share forecasts, actual earnings-per-share, dispersion of forecasts, and number of analysts making forecasts not available *** data on institutional holdings not available Table 3 shows the sampling percentages relative to the COMPUSTAT population for various industries. Thomas' (1989) classification scheme (shown at the bottom of the table) is used for defining industries. The sample as a percentage of the COMPUSTAT population by industry ranges from 25.05% to 44% (overall, 35.51%). Thus, our sample is representative of the population of firms.
The sample distribution is presented in table 4. Mean (median) market value (MV) for the sample is $3.8850 ($0.5060) billion. The mean value of ACCURACY is 0.7798 and median is 0.9091. On average, more than 5 analysts (NUM) were following a firm. The dispersion of analyst forecasts (DISP) has a mean of .0277 and a median value of 0.010. The mean institutional shareholding (INST) is 44.28%. ARSQ is the adjusted R-square of the regression of MV on net income during the quarter (both variables deflated by book value of the firm at the end of the quarter). This variable captures the changes in the explanatory power of earnings for firm value. Mean ARSQ is 3.8978%. Table 5 provides the correlations between ACCURACY and variables affecting the information environment surrounding the firm. Since larger firms have a richer predisclosure information environment (Atiase 1980 (Atiase , 1985 , we expect a positive correlation between LMV and ACCURACY. The larger the analyst following, the greater is the predisclosure information. This suggests a positive association between ACCURACY and NUM. The greater the disagreement between analysts, the lower the quality of predisclosure information. This suggests a negative association between ACCURACY and DISP. We expect a negative association between ARSQ and ACCURACY, since earnings will have greater explanatory power if predisclosure information is less (Kim and Verrecchia 1991 Table 1 for variable definitions.
Empirical Tests And Results
Correlation Analysis
Portfolio Analysis
In the portfolio analysis, we partition the sample based on the median values of the seven technology variables. Our hypothesis predicts that mean ACCURACY for low technology portfolio should be lower than the mean for high technology portfolio. Table 6 shows that t-tests for equal portfolio means reject the null hypothesis that portfolios have equal mean ACCURACY. For four of our proxies, ITSALES, COMPS, BYTES and PACKETS the null is rejected at 1% level in a one-sided test. For DOMAIN, the null is rejected at 5% and for SITES and HOSTS it is rejected at 10% level. The dichotomy between the two portfolios for each technology variable is also depicted graphically in figure 1. Table 1 for variable definitions * implies significance at 10% level (one-sided) ** implies significance at 5% level (one-sided) *** implies significance at 1% level (one-sided) 
Regression Analysis
Multivariate regression analysis is superior to univariate analysis (Correlation and Portfolio analyses), since it allows for simultaneous controls of all variables that can affect the dependent variable. We run the following regression to test our hypothesis. Since all these effects are different from information technology, we have to control for their effects on ACCURA-CY, before we can test our hypothesis. H A predicts that as TECHNO increases, ACCURACY should increase too (that is, α 6 > 0). As is evident from Table 7 , the coefficients of LMV, NUM, DISP, ARSQ, and INST are generally in the expected directions. The coefficients of all the information technology related variables (except the number of sites) are significant and positive, thus rejecting the null that information technology has no affect on the accuracy of analyst forecast. These results support the alternate hypothesis.
ACCURACY = α
Limitations of the Research Design
One limitation of this research is that it does not control for advancement of various types of forecasting methodologies over time. Another aspect that is not controlled for is the increase in forecast accuracy due to learning effects of analysts. In other words, analysts might get better at predicting with experience. Even though it is very difficult to quantify these effects, we try to control them with a "time" variable.
3 TIME is defined as a variable with value of 1 for quarter 1 of 1989 increasing to 44 for quarter 4 for 1999. This variable should capture the effects of omitted effects discussed above. Results for LITSALES and LCOMP are presented in table 8. Results for the other technology variables are not reported since we have observations for only four years for these variables and this caused significant multicollinearity with TIME making the results unreliable. Results in table 8 continue to support our hypothesis that forecast accuracy has improved with information technology. However, to the extent that TIME does not capture the effects mentioned above, our results should be interpreted with caution.
Regression Diagnostics and Sensitivity Analysis
Belsley, Kuh, and Welsch's (1980) test for multicollinearity is conducted on all the regressions and reported in tables 7 and 8. The highest variance inflation factor (VIF) is 9.8590. Thus, all VIF values are below the critical level of 10. Therefore, multicollinearity does not appear to be a significant problem in any of the regression estimations. White's (1980) test for heteroskedasticity is also conducted. The null of homoskedastic errors is rejected for all the regressions (White's p values are reported in tables 7 and 8). To ascertain the effects of heteroskedasticity on our results, White's homoskedastic p values are calculated for the regressions (results not tabulated). None of the conclusions are altered. Tests for outliers are also conducted on all the regressions using Belsley, Kuh, and Welsch's (1980) procedure. No influential outliers are detected. These diagnostics/sensitivity analyses confirm that our results are robust and reliable. 
Conclusion
This paper investigates the effect of information technology on the accuracy of analyst forecasts. We provide evidence consistent with analyst forecasts becoming more accurate with growth in information technology. We capture the growth in information technology using several variables, such as total sales of information technology related firms, number of computers sold, number of websites, number of hosts, number of registered domains, number of bytes, and packets of information transferred. Our results are consistent with our hypothesis that the increase in the usage of information technology has increased the accuracy of analyst forecasts. Thus, our paper provides evidence of a positive impact of information technology on the overall information environment. Our findings are important to investors who use these forecasts to value the firm and make investment decisions.
