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1. Continuity of unique best approximations
A series of papers published some 25 years ago (see [5–10]) developed the fundamentals of Chebyshev approximation
theory within a constructive framework—that is, using intuitionistic, rather than classical, logic.1 By using the former
logic, we ensure that a proof is algorithmic; in fact, it embodies an extractable program whose correctness is guaran-
teed by the proof itself. (There are computer science research groups working on the extraction of such programs from
constructive proofs; see [13,14,20,23].) In this context we note also the work of Kohlenbach [18,19], who has applied
classical logic to the extraction of algorithmic content from classical proofs of theorems in Chebyshev approximation
theory.
In this paper we explore, again with intuitionistic logic, the continuity of the best approximation mapping onto a locally
compact subspace of a metric space, as well as the existence and continuity in parameters of the inﬁmum Lipschitz constant
for the best approximation process when that process is continuous.
Let X be a metric space, and Y a inhabited2 subspace of X that is proximinal: that is, for each x ∈ X there exists an element
b of Y , called a best approximation to x in Y , such that ρ(x, b) ρ(x, y) for all y ∈ Y . In that case, Y is located, in the sense that
the distance
ρ(x,Y) ≡ inf {ρ(x, y) : y ∈ Y}
from x to Y exists for each x ∈ X. We say that x ∈ X has a unique best approximation in Y if
 it has a best approximation b ∈ Y , and
 ρ(x, y) > ρ(x, b) whenever y ∈ Y and y /= b.
Note that when we write x /= y for elements x, y of a metric space, we mean that ρ(x, y) > 0, a property that is constructively
stronger than ¬(x = y). If each element of X has a unique best approximation in Y , then the mapping P—obtained by the
principle of unique choice—that takes each element of X to its best approximation in Y is called the best approximation
E-mail address: d.bridges@math.canterbury.ac.nz
1 For more about constructive mathematics see [3,4] or the more recent book [12].
2 To call Y inhabited means that there exists a point of Y . This property is stronger than the denial that Y is empty.
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mapping for Y , or the projection of X onto Y . This projection is then strongly extensional: if Px /= Px′, then x /= x′. For if Px /= Px′,
then, by the uniqueness of best approximations, ρ(x, Px′) > ρ(x, Px), so either ρ(x, Px′) > ρ(x′, Px′) or else ρ(x′, Px′) > ρ(x, Px).
In the ﬁrst case we have
ρ(x, x′) ρ(x, Px′) − ρ(x′, Px′) > 0.
In the second case, by the uniqueness of best approximations, we have ρ(x′, Px) > ρ(x′, Px′) > ρ(x, Px), so
ρ(x, x′) ρ(x′, Px) − ρ(x, Px) > 0.
The following elementary lemma will help to make life a little easier.
Lemma 1. Let X be a metric space in which each element has a unique best approximation in the subspace Y , and let P be the
projection of X onto Y . Then for all x, x′ ∈ X ,
ρ(x, Px′) 2ρ(x, x′) + ρ(x, Px)
and
ρ(Px, Px′) 2 (ρ(x, x′) + ρ(x, Px)).
Proof. We have
ρ(x, Px′) ρ(x, x′) + ρ(x′, Px′)
 ρ(x, x′) + ρ(x′, Px)
 ρ(x, x′) + ρ(x′, x) + ρ(x, Px) = 2ρ(x, x′) + ρ(x, Px).
Hence
ρ(Px, Px′) ρ(x, Px) + ρ(x, Px′) 2 (ρ(x, x′) + ρ(x, Px)). 
Let us now consider the case where Y is a locally compact subspace of X : that is, according to Bishop’s deﬁnition [3], an
inhabited subspace in which every bounded set is contained in a compact (that is, complete, totally bounded3) set. Then Y
is located [4] (page 110, Proposition (6.2)). It is also classically proximinal: given x ∈ X , to produce a best approximation to
x in Y we just “ﬁnd” a point where the continuous mapping yρ(x, y) attains its inﬁmum on some closed ball in Y with
sufﬁciently large radius. This argument fails constructively since we cannot guarantee that the function attains its inﬁmum
on a closed ball.
Being locally compact, ﬁnite-dimensional subspaces of a real normed linear space are classically proximinal. Construc-
tively, they are certainly located; indeed, their locatedness is all that one can extract constructively from the standard
classical proof that they are proximinal; see [5]. However, there is a recursive counterexample to the proximinality of ﬁnite-
dimensional subspaces [10] and hence to that of all locally compact subspaces of a metric space. In order to surmount this
counterexample, we introduced in [5] a new notion, quasiproximinality.
An element x of the metric space X has at most one best approximation in the inhabited subspace Y if, for all distinct y, y′
in Y , there exists z ∈ Y such that
max
{
ρ(x, y), ρ(x, y′)
}
> ρ(x, z).
Clearly, if x has a unique best approximation in Y in the strong sense we introduced earlier, then it has at most one best
approximation in Y . We say that Y is quasiproximinal (in X) if each point of X with at most one best approximation in Y
actually has a (perforce unique) best approximation in Y . It was proved in [8] that every ﬁnite-dimensional subspace of a
real normed space is quasiproximinal.
Clearly, proximinality implies quasiproximinality. The converse holds classically. For, assuming that Y is quasiproximinal
in X , suppose that there exists x ∈ X with no best approximation in Y ; then—with classical logic, trivially—x has at most one
best approximation in Y and so, by quasiproximinality, has a best approximation. It follows classically from this contradiction
that x must have a best approximation after all.
A constructively inadmissible argument shows thatwhen it exists, theprojection P of ametric space onto a locally compact
subspace Y is continuous. The argument goes as follows. Let (xn)n1 be a sequence in X that converges to x ∈ X , and suppose
that the sequence
(
Pxn
)
n1 does not converge to Px. Then there exist ε > 0 and a subsequence
(
xnk
)
k1 of (xn)n1 such that
ρ
(
Pxnk , Px
) ε for each k. By Lemma 1,
ρ(x, Pxn) 2ρ(x, xn) + ρ(x, Px)
for each n, so the sequence
(
Pxn
)
n1 is bounded in Y . Since Y is locally compact, passing to a further subsequence if necessary,
we may assume that
(
Pxnk
)
k1 converges to a limit y ∈ Y . Letting k → ∞ in the inequality
3 In this paper, we require that totally bounded sets be inhabited; whence compact ones are also.
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ρ(xnk , Pxnk ) ρ(xnk , Px),
we obtain ρ(x, y) ρ(x, Px). It now follows from the uniqueness property that y = Px. But
ρ
(
y, Px
) = lim
k→∞
ρ
(
Pxnk , Px
) ε.
This contradiction shows that P is sequentially continuous and therefore, classically, continuous at x.
It is shown in [11] that all that one needs to add to intuitionistic logic in order to prove the sequential compactness of
complete, totally bounded sets in a metric space is the limited principle of omniscience (LPO),
For each binary sequence (an)n1 , either an = 0 for all n or else there exists n such that an = 1,
which, although classically trivial, is recursively false and hence essentially nonconstructive.4 This observation is crucial for
the proof of our ﬁrst result.
Theorem 2. Let Y be a locally compact subset of a complete metric space X such that each x ∈ X has a unique best approximation
in Y . Then the projection of X onto Y is sequentially continuous on X.
Proof. Let x ∈ X , and let (xn)n1 be a sequence in X that converges to x. Since X is complete and the projection P of X onto
Y is strongly extensional, a result of Ishihara [15] shows that for each ε > 0, either ρ(Pxn, Px) < ε for all sufﬁciently large n
or else ρ(Pxn, Px) > ε/2 for inﬁnitely many values of n. It sufﬁces to rule out the second alternative. To that end, we assume
without loss of generality that ρ(Pxn, Px) > ε/2 for all n. We claim that LPO then holds. To justify this claim, given a binary
sequence (an)n1 , construct a sequence (ξn)n1 in X as follows: if ak = 0 for each k  n, set ξn = x; if ak = 0 for all k < n and
an = 1, set ξj = xn for all j  n. Since the sequence (xn)n1 converges to x, it is easy to show that (ξn)n1 is a Cauchy sequence.
The completeness of X ensures that (ξn)n1 converges to a limit ξ ∈ X. Either Pξ /= Px or ρ(Pξ , Px) < ε/2. In the ﬁrst case,
ξ /= x (as P is strongly extensional), so we can ﬁnd N such that ξN /= x and therefore an = 1 for some n N. In the second
case, for each nwe have ρ(Pξ , Pxn) > 0, so Pξ /= Pxn and therefore (by strong extensionality) ξ /= xn; whence an = 0 for all n.
This completes the proof of LPO. It now follows that every compact subset in Y is sequentially compact, and hence, as in the
above classical proof (this is where we need the local compactness of Y), that the projection P is sequentially continuous.
Thus ρ(Pxn, Px) < ε/2 for all sufﬁciently large n, a contradiction. 
The passage from sequential continuity to continuity, even for linear mappings, is not generally possible constructively;
see [16]. However, if we add a hypothesis which is classically vacuous, then we can effect that passage.
Theorem 3. Let Y be a locally compact subspace of a completemetric space X such that each x ∈ X has aunique best approximation
in Y . Let P be the projection of X on Y , and let x ∈ X. Then for each δ > 0 the set{
ρ(Px, Px′) : x′ ∈ X, ρ(x, x′) δ} (1)
is bounded inR. Suppose that there exists a sequence (δn)n1 of positive numbers converging to 0 such that such that
σn ≡ sup
{
ρ(Px, Px′) : x′ ∈ X, ρ(x, x′) δn
}
exists for each n. Then P is continuous at x.
Proof. The boundedness of the set at (1) follows immediately from Lemma 1. Given ε > 0, construct an increasing binary
sequence (λn)n1 such that
λn = 0 ⇒ σn > ε/2,
λn = 1 ⇒ σn < ε.
It will sufﬁce to ﬁnd N with λN = 1. Clearly, we may suppose that λ1 = 0. If λn = 0, choose xn such that ρ(x, xn) δn and
ρ(Px, Pxn) > ε/2. If λn = 1 − λn−1, set xk = xn−1 for all k  n. It is easy to show that (xn)n1 is a Cauchy sequence in the ball
B (x, δ1) inX , andhence (sinceX is complete) that it converges toa limit x∞ in the closedballB (x, δ1) .Suppose thatρ(Px, Px∞) <
ε/2. If λn = 1 − λn−1 for some n, then ρ(Px, Px∞) = ρ(Px, Pxn−1) > ε/2, a contradiction; so λn = 0 for all n, which contradicts
the sequential continuity of P established in the preceding theorem. Hence ρ(Px, Px∞) < ε/2 and therefore ρ(Px, Px∞) > 0.
Then x∞ /= x, by the strong extensionality of P, so there exists N such that ρ(x∞, x) > δN . Suppose that λN = 0. If there
exists m > N such that λm = 1 − λm−1, then x∞ = xm−1 and so ρ(x∞, x) δm−1  δN , a contradiction. Hence λn = 0, and
therefore ρ(Px, Pxn) > ε/2, for all n, which contradicts the sequential continuity of P established in Theorem 2. It follows that
λN = 1. 
4 For more on LPO and compactness, see [17].
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When X is a complete metric space, with the aid of Brouwer’s fan theorem we can establish the continuity of the best
approximation mapping on the set of those x ∈ X with at most one best approximation in the locally compact subspace Y
[2,1,21,22].
2. Lipschitz constants for best approximation
We say that a subspace Y of ametric space
(
X , ρ
)
admits a projection if there exists a projectionmapping P : X → Y such that
ρ(x, Px) ρ(x, y) for all x ∈ X and y ∈ Y . In that case, Y is located, since ρ(x,Y) = ρ(x, Px) for each x ∈ X. (Note that admitting
a projection does not require that each element of X have a unique best approximation in Y .) By a Lipschitz constant for such
a best approximation process P over a subset A of X we mean a positive number c such that ρ(Px, y) cρ(x, y) for all x ∈ A
and all y ∈ Y .
Lemma 4. Let X be a metric space, Y a subspace of X that admits a projection P, and y0 a point of Y . Let M > 0 and 0 < ε < 1.
Then ∣∣∣∣1 − ρ(Px, y)ρ(x, y)
∣∣∣∣ < ε (2)
whenever x ∈ X , ρ(x,Y) > 0, y ∈ Y , ρ(x, y0) M, and ρ(y, y0) 2M/ε.
Proof. Consider x ∈ X and y ∈ Y such that ρ(x,Y) > 0, ρ(x, y0) M, and ρ(y, y0) 2M/ε. We have
ρ(x, y) ρ(y, y0) − ρ(x, y0) M
(
2
ε
− 1
)
,
so
0 ρ(x, Px)
ρ(x, y)
 ρ(x, y0)
ρ(x, y)
 M
M
(
2
ε
− 1
) = ε
2 − ε < ε.
Hence
1 − ε < 1 − ρ(x, Px)
ρ(x, y)
= ρ(x, y) − ρ(x, Px)
ρ(x, y)
 ρ(Px, y)
ρ(x, y)
 ρ(x, y) + ρ(x, Px)
ρ(x, y)
= 1 + ρ(x, Px)
ρ(x, y)
< 1 + ε,
from which inequality (2) follows. 
For our next proof we recall the constructive least-upper-bound principle, which says that if S is a inhabited subset ofR
that is bounded above, then sup S exists if and only if for all real numbers α,β with α < β ,
 either x < β for all x ∈ S
 or else there exists x ∈ S with x > α.
See [12] (Theorem 2.1.18). We also note that the supremum and inﬁmum of a uniformly continuous map from a compact set
intoR exist, by [12] (Corollary 2.2.7).
Proposition 5. Let X be a metric space, Y a located subspace of X , and y0 a point of Y with the property that for all real numbers
r, r′ with 0 r < r′ there exists y ∈ Y such that r < ρ(y, y0) < r′. Suppose that Y admits a projection P that is uniformly continuous
on compact subsets of X. Let K be a compact subset of X such that the distance
d ≡ inf {ρ(x, Px) : x ∈ K}
between K and Y is positive, and let M > ρ(y0,K). Then for all but countably many positive values (the admissible ones) of r, the
set
SK ,r ≡
{
ρ(Px, y)
ρ(x, y)
: x ∈ K , y ∈ Y , ρ(y, y0) 2M + 1
r
}
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is totally bounded. Moreover,
σK ≡ sup
{
ρ(Px, y)
ρ(x, y)
: x ∈ K , y ∈ Y
}
exists, and for each admissible r,
0 σK − sup SK ,r < 3r. (3)
Proof. Note that Y is unbounded in a strong sense, and that d exists since the map xρ(x, Px) is uniformly continuous on
K . By [12] (Corollary 2.2.14), for all but countably many r > 0 the set
S ≡ K ×
{
y ∈ Y : ρ(y, y0) 2M + 1
r
}
is compact in the product metric on K × Y . For such r, since d > 0 and P is uniformly continuous on K , the mapping
(x, y)ρ(Px, y)
ρ(x, y)
is uniformly continuous on S and maps that set onto SK ,r , which, by [12] (Proposition 2.2.6) is therefore totally bounded.
Now let 0 < α < β, and choose an admissible ε such that 0 < ε < 1 and α + 4ε < β. Then
σK ,ε ≡ sup SK ,ε
exists. By our hypotheses, there exists η ∈ Y such that
2M
ε
< ρ(η, y0) <
2M + 1
ε
.
It follows from this and Lemma 4 that σK ,ε > 1 − ε. Either α < 1 − ε, in which case σK ,ε > α and therefore there exist x ∈ K and
y ∈ Y such that ρ(Px, y)/ρ(x, y) > α; or else 1 − ε < α + 2ε, when we have 1 + ε < α + 4ε < β. In that case, either σK ,ε > α and
we argue as before, or else σK ,ε < β. In the latter event, for each x ∈ K and each y ∈ Y we have either ρ(y, y0) < (2M + 1)/ε
and therefore
ρ(Px, y)
ρ(x, y)
 σK ,ε < β,
or else ρ(y, y0) > 2M/ε and therefore, by Lemma 4,
ρ(Px, y)
ρ(x, y)
< 1 + ε < β.
Putting all this together,we see that either there exist x ∈ K and y ∈ Y such that ρ(Px, y)/ρ(x, y) > α, or else ρ(Px, y)/ρ(x, y) < β
for all x ∈ K and y ∈ Y . It follows from the constructive least-upper-bound principle that σK exists.
Finally, consider any admissible r > 0. Either σK > 1 + r or σK < 1 + 2r. In the ﬁrst case, by Lemma 4,
ρ(Px, y)
ρ(x, y)
< 1 + r < σK
whenever x ∈ K , y ∈ Y , and ρ(y, y0) 2M/r, from which it follows that σK = σK ,r . In the second case, pick y ∈ Y such that
2M/r < ρ(y, y0) < (2M + 1)/r, and let x ∈ K . Then, again by Lemma 4,
0 σK − σK ,r  σK − ρ(Px, y)
ρ(x, y)
< 1 + 2r − (1 − r) = 3r.
Thus (3) holds in either case. 
Corollary 6. Under the hypotheses of Proposition 5, the set
LK ≡
{
c > 0 : ∀x∈K ∀y∈Y
(
ρ(Px, y) cρ(x, y))}
of Lipschitz constants for P over K has a smallest element: namely, σK .
Proof. This is an immediate consequence of Proposition 5. 
Note that under the hypotheses of Proposition 5, σK  1, since, by Lemma 4, ρ(Px, y) >
(
1 − ε) ρ(x, y)whenever 0 < ε < 1,
x ∈ K , y ∈ Y , and ρ(y, y0) 2M/ε. On the other hand, σK  2, since
ρ(Px, y) ρ(x, y) + ρ(x, Px) 2ρ(x, y)
for all x ∈ X and y ∈ Y . It is tempting to conjecture that σK = 1. The following example shows that this is not necessarily the
case.
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Consider Chebyshev approximation by polynomials of degree 1 in the space X = C[0, 1].Taking Y = span {1, x}, f (x) =
sin
(
2πx + π
2
)
, and K = {f }, we see from the Chebyshev alternation criterion in [5] that Pf = 0 (and hence that the distance
from K to Y is positive). With y(x) = −2πx + π + 1, consider g(x) = f (x) − y(x). Since g(0) = −π , g(1) = π , and
g′(x) = 2π
(
1 + cos
(
2πx + π
2
))
 0 (0 x  1) ,
we see that∥∥f − y∥∥ = sup
0x1
|g(x)| = π.
But
∥∥Pf − y∥∥ = ‖y‖ = π + 1. Thus with K = {f }we obtain σK > 1.
For Chebyshev approximation by constant polynomials, where X = C[0, 1] and Y is the span of {1}, we have σK = 1 for
each compact K ⊂ X that is a positive distance away from Y . To see this, consider any f ∈ C [0, 1] and let b be the best constant
approximation to f . Let c be any constant polynomial, and suppose that
∥∥f − c∥∥ < ∣∣b − c∣∣ ; then b /= c. In the case b > c, by
[10], there exist x1, x2 ∈ I and j ∈
{
0, 1
}
such that x1 < x2 and
(−1)k−j (f (xk) − b) > 12
∥∥f − b∥∥ > 0 (k = 1, 2) .
So either f (x1) > b or f (x2) > b. But for k = 1, 2 we have
f (xk) − c 
∥∥f − c∥∥ < b − c
and therefore f (xk) < b, a contradiction. Thus, in fact,
∥∥b − c∥∥ ∥∥f − c∥∥ for all c ∈ Y . The case c > b is handled similarly. It
now follows that σK  1 and hence that σK = 1.
It is reasonable to conjecture that under the hypotheses of Proposition 5, the mapping
KσK = inf LK
is uniformly continuous on compact sets of compact subsets of X (relative to the Hausdorff metric). The next lemma enables
us to deal with this conjecture.
Lemma 7. Let S be a totally bounded set of totally bounded subsets of a metric space X. Then
⋃
S is totally bounded.
Proof. Given ε > 0, construct a ﬁnite ε–approximation
{
K1, . . . ,Kn
}
to S in the Hausdorff metric ρH . Then K1 ∪ · · · ∪ Kn, a
ﬁnite union of totally bounded sets, is totally bounded and so contains a ﬁnite ε–approximation F to itself. Given x ∈
⋃
S ,
choose K ∈ S such that x ∈ K . Then there exists i such that ρH(K ,Ki) < ε;whence ρ(x, y) < ε for some y ∈ Ki. Since ρ(y, F) < ε,
we have ρ(x, F) < 2ε. Hence F is a ﬁnite 2ε–approximation to
⋃
S relative to ρH . 
Proposition 8. Let X be a complete metric space, Y a subspace of X that admits a projection P that is uniformly continuous
on compact sets, and y0 a point of Y with the property: for all real numbers r, r′ with 0 r < r′ there exists y ∈ Y such that
r < ρ(y, y0) < r
′. Let S be a set of compact subsets of X that is compact in the Hausdorff metric ρH . Suppose that
d ≡ inf
{
ρ
(
x,Y
) : x ∈ ⋃S} ,
the inﬁmum of the distances between elements of S and Y , is positive. Then the mapping KσK is uniformly continuous on S
relative to ρH .
Proof. In view of Lemma 7, the set A =
⋃
S is totally bounded; being closed in the complete space X , it is also complete
and hence compact. Since the mapping x ρ(x, y0) is uniformly continuous,
M ≡ sup {ρ(x, y0) : x ∈ A}
exists. On the other hand, since P is uniformly continuous on A, so is the mapping x ρ(x, Px); whence
c ≡ sup {ρ(x, Px) : x ∈ A}
exists. Given ε with 0 < ε < 1, choose δ such that 0 < δ < ε and such that if x, x′ ∈ A and ρ(x, x′) < δ2, then ρ(Px, Px′) < ε2.
Consider two elements K ,K ′ of S with ρH(K ,K ′) < δ2. The numbers σK , σK ′ are well deﬁned, by Proposition 5. Adopting the
notation of that proposition, pick r ∈ ( ε
2
, ε
)
such that the sets SK ,r and SK ′ ,r are totally bounded. The last part of Proposition 5
shows that
0 σK − sup SK ,r < 3r and 0 σK ′ − sup SK ′ ,r < 3r. (4)
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For all x ∈ K , x′ ∈ K ′, and y ∈ Y with ρ(y, y0)
(
2M + 1) /r we have
ρ(Px, y)
ρ(x, y)
− ρ(Px
′, y)
ρ(x′, y)
= ρ(Px, y)ρ(x
′, y) − ρ(Px′, y)ρ(x, y)
ρ(x, y)ρ(x′, y)

∣∣ρ(Px, y) − ρ(Px′, y)∣∣ ρ(x′, y) + ρ(Px′, y) ∣∣ρ(x′, y) − ρ(x, y)∣∣
d2
 ρ(Px, Px
′)ρ(x′, y) + ρ(Px′, y)ρ(x, x′)
d2
 ρ(Px, Px
′)
(
ρ(x′, y0) + ρ(y, y0)
)+ (ρ(x′, Px′) + ρ(x′, y0) + ρ(y, y0)) ρ(x, x′)
d2

ρ(Px, Px′)
(
M + 2M+1r
)
+
(
c + M + 2M+1r
)
ρ(x, x′)
d2

(
rc + rM + 2M + 1) (ρ(Px, Px′) + ρ(x, x′))
d2r

(
c + 3M + 1) (ρ(Px, Px′) + ρ(x, x′))
d2r
.
(For the last step recall that r  1.) By (4), there exist a ∈ K and y ∈ Y such that ρ(y, y0)
(
2M + 1) /r and
0 σK − ρ(Pa, y)
ρ(a, y)
< 3r.
On the other hand, since ρH(K ,K
′) < δ2, there exists a′ ∈ K ′ such that ρ(a, a′) < δ2. Then ρ(Pa, Pa′) < ε2 and hence, by the
foregoing,
σK <
ρ(Pa′, y)
ρ(a′, y)
+
(
c + 3M + 1) (ρ(Pa, Pa′) + ρ(a, a′))
d2r
+ 3r
< σK ′ +
2
(
c + 3M + 1) (ε2 + ε2)
d2ε
+ 3ε
= σK ′ +
(
4
(
c + 3M + 1)
d2
+ 3
)
ε.
Interchanging the roles of K and K ′, and then putting together the inequalities, we ﬁnally obtain
|σK − σK ′ | <
(
4
(
c + 3M + 1)
d2
+ 3
)
ε
for all K ,K ′ in S with ρH
(
K ,K ′
)
< δ2. Since c,M, and d are independent of K and K ′, the desired continuity is proved. 
Corollary 9. Let X be a Banach space, and Y a linear subspace of X that contains a nonzero vector and admits a projection P that
is uniformly continuous on compact sets. Let S be a set of compact subsets of X that is compact in the Hausdorff metric and satisﬁes
0 < d ≡ inf
{
ρ
(
x,Y
) : x ∈ ⋃S} .
Then the mapping KσK is uniformly continuous on S relative to the Hausdorff metric.
Proof. Apply Proposition 8 with y0 = 0. 
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