Abstract-Frequency-resolved optical gating (FROG) is widely used to measure ultrashort laser pulses, also providing an excellent indication of pulse-shape instabilities by disagreement between measured and retrieved FROG traces. However, FROG requires-but currently lacks-an extremely reliable pulseretrieval algorithm; therefore, this work provides one. It uses a simple procedure for directly retrieving the precise pulse spectrum from the measured trace. In addition, it implements a multi-grid scheme, also quickly yielding a vastly improved guess for the spectral phase before implementing the entire measured trace. As a result, it achieves 100% convergence for the three most common variants of FROG for pulses with time-bandwidth products as large as 100, even with traces contaminated with noise. Here, in this paper, we consider the polarization-gate (PG) and transient-grating (TG) variants of FROG, which measure amplified, UV, and broadly tunable pulses. Convergence occurs for all of the >20 000 simulated noisy PG/TG FROG traces considered and is also faster.
I. INTRODUCTION
F REQUENCY-RESOLVED optical gating (FROG), introduced in 1991, solved the long-standing problem of measuring the complete temporal (or, equivalently, spectral) intensity, and phase of arbitrary ultrashort pulses without prior assumptions about the pulse shape. It operates by spectrally resolving a signal field, E sig (t, τ ), generated in a nonlinear optical process by the pulse and, typically, its variably delayed replica(s). This provides a spectrogram-a two-dimensional data array vs. frequency ω and delay τ -called the FROG trace, I FROG (ω, τ ):
FROG measures ultrashort pulses in many regions of spectrum (IR to XUV) and over a wide range of pulse complexities and temporal durations (femtoseconds to nanoseconds) [1] , [2] . Direct inversion of the above expression for the pulse field (that is, the intensity and phase vs. time or frequency) is The authors are with the School of Physics, Georgia Institute of Technology, Atlanta, GA 30332 USA (e-mail: rjafari7@gatech.edu; rick.trebino@physics.gatech.edu).
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Digital Object Identifier 10.1109/JQE.2019.2920670 not possible, so an iterative phase-retrieval algorithm must be used to retrieve the full temporal information of the pulse. FROG and other pulse-measurement techniques usually average over many pulses. So, the capabilities of various modern pulse-measurement techniques were recently studied for measurements in the presence of various types of instabilities in pulse trains that commonly arise in practice, such as partial mode-locking and unstable double-pulsing (which occurs when over-pumping the laser). These studies revealed that some pulse-measurement methods yield a much shorter pulse (the coherent component of the unstable train, usually called the coherent artifact) with little or no indication of instability. Since no pulse-stability meter exists, using a technique that measures only the coherent artifact is highly undesirable. The class of technique that performed best in these studies, even usually returning a pulse with the typical features of the fluctuating pulses for the given train of pulses, was FROG. Also, disagreement between the measured and retrieved FROG traces reflects the instability of the train [3] - [8] .
Unfortunately, in addition to feedback on the pulse-train stability, a discrepancy between the measured and retrieved FROG traces could also occur if the pulse retrieval-algorithm stagnates, that is, does not converge to the correct pulse, for a given trace in the absence of instability. The performance of the best-known and most commonly used FROG algorithm, Generalized Projections (GP), has been studied previously for several FROG variations, and it was found that, except for the XFROG variant (which requires using a known reference pulse and so is not as useful as other versions of FROG that do not), stagnation occurs a good fraction of the timemore commonly as pulses increase in complexity [9] . Due to the possibility of stagnation, when disagreement between the traces occurs, the algorithm typically uses another (usually random) initial guess for the field. But, when discrepancies between the measured and retrieved traces persist, it can be difficult to know when to give up and conclude that the discrepancies are due to pulse-train instability and not stagnation. This is particularly important for amplified pulses, which are more prone to instability than unamplified, high-reprate oscillators. As a result, an active area of ongoing research is the development of a more robust reconstruction algorithm for FROG [10] , [11] .
So, here, we solve the problem of stagnation of FROG's pulse-retrieval algorithm by introducing what we call the Retrieved-Amplitude N-grid Algorithmic (RANA) approach. The RANA approach involves using the standard GP algorithm (or any other FROG algorithm the user desires), Polarization-gate FROG schematic. Reprinted with permission from [19] .
but first obtaining a vastly improved initial guess. Specifically, instead of using random noise, the autocorrelation, or a flat phase, fixed-length Gaussian pulse, as is usually done, we directly retrieve the precise pulse spectrum from the measured FROG trace. This is accomplished entirely from the trace marginals-integrals of the trace over delay and frequency. While this procedure is in fact quite simple, it has not been realized previously. Then we generate a set of pulses, all with the correct spectrum, but each with random noise for the spectral phase. We then quickly run them using the GP algorithm on coarser, smaller grids generated from the full trace, removing the most poorly performing pulses and keeping only the best-performing ones [12] , [13] . This rapidly yields an excellent initial guess for the spectral phase also. This is all done before the full trace is considered in the algorithm. As a result, only a few iterations using the entire trace (the slowest step in any algorithm) are required before the correct pulse is retrieved. We use the RANA approach for both second-harmonic generation (SHG) FROG [14] (which we consider elsewhere) and also polarization-gate (PG) FROG and transient-grating (TG) FROG, the latter two of which we describe here. In each of these versions of FROG, we observe zero stagnations in over 20,000 noise-corrupted traces corresponding to simple and extremely complex pulses with timebandwidth products (TBPs) as large as 100.
II. POLARIZATION-GATE FROG
Polarization-gate (PG) FROG [1] uses a third-order nonlinear-optical effect, in which the variably delayed gate pulse induces birefringence in a medium by the optical Kerr effect, and hence results in causing the medium to act as a wave-plate for the probe pulse passing through it, as shown in Fig. 1 . This process can be described mathematically as
The nonlinear-optical process is automatically phase-matched, so there is no limitation on the bandwidth of the pulse to be measured. In addition, the conversion efficiency is essentially independent of wavelength [15] . As a result, PG FROG is used for measurement of tunable, broadband, or UV pulses, for which SHG crystals are not available. Unlike SHG FROG, PG FROG also has the advantage that its traces are intuitive and mirror the instantaneous frequency vs. time, so that, for example, positive and negative chirp can be distinguished directly from the traces [16] , [17] . Also, unlike SHG FROG, it also has no ambiguity in the direction of time. As a result, PG FROG is often used in pulse-shaping applications [18] . For these reasons, PG FROG is a very popular pulse-measurement technique, especially for amplified pulses, which have the intensity needed for such a third-order effect and are more likely to be unstable and/or complex.
In addition to the PG geometry, two of the three possible FROG beam geometries involving three beams, called transient-grating (TG) FROG (Fig. 2) , yield traces that are mathematically equivalent to those of PG FROG [20] . TG FROG is now commonly used in the measurement of high intensity laser pulses [21]- [23] , few-cycle pulses (as there are no elements in the setup that yield significant dispersion, such as polarizers) [24] - [27] , and deep UV pulses [28] , [29] . Moreover, the lack of background caused by polarizer leakage and the use of a diagonal element of the nonlinear medium's χ (3) tensor make it a more sensitive technique than PG FROG.
Due to their importance, we demonstrate here the RANA approach for the PG and TG geometries and show that it provides 100% convergence for over 20,000 pulses of varying complexities and in the presence of noise. We also find that it is faster than the standard GP algorithm, especially for complex pulses.
III. THE RANA APPROACH
The RANA approach involves first retrieving the precise spectral intensity of the pulse directly from the FROG trace marginals. A vastly improved initial guess for the spectral phase is also obtained by quickly running pulses with the correct spectrum and random spectral phases through smaller, coarser arrays derived from the measured trace and choosing the resulting pulses that best approximate these smaller arrays. Using such vastly improved initial guesses in both the spectral intensity and phase, the standard GP algorithm (or any other FROG algorithm) then only requires a few iterations using the complete trace to retrieve the correct pulse in all cases [14] .
We first show how to obtain the spectrum from the PG FROG (or TG FROG) trace. The frequency marginal in PG FROG can be written as [30] :
where S(ω) is the spectrum, and A (2) (τ ) is the second-order intensity autocorrelation (AC) of the pulse. Based on (2), if the second-order AC of the pulse is available, the spectrum can be retrieved using a quickly converging iterative deconvolution algorithm or simply the convolution theorem:
when A (2) 
To determine the optimal value of p, we tested a range of values between 0.6 and 0.8, and determined the rms difference between the second-order AC and the scaled and modified third-order AC for a set of sample pulses using the expression:
where μ is a constant that minimizes this difference, and A (2) (τ ) has the peak intensity of 1. By determining the best value for p, we retrieve the spectral intensity of the pulse from the trace marginal remarkably reliably-even in the presence of significant noise in the trace. Our results using this approach are described in the next section. Next, in order to also obtain a better guess for the spectral phase than the usual random noise or other functions, we generate a set of smaller and coarser grids from the full N × N trace with dimensions of N/2 × N/2 and N/4 × N/4 and begin the usual GP algorithm on the smallest trace using multiple initial guesses (all using the precise spectrum obtained as described above, but random spectral phase). Also, in transitioning from a smaller trace to the next larger one, we re-apply the above directly retrieved spectrum to the retrieved field if doing so improves the agreement between the resulting pulse's third-order AC and the delay marginal. We also remove the poorest pulses and keep only the best ones based on the G error values (the minimum rms difference between the measured and retrieved traces) [1] . Finally, the four best spectral phases obtained from the N/2 × N/2 trace are then used in combination with the correct spectrum as initial guesses for the entire N × N array, for which only a few iterations are required. And, although convergence always occurred for the first pulse tried, to ensure absolute reliability, we retained four pulses for these final few iterations. The multi-grid part of the RANA approach is depicted in Fig. 3 .
It should be noted that, due to the trivial ambiguity in the arrival time of the retrieved field in the temporal domain, the generation of the next initial guess from the retrieved results (adding zeros to the sides of the retrieved field to extend the temporal/spectral range and interpolating to the proper size) should be done in the spectral domain rather than the temporal domain. The retrieved spectra were also multiplied by a super-Gaussian of order six, for which the intensity would go to nearly zero for ∼10% of the points in the wings before performing pulse retrieval.
This process also benefits from parallel processing features provided by MATLAB (a four-core processor was used for this work, hence the use of four initial guesses for iterations using the full trace). Specifically, the RANA approach, which uses multiple pulses simultaneously, more naturally parallelizes than the usual GP approach. Of course, in this work, we used (a, b) Normalized delay marginals of two different PG FROG traces (black), the second-order ACs (gray), and the scaled symmetrized delay marginals raised to a power of 0.73 (dotted brown) (for TBP = 10 and 20, respectively). (c, d) The simulated (light green) and retrieved (dashed black) spectra from the frequency marginals of the PG traces using the modified delay marginals shown in (a) and (b) and using (4), respectively. Note that the modified delay marginals very closely approximate the second-order ACs, and the retrieved spectra are also determined quite precisely. This was true for all pulses considered. the four-core parallel processing available in our computer for both approaches, although the RANA approach benefitted from it more.
We note here that the RANA approach for SHG FROG [14] , which is described in more detail in a separate publication, varies slightly from that for PG FROG. Unlike (2), the frequency marginal for SHG FROG is simply the autoconvolution of the spectrum. The convolution theorem then provides that a simple square-root operation must be performed, yielding two possible roots at every point. In order to choose the correct root, it is simply necessary to note that the Paley-Wiener Theorem provides that the inverse Fourier-transform of the spectrum is continuous, and as are all of its derivatives. The remaining steps in the RANA approach for SHG FROG are analogous to the approach described above. It performs as well for SHG FROG as it does for PG and TG FROG, that is, no stagnations for over 20,000 noise-corrupted traces of pulses with TBPs as high as 100. To assess the RANA-approach performance for PG/TG FROG, we simulated a set of random pulses with rms TBPs of 0.6, 2.5, 5, 10, 20, 40, 80 and 100, where 0.5 is the TBP for a Fourier-transform-limited Gaussian. Next, the simulated traces were contaminated with 1% of multiplicative noise plus 1% additive noise.
In view of the known uniqueness of FROG (except for a few known trivial ambiguities), to determine whether the algorithm converges to the correct field we used the G and G [31] errors (rms errors between the measured and retrieved traces) as the measures for the convergence of the retrieval algorithm. This eliminates having to deal with the trivial ambiguities. The corresponding values of G and G for a reliable result for a retrieval that yields agreement between the simulated pulse and the retrieved one are given in Table 1 . If either of the cutoff values for G or G errors were obtained, the algorithm was considered to have converged. This approach was confirmed by visual inspection of the retrieved pulses with the highest G-errors and confirming that they agreed within experimental error (that is, the noise values) with the actual pulses.
IV. RESULTS
In order to determine the value for the power, p, we used a set of sample pulses with different complexities. The average of rms differences, as defined by (5), were determined between the second-order and modified third-order AC vs. p (as shown in Fig. 4 ). Based on these results, we chose p = 0.73. Fig. 5 shows the effect of this modification on the delay marginal and the resulting retrieved spectrum using (4).
Also, this procedure is independent of the temporal (spectral) sampling values as shown in Fig. 6 . This is because the division happens in the same domain (time), and the inverse Fourier-transform of M(ω) has smaller temporal width than the AC. Fig. 7 shows the four spectra, corresponding to the quartiles of rms errors and the largest value of rms error obtained using (5) , that are retrieved directly from noisy PG FROG traces for Fig. 7 . The performance of direct spectral retrieval from the marginals for two pulse sets with TBP = 5 and 40 (first and second columns, respectively).
(a, b) correspond to the best results (lowest quartile rms errors) between the simulated spectra (solid light green) and the retrieved ones (dashed black). (c, d) and (e, f) correspond to results for which rms error is the middle quartile (middle 50%) and upper quartiles, respectively. Note that, even for the worst cases (g and h), agreement between actual spectra and that retrieved directly from the marginals is excellent. Of course, these spectra are only used as initial guesses, so further improvement occurs in the eventual iterative process using the full measured FROG traces.
two different TBPs. Note that the retrieved spectra are very close to the actual spectra, despite the approximations used and the noise added to the traces. The directly retrieved traces, even in the worse cases, would generally even be considered acceptable for the final resulting spectrum, although, in the RANA approach, they are only as the initial guess and so are improved further by the algorithm. The phases are separated in order to better compare them and also because the absolute (zero-order) phase is arbitrary and not measured by FROG. Note that even the worst of these pulses are very close to the actual pulses and so provide excellent initial guesses for the iterations on the complete trace. Fig. 8 demonstrates the performance of the RANA approach in retrieving the spectral phase. Fig. 9 shows a typical pulse used for testing the RANA approach for PG FROG, and the corresponding spectrum that is retrieved directly from its trace and used as the spectral intensity for the initial guesses.
Fewer pulses with the highest complexities were considered due to the lengthy computer runs involved. Of course, use of a faster programming language than MATLAB that we used will yield correspondingly faster convergence with the same reliability. Our results for the convergence time should therefore only be used for comparison; in practice, with faster code, much faster convergence times will occur. As mentioned, the G and G errors were used as the measures for convergence of the retrieval algorithm, and they were never higher than the maximum acceptable value for any of the cases that we tried. In other words, the RANA approach converged for all of the more than 20,000 sample pulses with different, and even very high, complexities. (a) Simulated PG FROG trace with 1% multiplicative and 1% additive noise (after noise removal using a low-pass filter and background subtraction, as is usually done in FROG measurements), and (b) the retrieved trace. (c, d) The reconstructed temporal/spectral intensity and phase are shown in red/green and blue/purple. The simulated temporal/spectral intensity and phase are shown in orange/light-green and cyan/magenta indicating excellent convergence. (e) The directly retrieved spectral intensity from the marginals is shown as the dashed black curve, and the spectrum of the actual pulse is the light green curve.
Due to the differences in the implementations of the GP algorithm for SHG and PG FROG, the time per iteration is longer for the PG algorithm, and so the retrieval times are longer than those in [14] .
V. DISCUSSION
It is interesting to assess the relative contributions of the two innovations of the RANA approach used here for PG FROG: 1) the directly-retrieved-spectrum initial guess and 2) the multi-grid/multi-initial-guess strategies. The benefit of using the spectrum directly retrieved from the marginals of the trace can be observed in the convergence percentage of the GP algorithm when it is used without using multiple initial guesses or smaller grids. We found that, for pulse sets with TBP's of 20 and 40, the convergence of the simple algorithm increases from 65.8% to 81.2%, and from 68.9% to 77.6%, respectively. Use of the approximate spectrum also improved the average retrieval time, which dropped from 12.9s to 8.32s and from 75.1s to 63.9s, respectively. Thus, the multi-grid and multi-initial guess components of the RANA approach also play a key role, not only in the convergence time, but also in the convergence percentage of the algorithm. The RANA approach actually spent about 90% of its time on the smaller grids, and, by doing so, it provides an excellent initial guess for the spectral phase on the full grid.
VI. CONCLUSIONS
In order to address the need for a highly reliable (and fast) phase-retrieval algorithm for FROG, we have developed a new and powerful algorithmic approach, which we call the RANA approach and here describe its operation for two of the most popular variations of FROG: PG and TG. It is especially important for the characterization of amplified pulses, broadband pulses, and/or pulses in the UV region of spectrum and also in the presence of pulse-shape instability. It retrieves the spectrum of the pulse directly from the marginals of the trace reliably even in the presence of additive and multiplicative noise. Smaller, coarser trace grids then allow us to obtain a more accurate initial spectral phase, as well. Thus, we have obtained a significantly improved guess for the entire pulse before the required use of the entire trace, which is the slowest step in any FROG algorithm. As a result, the RANA approach proved extremely robust-and also faster, as only a few (typically four) iterations using the entire trace proved necessary.
We tested the RANA approach on more than 20,000 pulses and their corresponding noise-contaminated PG/TG FROG traces, and we achieved convergence for all the pulses, as well as shorter retrieval times for complex pulses. As the RANA approach is effectively a technique for generating a vastly improved initial guess, it can also be used with any FROG algorithm, not just the usual GP algorithm, so it will benefit from future FROG algorithms that could be faster than the standard GP algorithm that we used. We conclude that the RANA approach provides a much-needed, perfectly reliable algorithmic approach for PG, TG, and SHG FROG that will benefit experimenters in a wide range of applications of ultrashort pulses. ACKNOWLEDGMENT R. Trebino owns a company that sells pulse-measurement devices.
