Abstract. We study the global regularity and spectral properties of power series of the Weyl quantization a w of a classical elliptic Shubin polynomial a(w), w ∈ R 2d . For a suitable entire function P , we associate two natural infinite order operators to a w , the operator P (a w ) and (P • a) w , and prove that these operators and their lower order perturbations are globally Gelfand-Shilov regular, have spectrum consisting of real isolated eigenvalues diverging to ∞, and find the asymptotic behaviour of their eigenvalue counting function.
Introduction
The main subject of this article is the study of global regularity and spectral properties of operators defined via Weyl quantisations of power series of classical elliptic Shubin polynomials [16, 23] . Operators having such a form can be thought of as pseudodifferential operators of infinite order.
The determination of spectral properties for infinite order pseudo-differential operators has attracted some recent attention and there are several contributions in the literature devoted to particular instances [10, 15, 24] , usually arising from mathematical physics problems. We restrict our attention here to compositions of Shubin polynomials with entire functions of sub-exponential growth as well as their lower order perturbations. Our goal is then to prove global hypoellipticity and obtain Weyl asymptotic formulae for the operators associated to a large class of such entire functions. We also mention that in [9] the composition of a function and a pseudo-differential operator is treated in a completely different way in comparison with the approach we shall employ in this article. In fact, the symbolic calculus developed in [22, 18, 4, 19, 21] (see also [2, 3] ) provides a tool for studying the power series of Shubin operators under consideration.
The ΨDO-calculus tools and the corresponding infinite order symbol classes, denoted as Γ [1, 7, 14, 26] and the references therein. As we have recently shown in [21] and we explain in Subsection 2.5, Γ * ,∞ Ap,ρ -hypoellipticity, plus suitable elliptic type bounds on the symbols, plays an important role for the validity of Weyl asymptotic formulae in the context of infinity order ΨDOs.
Our main results are reported in Section 3. Let us briefly state the problems we address there. Formally, given a suitable entire function P (an ultrapolynomial), we associate two natural infinite order operators to a w , the Weyl quantisation of a Shubin polynomial a(x, ξ) = |α|+|β|≤m a α,β x β ξ α on R 2d . The first instance is the operator P (a w ), which might be defined as an unbounded operator on L 2 (R d ) via functional calculus and results on eigenexpansion characterisations of Gelfand-Shilov spaces with respect to globally elliptic PDOs if a is known to be globally elliptic (cf. [8, 25] ). The second associated operator is given by the Weyl quantisation of the composition of P with the symbol a, let us denote it as (P • a) w . A priori, it is not even clear whether they are pseudo-differential operators, but in Subsection 3.2 we will give natural sufficient conditions on the growth of P such that both P (a w ) and (P • a) w give rise to infinite order pseudo-differential operators in our classes Γ * ,∞ Ap,ρ . It becomes then important to determine when they are also hypoelliptic. We therefore assume further on that the Shubin polynomial a is globally elliptic. Under general assumptions on P , we prove in Subsection 3.3 that the operators of the form A 1 = P (a w )+ "smaller order perturbations" and A 2 = (P • a) w + "smaller order perturbations" are hypoelliptic in Γ * ,∞ Ap,ρ sense and hence are globally Gelfand-Shilov regular. Moreover, we find explicit asymptotic formulae for their eigenvalue counting functions. ′ ; we always assume M 0 = 1. Often we will impose the following additional condition: (M. 4 
The best example of a sequence satisfying all of the above conditions is p! s , p ∈ N, with s > 1. If M p andM p are two weight sequences, then the notation M p ⊂M p means that there are C, L > 0 such that M p ≤ CL pM p , ∀p ∈ N, while M p ≺M p means that this inequality holds true for each L > 0 and a corresponding C = C L > 0. We will use the notation M α for M |α| , where
it is a non-negative, continuous, monotonically increasing function, vanishes for sufficiently small ρ > 0, and increases more rapidly than ln ρ n as ρ → ∞, for any n ∈ N. When M p = p! s , with s > 0, we have M(ρ) ≍ ρ 1/s . Let K be a regular compact subset of an open set U ⊆ R d and h > 0. Then E {Mp},h (K) is the Banach space ((B)-space) of all ϕ ∈ C ∞ (int K) whose derivatives extend to continuous functions on K and satisfy sup
its subspace consisting of the functions supported by K. We define as locally convex spaces (l.c.s.)
and their strong duals, the corresponding spaces of ultradistributions of Beurling and Roumieu type, cf. [11, 12, 13] .
We denote by R the set of all positive sequences which monotonically increase to infinity. It is a directed set under the partial order defined by (
′ when M p does so and its associated function will be denoted by N rp (ρ), i.e.
Note that for (r p ) ∈ R and k > 0 there is
A measurable function f on R d is said to have ultrapolynomial growth of class (M p ) (resp. of class
, for some L > 0 and C > 0 (resp. for every L > 0 and some C = C(L) > 0). The corresponding operator 
The spaces of sub-exponentially decreasing ultradifferentiable function of Beurling and Roumieu type are defined as
Their strong duals S ′(Mp) (R d ) and S ′{Mp} (R d ) are the spaces of tempered ultradistributions of Beurling and Roumieu type, respectively. When M p = p! s , s > 1, the Roumieu space is the well-known Gelfand-Shilov space S s s (R d ) [16] . If M p additionally satisfies (M.2), the ultradifferential operators of class * (we use * as a common notation for the Beurling and Roumieu case; cf. [11] ) act continuously on S * (R d ) and S ′ * (R d ); these spaces are nuclear and the Fourier transform is a topological isomorphism on them ( [6, 17, 20] ). Moreover, the space
the projective limit is taken with respect to the natural order on R defined above and S
is finite (see [6] 
clearly 0 < ρ 0 ≤ 1. In the sequel ρ is a fixed number satisfying ρ 0 ≤ ρ ≤ 1, if the infimum is reached, or, otherwise ρ 0 < ρ ≤ 1.
1 here and throughout the rest of the article we use the principle of vacuous (empty) product, i.e. Let h, m > 0. As in [22] , we denote by Γ
is finite. As l.c.s., we define (see [22] )
Ap,ρ (R 2d ) are barrelled and bornological. For τ ∈ R and a ∈ Γ * ,∞ Ap,ρ (R 2d ), the τ -quantisation of a is the operator Op τ (a), continuous on S * (R d ) given by the iterated integral:
, is hypocontinuous and it extends to the hypocontinuous bilinear mapping (a, 
In the above, we use the convention m 0 = 0 and hence, Q c Bm 0 = R 2d . With this norm,
F S
Mp,∞ Ap,ρ R 2d ; B, h, m becomes a (B)-space. As l.c.s., we define (see [22, 19] )
Then, the spaces F S Ap,ρ (R 2d ) are said to be equivalent, in notation j∈N a j ∼ j∈N b j , if there exist m > 0 and B > 0 (resp. there exist h > 0 and B > 0), such that for every h > 0 (resp. for every m > 0),
, we can always construct a ∈ Γ * ,∞ Ap,ρ (R 2d ) satisfying a ∼ j a j . In fact, there is a very convenient way of doing this (see [22, Theorem 4] , [19, Proposition 3.3] 
The class of ΨDOs with symbols in Γ * ,∞ Ap,ρ (R 2d ) is closed modulo * -regularising operators with respect to composition, adjoints and change of quantisation, cf. [22] .
2.3. Weyl quantisation. The sharp product and ring structure of F S * ,∞ Ap,ρ (R 2d ; B). In the sequel, we will be particularly interested in the Weyl quantisation, i.e. the quantisation obtained for τ = 1/2. As standard, we use a w as shorthand for Op 1/2 (a). We recall few necessary results from [19] .
It is easy to verify that j c j is a well defined element of F S * ,∞
Ap,ρ (R 2d ), then a# j b j will denote the # product of the image of a under the canonical inclusion
As one might expect, the #-product corresponds to the composition of two Weyl quantisations: for a, b ∈ Γ * ,∞
Ap,ρ (R 2d ) has asymptotic expansion a#b; i.e. c ∼ a#b (see [19, Ap,ρ (R 2d ; B) is a ring with the pointwise addition and multiplication given by #. Moreover, the multiplication # :
The multiplicative unity of the ring F S * ,∞
#0 will just mean 1.
there exists B > 0 such that there are c, m > 0 (resp. for every m > 0 there is c > 0) such that
ii) there exists B > 0 such that for every h > 0 there is C > 0 (resp. there are h, C > 0) such that
We can explicitly write the asymptotic expansion of a hypoelliptic Weyl quantisation.
Then, for every h > 0 there exists C > 0 (resp. there exist h, C > 0) such that
). In particular, for q ∼ j q j there exists * -regularising operator T such that q w a w = Id + T .
Since hypoelliptic operators have parametrices they are globally S * -regular, i.e. globally ultra-regular of class * , meaning if a 2.5. Spectrum and the asymptotics of the eigenvalue counting function for infinite order ΨDOs. We start by pointing out that the spectrum of the closure of a hypoelliptic operator with real-valued symbol whose absolute value tends to infinity solely consists of a sequence of unbounded eigenvalues, as stated in the ensuing proposition.
Proposition 2.8 ([21, Proposition 4.6]). Let a ∈ Γ * ,∞
Ap,ρ (R 2d ) be a hypoelliptic real-valued symbol such that |a(w)| → ∞ as |w| → ∞ and let A be the unbounded operator on L 2 (R d ) defined by a w . Then the closure A of A is a self-adjoint operator having spectrum given by a sequence of real eigenvalues either diverging to +∞ or to −∞ according to the sign of a at infinity. The eigenvalues have finite multiplicities and the eigenfunctions belong to
has an orthonormal basis consisting of eigenfunctions of A.
For such a tending to +∞ as |w| → ∞, under some additional hypothesis on its growth, there is an explicit formula on the asymptotical behaviour of the eigenvalue counting function ofĀ, N(λ) = λ j ≤λ 1 = #{j ∈ N| λ j ≤ λ}, where λ 0 ≤ λ 1 ≤ λ 2 ≤ · · · ≤ λ j ≤ . . . are the eigenvalues ofĀ with multiplicities taken into account. To be precise, let f : R → R be positive, strictly increasing, of ultrapolynomial growth of class * on some interval [Y, ∞), for some Y > 0, and absolutely continuous on each compact
and let Φ be a positive continuous function on the sphere S 2d−1 . Suppose that for each ε ∈ (0, 1) there are positive constants c ǫ , C ǫ , B ǫ > 0 such that
, and, for each h ′ < γ < h,
Note that Theorem 2.9 deals with operators which are truly of infinite order because integration of (2.4) gives that w β = o(a(w)) for any β > 0.
Power series of Shubin type differential operators
Our main goal is to study operators given as power series of elliptic Shubin differential operators and, more importantly, their "lower order" perturbations. The symbolic calculus we recalled above is an effective tool for studying such operators. In fact, under certain conditions on the coefficients appearing in the power series, we will prove that these are in fact Γ * ,∞ Ap,ρ -hypoelliptic which in turn yields their global ultra-regularity. Furthermore, by applying Theorem 2.9, we will explicitly give the asymptotic behaviour of their eigenvalue counting function. The motivating example presented in the introduction is the case of power series of the Harmonic oscillator.
3.1. The iterated #-product of polynomial symbols. For n ∈ N and j a j ∈ F S * ,∞ Ap,ρ (R 2d ; B), the symbol ( j a j ) n will just mean the function a n ∈ C ∞ (Q c Bmn ).
Ap,ρ (R 2d ). Then, for each n ∈ Z + , n ≥ 2, and j ∈ N, we have
where
Remark 3.2. In the above formula we apply the principle of vacuous summation in the summation of the multi-indexes α and β in the derivatives in x and ξ. This means that when l = 1 the corresponding term is just ∂
a(w); similarly when l = n.
Proof. To prove the formula for (a #n ) j , notice that when n = 2 this is nothing else but the definition of (a#a) j , j ∈ N. The proof can be done by induction on n. The fact (a #n ) 0 (w) = (a(w)) n follows directly from the formula. The fact that (a #n ) j , j ∈ N, are real-valued when such is a readily follows from Remark 2.3 and Proposition 2.4.
Assume that a is a polynomial of degree m ∈ Z + . Fix j ∈ Z + and notice that the degree of each term in the product that appears in (a #n ) j is at most
If we sum these quantities and notice that each multi-index α l,k and β l,k , 1 ≤ k ≤ l ≤ n−1, appears exactly twice, we obtain that the degree of (a #n ) j is at most nm−2j. This implies the second part of the lemma.
Let a be a polynomial in w of degree m ∈ Z + . Defining
Lemma 3.1 proves that a (#n) is a polynomial in w of degree nm. As a simple, but important, consequence of Lemma 3.1 we deduce that
Of course, this formula remains valid even for n = 1 if we put a (#1) = a #1 = a (cf. Remark 2.5). The importance of this observation lies in the following fact. 
w (notice the sum is finite and it is a polynomial). For n = 2, the claim in the lemma directly follows from this fact. Arguing by induction on n, and using the same fact, we conclude (a
w (the very last equality follows from the fact we just proved before this lemma). Notice 3 see Remark 2.5 for the meaning of a #n that the claim in the lemma is trivial for n = 1. To finish the proof, when a is real-valued a (#n) is also real-valued by Lemma 3.1 and (3.1).
3.2. Series of polynomial symbols. Let a n , n ∈ Z + , be polynomials in w ∈ R 2d all of them of degree at most m ∈ Z + satisfying the following estimate: there exists C 1 ≥ 1 such that
For each a n , n ∈ Z + , let a (#n) n denote the polynomial (3.1); a (#n) n is a polynomial of degree at most nm. We additionally define a (#0) 0 (w) = 1, ∀w ∈ R 2d .
Proposition 3.4. Let a n , n ∈ Z + , and a (#n) n , n ∈ N, be as above. Let ζ n , n ∈ N, be a sequence of complex numbers such that ζ 0 = 1 and there exist C ′ , L ′ > 0 (resp. for every
Then the following statements hold true.
(
, is continuous and of ultrapolynomial growth of class * .
(ii) The series
and it is a pseudo-differential operator with Weyl symbol
Remark 3.5. The assumption on the sequence ζ n is equivalent [11, Proposition 4.5, p. 58] to the growth estimate
for some h > 0 (for each h > 0)
Proof. Part (i) follows directly from (3.2). We prove (ii). By Lemma 3.1, for n ∈ Z + , n ≥ 2, we have
Each term in the above product is a polynomial with degree at most
Summing these inequalities and noticing that each multi-index α l,k and β l,k , 1 ≤ k ≤ l ≤ n−1, appears exactly twice, we obtain that the product has degree at most nm−|γ| −2j. 
where we applied the principle of vacuous summation if [(nm − |γ|)/2] < 0 (i.e. if |γ| > nm). Notice that
Hence
, ∀n ∈ N, and thus
where, the very last inequality follows from the boundedness of p!/M p . We infer
Notice that this estimate trivially holds when n = 0, 1. Thus, we obtain that (R 2d ; 4) in the Roumieu case respectively. Consequently,
(w) absolutely converges in Γ * ,∞ Ap,1 (R 2d ). The proof for ∞ n=0 ζ n (a n (w)) n is completely analogous and we omit it. Notice that (iii) follows from the part of (ii) concerning , for some B 1 ≥ 1. Clearly, c γ ∈ R, for all |γ| ≤ m. There exists C 1 ≥ 1 such that
by increasing B 1 if necessary. Hence, for each 0 < ρ
Denote by a ′ the principle part of a, i.e., a ′ (w) = |γ|=m c γ w γ . Then a ′ is a real-valued elliptic Shubin polynomial. Increasing B 1 and C 1 if necessary, we may assume that a ′ satisfies (3.4) and (3.5). We retain the notation a (#n) , n ∈ Z + , for the polynomials (3.1). As before, we additionally define a (#0) by a (#0) (w) = 1, ∀w ∈ R 2d .
Theorem 3.6. Let a, a ′ and a (#n) , n ∈ N, be as above and assume that the parameter ρ in Γ * ,∞
and M p ≺ p! s in the {M p } case respectively. Let M n , n ∈ N, be a sequence of positive numbers such that M 0 = 1 and there exists C 0 ≥ 1 such that
Let P : R → R be defined as
(i) The functions w → P (|a(w)|) and w → P (|a
, are continuous and of ultrapolynomial growth of class * .
w ρ|γ| , and
In particular, the symbols
In particular, the symbol P (a
Proof. First, observe that (3.7) implies M n ≥ (nm)! s /C n 0 , ∀n ∈ N. Part (i) follows directly from this observation together with the fact M p ⊂ p! s (resp. M p ≺ p! s ). Part (ii) is just a special case of Proposition 3.4 (ii).
Next, we prove (iii). Our immediate goal is to estimate 
Similarly as in the prove of Proposition 3.4 (ii), one verifies that in the first sum j ≤ [(nm − |γ|)/2], because, in the contrary, all summands are identically equal to zero. Thus, applying (3.6), we have the following estimate on Q
where we applied the principle of vacuous summation if
by Hölder's inequality with p = s ′ > 1 and q = s ′ /(s ′ − 1) > 1. Denote by g 1 (w) and g 2 (w) the two functions comprising the above product. Notice that
; the very last inequality follows from the facts: j ≥ 1, (3.5) and the way we chose s ′ and ρ ′ . To estimate g 1 , fix w ∈ Q c B ′ , j ≥ 1 and γ ∈ N 2d . There exists 5) ) and there exists l ∈ N such that lm ≤ |γ| + 2j ≤ (l + 1)m − 1. We consider three cases.
Notice that
and similarly
When n ranges between l + 1 and m(l + 1) we have
Applying (3.7), we conclude
To estimate S 2 , notice that when n ≥ m(l + 1) + 1 we have
Thus, applying (3.7), we conclude S 2 ≤ C 0 C |γ|+2j 0 P (a(w)). Finally, because of (3.5), we have (a(w))
Obviously, the last term can be estimated by a constant C ′ 1 which is independent of l. As
where the constant C
The second and the third sum can be estimated by
correspondingly, by the same technique as for the estimates of the sums S 1 and S 2 from the first case. To estimate the first sum, notice that
Thus, we obtain (3.12) possibly with another C
The first sum can be estimated by P (a(w)) in the same way as for the first sum in the second case. The second sum can be estimated by C 0 C |γ|+2j 0 P (a(w)) in the same way as for the sum S 2 from the first case. Thus, we can conclude (3.12).
Combining (3.12) with the estimate for g 2 and (3.10) and (3.11), we can conclude that there exists C ≥ 1 such that
which proves (3.9). On the other hand, for γ ∈ N 2d \{0}, we have
Analogously as in the estimate for |D γ w a (#n) (w)|, we can conclude that the terms where |γ| > nm are identically equal to zero. Thus, for w ∈ Q c B ′ , employing (3.6), we have
Now, employing the same technique as for the estimation of (3.11) we can conclude the existence of C ≥ 1 such that |D
2d (the estimate trivially holds when γ = 0). This estimate together with (3.9) proves the rest of the claims in (iii).
It remains to prove (iv). We recall that a ′ satisfies (3.4) and (3.5). Let s ′ and ρ ′ be as above. Since a ′ is elliptic and a ′′ = a − a ′ is a polynomial of degree at most m − 1, we can conclude the existence of
2d . For n ∈ Z + and γ ∈ N 2d , we have
As (a ′ (w)) n−j is a polynomial of degree nm − jm and (a ′′ (w)) j is a polynomial of degree at most jm − j, employing similar technique as above, we can conclude that the terms where j > nm − |γ| are identically equal to zero. Thus, as n j ≤ n j /j!, (3.14) yields the following estimate on Q
Repeating the same argument as for the estimation of (3.11), we conclude that there exists C > 1 such that
. All claims in (iv) are immediate consequences of this estimate together with (iii).
The significance of Theorem 3.6(ii)-(iii) lies in the following result.
Corollary 3.7. Under the hypotheses of Theorem 3.6, the series
Ap,ρ -hypoelliptic pseudo-differential operator with real-valued Weyl symbol
Furthermore, the symbol ∞ n=0 a (#n) / M n satisfies the conclusions of Theorem 3.6.
Proof. By Theorem 3.6 (ii), the series ∞ n=0 a (#n) / M n absolutely converges in Γ * ,∞ Ap,ρ (R 2d ) and it is real-valued by Lemma 3.3. Proposition 2.1 together with Lemma 3.3 proves that
The rest follows from Theorem 3.6.
In the rest of the section we obtain spectral asymptotics for infinite order pseudodifferential operators related to the symbols considered in Theorem 3.6. Theorem 3.8. Let a be real-valued elliptic Shubin polynomial of degree m ≥ 2 with principal symbol a ′ (w) = |γ|=m c γ w γ > 0, w ∈ R d \ {0}. Let s, ρ and the sequence M n be as in Theorem 3.6. Furthermore, let P be given by (3.8) and let the symbol b ∈ Γ * ,∞ Ap,ρ (R 2d ) be real-valued and satisfy: for every h > 0 there exists C > 0 (resp. there exist h, C > 0) such that
Ap,ρ -hypoelliptic pseudo-differential operators with spectral asymptotics
and λ
N i is the spectral counting function of A i and {λ (i) j } j∈N its sequence of eigenvalues, i = 1, 2. Furthermore, if in addition the sequence M n is log-convex, i.e. the condition (M.1) holds for it, we also have
with M(y) = sup n∈N ln + y n / M n , y > 0, the associated function of the sequence M n .
Proof. The Γ * ,∞ Ap,ρ -hypoellipticity follows at once from the estimates obtained in Theorem 3.6 and the assumption (3.15) on the "lower order" perturbation b. Write b i for the symbol of A i , i = 1, 2. It is obvious that for each 0 < ε < 1 one has bounds of the form
Thus, both symbols b 1 and b 2 satisfy the lower and upper bounds (2.5) with f (y) = P (y m ) and Φ(ϑ) = (a ′ (ϑ)) 1/m . Theorem 2.9 then yields (3.16) if we verify that this f satisfies (2.4). Let k ∈ Z + be arbitrary but fixed. We have
Thus we have lim inf y→∞ yf ′ (y)/f (y) ≥ mk. As k was arbitrary, we conclude that (2.4) holds and hence (3.16) has been established. On the other hand, given an arbitrary 0 < ε < 1, we have bounds 
The asymptotic formulae (3.18) follow once again from Theorem 2.9, which completes the proof of the theorem.
It turns out that when the closure of the differential operator a w has only non-negative eigenvalues and b = 0, the spectrum of the operator A 1 from Theorem 3.8 has a very simple structure: Corollary 3.9. Under the hypotheses of Theorem 3.6 and additionally assuming that the eigenvalues of the closure of the differential operator a w are non-negative, the spectrum of the maximal (equivalently, minimal) realisation in L 2 (R d ) of the pseudo-differential operator P (a w ) is given by its eigenvalues, which are given by the sequence {P (µ j )} j∈N where {µ j } j∈N is the sequence of eigenvalues of a w (taking multiplicities into account in both cases). Furthermore, for each j ∈ N, the eigenspace of P (a w ) that corresponds to P (µ j ) coincides with the eigenspace that corresponds to µ j .
Proof. Denote as A the unbounded operator on L 2 (R d ) given by P (a w ). Its maximal realisation is A. As we have repeatedly used through this section, we know that the spectrum of A consists of a sequence of real isolated eigenvalues diverging to +∞, each of them with finite multiplicity and eigenfunctions belonging to S * (R d ) (cf. Corollary 3.7 and Proposition 2.8). The same applies for the closure of a w . Find an orthonormal basis {u j | j ∈ N} of L 2 (R 2d ) such that for each j ∈ N the function u j ∈ S * (R d ) is an eigenfunction corresponding to µ j . Let λ be an eigenvalue of A and 0 = ϕ ∈ S * (R d ) an eigenfunction that corresponds to λ. Clearly, Au j = P (a w )u j = P (µ j )u j . Denoting c j = (ϕ, u j ), we have As ϕ = 0, there exists j ∈ N such that c j = 0 and hence λ = P (µ j ), as claimed. If k ∈ N is such that µ k = µ j , then (3.19) implies c k = 0 (as µ p , p ∈ N, are non-negative and P is strictly increasing on [0, ∞)). Thus, ϕ belongs to the eigenspace of the closure of a w which corresponds to µ j . This automatically implies that the eigenspace of A which corresponds to P (µ j ) is a subspace of the eigenspace which corresponds to µ j . On the other hand, each u j is an eigenfunction of A with eigenvalue P (µ j ). The proof of the corollary is complete.
The prototypical example for all results in this section is the polynomial symbol a(x, ξ) = |x| 2 + |ξ| 2 . Then, a w is the harmonic oscillator H = |x| 2 − ∆. Hence P (H) = Id + ∞ n=1 H n / M n = ( ∞ n=0 a (#n) / M n ) w is hypoelliptic, where a (#n) are defined by (3.1); in this case the symbol P •a also considered in Theorem 3.6 is P (|w| 2 ) = 1+ where the parameter h > 0. The sequence M n = h −n n snm clearly satisfies (3.7) and (M.1), so that Theorem 3.8 applies to conclude (3.18) (1 + o(1)) , with c given by (3.17) .
In the special case of the symbol a(w) = |w| 2 of the harmonic oscillator, the constant is c = ( We end this section with a remark.
Remark 3.11. Theorem 3.8 gives the spectral asymptotics of the pseudo-differential operator A = P (a w ) from Corollary 3.9, but alternatively they can also be obtained from results for operators of finite order (which is of course not the case for the pseudodifferential operators A 1 and A 2 from Theorem 3.8, whose analysis requires the use of Theorem 2.9 in an essential way). In fact, retaining the notation and assumptions from Corollary 3.9, and writing N P (a w ) and N a w for the spectral counting functions of P (a w ) and a w and {λ j } j∈N and {µ j } j∈N for their sequences of eigenvalues, respectively, we have that N P (a w ) (λ) = N a w (P −1 (λ)). The well-known facts N a w (λ) ∼ cλ 2d/m and µ j ∼ (j/c) m/2d (which also follow from [21, Theorem 5.2]) and Corollary 3.9 then yield directly N P (a w ) (λ) ∼ c · (P −1 (λ)) 2d/m and λ j = P (µ j ) = P ((j/c) m/2d (1 + o(1))).
