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Puiseux Parametric Equations via the Amoeba of the
Discriminant
Fuensanta Aroca and Vı´ctor Manuel Saavedra
Dedicated to Jose Seade on his 60th birthday
Abstract
Given an algebraic variety we get Puiseux type parametrizations on suitable Rein-
hardt domains. These domains are defined using the amoeba of hypersurfaces contain-
ing the discriminant locus of a finite projection of the variety.
1.– Introduction
The theory of complex algebraic or analytic singularities is the study of systems of a finite
number of equations in the neighborhood of a point where the rank of the Jacobian matrix
is not maximal. These points are called singular points.
Isaac Newton in a letter to Henry Oldenburg [12], described an algorithm to compute
term by term local parameterizations at singular points of plane curves. The existence of
such parameterizations (i.e. the fact that the algorithm really works) was proved by Puiseux
[13] two centuries later. This is known as the Newton-Puiseux theorem and asserts that we
can find local parametric equations of the form z1 = t
k, z2 = ϕ(t) where ϕ is a convergent
power series.
Singularities of dimension greater than one are not necessarily parameterizable. An
important class of parameterizable singularities are called quasi-ordinary.
S.S. Abhyankar proved in [1] that quasi-ordinary hypersurface singularities are parame-
terizable by Puiseux series.
For algebraic hypersurfaces J. McDonald showed in [11] the existence of Puiseux series solu-
tions with support in strongly convex cones. P.D. Gonza´lez Pe´rez [8] describes these cones
in terms of the Newton polytope of the discriminant. In [2] F. Aroca extends this result to
arbitrary codimension.
In this paper we prove that, for every connected component of the complement of the
amoeba of the discriminant locus of a projection of an algebraic variety, there exist local
Puiseux parametric equations of the variety. The series appearing in those parametric
equations have support contained in cones which can be described in terms of the connected
components of the complement of the amoeba. These cones are not necessarily strongly
convex.
The results of Abhyankar [1], McDonald [11], Gonza´lez Pe´rez [8] and Aroca [2] come as
corollaries of the main result.
2.–Polyhedral convex cones
A set σ ⊆ RN is said to be a convex rational polyhedral cone when it can be expressed
in the form
σ = {λ1u(1) + λ2u(2) + · · ·+ λMu(M) | λj ∈ R≥0},
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where u(1), ..., u(M) ∈ ZN . The vectors u(1), ..., u(M) are a system of generators of σ and
we write,
σ = 〈u(1), ..., u(M)〉.
A cone is said to be strongly convex if it contains no linear subspaces of positive
dimension.
As usual, here x · y denotes the standard scalar product in RN . Let σ ⊂ RN be a cone.
Its dual cone σ∨ is the cone given by
σ∨ := {x ∈ RN | x · u ≥ 0, ∀u ∈ σ}.
Let A ⊆ Rn be a non-empty convex set. The recession cone of A is the cone
Rec(A) := {y ∈ Rn | x+ λy ∈ A, ∀x ∈ A, ∀λ ≥ 0}.
From now on, by a cone we will mean a convex rational polyhedral cone.
Remark 1. Given p ∈ RN and a cone σ ⊂ RN . One has,
p+ σ = {x ∈ RN | x · υ ≥ p · υ, ∀υ ∈ σ∨}.
A cone σ ⊂ RN is called a regular cone if it has a system of generators that is a subset
of a basis of ZN .
Remark 2. Any rational polyhedral cone σ ⊂ RN is a union of regular cones (see for
example [6, section 2.6]).
For a matrix M, we denote by MT the transpose matrix of M.
Remark 3. Take u(1), ..., u(N) ∈ RN and let M be the matrix that has as columns u(i)
i = 1, ..., N. Suppose that the determinant of M is different from zero. If σ = 〈u(1), ..., u(N)〉,
then σ∨ = 〈υ(1), ..., υ(N)〉 where υ(i) i = 1, ..., N are the columns of (M−1)T (see for example
[4, Example 2.13.2.0.3]).
Lemma 1. Let σ = 〈u(1), ..., u(s)〉 ⊂ RN be an s-dimensional regular cone and let (u(s+1), ..., u(N))
be a Z-basis of σ⊥ ∩ ZN . Let M be the matrix that has u(1), ..., u(N) as columns and let
υ(1), ..., υ(N) be the columns of (M−1)T . Then
σ∨ = 〈υ(1), ..., υ(s),±υ(s+1), ...,±υ(N)〉.
Proof. Clearly 〈υ(1), ..., υ(s),±υ(s+1), ...,±υ(N)〉 ⊆ σ∨. Let σ′ := 〈u(1), ..., u(N)〉. Since
〈υ(1), ..., υ(N)〉 ⊆ 〈υ(1), ..., υ(s),±υ(s+1), ...,±υ(N)〉,
by Remark 3,
〈υ(1), ..., υ(s),±υ(s+1), ...,±υ(N)〉∨ ⊆ σ′.
Now let x =
∑N
i=1 λiu
(i) be an element of 〈υ(1), ..., υ(s),±υ(s+1), ...,±υ(N)〉∨. Since
λiu
(i) · υ(i) ≥ 0 and λiu(i) · −υ(i) ≥ 0, we have that,
λi = 0 for i = s+ 1, ..., N.
Then, x =
∑s
i=1 λiu
(i).
2
3.–Amoebas
Consider the map
τ : CN −→ RN≥0
(z1, ..., zN ) 7→ (|z1|, ..., |zN |).
(1)
A set Ω ⊆ CN is called a Reinhardt set if τ−1(τ(Ω)) = Ω.
Let log be the map defined by
log : RN>0 −→ RN
(x1, ..., xN ) 7→ (logx1, ..., logxN ).
(2)
We will denote µ := log ◦ τ.
A Reinhardt set Ω ⊆ (C∗)N is said to be logarithmically convex if the set µ(Ω) is convex.
A Laurent polynomial is a finite sum of the form
∑
(α1,...,αN )∈ZN cαX
α where cα ∈ C. The
generalization of Laurent polynomials are the Laurent series (for a further discussion of
Laurent series, see for example, [14]).
For a Laurent polynomial f we denote by V(f) its zero locus in (C∗)N . Given a Laurent
polynomial f, the amoeba of f is the image under µ of the zero locus of f, that is,
Af := µ(V(f)).
The notion of amoeba was introduced by Gelfand, Kapranov and Zelevinsky in [7, Def-
inition 1.4 ]. The amoeba is a closed set with non-empty complement and each connected
component F of the complement of the amoeba Af is a convex subset [7, Corollary 1.6].
From now on, by complement component we will mean connected component of the com-
plement of the amoeba. For each complement component F of Af , we have that µ−1(F) is
a logarithmically convex Reinhardt domain. An example of the amoeba of a polynomial is
shown in Figure 1.
Figure 1: Amoeba of f(x, y) := 50x3+83x2y+24xy2+y3+392x2+414xy+50y2−28x+59y−100.
(Taken from wikimedia commons, file: Amoeba4 400.png; Oleg Alexandrov).
Proposition 1. Let F be a complement component of Af . The fundamental group of µ−1(F)
is isomorphic to ZN .
Proof. Let x := (x1, ..., xn) be a point of the complement component F . By definition,
µ−1(x) = {z = (z1, ..., zN ) ∈ CN : Log(z) = x}
= {z : (log|z1|, ..., log|zN |) = (x1, ..., xN )} = {z : |zi| = exi}.
That is, µ−1(x) is the product of N circles of radius exi . The result follows from the fact
that F is contractible.
3
4.–The Newton polytope and the order map
Let f =
∑
α∈ZN cαz
α be a Laurent series. The set of exponents of f is the set
ε(f) := {α ∈ ZN | cα 6= 0}.
The set ε(f) is also called the support of f. When f is a Laurent polynomial, the convex
hull of ε(f) is called the Newton polytope of f. We will denote the Newton polytope by
NP(f). For p ∈ NP(f), the cone given by
σp(NP(f)) := {λ(q − p) : λ ∈ R+, q ∈ NP(f)} = R+(NP(f)− p),
will be called the cone associated to p. This cone is obtained by drawing half-lines from
p through all points of N and then translating the result by (−p) (see Figure 2).
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Figure 2: The cone associated to a vertex of the polygon on the right.
Forsberg, Passare and Tsikh gave in [5] a natural correspondence between complement
components of the amoeba Af and integer points in NP(f) using the order map:
The order map is given by
ord :RN \ Af−→ NP(f) ∩ ZN
x 7→
(
1
(2pii)N
∫
µ−1(x)
zj∂jf(z)
f(z)
dz1···dzN
z1···zN
)
1≤j≤N
.
(3)
Under the order map, points in the same complement component F of the amoeba Af
have the same value. This constant value is called the order of F and it is denoted by
ord(F). The order map is illustrated in Figure 3.
Proposition 2. The order map induces an injective map from the set of complement com-
ponents of the amoeba Af to NP(f) ∩ ZN . The vertices of NP(f) are always in the image
of this injection.
Proof. See [5, Proposition 2.8].
Proposition 3. Vertices of the Newton polytope are in bijection with those connected com-
ponents of the complement of the amoeba which contain an affine convex cone (cone with
vertex) with non-empty interior.
Proof. See [7, Corollary 1.8].
Forsberg, Passare and Tsikh also gave in [5] a relation between the order of a complement
component of the amoeba and the recession cone of the component. They show that the
recession cone of a complement component of order p is the opposite of the dual of the cone
of the Newton polytope at the point p.
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Figure 3: The order map between the complement components of Af and NP(f) for f as in Figure
1. (Here Fi,j denotes the complement component with order (i, j)).
Proposition 4. If F is a complement component of Af then
σp(NP(f)) = −Rec(F)∨,
where p = ord(F).
Proof. The proposition is just a restatement of [5, Proposition 2.6].
5.–Toric morphisms
Let {u(1), ..., u(N)} ⊂ ZN be a N -tuple of vectors which is a basis of ZN . Let M be the
matrix that has u(1), ..., u(N) as columns. Consider the map
ΦM :(C∗)N−→ (C∗)N
z 7→ (zu(1) , zu(2) , ..., zu(N)).
(4)
The map ΦM is an isomorphism with inverse ΦM−1 .
Lemma 2. Let σ ⊂ RN be a cone and p ∈ RN . If % ∈ (R∗+)N is such that µ(%) = p, then
µ−1(p+ σ) =
{
z ∈ (C∗)N | |z|υ ≥ %υ, ∀υ ∈ σ∨} .
Proof. We have that
µ−1(p+ σ) Remark 1=
{
z ∈ (C∗)N | µ(z) · υ ≥ µ(%) · υ, ∀υ ∈ σ∨}
=
{
z ∈ (C∗)N ∣∣ e∑Ni=1 υilog|zi| ≥ e∑Ni=1 υilog%i}
=
{
z ∈ (C∗)N
∣∣∣ N∏
i=1
eυilog|zi| ≥
N∏
i=1
eυilog%i
}
=
{
z ∈ (C∗)N
∣∣∣ N∏
i=1
|zi|υi ≥
N∏
i=1
%υii , ∀υ = (υ1, ..., υN ) ∈ σ∨
}
.
Proposition 5. Let M be as in (4) and let σ ⊂ RN be a cone. Given p ∈ RN one has,
µ(ΦM(µ
−1(p+ σ))) = q + MTσ,
where {q} = µ(ΦM(µ−1(p))).
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Proof. We have that
ΦM(µ
−1(p+ σ)) Lemma 2=
{
z ∈ (C∗)N | |ΦM−1(z)|υ ≥ ΦM−1(ρ)υ, ∀υ ∈ σ∨; ΦM(ρ) = %
}
=
{
z ∈ (C∗)N | |z|M−1υ ≥ ρM−1υ, ∀υ ∈ σ∨
}
=
{
z ∈ (C∗)N | |z|w ≥ ρw, ∀w ∈ M−1σ∨}
and
µ(ΦM(µ
−1(p+ σ))) =
{
µ(z) ∈ RN | w · µ(z) ≥ log(ρw), ∀w ∈ M−1σ∨}
=
{
y ∈ RN | w · y ≥ log(ρw), ∀w ∈ M−1σ∨}
Remark 1
= q + (M−1σ∨)∨ = q + MTσ.
Corollary 1. Let Ω ⊂ (C∗)N be a Reinhardt domain and let σ ⊂ RN be a cone. If
σ ⊂ Rec(µ(Ω)) then MTσ ⊂ Rec(µ(ΦM(Ω))).
Proposition 6. Let σ ⊂ RN be a cone. Let ϕ be a Laurent series and suppose that
ε(ϕ) ⊂ p+ σ where p ∈ RN . Then ε(ϕ ◦ ΦM) ⊂ Mp+ Mσ.
Proof. It is enough to make the substitution.
6.–Series development on Reinhardt domains
It is well known that the Taylor development of a holomorphic function on a disc centered
at the origin is a series with support in the non-negative orthant. In this section we will get
a similar result for holomorphic functions on ξ−1d (Ω) where Ω is a Reinhardt domain.
Proposition 7. If f(x) is a holomorphic function on a logarithmically convex Reinhardt
domain, then there exists a (unique) Laurent series converging to f(x) in this domain.
Proof. See for example [14, Theorem 1.5.26].
Lemma 3. Let Ω ⊂ (C∗)N be a Reinhardt domain. Let (e(1), ..., e(N)) be the canonical
basis of RN . If 〈−e(1), ...,−e(s)〉 ⊂ Rec(µ(Ω)), then for every w ∈ Ω, the s-dimensional
polyannulus
D∗τ(w),s :=
{
z ∈ (C∗)N | |zi| ≤ |wi|; 1 ≤ i ≤ s and zi = wi; s+ 1 ≤ i ≤ N
}
is contained in Ω.
Proof. Consider the cone σ := 〈−e(1), ...,−e(s)〉 and take w ∈ Ω. By Lemma 1, the dual cone
of σ is σ∨ = 〈−e(1), ...,−e(s), es+1,−es+1, ..., eN ,−eN 〉. Since the cone
σ ⊂ Rec(µ(Ω)), we have that µ(w) + σ ⊂ µ(Ω). Since Ω is a Reinhardt domain, then
Ω ⊇ µ−1(µ(w) + σ) Lemma 2= {z ∈ (C∗)N | |z|υ ≥ |w|υ, ∀υ ∈ σ∨}
= {z ∈ (C∗)N | |zi| ≤ |wi|, for i = 1, ..., s;
and |zi| = |wi|, for i = s+ 1, ..., N} ⊃ D∗τ(w),s.
Given d, a natural number, set
ξd : CN −→ CN
(z1, ..., zN ) 7→ (zd1 , ..., zdN )
(5)
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Lemma 4. Let Ω be a Reinhardt domain and suppose that
(−R≥0)s × {0}N−s ⊂ Rec(µ(Ω)).
Let f be a bounded holomorphic function on ξ−1d (Ω). Then the set of exponents of the Laurent
series expansion of f is contained in (R≥0)s × RN−s.
Proof. Let ϕ =
∑
I∈ZN aIz
I be the Laurent series expansion of f on ξ−1d (Ω). Take w ∈
Ω. By Lemma 3 we have that D∗τ(w),s ⊆ Ω. Therefore, ϕ is convergent and bounded on
D∗
τ(ξ−1d (τ(w))),s
. Let pi be the map defined by,
pi : (C∗)N −→ (C∗)N−s
(z1, ..., zN ) 7→ (zs+1, zs+2, ..., zN ).
The series in s variables, ϕw :=
∑
α∈Zs ψα(pi(w))z
α where
ψα(pi(w)) =
∑
(α,is+1,...,iN )∈ε(ϕ)
aIw
is+1
s+1 · · ·wiNN ,
is convergent and bounded on the polyannulus
D∗ := {z ∈ (C∗)s | |zi| ≤ d
√
|wi|; 1 ≤ i ≤ s}.
By the Riemann removable singularity theorem (see for example [14, Theorem 4.2.1]), there
exists a (unique) holomorphic map that extends ϕw on D and ϕw is its Taylor development
on that disc. Then ϕw cannot have negative exponents.
Proposition 8. Let Ω be a Reinhardt domain. Let σ ⊂ RN be a cone. Suppose that
σ ⊆ Rec(µ(Ω)). Let f be a bounded holomorphic map on ξ−1d (Ω). The set of exponents of
the Laurent series expansion ϕ of f on ξ−1d (Ω) is contained in −σ∨.
Proof. By Remark 2, we can assume that σ is a regular cone. Let {υ(1), ..., υ(s)} be the
generator set of σ. Let (υ(s+1), ..., υ(N)) be a basis of σ⊥ ∩ZN . Let A be the matrix that has
as columns υ(i) for i = 1, ..., N. Set M := −(A−1)T . Since σ ⊂ Rec(µ(Ω)), by Corollary 1,
we have that
−A−1σ = 〈−e(1), ...,−e(s)〉 ⊆ Rec(µ(ΦM(Ω))).
The series h := ϕ ◦ Φ−1M is convergent in ΦM(ξ−1d (Ω)) then, by Lemma 4,
ε(h) ⊂ 〈e(1), ..., e(s),±e(s+1), ...,±e(N)〉.
Therefore, by Proposition 6 and Lemma 1,
ε(ϕ) ⊆ M〈e(1), ..., e(s),±e(s+1), ...,±e(N)〉 = −σ∨.
7.–Parameterizations compatible with a projection
In what follows X ⊆ CN+M will denote an irreducible algebraic variety of dimension N such
that the canonical projection
Π : X −→ CN
(z1, ..., zN+M ) 7→ (z1, ..., zN ), (6)
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is finite (that is, proper with finite fibers). In this case, there exists an algebraic set A ⊂ CN
such that, the restriction
Π : X \Π−1(A) −→ Π(X)\A
is locally biholomorphic (see for example [3, Proposition 3.7] or [9, §9]). The intersection
of all sets A with this property is called the discriminant locus of Π. We denote the
discriminant locus of Π by ∆.
Theorem 1. Let X, Π and ∆ be as above and let V(δ) be an algebraic hypersurface of
CN containing ∆. Given a complement component F of Aδ, set Ω := µ−1(F). For every
connected component C of Π−1(Ω) ∩ X, there exists a natural number d and a holomorphic
morphism Ψ : ξ−1d (Ω)→ CM such that
C = {(ξd(z),Ψ(z)) | z ∈ ξ−1d (Ω)}.
Proof. Note that Π : X ∩ Π−1(Ω) −→ Ω is locally biholomorphic. Let C be a connected
component of X ∩ Π−1(Ω) and let d be the cardinal of the generic fiber of Π|C . Since both
Π|C and ξd|ξ−1d (Ω) are locally biholomorphic, the pairs (C,Π) and (ξ
−1
d (Ω), ξd) are a d-sheeted
and a dN -sheeted covering of Ω respectively. Choose a point z0 ∈ Ω, a point z1 ∈ ξ−1d (z0)
and a point z2 ∈ Π−1(z0)∩ C. Take the induced monomorphisms on the fundamental groups:
pi1(ξ
−1
d (Ω), z1)
ξd∗ ''
pi1(C, z2)
Π∗

pi1(Ω, z0)
Note that:
i) An element γ ∈ pi1(Ω, z0) is in the subgroup ξd∗pi1(ξ−1d (Ω), z1) if and only if γ = αd for
some α ∈ pi1(Ω, z0).
ii) The index of Π∗(pi1(C, z2)) in pi1(Ω, z0) is equal to d (see for example [10, V§7]).
By Proposition 1, pi1(Ω, z0) is abelian, then the cosets of Π∗(pi1(C, z2)) in pi1(Ω, z0) form
a group of order d. By i) and ii), we have that for any α in pi1(Ω, z0), the element α
d belongs
to Π∗(pi1(C, z2)). Then,
ξd∗(pi1(ξ
−1
d (Ω), z1)) ⊆ Π∗(pi1(C, z2)).
Applying the lifting lemma (see [10, Theorem 5.1]) we obtain a unique holomorphic mor-
phism ϕ, such that ϕ(z1) = z2 and the following diagram commutes
ξ−1d (Ω)
ϕ //
ξd
""
C
Π

Ω
The result follows from the fact that ϕ is a holomorphic morphism.
Remark 4. For every P ∈ Π−1(z0) ∩ C there exists a unique ϕ as in the proof of Theorem
1 such that ϕ(z1) = P . It follows that, there exist d different morphisms ϕ
,s.
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8.–The series development of the parameterizations
Let C be a connected component of Π−1(Ω)∩X where Π, Ω and X are as in Theorem 1. By
the same theorem, there exists ϕ : ξ−1d (Ω)→ CN+M of the form
ϕ : ξ−1d (Ω) −→ X
(z1, ..., zN ) 7→ (zd1 , ..., zdN , ϕ1, ..., ϕM ),
(7)
where ϕi : ξ
−1
d (Ω) −→ C is a holomorphic function for i = 1, ...,M . Since ξ−1d (Ω) is a
Reinhardt domain, by Proposition 7 we have,
Proposition 9. For every connected component of Π−1(Ω)∩X there exist a natural number
d and Laurent series φi converging to ϕi in ξ
−1
d (Ω) for i = 1, ...,M , such that
(zd1 , ..., z
d
N , φ1(z), ..., φM (z)) ∈ X, ∀ z ∈ ξ−1d (Ω).
In fact, if k is the degree of the projection Π, by Remark 4, there are k M-tuples
(φ1, ..., φM ) of convergent Laurent series such that
(zd1 , ..., z
d
N , φ1(z), ..., φM (z)) ∈ X, ∀ z ∈ ξ−1d (Ω).
Now we describe the support set of the above Laurent series φi.
Proposition 10. Let F be a complement component of Aδ where δ is a polynomial as
in Theorem 1. Let φi for i = 1, ...,M be the Laurent series that converges to ϕi as in
Proposition 9. Then ε(φi) ⊆ σp(NP(δ)) for all i = 1, ...,M, where p = ord(F).
Proof. By Proposition 4, we have that −σp(NP(δ))∨ = Rec(F). Since every ϕi is a bounded
holomorphic function on ξ−1d (µ
−1(F)) the result follows from Proposition 8.
Theorem 2. Let X be an algebraic set in CN+M with 0 ∈ X and dim(X) = N. Let V(δ) be
an algebraic hypersurface containing the discriminant locus of the projection pi : X −→ CN .
Then, given a complement component F of Aδ, there exist local parametric equations of X
of the form
zi = t
d
i i = 1, ..., N, zN+j = φj(t1, ..., tN ) j = 1, ...M,
where d is a natural number, the φj are convergent Laurent series in ξ
−1
d (µ
−1(F)) and their
support is contained in the cone −Rec(F)∨.
Proof. It is just a restatement of the Theorem 1 and Proposition 10.
Corollary 2. (Aroca, [2]) Let X be an algebraic variety of CN+M , 0 ∈ X, dim(X) = N.
Let U be a neighborhood of 0, and let pi be the restriction to X ∩ U of the projection
(z1, ..., zN+M ) 7→ (z1, ..., zN ). Assume pi is a finite morphism. Let δ be a polynomial vanish-
ing on the discriminant locus of pi. For each cone σ of NP (δ) associated to a vertex, there
exist k ∈ N and M convergent Laurent series s1, ..., sM , such that
ε(si) ⊆ σ, i = 1, ..,M, and f(zk1 , ..., zkN , s1(z), ..., sM (z)) = 0
for any f vanishing on X, and any z in the domain of convergence of the si.
Proof. By Proposition 2, for every vertex V of NP (δ) there exists a complement component
of Aδ with order V. Then, by Theorem 2 there exist convergent Laurent series with support
in the cone associated to the complement component of order V.
Corollary 3. (McDonald, [11]) Let F (x1, ..., xN , y) = 0 be an algebraic equation with
complex coefficients. There exists a fractional power series expansion (Puiseux series)
φ(x1, ..., xN ) such that
F (x1, ..., xN , φ) = 0
and the support of φ is contained in some strongly convex polyhedral cone.
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Proof. The result follows by applying a similar argument as in the proof of Corollary 2.
Remark 5. P.D. Gonza´lez Pe´rez showed in [8], with an additional hypothesis, that the
supporting cone in Corollary 3 can be chosen to be a cone of the Newton polytope of the
discriminant of the polynomial defining the hypersurface with respect to y. Thus, in this
sense, by the proof of Corollary 3 we also get this result.
Corollary 4. (Abhyankar-Jung [1]) Let 0 be a quasi-ordinary singularity of a complex alge-
braic set X ⊆ CN+M , dim(X) = N. Then, there exists a natural number d and M convergent
power series φ1, ..., φM such that
zi = t
d
i , i = 1, ..., N, zN+j = φj(t1, ..., tN ), j = 1, ...,M,
are parametric equations of X about 0.
Proof. By definition of quasi-ordinary singularity, the discriminant locus of the projection pi
is contained in the coordinate hyperplanes, then it is contained in the algebraic hypersurface
defined by β(z) := z1 · · · zN . Note that NP (β) has just one cone contained in the non-
negative orthant. The result follows from Theorem 2.
Example 1. Consider the hypersurface defined by f := z2−x−y+1 in C3. The discriminant
of the polynomial f is ∆ := x+ y−1. By the generalized binomial theorem, we have a series
expansion of ∆1/2
ϕ1 :=
∞∑
k=0
(
1/2
k
)
yk(−1 + x)1/2−k =
∞∑
k=0
(
1/2
k
) ∞∑
j=0
(
1/2−k
j
)
(−1)jykx1/2−k−j .
We know by Theorem 2 that ϕ1 converges in µ
−1(F) for some complement component F
of the amoeba. Since ϕ1 converges in the region |x| > 1, |y| < |x| − 1 and this region is
map under µ to the complement component A of the amoeba (see figure 4), we have that ϕ1
converges in µ−1(A). Since σ(1,0) is the unique cone of the NP(∆) such that a translation
of −σ∨(1,0) is contained in the complement component A, by Proposition 3 this complement
component is associated to the vector (1, 0). According to the Theorem 2 we must have that
ε(ϕ1) ⊂ 〈(−1, 0), (−1, 1)〉
which is true, because
ε(ϕ1) = {(1/2− k − j, k) | j, k ∈ N ∪ {0}}
and
(1/2− k − j, k) = j − 1/2(−1, 0) + k(−1, 1).
Reasoning analogously as before, we get another series expansion of ∆1/2,
ϕ2 :=
∞∑
k=0
(
1/2
k
)
xk(−1 + y)1/2−k =
∞∑
k=0
(
1/2
k
) ∞∑
j=0
(
1/2−k
j
)
(−1)jxky1/2−k−j ,
which converges in the region |y| > 1, |x/y − 1| < 1. Therefore, ϕ2 converges in µ−1(B).
As before, by Proposition 3 we can see that this complement component is associated to the
vector (0, 1). Therefore, by Theorem 2 we must have that
ε(ϕ2) ⊂ 〈(0,−1), (1,−1)〉.
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This is true because
ε(ϕ2) = {(k, 1/2− k − j) | j, k ∈ N ∪ {0}}
and
(k, 1/2− k − j) = j − 1/2(0,−1) + k(1,−1).
Analogously for
ϕ3 :=
∞∑
k=0
(
1/2
k
)
(−1)1/2−k(x+ y)k.
We have that ϕ3 converges in µ
−1(C). The complement component C is associated to the
vector (0, 0) and the support of ϕ3 is contained in the non-negative orthant.
Figure 4: The amoeba of x + y − 1 (Taken from wikimedia commons; Oleg Alexandrov).
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