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Введение. При построении алгоритмов для реализации на параллельных компьютерах с рас­
пределенной памятью, на многоядерных персональных компьютерах и графических ускорите­
лях часто используется тайлинг �1–4�, т. е. разбиение множества операций на множества, называ­
емые зернами вычислений или тайлами. Операции одного тайла выполняются атомарно, как 
одна единица вычислений; применение тайлинга позволяет значительно снизить накладные рас­
ходы на коммуникационные операции и использование иерархической памяти.
В работе �5� предложен метод построения функций глобальных зависимостей, которые по­
зволяют получать информационные зависимости между тайлами. Сведения о зависимостях гло­
бального уровня можно использовать для нахождения коммуникационных операций зернистых 
вычислений и распараллеливания алгоритмов на уровне тайлов. Области определения функций 
глобальных зависимостей были получены методом окаймления, допускающим избыточность 
областей.
В этой статье разработан метод уточнения этих границ. Точное представление границ позво­
ляет избегать избыточных вычислений при выполнении коммуникационных операций и дает 
больше возможностей для распараллеливания зернистых алгоритмов. 
Функции глобальных зависимостей. Получение областей определения функций методом 
окаймления. Приведем необходимые для дальнейшего изложения сведения о тайлинге и об ин­
формационной структуре зернистых алгоритмов. 
Будем считать, что алгоритм задан последовательной программой, основную вычислитель­
ную часть которой составляют циклы произвольной структуры вложенности; границы измене­
ния параметров циклов задаются неоднородными формами, линейными по совокупности пара­
метров циклов и внешних переменных. Пусть в гнезде циклов имеется K выполняемых операто­
ров Sb, объединенных в Q наборах выполняемых операторов. Область изменения параметров 
циклов для оператора Sb и размерность этой области обозначим соответственно Vb и nb. Под на­
бором операторов будем понимать один или несколько операторов, окруженных одним и тем же 
множеством циклов. Обозначим: V ϑ, 1≤ ϑ ≤ Q, – области изменения параметров циклов, окружа­
ющих наборы операторов; nϑ – размерность области V ϑ (число циклов, окружающих ϑ­й набор 
операторов). 
Выполнение оператора Sb при конкретных значениях β и вектора параметров цикла J будем 
называть операцией и обозначать ( )S Jb . Зависимости (информационные связи) между операция­
ми можно задать функциями �6� ( )Ja,bΦ  , α,βJ V∈  . Функция зависимостей ( )Ja,bΦ  позволяет для 
операции ( )S Jb  найти операцию ( )S Ia , от которой ( )S Jb  зависит. 
6Тайлинг – это преобразование алгоритма для получения макроопераций, называемых также 
зернами вычислений или тайлами. При тайлинге каждый цикл разбивается на два цикла: гло­
бальный, параметр которого определяет на данном уровне вложенности порядок вычисления 
тайлов, и локальный, в котором параметр исходного цикла изменяется в границах одного тайла. 
Допускается вырожденное разбиение цикла, при котором все итерации относятся или к глобаль­
ному, или к локальному циклам. 
Следующие величины и множества используются для формализации тайлинга:
m�n  m jϑζ ζ= , max  M jϑζ ζ=  – предельные значения изменения параметра цикла уровня вло­
женности ζ для ϑ­го набора операторов; если два набора операторов имеют общий цикл с пара­
метром jζ, то 1 2m mϑ ϑζ ζ= , 1 2M M
ϑ ϑ
ζ ζ= ;
1 n
r r ϑ
ϑ ϑ,...,  – заданные натуральные числа, определяющие размеры тайла; r ϑζ  обозначает число 
значений параметра jζ, приходящихся на один тайл ϑ­го набора операторов; r ϑζ  может прини­
мать фиксированное значение в пределах от 1 до ,maxr ϑζ  включительно, где 
,max 1r M mϑ ϑ ϑζ ζζ = − + ; 
если два набора операторов имеют общий цикл с параметром jζ, то 1 2r rϑ ϑζ ζ= ; 
( )1d�ag nR r r ϑϑ ϑ ϑ= ,...,  – диагональная матрица; ( )1 nR r r ϑϑ ϑ ϑ= ,...,  – вектор; 
( 1) �Q M m rϑ ϑ ϑ ϑ ζ ζ ζ ζ  = − + , 1 n
ϑ≤ ζ ≤ , – число частей, на которые разбивается область значений 
параметра jζ цикла, окружающего ϑ­й набор операторов; 
,glV ϑ = { }1( )  0 1  1gl glgl glnJ j j j Q nϑ ϑ ϑς ζ,...,  ≤ ≤ − , ≤ ζ ≤  – области изменения параметров глобаль­
ных, т. е. уровня тайлов, циклов; 
{ 1( )gl nJV J j j Vϑϑ ϑ= ,..., ∈  1 ( 1)gl glm j r j m j rϑ ϑ ϑ ϑζ ζ ζ ζ ζζ ζ+ ≤ ≤ − + + , } 1 nϑ≤ ζ ≤ , ,1( )gl glgl glnJ j j Vϑ ϑ,..., ∈ , – 
области изменения параметров локальных (уровня операций тайлов) циклов при фиксирован­
ных значениях параметров глобальных циклов. 
В работе �5� по заданным функциям, определяющим зависимости на уровне операций, по­
строены функции глобальных зависимостей 
gl
a,bΦ  , найдены их области определения. Области 
определения функций 
gl
a,bΦ  получены методом окаймления, допускающим избыточность этих 
областей: 
 
,0
,
glVa b = { },0 ,01( )  gl glgl n gl gl glnJ j j Z q j Qϑϑ,..., ∈  ≤ ≤ , 
где ,0glq = ( ) ( )1 ,R m m−ϑ a b ϑ −  , 
,0glQ = ( ) ( )1 ,R M m−ϑ a b ϑ −  , ,
, m�n
J V
m J
a b
a b
∈
= , 
,
, max
J V
M J
a b
a b
∈
= . 
Здесь и далее минимальные (максимальные) значения векторов понимаются как векторы, со­
ставленные из минимальных (максимальных) значений соответствующих координат векторов. 
Пусть α,β
glV  является точно вычисленной областью определения функции 
gl
a,bΦ  . Имеет место 
включение ,0α,β α,β
gl glV V⊇  .
Обоснование необходимости уточнения границ областей определения функций глобаль-
ных зависимостей при распараллеливании алгоритмов. Математическим аппаратом для рас­
параллеливания и других преобразований алгоритмов являются так называемые таймирующие 
функции (sch�dul�ng funct�ons – в англоязычной литературе; развертки графа алгоритма – в тер­
минологии монографии �6�). Пусть V – некоторая n­мерная область изменения параметров ло­
кальных или глобальных циклов. Функция t: V→Z называется таймирующей, если t(J) ≥ t(I) для 
любых итераций J, I таких, что результат вычислений на итерации I требуется для вычислений 
на итерации J. Наличие нескольких таймирующих функций уровня тайлов требуется для указа­
ния в явном виде одновременно выполняемых макроопераций алгоритма. Основанные на таком 
7подходе методы распараллеливания алгоритмов для реализации на многоядерных процессорах 
и на графических ускорителях предложены, в частности, в работах [3, 4]. 
Таймирующая функции вида t(J) = τ J + a, τ∈ Zn, ,a Z∈  называется координатной таймиру­
ющей функцией, если a = 0 и вектор τ содержит ровно одну отличную от нуля компоненту. 
Можно гарантировать наличие стольких координатных таймирующих функций, сколько коор­
динат векторов, характеризующих глобальные зависимости, оказываются неотрицательными. 
Это непосредственно вытекает из приведенных определений. Действительно, если ζ ­я компонен­
та вектора τ равна 1, остальные компоненты равны 0, компонента с номером ζ вектора J – I зави­
симостей неотрицательна, то t(J) – t(I) = t( 1 nj j,..., ) – t( 1 ni i,..., ) = ζ ζj i−   ≥ 0. 
Чем точнее будут найдены области определения функций глобальных зависимостей, тем потен­
циально больше можно получить таймирующих функций. Приведем иллюстрационный пример.
Рассмотрим алгоритм решения системы линейных алгебраических уравнений Ax = b с левой 
треугольной матрицей порядка n и единичными диагональными элементами: 
S1: x(1) = b(1)
do i = 2, n
S2: x(i) = b(i)
do j = 1, i – 1
S3: x(i) = x(i) – a(i, j)x( j)
еnddo
enddo
Одна из функций [6, с. 381], определяющих зависимости на уровне операций, имеет вид
 
( ) ( ) ( ) ( ){ }23,3 3,3  0 1 0, , 1 ,   , ,   3 2 1 .
0 1 1
i
i j j j i j V i j Z i n j i
j
    
Φ = − = − ∈ = ∈ ≤ ≤ , ≤ ≤ −    
    
 
 
Соответствующая функция глобальных зависимостей имеет вид 
 3,3
gl
Φ  ( 1
glj , 2
glj ) = 
0
0 1
ρ 
 
  
1
2
gl
gl
j
j
 
 
 
  
– glϕ , ,03 3
glV ,  = 
2
1 2 1 2
1 2
2 2
( , )  0 ,  0gl gl gl gl
n nj j Z j j
r r
 − −   
∈  ≤ ≤ ≤ ≤        
, 
где 
0
0
 
 
 
 ≤ glϕ  ≤ 
1
ρ 
 
 
; ρ – натуральное число такое, что 2 1r r= ρ ⋅ . Мы рассматриваем только эту 
функцию глобальных зависимостей, так как другие не создают проблем для получения коорди­
натных таймирующих функций.
Функция 3,3
gl
Φ ( 1
glj , 2
glj ) задает информационную связь между операциями, выполняемыми на 
итерациях (ρ 2
glj , 2
glj ) – glϕ  и ( 1
glj , 2
glj ): по определению функции зависимостей, данные, вычислен­
ные на итерации 3,3
gl
Φ  ( 1
glj , 2
glj ), являются аргументами для вычислений на итерации ( 1
glj , 2
glj ). 
Векторы, задающие глобальные зависимости, имеют вид 
 ( 1
glj , 2
glj ) – 3,3
gl
Φ  ( 1
glj , 2
glj ) = ( 1
glj , 2
glj ) – ((ρ 2
glj , 2
glj ) – glϕ ) = ( 1
glj –ρ 2
glj ,0) + glϕ . 
Вторая координата вектора ( 1
glj –ρ 2
glj ,0) + glϕ  всегда неотрицательна, поэтому функция 
t( 1
glj , 2
glj ) = 2
glj  является координатной таймирующей функцией. 
Если область определения функции глобальных зависимостей 3,3
gl
Φ  ( 1
glj , 2
glj ) найдена методом 
окаймления, то 1
1
20 gl nj
r
− 
≤ ≤   
, 2
2
20 gl nj
r
− 
≤ ≤   
. Первая координата вектора ( 1
glj –ρ 2
glj ,0) + glϕ  
может быть как положительной, так и отрицательной, поэтому функция t( 1
glj , 2
glj ) = 1
glj  не явля­
ется таймирующей. Более того, используя определение таймирующих функций можно показать, 
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ющей функции не существует. Причина в том, что величина 1
glj  – r 2
glj  может принимать произ­
вольно большие как положительные, так и отрицательные значения. 
Если область определения функции 3,3
gl
Φ  ( 1
glj , 2
glj ) найдена предлагаемым в этой работе методом 
(об этом см.  в следующем разделе), то 1 1 12 2
glr r j n− + ≤ ≤ − , ( )2 2 1 12 12 m�n 2, 1gl glr r j n r r j− + ≤ ≤ − − + , 
первая координата вектора ( 1
glj  – 2
gljr ,0) + glj  = ( 1 1
glr j – 2r 2
glj ,0)� 1r  + glj  неотрицательна и функция 
t( 1
glj , 2
glj ) = 1
glj является таймирующей. Действительно, из неравенства ( )2 2 1 12 12 m�n 2, 1gl glr r j n r r j− + ≤ ≤ − − +  
следует ( )2 1 1 12 1 1m�n 2 , 1gl gl glr j r j n r j r− ≤ − − − , а из неравенств 1 1 12 2glr r j n− + ≤ ≤ − , 3n ≥  следует 
1 110 2 1 3
gln r j r n≤ − − ≤ − + − . В результате справедлива оценка ( )2 1 1 1 12 1 1m�n 2 , 1 1gl gl glr j r j n r j r r− ≤ − − − ≤ − . 
В силу целочисленности вектора ( )2 1,gl glj j  и того, что 2 1�r r = r – натуральное число, имеем 
2 1 0
gl glj jr − ≤ . Таким образом, имеются две таймирующие функции и можно применять известные 
методы распараллеливания алгоритмов для реализации на многоядерных процессорах и графи­
ческих ускорителях.
Уточнение областей определения функций. Будем предполагать (не ограничивая случаев, 
возникающих на практике), что область определения функции зависимостей ( )Ja,bΦ  можно 
задать в виде
 α,βV =  
( ) ( ) ( ) ( ){ } ,  1 ,   ,  1p p q qnJ Z m H J p P H J M q Qϑ − − + +∈  ≤ ≤ ≤ ≤ ≤ ≤ , (1)
( ) ( )где  и p qH H− + −   некоторые нижние треугольные матрицы (порядка nϑ) с единицами на главной 
диагонали; ( ) ( ) и p qm M− +  – некоторые nϑ­мерные векторы. Далее ( )pH −+  – матрица, получаемая 
( )из матрицы pH −    обнулением всех ее отрицательных элементов; ( )
qH +−  – матрица, получаемая 
из матрицы ( )qH +  обнулением всех ее положительных элементов. 
Введем в рассмотрение множество 
 
,0,1
α,β
glV =  { },0,1 ,0,11( )  gl glgl n gl gl glnJ j j Z q J Qϑϑ,..., ∈  ≤ ≤ , 
где ,0,1glq = ( ) ( ) ( ) ( ) ( ) ( )( )( )1 , 1max 1, max 1pp p p glp PR m m R m H m H R H E R J
− −− − −ϑ a b ϑ ϑ ϑ ϑ ϑ
+
≤ ≤
  − − + − − − − −  
  
,
,0,1glQ = ( ) ( ) ( ) ( ) ( ) ( )( )( )1 , 1m�n , m�n 1q q q q glq QR M m M H m H R H E R J
− + + + +ϑ a b ϑ ϑ ϑ ϑ
−
≤ ≤
  − − − − − −    
. 
Матрицы ( )pH E− −  и ( )qH E− −  являются нижними треугольными, поэтому область изме не­
ния любой из координат  1,2,glkj k n
ϑ, = ...,  , может зависеть только от координат 1 1
gl gl
kj j −,...,  с мень­
шими номерами. 
Отметим, что величины ( )pm − , ( )qM + , ( )pH − , ( )qH + , ,0,1glq , ,0,1glQ  зависят от α и β, величины 
,0,1glq , ,0,1glQ  – также от glJ . Чтобы избежать громоздких обозначений, в явном виде эти зави си­
мости указывать не будем. 
Пусть 
, , glJVa b′  – множество таких α,βJ V′∈  , что справедливы неравенства 
 
( ) ( )( )( ) ( )( )( )( ), 1max , max 1pp p glp Pm m H E R H E m R J−− −a b ϑ ϑ ϑ+≤ ≤ − − − − − +   ≥   
 ≥ ( ) ( )( )( )1max ,p pp P m H E J− −≤ ≤ ′− −  (2)
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( ) ( ) ( ) ( )( )( )( ), 1m�n , m�n 1q q q glq QM M H R H E m R J+ + +a b ϑ ϑ ϑ−≤ ≤ − − − − +   ≤   
 ≤ ( ) ( )( )( )1m�n q qq Q M H E J+ +≤ ≤ ′− − . (3)
Если P = 1 и ( )1 ,H E− =  то ( )1 α,βm m− =  , ( )1 0H E−+ − =  и неравенство (2) выполняется (становится 
равенством). Если 1Q =  и ( )1 ,H E+ =  то ( ) ( )1 , ,M M+ a b=  ( )1 0H +− =  и равенством становится нера­
венство (3).
Т е о р е м а. Пусть множество α,βV   имеет вид (1). Если при фиксированных значениях эле-
ментов матрицы Rϑ выполняется неравенство
 , , glJ
Va b′ ≠ ∅ для любого 
glJ ∈ ,0,1,
glVa b , (4)
то ,0,1α,β α,β
gl glV V=  . Если условие (4) не выполняется, то ,0α,β
glV ⊇  
,0,1
α,β α,β
gl glV V⊇  .
Д о к а з а т е л ь с т в о. Обозначим ,V Va b= , R = Rϑ, ,R R ϑ=  0J mϑ= . 
Рассмотрим множество
 { },1 ,1 ,1|gl gl n gl gl glV J Z q J Q= ∈ ≤ ≤ ,  
где 
 
( ) ( ) ( ) ( ) ( )( )( ),1 01max 1pp p pgl glp PRq m H J H R H E RJ−− − −+≤ ≤= − − − − − ,   
 ( ) ( ) ( ) ( ) ( )( )( ),1 01m�n 1q q q qgl glq QRQ M H J H R H E RJ+ + + +−≤ ≤= − − − − − .  
Если для любого ,1gl glJ V∈  существует точка J V′∈  такая, что
  ( ) ( ) ( ) ( ) ( )( )( )01max 1pp p p glp P m H J H R H E RJ−− − −+≤ ≤ − − − − − ≥  
 
≥
 
( ) ( )( )( ) 01max 1p pp P m H E J J R− −≤ ≤ ′− − − − + ,   
 ( ) ( ) ( ) ( ) ( )( )( )01m�n 1q q q q glq Q M H J H R H E RJ+ + + +−≤ ≤ − − − − − ≤ 
( ) ( )( )( ) 01m�n q qq Q M H E J J+ +≤ ≤ ′− − − ,  
то ,1gl glV V= . Доказать это утверждение можно по аналогии с частным случаем 1P Q= = , рас­
смотренным в работе �7�. Основано доказательство на построении расширения области V  вида (1), 
включающего начальные вершины 0, 0gl glJ RJ J= +

 всех непустых тайлов. Такое расширение 
имеет вид 
 
( ) ( ) ( ) ( )( )( )1 1| max 1pp pn p PV J Z m H R H E J J−− −+≤ ≤= ∈ − − − − ≤ ≤   
 ≤ ( ) ( ) ( ) ( )( )( )1m�n 1q q qq Q M H R H E J+ + +−≤ ≤ − − − − 

. 
Рассмотрим теперь множество { },0 ,0 ,0|gl gl n gl gl glV J Z q J Q= ∈ ≤ ≤ , где ,0 1 0( 1)glq R m J R− ϑ= − − + , 
,0 1 0( )glQ R M J− ϑ= − . Если для любого ,0gl glJ V∈  существует точка J V′∈  такая, что 
( ) ( )( )( )1max p pp Pm m H E J− −ϑ ≤ ≤ ′≥ − − , ( ) ( )( )( )1m�n q qq QM M H E J+ +ϑ ≤ ≤ ′≤ − − , то ,0gl glV V= . Доказатель­
ство следует из включения 
 glV ={ }1 0| ( ) ,  gl n glJ Z J R J J J V− ∈ = − ∈ ⊆    
 ⊆ { }1 0 1 0 ,0| (m�n ) (max )gl n gl glJ V J VJ Z R J J J R J J V− −∈ ∈  ∈ − ≤ ≤ − =        
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и неравенств
 
( ) ( )( )( )1max 1 1p pp P m H E J R m R− − ϑ≤ ≤ − − − + ≤ − + ≤ ( ) ( )( )( )0, 1m�n q qgl q QJ M M H E J+ +ϑ ≤ ≤ ′≤ ≤ − − . 
Справедливость доказываемого утверждения теоремы следует теперь из представления
 { },0,1 ,0 ,1 ,0,1 ,0,1|gl gl gl gl n gl gl glV V V J Z q J Q= = ∈ ≤ ≤ , 
( ),0,1 ,0 ,1max ,gl gl glq q q= , ( ),0,1 ,0 ,1m�n ,gl gl glQ Q Q= , а также из равносильности существования 
тре буемой точки J V′∈  и непустоты множества 
, , glJVa b′ .
Таким образом, если выполняется предположение теоремы, то ,0,1glq  и ,0,1glQ  точно задают 
границы областей определения функций глобальных зависимостей. Если предположение тео­
ремы не выполняется, то ,0,1glq  и ,0,1glQ  представляют границы областей определения функций 
не хуже, по крайней мере, чем известное представление. 
Рассмотрим пример из предыдущего раздела и применим теорему. 
Представим область 3,3V  в виде (1): 
 3,3V  = { }2     ( , ) 3 2 1i j Z i n j i∈  ≤ ≤ , ≤ ≤ −  = ( ) ( ) ( ) ( ){ }1 1 1 12( , )  ,  J i j Z m H J H J M− − + +∈  ≤ ≤ , 
где ( )1m −  = (3,2),  ( )1H −  = 
1 0
0 1
 
 
 
,  ( )1H +  = 
1 0
1 1
 
 − 
,  ( )1M +  = (n,–1).
Пусть произведен тайлинг области V ϑ = 2V  = { }2     ( 2 11, )i j Z i n j i∈  ≤ ≤ , ≤ ≤ − . 
Имеем: 3,3m  = (3,2), 3,3M  = (n,n–1), 0J mϑ=  = 2m  = (2,1), Rϑ = 1
2
0
0
r
r
 
 
 
, ( )1H −+  = ( )
1H −  = 
1 0
0 1
 
 
 
, 
( )1H +−  = 
0 0
1 0
 
 − 
, 
 
,0,1glq = ( ) 1 1 1
2 2
3 2 1 3 1 0 2 1 0 1
max , 0
2 1 1 2 0 1 1 0 1 1
r r
R
r r
−ϑ
                     
− − + − − − − =                                            
  
 = ( ) 1 1 1
2 2
2 2
max ,
2 2
r r
R
r r
−ϑ   − + − +    =      − + − +       
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2
2
1
0
2
1 2
0
rr
r
r
 
  − +   = − +  
 
   
1
1
2
2
2
2
r
r
r
r
− + 
 
 
− + 
 
 
,  
 ,0,1glQ = ( ) 1 11 1
2 2 2
2 1 0 2 0 0 1 0 0
m�n ,
1 1 1 1 1 1 1 0 1 1 0
gl
gl
r jn n r
R
n r r j
−ϑ
   −                − − − − =               − − − − − −                 
  
 = ( ) 1
1 1 1
02 2 0
m�n ,
2 1 1 1 gl
n n
R
n r r j
−ϑ
   −        − − − =             − − − − + −              
 
= 1
1 1 1
2
1
0
22
m�n ,
1 2 10
gl
nnr
n r r j
r
 
   − −    =       −  − +      
 
 
1
1 1 1
2 2
2
12
m�n ,
gl
n
r
r r jn
r r
− 
 
 
  − +−
      
. 
Таким образом, 
 
,0,1
3,3
glV = 
1 11 22 1
1 2 1 2
1 1 2 2 2
12 2 2 2
( )  ,  m�n ,
gl
gl gl gl gl r r jr n r nj j Z j j
r r r r r
  − +− + − − + − , ∈  ≤ ≤ ≤ ≤       
. 
Покажем, что выполняются условия (4). Неравенство (2) верно для любого glJ ∈ ,0,1,
glVa b , так как 
( )1 .H E− =  Проанализируем неравенство (3): 
 
11 1
2 2 2
20 0 1 0 0
m�n ,
1 1 1 0 1 1 0 1
gl
gl
r jn n r
n r r j
  +−          − −          − − − − − +          
 ≤ 
1
2
0 0
1 1 0
n j
j
 ′    −    − − ′    
,  
 
1 1 1
00
m�n ,
1 1 1 2 gl
n n
n r r j
       
− −          − − − + − −        
 ≤ 
1
0
1
n
j
  
−     − ′−   
,  
1 1 1
m�n ,
1 gl
nn
n r r j
   
      − +    
 ≤ 
1 1
n
j
 
  ′ − 
.  
Неравенство ( )1 1 11m�n 1, 1gln r r j j ′− + ≤ −  выполняется для 1 2( )J j j′ ′′ , ∈ 3,3V  таких, что 
( )1 1 11m�n , 1glj n r j r′ = + + . С учетом вида области 3,3V  можно сделать заключение, что такие J ′ 
принадлежат этой области, поэтому 
3,3, glJV ′ ≠ ∅ для любого 
glJ ∈ ,0,1,
glVa b . 
Таким образом, ,0,1, ,
gl glV Va b a b= , величины 
,0,1glq  и ,0,1glQ  точно задают границы областей опре­
деления функций глобальных зависимостей. 
Работа выполнена при поддержке Белорусского республиканского фонда фундаментальных 
исследований (договор № Ф12ОБ­005).
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P. I. SOBOLEVSKY,  N. A. LIKHODED, P. A. MANDRIK
THE METHOD OF OBTAINING THE BOUNDARIES OF THE DOMAINS OF THE FUNCTIONS  
OF GLOBAL DEPENDENCES IN PARALLELING COMPUTATION PROBLEMS
Summary
A m�thod to obta�n th� doma�ns of th� funct�ons of global d�p�nd�nc�s bas�d on th� r�fin�d approx�mat�ons of th� s�t 
of t�l�s �s d�v�lop�d. Th� �xact pr�s�ntat�on of th� boundar��s of th� doma�ns of th� funct�ons of global d�p�nd�nc�s avo�ds 
r�dundant computat�ons �n th� p�rformanc� of commun�cat�on op�rat�ons and prov�d�s mor� opportun�t��s for granular 
parall�l�ng algor�thms.
