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Abstract
Quasicategories are simplicial sets with properties generalising those of the nerve of a category. They
model weak (ω,1)-categories. Using a combinatorially defined ordinal subdivision, we examine compo-
sition rules for certain special pasting diagrams in quasicategories. The subdivision is of combinatorial
interest in its own right and is linked with various combinatorial constructions.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The most usual method of subdivision for a simplicial complex used in elementary algebraic
and geometric topology is the barycentric subdivision. There is however another very well struc-
tured subdivision construction encountered from time to time. The basic geometric construction
involves chopping up a geometric n-simplex by n-planes parallel to a face and halfway between
that face and the opposite vertex. This subdivision occurs in the study of bisimplicial sets (Artin
and Mazur [1]), of classifying spaces (cf. Segal [17]), in approximations to the diagonal (cf. for
instance Baues [3] for a related formula), in algebraic models of 3-types (cf. the braided crossed
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cyclic sets (cf. Spalinski [18]) and in homotopy coherence (cf. Cordier and Porter [9] and Batanin
[2]). This list is certainly not exhaustive, but to our knowledge there is as yet no detailed combi-
natorial study of this construction for its own sake. This is surprising as it is closely linked to the
ordinal sum, which is combinatorially a basic construction in the theory of ordered sets and also
it relates to Catalan numbers and the structures that they count.
Our purpose here is threefold. We aim to show how the ordinal sum leads to the ordinal subdi-
vision, to study that ordinal subdivision in its own right and to prove a detailed theorem relating
the structure of the subdivided n-simplex to certain filling/extension problems in algebraic topol-
ogy. This, in turn, links with the emerging theory of quasicategories, cf. Joyal [13] and Verity’s
theory of (weak) complicial sets [19,20].
Some of the earlier results have benefitted from unpublished material of Duskin and van Os-
dol, indeed some are ‘folklore’ but are included for completeness. The final and main result is
a more detailed analysis of the situation studied by Cordier and the second author in [9]. The
analysis here includes more of the combinatorial detail than was deemed necessary for the proof
given there.
The main result should be seen as a contribution to the study of composition in weak infinity
categories. One of the main areas of current interest is in the theory of weak Kan complexes
or quasicategories. These were first studied by Boardman and Vogt [4,21] and were central to
the work on homotopy coherence already mentioned [6–9]. Their significance has recently been
recognised and their theory developed more fully by Joyal (cf. [13] and other, as yet, unpublished
work). In a weak Kan complex or quasicategory, as we study here, any collection of (n − 1)-
simplices that fit together to make the boundary of an n-simplex minus one face can be filled,
provided the missing face is not the zeroth or the nth one. As this is central to the purpose of the
paper, we will give the detailed definitions here:
Definitions
(i) The simplicial set ∧k[n] is defined to be the subsimplicial set of Δ[n] generated by the
(n − 1)-simplices
d0ιn, d1ιn, . . . , dk−1ιn, dk+1ιn, . . . , dnιn,
where ιn is the unique non-degenerate n-simplex in Δ[n]. For any n ∈ N, ∧k[n] is commonly
known as a “k-horn”. There is a natural embedding i : ∧k[n] → Δ[n].
(ii) A simplicial set, X, is a Kan complex if every morphism f : ∧k[n] → X (for all n, for all
0 k  n) extends to a morphism f : Δ[n] → X, with f i = f .
(iii) A simplicial set Y will be called a quasicategory, or sometimes a weak Kan complex, if
for any n ∈ N, and 0 < k < n, any simplicial morphism f : ∧k[n] → Y extends to a morphism
f : Δ[n] → Y with f i = f .
The nerve of any category is a quasicategory and in a quasicategory there is a weak form
of composition for 1-simplices: any two composable 1-simplices have (a family of possible)
composites as there is a filler for the V-shaped part of the 2-simplex which is the boundary minus
the first face. The composite is the first face of the filler and any two possible composites are
related (in fact are homotopic). This has analogues in higher dimensions.
In all generality, pasting schemes are an organisational tool, relating elements in a higher-
dimensional (weak) category for which a composite is sought. In simplicial contexts, for instance
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forms of pasting schemes is that given by ordinal subdivision of a simplex or more generally
of a simplicial set. Our main result basically states that, in a quasicategory, X, any such special
pasting scheme has a composite.
In a little more detail, the main result can be interpreted as follows: Denote the ordinal
subdivision of the n-simplex, Δ[n], by SdΔ[n]. A simplicial map f : SdΔ[n] → X for X a
quasicategory corresponds to a very well structured compatible family (which we will loosely
call a special pasting scheme) of n-simplices of X. For instance for n = 2, we have 2-simplices
in X arranged as
The main result shows that we can compose the n-simplices to form a single n-simplex of X.
This composite is not, of course, unique, but will be ‘up to homotopy,’ as mentioned above for
n = 1. To enable such a composite to be formed, in general, we need to build it up bit by bit by
very careful induction up the skeleton of SdΔ[n].
An ancillary aim of this work is to prepare the ground for a subsequent paper where these
results will be applied to the study of a ‘generic’ form of van Kampen theorem for simplicial
groupoids. Some of the results are contained in the first author’s 1993 thesis, [10].
In the next section we introduce ordinal sum and relate it to the total décalage functor and the
join. In Section 3, the ordinal subdivision, Sd, is defined for simplicial sets and various categorical
formulae are derived for later use. Of particular use is a description of the non-degenerate n-
simplices of SdΔ[n] and we also look at the categorical analogue of Sd. This is crucial for
the main theorem. In Section 4, adjoints to subdivision are considered. The main theorem is
introduced in its combinatorial form, relating to extensions of maps, early in Section 5 and a
fair number of very technical combinatorial lemmas occupies the rest of this section. Finally the
quasicategory form of the main theorem is given and proved in Section 6, which finishes with
a brief discussion of the composition in a quasicategory of the 2-dimensional special pasting
scheme given in the diagram above.
As mentioned above, much of the work for this paper was included in [10] (with the second
author as thesis director). Extra material has been added in more recent versions, and proofs
simplified, including some for which thanks are due to a referee. Many of the results make
striking analogies with more recent results of Verity, [19,20]. His work also contains a separate
analysis of ordinal subdivision in strict ω-categories and elsewhere, results from this current
paper are linked with an analysis of shuffles in his context.
2. Preliminaries
We briefly recall some of the combinatorial and categorical tools and notation needed later on.
Proofs are either routine calculations or are well known and so omitted. (Here ‘routine’ includes
use of the calculus of ends and coends, for which see Mac Lane [14].)
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a category, a simplicial object in A is a functor X : Δop → A, whilst a cosimplicial object is
a functor Y : Δ→ A. Our notation for simplicial objects, X with faces di : Xn → Xn−1 and
degeneracies, si : Xn → Xn+1 will be the standard one, as will be our notation for cosimplicial
objects. The corresponding (co)face and (co)degeneracy maps in Δ itself will be denoted by δi
and σi , respectively.
Most of the time, we will need A= Sets, the category of Sets, in which case we may write S
instead of SetsΔop . The Yoneda embedding in this case specialises to give a functor (or cosimpli-
cial simplicial set)
Δ :Δ→ (SetsΔop).
Denoting the ordinal {0 < 1 < · · · < n} by [n] gives the n-simplex Δ[n] = Δ(−, [n]), as a
representable functor. The n-dimensional non-degenerate simplex ιn corresponds, in this rep-
resentation, to the identity map on [n].
The ordinal sum1
⊕ :Δ×Δ→Δ
is given by: [p]⊕[q] = [p+q+1] and if f : [p] → [p′], g : [q] → [q ′], then f ⊕g : [p]⊕[q] →
[p′] ⊕ [q ′] is given by:
f ⊕ g(k) =
{
f (k) if 0 k  p,
g(k − p − 1)+ q ′ + 1 if p + 1 k  p + q + 1.
Thus ⊕ concatenates two ordinals: [p]⊕ [q] is first [p] then [q]. Ordinal sum is a special case of
the join operation, X∧Y , for partially ordered sets, where everything in X is less than everything
in Y , but otherwise elements are compared as in the individual posets, X and Y .
A simplicial simplicial set is called a bisimplicial set. If Y is a bisimplicial set, then it is
a functor from Δop × Δop to Sets. We will later need various functors between SetsΔop and
SetsΔop×Δop :
(i) DEC: the total décalage functor from SetsΔop to SetsΔop×Δop is given by composition along
⊕op :Δop ×Δop →Δop and so, for instance, if X is in SetsΔop , DEC(X)p,q = Xp+q+1.
(ii) diag: the diagonal functor ∂ : Δop → Δop × Δop induces a functor from SetsΔop×Δop
to SetsΔop , which restricts each functor to the diagonal copy of Δop in Δop × Δop, so
diag(Y )n = Yn,n for Y ∈ SetsΔop×Δop . This functor has a useful description as a coend:
diag(Y )q ∼=
p∫
Yp,q ·
(
Δ[p]),
where A · B denotes the A-fold copower of B , i.e. the coproduct of A-many copies of the
object B , where A is a set.
1 The notation ⊕ is used as in Latex. This is ‘oplus’ and ‘o’ reminds one of ‘ordinal’ and ‘plus’ of ‘sum.’
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It may help the reader in the interpretation of the above coends to note that, by Yoneda’s
lemma from elementary category theory, we get
X ∼=
m∫
Xm ·Δ[m],
i.e. X is made up of copies of the basic simplices glued together by their faces and degeneracies.
Given a small category C, Ner(C) will denote the simplicial set having Cat([n],C) as its set
of n-simplices. The functor Ner : Cat → SetsΔop has a left adjoint, which will be denoted by Π
and which might be called ‘categorisation.’ This can be specified by a coend
ΠX ∼=
n∫
Xn · [n]
and corresponds to the usual construction of generating a free category using the directed graph
corresponding to
X1 X0
and then dividing out by relations corresponding to 2-simplices. As this does not involve higher
order simplices, it is clear that the unit of the adjunction is not, in general, a homotopy equiva-
lence of simplicial sets, however Π Ner(C) is always isomorphic to C.
Finally we recall from our earlier paper, [11], the construction of the join for augmented
simplicial sets. Firstly note that if we had included the empty ordinal in the category Δ, we
would have got, instead of simplicial sets, augmented simplicial sets, which also have a set X−1
of (−1)-simplices and a face map d0 : X0 → X−1 equalising the maps di : X1 → X0, i = 0,1.
Any simplicial set can be augmented in at least two (possibly different) ways, (i) by taking X−1
to be a singleton set with d0 the unique map or (ii) by taking X−1 = π0(X), the coequaliser of
d0 and d1.
Given two augmented simplicial sets, X and Y , their join X 	 Y is given by
X 	 Y ∼=
p,q∫
(Xp × Yq) · Δ
([p] ⊕ [q]).
We note that:
Lemma 2.1.
Δ[n] 	Δ[m] ∼= Δ[n +m+ 1]
and that the geometric realisation of X 	 Y is homeomorphic to the topological join of the
realisations of X and Y if the augmentations are trivial, i.e. X−1 ∼= Y−1 ∼= singleton. An analysis
of this join operation has been given by the authors in [11]. For future use we also note the now
obvious:
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S(Δ[n] 	 Δ[m],X)∼= DEC(X)m,n.
3. Ordinal subdivision
3.1. Ordinal subdivision of simplicial sets
Definition. The ordinal subdivision of Δ[n], the standard n-simplex in simplicial sets, is denoted
by Sd(Δ[n]), and is defined as follows:
Sd
(
Δ[n]) :=
p,q∫
Δ
([p] ⊕ [q], [n]) · (Δ[p] × Δ[q]). (1)
Definition. The ordinal subdivision of a simplicial set X is denoted by Sd(X) and is defined by
Sd(X) :=
n∫
Xn · Sd
(
Δ[n]). (2)
This expands to
Sd(X) :=
n∫
Xn ·
( p,q∫
Δ
([p] ⊕ [q], [n]) · (Δ[p] × Δ[q])). (3)
This form of these definitions is due to Cordier and Porter, [9]. Intuitively, each n-simplex of
X is replaced by a subdivided n-simplex, which is made up of a set {Δ[p]×Δ[n−p]}0pn of
prisms, where Δ[p] × Δ[n− p] has a face in common with Δ[p + 1] × Δ[n − p − 1].
In general, this subdivision mirrors one at the topological level, i.e. after geometric realisation.
We recall some of the details. There is a decomposition of the affine simplex Δn into n + 1
subpolyhedra Pni , 0  i  n, which are homeomorphic to prisms, Pni ∼= Δn−i × Δi . This can
be given explicitly and can be found in, for instance, Mardešic´ [15, p. 23], where their use in
composition of coherent mappings is discussed. For completeness, we give a brief résumé of that
decomposition here. We take the standard topological n-simplex to be Δn, given by {t ∈ Rn+1 |
ti  0 for all n and
∑
ti = 1}. Now define Pni = {t ∈ Δn | t0 + · · · + ti−1  12  t0 + · · · + ti}.
The homeomorphism from Pni to Δ
n−i ×Δi is specified by its projections:
ai(t) =
(
1 − 2
(
n∑
j=i+1
tj
)
,2ti+1, . . . ,2tn
)
and
bi(t) =
(
2t0, . . . ,2ti−1,1 − 2
i−1∑
tj
)
.j=0
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Sd(Δ[3]) in some detail.
For any n, Sd(Δ[n]) is made up of various prisms Δ[p] × Δ[q] labelled by the ordinal maps
from ordinals of the form [p] ⊕ [q] to [n] and glued together via the relations inherent in these
labels, i.e., generated by the face and degeneracy maps on [p] and [q]. Writing [p] ⊕ [q] =
{0,1, . . . , p,0′, . . . , q ′} with primes, ′, merely to indicate membership of the second part of the
ordinal sum, and considering n = 3, any map from [p] ⊕ [q] to [3] factors through one of the
following:
p = 0, q = 3 p = 1, q = 2 p = 2, q = 1 p = 3, q = 0
0 → 0 0 → 0 0 → 0 0 → 0
0′ → 0 1 → 1 1 → 1 1 → 1
1′ → 1 0′ → 1 2 → 2 2 → 2
2′ → 2 1′ → 2 0′ → 2 3 → 3
3′ → 3 2′ → 3 1′ → 3 0′ → 3
For instance: [1] ⊕ [1] = [3] and the ‘identity map’ from [1] ⊕ [1] to [3] factors through the case
p = 2, q = 1 and also through that of p = 1, q = 2.
In each case, as one jumps from [p] to [q], the image repeats, however this is not a degenerate
map as there is no pth degeneracy in [p] ⊕ [q]. We note that if σp,q denotes the map from
[p] ⊕ [q] to [n], where n = p + q − 1, with
σp,q(p) = σp,q(0′),
then there are face relations between the various σ . In fact,
[p − 1] ⊕ [q] δp⊕[q]
[p−1]⊕δ0
[p] ⊕ [q]
σp,q
[p − 1] ⊕ [q + 1]
σp−1,q+1
[n]
always commutes.
Figure 1 illustrates this for n = 3 again. There are two triangular prisms (corresponding to
Δ[1] × Δ[2] and Δ[2] × Δ[1]) meeting in a rectangular face, and two tetrahedra, Δ[0] × Δ[3]
and Δ[3] × Δ[0], each meeting one of the prisms in a triangular face.
Since the simplicial sets Δ[p]×Δ[n−p] split naturally into a set of ( np ) n-simplices, Sd nat-
urally splits the n-simplex into 2n n-simplices.
Above we have introduced two possible meanings for Sd(Δ[n]). One directly as a coend, the
other as the case X = Δ[n] of the general definition of Sd(X). As it is possible that these two
definitions could give rise to two different versions of Sd(Δ[n]), it is important to check that
Sd
(
Δ[n])∼=
m∫
Δ[n]m · Sd
(
Δ[m]),
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that is, that the two definitions agree. The following proposition goes somewhat further. The
proof is ‘simple,’ being just repeated use of adjunctions and the end calculus, but is included for
completeness.
Proposition 3.1.
Sd(X) =
n∫
Xn ·
( p,q∫
Δ
([p] ⊕ [q], [n]) · (Δ[p] ×Δ[q]))
∼=
p,q∫
DEC(X)p,q ·
(
Δ[p] ×Δ[q]).
Proof. Consider S(Sd(X),Y ) for any simplicial set Y . Then,
S(Sd(X),Y )∼= S(
n∫
Xn ·
( p,q∫
Δ
([p] ⊕ [q], [n]) · (Δ[p] ×Δ[q])), Y)
∼=
∫
n
Sets
(
Xn,S
( p,q∫
Δ
([p] ⊕ [q], [n]) · (Δ[p] × Δ[q]), Y))
∼=
∫
n
Sets
(
Xn,
∫
p,q
Sets
(
Δ
([p] ⊕ [q], [n]),S((Δ[p] ×Δ[q]), Y )))
∼=
∫
Sets
( n∫ (S(Δ[n],X)× S(Δ[p] 	Δ[q],Δ[n])),S((Δ[p] ×Δ[q]), Y ))p,q
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∫
p,q
Sets
(S(Δ[p] 	Δ[q],X),S((Δ[p] ×Δ[q]), Y ))
∼= S
( p,q∫
DEC(X)p,q ·
(
Δ[p] × Δ[q]), Y).
Since this is true for any Y ∈ S , the proposition follows. 
Corollary 3.2. ‘Sd(Δ[n])’ is unambiguous.
Proof. This follows from the general form of the definitions. It may help to note however that
DEC(Δ[n])p,q = Δ([p] ⊕ [q], [n]) and to use the previous result. 
We also have a useful description of the subdivision in terms of diag and DEC.
Corollary 3.3.
Sd(X) ∼= diag ◦ DEC(X).
Proof. We noted earlier that for a bisimplicial set Y ,
diag(Y )q ∼=
p∫
Yp,q ·
(
Δ[p]),
so
diag(Y ) ∼=
p,q∫
Yp,q ·
(
Δ[p] ×Δ[q]).
Replacing Y with DEC(X) gives the result since
Sd(X) ∼=
q∫
diag
(
DEC(X)p,q
) ·Δ[q]. 
As Sd(X) = diag ◦ DEC(X), the n-simplices of Sd(X) are given by the set X2n+1; the ith
face map is given by:
δi : Sd(X)n → Sd(X)n−1 = didn+1+i : X2n+1 → X2n−1
and the ith degeneracy map by:
σi : Sd(X)n → Sd(X)n+1 = sisn+1+i : X2n+1 → X2n+3.
(This may seem to overload the symbols δ and σ as they have already been used for the basic
coface and codegeneracy maps in Δ, however there is little risk of confusion and their use here
is very convenient.)
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Sd(Δ[n]) by (2 × m)-matrices,
(
i0 · · · im
im+1 · · · i2m+1
)
.
The conditions on Δ[n] imply that ik  ik+1. The transition from prism labels to matrix labels for
simplexes in Sd(Δ[n]) is quite subtle and illuminating. Any prism label, σp,q : [p] ⊕ [q] → [n],
with p + q = n+ 1 as before, restricts to [p] and [q] to give two maps [p] → [n] and [q] → [n],
and hence a simplicial map
Δ[p] × Δ[q] → Δ[n] × Δ[n].
For instance, the prism label
0 → 0
1 → 1
0′ → 1
1′ → 2
2′ → 3
yields a map from Δ[1] × Δ[2] into Δ[3] ×Δ[3], picking out the prism given by the 6 vertices
(0,1) (0,2) (0,3)
(1,1) (1,2) (1,3)
A non-degenerate 3-simplex in this prism corresponds to a path from (0,1) to (1,3), for instance,
the path
(0,1) → (0,2) → (0,3) → (1,3).
Writing down a 2 × 3 matrix, with 1st row the 1st coordinates in the path and 2nd row the 2nd
coordinates, yields a matrix label:
(
0 0 0 1
1 2 3 3
)
.
It is then clear that the simplex is non-degenerate precisely because the repeated vertices in one
row correspond to jumps in the other row. In other words, the non-degenerate n-simplices of
Sd(Δ[n]) are given by matrices
(
i0 · · · in
i · · · i
)n+1 2n+1
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ik−1 = ik − 1 if and only if in+k = in+k+1 and there are no other possibilities. Clearly there are
no non-degenerate r-simplices for r > n.
Using this it is possible to describe the non-degenerate n-simplices of Sd(Δ[n]) as degenera-
cies of the identity morphism ιn : [n] → [n].
Proposition 3.4. The non-degenerate n-simplices of Sd(Δ[n]) are given precisely by the elements
of Δ[n]2n+1 of the form
sjnsjn−1 · · · sj0 ιn,
where jk < jk+1 for 0  k  n − 1, there is some r such that jr = n, and if there is some t
(0 t  n) such that jt = p, then there is no k such that jk = n + 1 + p (for 0 p  n).
Proof. Note first that any element of Δ[n]2n+1 must be of the form
sjn+l+1 · · · sj0dkl · · ·dk0 ιn.
Clearly, as ιn has dimension n in Δ[n], the non-degenerate elements of Sd(Δ[n])n will have no
face maps in them in this representation, thus they must be of the form
sjnsjn−1 · · · sj0 ιn.
Secondly, by use of the simplicial identities, the degeneracies may be reordered so that jk < jk+1.
When the composite degeneracy is in this form, the suffices on each degeneracy denote those
vertices in the final (2n+ 2)-tuple which are the same as the subsequent vertex. If there are r and
r ′ such that jr + n+ 1 = jr ′ , this means that both ijr = ijr+1 and ijr+n+1 = ijr+n+2, and putting
the (2n+ 2)-tuple in the matrix form
(
i0 · · · ijr ijr+1 · · · in
in+1 · · · ijr+n+1 ijr+n+2 · · · i2n+1
)
it is evident that the jr th vertex is the same as the jr+1th, that is, the matrix represents a degen-
erate simplex.
Lastly, assume that there is no r such that jr = n; this means that the last entry on the top
row of the matrix representing the element is not equal to the first entry of the second row of the
matrix, thus, for some 0 r < n, the matrix has the form
(
0 · · · r
r + i · · · n
)
.
This means that there are r points in the top row where the entry changes, and so n − r points
of no change. Therefore, for the matrix to represent a non-degenerate simplex, there must be at
least n − r points of change in the bottom row. However, since the first entry of the bottom row
is at least r + 1, there can at most be n− r − 1 points of change in the bottom row, thus there will
be some point in the matrix where both the top and bottom rows remain the same, which means
it represents a degenerate element. 
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clearly extend to augmented simplicial sets. It clear that Sd(X)−1 = X−1, since DEC(X)−1,−1 =
X−1.
Proposition 3.5. Let X be a simplicial set, then π0(Sd(X)) ∼= π0(X).
Proof. Let q : X0 → π0(X) and p : Sd(X)0 → π0(Sd(X)) be the canonical quotient maps.
Then, qd0 = qd1 is a coequalising map for the pair d0d2, d1d3, thus, there is a unique map
f : π0(Sd(X)) → π0X such that fp = qd0.
We have
X ∼=
n∫
Xn · Δ[n] and Sd(X) ∼=
n∫
Xn · Sd
(
Δ[n]),
and, since π0 preserves colimits, the map fX is a colimit of the corresponding maps fΔ[n],
n = 0,1, . . . . It follows that fX is an isomorphism if, for each n, fΔ[n] is an isomorphism. As
both Δ[n] and Sd(Δ[n]) are connected, π0 of each is a singleton so the result follows. (We would
like to thank the referee for a great simplification of the original proof of this result.) 
To complete our discussion of the ordinal subdivision operation, it is useful to note that
Sd(Δ[n]) can be represented as a subsimplicial set of the product Δ[n] × Δ[n], in fact of the
subdiagonal of that simplicial set. This is fundamental to later considerations, but also helps to
motivate the use of the matrix notation introduced above. To do this it is convenient to consider
the corresponding subdivision operation on categories.
3.2. Ordinal subdivision in Cat
Ordinal subdivision in S has an analogue in Cat, which is the key to understanding the rela-
tionship between the ordinal sum and pasting in quasicategories. Subdivision may be as easily
defined in Cat as it is in S . This is more than just a categorical exercise—once a subdivision of
[n] is defined, it would be possible to take its nerve and so obtain a simplicial set which models
the subdivision, but which is also a quasicategory. In fact it gives us more. The subdivision for
categories produces something that contains both the sub-divided simplex and the simplex itself.
It thus is ideal for giving a means for comparing the two. The importance of this is that informa-
tion on the elements or maps to be glued together is often presented in a combinatorial form, i.e.
on Sd(Δ[n]), but we need to glue this data together to obtain its composite on an un-subdivided
simplex. The filling arguments presented later will show how this can be done.
In what follows we will use a subscript Cat under the coend to indicate that this is taken
within Cat.
Definition. If C is a small category, then define
Sd(C) :=
p,q∫
Cat
(([p] ∨ [q]),C) · ([p] × [q]).Cat
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p,q∫
Cat
Ner(C)p+q+1 ·
([p] × [q]).
Consider the case when C = [n] for some n ∈ N. Noting that Cat([p] ∨ [q], [n]) ∼=
Δ([p] ⊕ [q], [n]), we get
Sd
([n])=
p,q∫
Cat
Δ
([p] ⊕ [q], [n]) · ([p] × [q]).
Since this is a category, its nerve
Ner
( p,q∫
Cat
Δ
([p] ⊕ [q], [n]) · ([p] × [q])
)
will be, of course, a quasicategory.
Compare this with Sd(Δ[n]), that is Sd(Ner[n]):
Sd
(
Δ[n])=
p,q∫
Δ
([p] ⊕ [q], [n]) · (Δ[p] × Δ[q]).
Since Δ[n] ∼= Ner[n], and since Ner is a right adjoint, this may be rewritten as
p,q∫
Δ
([p] ⊕ [q], [n]) · Ner([p] × [q]).
There should be a link between these two constructions, and indeed there is. It arises from the
unit of the adjunction Π Ner. Specifically,
ηn : Sd
(
Ner[n])→ Ner(Sd([n])).
Proposition 3.6.
Π
(
Sd
(
Δ[n]))∼= Sd([n]).
Proof. Let C be any small category, then
Cat
(
Π Sd
(
Δ[n]),C)∼= S(Sd(Δ[n]),Ner C)
= S
( p,q∫
Δ
([p] ⊕ [q], [n]) · (Δ[p] ×Δ[q]),Ner C)
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∫
p,q
Sets
(
Δ
([p] ⊕ [q], [n]),S(Ner([p] × [q]),Ner C))
∼=
∫
p,q
Sets
(
Δ
([p] ⊕ [q], [n]),Cat(([p] × [q]),C))
∼= Cat
( p,q∫
Cat
Δ
([p] ⊕ [q], [n]) · ([p] × [q]),C
)
= Cat(Sd[n],C). 
Note that the proof relies on the fact that Π Ner ∼= IdCat: as mentioned above in Section 2.
Corollary 3.7. Let C be any small category. For any simplicial morphism f : Sd(Δ[n]) →
Ner(C), there is a unique f : Ner(Sd[n]) → Ner(C) such that f ηSd(Δ[n]) = f .
We note that Ner(C) is a quasicategory with special unique ‘thin fillers’ given by the compo-
sition. We will examine the extent to which one can replace Ner(C) by an arbitrary ‘weak Kan
complex’ or, in other words, a category C by an arbitrary quasicategory.
3.3. Sd(Δ[n]) and the subdiagonal
We will relate Ner(Sd[n]) to the subdiagonal of Δ[n] × Δ[n] in a natural way, i.e., giving an
isomorphism of cosimplicial simplicial sets.
Consider again the structure of the two simplicial sets, Sd(Δ[n]) and Ner(Sd[n]). Notice
first, that Δ[n] is a simplicial complex—that is, the non-degenerate m-simplices are defined as
(m+ 1)-element subsets of the vertex set. Recall the notation for an m-simplex of Sd Δ[n] is
(
i0 · · · im
im+1 · · · i2m+1
)
,
where (i0, . . . , im, im+1, . . . , i2m+1) is a (2m + 1)-simplex of Δ[n], and that the pth vertex of
this m-simplex is
( ip
im+p+1
)
.
The m-simplices of Ner Sd[n] may be described by the matrix
(
i0 · · · im
j0 · · · jm
)
where (i0, . . . , im), (j0, . . . , jm) are both m-simplices of Δ[n], and ik  jk for all k. The pth
vertex of this m-simplex is
( ip
jp
)
.
It is clear that the vertices of SdΔ[n] and Ner Sd[n] are the same. Therefore, to describe both
SdΔ[n] and Ner Sd[n], consider the diagram, shown in Fig. 2, where the vertex ( i
j
)
is on the ith
row, in the j th column. The vertices have a natural partial order on them, given by
( i0
j0
)

( i1
j1
)
when i0  i1 and j0  j1 and further
( i0
j0
)
<
( i1
j1
)
when i0  i1 and j0 < j1 or i0 < i1 and j0  j1.
A path in the diagram is defined to be a sequence of vertices which is strictly increasing.
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Next we note that SdΔ[n] is also a simplicial complex, so that a particular set of vertices
uniquely defines a non-degenerate simplex, but that unlike in Δ[n] itself, not all sets of vertices
determine simplices.
The non-degenerate simplices of Sd Δ[n] are given by paths which lie entirely in a rectan-
gle in the diagram, and the n-simplices are the maximal paths in any (p × q)-rectangle, where
p + q = n. A non-degenerate m-simplex is thus described by a matrix ( i0 ··· im
im+1 ··· i2m+1
)
where
(i0, . . . , i2m+1) is a (2m+ 1)-simplex of Δ[n], and
( ik
im+k+1
)
<
( ik+1
im+k+2
)
, for all 0 k < m, in the
product order.
Similarly, the non-degenerate simplices of Ner Sd[n] are all paths in the diagram, and a non-
degenerate m-simplex is described by a (2 × m)-matrix ( i0 ··· im
j0 ··· jm
)
where
( ik
jk
)
<
( ik+1
jk+1
)
. Note
further that the n-simplex
( 0 1 ··· n
0 1 ··· n
)
is in Ner Sd[n] but not in SdΔ[n], and also, that Ner Sd[n]
has c(n + 1) 2n-simplices—where c(n) is the nth Catalan number. The nth Catalan number is
usually defined as the number of different bracketings of the word a1a2 · · ·an, but there are other
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(n − 1)-grid (that is a grid with n vertices on each side).
As an example, consider SdΔ[4]. It may be described by the diagram shown in Fig. 3.
The simplices of SdΔ[4] are those paths which lie entirely in any particular rectangular
subdiagram—the non-degenerate 4-simplices are
( 0 0 0 0 0
0 1 2 3 4
)
,
( 0 0 0 0 1
1 2 3 4 4
)
,
( 0 0 0 1 1
1 2 3 3 4
)
,
( 0 0 1 1 1
1 2 2 3 4
)
,( 0 1 1 1 1
1 1 2 3 4
)
, and so on, giving 16 in all. There are no non-degenerate simplices of higher dimension
in Sd Δ[4].
On the other hand, the simplices of Ner Sd[4] are all the increasing paths of the dia-
gram, and specifically include the following 8-simplices:
( 0 0 0 0 0 1 2 3 4
0 1 2 3 4 4 4 4 4
)
,
( 0 0 0 0 1 1 2 3 4
0 1 2 3 3 4 4 4 4
)
,( 0 0 0 1 1 1 2 3 4
0 1 2 2 3 4 4 4 4
)
,
( 0 0 0 0 1 2 2 3 4
0 1 2 3 3 3 4 4 4
)
,
( 0 0 1 1 1 1 2 3 4
0 1 1 2 3 4 4 4 4
)
, etc. We leave a complete list to the diligent
reader. There are 14 such simplices in all.
4. Adjoints to subdivision
It is often useful to be able to ‘throw’ a construction from one side of a function set to the
other, replacing it by an adjoint, right or left, if such exists. Existence of adjoints also has useful
implications for the important properties of preservation of limits and/or colimits. What is the
situation for the ordinal subdivision?
We have seen that Sd(X) = diag DECX, and since both DEC and diag have left and right
adjoints, Sd has both left and right adjoints. These are given by left and right Kan extensions. We
have a composite functor ⊕∂ from the category Δop to itself, and so the left adjoint:
Lan⊕∂X
([n])= Lan⊕
( m∫
Δ[m]p × Δ[m]q × Xm
)([n])
∼=
p,q∫
Δ[p + q + 1]n ×
( m∫
Δ[m]p × Δ[m]q ×Xm
)
∼=
m∫
Δ
([n], [2m + 1])×Xm
and the right adjoint:
Ran⊕∂X
([n])= Ran⊕(S(Δ[p] × Δ[q],X))([n])
∼=
∫
p,q
Sets
(
Δ[n]p+q+1,
∫
m
Sets
(
Δ[p]m × Δ[q]m,Xm
))
∼=
∫
p,q
∫
m
Sets
(
Δ[n]p+q+1 × Δ[p]m × Δ[q]m,Xm
)
∼=
∫
m
Sets
( p,q∫ (
Δ[n]p+q+1 × Δ[p]m ×Δ[q]m
)
,Xm
)
∼=
∫
Sets
(
Δ[n]2m+1,Xm
)
.m
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(Sd(X))n ∼= S(Δ[n],Sd(X)) ∼= S(Δ[n] 	 Δ[n],X), where Δ[n] 	 Δ[n] is the ‘join square’ of
Δ[n]. Since adjoints are unique up to isomorphism, this implies that
Lan⊕∂
(
Δ[n])∼= Δ[n] 	 Δ[n].
This means that
(
Δ[n] 	Δ[n])
m
∼=
p∫
Δ
([m], [2p + 1])×Δ([p], [n])
∼=
p,q∫
Δ
([p], [n])×Δ([q], [n])×Δ([m], [p + q + 1]).
It is not true in general, however, that Lan⊕∂X ∼= X	X. This is true in the particular case of Δ[n]
because Δ[n] is generated by a single n-simplex. It does however give the following description
of Lan⊕∂X:
Lan⊕∂X ∼=
n∫
Xn ·
(
Δ[n] 	 Δ[n]).
5. Extensions
The relationship between Ner ◦ Sd and Sd ◦ Ner is subtle. Their comparison via the inclusion
of Sd(Δ[n]) into Ner(Sd[n]) corresponds to various well-known combinatorial problems. We
will concentrate on one, namely the way in which Ner(Sd[n]) can be collapsed to Sd(Δ[n]),
rather as in the study of shellability. Explicitly, we show that (i) Sd(Δ[n]) is isomorphic to a
subcomplex of Ner(Sd[n]), (ii) we give an algorithm for collapsing Ner(Sd[n]) to Sd(Δ[n]),
so that no collapse used is across a zeroth or last face, and all this done compatibly with the
various structural maps making Sd(Δ[n]) and Ner(Sd[n]) cosimplicial in n. This is most easily
handled via its dual problem, namely that of extending a map defined on Sd(Δ[n]) to one defined
on Ner(Sd[n]) in as ‘natural’ a way as possible, e.g. so as to be compatible with the face and
degeneracy relations between the different [n]. In order to discuss this extension problem, we
will need to recall in detail and refine various notions from combinatorial homotopy theory,
namely anodyne extensions and Kan complexes.
5.1. Quasicategories and anodyne extensions
Definition. An anodyne extension is an element in the saturated set of morphisms in S which is
generated by the family of inclusions
{∧k[n] → Δ[n] ∣∣ n ∈N, 0 k  n}.
For a description of saturated sets and a study of anodyne extensions, see [12]. It is a property
of anodyne extensions that if i : A → B is an anodyne extension, and f : A → X is any simplicial
morphism whose codomain, X, is a Kan complex, then there is a morphism, f : B → X with
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simplicial morphism with codomain a Kan complex, may be extended.
A class of ‘weak anodyne extensions’ will be defined shortly. These are defined for use with
quasicategories, somewhat as the above classical anodyne extensions were with Kan complexes.
Why are quasicategories important?
It is accepted that Kan complexes are a useful model of weak infinity groupoids, in as much as
they have weak composites for any sensible pasting scheme. These composites are not uniquely
defined, but are unique up to the equivalence determined by the ‘cells’ in the ‘next level up.’
Quasicategories are thus the analogues of weak infinity categories, technically weak (ω,1)-
categories, as the lack of fillers for zeroth or last face horns corresponds to lack of invertibility.
Although we will not make this more precise here, it is an important intuition to keep in mind
when interpreting the technical results of the next few sections. This viewpoint was pioneered by
Boardman and Vogt [4] and Vogt [21] in the 1970s and was ‘centre stage’ in the results of Cordier
and Porter extending Vogt’s theorem on homotopy coherent diagrams, and related results, [6–8].
More recently, their study as such has been initiated by Joyal, [13], who introduced the name
quasicategory for them so as to stress the many properties they share with (the nerves of) small
categories. We have adopted his usage of the term.
5.2. Weak anodyne extensions and the problem of extending over Sd(Δ[n]) → Ner(Sd[n])
Here is the promised definition of ‘weak anodyne extensions.’ We will examine these mor-
phisms in more detail later, but do need the definition now so as to state certain results.
Definition. A weak anodyne extension is a morphism i : Y → X which is obtainable by a finite
sequence Y i1−→ Y1 i2−→ Y2 · · ·Yn−1 in−→ Yn = X, where there is a pushout diagram
∧k[m]

Δ[m]
Yj Yj+1
for all 0 < j < n, for some 0 < k < m.
Our aim is to give an ‘algorithm’ for extending a map defined on Sd(Δ[n]) to one defined on
Ner(Sd[n]), compatibly with all the coface and codegeneracies between these simplicial sets for
the various n.
To help keep control of this extension ‘algorithm,’ certain definitions will help.
Definition. (i) The weight of a vertex:
w : {vertices of Sd(Δ[n])}→ N,
is defined by
w
(
ir
)
= min(i, n − j).
jr
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d : {2n-simplices of Ner(Sd[n])}→ N,
is defined by
d :
(
i0 · · · im
j0 · · · jm
)
=
2n∑
r=0
w
(
ir
jr
)
.
This depth function counts the number of squares in the grid (pictured earlier) which lie under
the path described by the 2n-simplex in question.
(iii) Let x be a 2n-simplex in Ner(Sd[n]) of depth r (for 1 r  n(n − 1)/2), a 2n-simplex
of depth (r − 1) will be called a predecessor of x if it differs from x at one vertex—that is, if
they share a common (2n − 1)-simplex. The number of predecessors of x will be denoted p(x).
The number of predecessors a simplex has is the number of “steps” the path representing it
has in the diagram (irrespective of the height of the steps), thus, a path in the diagram may be
uniquely described by the vertices at which the path turns from the vertical to the horizontal—the
number of these vertices being the number of steps, and therefore the number of predecessors of
the 2n-simplex described by the path. It may be helpful to consider the Hasse diagram of the set
of 2n-simplices, where the relation is “is a predecessor of”. Figure 4 shows such a diagram for
the case n = 4, with the 2n-simplices denoted pictorially by the paths which represent them, and
Fig. 4.
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to fill successive depths in turn, starting at depth 0. At each stage we use lower dimensions to
justify intermediate steps.
As use is to be made of the cosimplicial structure of both Ner(Sd[−]) and Sd(Δ[−]), some
idea of it will be needed. Consider the diagram (in 3.3) used to describe the two simplicial sets
Ner(Sd[n]) and Sd(Δ[n]). The image of the cosimplicial morphism induced by the morphism δi
in Δ is the subdiagram on all those vertices
(
j
k
)
for which j = i and k = i.
The definition of weak anodyne extension above (Section 5.2) lacks the categorical elegance
of the definition of anodyne extension [12], and it may be possible to redefine the definition of
weak anodyne extension along the same lines. However, the definition given here is sufficient
for the purposes of this paper. It should be noted that in Joyal’s theory of quasicategories, a
Quillen model category structure is given, and there would seem to be clear links between our
weak anodyne extensions and his trivial cofibrations. In fact an unknown referee of this paper
has pointed out that if one enlarges the class of weak anodyne extensions by allowing transfinite
composites of sequences of pushouts and then closes up the class under the formation of retracts,
one would obtain the class of maps that Joyal refers to as ‘mid-anodyne.’ Every mid-anodyne
map of simplicial sets is a trivial cofibration with respect to Joyal’s model structure, but not
conversely.
The following technical lemmas prove that the embedding Y → Δ[n + 1] is a weak anodyne
extension, for certain subsimplicial sets, Y , of a standard n + 1-simplex. (Their proofs can be
omitted at first reading.)
Lemma 5.1 (Partial Horn Lemma). Let Y ⊂ Δ[n + 1] be generated by the n-simplices, dγj ιn+1
for 0 j  r , where 1 r  n, γj < γj+1 for 0 j  r−1. Then the inclusion Y → Δ[n+1] is
an anodyne extension, and if γ0 = 0, γr = n+ 1, then the inclusion is a weak anodyne extension.
Proof. The proof is by induction. First consider the case n = 1. In this case, r = 1 and so
(γ0, γ1) ∈ {(0,1), (0,2), (1,2)}. Therefore Y is a k-horn ∧k[2], (for 0 k  2), and so the result
is trivial (as in all three cases, the embedding of Y in Δ[2] is an anodyne extension, and it is a
weak anodyne extension in precisely the case k = 1).
Next, assume that the result is true for all m < n and for all 1  r  m. Consider a set as
described in the statement of the lemma. If r = n then the simplices constitute a k-horn ∧k[n+1]
for some k (since there is precisely one k with k = γj for all 0 j  n) and so the result is (again)
trivial.
Then assume r < n. Let s be the smallest integer not equal to any of the γj . Consider the
following set of (n − 1)-simplices:
dγj dsιn+1 for γj < s and dγj−1dsιn+1 for γj > s.
These simplices are a set of faces of the n-simplex 〈dsιn+1〉. Note that the face d0dsιn+1 is present
if, and only if, γ0 = 0 and the face dndsιn+1 is present iff γr = n + 1. Further, these simplices
generate Y ∩ 〈dsιn+1〉 ⊂ 〈dsιn+1〉. Thus, by induction, the embedding is an anodyne extension,
and is weak anodyne if the 0th and nth faces are present in the set.
So, Y → Y ∪ 〈dsιn+1〉 := Y1 is an anodyne extension, and is a weak anodyne extension when
the faces d0ιn+1 and dn+1ιn+1 are both present in the set of generators of Y .
If r + 1 = n, then Y1 ∼= ∧k[n + 1] for some k; if not, repeat the process with a new s. Thus,
it is possible to obtain a chain of anodyne extensions Y → Y1 → ·· · → Yn−r ∼= ∧k[n + 1] for
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faces d0ιn+1 and dn+1ιn+1. 
In the following, α and β are integers, 1  α,β  n. The notation dα0 is a convenient, but
slightly confusing shorthand for d0 . . . d0, i.e., the α-fold iterated zeroth face map. The correct
notation would be dn−α+10 d
n−α+2
0 . . . d
n
0 , with the superfix here indicating the dimension of the
domain of that face map, dk0 : Yk → Yk−1. A similar comment applies to dβ for suitable .
Lemma 5.2. Let Y be the subsimplicial set of Δ[n + 1] generated by two simplices x = dα0 ιn+1
and y = dβn+2−βιn+1, where 1 α,β  n and α+β  n+1. Then the inclusion i : Y → Δ[n+1]
is a weak anodyne extension.
Proof. First let n = 1. Then α = β = 1 and the subsimplicial set generated by x and y is ∧1[2].
The embedding of this into Δ[2] is weak anodyne. Assume now the lemma has been proved for
all cases up to n− 1. The case α = β = 1 has been dealt with by Lemma 5.1.
Consider the case α  β  1. Then d0y and x are in the n-simplex generated by d0ιn+1.
The subsimplicial set generated by x and d0y embeds into the n-simplex generated by d0ιn+1,
and since dα−10 (d0ιn+1) = x, and d0dβn+2−βy = dβn+1−βd0y, the embedding is a weak anodyne
extension. Then, d0ιn+1 and y are n-simplices with d0y = dnd0ιn+1 and so the subsimplicial set
generated by them embeds into Δ[n + 1] by a weak anodyne extension. (The case β  α  1 is
conjugate to this.) 
Lemma 5.3. Let Y be the subsimplicial set of Δ[n + 1] generated by the simplices x0, . . . , xk ,
where xi is an mi -simplex, d
αi−1
0 xi−1 = dβimi−βi+1xi for 1  i  k − 1, βi,αi > 0 for all i and
m0 +∑ki=1 βi =∑k−1i=0 αi + mk = n + 1. Then the inclusion Y → Δ[n + 1] is a weak anodyne
extension.
Proof. The case k = 1 has been shown by Lemma 5.2. Assume that the result has been dealt with
for all k, for all m < n+1, and, for m = n+1, for all cases up to k−1. Given, then, Y generated
by x0, . . . , xk as described in the statement of the theorem, the subsimplicial set generated by
x0, . . . , xk−1 embeds into the subsimplicial set generated by dβkmk−βk+1ιn+1, and by the inductive
assumption this embedding is a weak anodyne extension. Then, the simplicial set generated by
xk and dβkmk−βk+1ιn+1 satisfy the conditions of Lemma 5.2. 
Corollary 5.4. Let X be the simplicial set with vertices 0 < 1 < · · · < 2n, generated by the n-
simplices (s, s + 1, . . . , s + n) for 0 s  n, and let X′ be the 2n-simplex (0,1, . . . ,2n). Then
the natural inclusion i : X → X′ is a weak anodyne extension.
Proof. Consider the pair of simplices (s, s + 1, . . . , s + n), (s + 1, s + 2, . . . , s + n+ 1) for any
0  s  n − 1. The pair satisfies the conditions of Lemma 5.1, with r = 1 and γ0 = 0, γ1 = n.
Thus the embedding of the pair into the (n + 1)-simplex (s, s + 1, . . . , s + n + 1) is a weak
anodyne extension, and there is a weak anodyne extension from X to the simplicial complex
generated by the n + 1-simplices (s, s + 1, . . . , s + n + 1) for 0  s  n − 1. Repeating the
process inductively extends from the simplicial complex X to X′ as required. 
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)
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(
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1
)
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(
0
n
)
,
(
1
n
)
, . . . ,
(
n
n
)
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The corollary proves that SdΔ[n] → SdΔ[n] ∪X is a weak anodyne extension.
Lemma 5.5. Let Y ⊂ Δ[n + 1] be generated by the n-simplices dγj ιn+1, for 0  j  r , where
1  r  n, γj  γj+1 for 0  j  r − 1. The embedding Y → Δ[n + 1] is a weak anodyne
extension if there is some c, γ0 < c < γr , with c = γj for all 0 j  r .
Proof. Consider the case n = 1. In this case, the conditions require that Y be generated by
precisely two 1-simplices. If one of them is d0ι2 and the other d2ι2, then the conditions are
satisfied for weak anodyne extension: if not, then the conditions fail (but anodyne extension is
possible).
Now, assume that the lemma is true for all n < m. Let Y be generated by the m-simplices
dγj ιm+1 for 0 j  r , where 1 r m, and assume that there is some c where γ0 < c < γr and
c = γj for all 0 j  r .
If γ0 = 0, then consider the simplices d0dγj ιm+1 = dγj−1d0ιm+1. These (m − 1)-simplices
form a set of generators for Y ∩ 〈d0ιm+1〉 ⊂ 〈d0ιm+1〉, and since c − 1 = γj − 1 and γ0 − 1 <
c − 1 < γj − 1, they satisfy the conditions of the lemma, hence by induction, Y ∩ 〈d0ιm+1〉 →
〈d0ιm+1〉 is a weak anodyne extension, and so Y → Y ∪ 〈d0ιm+1〉 is a weak anodyne extension.
Thus, it is possible to extend Y by weak anodyne extensions to a simplicial subcomplex Y ′ ⊂
Δ[m+ 1] where Y ′ is generated by d0ιm+1, dγ0 ιm+1, dγ1 ιm+1, . . . , dγr ιm+1.
If γr = m+1, then consider the simplex dmd0ιm+1 = d0dm+1ιm+1 together with the simplices
dmdγj ιm+1 = dγj dm+1ιm+1. These (m − 1)-simplices form the generators of Y ′ ∩ 〈dm+1ιm+1〉
and they satisfy the conditions of the lemma (since 0  γ0 < c < γr and c = 0 and c = γj for
0  j  r). It is thus possible to extend Y ′ by a weak anodyne extension to a simplicial set
Y ′′ ⊂ Δ[m + 1], where Y ′′ is generated by the m-simplices d0ιm+1, dm+1ιm+1 and dγj ιm+1 for
0 j  r , 1 r m.
Since 0 = c and m + 1 = c, it is still true that none of the generators is dcιm+1, thus by
Lemma 5.1, Y ′′ → Δ[m+ 1] is a weak anodyne extension, and so
Y → Δ[m+ 1]
is a weak anodyne extension. 
Lemma 5.6. Let Y ⊂ Δ[n + 1] be generated by the following simplices:
(i) dα0 ιn+1 (for 1 α  n),
(ii) dβn+2−βιn+1 (for 1 β  n),
(iii) dγj ιn+1 (for 1 j  p, 0 p  n and 0 < γj < γj+1 < n+ 1), and
(iv) dρkdκk ιn+1 (for 1 k  q , 0 q  n2 , 0 < ρk < ρk+1 < n+ 1, 1 < ρk + 1 < κk < n+ 1),
where p = 0 implies that the set of n-simplices is empty, q = 0 implies that the set of (n − 1)-
simplices is empty, all the ρk , κk and γj are distinct, 2q +p < n and the (n− 1) and n-simplices
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the generators of Y , then
Y → Δ[n + 1]
is a weak anodyne extension.
Proof. If both p = 0 and q = 0, then the lemma reduces to Lemma 5.2, and so has already been
proved. If n = 1, then Y ∼= ∧1[2], and so the lemma is trivial. Note, the conditions on ρk and κk
imply that q = 0 unless n 4.
Assume the lemma is true for 1 n < m and consider Y ⊂ Δ[n + 1] as described. Consider
Y ∩ dκq ιn+1. The conditions on the vertex, c, imply that the simplices dα0 ιn+1 and dβn+2−βιn+1
span the vertices of Δ[n + 1]. Thus, either α  κq or n+ 2 − β  κq .
If α  κq and κq < n + 2 − β , then Y ∩ 〈dρ1 ιn+1〉 is generated by dα0 ιn+1 = dα−10 dκq ιn+1,
d
β
n+1−βdκq ιn+1, the (n − 1)-simplices dγj dκq ιn+1 for γj < κq , dγj−1dκq ιn+1 for γj > κq ,
dρq dκq ιn+1 and the (n − 2)-simplices dρkdκkdκq ιn+1 for 1  k  q − 1. If c < κq then the cth
vertex of dκq ιn+1 is in all the simplices described, and if c > κq , then the (c − 1)th vertex of
dsq ιn+1 is in all the simplices described. In neither case is it an end vertex (i.e. 0 < c < n or
0 < c−1 < n, whichever is applicable), and further, β < n because if β = n, then dn+1−βdκq ιn+1
would be a vertex, whereas the existence of c implies it is at least a 1-simplex. Lastly, the
number of (n − 3)-simplices is q − 1, and the number of (n − 1)-simplices is p + 1 and
2(q − 1) + (p + 1) = 2q + p − 1 < n − 1 as required by the conditions of the lemma. Thus,
Y ∩ 〈dκq ιn+1〉 → 〈dκq ιn+1〉 is a weak anodyne extension (by induction) and so
Y → Y ∪ 〈dsq ιn+1〉 := Y1
is a weak anodyne extension.
If κq > α and κq  n + 2 − β , then the generators of Y ∩ 〈dκq ιn+1〉 are the same as before,
except that dα0 ιn+1 is replaced with d
α
0 dκq ιn+1 and d
β
n+1−βdκq ιn+1 is replaced with d
β
n+2−βιn+1 =
d
β−1
n+2−βdκq ιn+1. The problem now is the possibility that α = n, but just as before, the existence
of the vertex c means that this is not a problem. Thus, Y1 may be defined as above, and Y → Y1
is a weak anodyne extension.
Lastly, if κq  α and κq  n + 2 − β , then the first two generators of Y ∩ 〈dκq ιn+1〉 become
dα0 ιn+1 = dα−10 dκq ιn+1 and dβn+2−βιn+1 = dβ−1n+2−βdκq ιn+1,
and so Y1 may be defined as before.
Then, Y1 is generated by a set of simplices as described by the initial conditions, except that
there is one more n-simplex, and one fewer (n−1)-simplex. Continuing this process, it is possible
to define a chain of weak anodyne extensions Y → Y1 → ·· · → Yq , where Yq is generated by
the p + q n-simplices dγj ιn+1 (for 1  j  p) dρk ιn+1 (for 1  k  q) and the two simplices
dα0 ιn+1, and d
β
n+2−βιn+1.
If c = 1, then dα0 ιn+1 is maximal, and further must be d0ιn+1. Consider Yq ∩ 〈dβ−1n+3−βιn+1〉. It
is generated by a set of (n + 2 − β)-simplices including the 0th and (n + 3 − β)th faces, and so
Yq ∩ 〈dβ−1 ιn+1〉 → 〈dβ−1 ιn+1〉 is a weak anodyne extension. So Yq → Yq ∪ 〈dβ−1 ιn+1〉n+3−β n+3−β n+3−β
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generated by the n-simplices d0ιn+1, dn+1ιn+1, dγj ιn+1 and dρk ιn+1 and specifically missing the
face d1ιn+1. Thus, by Lemma 5.1, Y ′ → Δ[n + 1] is a weak anodyne extension, so
Y → Yq → Y ′ → Δ[n + 1]
is a chain of weak anodyne extensions.
If, rather, c = n, the conjugate argument works, that is dβn+2−βιn+1 must be dn+1ιn+1, and the
induction is defined on dα0 ιn+1.
In the case 1 < c < n, then Yq ∩ 〈d0ιn+1〉 is generated by a suitable system of simplices and
the (c − 1)th vertex of d0ιn+1 (0 < c − 1 < n) is in all the simplices generating Yq ∩ 〈d0ιn+1〉.
Thus, Yq → Yq ∪ 〈d0ιn+1〉 is a weak anodyne extension, and similarly, (Yq ∩ 〈d0ιn+1〉) ∩
〈dn+1ιn+1〉 is generated by a suitable set of simplices, and the cth vertex of dn+1ιn+1 (0 < c < n)
is in all the simplices generating (Yq ∩ 〈d0ιn+1〉) ∩ 〈dn+1ιn+1〉 and so Yq → Y ′ → Δ[n + 1] is a
weak anodyne extension.
This completes the proof of the lemma. 
One more technical lemma of this form is needed before moving on to the next section, where
they are put into action.
Lemma 5.7. Let Y ⊂ Δ[n + 1] be generated by the following simplices:
• x0, x1, . . . , xl ( for l  1),
• dγj ιn+1 ( for 1 j  p, 0 p  n and 0 < γj < γj+1 < n + 1) and
• dρkdκk ιn+1 ( for 1 k  q , 0 q  n2 , 0 < ρk < ρk+1 < n + 1, 1 < ρk + 1 < κk < n + 1),
where if p = 0, then the corresponding set of n-simplices is empty, if q = 0, then the correspond-
ing set of (n−1)-simplices is empty, all the ρk , κk and γj are distinct, xi is an mi -simplex (where
mi  1 for 0  i  l), x0 = dn+1−m0m0+1 ιn+1, xl = d
n+1−ml
0 ιn+1, d
αi−1
0 xi−1 = dβimi+1−βi xi ( for
1 i  l, where αi  1, βi  1,
∑l−1
i=0 αi +ml = m0 +
∑l
i=1 βi = n+ 1 and m0 +ml  n+ 1),
where all these generators with the exception of x0 and xr are maximal in Y and 2q + p < n.
If for each pair xη, xη+1 there is a cη,
∑η−1
i=0 αi +1 < cη <
∑η
i=0 αi +mi+1 such that the cηth
vertex of ιn+1 is a vertex of dγj ιn+1 for 1 j  p and dρkdκk ιn+1 for 1 k  q , then
Y → Δ[n + 1]
is a weak anodyne extension.
Proof. We have already this result for all n and l = 1 as this is Lemma 6.8 and, for a given (n, l),
the conditions are void if n < l. As inductive hypothesis we therefore assume that we have the
result for all pairs (n′, l′) such that either l′ < l or, if l′ = l, n′ < n.
Consider x0 and xl . They have at least one common vertex. If ρ1 is not the only common
vertex of x0 and xl , then define Y ′ := Y ∩ 〈dρ1 ιn+1〉, then, Y ′ is generated by (xi ∩ dρ1 ιn+1)
(for 0  i  l), dγj dρ1 ιn+1 (for γj < ρ1), dγj−1dρ1 ιn+1 (for γj > ρ1), dκ1−1dρ1 ιn+1 and
dρk−1dκk−1dρ1 ιn+1 (for 2 k  q). These generators satisfy the conditions of the result: in par-
ticular, the xi still intersect as before, because it is assumed that ρ1 is not the only connecting
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generators (and 2(q − 1)+p + 1 < n− 1 as required). Thus, Y ′ → 〈dρ1 ιn+1〉 is a weak anodyne
extension, and therefore Y → Y ∪ 〈dρ1 ιn+1〉 is a weak anodyne extension.
If ρ1 is the only vertex common to both x0 and xl , then define Y ′ := Y ∩ 〈dκ1 ιn+1〉. The
definition of (n − 1)-simplex and n-simplex generators is a little more involved, the proof is
essentially the same.
Define Y1 := Y ∪〈dρ1 ιn+1〉 in the first case, and Y1 := Y ∪〈dκ1 ιn+1〉 in the second. The gener-
ators xi may be altered by this, in particular, the generators x2, . . . , xl−1 may become redundant,
and the generators x0 and xl may be subfaces of larger simplices. However, they will still meet
(in fact, the overlap may be increased) and so the Y1 will still be generated by a set of simplices
which satisfies the conditions.
This process may then be continued, so that there is a chain of weak anodyne extensions,
Y → Y1 → ·· · → Yq , where Yk := Yk−1 ∪〈dρk ιn+1〉 if ρk is not the only vertex common to x0 and
xl (where these are taken to be the modified x0 and xl of Yk−1), and where Yk := Yk−1 ∪〈sκk ιn+1〉
otherwise.
Thus Yq will be generated by a set of n-simplices, dγj ιn+1 (for 1  j  p), (for each 1 
k  q) either dρk ιn+1 or dκk ιn+1, and a set of overlapping simplices, x0, . . . , xl′ (where l′  l).
We will assume that the notation for Yq alters from that of Y , so that all the n-simplex generators
will be dγj ιn+1 for 1 j  p + q , and the overlaps of the xi ’s (which will be described as mi -
simplices) will be specified by the αi ’s and βi ’s as before, then, consider Y ′′ := Yq ∩ 〈dα00 ιn+1〉.
If α0  γ1, then xl overlaps all the xi for 1  i  l′ − 1, which means that l′ = 1, and so the
theorem is reduced to Lemma 5.6.
Otherwise, if α0 + 1 = γ1, then Y ′′ will be the simplicial subset of 〈dα00 ιn+1〉 generated by the
simplices x1, . . . , xl , together with the (n − α0)-simplices dγj−α0dα00 ιn+1. This set of generators
satisfies the conditions of the theorem, and so by induction, Yq → Yq ∪ 〈dα00 ιn+1〉 is a weak
anodyne extension. But Yq ∪ 〈dα00 ιn+1〉 is generated by the n-simplices dγj ιn+1 together with x0
and dα00 ιn+1, and so there is a weak anodyne extension Yq ∪ 〈dα00 〉 → Δ[n + 1] by Lemma 5.1,
again.
If γ1 = α0 + 1, then Y ′′ is generated by the (n − α0)-simplices dγj−α0dα00 ιn+1 (for 2  j 
p + q) and by the simplices x2 and dα0+10 ιn+1 = dα00 dγ1 ιn+1. Therefore, again, the extension
is reduced to Lemma 5.6, and so Y ′′ → 〈dα00 ιn+1〉 is a weak anodyne extension, and so Yq ∪〈dα00 〉 → Δ[n + 1] is a weak anodyne extension.
This completes the proof of the result. 
6. The main theorem
Theorem 6.1 (Main theorem: Combinatorial form). For each n, the morphism
ηSdΔ[n] : SdΔ[n] → Ner Sd[n] is a weak anodyne extension for each n. In fact, given a cosimpli-
cial simplicial set X, where each simplicial set Xn∗ is a quasicategory, and given a cosimplicial
simplicial morphism f : Sd Δ[−] → X, then there is a cosimplicial morphism f : Ner Sd[−] →
X extending f .
There is a proof of essentially this result in the paper [9]. This, in fact, not only shows that the
morphism ηSdΔ[n] : SdΔ[n] → Ner Sd[n] is a weak anodyne extension for each n, but further
that it is possible for the filling to be compatible with the cosimplicial structure.
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but as the description of Ner Sd[−] above shows, they are the same cosimplicial simplicial set,
and the proof as a result becomes somewhat clearer. We will look in more detail at the construc-
tions involved.
Recall (see [16]) that in the usual homotopy structure,
• a fibration in the category of simplicial sets is a Kan fibration,
• a cofibration is a monic, and
• a weak homotopy equivalence is a map which induces an isomorphism of homotopy groups.
It follows that ηSdΔ[n] is monic map and a weak homotopy equivalence (since both SdΔ[n] and
Ner Sd[n] are contractible, and so have trivial homotopy groups). If Xn is a Kan complex for
each n, then for each n, ηXn : Xn → NerΠXn is a Kan fibration. If there is then a cosimplicial
simplicial morphism f : Sd Δ[−] → X, each of the simplicial morphisms f n : Sd Δ[n] → Xn
may be extended to a simplicial morphism f n : Ner Sd[n] → Xn, with f n = f nηSdΔ[n] and
ηXnf n = NerΠ(f n), by the Quillen model category structure of S .
This simple argument does not prove a direct weakening of the main theorem (with the weak
Kan condition replaced by a Kan condition) as the extensions are at each level, not over the whole
structure.
Remark. It should be stressed that the main reason for giving a more detailed proof of the main
theorem as stated (with the weak Kan condition reinstated), is that it is more widely applica-
ble and constructive, the inductive method of proof giving an indication of how to build such
fillers explicitly. This constructive aspect depends on the combinatorial structures involved. Re-
cent work both in homotopy theory and in logic/computer science suggests that eventually the
algorithmics of quasicategories may become an important tool for use in related areas.
The following theorem is the main immediate outcome of the above technical analysis.
Theorem 6.2 (Main theorem: Quasicategory form). Let X be a cosimplicial simplicial set
where Xn is a quasicategory for each n, and let f : SdΔ[−] → X be a cosimplicial simplicial
morphism. Then, there exists a cosimplicial simplicial morphism f : (Ner Sd[−]) → X which
extends f .
Proof. We use an induction on n, extending up the dimensions. For n = 0 or 1, the result is
trivial.
By means of the n−1 coskeleton (the images of Ner Sd(δi) : Ner Sd[n−1] → Ner Sd[n]), f n
may be defined for a large proportion of the simplices of Ner Sd[n].
It will be a principle for the construction, that f must be defined on the 2n-simplices of depth
less than r before they are defined on those of depth r . This will ensure that before f is defined
on a 2n-simplex, it is defined on all its predecessors. The process must thus start with the 2n-
simplex of depth 0. Therefore, consider the simplices of
( 0 0 ··· 0 1 ··· n
0 1 ··· n n ··· n
)
over which f n has been
defined. These are all the n-simplices of SdΔ[n] (of which there are n + 1), together with the
n − 1 (2n − 2)-simplices which come from extending over the coskeleton, that is the simplices
of the form:
( 0 ··· 0 0 ··· 0 ··· i−1 i+1 ··· n
0 ··· i−1 i+1 ··· n ··· n n ··· n
)
for 0 < i < n.
Consider this in the notation of Lemma 5.7: n is 2n − 1, the xi are the n-simplices arising
from SdΔ[n], and the simplices dρkdκk ι2n are those arising from Ner Sd[n − 1], where ρk = k,
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embedding of the subsimplicial set generated by these simplices into the 2n-simplex of depth 0
is a weak anodyne extension, and so f may be extended over it.
Next, consider the 2n-simplex of depth 1. In this case, f is already defined on the n-simplices
(
0 · · · 0 1
0 · · · n− 1 n− 1
)
,
(
1 1 · · · n
n− 1 n · · · n
)
and
(
0 · · · 0 1 1 · · · i
i · · · n− 1 n− 1 n · · · n
)
(for 1 i  n− 1),
on the (2n − 2)-simplices ( 0 ··· 0 0 ··· 0 1 1 ··· j−1 j+1 ··· n0 ··· j−1 j+1 ··· n−1 n−1 n ··· n n ··· n) (for 2  j  n − 2), and on
the (2n− 1)-simplex ( 0 ··· 0 1 ··· n0 ··· n−1 n ··· n).
Again, the generators satisfy the conditions of Lemma 5.7, although this time there is no
vertex common to all the simplices. In fact, the (n − 1)th vertex of ι2n is common to all the
simplices except
( 1 1 ··· n
n−1 n ··· n
)
, and the (n + 1)th vertex of ι2n is common to all the simplices
except
( 0 ··· 0 1
0 ··· n−1 n−1
)
. Thus the embedding of the subsimplicial set generated by these simplices
into the 2n-simplex of depth 1 is a weak anodyne extension, and so f may be further extended
so as to be defined on it as well.
Now, consider x, a general non-degenerate 2n-simplex of Ner Sd[n], and assume that f has
been defined over all the simplices of less depth than x and in particular, over all its predecessors.
Note, that it does not matter in which order the simplices of a certain depth are dealt with, as the
simplices common to two 2n-simplices of the same depth are contained in a 2n-simplex of less
depth.
Let Y ⊂ 〈x〉 be generated by the simplices of 〈x〉 on which f has been defined up to that
point: if it can be shown that Y → 〈x〉 is a weak anodyne extension (by Lemma 5.7), then f can
be extended over x and so over the whole of Ner Sd[n].
As has been noted earlier, x is determined by the vertices of Ner Sd[n] where the path describ-
ing x turns from the vertical to the horizontal. Assume that x turns at the vertices:{(
γ ′j
γ ′′j
) ∣∣∣ 0 γ ′j  γ ′′j  n, 1 j  p
}
.
Note that each of x’s predecessors intersects x in a (2n − 1)-simplex, and the missing vertex
in each of these faces is one of the turning points of x, so that in the notation of Lemma 5.7,
γj = γ ′j +γ ′′j . Then, δk(Ner Sd[n−1]) intersects x in a (2n−2)-simplex for 0 < k < n, precisely
when k = γ ′j , γ ′′j for all 1 j  p. Further, δ0(Ner Sd[n− 1]) and δn(Ner Sd[n− 1]) give x0 and
xl (so long as x has depth greater than 1), and m0,ml  n (and so x0 and xl will always connect
with each other).
Lastly, SdΔ[n] intersects with x in the n-simplices ψm,n, for γ ′p  m  γ ′′1 , where ψm,n is
the non-degenerate n-simplex of x which has initial vertex the mth vertex of x, and final vertex
the (m + n)th vertex of x. Note that these simplices only occur when γ ′p  γ ′′1 . Otherwise, the
simplices common to x and SdΔ[n] are contained in the simplices already described.
It only remains to show that there are suitable common vertices for these simplices so that
Lemma 5.7 may be used. However it is clear that
( 0
γ ′′1
)
is common to all except x0, which is( 0 ··· γ ′p )
, and that
(
γ ′p
)
is common to all except xl , which is
( 1 ··· n
γ ′′ ··· n
)
.0 ··· n−1 n 1
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then l = 1, and a common vertex for all the generating simplices is required. Note that if p = 1,
then γ ′p = γ ′1  γ ′′1 . Thus, if l = 1, then p  2. Now consider the vertex
( γ ′1
γ ′′1 +1
)
. This vertex is
clearly common to all the (2n − 1)-simplices on which f is already defined. It is also common
to all the (2n − 2)-simplices which derive from δk Ner Sd[n − 1] since these are only relevant
when k = γ ′j , γ ′′j for 1 j  p. Lastly, it is common to both x0 and x1, since 1 γ ′1  n− 1 and
1 γ ′′1 + 1 γ ′′2  n− 1.
This concludes the proof of the theorem. 
Example. It is helpful to see how, to some extent, this allows one to define composites of dia-
grams such as was given in the introduction. That example does not, in fact, need the full force
of the main theorem as it is in low dimension.
We have simplices a, b, c, d in a quasicategory X fitting together as in the diagram
By abuse of notation, we consider X also as the constant cosimplicial quasicategory with
value X, then in the matrix notation,
f 2
(
0 0 0
0 1 2
)
= a, f 2
(
0 0 1
1 2 2
)
= b,
f 2
(
0 1 1
1 1 2
)
= c, f 2
(
0 1 2
2 2 2
)
= d.
We can define f 2 = f 2 on these and also use the quasicategory composition on 1-simplices to
define f 2 on
( 0 0 1
0 1 1
)
,
( 0 0 2
0 2 2
)
and
( 1 1 2
1 2 2
)
. As there is as yet no accepted notation for composition
2-simplices in this context, it is not easy to summarise this succinctly, but for instance,
( 0 0 1
0 1 1
)
has d2-face labelled
( 0 0
0 1
)
, which gives d2a, and d0-face, labelled
( 0 1
1 1
)
, i.e., d2c, so f 2
( 0 0 1
0 1 1
)
has d1-face d2a # d0c, corresponding to composing the bottom two edges of the pasting diagram,
but remember this composite is not unique and depends on the choice of that 2-simplex. The
values of f 2 on the other composable edges is similarly given.
The recipe next extends over
( 0 0 0 1
0 1 2 2
)
, etc. We check the d0-face is b, the d1-face is missing,
the d2-face is missing and the d3-face is a. The d1 face is
( 0 0 1
0 2 2
)
, which itself has d0-face, d0b,
and d2-face, d1a, so we compose to get a value for f 2 on
( 0 0 1
0 2 2
)
with d1-face d1a # d0b, and
similarly for the other listed faces. We leave further detailed listings and analysis to the reader.
If the quasicategory has canonical compositional fillers, then explicit formulae for the com-
posite can be built up. For instance, in the topological case of pasting 2-simplices in a space,
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suitable choices are made.
7. Conclusion
The key technical results at the heart of the proof of the main result seem to form the basis
for combinatorial analyses of other related situations. The applications of the main results in the
proof of Vogt’s theorem, [21], and the related analyses in [9], suggest that some variant of these
results, hopefully simplified, perhaps with a neater equivalent form of weak anodyne extension,
will be applicable elsewhere.
Our aim in proving these results was to understand, more fully, the combinatorial structure
of ordinal subdivision and its relation to other well-known constructions from combinatorics,
category theory and topology. In particular we needed that study for an attempt to generalise
the van Kampen theorem to simplicially enriched groupoid valued invariants that will form the
subject of a subsequent paper.
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