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Resumen 
La presente tesis muestra el desarrollo de un sistema de información y monitoreo de 
tormentas eléctricas basado en el desarrollo tecnológico e integración entre: Sensores de 
tormentas eléctricas distribuidos en varias regiones del país, Diseño de aplicaciones para 
sistemas de procesamiento embebidos de bajo consumo aptos para ser usados en 
zonas de difícil acceso, plataformas de trasmisión de datos a través de redes IP, el 
diseño e implementación de un sistema central encargado de gestionar la red de 
sensores, el almacenamiento y publicación de información.  
 
El sistema de información es el resultado del trabajo en el que se incluye un amplio 
estudio alrededor de tecnologías de medición e instrumentación, un trabajo extenso y 
continuo de desarrollo e implementación de equipos de medida en diversos lugares del 
país; así mismo el desarrollo de diversas campañas de medida usadas para la 
adquisición de señales en épocas de tormenta para la validación de la operación y 
funcionamiento del sistema Integrado. 
 
Los resultados obtenidos de este trabajo serán soporte para realización de trabajos de 
investigación sobre las descargas eléctricas en Colombia, como la caracterización del 
comportamiento físico del rayo gracias a la recopilación de datos de campo eléctrico 
ambiental; adicionalmente se presenta un sistema que podrá ser usado para obtener 
información sobre el estado de actividad eléctrica ambiental de la zona y la probabilidad 
de ocurrencia de tormentas eléctricas el cual generó alto impacto en el sector industrial. 
Igualmente se proporciona un esquema para el diseño e implementación de sistemas de 
monitoreo de tormentas en otras regiones del país. 
 
 
Palabras Clave: Tormenta Eléctrica, Monitoreo, Socket, Remoto, 
Sincronización. 
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Abstract 
This work shows the development of an lightning information and monitoring system 
based on technological development and integration: lightning sensors distributed in 
several regions, Application design for embedded processing systems suitable for low 
power used in areas of difficult access, data transmission platforms through IP networks, 
the design and implementation of a central server to manage the sensor network, storage 
and disclosure the information. 
 
The information system is the result of work which includes a comprehensive study about 
measurement technologies and instrumentation, an extensive and ongoing development 
and implementation of measurement devices in various sites of the country, as well as 
the development of various campaigns of measurement used for signal acquisition in 
times of storm to validate the operation and functioning of the integrated system. 
 
The results of this work will support conducting research on electrical discharges in 
Colombia, as the characterization of the physical behavior of lightning through data 
collection electric field environmental additionally provides a system that can be used to 
information on the status of environmental electrical activity in the area and the likelihood 
of  lightning which generated high impact on the industry. Also provides a framework for 
the design and implementation of monitoring systems storms in other regions. 
 
 
Keywords: Lightning, Monitoring, Socket, Remote, Synchronization. 
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Introducción 
 
Debido a su ubicación geográfica Colombia es uno de los países con mayor actividad de 
tormentas eléctricas en el mundo. Mediciones realizadas con diferentes sistemas de 
detección y localización de rayos en Colombia han permitido estudiar las variaciones 
espaciales y temporales del fenómeno y comprobar que en general la actividad de 
tormentas eléctricas tiende a ser mayor en la región tropical que en otros lugares. (Torres, 
Ruales, Barreto y Herrera, 1996; Torres, 2002; Younes, 2002; Vargas, Torres, Younes, 
2003). [27] [28]. 
 
Durante el año 2010 se reportaron a través del sistema colombiano de información de 
tormentas varios casos de personas afectadas por este fenómeno de los cuales 39 
personas perdieron la vida y otras 165 más resultaron heridas, la mayoría de los casos se 
relacionaron con personas que realizaban labores o permanecían al aire libre en el 
momento de la tormenta. [38] esto muestra la necesidad de tomar acciones para prevenir 
la integridad de la población, lo cual coincide con los estudios realizados por Cooper M. 
2010 donde destaca que “las lesiones ocasionadas por rayos son un riesgo para la salud 
pública en varios países, esto genera una necesidad de mejorar las estadísticas y datos 
demográficos de las lesiones ocurridas en cada país, así será posible determinar el riesgo 
y las circunstancias en las cuales ocurre las lesiones” [39]. Con la recopilación de la 
información será posible mitigar los efectos de los rayos, educando para que se tomen 
medidas preventivas cuando exista presencia de una tormenta y así reducir el riesgo de 
ser afectado por una tormenta. 
 
Para lograr esto es necesario contar con dispositivos de detección que puedan emitir 
alertas de riesgo por tormentas eléctricas. Según lo describen normativas como el ACRP 
Report 81 o EN505362
                                                 
1 ACRP Report 8, sistemas de alerta de tormentas para aeropuertos,  programa de investigación cooperativa en 
aeropuertos en Estados Unidos [7] 
2 EN50536 Norma Europea CENELEC, Protección contra el Rayo, Dispositivos de alerta de 
Tormentas 
, uno de los dispositivos más adecuados para realizar esta función 
son los molinos de campo electrostático. Éstos dispositivos están en condiciones de medir 
las variaciones del campo eléctrico ambiental y hacer un seguimiento continuo de la 
formación y evolución de la tormenta. El uso de sistemas basados en los principios del 
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molino de campo se remonta a los trabajos de Wilson en Inglaterra a comienzos del siglo 
XX. EL primer diseño puede encontrarse en una publicación de 1908 [29] . En Colombia 
Gordillo y Ortiz diseñaron en 1976 un primer prototipo para medir el campo eléctrico 
desde la superficie terrestre  [40], en 2004 se desarrollo otro prototipo  como resultado de 
una tesis de pregrado[20],  posteriormente a ese prototipo se le agregaron otras 
adecuaciones tecnológicas que permitía que los equipos  realizaran envío de datos a 
través de redes IP [21]. 
 
A nivel mundial estos equipos han sido utilizados funcionando en red (registro simultaneo 
desde varios lugares); el primer esfuerzo fue realizado en  Nuevo México (Workman 1942) 
con la instalación de 8 sensores distribuidos en un área con el fin de caracterizar el 
comportamiento físico de las tormentas eléctricas de la zona. Los avances generados por 
esta red de medida son retomados desde los años 70 en el centro espacial Kennedy - 
USA donde se cuenta con una red de monitoreo de tormentas eléctricas conformada por 
31 sensores de campo electrostático que brindan información al sistema de meteorología 
de la NASA (Administración Nacional de Aeronáutica y el Espacio)  [5]. 
 
Con la recopilación y seguimiento de investigaciones anteriores relacionadas con el tema 
en Colombia y el mundo esta tesis muestra la  importancia de realizar trabajos que 
involucren la Investigación, Desarrollo Tecnológico e Innovación, I+D+I ya que el aporte 
final es la implementación de un sistema que sirva de soporte a la academia para realizar 
investigaciones en el tema de las tormentas eléctricas en Colombia, esto se logra 
mediante la integración del desarrollo tecnológico realizado durante la adecuación y 
diseño de tecnologías en cada una de las fases de desarrollo del trabajo junto con la 
utilización de redes de telecomunicaciones que soportan el sistema de trasmisión de 
datos. Además pretende hacer uso de conceptos usados en otros países como las redes 
de monitoreo de campo electrostático y adecuarlas a las condiciones y necesidades que 
se tiene Colombia.  
 
Este trabajo aborda tres partes principales: la primera de ellas es un estudio basado en la 
recopilación de información de sistemas de medida de campo eléctrico atmosférico Como 
los radares meteorológicos, las redes de localización de Rayos y los molinos de campo 
electrostático que son usados en red para el monitoreo continuo de las tormentas, luego 
muestra los avances que se han encontrado en materia de predicción de tormentas con el 
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uso de dichos sistemas, lo cual brinda información muy importante para la protección de 
vidas humanas dejando a la vista la necesidad de su implementación en Colombia. 
 
La segunda parte de la tesis es el desarrollo y mejoramiento de diseños electrónicos 
aplicados al sistema de medida; se da a conocer los cambios que se realizaron para 
mejorar el funcionamiento del sensor y se describe el proceso de cómo se realizó la 
adquisición, procesamiento y comunicación de los datos. También muestra la 
implementación de la red de medida y el desarrollo de las aplicaciones que ejecuta el 
servidor central para realizar una integración entre los sistemas de monitoreo que 
transmiten sus datos a través de redes de comunicaciones académicas como la red 
RENATA3
                                                 
3 RENATA; Red Nacional Académica de Tecnología Avanzada, www.renata.edu.co 
  y la implementación de un servidor central encargado de gestionar la 
comunicación, el almacenamiento en bases de datos y consultas que se puedan realizar 
dentro del sistema. 
  
Por último se da a conocer algunos periodos de medición que se realizaron con el sistema 
completo y se muestran resultados de señales medidas en tiempo real almacenadas y 
publicadas en el sistema, también se da a conocer estadísticas obtenidas en el sistema 
de información basadas en el reporte de casos de incidentes con rayos. Con esto se 
valida la implementación de un sistema piloto de información de tormentas eléctricas en 
tiempo real. 
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Objetivos: 
 
Objetivo General. 
 
• Desarrollar un sistema Piloto de Información de Tormentas Eléctricas en Colombia 
 
Objetivos Específicos. 
 
• Implementar una red piloto de sensores remotos de monitoreo de tormentas en zonas de 
alta actividad de Rayos. 
 
• Desarrollar e Implementar aplicaciones y herramientas para gestionar y monitorear la 
información de los sensores en tiempo real. 
 
• Validar la operación del sistema mediante campañas de medida con eventos reales. 
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Parte I 
 
 
1 Sistemas de Predicción y Monitoreo de Tormentas. 
 
1.1 Caso Colombiano  
 
Debido a su ubicación geográfica Colombia es uno de los países con mayor actividad de 
tormentas eléctricas en el mundo. Mediciones realizadas con diferentes sistemas de 
detección y localización de rayos en Colombia han permitido estudiar las variaciones 
espaciales y temporales del fenómeno y comprobar que en general la actividad de 
tormentas eléctricas tiende a ser mayor en la región tropical que en otros lugares. (Torres, 
Ruales, Barreto y Herrera, 1996; Torres, 2002; Younes, 2002; Vargas, Torres, Younes, 
2003). [28] Anualmente la actividad de rayos en Colombia está involucrada con la pérdida 
de alrededor de 100 vidas humanas y con costos elevados asociados con las fallas y 
daños de sistemas de trasporte de energía eléctrica y comunicaciones.  
  
 
Fig. 1 Actividad De Rayos, Medición Satelital NASA/MSFC 
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La figura 1 muestra la actividad de rayos de acuerdo a las mediciones satelitales 
realizadas por la NASA/MSFC [25], en donde es posible apreciar la intensidad que 
presenta la región colombiana si se compara con regiones como Europa, claramente se 
puede determinar que existe mayor actividad de tormentas eléctricas en regiones 
tropicales que en regiones templadas, tal cual como lo establecen los estudios realizados 
por Barreto L, Torres H. 1996. [26] [27] 
 
Por otro lado, la norma técnica colombiana NTC 4552, que habla sobre la protección 
contra rayos establece un sistema Integral de protección contra dicho fenómeno y señala 
que se debe usar como criterio de prevención  los sistemas de alerta de tormentas. 
 
 
Fig. 2 Sistema Integral de Protección Contra Rayos según Norma NTC-4552 
 
Dicho sistema de detección de tormentas es un sensor de tormentas que puede ser fijo o 
móvil y tiene como objeto dar información para tomar acciones de prevención y si es el 
caso suspender actividades de alto riesgo, como se muestra en la figura 2. [24] En este 
punto el trabajo va encaminado a brindar solución basada en un sistema de monitoreo 
continuo haciendo uso de este tipo de sensores pero innovando con la presentación  de la 
información en línea a través de redes IP.  
 
1.1.1 Redes de molinos de campo en Colombia. 
 
La localización de las nubes y en si los núcleos de tormentas eléctricas puede ser 
realizado con diversos dispositivos tales como lo son los radares meteorológicos, las 
observaciones satelitales que son del alto costo y por otro lado los molinos de campo 
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eléctrico atmosférico, los cuales pueden realizar las mediciones del campo eléctrico 
ambiental desde la superficie de la tierra respecto a una nube de tormenta. Actualmente 
se ha venido desarrollando investigaciones aplicadas en Colombia con el uso de estos 
dispositivos las cuales son lideradas por el Grupo de Investigación Programa de 
Adquisición y Análisis de Señales PAAS-UN de la universidad Nacional Colombia, gracias 
a esta línea de investigación se ha podido desarrollar un equipo prototipo inicial [20] MCE-
UN (Molino de Campo Eléctrico- UN) el cual es un molino de campo eléctrico diseñado en 
Colombia y con la posibilidad de medir el cambio de carga eléctrica correspondiente a una 
nube de tormenta, que a diferencia de otros sistemas de medida el Molino de campo 
eléctrico está en la posibilidad de medir toda la fase de la tormenta, desde el proceso de 
formación, maduración de la tormenta y posteriormente su finalización; este fue el 
resultado de un trabajo de pregrado (Aranguren, 2004). 
 
A partir de dicho trabajo se comenzó a trabajar con las redes de molinos de campo 
eléctrico con las que se obtuvieron resultados en investigaciones de Maestría [8] como las 
primeras aproximaciones para caracterizar los rayos en Colombia, haciendo uso de un 
sistema de monitoreo implementado,   el equipo contaba con la posibilidad de realizar una 
digitalización de la señal del sensor y requería de un PC o un Osciloscopio para realizar 
los registros de la señal que iban siendo almacenados en archivos de texto. 
 
 
 
Fig. 3 Primera Red de Sensores de Campo eléctrico en Bogotá (Aranguren, 2006) 
 
8 
 
La importancia de poder tener un equipo que no solo almacene la información sino que la 
pueda transmitir continuamente fue lo que dio inicio a otra etapa de la investigación, 
haciendo uso de nuevos diseños y tecnologías en electrónica donde por medio de un 
trabajo de pregrado se realizo la adecuación de una tarjeta de adquisición de datos 
diseñada y ensamblada en Colombia, conocida como ECB_AT91, se adaptó para realizar 
la adquisición de la señal y la transmisión de los datos básicos proporcionados por los 
molinos de campo eléctrico [21]. La tarjeta usada está en capacidad de ser configurada 
para adquirir señales y hacer procesamientos gracias a que cuenta con un sistema 
operativo. La ECB_AT91  Cuenta con puertos de comunicación como Ethernet, USB y 
serial los cuales deben ser configurados mediante tareas de Programación; la figura 4 
muestra el interior del sensor con el sistema de adquisición que permitió realizar la 
transmisión de información a través de redes IP. 
 
 
Fig. 4 Vista Interior del sensor con primeras mejoras de Hardware 
 
1.2 Redes de Molinos de Campo en otros países 
 
1.2.1 Estados Unidos - NASA 
 
Entender el comportamiento de la naturaleza y estar preparados para enfrentar los 
eventos generados por el cambio del clima, además abordar estudios relacionados con 
los fenómenos físicos que ocurren en la atmosfera cada día son más comunes. Con el 
avance de la ciencia y la tecnología que permiten la aparición de sistemas meteorológicos 
capaces de detectar variables atmosféricas determinadas que al ser procesadas y 
analizadas pueden brindar información útil para empresas o entidades que requieren 
realizar labores en zonas exteriores, tal es el caso de la Agencia espacial Norteamericana 
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NASA quienes realizan operaciones aeronáuticas en los Estados Unidos tanto en la 
cordillera occidental en la Base de la fuerza aérea en VanderBerg en California y en la 
Cordillera oriental en Cabo Cañaveral y el Centro espacial Kennedy (KSC) [3] , ubicadas 
como se ve en la Figura 5. Es responsabilidad del comando central de la fuerza aérea 
realizar la prestación de servicios comunes y garantizar la seguridad pública de dichas 
aéreas de operación para llevar a cabo su correcto funcionamiento y pruebas balísticas, 
adicionalmente proporcionar servicios integrales en meteorología que son utilizados para 
la protección tanto del personal como de los recursos usados en la operación de los 
lanzamientos de naves espaciales operadas por el departamento de defensa, la Nasa y 
clientes comerciales. 
 
 
Fig. 5 Ubicación de redes usadas por la Nasa WR y ER 
 
Para brindar un apoyo de información, sobre condiciones climáticas, necesario durante los 
días de lanzamientos y días de operación en zonas exteriores ,el equipo meteorológico de 
la fuerza aérea usa varios equipos como grandes redes de torres meteorológicas, 
perfiladores de viento,  algunos sensores de Rayos y molinos de Campo electrostático[3] 
los cuales miden el campo eléctrico desde la superficie de la tierra y pueden detectar las 
descargas eléctricas. [9] Estas tareas son necesarias tanto para la seguridad nacional 
como para intereses comerciales, investigaciones sobre el espacio, soporte a sistemas de 
comunicaciones. 
 
El proyecto de Monitoreo RSA (Range Standardization and Automation) [3] incorpora la 
recopilación de datos y visualización de información usada para la navegación 
aeroespacial y la entrega con funciones de propósito general que puede ser usado por 
todas las oficinas de predicción del estado del tiempo. Este es un sistema meteorológico 
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que incluye la medida de varias variables, entre ellas una que es de nuestro interés, la red 
de molinos de campo electrostático que está formado por 31 sensores de campo  los 
cuales hacen una alimentación de datos en tiempo real al sistema de información. 
 
El sistema de información meteorológico que usa la Nasa tiene una estructura de 
servidores que hace uso del sistema operativo Linux y funciona bajo un sistema de 
archivos de red NFS (Network File System) [10]. La figura 6 muestra la arquitectura del 
sistema implementado por la  NASA e incluye la  instrumentación local, la adquisición de 
datos, el sistema de comunicación basado en una red LAN con el objeto de mantener la 
compatibilidad con diferentes sistemas de información meteorológicos nacionales y por 
último los equipos de procesamiento automático necesarios en la adquisición y 
procesamiento de los mismos.  
 
 
Fig. 6 Arquitectura del Sistema de Información meteorológica de la NASA [5] 
 
La disponibilidad de los datos es el objeto del sistema, por tanto cuentan con el uso de 
varios canales usados en difusiones satelitales la principal aplicación de este producto 
meteorológico es  poder contar con los datos cuando sea necesario con mediciones en 
tiempo real y cálculos inmediatos para proporcionar la información de manera oportuna. 
 
Dentro del sistema meteorológico usado por la NASA4
                                                 
4 NASA:  National Aeronautics and Space  Administration 
 y mas puntualmente en nuestro 
interés desde la perspectiva de esta investigación es el monitoreo continuo de tormentas 
eléctricas, las estaciones meteorológicas, principalmente la ubicada en Cabo Cañaveral 
posee cuatro tipos de detección de rayos que brindan información que puede ser 
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redundante y de igual forma se complementa a la hora de realizar análisis; los tipos de 
sistemas de detección de rayos disponibles son [3] 
 
• NLDN (Red de localización de Rayos) 
• Molinos de Campo electrostático 
• LDAR (lightning Detection And Ranging) 
 
La información proveniente de estos sistemas de medida son usados para realizar análisis 
locales y establecer un sistema de predicción de tormentas eléctricas; estos sistemas son 
diseñados bajo sistema operativo  Linux y se ejecuta en esquemas basados en clúster o 
agrupaciones de servicios. 
 
Con estos sistemas de predicción, como lo establece (Roeder et al. 1999) [4]., con la 
medición del campo eléctrico en la superficie es posible establecer criterios de operación 
en el caso de las bases de lanzamientos espaciales, a manera de ejemplo, “No realizar 
lanzamientos al menos en 15 minutos siguientes de que se haya registrado, dentro de una 
cobertura de 5 millas Náuticas, una medida superior a 1500 V/m (Voltios/metro es la 
unidad de medida del campo eléctrico)” [14]. De igual forma Rison y Chapman (1988) 
describen una red de tres sensores de campo y hacen uso de un algoritmo para ejecutar 
alarmas, las cuales constaban de una luz roja y una sirena que se activaba siempre que 
un sensor midiera un campo superior a los 1.5kV/m, dicha alarma se mantenía encendida 
durante 15 minutos después de que todos los sensores registraran por debajo del valor 
con el cual se Activó [14]  
 
 
Fig. 7 Áreas de Alerta Redes de Sensores en la Florida /NASA 
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La figura 7 muestra las áreas de alerta que entrega el sistema de información de 
tormentas de la NASA basados en la medición del campo electrostático desde la 
superficie de la tierra, el radio de cada una de estos círculos es de 5 millas náuticas. [15] 
Para poder hacer este tipo de predicciones con mayor confiabilidad es muy importante 
mantener el sistema sincronizado en tiempo y trasmitiendo la información en tiempo real 
para que desde un centro de gestión se pueda encender y apagar alarmas de forma 
automática basada en la correlación de la información proporcionada por cada uno de los 
sensores. 
 
La monitorización y predicciones relacionadas con el estado del tiempo juegan un papel 
importante tanto en la planeación como en la ejecución de las operaciones de 
lanzamientos de naves espaciales en las bases ubicadas en la Florida y en California, 
datos característicos como el viento, la nubosidad, temperatura y las tormentas eléctricas 
son necesario monitorearlas durante la operación en los centros espaciales [5] 
 
 
1.2.2 Red de Beijing  
 
Desde el año 2005 se ha instalando una red de molinos de campo electrostático en la 
ciudad de Beijing que tiene por objeto dar solución a la necesidad de mitigar los efectos 
de las tormentas eléctricas mediante la emisión de reportes de información coherente y 
anticipada a operarios o personal que realiza tareas al aire libre; dicha red de monitoreo 
tiene la capacidad de brindar información de la presencia de actividad eléctrica 
atmosférica antes de que se ocurra el primer rayo y que durante una tormenta eléctrica 
pueden ser sucesivos. El objeto de iniciar con la red de monitoreo de campo electrostático 
caracterizar el comportamiento de las tormentas eléctricas en la ciudad de Beijing y  con 
la información elaborar las metodologías de predicción y alerta coherente con el 
comportamiento de las tormentas en la zona [11]. Tal y como debe realizarse en cualquier 
región donde se quiera hacer este tipo de aplicaciones. El monitoreo de campo eléctrico, 
basado en la red de medida, proporciona un sistema de alarma bastante fiel. 
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Fig. 8 Red de sensores en la ciudad de Beijing 
 
La red de Molinos de campo electrostático de la ciudad de Beijing cuenta con 10 sensores 
ubicados estratégicamente para darle cobertura al área de interés, Figura 8, entre ellas la 
OGSP5
1.2.3 Red prototipo en Brasil 
 (Sede de los Juegos Olímpicos) de igual forma cuenta con un sistema central de 
servidores, encargados del procesamiento de los datos, los cuales son comunicados a 
través de tecnológicas GPRS o CDMA, una vez los sistemas de adquisición que usan 
tengan los datos disponibles para ser enviados. [11]. 
 
 
Con el objeto de caracterizar el comportamiento de las tormentas eléctricas el 
departamento de electricidad del Centro Universitario da FEI en San Bernardo do Campo 
en Brasil ha construido un sistema de monitoreo de las condiciones atmosféricas y las 
tormentas eléctricas. Desde al año 2004 ha realizado este trabajo que consiste en un 
sistema de información completo encargado de medir varias variables, como la velocidad 
del viento, Imágenes de radares y satelitales, sincronizado con un GPS, además usa una 
cámara de video para grabar eventos- el sistema también hace uso de sensores de 
campo electrostático para monitorear el comportamiento de las tormentas en la zona.  
                                                 
5 OGSP Olympic Games Sport Place 
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Fig. 9 Sistema experimental meteorológico San Bernardo do Campo,  Brasil 
 
Esta red está construida por sensores de campo electrostático cada uno está conectado a 
un computador junto con tarjetas de adquisición de señales  y realizan procesamiento de 
la información obtenida, todos los datos son almacenados en el computador para ser 
usados en estudios de caracterización y comportamiento de las tormentas eléctricas en la 
región [12]. Esto debe hacerse antes de poder implementar un sistema de alarma 
eficiente. 
 
 
1.3 Casos y aplicaciones de redes de medición de Campo 
electrostático 
 
1.3.1 Centros espaciales de la NASA. 
 
Tal y como se ha descrito anteriormente una de las principales aplicaciones que se le ha 
dado a las redes de molinos de campo electrostático es brindar información en los centros 
espaciales operados por la NASA en los Estados Unidos de América, dicha información 
es administrada por la agencia nacional de meteorología [19]. La información de los rayos 
es muy importante tenerla en cuenta para la operación de los transbordadores espaciales 
especialmente durante el despegue y el aterrizaje, para la protección de personal operario 
y para proteger las mismas instalaciones. Tener datos caracterizados del comportamiento 
de las tormentas en el sitio permite tener claras las reglas de vuelo relacionadas con el 
estado del tiempo y en especial a la presencia de tormentas eléctricas, esto para evitar 
que sucedan casos de impacto como sucedió, con el Apolo 12 y el Atlas-Centauro-67 [19] 
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1.3.2 Operación en Aeropuertos (ACRP Report8). 
 
ACRP es el Programa de Investigación cooperativa de aeropuertos en los Estados Unidos 
de América; Este es un informe que proporciona criterios para realizar una evaluación 
cuantitativa de los beneficios operacionales asociados a la reducción de retrasos de 
tiempo que ocasiona la presencia de tormentas eléctricas en las zonas aeroportuarias, 
también establece criterios de operación con el uso de sistemas de alertas de tormenta 
que es de gran interés para el personal de las aerolíneas y para los responsables de la 
seguridad en la pista de aterrizaje. [7] Una vez se genere un tipo de alarma por la 
presencia de tormentas eléctricas se toman acciones como: parar operaciones y evacuar 
áreas con alto índice de riesgo, una vez se apague la alarma se debe retomar 
operaciones. las alarmas se emiten haciendo uso de las medidas proporcionadas por la 
red nacional de tormentas eléctricas y combinado con los datos las redes de molinos de 
campo electrostático presentes en cada aeropuerto. 
 
Este informe proporciona un medio cuantitativo para evaluar los beneficios asociados a la 
reducción de demoras que la detección de rayos y los sistemas de alerta puede generar. 
El informe será de especial interés para personal de la aerolínea y el aeropuerto 
responsable de la seguridad de los aviones en pista. [7] 
 
 
1.3.3 Caso de Aplicación: Toma de Decisiones. 
 
Suspensión de eventos en campos abiertos cuando hay presencia de tormenta 
eléctrica. 
 
Para prevenir siniestros del personal que se encuentra en campos abiertos ejecutando 
labores de trabajo o practicando cualquier tipo de actividades al aire libre es necesario 
optar por normas de seguridad y protección y asimilar medidas que lo ayuden a proteger 
contra las descargas atmosféricas así esto implique suspender actividades por algún 
tiempo prudente. Para poder tomar este tipo de decisiones es necesario tener las 
herramientas que permitan determinar cuando comienza una tormenta y cuando termina 
la misma y así decidir en qué momentos debe ser suspendida y reanudada una actividad. 
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En la universidad de Arizona en el año de 1997 fue detenido un partido de futbol debido a 
la actividad de tormentas eléctricas. [23] La decisión de parar el desarrollo del partido fue 
tomada  gracias a la información que suministro la oficina de pronósticos del servicio 
meteorológico Nacional que se encuentra ubicada a varios kilómetros del estadio de futbol 
(las mediciones son con antenas RF y servicios satelitales), sin embargo, a pesar de que 
en la universidad de Arizona, que está ubicada a pocos metros del estadio, se contaba 
con un sensor de campo electrostático que midió y registro todo el proceso de la tormenta 
eléctrica no sirvió de soporte para la tomar la decisión respecto al juego, debido a que el 
sensor no contaba con un sistema de trasmisión de información en tiempo real  y no podía 
ser consultado desde el lugar donde se requería en el momento [23]. Esto muestra la 
necesidad de contar con mecanismos de medición del fenómeno y a su vez poder 
acceder de forma oportuna a la información, esto es posible si se hace uso de 
aplicaciones en línea y monitoreo en tiempo real. 
 
 
1.4 Otros sistemas de Monitoreó Remoto 
 
La tecnología nos brinda herramientas para realizar diseños de electrónica, sistemas y 
comunicaciones  así podemos generar soluciones a problemas que sean identificados 
mediante procesos de investigación que hace unos años atrás la solución demandaba 
mucho esfuerzo y elevados costos. Existe diversidad de aplicaciones comerciales de 
control remoto de sensores y automatización de plantas por medio de protocolos 
industriales y con redes propias. 
 
Con La aparición del internet se ha cambiado la perspectiva de dar soluciones integrales 
permitiendo acceder a información desde lugares remotos. Algunas aplicaciones de 
monitoreo remoto (Xiaorong 2007) muestran un sistema de adquisición de señales donde 
hacen la transmisión de datos hacia un servidor central como lo muestra la arquitectura 
del sistema en la Figura 10. en el diseño de la red se tiene en cuenta la secuencia de 
datos, el tiempo de retardo, la fiabilidad, la seguridad y el estado de la red [2] 
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Fig. 10 Esquema de Sistema de sensores remotos Cliente/Servidor 
 
Podemos ver que estos desarrollos experimentales se pueden aplicar tanto de forma 
específica a la medición de un tipo de señal y también facialmente podrán ser usados 
para medir, comunicar, procesar y almacenar otro tipo de señales realizando algunos 
cambios en la adecuación de la instrumentación y el cambio de sensor que se use 
dependiendo de la variable que se pretenda medir. en la figura 11 muestran un diagrama 
de bloques que se asemeja a la arquitectura del sistema de alerta de tormentas, ambos 
usan un sensor una unidad de procesamiento de datos, un modulo de gestión de 
comunicaciones y finalmente una interfaz de comunicaciones de red, ya sea Ethernet o 
GPRS.  
 
Fig. 11 Diagrama de Bloques del sistema de adquisición y Comunicaciones (Cliente) 
 
 
Por otra parte trabajos realizados en la universidad Nacional sobre redes de sensores 
[17], muestra avances en desarrollos tecnológicos con sistemas embebidos básicamente 
para dar soluciones inalámbricas a mediciones de parámetros haciendo uso de sensores; 
dichas redes se diseñaron para ofrecer servicios a usuarios móviles presentes dentro de 
un rango de alcance de los dispositivos y compartiendo aplicaciones entre usuarios, 
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debido al concepto que manejan este tipo de redes no requiere realizar la centralización 
de la información ya que no hace uso de arquitecturas tipo Cliente/Servidor, en cambio 
usa el  concepto de sistemas Ad-Hoc que para nuestro propósito sirve de referencia para 
ver la utilización e importancia de mediciones en red con el uso de sensores y sistemas 
embebidos. para el sistema encargado de medir el campo electrostático es necesario 
centralizar la información debido a que los análisis se hacen con la correlación de los 
datos brindados por cada sensor. 
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Parte II 
 
 
 
2 Sistema de Medida 
 
2.1 Sensor de Campo electrostático 
 
Son dispositivos diseñados para la medida del campo electrostático del ambiente, está 
formado principalmente por partes móviles. Mediante la variación del área de un electrodo 
de medición expuesto al campo eléctrico se obtiene una señal de tensión inducida que es 
proporcional a la magnitud del campo. Los sensores MCE (Molino de Campo Eléctrico) 
detectan las variaciones de campo eléctrico producidas por rayos intranube (descargas 
eléctricas entre las nubes, no caen a tierra) y nube-tierra permitiendo su localización 
mediante el uso de redes. [20] Un primer diseño fue realizado en 1905 por Wilson y fue 
denominado electrómetro universal portátil. [29] 
 
 
Fig. 12 Molino de Campo Eléctrico y Señal que genera 
 
Los sensores de campo electrostático generan una señal variable en el tiempo y su 
frecuencia de oscilación está entre los 100 y 1000 Hz, para el prototipo diseñado en 
Colombia [8]  el cual se puede apreciar en la Figura 12. 
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Fig. 13 Sensor de Campo Eléctrico Instalado  y Diagrama de Campo Eléctrico 
 
En condiciones ambientales normales existe en la atmósfera un equilibrio entre las cargas 
positivas y negativas en el que la tierra está generalmente mas cargada negativamente 
que el aire y los elementos situados sobre el suelo.  
 
Al formarse las nubes de tormenta se produce una polarización de las cargas: la parte 
baja de las nubes queda cargada negativamente induciendo una carga positiva en la tierra 
y los elementos situados sobre ella, Figura 13, esto ocasiona que en la atmósfera se 
forme un campo eléctrico que llega a alcanzar hasta cientos  kilovoltios por metro. [8] 
Cuando el campo eléctrico es suficientemente intenso la nube comienza a descargarse 
hacia la tierra. El camino que forma esta descarga se  denomina trazador descendente y 
produce una variación muy brusca del campo eléctrico.  
 
Dado el comportamiento de nubes de tormenta el MCE puede realizar la medición de la 
siguiente forma: cuando las nubes de tormenta aumentan su carga el campo eléctrico 
ambiental aumenta entonces el sensor de campo eléctrico registra un aumento en la 
amplitud de la señal, Figura 12. Una vez el campo eléctrico ambiental sobrepasa umbral 
determinado, generalmente 1kV/m [8], se puede alertar la presencia de una tormenta 
eléctrica cercana. 
 
Estos dispositivos se han usado para generar información en el sitio donde ha sido 
instalado básicamente realizando registros de información para estudiar el 
comportamiento de las tormentas en ese sitio, algunas mejoras que se le han hecho al 
prototipo diseñado en Colombia fue integrarle un sistema embebido que permita realizar 
la comunicación de la información a través de redes IP. [21] 
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Fig. 14 Vista Interna del Sensor, partes 
 
La figura 14 muestra la disposición física de los elementos dentro del sensor, donde se 
puede ver el uso de una placa captadora y una hélice de apantallamiento que se mueve 
por estar fija a un motor, estas variaciones son las que permiten realizar la captación del 
campo electrostático. 
 
las medidas realizadas en laboratorio haciendo uso de un osciloscopio digital con la 
función de transformada de Fourier FFT, se caracterizo las componentes de frecuencia de 
la señal del sensor. las frecuencias son aproximadamente 375Hz para el primer armónico 
y 750 para la componente del segundo armónico como se ve en la figura 15. 
 
 
 
Fig. 15 Componentes de frecuencia de la señal del MCE (FTT) 
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2.2 Adecuaciones  de Hardware del MCE. 
 
2.2.1 Acondicionamiento de la Señal 
 
Con el objeto de realizar la implementación de la red de medición de tormentas fue 
necesario realizar algunos acondicionamientos a algunas partes del equipo de medida 
para mejorar su funcionamiento y obtener una mejor señal de medida que es digitalizada, 
procesada y trasmitida al sistema de  información; inicialmente Se diseño una etapa con 
un seguido de emisor con un amplificador operacional la salida de esta etapa sigue a una 
etapa de filtrado con una configuración pasa-banda, con el objeto de eliminar las 
frecuencias no deseadas,  luego una etapa de ajuste de ganancia para efectos de 
calibración del sensor en el sitio donde sea instalado y por ultimo una etapa que suma un 
nivel DC (offset) para permitir el acople con el microcontrolador (Convertidor Analógico a 
Digital) que realizara la etapa de digitalización, Figura 16. 
 
SEGUIDOR 
DE EMISOR
FILTRO 
PASABANDA GANANCIA OFFSET OUTIN
 
Fig. 16 Diagrama de bloques del Acondicionamiento de Señal para el sensor 
 
 
2.2.1.1 Diseño del filtro pasabanda 
 
la selección del filtro se realizo teniendo en cuenta la flexibilidad que ofrecen los filtros 
activos dado que no requiere de inductancias de precisión, difíciles de conseguir, para su 
implementación por el contrario ofrece beneficios como realizar el filtro por etapas 
modulares consecutivas y en cada etapa puede adicionarse la ganancia deseada. 
 
Por otro lado la frecuencia de operación del sensor esta en el orden de los hertzios 
(menor a 1kHz) por tanto no vamos a tener limitaciones de ancho de banda con el 
amplificador operacional. la figura 17 nos muestra la curva característica que tiene un filtro 
pasabanda. 
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Fig. 17 Curva Característica Filtro Pasa-Banda 
 
Para realizar el cálculo de los componentes del filtro es necesario conocer la función de 
transferencia y garantizar que las frecuencias características de la señal del sensor de 
campo eléctrico no se vean afectadas por el filtro. el cálculo de parámetros se inicia 
partiendo del esquema básico del filtro Rauch [43], el cual permite ser configurado como 
diferentes tipos de filtros, ya sea pasa bajas, pasa altas o pasabanda, basta por sustituir 
por condensadores alguna de las impedancias que se ven en la figura 18. 
 
 
Fig. 18 Esquema general Filtro Rauch 
 
Definimos I como la corriente que pasa por Z5 y Z3 entonces tenemos las siguientes 
ecuaciones 
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Aplicando leyes de Kirchhoff en el nodo V' tenemos la siguiente expresión 
+
5
-
6
OUT
7
Z1
Z5
V0
V'
0
Vin
Z2
0
Z4
Z3
Vin
V0
24 
 
 
 
00
5
0
4
'
0
'
2
'
1
'
=+
−
+
−
+
−
Z
V
Z
VV
Z
V
Z
VVi
   
( )III  
 
Despejando iV  tenemos 
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sustituyendo ( )II  en ( )IV  tenemos la siguiente ecuación: 
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realizando un último despeje para ver la relación de entrada vs salida del filtro tenemos 
que la función de transferencia general para un filtro Rauch es: 
 






++++
=
4215
3
54
10
11111
1
ZZZZ
Z
ZZ
Z
V
V
i
   
( )VI  
 
una vez obtenida nuestra función de transferencia reemplazamos las impedancias para 
obtener la configuración de filtro pasabanda, para ello es necesario reemplazar Z2 y Z3 tal 
y como muestra la tabla 1 
 
Impedancia Impedancia Filtro 
Z1 1R  
Z2 2R  
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Z3 
2*
1
Cs
 
Z4 
1*
1
Cs
 
Z5 3R  
Tabla 1 Impedancias para el diseño del filtro pasabanda 
 
La configuración que se tiene para el filtro pasabanda es como se ve en la figura 19: 
 
 
Fig. 19 Esquema Filtro Pasabanda Rauch 
 
reemplazando los valores de la tabla 1 en la ecuación VI obtenemos la siguiente función 
de transferencia. 












++++
=
1
213
2
3
1
10
1
111
1
1
1
1
1
sC
RRR
sC
R
sC
R
V
V
i
   
( )VII  
 
Resolviendo esta ecuación y simplificando términos llegamos a que la función de 
transferencia para el filtro pasa-banda es: 
 






++
+
+
=
21123123
122
110
111
1
RRCCR
s
CCR
CCs
s
CR
V
V
i
   
( )VIII  
V0
+
5
-
6
OUT
7
R1
R3
C1
C2
0
Vin
R2
0
V0
Vin
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La señal del sensor tiene una componente fundamental al rededor de los 375Hz y su 
segundo armónico son 750Hz como se pudo apreciar en la figura 15. Para garantizar que 
la señal no sea modificada debemos seleccionar las frecuencias de corte del filtro menor a 
los 375Hz y mayor a los 750Hz, teniendo en cuenta este criterio las frecuencias  de corte 
que se seleccionaron  en el diseño son: 
 
HzfL 355=  Frecuencia de corte inferior 
HzfU 770=  Frecuencia de corte superior 
 
para el diseño del filtro debemos tener en cuenta las siguientes consideraciones para el 
cálculo de los componentes. 
 
Frecuencia Central UL fff *0 =  
   
( )IX  
Ancho de Banda del Filtro LU ffBW −=  
   
( )X  
Factor de Calidad BW
fQ 0=  
   
( )XI  
Frecuencia en Radianes 00 2 fπω =
   
( )XII  
 
Para efectos de este diseño vamos a usar una sola referencia de condensador y nos 
centramos en el cálculo de los resistores ya que existe mayor variedad de valores en las 
resistencias que en las capacitancias, así que tomamos los dos condensadores iguales 
 
Condensador CCC == 21  ( )XIII
   
 
Resistencia R1 del diseño QC
R
0
1 2
1
ω
=
   
( )XIV  
Resistencia R2 del diseño ( )AQC
QR
−
= 2
0
2 2ω
 ( )XV  
se puede fijar un valor para calcular la Ganancia A del Filtro 
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Resistencia R2 del diseño C
QR
0
3
2
ω
=    ( )XVI  
 
Una vez definidas las formulas de cálculo del filtro se fijan los valores para dar inicio al 
diseño. para esto se fijó C=0.01uF. 
 
Se calcula la frecuencia central con la ecuación (IX) y el ancho de banda  con la ecuación 
(X)  como se muestra a continuación: 
 
Hzf 83,522770*3550 ==  
 
HzffBW LU 415355770 =−=−=  
una vez obtenidas esas dos frecuencias podemos calcular el factor de calidad del filtro y 
la frecuencia angular 
 
26,1
415
3,5220 ===
Hz
Hz
BW
fQ
 
 
seg
radf 03,328583,522*22 00 === ππω
 
 
conocidos los anteriores parámetros del filtro podemos calcular los valores de las 
resistencias R1 y R3 y fijamos un valor para R2 y así calcular la ganancia del filtro. 
 
Ω=
+
== − kQC
R 2,15
1001,0*26,1*03,3285*2
1
2
1
6
0
1 ω  
 
( )
Ω=== − kC
QR 7,76
10*01,0*03,3285
25,122
6
0
3 ω
 
 
asignándole un valor a R2 podemos conocer la ganancia del Filtro 
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( )
6,2
5,66
2 20
2
=
⇒Ω=
−
=
A
k
AQC
QR
ω  
 
en resumen se puede ver en la tabla los valores completos del diseño normalizando los 
valores de las resistencias con los valores que se consiguen en el mercado 
 
 
 
 
 
 
 
Tabla 2 Datos de diseño del filtro pasabanda 
 
la comprobación del diseño se llevó a cabo haciendo uso de la implementación del circuito 
en Orcad Pspice  y con la realización de simulaciones en el dominio de la frecuencia se 
pudo verificar el correcto funcionamiento del filtro. 
 
 
Fig. 20 Filtro Pasabanda Acondicionamiento señal MCE 
V
U1A
LF353
+
3
-
2
V+
8
V-
4
OUT
1
R1
15k
R3
75k
C1
0.01u
C2
0.01u V0
VCC
VEE
0
Vin
0
V4
1Vac
0Vdc
R4
66.5k
0
Parámetro Valor 
f0 522,83Hz 
fL 355Hz 
fU 770Hz 
C1 0,01uF 
C2 0,01uF 
R1 15kΩ 
R2 75kΩ 
R3 66,5kΩ 
A 2,6 
Q 1,26 
BW 415Hz 
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la respuesta en frecuencia del filtro presentado en la figura 20 se puede ver en la 
simulación de Orcad en el dominio de la frecuencia, figura 21 
 
 
Fig. 21 respuesta en frecuencia filtro pasabanda MCE 
 
como resultado de la simulación en Orcad Pspice la ganancia máxima que el filtro 
proporciona es 2.5; para identificar las frecuencias de corte debemos calcular el 70.7% del  
pico máximo 
 
7675,1707,0*5,2 =  
 
La línea verde en la figura 21, señala el 70,7% del pico máximo de la señal y las 
intersecciones con la curva roja, como en la figura 17, son las frecuencias de corte. según 
la simulación de Orcad nos muestra: 
 
HzfL 1,354=  
HzfU 1,778=  
 
Valores que concuerdan perfectamente con los datos de diseño. 
 
Al medir con el osciloscopio la señal de entrada vemos la forma de onda (Azul) con 
algunas componentes de ruido de alta frecuencia y la componente de  60Hz; 
adicionalmente se puede apreciar los armónicos fundamentales que tiene la señal, esto 
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se obtuvo mediante la transformación de Fourier FFT que tiene el osciloscopio RIGOL  
DS1052E, figura 22 (izquierda). 
  
 
FILTRO 
PASA-
BANDA
SEÑAL 
SALIDA
SEÑAL 
ENTRADA
 
Fig. 22 Filtro pasabanda, entrada salida 
 
Al pasar la señal a través del filtro y medir la señal de salida con el osciloscopio, figura 22 
(derecha), es posible apreciar que las componentes de alta frecuencia y la de 60Hz se 
atenuaron conforme al comportamiento del filtro dejando principalmente las frecuencias 
fundamentales de la señal del sensor. el diseño final para el acondicionamiento de la 
señal es como se presenta en la figura 23, la cual incluye todas las etapas antes de que la 
señal entre al convertidor analógico a digital del microcontrolador. 
 
 
Fig. 23 diseño de acondicionamiento de señal MCE 
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Una vez realizado el diseño esquemático se diseño el diseño de circuito impreso con 
componentes de montaje superficial para la reducción de tamaño, adicionalmente el 
circuito se fabrico en dos caras como se ve en la figura 24. 
 
 
Fig. 24 Circuito impreso del Acondicionamiento de señal 
 
La figura 24 muestra la vista superior e inferior del circuito impreso diseñado, en el cual se 
puede ver el amplificador operacional LF353 usado para la etapa de acondicionamiento, 
un regulador de 5V para alimentar el microcontrolador, además cuenta con una interfaz 
SPI con la cual se comunica con la tarjeta encargada del procesamiento y comunicación 
de los datos ECB AT91. 
 
2.2.2 Mejoras Mecánicas del sensor: Motor 
 
Los primeros sensores usaban un motor DC de 5V con escobillas, sin ningún tipo de 
control de velocidad, su costo es relativamente económico y eran instalados con  cables 
de longitudes entre 15 y 20 metros  lo cual genera pérdidas de tensión y problemas en la 
alimentación del motor ya que el porcentaje de perdidas es alto en relación al voltaje de 
alimentación. En el caso de alimentar con 5V las pérdidas de tensión son cercanas a los 
0.5V lo cual representa el 10% del voltaje de alimentación. 
 
Como el sensor depende totalmente del movimiento continuo del motor y su 
funcionamiento debe ser permanente, esto implica que el motor tenga un uso de 24 horas 
diarias de funcionamiento lo que hace es necesario tener un motor que brinde la mayor  
robustez y larga vida útil, esta característica la podemos obtener de los motores sin 
escobillas conocidos como BLDC que adicionalmente cuentan con control de velocidad 
para mantener la frecuencia fija. 
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La tabla 3 muestra una comparación técnica en la cual  se puede relacionar las 
principales características de cada uno de los modelos de motores usados y concluir que 
la mejora que se le hace al equipo es haciendo uso del motor TXWD5730 , es significativa 
ya que el aumento de torque ayuda a evitar que se atasque el motor, dado que los 
equipos son instalados en la intemperie y se ven expuestos a varias condiciones 
ambientales y de la naturaleza, como insectos ramas etc, además que la vida útil 
aumenta. 
 
Nuevo Motor BLDC TXWD5730 
 
Antiguo Motor RS360SM-3564 
Comportamiento Eléctrico 
 
Comportamiento Eléctrico 
Voltaje: 12V 
Torq
ue 
Veloci
dad 
Corrie
nte 
Poten
cia 
Eficien
cia 
 Voltaje: 5V 
Torq
ue 
Veloci
dad 
Corrie
nte 
Poten
cia 
Eficien
cia 
mN-
M 
RPM A W % 
 
mN-
M 
RPM A W % 
  ±10% Max Max   
 
  ±10% Max Max   
Sin carga 0 3100 0.3 0 0 
 
Sin carga 0 7200 0.5 0 0 
Carga normal 70 2100 2.2 15 58 
 
Carga normal           
Max Eficiencia 24 2759 2.2 7 70 
 
Max Eficiencia 4.9 5565 1.7 2.9 47,4 
máxima carga 108 1550 3.4 17 45 
 
máxima carga           
bloqueado 217 0 6.6   0 
 
bloqueado 21 0 6.6   0 
 
 
 
Escobillas NO 
 
Escobillas SI 
Vida útil larga 
 
Vida útil corta 
Control de 
Velocidad SI 
 
Control de 
Velocidad NO 
Torque Alto 
 
Torque Bajo 
Perdidas en el 
Cable 
Bajo Porcentaje (1V = 0,5/12*100 
=4,16%) 
 
Perdidas en el 
Cable Alto Porcentaje (1V = 0,5/5*100 =10%) 
Tabla 3 Comparación características técnicas antiguo motor vs nuevo motor 
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En la tabla 3 podemos verificar que el motor sin escobillas en máxima eficiencia tiene una 
velocidad de 2759RPM y como el sensor en una vuelta genera 8 ciclos de señal(uno por 
cada ventana, figura 12) por tanto la frecuencia teórica del sensor está relacionada con: 
 
Hz
seg
nasventaRPMVelocidadfsT 9,36760
8*2759
60
.)*#(
===  
 
entonces la frecuencia teórica del motor aproximada es : 
 
HzfsT 368≈  
 
dicha frecuencia teórica es muy cercana a la frecuencia medida con el osciloscopio 
HzfsR 375≈  (frecuencia real) y se diferencian en 2% la frecuencia teórica de la 
frecuencia real, esto nos permite ver que el motor está operando muy cerca de la zona de 
máxima eficiencia y así podemos asegurar que la vida útil del motor no se reduzca por 
una deficiente operación. 
 
Gracias a los análisis comparativos realizados se puede concluir que las ventajas que se 
obtienen al haber realizado la sustitución del motor son: 
 
• Aumentar la vida Útil del equipo por ser un motor sin escobillas 
• Aumentar el torque del motor, evita que el sensor se atasque con partículas 
solidas o insectos. 
• Reducir las pérdidas de voltaje generadas en el cable por la distancia entre el 
sensor y la fuente. 
• mantener la frecuencia del sensor constate gracias al uso de control de velocidad. 
 
 
2.2.3 Cambios físicos 
 
El diseño inicial de los prototipos del Molino de campo eléctrico presentan algunos 
problemas mecánicos, como la poca precisión de los tornillos a la hora del ensamble, 
demasiadas partes que hacen engorroso el tema de soporte y mantenimiento al equipo y 
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adicionalmente el aumento de posibles fallas mecánicas. en la parte izquierda de la figura 
26 es posible observar el antiguo diseño del sensor donde el motor va fijado en una 
lamina de aluminio la cual debe ser fijada al soporte cilíndrico haciendo uso de dos 
tornillos laterales, también podemos observar el antiguo motor que se usó. 
 
 
Fig. 25 Cambios en el soporte interno del sensor 
 
En la parte central de la figura 25 se ve el nuevo soporte del sensor, es una pieza 
cilíndrica con una tapa en uno de los extremos, las dos partes (tapa y cilindro) están  
fundidas en aluminio formando una sola pieza, la fundición fue realizada con un molde 
diseñado para el sensor. Gracias a este cambio se eliminaron varias partes de la anterior 
versión que ocasionaban problemas mecánicos, con el nuevo diseño se garantiza que la 
hélice del sensor este completamente paralela a la placa captadora de señal y así tener 
uniformidad en señal de salida del sensor. en la parte derecha de la misma figura esta el 
motor sin escobillas este motor se fija con cuatro tornillos de forma concéntrica a la tapa 
del sensor. 
 
parte o característica 
Antiguo 
Diseño 
Nuevo 
diseño 
Tornillos varios pocos 
Tamaño tornillos varios único 
hélice 
inclinada a la 
placa 
captadora de 
señal 
paralela a la 
placa 
captadora 
de señal 
soporte varias piezas una pieza 
mantenimiento difícil fácil 
Tiempo de ensamble largo corto 
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Tabla 4 comparación partes del soporte del sensor antiguo vs nuevo 
 
La tabla 4 muestra un resumen de las características de cada una de las versiones  de los 
soportes del sensor y se puede determinar las mejoras que se obtuvieron con el nuevo 
diseño. la idea es tener un sensor lo suficientemente robusto y confiable a la hora de 
soportar las condiciones ambientales por ser instalado a la intemperie. 
 
 
2.2.4 Placa Captadora de señal 
 
Como se puede apreciar en la figura 26 (izquierda) la versión inicial del sensor uso una 
placa captadora de señal fabricada en váquela de cobre convencional y el acople del 
cable de señal debía hacerse soldando directamente sobre la placa lo cual se puede 
apreciar en la imagen, el principal problema que genero ese diseño es que el cable de 
señal muchas veces se rompía ocasionando la perdida de la señal, por otro lado el 
apantallamiento de la señal se realizaba haciendo uso de una placa en aluminio adicional 
al respaldo de la laca captadora, esto generaba la utilización de mas partes y el 
apantallamiento no era uniforme debido a los problemas mecánicos como que el tamaño 
de la placa captadora quedaba más grande que la placa de apantallamiento. 
 
 
Fig. 26 Placa Captadora de señal, versión antigua (Izquierda) y nueva (Derecha) 
 
La solución realizada fue reemplazar la placa captadora y la placa da apantallamiento por 
una misma placa diseñada  en un PCB (circuito impreso)  el cual consistió integrar en un 
misma circuito las dos placas, se hizo el diseño en doble cara y para la conexión de la 
señal se agrego un conector de montaje superficial con conexión SMA así la conexión del 
cable de señal a la tarjeta de acondicionamiento de señal es más robusta y evitamos que 
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se rompa el cable. adicionalmente la cara de la placa de señal lleva un recubrimiento 
metálico que reduce la corrosión que afectaba al cobre expuesto a la intemperie. 
 
2.2.5 Conexión cable y ganancia inicial 
 
Se realizo un diseño adicional para el mejoramiento de las conexiones entre el sensor y el 
sistema de adquisición, la versión antigua hacia uso de un conector tipo molex para 
conectar un cable de aproximadamente 15 metros, el problema que se presento fue la 
desconexión o ruptura de alguno de los cables de señal o alimentación dado que no 
contaba con una fijación robusta.  
la figura 27 (derecha) muestra el nuevo circuito impreso que se diseño para solucionar 
este problema. dicho circuito va ubicado en la tapa superior del sensor y cuenta con tres 
conectores: 
• Conector tipo molex para la conexión del motor y el control de velocidad. 
• Conector SMA para conectar un cable coaxial rg-175 que conecta la señal desde 
la placa captadora. 
• y un conector tipo intemperie de chasis que permite fijar el PCB a la tapa superior y 
garantiza una conexión segura. 
 
 
Fig. 27 Diseño de PCB para mejoramiento de conexión del cable 
 
Adicionalmente una modificación de la parte física del equipo es que la tapa superior se 
cambio por un nuevo diseño el cual incluye el conector metálico y la tapa en una sola 
pieza fundida en aluminio, con esto se reduce el usado de tornillos en esta parte y 
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disminuye la probabilidad de que le ingrese agua al sensor ya que se eliminan  los huecos 
para los tornillos. 
 
una vez se tiene este diseño ensamblado basta con hacer uso del cable y conector 
referenciados en la tabla 5. esta tabla también muestra la configuración de pines 
asignando a cada  señal  un color y a su vez un pin en el conector. 
 
Color Señal Pin Conector PCB Configuración de pines 
Rojo          +12V 1 
 
conector EN3C6M 
Negro        GND 2 
Verde        -12V 3 
Naranja     GND 4 
Azul          Señal + 5 
Blanco      Señal - 6 
Referencia Cable: Carol 24AWG, C0954A, Blindado de 3 pares 
E111240-8 o AWM Style 2464 
Tabla 5 asignación de señales a cable y conectores 
 
 
2.3 Uso de Tarjeta de Comunicaciones (ECB_AT91) 
 
Si bien el diseño de esta tarjeta no fue desarrollado durante el proyecto, se trabajo en 
entender su funcionamiento, hasta llegar al punto de realizar la configuración adecuada 
en el diseño y desarrollo de módulos en Linux para gestionar el proceso de adquisición de 
la señal y gestionar los paquetes de comunicación de datos a través de redes IP.  
 
2.3.1 Descripción del Hardware: 
 
Luego de tener la señal proporcionada por el molino de campo y realizar su respectivo 
acondicionamiento y la posterior digitalización fue necesario llevar a cabo la 
implementación de un sistema que permite obtener los datos de una manera rápida y 
eficiente (centralizar la información remotamente) para que la recolección de los datos no 
tomara bastante tiempo y trabajo dispendioso a la hora de recorrer cada uno de los 
puntos de medida; para lograr esto tuvo en cuenta las propiedades de la señal 
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proporcionada por el molino de campo eléctrico y el la salida del circuito de 
acondicionamiento de señal. 
 
Haciendo uso de la configuración de hardware del sensor de campo eléctrico planteada 
en el desarrollo de la tesis de pregrado en ingeniería electrónica en la universidad 
Nacional [21], la cual arrojo como resultado la selección y adquisición de un Hardware que 
fuera versátil a la hora de manipularlo, que pueda ser reconfigurado para actualizar y 
modernizar aplicaciones de software e igualmente que tenga posibilidades de 
comunicación de datos por diferentes medios, entre ellos que tenga comunicación por 
Ethernet, se opto por hacer uso de un Hardware desarrollado en Colombia [41],  el cual 
presenta ciertas características técnicas que son de gran ayuda para el desarrollo de este 
proyecto, como es el uso de sistema operativo GNU/Linux embebido sobre el cual se 
pueden ejecutar aplicaciones de software como: la que gestiona el proceso de adquisición 
de los datos y la que ejecuta el procesamiento de la información y  empaqueta los datos 
en tramas para enviarlos al servidor. 
 
 
Fig. 28 Vista superior e Inferior de la ECB_AT91 
ECB_AT91
PROCESADOR 
ARM
ETHERNET
USB 2.0
JTAG
I2C
UART Y SPI
MEMORIA SD
MEMORIA 
FLASH
MEMORIA RAM
 
Fig. 29 arquitectura  uno ECB_AT91 
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Característica Descripción 
Procesador 
ARM 
es el procesador central del sistema embebido usa el AT91RM9200 
Memoria Flash memoria usada para el almacenamiento del kernel del sistema operativo.  
Memoria RAM 
memoria usada para el intercambio de información con el procesador, se usa en la 
ejecución del sistema operativo, módulos y programas 
Memoria SD 
Usada para el almacenamiento del sistema de archivos, sistema operativo, es el 
equivalente del disco duro de un computador 
I2C 
interfaz de comunicación que hace uso de dos líneas, una para datos y otra para 
sincronización de reloj 
UART 
interfaz de comunicación que controla dispositivos serie la sigla traduce "Transmisor-
Receptor Asíncrono Universal" 
SPI 
interfaz de comunicación que permite la interacción de varios dispositivos en configuración 
maestro esclavo. esta es la interfaz de comunicación usada para transmitir los datos desde 
el PCB de acople de impedancias a la tarjeta de procesamiento 
ETHERNET 
interfaz de comunicación que brinda la posibilidad de conectarse a redes IP, este es el 
puerto usado para la comunicación de los datos desde la unidad de adquisición hasta el 
servidor de centralización de la información. 
USB 2.0 puerto disponible para conectar dispositivos USB, como memorias, GPS etc. 
Tabla 6 Descripción componentes de la arquitectura de ECB_AT91 
 
El hardware utilizado es el que aparece en las figura 28 y su arquitectura se muestra en la 
figura 29. Como puede apreciarse el diseño del hardware nos brinda acceso a 
comunicaciones SPI, interfaz usada para realizar la comunicación de los datos de la señal 
digitalizada en la tarjeta de acondicionamiento de señal y una entrada de comunicación 
por Ethernet que es la principal conexión para establecer una comunicación por redes IP 
con el servidor y poder enviar los datos. En las figuras 28, 29 y en la tabla 8 se resaltan 
las características más importantes de la ECB_AT91.  
 
Dentro de las características más importantes que presenta el Hardware usado se 
encuentra la posibilidad de ejecutar un sistema operativo que le permite realizar tareas 
básicas como un computador convencional, ejecuta comandos, programas, scripts, 
módulos; por tanto se puede decir que es un sistema de computo de pequeño tamaño y 
de bajo consumo energético, el cual es más conocido como sistema embebido o sistema 
integrado. Lo anterior también puede definirse como un sistema informático de uso 
especifico el cual realiza tareas personalizadas y  que en muchos casos se encuentran 
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construidos dentro de dispositivos y/o equipos de mayor tamaño, como es el caso del 
sensor de campo electrostático.  
 
 
Fig. 30 Diagrama de partes de un equipo de medida 
 
La figura 30 presenta la arquitectura del sistema de medida del sensor de campo 
electrostático junto con el modulo de procesamiento que gestiona los datos adquiridos y 
los envía en tiempo real al servidor; los datos contienen la información de la señal medida. 
La arquitectura final del modulo de acondicionamiento de señal se ve en la figura 23 
donde una vez se tiene la señal  es digitalizada con el Microcontrolador ATMEGA16 y se 
envía a través de una interfaz de comunicación SPI (Serial Peripherical Interface) con la 
Tarjeta ECB AT91. 
 
El diagrama de bloques presentado en la figura 31 muestra la arquitectura final del 
sistema desde que recibe la señal del sensor hasta que entrega los datos al servidor a 
través de la red Internet haciendo uso de la interfaz de Ethernet. 
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Fig. 31 arquitectura del sistema de adquisición y comunicaciones 
 
Una vista interior del sistema de adquisición usado para este trabajo es posible diferenciar 
cada una de las partes descritas anteriormente, los puertos que tienen desde el 
acondicionamiento de señal hasta la comunicación a través de redes IP, figura 32. 
 
 
Fig. 32 Vista interna unidad de adquisición 
 
 
2.4 Redes  experimentales de medida de Campo electrostático. 
 
Una vez modificados y ensamblados los equipos se realizó la instalación en diferentes 
puntos geográficos para formar redes experimentales de sensores de campo eléctrico 
para efectuar medidas y validar el desarrollo del trabajo; con el apoyo del proyecto “RED 
COLOMBIANA DE INFORMACIÓN DE TORMENTAS. Fase I: Sistema Piloto Bogotá, 
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Medellín y Manizales”6
                                                 
6 Proyecto Financiado por Colciencias, Ministerio de Educación Nacional y ejecutado dentro del Grupo de 
Investigación PAAS de la Universidad Nacional 
. se obtuvieron los recursos necesarios para el diseño, desarrollo y 
fabricación de equipos; este proyecto fue ejecutado por el grupo Investigación PAAS-UN y 
financiado por el ministerio de educación Nacional y Colciencias, dicho proyecto dio como 
resultado estudios de investigación y el sustento económico para el desarrollo tecnológico 
y los resultados de la presente tesis de Maestría. 
 
Uno de los requisitos que presentaba la convocatoria de Colciencias fue realizar un 
desarrollo tecnológico que aplicara sus resultados a la utilización de la Red RENATA (Red 
Nacional de Tecnología Avanzada), hecho que coincidió con las necesidades del proyecto 
de la tesis de maestría, dado que para la implementación de la red de medida era 
necesario contar con varios puntos de red para realizar la comunicación de los datos de 
cada uno de los equipos hacia servidor centra, puesto que esto genera una serie de 
costos como: los planes de servicio de Internet, energía eléctrica y lugar de ubicación de 
los equipos al hacer uso de las redes académicas a través de convenios con las 
universidades miembros se pudo obtener el apoyo necesario y dar continuidad con el 
proyecto de tesis. 
 
Se formalizó la gestión necesaria con los miembros pertenecientes a la red RENATA de la 
cual hace parte otras redes Académicas a nivel regional, para el objeto del proyecto fue la 
red RUMBO (Red Universitaria Metropolitana de Bogotá) en la ciudad de Bogotá y se 
obtuvieron los permisos necesarios para hacer uso de un espacio físico (instalación del 
sensor), el suministro de energía eléctrica y la conectividad a la red RUMBO. 
 
La primera fase de la implementación de las redes fue hacer la instalación en varios 
lugares geográficos con el fin de verificar el funcionamiento de las mejoras desarrolladas 
a los equipos. Antes de realizar el desarrollo de las aplicaciones de comunicaciones se 
dejaron registrando los datos de forma local. 
 
A continuación se da una descripción de cada una de las redes implementadas y el lugar 
donde se instalaron los sensores que conforman cada red. 
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2.4.1 Bogotá 
 
La ubicación de los sensores fue diseñada para tratar de dar la mejor cobertura a la 
ciudad teniendo en cuenta la disponibilidad de un sitio  para la ubicación del equipo; se 
encontraron universidades que pertenecían a la red RUMBO y teniendo en cuenta la 
ubicación de cada universidad se contrastó con los puntos seleccionados iniciales para 
obtener acceso a red de datos por colaboración de las redes académicas y la cobertura 
requerida para el sistema. en cada uno de los puntos seleccionados se gestionaron los 
permisos referentes para apertura de puertos de comunicaciones, requerimientos para la 
instalación eléctrica y requerimientos para instalación exterior del sensor. 
En los lugares en los cuales no se contaba con cobertura de las redes Académicas se 
realizó la instalación en casas donde permitieron ejecutar este trabajo y colaborar con la 
prestación del servicio de energía e Internet. 
 
Los sitios donde se instalaron los equipos fueron: 
 
Red de Bogotá Tipo de comunicaciones 
Numero en 
mapa 
Universidad Nacional, Grupo PAAS Red Interna, UN7 LAN8 1  
Universidad Distrital, Sede Centro Red Rumbo, IP de RENATA 2 
Universidad Minuto de Dios Red Rumbo, IP de RENATA 3 
Universidad Escuela Colombiana de 
Ingeniería 
Red Rumbo, IP de RENATA 
4 
Barrio Kennedy Internet 5 
Barrio el Recuerdo Internet 6 
Barrio Fontibón Internet 7 
Tabla 7 Características red de Bogotá 
 
En el mapa mostrado en la figura 33 es posible ver la distribución geográfica de la 
instalación de los equipos en la ciudad de Bogotá. 
 
                                                 
7 UN: Universidad Nacional 
8 LAN: Local Area Network 
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Fig. 33 sitios de Ubicación de los Sensores Bogotá 
 
La figura 34 muestra las imágenes de los sensores instalados en cada uno de los sitios 
seleccionados para el desarrollo del proyecto y validación de la tesis de maestría. 
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Fig. 34 Sitios de Instalación de Sensores en Bogotá 
 
 
 
 
 
46 
 
2.4.2 Medellín. 
 
Varias Universidades de Medellín hacen parte de las Redes Académicas, dentro de la red 
RENATA se conectan a través de la red RUANA (Red Universitaria de Antioquia), de igual 
forma a lo hecho en la ciudad de Bogotá se realizaron tramites de gestión con las 
universidades pertenecientes a esta red con el objeto de tener acceso a la instalación de 
los equipos; como las sedes de la Universidad Nacional en Medellín hacen parte de la red 
RUANA la colaboración fue positiva al igual que la Universidad de Antioquia donde se 
Instalaron dos equipos, uno en la sede principal y otra en la S.I.U. (Sede de Investigación 
Universitaria). 
 
LA figura 35 muestra la distribución geográfica de la red implementada en la ciudad de 
Medellín y la Figura 36 son las imágenes de los sensores instalados en cada una de las 
universidades con acceso a la red RENATA como lo son: 
  
 
Fig. 35 Sitios de Ubicación de sensores en Medellín 
 
Red de Medellín Tipo de comunicaciones Numero en mapa 
Universidad Nacional – Facultad 
de Minas. 
Red Interna UN a través de la NAT (Traducción de 
dirección de red) entre sedes 1 
Universidad de Antioquia 
 
Red RUANA, IP de RENATA 2 
Universidad Nacional – Sede 
Centro Sede Centro 
Red Interna UN  a través de la NAT entre sedes 3 
SIU-Universidad de Antioquia 
 
Red RUANA, IP de RENATA 4 
Tabla 8 Características red de Medellín 
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Fig. 36 Imágenes de los sensores instalados en Medellín 
 
 
2.4.3 Manizales. 
 
Gracias a la presencia de las sedes de la Universidad Nacional en la ciudad de Manizales 
fue posible realizar una parte experimental del proyecto en esta ciudad donde se 
implementaron cuatro sensores distribuidos como se muestra en la figura 37 
 
 
Fig. 37 Red de Sensores Instalada en Manizales 
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Red de Manizales Tipo de comunicaciones Numero en 
mapa 
Universidad Nacional Sede la 
Nubia. 
Red Interna UN a través de la NAT 
entre sedes 
1 
Universidad Nacional Sede 
Palogrande. 
Red Interna UN a través de la NAT 
entre sedes 
2 
Universidad de Manizales Red RADAR, IP de RENATA 3 
Municipio de Villa María INTERNET 4 
Tabla 9 Características red de Manizales 
 
la figura 38 muestra los lugares de instalación de cada uno de los sensores de campo 
electrostático ubicados en la ciudad de maizales y el nombre del lugar que puede ser 
referenciado como se ve en la tabla 9. 
 
 
Fig. 38 Imágenes de los sensores Instalados en Manizales 
 
 
 
49 
 
2.4.4 La Palma Cundinamarca. 
 
Teniendo en cuenta los objetivos de la tesis y beneficiándose de la realización del 
proyecto de investigación realizado para CODENSA S.A. en cofinanciación con 
Colciencias, denominado “Mejoramiento de Índices de Calidad de los circuitos de 
distribución rural de CODENSA en zonas de alta actividad eléctrica atmosférica.” Se 
instalaron 5 sensores adicionales esta zona del país, esto es importante para la 
comunidad académica para estudiar el fenómeno físico del rayo en una de las regiones 
que a nivel nacional se ha caracterizado por ser una de las regiones con mayor actividad 
de rayos en Colombia, la figura 39 muestra las imágenes de los sitios de Instalación. 
 
La instalación de los sensores en esta zona del país sirvió para verificar el funcionamiento 
de las partes mecánicas expuestas a las condiciones ambientales ya que es una zona 
rural con presencia de humedad e insectos que pueden incrustarse en las partes móviles 
del equipo. 
 
Fig. 39 Imágenes de Sensores Instalados en sitios seleccionados 
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Los resultados obtenidos del comportamiento de los sensores probados en las 4 redes 
instaladas fueron satisfactorios dado que estuvieron bajo las condiciones de  intemperie y 
se adquirieron datos producto del registro local para el cual fueron configurados 
inicialmente, el tiempo de registro fue por cerca de 30 días consecutivos sin presentar 
fallas. 
 
Esto permitió comprobar el buen funcionamiento de los equipos en cuanto a las mejoras 
físicas realizadas y la incorporación de diseños de acondicionamiento de señal; una vez 
finalizada la etapa de prueba de los equipos se realizo la configuración de las aplicaciones 
para la automatización de la recolección de los datos en tiempo real en el servidor central 
y desarrollo del sistema de información. 
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3 Desarrollo del Sistema de Información 
 
3.1 Conceptos Teóricos 
 
3.1.1 Arquitectura de Servidores: Cliente Servidor 
 
Se refiere a un sistema en el cual dos o más procesos funcionan de forma independiente 
pero cooperativamente. 
El funcionamiento básico esta dado por la solicitud de datos desde el cliente al servidor, 
una vez el servidor atiende la información devuelve la información solicitada o da permiso 
para ejecutar alguna tarea o proceso.  
La estructura de comunicación entre el cliente y servidor es mostrada  en la figura 40 
 
 
Fig. 40 Esquema de la Arquitectura Cliente Servidor [34] 
 
 
La arquitectura cliente servidor es un modo de intercambio de información usado 
ampliamente en sistemas de información. 
El servicio comúnmente usado con esta arquitectura es de almacenamiento con bases de 
datos ya sea de muchos clientes compartiendo la información existente en el sistema o 
muchos clientes intentando ingresar información a la misma base de datos. [34] 
Esta arquitectura facilita la interoperabilidad entre varios tipos de hardware y software 
perteneciente a cada uno de los clientes permitiendo una interfaz de conectividad abierta 
entre bases de datos. 
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Fig. 41 Esquema de Conexión de varios Clientes con un Servidor 
 
La figura 41 muestra como seria la conexión entre los clientes y el servidor para realizar la 
ejecución de aplicaciones de manera conjunta. 
Como características principales de esta arquitectura de servidores se presentan las 
siguientes:  
 
• Es Fácil de escalar, es posible aumentar el número de clientes de forma 
progresiva. aspecto importante en el desarrollo de la tesis permitiendo que con el 
tiempo se agreguen mas sensores a las redes. 
• Es fuertemente dependiente a las comunicaciones, si no hay conexión entre los 
clientes y servidor no es posible ejecutar tareas conjuntas.  
• Es posible implementarlo en un servidor con un sitio mínimo, es decir, en el cual se 
aloje la pagina web, la base de datos, servidor mail, sistema de seguridad. 
 
Es necesario tener en cuenta la dimensión del cliente, el cual se cataloga como cliente 
ligero, o pesado, donde el primero es el que realiza procesamientos mínimos en el cliente 
y el otro realiza procesamientos de mayor carga. La arquitectura de cliente ligero es la 
más utilizada en la implementación de arquitecturas tipo  Cliente/servidor [36] 
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3.1.2 NTP - Network Time Protocol  
 
Es un protocolo usado para sincronizar la hora de una equipo de computo, ya sea cliente 
o servidor, con la hora de un servidor con mejor nivel de sincronismo o una fuente de 
referencia como un reloj atómico o un GPS. NTP es un protocolo basado en un sistema 
cliente-servidor. [31] Crear un servidor primario requiere tener un receptor de radio, 
satélite o un modem, también es posible hacerlo con un contador de reloj atómico. 
 
Generalmente en un sistema Linux es necesario realizar la configuración del archivo 
/etc/ntp.conf donde se seleccionara que tipo de servidor  y con quien se va a sincronizar 
en este caso debemos seleccionar que el servidor se sincronice con el GPS así 
obtenemos que el servidor del sistema sea de estrato 1. 
 
 
Fig. 42 Sistema de Sincronización NTP, USNO [32] 
Tal como se ve en la figura 42, según la USNO (Observatorio Naval de los Estados 
Unidos) [32], el protocolo NTP hace uso de un sistema jerárquico basado en los estratos 
de sincronización del reloj que son: 
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• Estrato 0: son aquellos dispositivo  que no están conectados hacia una red sino a 
una computadora directamente como lo son como relojes GPS como el Trimbe 
Acutime Smart Gold 2000 (GPS usado en el desarrollo de esta tesis) 
• Estrato 1: Son los sistemas que se sincronizan con dispositivos estrato 0, 
generalmente este tipo de sistemas se usas con servidores de tiempo en las redes 
de datos, el servidor del sistema de información de tormentas opera en este 
estrato y provee el servicio de sincronización a los clientes de la red.  
• Estrato 2: son sistemas que envían peticiones de sincronización NTP a servidores 
de estrato 1, todos los sensores del sistema de información son estrato 2 ya que 
realizan la sincronización a través de NTP con el servidor central del sistema de 
tormentas. 
 
el uso de la antena GPS de alta precisión nos proporciona un estrato 0 y la sincronización 
del servidor NTP nos da como resultado un estrato 1 por tanto al obtener la sincronización 
de cada uno de los clientes (sensores) desde el servidor central del sistema cada uno de 
ellos queda ubicado en un estrato 2. 
 
3.1.3 Esquemas de Seguridad 
 
3.1.3.1 VPN´s 
 
Una Virtual Private Network (VPN) es un sistema para simular una red privada sobre una 
red pública, por ejemplo, Internet. Como se muestra en la figura 43, donde se es posible 
apreciar los dos esquemas: el primero donde se establece una conexión a través de una 
red pública y la segunda es un esquema equivalente como si las dos redes pertenecieran 
a la misma red LAN. 
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Fig. 43 Diagrama de equivalencia de una VPN 
 
Las VPNs también permiten la conexión de usuarios remotos a la red privada y así podrán 
actuar como si estuviesen dentro de la misma red LAN, esto es bastante conveniente para 
la instalación de nuevos equipos dentro de la red de sensores. 
 
La forma de comunicarse entre las partes es realizada a través de una red pública 
mediante el establecimiento de túneles virtuales entre los dos puntos que negocian los 
esquemas de encriptamiento,  generalmente como se realiza en redes como internet es 
necesario prestar atención a temas de seguridad para que los datos sean encriptados. 
En la encriptación de las VPNs el protocolo que más se usa es el IPsec que proporciona 
encriptamiento a nivel de IP. 
 
Las principales ventajas que se tienen de una arquitectura VPN son [33]: 
• Transparencia: la interconexión entre diferentes puntos es transparente para los 
clientes 
• Seguridad: es posible brindar seguridad a múltiples servicios haciendo uso de un 
único mecanismo  
• Ahorro: permite conectar redes separadas físicamente sin necesidad de tener 
infraestructura propia como una red dedicada. 
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3.1.3.1.1 Protocolos utilizados en las VPNs 
 
• PPTP Point-to-Point Tunneling Protocol fue desarrollado por ingenieros de Ascend 
Communications, U.S. Robotics, 3Com Corporation, Microsoft, y ECI Telematics para 
proveer entre usuarios de acceso remoto y servidores de red una red privada virtual. 
Este protocolo encapsula datagramas de cualquier protocolo de red en datagramas IP, y 
luego pueden ser tratados como un paquete IP normal. [33] 
 
• IPSec: Es un protocolo encargado de mejorar algunas falencias que presenta el protocolo 
IP, como lo es la protección de los datos que se transfieren, este protocolo provee 
confidencialidad, integridad y protección a repeticiones mediante los protocolos AH 
Protocolo de autenticación y ESP encapsulado de seguridad de la carga. 
 
• L2TP: Layer-2 Tunneling Protocol (L2TP) es usado para realizar el entunelamiento de los 
paquete PPP a través de una red de tal forma que se aprecie de forma transparente para 
los usuarios Otros protocolos de Seguridad 
 
• SSL: Security Socket Layer, es otra opción para el trafico seguro a través de Internet, este 
protocolo proporciona encriptación del trafico de red. Es capaz de gestionar de manera 
encriptada y segura la comunicación entre el cliente y el servidor. Es usado en la mayoría 
de exploradores web. SSL VPN normalmente no requiere algún software especial en el 
cliente, puede proporcionar niveles de seguridad similares a IPSec. [33] 
 
3.1.4 Comunicación por Sockets 
 
Los sockets son un sistema de comunicación entre procesos de diferentes maquinas de 
una red, por tanto son el punto por el cual se puede enviar o recibir información; además 
son capaces de realizar comunicaciones a través de TCP y de UDP y son muy utilizados 
en el intercambio de datos entre un cliente y un servidor. 
La figura 44 muestra la lógica de la comunicación entre el cliente y el servidor a través de 
un socket. 
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Fig. 44 Lógica de Comunicación por Socket 
 
El servidor se encarga de iniciar el proceso de conexión al abrir un canal de comunicación 
y publicar en la red la dirección de dicho canal, una vez ejecuta esta tarea el servidor se 
queda a la espera de recibir peticiones o solicitudes para iniciar el intercambio de datos 
con el cliente. el cliente por su parte también abre un canal de comunicación y envía una 
solicitud de conexión al servidor, cuando la conexión es aceptada por el servidor se crea 
un proceso hijo para cada conexión entrante (cada cliente o sensor) y comienza la 
transferencia de datos (envió y recepción), una vez se termina la transferencia de datos el 
canal de comunicación se cierra tanto en el cliente como en el servidor. Esta tarea se 
ejecuta constantemente para realizar el intercambio de los datos de los sensores en 
tiempo real. 
 
La principal ventaja de la comunicación por sockets radica en que son muy eficientes a la 
hora de enviar un número elevado de mensajes y datos, además que son orientados a la 
conexión, por tanto garantiza la transmisión de todos los datos sin errores ni omisiones y 
asegura que los datos lleguen en el orden que se han transmitido 
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3.2 Diseño e Implementación del Sistema de Información 
 
Tomando como referencia el concepto de un sistema de información geográfico, el cual 
claramente involucra la presencia de Software, hardware, datos, personas, 
organizaciones, recolección de datos, almacenamiento, análisis, e información sobre 
zonas de la geografía [1]. 
 
El sistema de información de tormentas hace uso sensores para medir continuamente el 
campo electrostático en un área específica y poder dar información de esa variable 
ambiental en el área de cobertura del sistema. 
Los sistemas de información geográficos también pueden ser usados para realizar 
investigaciones en áreas como la meteorología o investigaciones sobre impactos en la 
sociedad [1]. 
 
BRUNSKILL en 2003, dice que la implementación de tecnologías similares y métodos en 
ciencias atmosféricas pueden tener beneficios similares a los de un sistema de 
información geográfico [1] que generalmente requiere de una cartografía de la zona de 
donde se realizara la aplicación o estudio. 
 
Para el desarrollo de este trabajo, enfocado a realizar una investigación sobre los 
principales sistemas de información de tormentas en el mundo y aportar al desarrollo del 
sistema de monitoreo de tormentas en Colombia, haciendo uso de desarrollos 
tecnológicos y uso de nuevas tecnologías, en cuanto a la comunicación de sensores a 
través de redes IP  basados principalmente en el uso de la red INTERNET, se decidió 
hacer uso de herramientas geográficas para consultas como es el caso de los mapas de 
Google, conocidos como Google maps. 
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Fig. 45 Imagen de Google Maps, usada en la publicación de Información 
 
El sistema de información de tormentas puede brindar información para realización de 
estudios en el tema de tormentas eléctrica gracias al registro de datos históricos del 
comportamiento del fenómeno físico. automatiza la recolección de los datos de todos los 
sensores distribuidos en la red de medición y los centraliza en el servidor del sistema 
facilitando la adquisición de los datos, se pretende que quede como soporte para que a 
mediano plazo sirva para emitir alertas tempranas en  las zonas de cobertura del sistema 
a los usuarios del sistema.  
 
3.2.1 Diseño del sistema de medición 
 
Luego de la revisión bibliográfica respecto al monitoreo de tormentas eléctricas a nivel 
mundial y conociendo las aplicaciones que se le dan a las redes de molinos de campo 
electrostático se realizó el diseño de la red de medición de tormentas eléctricas en 
Colombia, disponiendo de 7 puntos de medida en la ciudad de Bogotá. Los  equipos 
usados en la red con las mejoras físicas y tecnológicas realizadas como se describió 
anteriormente, tienen la posibilidad de realizar la conexión a red haciendo uso del 
protocolo TCP/IP. Para hacer esto posible es necesario diseñar la aplicación que permita 
ejecutar la adquisición de la señal, hacer un procesamiento previo y ejecutar la tarea de 
comunicar los datos a un sistema central que es el encargado de darle gestión a los datos 
de todos los puntos de medida, almacenarlos, procesarlos y dejarlos disponibles para los 
usuarios interesados en el tema. 
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La arquitectura básica del sistema es como la mostrada en la figura 46. 
 
 
Fig. 46 arquitectura del sistema de tormentas Eléctricas 
 
En la arquitectura presentada se ve una distribución de sensores de campo electrostático 
con una conexión a red mediante el uso de redes IP, los sensores están continuamente 
midiendo los cambios atmosféricos del campo eléctrico producto de la variación de carga 
en las nubes y están en la capacidad de detectar cuando se acerca una nube de 
tormenta, representada en la arquitectura como una nube con rayos. los sensores se 
conectan a través de IP a la nube de Internet y establecen la comunicación por sockets 
con el servidor y así  almacenan los datos y se sincronizan en tiempo. 
El servidor central recibe los datos de los sensores y publica la información necesaria 
para usuarios interesados que pueden ser consultados a través de internet. 
 
La selección de la forma de comunicar los sensores, la forma de almacenarlos y realizar 
la gestión de los datos se hizo basada en las características que nos ofrecen la 
arquitectura cliente/servidor. 
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3.2.2 Descripción del sistema de comunicación de Datos del servidor 
 
Los sistemas en línea orientados a trabajar en tiempo real son un gran logro de nuestra 
época y su rápida expansión y sofisticación se ha dado gracias al amplio y constante 
desarrollo de las comunicaciones. Este proyecto hace un uso particular de la red para 
transporte de información, dado que el objetivo es conseguir manejar la información en 
tiempo real, principalmente para la automatización en la recolección de la información de 
varios puntos de medida y análisis de los datos esto permitirá emitir alarmas tempranas 
sobre la presencia de tormentas eléctricas. 
 
En el ámbito actual de las comunicaciones los estándares predominan fuertemente y es 
por ello que se opto por usar sistemas que soporten dichos estándares. Utilizando la 
interfaz física RJ45 diseñada para soportar protocolos de comunicación de Ethernet y 
aprovechando que cada sensor de campo es un sistema embebido con soporte para 
estos mismos protocolos se diseño códigos para establecer la comunicación entre cada 
uno de los dispositivos y el servidor central. Posteriormente esta información es sometida 
a procesamiento y almacenamiento. 
 
El protocolo que se uso para realizar el transporte de dato es el TCP/IP principalmente por 
sus características enfocadas a la conexión, esta es una gran ventaja que se aprovecha 
para evitar perdida de información, además la creación de puertos sobre este protocolo es 
sencilla desde todas las plataformas de desarrollo de interés para el posterior desarrollo 
de mas aplicaciones relacionadas con el proyecto. Un diagrama de flujo que muestra 
como se establece y maneja la comunicación desde el servidor es presentado en la figura 
47. 
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Fig. 47 Diagrama de Comunicación por Socket - Servidor 
 
El algoritmo desarrollado es para la creación de un  socket en el servidor el cual es usado 
para manejar la conexión con los clientes o sensores. una vez el algoritmo inicia el 
servidor crea un socket que seguidamente es abierto, si el socket pudo ser creado en el 
servidor pasamos a un nuevo estado en el cual esperamos que algún cliente establezca 
comunicación o consolide una conexión, si pasado un tiempo límite no hemos conseguido 
ninguna petición de conexión, pasamos a un estado de error en el cual el proceso informa 
sobre las dificultades que presento para luego cerrar la conexión y finalizar el proceso. 
 
En caso de obtener una petición de conexión vamos al estado de lectura, en el cual el 
servidor recopila la información que está siendo enviada por el sensor de campo que 
representa al cliente, cuando se ha terminado la transmisión de datos se realiza una 
comprobación de la legitimidad de los datos, si se comprueba que los datos no contienen 
errores  los almacenamos en la base de datos y retornamos a esperar una nueva petición 
del cliente, en caso contrario procedemos a cerrar la conexión y finalizar nuevamente el 
proceso.  
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Cliente 
(Sensor) Servidor
Solicitud de conexión
Acepta conexión
Envía datos
Datos recibido y correctos
Recibe datos 
y almacena
Inicia Socket y 
espera conexión
Solicita confirmación de datos
Solicitud cerrar conexión 
Conexión terminada correctamente
 
Fig. 48 Diagrama de Secuencia UML - Comunicación por Socket - Servidor 
 
La figura 48 presenta el diagrama de secuencia de la comunicación por socket ejecutada 
en el servidor cuando interactúa con el cliente en la cual se puede ver que la conexión se 
establece así: 
 
• El servidor abre el canal de comunicación y publica en la red la dirección del canal 
de comunicación. 
• El servidor espera solicitudes de comunicación 
• El cliente solicita permiso de conectarse con el servidor 
• El servidor acepta la conexión del cliente 
• El cliente envía los datos 
• El servidor acepta los datos y los almacena 
• El cliente solicita confirmación de recepción de los datos 
• El servidor confirma que los datos están correctos 
• El cliente solicita cerrar la conexión 
• El servidor acepta que la conexión termine 
 
En el anexo C es posible encontrar el código fuente de como se estableció la conexión 
por sockets. 
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3.2.3 Descripción del sistema de comunicación de Datos del Cliente 
(Sensores) 
 
El sistema de comunicación de datos que ejecuta el cliente o sensor es el encargado de 
que una vez la señal es medida por el sensor, adecuada con el PCB de 
acondicionamiento y digitalización de la señal, sea procesada a través de un programa 
principal que es diseñado en lenguaje C y es ejecutado en la tarjeta de procesamiento 
ECB_AT91, el punto de partida en este desarrollo fueron los avances realizados en la 
Universidad Nacional [21] para obtener los datos provenientes del sistema de adquisición 
mediante una interrupción de software generada por una señal.  
 
Como el desarrollo de procesamiento y comunicación de los datos es realizado en un 
sistema embebido implica que los datos adquiridos por el hardware se encuentren 
inicialmente  presentes en el espacio de kernel, ya que son adquiridos mediante un 
modulo diseñado para la creación de un SPI y así dar soporte al ADC externo que se 
encuentra en el PCB de acondicionamiento de señal.  
 
ESPACIO 
DE KERNEL
(módulos, 
drivers)
ESPACIO DE 
USUARIO
(Aplicaciones)
HARDWARE
ECB_AT91
 
Fig. 49 arquitectura diseño de software en sistemas embebidos 
 
La figura 49 se muestra como es la arquitectura del diseño del software encargado de la 
adquisición de los datos digitalizados en la tarjeta de acondicionamiento de señal, de 
dicha arquitectura se resalta tres bloques principales como sigue: 
 
• Hardware: es la tarjeta física que provee las características de procesamiento, 
almacenamiento y comunicación de los datos, es el dispositivo que requiere de la 
configuración adecuada para cumplir con las tareas de adquisición y comunicación 
de los datos. en el desarrollo se realizo bajo la plataforma ECB_AT91. 
• Espacio de Kernel: Se encarga de gestionar los recursos de hardware de forma 
eficiente y sencilla, genera una interfaz entre la aplicación y el hardware, en el 
espacio de kernel es ejecutado el driver desarrollado que se encarga de recibir, a 
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través de una comunicación SPI, los datos digitalizados de la señal del sensor 
para poder manipular estos datos se debe enviar desde espacio de kernel hacia 
espacio de usuario. 
• Espacio de Usuario: es donde se ejecutan los programas de usuario final, como 
el procesamiento que se quiere realizar a los datos, la comunicación a través de 
IP, aquí se ejecutan las aplicaciones que deben interactuar con el hardware pero 
no lo hace directamente sino a través del espacio de kernel. 
 
Para hacer el traspaso de los datos al espacio de usuario hacemos uso de llamadas al 
sistema syscalls con operaciones propias de las estructuras archivo como: leer, escribir, 
liberar, abrir, etc. 
 
El traspaso de los datos de un espacio a otro (kernel a usuario), obedece a razones de 
seguridad, dado que el sistema embebido ejecuta la versión de Linux Debian con kernel 
2.16.17, es importante mantener la estabilidad de dicho sistema, un acceso inadecuado a 
la memoria puede ocasionar un desbordamiento de ella que en varios casos puede 
generar inestabilidad del sistema operativo y falla total del sistema para ello se garantiza 
la seguridad manteniendo la lógica presentada en la figura 50. 
 
INICIO
SEÑAL DEL 
MODULO
COMUNICACIÓN 
EJECUTADA
SI
FIN
NO
NO
TAREA 
FINALIZADA
SI
SI
NO
 
Fig. 50 Diagrama de la Comunicación del Modulo al espacio de Usuario 
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En el estado de inicio se prepara para recibir la señal enviada por el modulo cuando este 
dispone de nueva información, la señal se puede manipular gracias a las características 
propias que ofrece los sistemas operativos, este proceso se ejecuta de forma asíncrona, 
el modulo está diseñado para mantener una frecuencia de adquisición de datos de 15 Hz, 
por lo tanto cada 66ms aproximadamente enviará una señal de confirmación.  
 
Cuando el proceso central recibe la señal enviada hace uso de los syscalls (llamadas al 
sistema) necesarias para conseguir los datos enviados por el modulo. como en   Linux 
todo se maneja en forma de archivo,  entonces las funciones predefinidas para el manejo 
de estos nos son de gran utilidad para el control de comunicación con el modulo y 
requiere funciones a nivel de kernel para realizar estas tareas. cuando la comunicación es 
ejecutada correctamente pasamos a indagar si la tarea está finalizada, en caso de ser 
afirmativo salimos de la ejecución pero si es negativo volvemos al inicio para realizar el 
paso de los siguientes datos desde el espacio de kernel al espacio de usuario. en este 
ciclo se mantiene ejecutando el modulo para la adquisición de los datos para alistarlos 
para el proceso de comunicación. 
 
Una vez el proceso adquiera la información y esté disponible en el espacio de usuario 
pasa a un siguiente estado en el cual establece comunicación con el servidor central para 
el envió de los datos recopilados, este proceso se realiza con base en los diagramas 
presentados en las figuras 47 y 48, pero esta vez desde el lado del Cliente. Este proceso 
es iterativo infinitamente y solo fallas externas o errores no detectados rompen su 
ejecución, básicamente porque deseamos conocer toda la información posible del estado 
del campo eléctrico y así tener los mejores resultados en el monitoreo continuo de la 
señal. 
 
La ventaja de la tarjeta de desarrollo ECB_AT91 es el soporte que trae para puertos 
físicos como USB, Ethernet, RS232. Adicionalmente todo su código es abierto y se 
encuentra disponible para que el usuario final realice los cambios que le permitan ajustar 
el sistema a futuras aplicaciones. 
 
El formato de la comunicación será enviado de la siguiente manera  
(nombre,campoe,fecha,milisegundo), en donde nombre es el identificador que tendrá 
cada equipo es configurado al momento de instalarlo. la variable campoe es el dato de 
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campo eléctrico medido por el sensor, la fecha es cuando se realizo  la adquisición de los 
datos y el campo milisegundo  es el milisegundo del día en el cual se registra cada dato 
enviado como se ve en la figura 51. 
 
nombre campoe fecha milisegundo 
Fig. 51 estructura de comunicación de los datos 
 
3.2.4 Diseño del sistema de Sincronización de los sensores. 
 
Haciendo uso del concepto de Servidor NTP revisado en la sección 4.1.2 , se opto por la 
implementación de un Servidor NTP en el sistema Central, el cual nos garantizara la 
sincronización en tiempo de todos los equipos que pertenezcan a esta red de medida, la 
figura 52 muestra la arquitectura del diseño del servidor NTP y la tabla 10 describe cada 
uno de los elementos presentes. 
 
Item Descripción 
GPS Acutime 
Antena GPS 
Fabricante: Trimble 
Versión: Acutime Gold 
Es un dispositivo de sincronización estrato 0 usado para proveer la 
sincronización a servidores estrato 1. 
Servidor NTP 
Está configurado dentro del mismo equipo de computo usado como 
servidor central donde se almacenan los datos de los sensores. 
Se configuro como servidor de estrato 1 obteniendo la 
sincronización directamente del GPS Acutime. 
Sensor 1....N 
Sensores de campo electrostático se sincronizan con el servidor 
estrato 0.  quedan disponibles como estrato 2 en caso de que algún 
equipo en red quiera sincronizarse con alguno de ellos. 
Tabla 10 Elementos de arquitectura del servicio NTP 
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Fig. 52 Esquema de Sincronización por NTP con la señal del GPS Acutime 
 
Cada uno de los sensores se sincroniza con el servidor  que a su vez esta sincronizado 
mediante una antena GPS Acutime Gold, es un sistema GPS con interfaz USB que 
permite el manejo de tramas de tiempo, este dispositivo además cuenta con una conexión 
coaxial mediante la cual se hacen los ajustes finos de tiempo. Esta señal conocida como 
PPS (Pulso Por segundo) permite alcanzar precisiones de fracciones de microsegundo.  
 
Los servidores NTP son referencias de tiempo de alta precisión diseñados para permitir 
que los equipos y dispositivos presentes en la red puedan registrar sus eventos con 
muestras de tiempo muy parecidas. Básicamente hacen uso de un puerto y de paquetes 
UDP que al no estar orientados a conexión son ideales para evitar retardos y agilizar la 
comunicación de paquetes de información de tiempo usados en la calibración del reloj 
interno de cada cliente. El protocolo envía paquetes que muestran el valor actual del reloj 
interno, cada cliente luego realiza los reajustes en base a la diferencia de su propio reloj 
con el reloj del servidor central. 
 
La figura 53 muestra el GPS Instalado en el techo del Bloque B5 de la Unidad Camilo 
Torres de La Universidad Nacional de Colombia. 
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Fig. 53 GPS Instalado en la UN para sincronizar el Servidor NTP 
 
Además de la antena se puede apreciar un equipo adicional que hace la interfaz entre el 
GPS y el servidor para adquirir los datos de sincronización. 
 
En Linux existen herramientas que facilitaron la puesta en marcha del servidor NTP. 
haciendo uso de parches en el código fuente del kernel del sistema operativo se consigue 
manejar los eventos producidos por el GPS de forma rápida y adecuada. El GPS Smart 
Gold entrega tramas basadas en el protocolo NMEA y una señal PPS(Pulse Per Second) 
que son procesadas por el servidor a través de la aplicación ntpd, este demonio junto a 
las modificaciones implementadas en el kernel permiten la atención casi inmediata de la 
interrupción producida en el puerto serial por el PPS, con el ajuste y la recopilación de ntp 
sumada a la inclusión de módulos de bajo nivel 
 
Para el servidor se uso la herramienta ntp en Linux, el cual fue instalado haciendo uso del 
siguiente comando: 
 
>>apt-get install ntp 
 
Una vez instalado se realiza la configuración del nivel de sincronización del servidor en el 
archivo ntp.conf, donde se selecciona si se desea sincronizar con un servidor adicional o 
con un GPS como en nuestro caso para conseguir un estrato 1. 
 
>> sudo nano /etc/apt.conf 
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Se asegura que este archivo tenga las siguientes líneas de código que permite la 
sincronización de servidor a través del gps  
 
# LinuxPPS: GPS + PPS  
server 127.127.20.0 minpoll 4 prefer 
fudge 127.127.20.0 flag3 1 flag2 0 
 
Para el caso de cada uno de los clientes se realizo la instalación de la aplicación de 
sincronización por NTP, ntpdate mediante el siguiente comando 
 
>>apt-get install ntpdate 
 
Ya instalado esta aplicación se ejecuta en el cliente: 
 
ntpdate –du 168.176.87.151 
 
luego de que transcurre el tiempo cada uno de los relojes internos de los clientes van 
presentado algunos desfases en tiempo ocasionando la perdida de la sincronización en 
los equipos, por tanto es necesario ejecutar  el comando de sincronización ntpdate mas 
frecuentemente y de forma automática; esto se realizo mediante el uso del demonio9
* 
 
crontab dentro del sistema operativo Linux 
 
10 * * * * /usr/sbin/ntpdate -du 168.176.87.151 
 
Esta línea de código establece que se ejecute el comando ntpdate en el minuto 10 de 
cada hora, esto indica que la sincronización de cada uno de los clientes se realizara cada 
hora y así evita los desfases en tiempo que se pueden generar. 
 
* * * * /usr/sbin/Comando 
minuto  
(0-59) 
Hora 
(0-23) 
día mes 
(0-31) 
mes 
(1-12) 
día semana 
(0-6) 
Ruta del comando a ejecutar 
Tabla 11 Sintaxis  demonio crontab 
                                                 
9 Demonio: es un proceso informático no interactivo que se ejecuta en segundo plano sin necesidad que un 
usuario lo ejecute. 
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3.3 Diseño de Aplicaciones en el Servidor 
 
Haciendo uso de técnicas de especificación de Software se realizó el diseño del sistema 
de información teniendo en cuenta las características necesarias para cumplir los 
requerimientos mininos establecidos de la siguiente forma:  
 
Adquisición de Información: el sistema debe estar en capacidad de realizar una 
comunicación automática con los sensores de campo electrostático, recibir información en 
tiempo real, almacenarla en una base de datos  y dejarla disponible para una consulta. 
 
Publicación de Información: el sistema debe brindar las siguientes características: 
 
• Reportar Casos de eventos de rayos que hayan generado algún incidente a la 
comunidad. 
• Solicitar registro en el sistemas así poder tener acceso al consulta de datos. 
• Publicar información relacionada con el fenómeno del rayo 
• Publicar información de actividad eléctrica atmosférica de la ciudad de Bogotá.  
• Publicar información de eventos reportados. 
 
Dichas características del sistema son especificadas mediante casos de uso en UML en 
implementadas aplicaciones de software.  
 
 
3.3.1 Diseño de casos de Uso 
 
La especificación del sistema mediante casos de uso ya que permiten realizar una 
descripción de las actividades que se deben realizar para dar cumplimiento a cada uno de 
los procesos, esta técnica hace parte del  lenguaje unificado de modelado UML. De esta 
manera se muestra el sistema de forma general y un diseño modular de los procesos 
detallados que se implementan secuencialmente hasta tener el sistema implementado. 
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Se realizaron los respectivos diseños mostrados mediante los casos de Uso, figura 54, así  
se establecieron los pasos necesarios en el desarrollo del software que se necesita para 
que el sistema interactué con los usuarios, los sensores de campo  y el administrador del 
sistema. 
 
El primer paso realizado en el diseño fue identificar los principales actores que 
interactuarían con el sistema de información de tormentas El primer Diagrama de Casos 
de Uso, es en el que mostramos, los actores principales que ingresaran al sistema de 
Información. 
De esta manera definimos dos actores que tienen la interacción directa con el sistema, tal 
y como se representa en la siguiente tabla. 
 
 
Actor Descripción 
Usuario 
 es aquel que puede consultar la información del sistema. para el alcance de este trabajo 
puede ser un estudiante, un investigador la comunidad universitaria. para que el usuario 
pueda tener acceso a parte de la  información del sistema  debe solicitar la autorización con 
el administrador. 
Usuario_REG 
Es aquel usuario que el administrador del sistema permite que se registre y tenga acceso a 
los datos privilegiados, como son los datos del campo eléctrico ambiental. 
Administrador 
Es el encargado de administrar el sistema de información. el puede realizar consultas como 
el usuario normal pero tiene acceso a toda la información. puede modificar la información, 
administra la presentación de la información las bases de y la toda configuración del sistema 
como la creación o remoción de nuevos servicios. 
Sensor 
son equipos que  interactúan constantemente con el sistema de información, realizan 
peticiones para conectarse con el sistema y enviar datos de las medidas. Puede almacenar 
información en las bases de datos del sistema de información. 
Tabla 12 Definición de Actores 
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SISTEMA DE
INFORMACION DE TORMENTAS
USUARIO
ADMINISTRADOR
SENSOR
-Fin1
*
-Fin2
*
-Fin3
*
-Fin4
*
-Fin5
*
-Fin6
*
REGISTRAR
ADMINISTRAR
CONSULTAR
«uses»
«uses»
«uses»
ALMACENAR
«uses»
 
Fig. 54 Diagrama General - Casos de Uso Diseño Sistema de Información 
  
En la Figura 55  se muestra el diagrama diseño global del sistema de información, con 
dicho diagrama es posible identificar los actores presentes en el sistema y los principales 
procesos con los que interactúan, el diseño global no quiere decir que todos los actores 
tengan interacción con todos los procesos que se ve que tiene el sistema, la interacción 
de cada uno de ellos se explicara más adelante en los casos de uso detallados. 
 
• Registro.  
 
Este caso de uso hace referencia al proceso que debe seguir el actor usuario, el usuario 
debe solicitar autorización de registro dentro del sistema, solo el administrador está en la 
posibilidad de aceptar o rechazar la solicitud. en caso de ser aceptada la solicitud el 
administrador lo habilita en una base de datos y se genera un usuario y una contraseña 
con la cual puede ingresar el usuario a la zona de consulta de datos históricos. si la 
solicitud es rechazada se le notificara al usuario la decisión.  
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REGISTRO
USUARIO
«extends»
ADMINISTRADOR
«uses»
 
Fig. 55 Caso de uso detallado - Registro 
 
La figura 55 muestra que los dos actores, usuario y administrador, interactúan en el caso 
de uso registrar en el cual el usuario solicita acceso a ser registrado en el sistema y si el 
administrador acepta la solicitud el usuario cambiaria de rol y seria USUARIO_REG que 
es el usuario que pude consultar información a la cual un usuario convencional no tiene 
acceso. 
 
• Almacenar 
 
El caso de uso Almacenar es la interacción del actor Sensor encargado de realizar la 
adquisición de las señales de campo electrostático. 
El Sensor debe almacenar toda la información referente a las medidas que realiza el 
sensor de campo electrostático, para cumplir esto debe hacer uso de los  procesos que 
muestra la figura 56: 
 
 
SENSOR
ALMACENAR
«uses» COMUNICACION
GUARDAR DATOS
«uses»
«uses»
 
Fig. 56 Caso de Uso detallado Almacenar 
 
Comunicación: es la conexión inicial que se establece entre el cliente y el servidor para 
dejar configurado el canal de transferencia de datos, este proceso fue desarrollado a 
través de una comunicación por sockets en la sección 4.3.1. 
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Guardar Datos: este proceso se encarga de que los datos que son transmitidos por los 
sensores sean almacenados en una base de datos para que puedan ser consultados por 
otros procesos, hacer análisis y publicar la información. 
 
• Consulta 
 
Este caso de uso es el encargado de permitir las consultas de los diferentes Actores 
como: Usuario, Usuario_Reg, Administrador. las consultas están condicionadas a los 
permisos que el administrador le dé a los usuarios, como se mostro en la definición de 
actores existen usuarios que solo pueden consultar información básica acerca del 
fenómeno del rayo e información básica de las tormentas en la zona y otros usuarios, a 
los que se les permite estar registrados en el sistema, que pueden realizar consultas de 
datos de la señal del los sensores. Estos datos son de gran interés para estudios e 
investigaciones básicas sobre el comportamiento de las tormentas eléctricas. 
 
CONSULTA
USUARIO
ADMINISTRADOR
SENSOR
«extends»
SINCRONIZACION NTP
DATOS HISTORICOS
«uses»
«uses»
«extends»
USUARIO_REG
«extends»
Información Sistema
«uses»
«uses»
MAPAS
«uses»
SELECCION ZONA«uses»
 
Fig. 57 Caso de uso detallado Consulta 
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La figura 57 muestra el caso de uso detallado del proceso de consultar información del 
sistema. El proceso de consulta está dividido en dos partes: una de consulta básica en la 
cual cualquier usuario puede hacer uso de la información, aquí puede ver datos del 
proyecto, información de los equipos usados, casos reportados por otros usuarios que se 
llevan objeto el fin de obtener estadísticas y dar a conocer estos casos a toda la 
comunidad y así establecer una cultura preventiva para mitigar los efectos de las 
tormentas eléctricas, estos usuarios también pueden descargar documentación como la 
guía de protección contra rayos elaborada por el grupo PAAS-UN. 
 
Los usuarios de consulta básica también puede realizar consultas de sincronización en 
tiempo, esto lo pueden hacer mediante consultas tipo cliente servidor, donde el clientes 
son los usuarios del sistema y el servidor es el sistema de información. Basta con hacer 
una consulta a través del protocolo NTP y así obtener el tiempo y estar sincronizado con 
el sistema. La utilidad de este servicio es que a futuro cuando se tenga un sistema de 
alerta de tormentas completamente en línea se debe mantener una sincronización en 
tiempo de los usuarios con el sistema para poder correlacionar eventos y que ellos tengan 
información veraz. la información del servidor NTP puede ser consultada incluso por el 
actor sensor. 
 
Por otro lado la segunda forma de consulta es una consulta con privilegios que otorga el 
administrador solo a ciertos usuarios que el admita y que cumplan con los requisitos que 
exijan para obtener esta información detallada de los sensores. solo el actor Usuario_Reg 
puede hacer consulta de datos históricos del campo eléctrico medido por los equipos 
instalados, para ello debe autenticarse en el sistema y una vez haya ingresado puede 
consultar los datos. Primero selecciona la zona donde realizara la consulta y además 
selecciona un rango de tiempo, el resultado de esta consulta es las medidas del campo 
eléctrico medido por cada uno de los sensores de la red. 
 
• Administración 
 
Mediante el diseño de este caso de uso dentro del sistema de información el Actor 
Administrador realiza las tareas de configurar el sistema, administrar la información de las 
bases de datos y administrar usuarios la figura 58 muestra la especificación en casos de 
uso de tallado del diseño del modulo de administración del sistema. 
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La administración de usuarios se refiere básicamente a generar la autorización a nuevos 
usuarios ingresar al sistema, eliminar usuarios registrados y mantener toda la información 
referente de las personas que se registren en el sistema. 
 
ADMINISTRADOR
ADMINISTRAR
«uses»
CONFIGURAR
USUARIOS
BASES DE DATOS
SERVIDOR
SENSORES
INTERFAZ WEB
SERVICIOS
«uses»
«uses»
«uses»
«uses»
«uses»
«uses»
«uses»
«extends»
NTP
CONSULTAS
COMUNICACIONES
NUEVOS SERVICIOS
«uses»
«uses»
«uses»
«uses»
 
Fig. 58 Caso de uso detallado Administrar 
 
La administración de las bases de datos hace referencia a la gestión de todas las bases 
de datos que se deben crear para almacenar información relevante, la base de datos 
relacionada con usuarios, otras relacionadas con cada red de sensores en cada una de 
las ciudades, la información que reportan los usuarios sobre incidentes ocasionados por 
rayos. el administrador del sistema debe garantizar la integridad de las bases de datos y 
mantenerlas disponibles para consultas ya sea de un usuario o de un proceso interno del 
sistema que requiera realizar consultas para ejecutar aplicaciones de análisis de datos. 
 
Una característica adicional que tiene el administrador del sistema es que tiene los 
permisos necesarios y suficientes para realizar cualquier tipo de configuración del sistema 
como: 
 
• La configuración de los sensores: a través de una conexión por acceso remoto, 
desde el servidor es posible acceder a cada uno de los sensores para realizar 
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algún tipo de modificación en sus aplicaciones, dicha conexión es posible gracias 
a que los sensores pueden ser vistos a través de la red como un equipo de 
computo adicional ya que hace uso de un sistema operativo embebido. El 
administrador puede modificar variables dentro del sensor o configurar parámetros 
que se requieran hacer en algún momento sin necesidad de tener que desplazarse 
al sitio de instalación para realizar alguna modificación. 
 
• La configuración del Servidor: el administrador puede modificar la interfaz web 
del sistema publicando más información, agregando imágenes, noticias o 
cambiando el diseño de la presentación de la información. únicamente el 
administrador tiene acceso a realizar estas tareas en el sistema al igual que la 
administración y configuración de los servicios que el sistema brinde a los 
usuarios, puede administrar permisos del servicio de sincronización de tiempo, 
restringir o permitir consultas a los usuarios, configurar el esquema de 
comunicaciones con los equipos y generar cualquier otro servicio para que pueda 
ser consultado por los usuarios. 
 
 
3.3.2 Módulos del Sistema de Gestión de Base de Datos. 
 
La medición simultanea de todos los sensores y su envío de información al servidor 
central, donde son almacenados para ser consultados y/o procesados, ocasiona un 
aumento considerable en el volumen de la información, esto requiere el uso de un sistema 
de almacenamiento robusto y así hacer uso de la arquitectura de servidores optima que 
pueda cubrir las necesidades del sistema. 
 
La arquitectura seleccionada para el diseño del sistema de información de tormentas fue 
basada en la estructura Cliente/Servidor donde cada uno de los equipos remotos o 
sensores son los clientes dado que ejecutan una aplicación constantemente para 
interactuar con el sistema Central, Servidor, que ejecuta otra aplicación 
independientemente para atender las comunicaciones con cada uno de las sensores 
instalados. 
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La figura 59 expone la estructura modular del sistema de información en donde se puede 
apreciar que el sistema tiene un sistema de almacenamiento de datos que son 
alimentadas por la información proveniente de la red de sensores adicionalmente cuenta 
con la posibilidad de instalar algoritmos de procesamiento de los datos. Un modulo de 
acceso a la información donde se debe autenticar el usuario para poder acceder a la 
información de la base de datos y por ultimo un modulo de presentación encargado de 
mostrar información general del sistema a todos los usuarios. 
 
 
Fig. 59 Estructura Modular del Sistema 
 
Para la implementación de las bases de datos se hizo uso del lenguaje software MySQL 
Query Browser, figura 60. se realizo la creación de las bases de datos que guardan los 
datos del sistema de información. Primero se creó la base de datos haciendo uso de los 
siguiente comandos de MySQL: 
 
--˃˃CREATE DATABASE renata 
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Fig. 60 Interfaz MySQL Query Browser 
 
Luego de creamos las tablas de la base de datos una tabla para cada una de las ciudades 
donde se instalaron los sensores de campo electrostático, esto se realizó haciendo uso de 
los siguientes comandos: 
 
--˃˃USE renata 
--˃˃CREATE TABLE (estructura de datos tabla 13) 
 
Bogotá   
Nombre TIEMPO MOLBOG1 MOLBOG2 MOLBOG3 MOLBOG4 MOLBOG5 MOLBOG6 MOLBOG7 
Tipo de Dato DATETIME SMALLINT SMALLINT SMALLINT SMALLINT SMALLINT SMALLINT SMALLINT 
 
Medellín   
Nombre TIEMPO MOLMED1 MOLMED2 MOLMED3 MOLMED4 
   
Tipo de Dato DATETIME SMALLINT SMALLINT SMALLINT SMALLINT 
   
 
Manizales   
Nombre TIEMPO MOLMAN1 MOLMAN2 MOLMAN3 MOLMAN4 
   
Tipo de Dato DATETIME SMALLINT SMALLINT SMALLINT SMALLINT 
   
Tabla 13 estructura de las tablas para MySQL 
 
Las tablas son creadas dependiendo a la ciudad correspondiente, para el caso de Bogotá 
que se usan 7 sensores  la tabla tiene 8 columnas una para la fecha y siete para los datos 
de cada uno de los sensores. Para los casos de Medellín y Manizales las tablas se 
crearon con 5 columnas una para el tiempo en el cual se adquiere el promedio de los 
datos adquiridos y los demás para los datos de los sensores. Adicionalmente de mostrar 
la estructura de la tabla se ve en la fila el tipo de dato que se definió.  
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3.3.2.1 Módulo de presentación 
 
En este modulo se establece la interfaz grafica entre los usuarios y el sistema de 
información de tormentas, permitiendo acceder a la información que se entrega en tiempo 
real ó a la información de registros históricos. Este módulo de presentación tendrá 
algunas páginas que cambiarán automáticamente con el fin de entregar información 
actualizada. Se incluyen documentos de información referentes a la protección contra 
descargas eléctricas, además de estudios realizados recientemente sobre el tema. 
 
3.3.2.2 Módulo de acceso a datos 
 
Se desarrollo un modulo para la interactividad de los usuarios con el sistema de información para 
poder acceder a consultar los registros de tormentas eléctricas y para los datos provenientes 
de los sensores, así como la posibilidad de enviar información por parte de los usuarios a 
través de un formulario al administrador del servidor. 
 
Este modulo se encarga de procesar las peticiones hechas por el usuario, obtener la 
información solicitada y suministrarla al modulo de presentación para que finalmente se 
muestre en la página Web. Este módulo debe garantizar la seguridad evitando que se 
alteren las bases de datos por personas externas o sufran algún daño. Debe garantizar el 
acceso a la información en forma rápida y evitando posibles bloqueos.  
 
Para acceder al sistema el usuario debe registrarse para poder tener acceso a los datos, 
si y solo si el administrador le da privilegios de consulta. En el anexo B se puede obtener 
el código fuente para establecer una conexión y una consulta a la base de datos a través 
de la interfaz web 
 
3.3.2.3 Modulo de gestión y administración 
 
En este módulo se tiene un control de la información interna de la página Web, como el 
número de accesos al servidor, información sobre históricos, desempeño de la página, 
etc. Esta información permite conocer y desarrollar mejoras en el sistema de información. 
Adicionalmente permite al administrador del servidor Web realizar cambios de la interfaz 
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grafica de la página Web, actualizar en forma manual la información ofrecida, además de 
permitir modificar la base de datos que no se permite a los usuarios externos, como 
eliminar registros, y en determinados casos inserción de datos. El administrador del 
servidor puede acceder a información que comúnmente no es mostrada al resto de los 
usuarios. 
 
• Los requerimientos del sistema para ser implementado son: 
o Apache 2.2.X o mayor. 
o Sistema operativo Linux. 
o PHP 5. 
o Librería jpgraph (usada para generar gráficos con PHP) 
o Librería GD2 lista para trabajar con PHP 5. (Mostrar y manipular graficas en 
el sitio web) 
o MySQL. 
o Librería de PHP para trabajar con MySQL. 
 
• Las características técnicas de este servidor son las siguientes. 
 
o Procesador: Dual Quad Core Intel Xeon E5410 @ 2.33 GHz 
o Memoria: RAM de 8 GB, Bus de Datos de 667MHz 
o Disco Duro: 2 discos de 500 GB, total 1 TB 
o Dos Tarjetas de Red Gigabit Ethernet 
 
El sistema Operativo utilizado es Linux, en su distribución de Ubuntu 11.10, dado que son 
distribuciones libres no necesitamos de licencias, además cuenta con una comunidad de 
respaldo con información y soporte para la implementación de servicios. 
 
El servidor Central fue ubicado en las Oficinas del Grupo de Investigación PAAS de la 
Universidad Nacional Sede Bogotá, dado que desde allí se ha coordinado el monitoreo de 
las tormentas, como se ve en la Figura 61, además requiere que su parte de visualización 
haga uso de la plantilla web para la publicación de información en internet. 
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Fig. 61 Servidor Instalado en la UN 
 
En cuanto al esquema de Seguridad, se uso SSL ya que nos brinda las siguientes 
Características: 
 
• Seguridad Criptográfica. Usado para establecer la comunicación Cliente Servidor. 
• Interoperabilidad. Independientemente del programa se pueden desarrollar aplicaciones 
en SSL. Garantiza el intercambio de información. 
• Flexibilidad. Es posible incorporar nuevos métodos de cifrados, así evita la creación de 
un nuevo protocolo, y mantiene bibliotecas de seguridad.  
• Eficiencia. Optimiza el uso de recursos, ya que operaciones de cifrado generalmente 
consumen recursos especialmente de la CPU. [33] 
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Parte III 
 
 
4 Campañas de Medida con el sistema de información 
Implementado. 
 
Este capítulo se enfoca principalmente en dar a conocer los resultados obtenidos con el 
sistema de información, se da evidencia de la construcción de las redes de sensores que 
comunican la información. También muestra la implementación de un servidor de bases 
de datos donde quedan almacenadas las señales enviadas por los equipos las cuales 
mostramos gráficamente algunos de los eventos que fueron adquiridos en época de 
tormenta y los análisis que el sistema puede permitir para automatizar un  sistema de 
generación alarmas de tormentas eléctricas. 
 
4.1 Presentación del sistema de información 
 
Es el entorno web  con el que se puede entrar a consultar el sistema de información, allí 
los usuarios pueden encontrar detalles del proyecto como los temas relacionados con la 
predicción de tormentas, los equipos usados para la medición de parámetros del rayo y 
las redes de medición de tormentas que fueron instaladas en las diferentes ciudades. 
 
 
Fig. 62 Presentación Web del Sistema de Información 
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Es posible acceder a información sobre acciones de cómo una persona debe actuar 
durante el desarrollo de una tormenta eléctrica, los hábitos que debemos tener y que 
debemos hacer para protegernos de llegar a ser afectados por los efectos de una 
tormenta eléctrica, esto se encuentra en la Guía de protección contra rayos que se puede 
descargar en formato pdf desde la pagina de presentación del sistema de información. 
 
Por otro lado está la posibilidad de realizar consultas de datos históricos, esta consulta 
está restringida a previa autorización de los administradores del sistema, el tiempo de 
consulta es de datos en bruto del comportamiento de las tormentas registradas, 
información que es útil para el estudio del comportamiento físico de las tormentas 
eléctricas. 
 
4.2 Casos reportados en el sistema de Información 
 
Para contribuir con los estudios que se realizan sobre las incidencias de las tormentas 
eléctricas en las personas, se dispuso de una opción para  reportar estos casos, este ha 
permitido llevar un registro estadístico de los casos ocurridos en Colombia, sin contar  el 
alto número de casos que ocurren sin ser reportados. Este es un importante aporte en la 
ayuda de la  identificación de condiciones y zonas de riesgos en el país, y así tomar 
medidas enfocadas en informar y educar a la comunidad sobre este fenómeno y poder 
mitigar las lesiones que causa a las personas por falta de información. 
 
 
 
Fig. 63 Presentación de Casos de incidencia de rayos reportados 
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La Figura 47 es la vista de la publicación en el sistema de Información de casos 
reportados de incidentes por tormentas eléctricas en Colombia durante el año 2010, 
donde 39 personas perdieron la vida y otras 165 resultaron heridos. 
 
El objeto de publicar los casos reportados es hacer una recopilación de la información y 
divulgar esta problemática generando conciencia y cultura en la gente para que adopte 
medidas de protección y evitar que lleguen a tener algún incidente por efectos de 
tormentas eléctricas. 
 
4.3 Tormentas Registradas en el sistema de Información 
 
Las redes de monitoreo toman gran importancia para registrar eventos simultáneamente 
durante temporadas de tormentas durante el periodo de Abril a Mayo en el primer 
semestre del año, y a finales del año alrededor de noviembre y diciembre. 
A continuación se da a conocer algunos de los registros que se tienen en el sistema de 
información y presentamos las principales características e importancia para que es útil 
esta información y que es lo que puede hacerse con ella. 
 
4.3.1 Bogotá  
 
Poder discriminar la presencia de rayos dentro de las variaciones de campo electrostático 
es importante para poder identificar la presencia de una tormenta eléctrica, la figura 64 
muestra un tipo de análisis que permite identificar la presencia de rayos durante el 
desarrollo de la tormenta. 
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Fig. 64 Tormenta Eléctrica Medida el 4 de Noviembre  2010 en Bogotá 
 
La Figura 64 muestra una tormenta registrada en la ciudad de Bogotá el 4 de Noviembre 
de 2010 y fue medida remotamente, sus datos fueron enviados al servidor de base de 
datos y posteriormente se pudo identificar la presencia de rayos; la señal roja muestra  la 
variación de campo eléctrico atmosférico y la señal verde es su derivada que se obtiene 
cuando hay un cambio rápido en el campo eléctrico; como se puede ver las líneas 
perpendiculares en color verde corresponden a cada cambio rápido en la señal roja, lo 
que significa la presencia de un rayo y se obtiene realizando la derivada de la señal del 
campo eléctrico. Realizar este monitoreo y estos cálculos en tiempo real servirán para 
discriminar las señales cuando hay presencia de tormentas eléctricas con actividad de 
rayos. 
 
Otro aporte importante relacionado con la sincronización de la información es poder 
realizar la correlación de eventos entre los sensores de las redes de medida y otros 
sistemas de información usados para validar el funcionamiento de las mediciones 
realizadas. 
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Fig. 65 Correlación en Tiempo de Dos sistemas de medición de tormentas 
 
La figura 65  muestra una tormenta medida en Bogotá el día 17 de Noviembre de 2010,  la 
señal de campo eléctrico es la mostrada en Azul, los puntos rojos son información 
brindada por sistemas de localización de Tormentas, gracias a la sincronización en tiempo 
del servidor implementado se pueden correlacionar eventos de dos sistemas diferentes. 
Se puede ver que en el mismo instante donde se registra la caída de un rayo se relaciona 
un punto rojo que muestra la distancia donde impacto, la importancia de este aporte es 
significativo dentro de los trabajos de investigación relacionados con las  metodologías de 
predicción ya que pueden correlacionar la señal medida con la distancia de donde 
impacta el rayo. 
 
La ventaja de haber usado las instalaciones de las universidades miembros de las redes 
académicas es sin duda el ahorro en costos que puede generar tener una serie de 
equipos trasmitiendo datos a través de internet y el consumo de energía que tiene cada 
equipo, además de la cooperación académica interinstitucional que se llevo a cabo. 
Durante el desarrollo se presentaron algunas problemáticas con las unidades de 
informática de algunas de las universidades en cuanto a la apertura de puertos dentro de 
los esquemas de seguridad que ellos manejan, en algunas universidades se apagaron los 
servidores que gestionan el punto de acceso de las redes académicas, quedando por 
fuera algunos sensores, estas problemáticas se presentaron varias veces, sin embargo 
fue posible realizar la prueba del sistema mediante la adquisición de señales como la que 
vimos anteriormente. 
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4.3.2 Medellín 
 
En la ciudad de Medellín también se realizaron registros que corresponden a la tormenta 
medida el día 3 de enero del 2011. 
 
Fig. 66 Tormenta registrada en Medellín 03 de enero de 2011 
 
En la Figura 66 se ve claramente como fue todo el proceso de desarrollo de la tormenta, 
desde su creación luego su desarrollo y por ultimo su finalización. Desde las 14 horas del 
día 3 de enero se ve las variaciones del campo electrostático y más adelante finalizando 
las 3 de la tarde se puede identificar la presencia de una tormenta eléctrica, donde los 
cambios rápidos en la señal son los rayos que ocurren, ya sean intranube o nube-tierra, 
se puede ver que el desarrollo de la etapa de tormenta fue cerca de dos horas y a las 18 
horas la tormenta ha desaparecido; como se puede ver esta información sirve para las 
metodologías de alarmas para proteger personas que trabajen en campo abierto, gracias 
a que es posible conocer cuando se está creando una tormenta eléctrica, se identifica el 
momento en el cual comienzan a caer rayos momento en el cual todo el personal debe 
estar resguardado en lugares seguros y pueden salir una vez la tormenta haya concluido, 
según la grafica ese momento es cerca de las 6 de la tarde. 
 
Las problemáticas más frecuentes en el desarrollo del proyecto fue de igual manera la 
dependencia con el personal de las unidades de informática de las universidades, 
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puntualmente el cambio de personal y problemas de desconfiguración en los servidores 
internos bloqueo el acceso y trasmisión de datos de los sensores instalados, esto se ha 
podido solucionar mediante la colaboración por parte del miembros del grupo de 
Investigación PAAS en la ciudad de Medellín y la gestión que se ha realizado frente a las 
demás universidades miembros de las redes académicas. 
 
4.3.3 Manizales 
 
Los registros en la ciudad de Manizales se han venido llevando a cabo desde el año 2009, 
iniciando en la sede la Nubia de la universidad nacional de Colombia,  luego la instalación 
se realizo en la sede de palogrande de la universidad nacional en Manizales. el monitoreo 
continuo del campo eléctrico ha sido constante desde estos dos sensores ya que la 
comunicación esta soportada a través de la red interna de la Universidad, en puntos como 
la Universidad de Manizales se han presentado algunas intermitencias en el servicio de 
red. 
 
Fig. 67 Tormenta registrada en Manizales 03 de mayo de 2011 
 
La figura 67 es un ejemplo de una tormenta registrada en Manizales el día 3 de mayo del 
2010, se puede ver el comportamiento  del desarrollo de una tormenta, un aspecto 
importante de resaltar es la finalización de la tormenta, esa última ondulación que registra 
de forma lenta es posible correlacionarla con el final de la tormenta y podrá servir como 
criterio para apagar una alerta de tormenta en el caso que se haya encendido alguna. 
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4.3.4 Palma Cundinamarca 
 
Los datos obtenidos en la palma Cundinamarca corresponden a las campañas realizadas 
en el proyecto de Colciencias CODENSA, del cual se resalta la señal registrada en el 
municipio de Caparrapi dado que permite visualizar el tiempo de duración de una 
tormenta y la polaridad que presenta. 
 
Fig. 68 Tormenta Registrada en Caparrapi en el 2009 
 
La figura 68 es una Tormenta eléctrica con actividad de rayos positivos. Registrada por la 
red de monitoreo en Caparrapi el 23 de noviembre de 2009, es una contribución 
importante para los estudios sobre el comportamiento de las tormentas eléctricas en 
zonas tropicales, ya que se puede ver que la tormenta presenta polaridad negativa que no 
es típico en tormentas ocurridas en el trópico, además  donde se diseñan los dispositivos 
de protecciones contra rayos que se encuentran en el mercado no tienen en cuenta la 
zona donde se va a instalar los equipos de protección y la caracterización de las 
tormentas. poder realizar la medición remota de este tipo de señales permite que a futuro 
con la ampliación de la red se pueda realizar estudios en otras zonas del país y analizar la 
información desde un lugar remoto mientras se tenga acceso a la información del sistema. 
 
Algunos de los problemas presentados del trabajo en zona rural fueron las condiciones 
ambientales, varios de estos equipos fueron instalados en veredas donde la humedad del 
ambiente genera corrosión sobre los equipos electrónicos, esto deja a la vista la 
necesidad de tener en cuenta dichas condiciones en futuros desarrollos de equipos, es 
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necesario colocar protecciones para la humedad del ambiente. Otra problemática en 
cuanto a las comunicaciones que se realizaron haciendo uso de planes de datos por 
GPRS es la cobertura de la señal en esas zonas es muy variable, varias veces se pierde 
la comunicación e incluso habían semanas enteras en que no había servicio de datos. 
  
4.4 Sincronización NTP 
 
Es el servicio instalado en el servidor central con el que cada uno de los clientes realiza la 
sincronización en tiempo, 
Es posible realizar la sincronización de un equipo con el servidor del sistema de 
información, con el objeto de poder correlacionar la información que se recibe y las 
alarmas que se puede emitir. 
 
La sincronización se realizo mediante el comando ntpdate sobre el sistema operativo 
Linux 2.6, el comando se ejecuta cada hora desde cada cliente, la siguiente línea es la 
forma de realizar la sincronización. 
 
ntpdate –du 168.176.87.151 
 
Dentro del servidor instalado en las instalación de la universidad nacional, con IP 
168.176.87.151 se dejo operando el servicio de sincronización por medio de NTP, se 
solicitaron los permisos pertinentes ante la División de informática de la universidad para 
dejar el puerto 123 habilitado tanto internamente dentro de la LAN como externamente 
desde cualquier usuario en internet, lo que permite realizar la sincronización con el 
sistema de información de tormentas. 
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5 Conclusiones 
 
 
• El principal aporte de la Tesis de Maestría es el desarrollo  de un sistema de 
información basado en la integración entre  i. sistemas de medida, ii estaciones de 
medida remotas en zonas experimentales, iii avances en electrónica de adquisición, 
procesamiento y transmisión de señales como aporte en los procesos de 
investigaciones sobre la caracterización del fenómeno físico de las tormentas 
eléctricas en el país, debido a que Colombia por estar en zona tropical, presenta alta 
actividad de tormentas eléctricas que genera varios  daños materiales, económicos, y 
principalmente afectando la integridad de personas, igualmente brinda un esquema de 
implementación de un sistema de medición de tormentas automatizado con el cual se 
podrán realizar desarrollo de servicios de información que se basen en la divulgación 
de información y dar a características del fenómeno y herramientas tecnológicas que 
ofrezcan alertas tempranas y así mitigar los efectos del rayo y generar conocimiento a 
la comunidad académica y a las personas en general. 
 
• La implementación de este sistema de información ha tenido buena acogida, ya que 
empresas de la industria colombiana han comenzado a realizar instalaciones de 
sistema de monitoreo de tormentas en sus campos de operación, aportando 
información para mantener los estándares de seguridad Industrial que manejan las 
compañías, tales son los casos de Cerro Matoso S.A., Pacific Rubiales Energy Meta 
Petroleum, Anexo D, PetroBras y Ecopoetrol, el objeto es poder emitir alertas 
tempranas para proteger personal que este laborando en campo abierto. 
 
• Los avances tecnológicos de este proyecto han tenido alto impacto a nivel nacional, ya 
que su implementación se baso y aporto en el  desarrollo de los siguientes proyectos 
de Investigación: 
 
• Red Colombiana de Información de Tormentas. Fase I: Sistema piloto Bogotá, 
Medellín y Manizales Colciencias – Ministerio de Educación (Finalizado) 
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• Innovación Tecnológica En Dispositivos, Métodos Y Modelos Para La 
Predicción De Tormentas Eléctricas. Colciencias – Recuperación Contingente 
(Finalizado ) 
 
• Mejoramiento de Índices de Calidad de los circuitos de distribución rural de 
CODENSA en zonas de alta actividad eléctrica atmosférica. Colciencias – 
CODENSA S.A. (Finalizado) 
 
• El reconocimiento por parte de Asociación Colombiana de Facultades de Ingeniería 
ACOFI a proyectos de investigación que implementaron metodologías y esquemas de 
sistemas de medición basados en aportes del desarrollo de esta tesis, como el 
“Sistema de Medición de Actividad Eléctrica Atmosférica y Tensiones Inducidas por 
Rayo La Palma Cundinamarca ”, que obtuvo el segundo lugar en la conmemoración 
de los 35 años de ACOFI, resalta la importancia que tiene este tema dentro de la 
comunidad académica y de ingeniería 
 
• Se aplico el concepto I+D+I, ya que  aporto aplicaciones especificas para la solución 
de problemáticas como la medición en tiempo real del campo eléctrico atmosférico, se 
realizaron desarrollos tanto en hardware como en software, se implementaron equipos 
como GPS y servidores, el punto de partida fue la investigación básica las de 
tormentas eléctricas a nivel mundial y luego centra el estudio en Colombia  para dar 
solución y aportar en el desarrollo de trabajos futuros. 
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5.1 Trabajos Futuros 
 
Este trabajo deja como resultado un sistema de comunicaciones implementado en una 
red de sensores para el monitoreo de tormentas eléctricas en tiempo real, con el cual ya 
se puede usar información para la realización de estudios y comenzar a diseñar 
aplicaciones más complejas. 
 
• Diseño de Servicios: Con la plataforma implementada, es posible comenzar a diseñar 
servicios aplicados a sistemas de alerta temprana, con un amplio enfoque a proveer 
aplicaciones para usuarios móviles, el objeto es que se le envíe al usuario una alerta, en 
caso de existir la  probabilidad de ocurrir una descarga eléctrica en la zona donde se 
encuentre ubicado, aquí es necesario trabajar sobre referenciación geográfica con los 
sistemas de comunicaciones y correlacionarlos con el sistema de información.  
 
• Ampliar la cobertura de la Red: la instalación de mayor numero de sensores nos dará 
mayor información sobre el comportamiento de las tormentas, se tendrían sistemas 
redundantes de información, se propone realizar la tarea de la implementación del 
sistema en otras Regiones de Colombia y así aportar información importante para la 
investigación del fenómeno del rayo y además poder dar cobertura a esas región con los 
servicios que se  desarrollen. 
 
• Mejoras al Sensor: Durante el proceso de Instalación de los equipos se paso por varias 
etapas y mejoras en la puesta en operación de los sensores, a manera de desarrollo 
tecnológico, se propone el desarrollo de un sistema integrado para la adquisición y 
comunicación de los datos que sea inalámbrico y portátil, esto mejorara el proceso de 
instalación de los equipos y permitirá realizar mediciones cortas en varios lugares para 
estudios del comportamiento 
 
• Ampliación del Sistema de Información: avances en investigaciones en el Mundo han 
realizado captura de diferentes tipos de señales relacionadas con el fenómeno del rayo, 
en Colombia se han instalado cámara de video para capturar el momento en el cual 
ocurre el evento y correlacionarlo con otros sistemas de medida, se propone incluir dichos 
registros de video para ser procesados y analizados junto con la información del campo 
eléctrico del sistema inicial. Por otro lado redes de localización de rayos están próximas a 
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ser instaladas en Colombia, Como lo es la red LINET, esta proporciona información del 
lugar donde ha caído una descarga eléctrica, esta información también es recomendable 
usarla junto con el sistema de tormentas para hacer análisis sobre el fenómeno físico del 
rayo. 
 
• Dimensionar el Servidor: A medida que el sistema de Información vaya creciendo, con 
más variables tanto señales de sensores de campo electrostático como de otros sistemas 
de medida, será necesario realizar el diseño de un servidor con una arquitectura más 
acorde a las necesidades que se vaya presentando.  
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Parte IV 
 
 
Anexos 
 
 
a. Calculo en MATLAB Función de Transferencia Filtro. 
 
Haciendo uso de la función de transferencia (Ecuación VIII) del filtro pasabanda analizada 
en la sección 2.2.1.1 






++
+
+
=
21123123
122
110
111
1
RRCCR
s
CCR
CCs
s
CR
V
V
i
 
Y teniendo en cuenta que nuestro diseño arrojo como resultado los siguientes valores 
 
Parámetro Valor 
f0 522,83Hz 
fL 355Hz 
fU 770Hz 
C1 0,01uF 
C2 0,01uF 
R1 15kΩ 
R2 75kΩ 
R3 66,5kΩ 
A 2,6 
Q 1,26 
BW 415Hz 
 
Reemplazamos estos valores en la función de transferencia y obtenemos 
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i ++
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Haciendo uso del programa MATLAB definimos la función de transferencia de la siguiente 
manera 
 
Una vez definida la función de transferencia hacemos uso del comando de grafica de 
Bode usado para obtener el comportamiento en frecuencia. 
>> bode(G) 
 
Y obtenemos la siguiente grafica 
 
Graf 1 diagrama de bode filtro pasabanda en dB 
 
La grafica 1 muestra el comportamiento tanto de magnitud como de fase del filtro 
diseñado, para efectos de comparar con los otros métodos de diseño como el usado con 
Orcad Pspice se cambio la escala de magnitud de decibelios a magnitud absoluta y la 
escala de frecuencia en Radianes por segundo a Hz como muestra la siguiente grafica 
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Graf 2 diagrama de fase en Hz y en magnitud absoluta 
 
En la grafica 2 se puede ver que la magnitud máxima de la función de transferencia es 2.2 
y la frecuencia central está alrededor de los 550Hz. En la grafica 3 observamos las 
frecuencias de corte inferior y superior. 
 
 
Graf 3 Frecuencias de Corte 
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b. Código de conexión a base de datos para consulta 
 
$conexion = mysql_connect('localhost', 'root', 'password'); 
 
 mysql_select_db('renata'); 
 
if ($dato=="Rayos"){  
 
 switch ($cd){ 
 
       case "Bogota": 
 
         $tablacd=("rayosbog");      # He cambiado rayosbog=colombia ident, al los 
siguientes rayosbog 
 
   break; 
 
    case "Medellin": 
 
         $tablacd=("rayosmed"); 
 
   break; 
 
    case "Manizales": 
 
         $tablacd=("rayosman"); 
 
   break; 
 
            }   
 
      $tabla = mysql_query("SELECT fecha,latitud,longitud FROM rayosbog WHERE 
fecha>='".$dia1."' AND fecha<='".$dia2."' ORDER BY fecha ASC"); 
 
    } 
 
if ($dato=="CampoE"){  
 
$conexion = mysql_connect('localhost', 'root', 'holasql'); 
 
 mysql_select_db('renata'); 
 
 switch ($cd){ 
 
       case "Bogota": 
 
         $tablacd=("bogprom"); 
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            $tabla = mysql_query("SELECT * FROM ". $tablacd ." WHERE 
FECHA>='".$dia1."' AND FECHA<='".$dia2."' ORDER BY FECHA ASC"); 
 
   break; 
 
    case "Medellin": 
 
         $tablacd=("medprom"); 
 
   $tabla = mysql_query("SELECT 
FECHA,MOLMED1,MOLMED2,MOLMED3,MOLMED4,MOLMED5 FROM ". $tablacd 
." WHERE FECHA>='".$dia1."' AND FECHA<='".$dia2."' ORDER BY FECHA ASC"); 
 
   break; 
 
    case "Manizales": 
 
       //  $tablacd=("manprom"); 
 
   $tabla = mysql_query("SELECT 
FECHA,MOLMAN1,MOLMAN2,MOLMAN3,MOLMAN4 FROM manprom WHERE 
FECHA>='".$dia1."' AND FECHA<='".$dia2."' ORDER BY FECHA ASC"); 
 
   break; 
 
            }  
 
 } 
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c. Código Base de la comunicación por Socket 
 
Este código desarrollado en Java, permite realizar la conexión con cada uno de los 
sensores,  para establecer el envío y recepción de datos. 
Básicamente hace uso de sockets en Java. De igual forma en la versión digital del trabajo 
se encontrara todo el proyecto. 
 
Código para establecer la conexión con los sensores 
 
import java.io.*;  
import java.sql.*;  
import java.util.*;  
  
import SensoresRenata.Sensor;  
  
public  class Conexion  
 {  
 // Definicion de variables  
 Connection conn = null;  
  
       
     String        url="jdbc:mysql://localhost:3306/renata";  
     String        usr = "root";  
     String        pwd = "holasql";  
       
     public void Conexion()  
     {  
     setConexion(null);  
       
     // Carga del Driver  
     try {  
         //Class.forName("com.mysql.jdbc.Driver");  
         Class.forName("com.mysql.jdbc.Driver");  
     } catch(ClassNotFoundException ex) {  
         System.out.println("Error al cargar el driver");  
          System.out.println(ex.getMessage()+":"+ex.getCause());  
     }  
       
       
     }      
       
       
public void setConexion( Connection con )  
{  
  conn=con;  
}  
  
  
public Connection getConexion(  )  
{  
 return conn;  
}  
  
  
public Connection conectar( ) {  
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// Establecimiento de la conexin  
    Connection con=null;  
    try {  
    con=DriverManager.getConnection(url,usr,pwd);  
      
    } catch (Exception ex) {  
    System.out.println("Se ha producido un error al establecer "+  
               "la conexion con: " + this.url);  
    System.out.println(ex.getMessage()+":"+ex.getCause());  
    }  
      
    return con;  
}  
       
       
     public Statement crear(Connection con)  
     {  
     Statement st=null;  
     if (conn==null)  
         return st;  
     try{  
         st=con.createStatement();  
     }catch(Exception e){  
         System.out.println("Excepcion en BasedeDatos"+e);  
     }  
     return st;  
     }  
       
public int insertarSensor(String dato)  
{  
    try{  
        //    setConexion(conectar());  
    Statement stmt = crear(getConexion());  
    // insert into Sensor (nombre,campoe,fecha,milisegundo) values ('jh',+12.12,'1998-12-11 1:50:22','33');  
    stmt.executeUpdate("INSERT INTO Sensor (nombre,campoe,fecha,milisegundo) VALUES ("+dato+");");  
  
    //finalcon(getConexion());  
     } catch (Exception e) {  
            System.err.println("Got an exception! :"+dato);  
            System.err.println(e.getMessage());  
        }  
return 0;   
  
}       
       
     public Vector obtenerSensor(String consulta)  
     {  
       
     setConexion(conectar());  
     Statement stmt = crear(getConexion());  
     ResultSet rs = null;  
       
       
     // Ejecucin del query  
       
     Vector vector=null;  
     try{  
           
           
           
         rs=stmt.executeQuery(consulta);  
         vector = new Vector();  
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         while (rs.next()) {  
         Sensor sensor=new Sensor();  
         sensor.setnombre(rs.getString("nombre"));  
         // System.out.println("FECHA :"+rs.getString("fecha")+rs.getString("nombre"));  
         sensor.setfecha(rs.getString("fecha"));  
         sensor.setcampo(new Float(rs.getString("campoe")).floatValue());  
         sensor.setmilisegundo(new Float(rs.getString("milisegundo")).floatValue());  
         vector.addElement(sensor);  
         }  
         if(vector.size()==0)  
         {  
               
            return vector;  
              
         }  
           
           
     } catch (SQLException sql) {  
         System.out.println("Se produjo un error al crear el Statement");  
         System.out.println(sql.getMessage());  
           
           
     }  
       
       
       
       
       
     finally {  
         // se cierra el Statment  
         if(stmt!=null) {  
        try {  
            stmt.close();  
        } catch(SQLException e) {  
            System.out.println("Error al cerrar el Statement");  
            System.out.println(e.getMessage());  
              
        }  
        }  
    } // fin del finally  
     finalcon(getConexion());  
    return vector;  
     } // fin del mtodo obtenerLista()  
  
  
  
  
  
  
  
  
public void finalcon(Connection conn)  
{  
      
    System.out.println("Cerrando conexion...");  
    try {  
        conn.close();  
    } catch(Exception ex){  
        System.out.println("No se pudo cerrar la conexion");  
        System.out.println(ex.getMessage());  
    }  
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}  
  
}     
 
 
 
Codigo de  de transmisión de los equipos, mediante Sockets 
 
 
import java.io.*; 
import java.net.*; 
 
public class JclienteTransmiteTcp 
{ 
 
  
    public  static final int DEFAULTPORT=8956; 
// public  static final String DEFAULTHOST="168.176.87.151"; 
    public  static final String DEFAULTHOST="127.0.0.1"; 
 
     
    public static void main(String[] args) 
    { 
        
    String host = DEFAULTHOST; 
        int port = DEFAULTPORT; 
      
        PrintWriter outp = null; 
        OutputStreamWriter outwrdatos=null; 
           
         
    try{ 
        //asignacion de argumentos en la ejecucion IP puerto  
                         
        if(args.length==2){  
         host=args[0]; 
         port=Integer.parseInt(args[1]); 
        }   
                                                            
    }catch(Exception e){ 
 
         } 
      
       try 
       { 
           // creacion de el objeto socketcliente  
           Socket socketcliente  = new Socket(host, port); 
 
 
           //lectura de archivo en la ruta de este   
       BufferedReader buffarchivo = new BufferedReader( new FileReader("hola.txt")); 
       OutputStream raw = socketcliente.getOutputStream(); 
           String datotx=buffarchivo.readLine(); 
       //           raw.write(datotx.getBytes());    
 
 
 
           OutputStream bufftx = new BufferedOutputStream(raw);  
 
       outwrdatos = new OutputStreamWriter(bufftx); 
           outwrdatos.write(datotx); 
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       //       outwrdatos = new OutputStreamWriter(bufftx,"ASCII"); 
       //outwrdatos.write("GET / HTTP 1.0\r\n\r\n"); 
       //outwrdatos.write("HOlA  WORLD"); 
 
 
       /* 
           //transmision de datos por medio de el socket 
           out = socketcliente.getOutputStream(); 
           out.write(datostx.getBytes()); 
       //           outp.println(datostx.getBytes());  
 
 
       */ 
           System.out.println("Datos transmitidos : "+datotx); 
 
                       
         
   }catch (IOException e) 
   { 
       System.out.println("Error en la conaccion host "+host+", puerto: "+port ); 
       //Imprime la descripion de el error       
       e.printStackTrace();  
   }finally 
   { 
       try{ 
       outwrdatos.close(); 
       }catch(Exception e){} 
        
   } 
    
  
} 
} 
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d. Sistema de Información de tormentas Implementado en aplicaciones  Industriales  
 
El sistema de Alerta de Tormentas fue implementado en Campo Rubiales, a través de un 
convenio celebrado entre la Universidad Nacional de Colombia, Metrapetroleum 
corporation y la Empresa Seguridad Eléctrica ltda. 
 
El objeto del la implementación de la red de sensores en Campo Rubiales es realizar el 
monitoreo continuo de la actividad de tormentas eléctricas en la zona y adecuar el sistema 
para la generación de alertas dependiendo las medidas realizadas por los sensores.  
 
La estructura de la red es la aplicación de los aportes generados por el presente realizado 
trabajo de tesis de maestría. 
En resumen la red de sensores implementada en campo rubiales hace uso de: 
 
• Sensores de campo electrostático con las últimas modificaciones realizadas, 
sección 2.2.3 
• Estructura Cliente servidor conectada a través de redes IP. 
• Comunicación por Sockets, entre los sensores y el servidor Central. 
• Almacenamiento de la información en Bases de Datos. 
• Sincronización de tiempo a través de GPS y NTP. 
 
La siguiente tabla muestra cada uno de los sitios donde fueron instalados los sensores y 
una visualización de la medida del campo eléctrico en tiempo real. 
 
 
 
Arrayanes CPF1 
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Pista Morelia Escuela Fundación Rubiales 
 
 
Batería 4 Monitoreo en Línea del Sensor 
 
 
 
  
   
 
 
  
 
 
 
 
 
 
 
 
