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We address the steady-state behavior of a system consisting of several correlated monoatomic
layers sandwiched between two metallic leads under the influence of a bias voltage. In particular,
we investigate the interplay of the local Hubbard and the long-range Coulomb interaction on the
charge redistribution at the interface, in the paramagnetic regime of the system. We provide a
detailed study of the importance of the various system parameters, like Hubbard U , lead-correlated
region coupling strength, and the applied voltage on the charge distribution in the correlated region
and in the adjacent parts of the leads. In addition, we also present results for the steady-state current
density and double occupancies. Our results indicate that, in a certain range of parameters, the
charge on the two layers at the interface between the leads and the correlated region display opposite
signs producing a dipolelike layer at the interface. Our results are obtained within nonequilibrium
(steady-state) real-space dynamical mean-field theory (R-DMFT), with a self-consistent treatment
of the long-range part of the Coulomb interaction by means of the Poisson equation. The latter is
solved by the Newton-Raphson method and we find that this significantly reduces the computational
cost compared to existing treatment. As impurity solver for R-DMFT we use the auxiliary master
equation approach (AMEA), which addresses the impurity problem within a finite auxiliary system
coupled to Markovian environments.
PACS numbers: 71.27.+a 47.70.Nd 73.40.-c 05.60.Gg
I. INTRODUCTION
Correlated systems out of equilibrium and especially
electronic transport through heterostructures made from
different materials, have attracted increasing interest due
to the recent impressive experimental progress to fabri-
cate correlated heterostructures1–6 with atomic resolu-
tion and, in particular, growing atomically abrupt layers
with different electronic structures1–3.
From a theoretical perspective, investigating and un-
derstanding the physical processes which govern the be-
havior of such systems is a great challenge in the field
of theoretical solid state physics. For instance, it was
shown that, due to the proximity effect, any finite num-
ber of Mott-insulating layers become metallic when sand-
wiched between semi-infinite metallic leads.7–14 For such
a geometry the effect of impact ionization in periodically
driven Mott-insulating layers was studied15,16 as well as
resonance phenomena in a system consisting of several
correlated and non-correlated mono-atomic layers17. An-
other challenging aspect of such systems that was investi-
gated is the capacitance of multilayer systems made from
correlated materials.18–20 Due to the local Hubbard and
long-range Coulomb interaction present in these systems,
charge redistribution takes place.20–22 The equilibrium
situation was addressed, e.g., in Refs. 21 and 22. In
particular, Ref. 21 studied the charge redistribution and
the corresponding thermo-electric properties for a metal-
strongly-correlated barrier-metal device where the onsite
energies of the correlated region are shifted compared to
the metals, while Ref. 22 investigated the behavior of
the correlated thin film in a transverse electric field. Fi-
nally, Ref. 20 considered correlated layers described by
the Falicov-Kimball model, where one spin-species is im-
mobile, with emphasis on the nonequilibrium situation
arising due to an applied bias voltage.
Here, we investigate a system of correlated layers sand-
wiched between two metallic leads in the paramagnetic
phase, see Fig. 1 for an illustration. Similar to Ref. 20 we
take into account long-range Coulomb interactions, but
here we use the Hubbard model where both spin-species
are mobile. The goal of the current work is to investigate
the influence of local Hubbard and long-range Coulomb
interactions on the charge redistribution in a nonequilib-
rium steady state situation produced by an applied bias
voltage.
We obtain that the charge density deviation from the
bulk filling on opposite sites of the lead-correlated (LC)
junction, have opposite sign in a certain range of param-
eters, indicating the formation of a dipole-like layer. Ac-
cording to our calculations, such a layer arises for small
values of the hybridisation tlc at the LC-junction for all
considered interactions and bias voltages. On the other
hand, for large tlc it occurs only for weak to intermediate
interactions and at low bias voltages.
To describe the behavior of the system we adopt
dynamical mean-field theory (DMFT)23–25, which is
one of the most powerful methods to investigate high-
dimensional strongly correlated electron systems. DMFT
was originally developed to describe translationally in-
variant systems in equilibrium, but was later extended
to inhomogeneous systems7,8,12–14,16,17,26–55, and also
adapted to the nonequilibrium case12,13,56–64. In the
latter, DMFT is formulated within the nonequilib-
rium Green’s function approach originating from the
works of Kubo65, Schwinger66, Kadanoff, Baym67,68 and
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FIG. 1: (Color online) A Schematic representation of the sys-
tem consisting of Lc = 4 correlated interfaces (red) sand-
wiched between two semi-infinite metallic leads (blue). In ad-
dition to the local Hubbard interaction, present only within
the correlated layers, we also take into account long-range
Coulomb forces extending into the leads. We take them into
account by solving the Poisson equation in an extended region
including part of the lead layers (Llead = 23 for each side).
Here LIL, CIL, and CML stands for lead interface layer, corre-
lated interface layer, and correlated middle layer, respectively.
Keldysh69. The only approximation in DMFT is the as-
sumption of a local self-energy. This can be calculated
by mapping the original problem onto a single impurity
Anderson model (SIAM)70, whose parameters are deter-
mined self-consistently. For homogeneous systems the
self-energy is the same for each lattice site due to trans-
lational symmetry, and thus one needs to solve only one
SIAM problem, per DMFT iteration, while for systems
with broken translational invariance, such as the one con-
sidered here, one needs to solve many impurity problems
to capture the spatial inhomogeneity of the system. In
the current work, the nonequilibrium SIAM problems are
solved by using the recently developed auxiliary master
equation approach (AMEA)62,63,71, which treats the im-
purity problem within an auxiliary system consisting of a
correlated impurity, a small number NB of uncorrelated
bath sites and two Markovian environments described by
a Lindblad master equation. The approach allows for an
accurate solution of the steady-state impurity problem
already with a small NB .
For the self-consistent solution of the non-linear Pois-
son equation we used the Newton-Ralphson, which sig-
nificantly improves the convergence.
The paper is organized as follows: Sec. II decribes the
model and method. In particular, in Sec. II A we intro-
duce the Hamiltonian of the system, in Sec. II B we illus-
trate the application of real-space dynamical mean-field
theory within the nonequilibrium steady-state Green’s
function formalism for a system consisting of many lay-
ers, in Sec. II C we give an overview of the solution of the
Poisson equation, and finally in Sec. II D we present the
self-consistency loop used to obtain the self-consistent re-
sults. Thereafter, in Sec. III we present our results and
our conclusions are presented in Sec. IV.
II. MODEL AND METHOD
A. Model
We consider a system consisting of a correlated region
(c) with Lc correlated infinite and translationally invari-
ant layers attached to two metallic leads (α = l, r), which
are semi-infinite in the z direction and translationally in-
variant in the xy plane (parallel to the correlated layers).
The physical situation is depicted in Fig. 1 and described
by the Hamiltonian
H = −
∑
z,〈r ,r′〉,σ
tzc
†
z,r,σcz,r′,σ −
∑
〈z,z′〉,r,σ
tzz′c
†
z,r,σcz′,r,σ
+
∑
z,r
Uznz,r,↑nz,r,↓ +
∑
z,r,σ
(
v(0)z + vz
)
nz,r,σ . (1)
Here c†z,r,σ creates an electron at site r = (x, y) of layer
z with spin σ and nz,r,σ = c
†
z,r,σcz,r,σ denotes the corre-
sponding occupation-number operator. 〈z, z′〉 stands for
neighboring z and z′ layers and 〈r , r′〉 stands for neigh-
boring r and r′ sites in the same layer.
The first two terms of the Hamiltonian (1) describe
nearest-neighbor intra-layer and inter-layer hoppings,
with hopping amplitudes tz and tzz′ , respectively. The
third term introduces the local Hubbard interactions Uz,
which are nonzero only for the correlated region. The
last term describes the onsite energies, whereby v
(0)
z is
chosen such that we obtain the required bulk filling in
the z-th layer with the special case of v
(0)
z = −Uz/2 at
half-filling (HF). Furthermore, vz describes the Hartree
shift of the onsite energies obtained after the mean-
field decoupling of the long-range Coulomb interaction
(LRCI), Vij(ni − 1)(nj − 1) which is produced by the
charge inhomogeneity and has to be determined self-
consistently. In contrast to the local Hubbard interac-
tion, the LRCI affects not only the correlated region, but
the leads as well. Therefore, we incorporate parts of the
leads, namely Llead layers per side, into the region. Here,
Llead has to be chosen large enough such that the (self-
consistently determined) electron density vz converges to
the bulk filling of the leads far away from the correlated
region. To summarize, the extended central region con-
tains L = Lc + 2Llead layers. The corresponding indices
vary from −L−12 to L−12 . |z| < Lc/2 describes the cor-
related region, Lc/2 < |z| < Lc/2 + Llead corresponds to
the left (z < 0) and right (z > 0) leads which we treat
explicitly, while |z| > Lc/2 + Llead corresponds to the
semi-infinite lead layers (z < 0 left lead and z > 0 right
lead). Here we note that the chosen labeling conven-
tion leads to half-integer indices for even Lc considered
throughout the paper.
We take the Hubbard interaction to be uniform within
the correlated region, i.e. Uz = U for |z| < Lc/2 and
Uz = 0 on the lead layers (|z| > Lc/2). We assume
isotropic nearest-neighbor hopping parameters within the
correlated region as well as in the leads, respectively.
3This amounts to the choice tzz′ = tz ≡ tc for the cor-
related region (|z| < Lc/2) and tzz′ = tz ≡ tα=l,r for
the leads (|z| > Lc/2). Finally, the lead correlated re-
gion junction (LC junction) coupling is the same on both
sides t−Lc+12 ,−Lc−12 = tLc−12 ,Lc+12 ≡ tlc. We work in units
where e = ~ = kb = a = 1, with a denoting the lattice
spacing and take tc = 1 as unit of energy.
The nonequilibrium situation is reached by apply-
ing a bias voltage V = vl − vr. Here vl and vr are
the onsite energies far away from the correlated region
(vl/r = vz=±∞). Notice that, in general, V is not equal
to the difference between the chemical potentials of the
leads ∆µ = µl − µr due to the contribution from back-
scattered electrons.72.
To investigate steady-state properties of our system,
we work within the Keldysh Green’s function formal-
ism66,68,69,73,74 and use real-space dynamical mean-field
theory (R-DMFT) combined with the Poisson equation
to treat the Hubbard interaction and long range coulomb
forces, respectively.
B. Real-space Dynamical Mean-Field theory
Here, we give only a brief overview of the nonequi-
librium real-space DMFT approach12,13,17,57–61 together
with the employed impurity solver, namely the Auxiliary
Master Exquation Approach (AMEA)62,63,71,75
In the nonequilibrium situation, the model remains
translationally invariant along the xy plane (parallel to
the layers), which allows to introduce the corresponding
momenta k = (kx, ky). Moreover, since the steady state
Green’s functions depend only on the time difference, it
is convenient to transform them to the frequency domain
ω.
The Green’s function for the extended central region,
which consists of L = Lc+2Llead layers, can be expressed
via Dyson’s equation
[G−1]γ(ω,k) = [G−10 (ω,k)]
γ −Σγ(ω) . (2)
Here, boldface indicate L × L matrices, while γ stands
for retarded (R), advanced (A) and Keldysh (K) compo-
nents. GA and GR are related via GA = (GR)†, while
GK , in general, is independent of GR and needs to be
determined separately.
The inverse of the non-interacting Green’s function
reads
[G−10 ]
R
zz′(ω,k) =tzz′ + δzz′
(
ω − vz − v(0)z − Ez(k)
)
− δzz′ΣRhyb,z(ω,k) , (3)
[G−10 ]
K
zz′(ω,k) =− δzz′ΣKhyb,z(ω,k) . (4)
Where Ez(k) is the dispersion relation for the z-th layer
of the the extended central region and
Σγhyb,z(ω,k) = δz,−L−12 t
2
l g
γ
l (ω,k) + δz,L−12
t2rg
γ
r (ω,k) ,
(5)
~v and ~Σ(ω)
Eqs. 2-10
~Gloc(ω)
Eq. 13
~n
Eq. 16
~v
χΦ<Φ no
yes
Solving
impurity problems
~Σ(ω)
χ∆<∆ no
yes
Converged
~v and ~Σ(ω)
FIG. 2: (Color online) A visualization of the self-consistency
loop. The shaded area corresponds to the Poisson loop and we
use the vector notation for z-dependent quantities, ~v, ~n, ~Σ(ω)
and ~Gloc(ω) introduced in Sec.II C. Moreover, χΦ and χ∆ are
cost functions for the convergence criteria defined in Eqs.(18)
and (19), respectively.
describes the hybridization between the semi-infinite
leads and the extended central region. gγl (ω,k) and
gγr (ω,k) denote the Green’s functions for the interface
layers of the semi-infinite leads disconnected from the
extended central region. Their retarded component can
4be expressed as26,27,76
gRα (ω,k) =
ω − vα − v(0)α − Eα(k)
2t2α
− i
√
4t2α − (ω − vα − v(0)α − Eα(k))2
2t2α
. (6)
where vα=l/r + v
(0)
α=l/r and Eα=l/r(k) denote the onsite
energies and the dispersion relation for the left/right lead,
respectively. The sign of the square-root for negative
argument in (6) must be chosen such that the Green’s
function has the correct 1/ω behavior for |ω| → ∞. Since
the disconnected leads are separately in equilibrium, we
can obtain their Keldysh components from the retarded
ones via the fluctuation dissipation theorem73
gKα (ω,k) = 2i(1− 2fα(ω)) Im gRα (ω,k) . (7)
Here, fα(ω) is the Fermi distribution for the chemical
potential µα and temperature Tα.
Finally Σγzz′(ω) = δzz′Σ
γ
z (ω) stands for the self-energy
matrix, which due to the DMFT approximation is diag-
onal and k-independent. To determine it, we map each
correlated layer z to a (nonequilibrium) single impurity
problem (SIAM) with Hubbard interaction Uz and onsite
energy vz+v
(0)
z , coupled to a self-consistently determined
bath. The latter is specified by its hybridization function
obtained as (see e.g. Ref. 17,24)
∆Rz (ω) = ω − vz − v(0)z − ΣRz (ω)−
1
GRloc,z(ω)
, (8)
∆Kz (ω) = −ΣKz (ω) +
GKloc,z(ω)
|GRloc,z(ω)|2
(9)
where the local Green’s function is defined as
Gγloc,z(ω) =
∫
BZ
d2k
(2pi)2
Gγzz(ω,k) . (10)
To calculate the diagonal elements of the matrices
Gγ(ω,k) from Eq. (2) we use the recursive Green’s func-
tion method16,17,77,78 which we generalize to the present
situation of Keldysh Green’s functions17.
To describe the lattice structure of the isolated layers
we use a Bethe-lattice density of state (DOS). Due to
this choice, we can replace Ez(k) by tzε and
∫
dk
(2pi)2 by∫
dερ(ε), where ε is a dimensionless parameter character-
izing the energy and ρ(ε) = 1pi
√
4− ε2 is the Bethe-lattice
DOS.
The corresponding impurity problems are then solved
with AMEA which is a state-of-the-art impurity solver
particularly suited to address the steady state. AMEA is
based upon mapping62,75 the SIAM to an open quantum
system of finite size, which includes one correlated site,
NB non-interacting bath sites and two Markovian en-
vironments, whose dynamics is governed by a Lindblad
master equation. The resulting open quantum system
can then be solved by numerical many-body techniques
such as Krylov-space based63,71 methods (which are the
ones we use here), matrix product states (MPS)79 or the
so called stochastic wave function algorithm80,81.
C. Charge reconstruction
To take into account long range Coulomb forces on a
mean-field level, we calculate the onsite energies vz self-
consistently by solving the corresponding Poisson equa-
tion
∂
∂z
(
1
cz
∂vz
∂z
)
= − (nz − nbulk) . (11)
It is convenient to adopt von Neumann boundary condi-
tions, which in discretized form amounts to setting the
Coulomb potential of the two bulk semi infinite leads
equal to the one of the boundary layers of the extended
central region :
vl/r = v∓L−12 . (12)
Here cz ≡ 1ε0εr,z , εr,z is the relative permittivity of layer
z and ε0 is the permittivity of free space. Moreover
nz = 1 +
1
2pi
∞∫
−∞
dω =mGKloc,z(ω) (13)
is the electron density at layer z obtained from nonequi-
librium R-DMFT and nbulk is the bulk electron density,
which we set equal to 1 (half-filling) throughout this
paper.82
One way to proceed would be to fix the bias volt-
age V and in the present particle-hole symmetric case
vl = −vr = V/2. In this case, one should adjust
the asymptotic chemical potentials µl and µr of the
leads to obtain the correct asymptotic charge neutral-
ity nz→±∞ → nbulk = 1. This is numerically demanding.
Another alternative is to carry out the calculations for
given µl = −µr = ∆µ/2 and update the values of the on-
site energies in the semi-infinite leads after each iteration
according Eq. 12. The bias voltage is then determined
by V = vl − vr a posteriori. Here we follow the second
strategy as it is numerically more convenient. In fact, we
find that the difference between ∆µ and V is quite small
in most of the calculations presented in this paper (1%
or smaller), except for weak to intermediate U at large
tlc, as we will discuss below.
For better readability we introduce a vector notation
for the z-dependent quantities, namely
~v = {v−L−12 , . . . , vL−12 },
~n = {n−L−12 , . . . , nL−12 },
~Gloc(ω) = {GRloc,−L−12 , . . . , G
R
loc,L−12
, GK
loc,−L−12
, . . . , GK
loc,L−12
}
~Σ(ω) = {ΣR−L−12 , . . . ,Σ
R
L−1
2
,ΣK−L−12
, . . . ,ΣKL−1
2
}.
5Obviously, the elements of ~Σ are zero outside of the cor-
related region.
The electron densities depend, through GKloc,z(ω) in
Eq. (13), on the onsite energies as well as on the self-
energy. The self-energy in turn is, through the self-
consistency in R-DMFT, a functional of the onsite en-
ergies and of itself, i.e. ~Σ = ~Σ(~v, ~Σ). Thus, we have to
solve Eqs. (11)-(13) together with the R-DMFT equa-
tions in a self consistent manner.
For a fixed self-energy ~Σ(ω), we solve Eq.(11)-(13) by
formulating it as a root searching problem which we treat
by the Newton-Raphson method. To this end, we define
the function
Φz(~v) = cz
[
∂
∂z
(
1
cz
∂vz
∂z
)
+
(
nz(~v, ~Σ)− nbulk
)]
(14)
of which we seek the zero. Following the Newton-
Raphson scheme, we expand
Φj(~v + ∆~v) = Φj(~v) +
∑
i
∂Φj(~v)
∂vi
∆vi . (15)
Here ∆~v = ~v(n+1) − ~v(n) is the difference between two
consecutive iterations in the self-consistent Poisson loop.
Assuming Φz(~v + ∆~v)
!
= 0, one obtains the following
iteration scheme
~v(n+1) = ~v(n) −M−1~Φ(~v) , (16)
with ~Φ = {Φ−L−12 , . . . ,ΦL−12 } and
Mji =
∂
∂vi
Φj(~v) . (17)
For the technical details about the discretization of the
Poisson equation and the expression for the matrix ele-
ments Mij we refer to Appendix A.
D. Self-consistency loop
Here, we describe the self-consistency loop used to de-
termine the self-energies ~Σ(ω) together with the onsite
energies ~v as self-consistent solution to the R-DMFT
equations coupled, through the electronic number den-
sities ~n(~v, ~Σ(ω)), with the Poisson equation, Eq. 11. An
illustration of the algorithm is presented in Fig. 2. In
short, the iterative solution of the Poisson equation con-
stitutes an inner loop to the R-DMFT self-consistency
and is done for fixed self-energies ~Σ(ω) before the deter-
mination and solution of the impurity problems, which is
more time demanding.
In more detail, we start with an initial guess of the
selfenergies ~Σ(ω) and onsite energies ~v. Next, the Pois-
son loop is performed by calculating the electronic densi-
ties ~n, Eq.(13), and updating the onsite energies accord-
ing to Eq.(16). These two steps are then iterated until
convergence83 is reached, for which we require
χΦ ≡
√
1
L
∑
i
Φ2i ≤ Φ , (18)
where Φ is the required accuracy. For each converged
Poisson loop we proceed, with the corresponding onsite
energies ~v, to the R-DMFT iteration which consists of
computing the bath hybridization functions, Eq.(8)-(9),
and solving the corresponding impurity problems thereby
obtaining a new set of selfenergies ~Σ(ω). The alternate
solution of the Poisson equation and the impurity prob-
lems is then iterated until convergence of the R-DMFT
loop. We quantify the accuracy of the latter by the
weighted difference between the hybridization functions
of two consecutive loops84
χ∆ ≡ 1
Lc
√√√√√ Llead+Lc∑
i=Llead+1
ωc∫
−ωc
||∆(m)i −∆(m−1)i ||dω ≤ ∆ ,
(19)
with
||∆(m)i −∆(m−1)i || =
∑
γ=R,K
=m{[∆γi ](m) − [∆γi ](m−1)}2 .
III. RESULTS
As mentioned in the introduction, the emphasis of the
present work lies on the influence of electronic correla-
tions on the charge redistribution in a nonequilibrium
situation. To this end, we consider the heterostructure
sketched in Fig. 1 which is driven out of equilibrium by
an applied bias voltage.
To understand the behavior of the charge distribution,
for finite LC junction coupling (tlc > 0) it is instructive
to begin with a qualitative discussion of the expected
behavior in the limit in which the correlated region is
isolated from the leads (tlc = 0), but still capacitively
coupled to them via the long range Coulomb interaction.
In that case, when the correlated region is metallic, i.e.
for weak to intermediate Hubbard interactions, the sys-
tem consists of two capacitors (one at each LC junction)
connected in series. On the other hand, when the cor-
related region is insulating, i.e. for large values of the
Hubbard interaction, it can be viewed as one capacitor
with a dielectric material placed between two conduct-
ing materials. Applying a bias voltage will cause in both
cases opposite charging of the facing surface layers of the
lead and the correlated region, which can be viewed as
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FIG. 3: (Color online) Charge density deviation from half-filling ∆nz = nz − 1 (a) as a function of layer index z for Hubbard
interactions U = 4, 8, LC junction coupling tlc = trc = 0.2, 1, and for different values of ∆µ = µl − µr. We present results for
Lc = 4 correlated layers. Other parameters are tc = 1, tl = tr = 2, v
(0)
z = −Uz/2 and c = 1.5. The black dashed lines separate
the correlated region and leads. (b) upper panel ∆nz for the lead interface layer (LIL) and lower panel ∆nz for the correlated
region interface layer (CIL) as a function of the bias voltage V = vl − vr. (c) Dependence of ∆µ on the bias voltage V .
dipole-like layers. For definiteness, we will refer to them
as lead interface layer (LIL) and the correlated interface
layer (CIL), respectively (see Fig. 1).
We perform calculations for Lc = 4 and Lc = 40 cor-
related layers, with a homogeneous local Hubbard inter-
action Uz = U . For Lc = 4 (Lc = 40), we explicitly con-
sider Llead = 23 (Llead = 30) non-interacting, Uz = 0,
layers for each lead, to allow for proper charge redis-
tribution in the leads as well. Therefore, in total, the
extended central region, where the long range Coulomb
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FIG. 4: (Color online) (a) ∆nz as a function of layer index z for U = 4, 8, ∆µ = 2 and different values of tlc. (b) ∆nz for the
LIL (blue curves) and CIL (red curves) as a function of the LC junction coupling strength tlc. Other parameters are the same
as in Fig. 3.
interaction is accounted for, contains L = 50 (L = 100)
layers. The infinite region outside of this range is treated
exactly, whereby we take the charge and the Coulomb
potential to be equal to its asymptotic bulk values. This
is justified, as can be seen from Figs. 3(a), 4(a), 5(a),
5(b), 7(a), and 7(b). To work at particle-hole symmetry,
we set the bare onsite energies v
(0)
z = −Uz/2 and the
asymptotic lead charge densities nz=±∞ = 1. The hop-
ping between nearest-neighbor correlated region sites is
taken as unit of energy, tc = 1, and the hopping between
nearest-neighbor sites of the leads is tl = tr = 2. Fur-
ther, to investigate the effect of the coupling strength of
LC junction on the behavior of the system, we perform
calculations for different values of tlc = 0.2, 0.4, . . . , 1.
All calculations are performed at ambient temperature
Tl = Tr = 0.025 and we consider an isotropic Coulomb
parameter with the moderate value cz = c = 1.5.
Due to particle-hole symmetry, properties of the z-th
and (−z)-th layer are connected by a particle-hole trans-
formation. For the self-energies, the relation reads
ΣRz (ω) = −[ΣR−z(−ω)]∗ + Uz (20)
ΣKz (ω) = [Σ
K
−z(−ω)]∗. (21)
Consequently, we need to calculate the self-energies only
for half the system, i.e. z < 0. Finally, all results for
Lc = 4 are obtained withNb = 6 bath sites in the AMEA,
while for Lc = 40 we considered NB = 4 due to the
increased numerical effort.85
A. Effect of the bias voltage
First, we investigate the effect of an applied bias volt-
age for intermediate, U = 4, and strong, U = 8, Hubbard
interaction, as well as small (tlc = 0.2) and large (tlc = 1)
coupling strengths between the leads and the correlated
region.
Our calculations show that at the LC junction the sys-
tem still hosts dipole-like layers for small but non-zero
LC junction coupling strengths. Fig. 3(a) indeed shows
for tlc = 0.2, that the charge density deviations from half-
filling, ∆nz = nz − 1, for the CIL and the LIL have op-
posite signs and their absolute values increase with bias
voltage V (see Fig. 3(b)) for both considered Hubbard
interactions. So, similar to tlc = 0, also for tlc = 0.2 LIL
and CIL can be viewed as dipole-like layers.
On the other hand the behavior is qualitatively differ-
ent for large values of the LC junction coupling (tlc = 1)
and in particular sensitive to the value of the Hubbard in-
teraction. For strong interaction (U=8), we obtain that
∆nz of the LIL and CIL have the same sign and their
absolute values increase with the bias voltage. When
considering a weaker interaction (U=4) this stays true
for ∆nLIL (charge density deviation from half-filling for
the LIL), while ∆nCIL (charge density deviation from
half-filling for the CIL) shows non-monotonic behavior
and a sign change as a function of the bias voltage. So,
in contrast to small values of the LC junction coupling
strength, for large ones dipole-like layers are only present
at the LC junction for weak to intermediate U and low
bias voltages.
Remember that the bias voltage V = vl − vr and the
difference between the chemical potentials ∆µ = µl − µr
differ from each other. As we have already discussed in
Sec. II D, it is numerically more convenient to perform
calculations for fixed ∆µ and evaluate V a posteriori.
For weak values of the LC junction coupling or for large
value of U , the difference between V and ∆µ is negligible
(1% or smaller). However, there is a significant deviation
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FIG. 5: (Color online) ∆nz (a,b) as a function of layer index z for different values of the Hubbard interaction U . (c,d) ∆nz
for the LIL (blue curve) and for the CIL (red curve) as a function of Hubbard interaction U . Dashed green lines in (e) show
results of the fit for the CIL ∆nCIL = A1 exp(−A0U) and for the LIL ∆nLIL = B2 + B1 exp(−B0U), with fit parameters
A0 ∼ B0 = 0.301, A1 = −0.139, B1 = 0.027, and B2 = 0.090. In (d) we additionally plot the curves 0.04 ∗ V versus U (green).
In the inset of (d) we plot the bias voltage as a function of interaction U for fixed value of ∆µ = 0.5 (see details in text).
(e,f) double occupancy dz = 〈nz,r,↑nz,r↓〉 for the CIL (red curve) and for the CML(indigo curve) as a function of Hubbard
interaction U . The results in (a,c,e) are obtained with ∆µ = 2 and tlc = trc = 0.2, while the ones in (b,d,f) with ∆µ = 0.5 and
tlc = trc = 1. Other parameters are the same as in Fig. 3.
for the case of tlc = 1 and U = 4, see Fig. 3(c). This is due the fact that when increasing tlc the flow of particles
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FIG. 6: (Color online) Steady state spectral function for different Hubbard interactions for the CIL, upper panel, and central
middle layer (CML), lower panel. Same set up as in Fig. 5. (a) ∆µ = 2 and LC junction coupling tlc = trc = 0.2, (b) ∆µ = 0.5
and LC junction coupling tlc = trc = 1.
from the left lead to the right one increases. As a result,
there is a depletion of particles on the left lead which,
if one wants to keep both leads at half filling, has to be
compensated by increasing µl. The opposite situation
obviously occurs on the right lead.
B. Effect of the LC junction coupling strength
We further investigate the effect of the LC junction
coupling strength tlc between the leads and the correlated
region. We perform calculations for several values of tlc,
fixing ∆µ = 2 and again considering U = 4, 8.
When the LC junction coupling strength is increased,
the current through the heterostructure rises. Thus, we
expect that more charge is transferred from the left lead
to the correlated region. Indeed our results, Fig. 4(a)
and 4(b), show that the charging of the LIL and the
CIL are first decreasing as tlc is increased. With further
increase of tlc this trend holds true for the LIL, while
interestingly, for the CIL, ∆nCIL changes sign at some
U -dependent value t∗lc. Furthermore, we find that t
∗
lc de-
creases with increasing U and for non-interacting corre-
lated region (U = 0) ∆nCIL is negative for all values of tlc
we have considered. From here, it follows then that cor-
relations lead to an earlier disappearance of dipole-like
layers with respect to the LC junction coupling strength.
This can be understood by the following:
For U = 0, the behavior of the system can be intu-
itively understood by the hydraulic analogy, where a fluid
takes over the role of the electric charge and pipes repre-
sent wires. In this picture larger tlc translates into a big-
ger diameter of the “LC junction-pipe”. For the behavior
of the LIL, this means that less fluid gets jammed at the
interface. When thinking about the behavior of the left-
CIL in the hydraulic picture it is easiest to consider the
jam created at the right-CIL, since the two are connected
by particle-hole symmetry, which will also get decreased
with increasing tlc. This means, that the trends observed
in Fig. 4(b) are consistent with the Hydraulic analogy.
Coming back to the reason why for stronger Hubbard
interaction t∗lc is lowered, we can thus interpret the slope
of ∆nCIL(tlc), for low tlc, to originate from the U = 0
behavior and thus the value of t∗lc is mainly influenced by
the starting value ∆nCIL(tlc = 0) which is suppressed by
the Hubbard interaction leading to the decrease of t∗lc as
a function of U .
C. Effect of the local interaction
Finally we investigate the effect of the interaction U
for small (tlc = 0.2) and larger (tlc = 1) values of the
LC junction coupling strength. We consider differences
between the chemical potentials, ∆µ = 2 and ∆µ = 0.5,
respectively. These values are chosen such that for small
interactions the opposite charging of the LIL and CIL is
most pronounced, see Fig. 3(b). Furthermore, to better
resolve the charge distribution, we also present results
for a system with a larger correlated region (Lc = 40),
in addition to the case with Lc = 4. When studying the
charging dependence as a function of U , we should expect
that in the limit of large U , ∆nz vanishes for the corre-
lated region, since in this limit any double occupation is
extinguished.
1. Small correlated region (Lc = 4)
First, we discus the effect of the interaction for weak
LC junction coupling (tlc = 0.2) and ∆µ = 2. Fig. 5(a)
and 5(c) show that the opposite charging of the interface
layers is suppressed by the Hubbard interaction. Fur-
ther, ∆nz for LIL converges monotonically to some fi-
nite value for U → ∞, while for the CIL it converges
to 0 as expected. In order to investigate the behavior
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FIG. 7: (Color online) ∆nz (a) and onsite energies vz (b)
as a function of layer index z for Lc = 40 correlated layers,
tlc = trc = 0.2, ∆µ = 2 and different values of Hubbard
interaction U . Total number of layers L = 100. Calculations
are performed with Nb = 4. Other parameters are the same
as in Fig. 3. (c) ∆nz for the LIL (blue curve) and CIL (red
curve) as a function of the Hubbard interaction U .
of the boundary charge, we fit them (for U ≥ 2) with
exponential functions (see Fig. 5(c)), namely ∆nCIL =
A1 exp(−A0U) and ∆nLIL = B2 + B1 exp(−B0U). The
resulting fit parameters are given in the figure caption.
Notice that both fits give approximately the same expo-
nent, that is A0 ≈ B0.
For small LC junction coupling (tlc = 0.2) and in-
creasing interaction strength U , as we already mentioned
above, the charging of the LIL and CIL is exponentially
suppressed, but these layers still have opposite sign and
for any finite U , while being reduced, the dipole-like lay-
ers are still there.
On the other hand, this is no longer the case for
stronger LC junction coupling strength (tlc = 1) and
∆µ = 0.5, as can be anticipated based on the results pre-
sented in previous subsections. Indeed, from Fig. 5(b)
and Fig. 5(d) we can see that ∆nz is non-monotonic for
both surface layers and in addition the CIL displays a
sign change at U ≈ 5 which approaches zero only for
higher values of the interaction.
To understand this behavior, it is important to recall
that the results presented in Figs. 5(b) and 5(d) are per-
formed for fixed ∆µ = 0.5, which corresponds to different
bias voltages V (see inset of Fig. 5(d)). When examin-
ing Fig. 5(d) more closely, one can see that the shape of
∆nLIL(U) for U > 4 resembles that of V (U) from the
inset. Moreover, from Fig. 3(b) we know that ∆nLIL(V )
is just proportional to V and almost insensitive to U .
Based on that, to exclude the dependence on the bias
voltage we plot n(U) = 0.04V (U), where the coefficient
of proportionality is extracted from Fig. 3(b), see green
line in Fig. 5(d). One indeed finds that the behavior of
∆nLIL for U > 4 is controlled by the V (U) dependency.
We thus expect that the curve of ∆nLIL vs. U for fixed
V would continue its downward trend also for U > 4
and converge to some value as in the case of the smaller
LC junction coupling strength tlc = 0.2. In contrast to
the behavior of ∆nLIL, fixing V would not affect qual-
itatively the behavior of ∆nCIL versus U . As a matter
of fact, taking the dependence on V into account, one
would expect an even more pronounced maximum in the
behavior of ∆nCIL (see red curve in Fig. 5(d)).
We also investigate the double occupancy dz =
〈nz,r,↑nz,r↓〉. Our calculations show that both for small
as well as for large LC junction coupling strength, the
double occupancies dz for the correlated sites are mono-
tonically decreasing as expected (see Figs. 5(e) and 5(f)).
For weak LC junction coupling strength, the double occu-
pancy dz of the CIL is always larger compared to the one
of the correlated middle layer (CML), while for large LC
junction coupling strength this is only true for U . 5.
This can be explained by the fact that for U . 5 the
filling in the CML is larger than the filling in the CIL.
A different behavior of the system between the regimes
of weak and strong LC junction coupling strengths can
be also seen by considering the steady state spectral func-
tions Az(ω) = − 1pi=mGRz (ω) (see Fig. 6). For tlc = 0.2
and ∆µ = 2 the spectral function does not show a Kondo-
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like peak at ω = µl = 1. We attribute this fact to a
combined effect of the width of the Kondo-like peak be-
ing so small that we are not able to resolve it as well as
the substantial bias voltage present in the system lead-
ing to decoherence which suppresses the resonance. In
contrast, for large values of the LC junction coupling
strength there is a clear Kondo-like peak for the CIL (at
ω = µl = 0.25) up to interactions as strong as U = 10.
This is not surprising, because the width of the Kondo-
like peak is proportional to t2lc and correspondingly the
difference between these two cases is O(100) and in addi-
tion the considered ∆µ is a factor of four smaller. Fig. 6
also shows the spectral function for the CML featuring,
as expected86 due to the increased distance to the leads,
a less pronounced Kondo-like peak compared to the CIL
which is already destroyed for U = 10.
It appears that the Kondo-like peak in the spectral
density occurs whenever ∆nLIL and ∆nCIL have the same
sign, which indicates that the mobility within the corre-
lated region is small as compared to tlc.
2. Large correlated region (Lc = 40)
We now want to investigate how far the charging of the
interface region extends into a bulk system. To this end,
we enlarge the correlated region to Lc = 40. Results are
obtained with Nb = 4 auxiliary bath sites in the AMEA
impurity solver.85 Due to the heavy numerical calcula-
tions the convergence of the DMFT self-consistency is
quite slow, especially for the strong interactions.
At this point it is worth noting that for a metallic ma-
terial, one would expect that only the surface is charged
with an exponential tail into the bulk since the induced
charge on the surface will compensate the electric field in
the bulk. Indeed, our results for ∆nz and vz, presented
in Figs. 7(a) and 7(b) respectively, show that the charg-
ing and onsite energies behave as expected and fall off
exponentially into the bulk. Further, we find that the
corresponding penetration depth for charging, although
increasing with U , depends only weakly on U and that
this dependence is more pronounced for the onsite ener-
gies. Note that the system is still metallic for all values of
the interaction U ≤ 10 and the exponential suppression
can therefore be attributed to screening. The trend that
the penetration depth increases with U can thus be inter-
preted as less effective screening due to the lower density
of states around ω ≈ 0.
As in the previous results for Lc = 4 the main ef-
fect of the interaction is to reduce the absolute value of
the charging at the interface between the correlated and
uncorrelated region. As can be seen from Fig. 7(c) the
behavior agrees qualitatively with the ones observed for
Lc = 4, see also Fig. 5(c). The fact that the exponen-
tial dependence on U is not so obvious in Fig. 7(c) can
be attributed to the lower accuracy due to the increased
numerical challenge to converge the self-consistent equa-
tions.
3. Current
We also investigate the effect of the interaction on the
steady-state current density through the correlated in-
terface. The latter can be calculated using off-diagonal
elements of the Keldysh Green’s function12,87
J = Jz,z+1 = tz,z+1
∫ ∞
−∞
dω
2pi
∫
BZ
d2k
(2pi)2
(
GKz+1,z −GKz,z+1
)
,
(22)
where summation over spin is implicitly assumed.
Results are shown in Fig. 8 where we plot a rescaled
current density J/tlc in order to present the curves on
the same plot. As expected our calculations show that
for all considered system parameters the current density
is strongly suppressed when increasing the interaction
strength U .88 For the system with a smaller correlated
region (Lc = 4) the qualitative form of the suppression
as a function of U seems rather independent of tlc and
∆µ. Nevertheless, from the figure it appears that the
scaling behavior of the current density is stronger than
∝ tlc. This is because the stronger hybridization leads to
a more pronounced resonance peak making the central
region more metallic especially around ω = 0 resulting
in more spectral weight within the Fermi-window of the
leads already for small voltages. See also Fig. 6(a) and
6(b).
Furthermore, we compare the steady-state current den-
sity for the small (Lc = 4) and the large (Lc = 40) corre-
lated regions (see Fig. 8). We observe that the difference
12
FIG. 9: (Color online) Three dimensional representation of
the regions in tlc − ∆µ − U -space in which the system ex-
hibits(lacks) dipole-like layers at the LC junction red (blue)
open circles. In addition, parameter combinations where a
Kondo-like peak can be clearly identified, are marked by full
circles.
between them is marginal for weak interactions while for
intermediate to strong interactions we have a substantial
suppression for Lc = 40. This is due to a reduced electron
mobility induced by the loss of metallicity of the corre-
lated region. However, this cannot be simply generically
described by a decreased conductivity but rather by the
fact that for U & 2 the penetration depth of the elec-
tric field exceeds the size of the small correlated region
Lc = 4, see also Fig. 7(b)
IV. CONCLUSIONS
We addressed the steady-state properties of a system
consisting of a multilayer correlated region attached to
two metallic leads. The model was solved by nonequilib-
rium R-DMFT whereby AMEA62,63,71 was used as im-
purity solver. We studied the charge redistribution in
the system induced by the local Hubbard and the long-
range Coulomb interactions in the presence of a bias volt-
age. We find that its behavior is very different for weak
and strong LC junction coupling strengths, especially for
strong local interactions. The influence of U on the lead
layers is due to the proximity effect and therefore less
pronounced in the lead compared to the correlated re-
gion.
Our results indicate that the charges (considered with
respect to the bulk value) on opposite sides of the LC
junction, can have equal or opposite signs depending on
the system parameters. The case of opposite signs can
be interpreted as the formation of a dipole-like layer. In
particular, these dipole-like layers are present for small
but finite LC junction coupling strengths. In contrast, for
stronger values of the LC junction coupling strength this
is only true for intermediate to weak interactions at low
bias voltages. For strong interactions, as well as for inter-
mediate to weak interactions at moderate to high values
of the bias voltage, the dipole-like layers are destroyed
and the charging of the LIL and CIL have the same sign.
The dependence of ∆nCIL on the local Hubbard interac-
tion U is quite peculiar, being exponentially decreasing
for small tlc while for large tlc it displays a non-monotonic
behavior and even changes sign as a function of U .
This behavior can be understood from the fact that
the dipole-like layers are formed if the charges flow faster
out of the transition region than they flow in, i.e.
tc,eff
tlc
> 1 (23)
where tc,eff is the effective hopping for the correlated re-
gion. Indeed, we observe that for sufficiently large tlc
the dipole-like layers get destroyed in accordance with
Eq. 23. Obviously, increasing the Hubbard interaction
effectively decreases the mobility in the correlated region.
We also observe that a Kondo-like peak is present in the
spectral function of the CIL for large values of the LC
junction coupling strength tlc and the Hubbard interac-
tion U . This suggests that the dipole-like layers has the
tendency to suppress the Kondo-like peak. As summary
of our results is reported in the three-dimensional plot
Fig. 9.
Finally, we want to emphasize that the results pre-
sented in this work obtained for the Hubbard interaction
differ from the ones for the Falicov-Kimball model for
large values of the LC junction coupling (tlc = 1) in Ref.
20. In the latter, the LIL and CIL are always oppositely
charged. This indicates, that the sign change of ∆nCIL
is not a generic feature of strong local correlations paired
with long-range coulomb forces. Rather it is a combined
effect of strong local Hubbard interactions together with
long-range coulomb forces.
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Appendix A: Poisson equation
Here, we present the details of the self-consistent solu-
tion of Eq. (11)-(13). As mentioned in the main text, we
employ the Newton-Raphson method to find the root of
Φz(~v) = cz
[
∂
∂z
(
1
cz
∂vz
∂z
)
+
(
nz − nbulk
)]
. (A1)
First, we discretize the derivative. Setting the lattice
constant a = 1, we get
Φz(~v) = vz+1 − 2vz + vz−1 + εr,z+1 − εr,z−1
2εr,z
vz+1 − vz−1
2
+
1
εr,zε0
(
nz − nbulk
)
. (A2)
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Following Newton-Raphson, we expand
Φj(~v + ∆~v) = Φj(~v) +
∑
i
∂Φj(~v)
∂vi
∆vi . (A3)
Here ∆~v = ~v(n+1) − ~v(n) is the difference between two
consecutive iterations in the Poisson loop. Assuming
Φz(~v + ∆~v)
!
= 0, we obtain
Φj(~v) = −Mji(v(n+1)i − v(n)i ) , (A4)
with
Mji =
∂
∂vi
Φj(~v) , (A5)
which leads to the final iteration scheme
~v(n+1) = ~v(n) −M−1Φ(~v) . (A6)
1. Expressions for the matrix Elements Mji
Plugging Eq. (A1) into Eq. (A5), we obtain
Mji =
∂
∂vi
[
1
εr,j
∂
∂z
(
εr,j
∂vj
∂z
)]
︸ ︷︷ ︸
≡M(1)ji
+
∂
∂vi
[
1
εr,jε0
nj(~v)
]
︸ ︷︷ ︸
M
(2)
ji
.
(A7)
Here, we used cz ≡ 1ε0εr,z and the fact that nbulk does
not depend on ~v and therefore ∂nbulk/∂vi = 0.
After some simple manipulations, we arrive at
M
(1)
ji ≡
∂
∂vi
[
1
εr,j
∂
∂z
(
εr,j
∂vj
∂z
)]
(A8)
=
(
1− δεr,j
4εr,j
)
δi,j−1 − 2δi,j +
(
1 +
δεr,j
4εr,j
)
δi,j+1
with δεr,j = εr,j+1 − εr,j−1.
This leaves us with the evaluation of the matrix el-
ements for M (2) which involves the dependence of the
charge density on the onsite energies. Using, the defin-
ing equations Eqs. (10), (13) in Eq. (A7), we obtain
M
(2)
ji =
e2
εr,jε0
∂
∂vi
nj (A9)
=
e2
εr,jε0
∫
BZ
d2k
(2pi)2
∫
dω
2pi
=m
(
∂
∂vi
GKjj(ω,k)
)
.
Next, using the Keldysh inversion formula, GK =
−GR[G−1]KGA, we can expand the derivative
∂
∂vi
GKjj = −
∂GRjl
∂vi
[
G−1
]K
ll′ G
A
l′j −GRjl
[
G−1
]K
ll′
∂GAl′j
∂vi
−GRjl
∂
∂vi
[
G−1
]K
ll′ G
A
l′j . (A10)
Here and below, all indices appearing twice are summed
over. Relating the derivative
∂Gγ=R,Ajl
∂vi
to the derivative
of its inverse, given by Eq. (3),89 leads to
∂Gγ=R,Ajl
∂vi
= −Gγjl′
∂
∂vi
[Gγ ]−1l′l′′G
γ
l′′l
= GγjiG
γ
il +G
γ
jiG
γ
il
∂
∂vi
Σγhyb,i . (A11)
and recalling Eq. (4), we also have
∂
∂vi
[
G−1
]K
ll′ = −δliδl′i
∂
∂vi
Σγhyb,i . (A12)
Thus, Eq. (A10) now reads
∂
∂vi
GKjj = G
R
jiG
K
ij +G
K
jiG
A
ij
+GRjiG
K
ij
∂
∂vi
ΣRhyb,i +G
K
jiG
A
ij
∂
∂vi
ΣAhyb,i
+GRjiG
A
ij
∂
∂vi
ΣKhyb,i . (A13)
which based on the symmetries of the Green’s function
and the fluctuation dissipation theorem for ΣKhyb,i allows
the simplification to the final form
∂
∂vi
GKjj = 2i=m
[
GRjiG
K
ij
]
+N bjκδκ1 +N
b
jκδκL . (A14)
Here
N bjκ = 2i=m
[
ηκ
(
GRjκG
K
κj +
∣∣GRjκ∣∣2(1− 2fκ)) ] (A15)
and
ηκ = −1
2
(
1 + i
ω − vκ − v(0)κ − E(k)√
4t2κ −
(
ω − vκ − v(0)κ − E(k)
)2
)
.
(A16)
Moreover fκ=1,L stands for the Fermi function in left and
right leads respectively.
To speed up the convergence, we can use the fact that
the electron density in the first and last site will converge
to their bulk values and therefore we consider them fixed,
which also means ∂nj=1,l/∂vi = 0 and correspondingly
M
(2)
ji = 0 for j ∈ {1, L}.
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