In this paper, we show how to construct non-binary entanglement-assisted stabilizer quantum codes by using pre-shared entanglement between the sender and receiver. We also give an algorithm to determine the circuit for non-binary entanglement-assisted stabilizer quantum codes and some illustrated examples. The codes we constructed do not require the dual-containing constraint, and many non-binary classical codes, like non-binary LDPC codes, which do not satisfy the condition, can be used to construct non-binary entanglement-assisted stabilizer quantum codes.
I. INTRODUCTION
Errors caused by noises in quantum informational processes are inevitable. One active way of dealing with errors is provided by quantum error-correcting codes [1] [2] [3] , which have been found many application in quantum computations and quantum communications, such as the quantum key distributions [4] , the fault-tolerant quantum computation [5] and the entanglement purification [6] . The large majority of work on quantum errorcorrecting codes has concerned on quantum stabilizers codes [7] [8] [9] [10] [11] and they have become the most widely-used class of quantum error-correcting codes. One reason is that the CSS and CRSS code constructions [2, 7, 8, 12] allow classical self-orthogonal codes to be easily transformed into quantum stabilizer codes.
Bowen [13] constructed the first entanglement-assisted quantum error-correcting code from a three-qubit bit-flip code with the help of two pairs of maximally-entangled states. Brun, Devetak and Hsieh [14, 15] showed that if shared entanglement between sender and receiver is available, classical linear quaternary (and binary) codes that are not self-orthogonal can be transformed to entanglement-assisted quantum error-correcting codes. Wilde [16] gave an algorithm for encoding and decoding a binary entanglement-assisted quantum stabilizer code and Wilede's algorithm not only determine the encoding and decoding circuit for the set of Pauli generators, but also can determine the optimal number of ebits and the measurements the receiver performs to diagnose errors.
In this paper, we consider non-binary entanglementassisted quantum error-correcting codes on quantum systems which have subsystems of dimension d = p m , where p is a prime. As a shorthand, we can use the term 'qudit'and quantum codes for qudit systems have been studied, e.g, in [17] [18] [19] [20] [21] . The questions of how to construct, encode and decode qudit entanglement-assisted quantum error-correcting codes have been not explicitly addressed. Here we will present how to use maximally two-particle d-dimensional entangled state to construct a qudit entanglement-assisted quantum code and an algorithm to determine how to encode and decode it.
The paper is organized as follows. Section II contains definitions of non-binary quantum states and some qudit quantum gates used later in the paper. Error bases of quantum error-correcting code and qudit stabilizer formalism are introduced in Section III. Section IV first reviews the entanglement-assisted stabilizer formalism, then presents an algorithm to determine the encoding circuit for qudit entanglement-assisted stabilizer code, gives some examples to show how to construct qudit entanglement-assisted stabilizer code in details at last. We discuss our results in Section V.
II. NON-BINARY QUANTUM SYSTEMS

A. Non-binary Quantum States
Let d = p m be a power of a prime p, m ≥ 1, F d is a finite field with d elements, and let C d be a d-dimensional complex vector space representing the states of a quantum mechanical system. We denote by |i the vectors of a distinguished orthonormal basis of C d , where the labels i range over the elements of F d . And the general state of a qudit is given by
Combining several qudits, we obtain a quantum register. The canonical basis states of a quantum register of length n are tensor products of the basis states of the single qudits. For the basis states of a quantum register we use the following notations:
A general state of a quantum register of length n is a normalized vector in the exponentially large Hilbert space
B. Qudit Quantum Gates
In the following we will introduce some qudit gates [20] on the qudit systems where each qudit corre-spond to a q-dimensional Hilbert space where q = q m is a prime power. Let q be a prime power, i. e., q = p m where p is prime. By ω we denote a primitive complex pth root of unity, i. e., ω = exp(2πi/p). Furthermore, let tr(α) denote the trace of an element α ∈ F q = F p m which is defined as tr(α) :=
m and let B = {b 1 , · · · , b m } be an arbitrary self-dual basis of F q over F 2 , defining an integer-valued function on F q as wgt : F q −→ F Z , α −→ |{j : j ∈ {1, 2, · · · , m}|tr(ab j ) = 0}|. Then define the following operations:
2 ) |y y| for q is odd;
III. QUDIT QUANTUM STABILIZER CODE
A. Error Bases
In order to construct an error-correcting code, one has to specify an error model. The error model can be specified by a set E of error operators. For qudit systems of prime power dimension q, we consider the following set of unitary operators: E = {X α Z β : α, β}. It is not hard to show that those q 2 operators are an orthogonal basis with respect to the inner product A, B = tr(A † B). Furthermore, they generate an error group G 1 of size pq 2 with center Z(G 1 ) = ωI . Any element of G 1 can uniquely be written as ω γ X α Z β where γ ∈ {0, . . . , p − 1} and α, β ∈ F q . The commutation relations of two elements are X α Z β = ω −tr(αβ) Z β X α . Hence commuting two elements results in a phase factor, i. e.,
For an n-qudit system, the error basis and the error group are the n-fold tensor products E ⊗n and G n =: G ⊗n 1 , respectively.
B. Qudit Stabilizer Formalism
The basic idea of stabilizer code is that suppose S is an abelian subgroup of G n , we can define the stabilizer code C(S) associated with S to be C(S) = {|ψ : g|ψ = |ψ , ∀g ∈ S . The code C(S) is the subspace fixed by the S, and S is called the stabilizer of the code. In other words, the stabilizer code C(S) is defined as the common eigenspace of the operators in S. A group S can be specified by a set of independent generators, {g i }. These are elements in S that cannot be expressed as products of each other, and such that each element of S can be written as a product of elements from the set. The benefit of using generators is that it provides compact representation of the group and to see whether a particular vector |φ is stabilized by a group S, we need only to check whether |φ is stabilized by these generators of S. Any element E of the error group G n can uniquely be written as
The weight of an element X α Z β is the number of indices i for which not both α i and β i are zero. From the commutation relation (1), it follows that
where the inner product * is defined by
This shows that the group G n := G n / ωI is isomorphic to F n q × F n q . we define the symplectic product of two elements g = X α Z β and g
And two elements g and g′ commute if and
be a minimal set of generators for S which is an abelian subgroup of G n . Then we can write a stabilizer matrix of the corresponding stabilizer code C(S) in the form
Any error operator E that does not commute with all elements g ∈ S will change the eigenvalue of an eigenstate |φ of S which can be detected by a measurement. But if E ∈ Z(S) − S, where Z(S) is the centralizer of S, then E changes elements of C(S) but does not take them out of C(S). So E will be an undetectable error for this code. And a stabilizer code C(S) can correct a set of errors E if and only if
C. Clifford Encoding Unitary
We will use the qudit quantum gates which are Clifford operations to encode and decode qudit stabilizer codes, and briefly comment on these encoding operations.
The matrix for Fourier gate DF T acting on a single qudit is DF T := 
The Multiplier gate M γ transforms the error basis under conjugation as follows:
The Phase gate P γ transforms the error basis under conjugation as follows:
For the ADD gate, the first qudit is the "control" qudit and the second qudit is the "target" qudit. The ADD gate transforms the error basis under conjugation as follows:
The next chapter will detail an algorithm that determines a Clifford encoding circuit for qudit entanglementassisted stabilizer code.
IV. QUDIT ENTANGLEMENT-ASSISTED STABILIZER QUANTUM CODE
A. The Entanglement-assisted Stabilizer Formalism
The entanglement-assisted stabilizer formalism is a significant extension of the standard stabilizer formalism that incorporates shared entanglement as a resource for protecting quantum information [14, 15] . The advantage of entanglement-assisted stabilizer codes is that the sender's operators do not necessarily have to form an abelian subgroup. The sender can make clever use of her shared entangled pairs so that the global stabilizer is abelian and thus forms a valid quantum error-correcting code.
The entangled state we use is a maximal two-particle d-dimensional entangled state and We express the entangled state |Φ + shared between a sender Alice and a receiver Bob as follows: 
The above communication relations hint at a way that we can resolve noncommutativity in a set of generators. Now we introduce the general construction of an entanglement-assisted code. Suppose that there is a nonabelian subgroup S of size 2c + a, if there exists a minimal set of independent generators {Z 1 , · · · Z c+a , X a+1 · · · X a+c } for S with the following commutation ralations:
And we can also partition the nonabelian group S into two subgroups: the isotropic subgroup S I and the entanglement subgroup S E . The isotropic subgroup S I is a commuting subgroup of S and thus corresponds to ancilla qudits:
The elements of the entanglement subgroup S E come in noncommuting pairs and thus correspond to halves of entangled qudits:
The two subgroups S I
and S E play a role in the error-correcting conditions for the entanglement-assisted stabibizer formalism. An entanglement-assisted code corrects errors in a set E if
. The conditions correspond to error pairs E 1 , E 2 in an error set E. The first condition corresponds to the passive error-correcting capability of the code, and the second condition corresponds to its active error-correcting capability.
The operation of an [[n, k; c]] entanglement-assisted stabilizer quantum code have the following steps.
(i). The sender and receiver share c entangled qudits before quantum communication begins and the sender has a ancilla qudits. The unencoded state is a simultaneous +1-eigenstate of the following operators:
The operators to the right of the vertical bars indicate the receiver's half of the shared entangled qudits. The sender encodes her k information qudits with the help of a ancilla qudits and her half of the c entangled qudits. The encoding unitary transforms the unencoded operators to the following encoded operators:
(ii). The sender sends her n qudits over a noisy quantum communication channel. The noisy channel affects these n qudits only and does not affect the receiver's half of the c entangled qudits.
(iii). The receiver combines his half of the c entangled qudits with those he receives from the noisy quantum channel. He performs measurements on all n + c qudits to diagnose an error that may occur on the n qudits.
(iv). After estimating which error occurs, the receiver performs a recovery operation that reverses the estimated error.
B. Algorithm
In this section we derive an encoding algorithm for entanglement-assisted stabilizer quantum code over qudit systems of prime power dimension d = p m . The main idea is to see whether a nonabelian stabilizer group S ⊆ G n of the entanglement-assisted stabilizer quantum code
} for which encoding is particularly easy. If it is isomorphic, then the nonabelian stabilizer group S and S 0 are conjugated to each other there exists a transformation D such that
The algorithm consists of row and column operations on the Check matrix. Row operations do not affect the error-correcting properties of the code but are crucial for arriving at the optimal decomposition from the fundamental theorem of symplectic geometry. The operations available for manipulating columns of the check matrix are the above operations. The operations have the following effects on entries in the binary matrix:
(i) A Fourier gate on qudit i swaps multiply column i by −1 in the X matrix with column i in the Z matrix.
(ii) A Multiplier gate on qudit i multiplies column i by invertible integer q −1 in the X matrix and multiplies column i by invertible integer q in the Z matrix.
(iii) A Phase gate on qudit i adds γ times column i in the X matrix to column i in the Z matrix.
(iv) A ADD gate from qudit i to qudit j subtracts column i from column j in the X matrix and adds column j to column i in the Z matrix.
Before introducing our algorithm, we first give a theorem which the first step will use. Theorem 1. Let g 1 = X α1 Z β1 ,g 2 = X α2 Z β2 ,· · · ,g n−k = X α n−k Z β n−k are independent generators in the check matrix and d = p m is a prime power. If there at least exists one pair of generators do not commute, for convenience, let g 1 and g 3 do not commute and
Proof: we only need to prove that there must exists an
And it completes the proof. Now we introduce our algorithm for determining an encoding circuit and the optimal number of ebits for the qudit entanglement-assisted code. And the algorithm can be divided into two main steps.
(i).m ← 0, i from 2m to n − k, compute the symplectic inner products between i row and i + 1, . . . , n − k rows. If all the symplectic inner products are zero, leave the matrix as it is and go to (ii). Otherwise, let the symplectic inner product i row and j row is not zero, use the method of theorem 1 to make that the product between i row and i + 1 row is one. Then arrange the i, · · · , n − k rows in the top of the matrix and the 1, · · · i − 1 rows in the bottom and m ← m + 1. Use Fourier operation, Multiplier operation, Phase operation, ADD operation or combinations of these operations to achieve the m entry in the X matrix of the 2m − 1 row is one, other entries of the 2m − 1 row are zero and the m entry in the Z matrix of the 2m row is one, other entries of the 2m row are zero. Then add 2m − 1 and 2m rows to 2m + 1, · · · , n − k rows so that the m entries in the X matrix and in the Z matrix of the 2m + 1, · · · , n − k rows are zero.
(ii).If 2m < n − k − 2, i from 2m + 1 to n − k, Use Fourier operation, Multiplier operation, Phase operation, ADD operation or combinations of these operations and row operations to achieve the i − m entry in the Z matrix of the i row is one, other entries of the i row are zero. If 2m = n − k − 2 compute the symplectic inner product between n − k − 1 row and n − k row, if the symplectic inner product is one, use Fourier operation, Multiplier operation, Phase operation, ADD operation or combinations of these operations to achieve the (n − k)/2 entry in the X matrix of the n − k − 1 row is one , other entries of the n − k − 1 row are zero and the (n − k)/2 entry in the Z matrix of the n − k row is one, other entries of the n − k row are zero; if the symplectic inner product is zero, Use the relevant operations to achieve the m + 1 entry in the Z matrix of the n − k − 1 row is one, other entries of the row n − k − 1 are zero and the m + 2 entry in the Z matrix of the n − k row is one, other entries of the row n − k are zero; if the symplectic inner product is not one or zero, fail. If 2m = n − k − 2, Use the relevant operations to achieve the m + 1 entry in the Z matrix of the n − k row is one, other entries of the row n − k are zero. The algorithm begins by computing the symplectic inner product between the first row and all other rows. And the symplectic inner product between the first row and the second row is 2, the symplectic inner product between the first row and the three row is 4, use the method of lemma 3, we get m = 1, we add the three row to the second row so that the symplectic inner product between the first row and the second row is 1. The matrix becomes The first row is complete. We now proceed to clear the entries in the second row. Perform ADD from qudit two to qudit one with two times, from qudit three to qudit one with three times and from qudit four to qudit one. The matrix becomes The first two rows are now complete. They need one ebit to compensate for their noncommutativity or nonorthogonality with respect to the symplectic inner product. Now we perform row operations that are similar to the "symplectic Gram-Schmidt orthogonalization" .Add a multiple of row one to any other row that is not zero as the leftmost entry in its X matrix so that its leftmost entry in its X matrix is zero. Add a multiple of row two to any other row that is not zero as the leftmost entry in its Z matrix so that its leftmost entry in its Z matrix is zero. For our example, we add a two multiple of row one to row three, a four multiple of row one to row four and a two multiple of row two to row three, a three multiple of row two to row four. The matrix becomes We know that the last two rows are symplectically orthogonal to each other from computing their symplectic inner product. Perform ADD from qudit three to qudit two with four times, perform S 2 on qudit two, then P 2 on qudit two. The matrix becomes (ii).The second example is a group S generated by a non-commuting set of operators over F 7 and its checking matrix is 
V. CONCLUSIONS
In this paper, we present how to construct non-binary entanglement-assisted stabilizer quantum codes which do not require the dual-containing constraint and also give an algorithm to determine the circuit for non-binary entanglement-assisted stabilizer quantum codes. Many non-binary classical codes, like non-binary LDPC codes, which do not satisfy the dual-containing condition, can be used to construct non-binary entanglement-assisted stabilizer quantum codes. And the better the classical non-binary code is , the better the corresponding nonbinary entanglement-assisted stabilizer quantum code will be.
