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Abstract 
 
 
Prior to commencing coal mining operations, measurements of permeable geological 
structures are an important task in the mine site exploration to facilitate the understanding 
of potential mining impacts on the adjacent river and groundwater systems. These 
potential environmental impacts are likely to be controlled predominately by preferential 
flow zones provided by faults and fractures, which are known to enhance the transport of 
gas and water. However, detailed mapping of these geological structures is rarely carried 
out in mining areas. In order to develop a feasible and rapid survey method, two field 
campaigns, involving soil gas mapping and gamma ray survey, were designed and carried 
out a at coal mine site in the Hunter River Valley, NSW, Australia. All measured 
parameters (radon, gamma ray and CO2) revealed similar anomaly distribution patterns 
though measured by different techniques over different time periods (1.5 years elapsed 
between two field campaigns). Geophysical modelling (based on borehole logging results) 
and soil gas mapping were conducted independently, and both results indicated the 
existence of geological structures crossing the sampling region. Results of this study 
confirm the applicability of high intensity soil gas mapping methods for locating active 
tectonics faults covered by alluvium in the decametre scale. Additionally, compared with 
labour-intensive soil gas mapping methods, the gamma ray survey is capable of providing 
relatively reliable results in a fast and convenient way to cover a relatively large field site.  
 
The basic principles and controlling parameters for gas seepage from deep formations to 
the surface are not fully understood. In order to better understand gas transport 
mechanisms in the subsurface environment so that the soil gas mapping data can be 
better interpreted, laboratory experiments were conducted to investigate the flow of 
discrete microbubbles through a saturated porous medium as part of a rapid gas transport 
pathway from deep ground formations to the ground surface. During the experiments, 
bubbles, released from a point source, moved upward through a quasi-2D flume filled with 
transparent water-based gelbeads and formed a distinct plume that could be well captured 
by a calibrated camera. Outflowing bubbles were collected on the top of the flume using 
volumetric burettes for flux measurements. We quantified the scaling behaviour between 
the gas (bubble) release rates and various characteristic parameters of the bubble plume, 
including plume tip velocity, plume width and breakthrough time of plume front. The 
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experiments also revealed circulations of ambient pore water induced by the bubble flow. 
Based on a simple momentum exchange model, we showed that the relationship between 
the mean pore-water velocity and gas release rate is consistent with the scaling solution 
for the bubble plume. These findings have important implications for studies of soil gas 
mapping and gas emission (including hydrocarbon gases) from deep ground formations as 
well as fundamental research on gas transport in porous media.  
 
During the laboratory experiment, a new image processing method was developed for 
measuring microbubble sizes under high bubble density and clustered conditions based on 
a linear relationship between the light centroid and dark outline of bubble projections. The 
light centroids of individual bubbles in clusters can be measured accurately and used to 
determine bubble sizes. Tested under a highly clustered condition, the new method was 
found to be effective and robust. 
 
Microbubble transport, as a possible mechanism for gas transport in the subsurface 
environment, was further investigated with a continuum model to simulate bubbly two 
phase flow at the laboratory scale. The Naiver-Stokes equations were solved for bubbly 
flow in a 2-dimensional (2D) porous medium domain, with bubble released from a point 
source at pre-set flux rates. The transient bubble transport behaviour and bubble-induced 
ambient pore water flow were studied to compare with scaling solutions derived from the 
experimental data. The simulation results provided us with more physical insights into the 
complex bubble transport behaviour in porous media. 
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CHAPTER 1 
1 Introduction  
1.1 Problem statement 
Coal mining is one of the most important industries in Australia. As the world’s leading coal 
exporter, 75% of the coal mined in Australia is exported. Australia, itself also utilises a large 
amount of coal which provides 85% of local electricity production. Economic coal resources occur 
in all Australian states, but they are particularly abundant in Queensland and New South Wales 
(NSW). Although coal mining is of great benefit for the local economy, coal mining has been 
subjected to criticism from the general public who are concerned about the impacts of coal mining 
on the surrounding environment, such as groundwater, surface water drainage, top-soil pollution, 
coal seam fires and greenhouse gas emissions.  
Coal is primarily mined by one of two methods: deep underground mining and surface open-cut 
mining, which is largely determined by the geology of the coal deposit, in particular the depth of the 
seam below the surface. Open-cut, used for mining shallow seams, is a commonly applied mining 
method in the Hunter River Valley (one of the major coal mining areas in Australia) and other 
Australian coal mining regions. A typical open-cut mine pit in Hunter River Valley (Figure 1.1.1) is 
excavated by removing the overburden above the coal seam. The surface mining operation creates a 
large drainage potential for the surrounding environment, such as the adjacent river and 
groundwater systems. Certainly, this significant drainage to the mining pit causes serious problems 
for coal mining water management in regards to the adjacent river and aquifer systems. The NSW 
Office of Water proposed a new NSW aquifer interference policy to protect groundwater systems, 
in response to significant growth in coal and coal seam gas industries in the state of New South 
Wales (The NSW Office of Water, 2011), where local coal mining could place valuable landscapes 
at risk.  
Two aspects of groundwater drainage risks are of concerns: firstly, groundwater drainage results in 
water table drawdown and adjacent surface water loss (riverine), which affects groundwater and 
surface water dependent ecosystems. Secondly, the drained water passing through the coal seam or 
mixed with water originating from the coal seam leads to a large quantity of saline water in the pit. 
The subsequent discharge of this saline water into rivers or creeks could badly impact the river 
ecosystem including riparian and hyporheic zones (Hancock, 2002).  
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Figure 1.1.1.Bickham Bulk Sample Pit in upper Hunter River Valley. 
The potential mining impacts on the shallow aquifer have been extensively studied (Mackie, 2010). 
There is still lack of understanding regarding the fracture flow in the rock overburden, however, 
where mining impacts on the adjacent river and groundwater systems are likely to be controlled 
predominately by preferential flow zones provided by faults, fractures and coal seam cleats (López 
and Smith, 1995). The existence of joints and fractures in aquitards/aquifers could cause 
preferential flow in the groundwater system, such a preferential flow connection between a mine 
and surrounding water bodies has not been investigated in details (Cook, 2003). In order to better 
understand this connection, it is important to first locate and detect these subsurface permeable 
structures which contribute to preferential flow. Preferential pathway identification could be helpful 
to understand: 1) whether there is hydraulic connectivity between coal seams and river bed 
aquifer/floodplains; and 2) whether there are hydrogeological structures in the high-wall resulting 
from faults or gouge.  
A non-invasive soil gas mapping method is proposed to detect permeable geological structures in 
open cut coal mine sites. High concentrations of light hydrocarbon gases (methane, ethane, 
propane), hydrogen and carbon dioxide have been found in the regions over hydrocarbon gas 
bearing rock formations (such as coal seams), especially in areas associated with faults. The gases, 
originated from these gas bearing formations, migrate upward through open and connected 
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faults/fractures, producing anomalously high hydrocarbon gas and carbon dioxide concentrations in 
the upper soil layer. 
 
Figure 1.1.2. Schematic diagram of a complex coal seam system subjected to open cut mining.  
 A complex coal seam in an open cut coal mine adjacent to a river system is shown in Figure 1.1.2. 
In (a), the schematic cross-section of the open cut mine and river system is illustrated. The fresh 
water may become salin when moving through the coal seam into the pit. The solid black lines 
show the fracture and fault structures in the rock. (b) Depicts a coal seam on a much smaller scale, 
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where the absorbed gases were released from the coal matrix when the overburden stress was 
reduced. In (c), the released gases include carbon dioxide, light hydrocarbons and radon, mirgrating 
through the preferential flow pathway (fracture zones and faults), and reaching the upper soil layer. 
Because of this preferential flow, higher soil gas concnetrations could be observed right above the 
buried permeable structures, as illustrated by (d). When a soil gas mapping survey is conducted 
covering the whole field site, as depicted in (e),the anomolous soil gas concnetration patterns may 
be observed, reflecting the locations of underlying permable structures. 
The underlying flow phenomena and transport processes illustrated in (c), (d) and (e) will be 
investigated in this study, and are highlighted by a green box in Figure 1.1.2. The Hunter River 
Valley region hosts alluvial deposits and shallow weathered rock zones (regolith and the coal seam 
layers). These systems tend to be connected and influence each other.  
Currently, there is no standard method available to detect preferential groundwater/gas flow. No 
datasets are currently available from mining sites around Australia to properly assess the 
preferential flow conditions, which also presents a challenge for mine water management. 
1.2 Objective 
Although identification of faults and fracture zones is part of exploration studies prior to beginning  
mining operations, detailed connectivity reconnaissance of these geological features is rarely carried 
out in the mining area. The primary objectives of this research are to: 
(1) Develop a robust non-invasive soil gas survey method to detect permeable structures, to 
determine which soil gases are suitable for such a survey, and what soil gas sampling and 
analysis methods are adequate for such soil gas reconnaissance. 
(2) Study the influencing factors controlling gas migration from host rock to the upper soil 
layer, such as the boundary constraint, gas release rates and gas density, and how the gas 
flow behaves during transport. 
(3) Establish a link between the soil gas distribution patterns and gases discharged from 
preferential flow paths provided by faults and fracture zones underneath, for example, the 
gas released rate and the width of a fault zone. 
(4) Model bubble transport processes and elucidate bubble transport mechanisms in porous 
media to better understand the physics underlying bubble transport processes. 
These research objectives are achieved through field experiments, laboratory experiments and 
numerical modelling as shown in Figure 1.2.1. The purpose of the field investigation is to measure 
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key parameters that characterize the preferential flow zones provided by faults and fractures at the 
selected field site. The basic principles and controlling parameters for gas seepage from the deep 
subsurface are not fully understood. Microbubble transport, as a likely transport mechanism, was 
studied in details. A set of lab experiments was carried out to observe the transport of gases as 
discrete microbubbles from deep ground formation to soil surface. Data from laboratory 
measurements will be analysed using advanced image processing methods to generate a sound 
hydraulic (hydrogeological) model as the basis for developing, calibrating and validating a two-
phase flow model. In turn, the established (microbubble) gas flow model was applied to 
systematically examine the gas velocity and dispersion in terms of different gas fluxes. 
Figure 1.2.1. Integrated approach of the project combining field monitoring, laboratory experiment 
and modelling. 
1.3 Approach 
To achieve the research objectives, an integrated approach has been designed by combining field 
monitoring, laboratory experiments and numerical simulations.  
Field experiments were conducted in the Hunter River Valley 
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 Identification of soil gas survey methods to develop a rapid and feasible survey 
methodology: Field campaigns have been conducted to examine different soil gas survey 
methods in three transects at the Carrington West Wing extension site of a coal mine in the 
Hunter River Valley. A conventional active soil gas sampling method was applied with the 
samples analysed off site in a lab by gas chromatography for carbon dioxide and methane 
concentrations. Radon was measured on site by a radon detector (RAD7) (Xue et al., 2010). 
A rapid and simple technique was presented to determine the relative counts of 
214
Bi in the 
soil surface layer using a gamma ray spectrometer. 
Laboratory experiments 
 Bubble generation and size measurements in various water solutions: Normally, 
groundwater in a coal seam is saline (10-30 ppt). Dissolved salts in groundwater have an 
impact on bubble size, surfactants naturally existing in the groundwater will also impact 
bubble size. Since surfactants are common in groundwater, bubbles size was measured for 
different surfactant concentrations. The selection of water solutions is based on observed 
groundwater conditions. 
 Bubble transport in transparent porous media: This is the first study of 2D bubble transport 
in transparent porous media (gelbeads). The aim is to investigate the dispersion processes of 
bubble flow in porous media. A bubble diffuser is applied to simulate a point source of gas 
coming out of a fault/fracture zone. Since the gelbeads are transparent in water, the bubble 
flow streams could be clearly observed. The bubbles are collected at the top of the flume, 
providing quantitative information regarding the gas fluxes through the porous media. 
Numerical modelling 
 Numerical modelling of bubble transport processes: The COMSOL software package was 
applied to simulate bubble migration through porous media. Two-dimensional models were 
developed to investigate gas movement in an overlying alluvial aquifer, where gases were 
released from a fault/fracture zone into a soil layer. The gases travel buoyantly in the form 
of microbubbles. Microbubble transport is simulated to predict bubble plume transport 
features under various gas release rates and subsequently to reveal the response of ambient 
pore water flow to gas release rates.  
1.4 Thesis structure 
In the next chapter (chapter 2), the background and literature review for the research questions are 
presented in detail. The overall methodology adopted in the study is present in chapter 3. This 
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chapter contains key sections regarding the description of soil gas mapping/gramma ray survey 
techniques (field survey), bubble size measurement (laboratory experiments) and bubble transport 
in porous media (lab experiments). The methodology chapter is followed by three chapters, each of 
which includes a standalone manuscript. As such there is some unavoidable repetition of material 
within the introductory sections of each chapter. The manuscripts address each research questions 
as follows. 
Faults and fractures detection at coal mine sites by integrating soil gas mapping and gamma 
ray survey (Chapter 4) 
In order to develop a feasible and rapid survey methodology, two field campaigns, involving soil 
gas mapping and gamma ray survey, were designed and carried out at coal mine sites in Hunter 
River Valley, NSW, Australia. All measured compounds (radon, gamma ray and CO2) delineate in 
similar anomaly patterns though measured differently over different time periods (1.5 years elapsed 
between two field campaigns). The suggested geological faults crossing the sampling region by soil 
gas mapping techniques is decently confirmed by an independent geophysical model (based on 
borehole logging results). 
Microbubbles transport in water-saturated porous media (Chapter 5) 
During the experiments, bubbles, released from a diffuser, moved upward through a quasi-2D flume 
filled with transparent water-based gelbeads and formed a distinct plume that could be well 
registered by a calibrated camera. Outflowing bubbles were collected on the top of the flume using 
volumetric burettes for flux measurements. We quantified the scaling behaviour between the gas 
(bubble) release rates and various characteristic parameters of the bubble plume, including plume 
tip velocity, plume width and breakthrough time of plume front. The movement of bubbles induced 
an ambient pore circulation, which was also observed during the experiments  
Two phase bubbly flow simulation in porous media (Chapter 6) 
A continuum numerical model was carried out to simulate bubbly flow in a two-dimensional porous 
medium at pore scale. A point source bubble flux was specified and the domain is equivalent to 
laboratory flume size with around 7000 disc particles to mimic the porous media. The bubble 
transport behaviour and bubble induced ambient pore water flow were compared with laboratory 
data. 
The last chapter provides a summary of the main conclusions and potential future work. Material on 
bubble size distribution measurement method and results were deemed important but not sufficient 
to be included as a manuscript chapter and is therefore appended, (APPENDIX A) Size distribution 
measurement for highly clustered bubbles via image analysis and (APPENDIX B) Bubbles size 
distribution in different surfactant concentration solutions under various gas release rate 
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CHAPTER 2 
2 Background & literature review 
To better understand the background of research questions, literature review are carried out 
hydraulic connectivity, gases migration process, gamma ray spectrometer application, natural 
microbubble existence and bubble size measurement techniques. 
2.1 Hydraulic connectivity 
Hydraulic connectivity on the geological scale is mainly contributed by faults and fractures. Those 
faults and fractures underpin preferential flow of water and gases in the ground. The identification 
of hydraulic connectivity facilitates the evaluation of flow exchanges within ambient hydrologic 
systems. Depending on the hydrologic regime, this exchange could be recharge of surface water 
into the aquifer system or discharge of ground water into the stream channel. Under the impact of 
mining, increased hydraulic gradients intensify flow of water particularly in these geological and 
mining induced features, raising risks concerning safety, environmental impact and mining 
operation.  
Conflicts between the needs of coal mining and those of surface catchment protection have been on-
going at the NSW coalfields for many decades. Specifically collieries in the Southern Coalfields 
undermining catchment and reservoirs that form a central part of Sydney’s water supply are subject 
to intense scrutiny by regulators, the Sydney Catchment Authority (SCA) and the public. SCA has 
raised concerns about surface fracturing, and impacts on surface flows, swamps and groundwater. 
Of public concerns are creek bed cracking, loss of surface flows and swamp desiccation arising 
from mining-induced fractures and reactivated faults. The NSW aquifer interference policy and the 
recently introduced federal water trigger add another level of scrutiny to the approval process for 
longwall mining with both the aquifer interference policy and the federal water trigger requiring 
coal mine operators to thoroughly assess and mitigate impacts of coal mining on water sources.  
Hydraulic connectivity assessments are becoming critical to determine whether the coal seam 
aquifer is hydraulically connected to the ambient groundwater body and adjacent river, and evaluate 
flow exchanges between hydrologic systems. Some methods have been studied to detect hydraulic 
connections: 1) hydraulic connectivity determination through water quality monitoring (Rich, 
2003). Water quality monitoring requires measurement of several water quality parameters, such as 
temperature and conductivity, at the potential groundwater source and the associated surface water 
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body. The outcome of the statistical data analysis will imply if a hydraulic connection likely exists 
with surface water. 2) seismic reflection surveying and thermal infrared imagery (Lewelling et al., 
1998), Seismic-reflection data were used to identify geologic features that could serve as potential 
conduits for surface water and groundwater exchange, and thermal infrared imaging techniques 
were applied to observe hot spring flow. 3) seepage investigations (Rosenberry et al., 2008), 
seepage meters are used to measure directly flow between surface water body and groundwater 
domain.and 4) soil gas mapping (Lombardi and Voltattorni, 2010). As a more straightforward 
technique, soil gas mapping method are further investigated and developed in this context.  
2.2 Gases migration in the geosphere 
The basic principles and controlling parameters for gas migration have not been fully understood. 
Currently, there are four available gas transport mechanisms: 1) Diffusion of gas molecules. 2) 
Convective groundwater flow bringing dissolved gases to the upper soil layer. 3) Pressure driven 
continuous gas phase transport (plug flow). 4) Buoyancy driven discrete microbubbles flow. 
The mechanisms of gas diffusion and groundwater flow transporting dissolved gases are likely to 
contribute a very slow gas transport, which cannot explain rapid methane and radon transport along 
faults zones (Duddridge et al., 1991). For instance, radon is an ideal gas tracer to investigate the 
geological process because of its short half-life (decay time) of 3.82 days. Radon generated from 
deep origin cannot reach the surface unless a rapid gas transport process takes place (Baubron et al., 
2002). Pressure driven continuous gas phase flows, such as geothermal or hydrocarbon pressurized 
reservoirs, could provide relatively fast gas transport, however the formation of a continuous gas 
phase requires a large amount of gas to overcome hydrostatic and capillary pressure, which is 
unlikely achieved by the small amount of gas to be naturally produced by a coal seam. In addition, 
gas flows could be easily interrupted or blocked by the reduction of gas pressure or pore throat size 
(Etiope and Martinelli, 2002).  
In contrast, microbubbles have the ability to pass through fractures and soil layers because of the 
relatively small bubbles size compared with fracture aperture and the pore size. The microbubble 
flow could deliver a sufficient volume of gas reaching ground surface and generating gas anomalies 
along the fault zone. MacElvain (1969b) first proposed a hypothesis that gases travel buoyantly in 
the form of “microbubbles”. They considered that radon movement may be linked to the existence 
of geogas microflux, which is mainly uplifted through faults or fracture zones. The geogas flow is 
advective in the form of “microbubbles” when the gas is crossing a groundwater body/aquifer. It 
gives a straightforward explanation for the observation of anomalies of gas concentration at the 
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earth surface. A field experiment was conducted to test the hypothesis of ascending microflow of 
geogas in the ground (Malmqvist and Kristiansson, 1984). The radon concentration profile was 
measured over a length of 160m, the measured profile supported the idea of microbubble streams 
transporting from the bedrock (Malmqvist et al., 1989). Gal (2010) demonstrated that radon 
behaviour is associated with CO2 accumulation in both coarse grained soil and fined grained clay 
soil. In this case, CO2 is a carrier gas for radon. Furthermore, the radon flux is also highly 
dependent on the carrier gas velocity. For instance, radon could travel longer distances via faults 
and fractures, when it is carried upwards to the surface by a high rising flux of carrier gases (Tansi 
et al., 2005, Singh et al., 2006). Based on microbubble flow theory, 150-300 m/day gas flow rates 
were estimated conservatively for gas rising through mud volcanoes (Martinelli and Ferrari, 1991). 
Additionally, in large joint/permeable structures, intense bubble plumes can ascend without 
significant wall friction.  
The microbubble geogas theory includes the following features: 1). Thermogenic microbubbles 
travel buoyantly through faults and fracture zones during earth outgassing processes (Kristiansson 
and Malmqvist, 1984); 2). The microbubble flow is a mixture of natural gases, formed by primary 
components of carries gases (including carbon dioxide, methane and other light hydrocarbon) and 
secondary components of rare gases (radon, helium) (Malmqvist and Kristiansson, 1984); 3). When 
geogas flow crosses groundwater, microbubble stream is formed and rapid bubbly flow occurred 
(Malmqvist and Kristiansson, 1985); 4). The ascending microbubbles can pick up and transport 
elements from rocks or solid particles through physical processes, which includes flotation, active 
elements binding onto gas, aerosol transport and volatile compounds dissolved in the carried gas 
(Kristiansson and Malmqvist, 1987, Kristiansson et al., 1990). 
2.3 Soil gas mapping  
As a non-invasive ground surface investigation technique, soil gas concentration mapping has been 
widely applied to detect buried faults and fracture zones (Fridman, 1990, Duddridge et al., 1991, 
Gascoyne et al., 1993, Fountain and Jacobi, 2000). High soil gas anomalies were shown to 
correspond to open faults and fractures which form permeable pathways for the gases (Fridman, 
1990). Linear soil gas anomalies longer than several meters are often taken as strong evidence of 
structural features in the rock (Baubron et al., 2002). Soil gas mapping was also used for 
characterising continental deformation processes, which release gas through earthquakes or changes 
in overburden stress (Baubron et al., 2002). Buttafuoco (2010) successfully applied the radon soil 
gas mapping method to locate faults in 10 kilometre range (Figure 2.3.1). Soil gas analysis 
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facilitates the identification of active permeable fractures and provides further information 
regarding the fractures connectivity. 
 
Figure 2.3.1. Map of radon soil gas concentration associated with faults distribution (Buttafuoco et 
al., 2010) 
In this work, radon, methane and carbon dioxide that are predominately of interest for the proposed 
investigation. The features of each gas and reasons to choose those gases are described: 
2.3.1Radon 
There are two sources of radon in the near surface of the earth, one originates from the deeper 
basement rock and the other is produced in the shallow part of the soil where radium-rich minerals 
are accumulated. In the deeper host rock, radon is relatively high in uranium-rich rocks such as 
ancient granites, carboniferous mudstone and coal seams. The mean volume radon activity is 
around 22.6kBq/m
3
 for sedimentary rock (Xue et al., 2010). In the upper soil layer, the higher soil 
226
Ra (radon parent isotope, in the same decay chain) content contributes to high radon 
concentration (Winkler et al., 2001).  
As a member of the uranium (U-238) decay series, radon is a naturally occurring, inert, radioactive 
gas. Inert radon has little affinity to be involved in chemical reaction/bound. Because the 
radioactive decay is also a removal process with half-life of 3.82 days, radon is an ideal tracer to 
investigate the geological process. This short half-life of radon restrains its migration in subsurface, 
so that radon gas generating from deep origin cannot reach the ground surface unless permeable 
geological structures are available as preferential pathways. All these features make radon a good 
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tracer/indicator for the investigation of faults and fractures (Duddridge et al., 1991, Baubron et al., 
2002). Radon is also applied as an earthquake precursor on geological scales (Zmazek et al., 2003). 
Diffusion of radon is determined by the radon concentration gradient. The diffusion distance is 
restricted to a few meters through dry soil with normal porosity (Van der Spoel, 1998). The 
diffusion length is much shorter in wet soil conditions (Xue et al., 2010). Diffusion does not allow 
radon migration for long distance (normally several meters) before radon decays back to 
background value, even if the source of radon is strong. Meanwhile, the low flow rate of 
groundwater also constrains radon transport. It is difficult to explain long-distance radon transport, 
or the occurrence of geogenic radon in the upper soil layer, as a result of diffusion and water flow 
only. Long distance radon migration is mainly driven by advection. Radon transport over long 
distances requires relatively high transport velocity to bring the radon to the surface on geological 
scale, such as occurs in microbubble flow. 
2.3.2 Methane 
Methane is a light hydrocarbon. In coal environment, methane is formed as part of the coal 
formation process – coalification. Coal seam gas (CSG) also called coal bed methane, is typically 
adsorbed to the coal along its natural fractures and cleats. CSG is released when pressure on the 
coal seam is reduced, usually by removal of water or overburden from the seam. Methane can also 
be released as a result of natural erosion or faulting. Because methane is highly mobile, buoyant and 
almost insoluble in groundwater, the fault system may act as a conduit, allowing methane to migrate 
into to soil cover. The presence of elevated levels of methane in soil gas has been used for faults 
mapping (Ware et al., 1984).  
2.3.3 Carbon dioxide 
Carbon dioxide is the most abundant gas species in hydrothermal environments and is closely 
connected with mineral forming processes. Carbon dioxide is heavier than air and less volatile than 
most gases, it is accumulated in soil layer forming stable, well defined anomalies. Carbon dioxide in 
the soil may originate from mantle degassing, carbonate dissolution, organic material oxidation and 
plant respiration (Baubron et al., 2002, Irwin and Barnes, 1980). Generally, carbon dioxide in fault 
zones is a mixture of the above sources (Sugisaki et al., 1983).  
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2.3.4 Environmental conditions affecting concentration of soil gas 
Soil gas concentration in the near surface soil layer is influenced by environmental conditions. The 
four primary environmental factors are 1) soil types, 2) wind speed, 3) barometric pressure and 4) 
precipitation (Hinkle, 1994): 
1) Local geology and geochemistry at a site determine the types of soil. The soil type, in turn, can 
affect the concentration of soil gases. A porous, dry soil may permit easy exchange between soil 
gases and atmosphere. Moisture absorbed by organic matter or clay minerals in soils can cause 
reduction in soil gas concentrations by dissolving or displacing originally present soil gases. The 
flux of soil gases is also affected by the opening of cracks in fine grained soils during the dry season 
(Nazaroff, 1992). 2) Reimer and Bowles (1979) observed low helium concentrations during wind 
gusts around 110km/h, they believed wind decreased helium concentrations, because wind push 
atmospheric air into the upper parts of the soils to dilute soil gases. They also found, that when 
wind speeds are below 45km/h, the soil gas concentration is unrelated to wind speed. 3) Decreased 
barometric pressure may permit soil gas to escape easily from the ground, which is known as 
barometric pumping. 4) Meteorological parameters variations do not appear to affect anomalous 
soil gas concentration measurements if samples are collected within a period of a few days, unless 
there is rainfall (Margaret E, 1991). Rainfall affects soil gas concentration more than any other 
parameters at all sites. No samples are recommended to be taken for at least two days after a heavy 
rain because of the downward flushing of soil gas, which gradually decreases soil gas concentration. 
However, a small amount of rainfall increases the soil gas concentration due to the formation of an 
impermeable barrier at the ground surface (Hinkle, 1994).  
2.4 Gamma ray spectrometer application 
Radiometric surveys can generally be used for the evaluation of geological structures. Gamma ray 
surveys can be carried out by aircraft, vehicle and human carrier. Airborne gamma ray measurement 
is applied to cover large area. The car-borne and portable gamma ray spectrometer survey is applied 
to cover relatively small area with higher spatial resolution.  
214
Bi (Bismuth), which is the decay product of 
222
Rn, has been measured by gamma-ray 
spectrometer to detect locations of active faults (Porsani et al., 2005, Imaizumi et al., 2010). The 
dominant gamma rays from 
214
Bi are both higher in intensity and energy than the gamma rays of 
other 
222
Rn decay products. As a strong gamma ray emitter, 
214
Bi is the first radioelement in 
Uranium-238 decay series, emitting gamma rays detectable via ground survey (Griffiths et al., 
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2010). 
214
Bi is also a major indicator to estimate the uranium concentration in rock and soil (IAEA, 
2003). It is expected that 
214
Bi exhibits relatively higher activities in the soil surface over potential 
fault areas (LaBrecque et al., 2004, Baykara et al., 2008).  
In the 
238
U (uranium) decay series, gamma rays with specific discrete energy levels are emitted 
from 
214
Bi. Thus, a window of the gamma ray spectrometer is applied to measure all the gamma 
rays within the 1.65-1.87 MeV, multiples electron volt (peak is at 1.76 MeV) energy range. The 
observed gamma rays in this range are not only from 
214
Bi but also from 
208
T1 (Compton noise) 
which is in the 
232
Th (thorium) decay series (Porsani et al., 2005). Therefore, a stripping ratio is 
employed to achieve an accurate 
214
Bi measurement (LaBrecque et al., 2004). Normally, the activity 
of 
208
T1 (thallium) in the soil background should be similar over several kilometres. 
Grasty (1987) showed that 98% of gamma ray radiation comes from the top 35 cm of the earth 
crust. However, in this layer the radon concentration is highly variable because of variable 
barometric pressure, water content and gas permeability. Field experiments show different 
correlations between 
214
Bi concentration and radon concentration in different environments. Vulkan 
and Shirav (1997) found good correlation between 
214
Bi and 
222
Rn measured by an airborne gamma 
ray spectrometer in an arid area, where a soil layer was almost absent. However in the semi-arid and 
humid areas, the correlation is poor. Radon emanates more freely from dry soil than wet soil. High 
soil moisture can capture and build up the radon concentration in the soil. Meanwhile, radiation flux 
itself is sensitive to the soil moisture. 10% increase in soil moisture will decrease about the same 
amount of radiation flux from the soil surface (Minty, 1997). 
The radiation not emitted from the ground surface is regarded as “background value”. It is not 
reflecting the geological information, which requires removal from the observed gamma ray 
spectra. Background gamma ray radiation is generally differentiated into three types, which are 
atmospheric radon, cosmic background and man-made radionuclides: 
 Atmospheric radon: Decay products (214Bi) of radon are attached to dust particles, which 
produces gamma rays. Atmospheric radon can introduce large errors for the gamma ray 
measurements when using portable spectrometers (Brian and John, 2004). Heavy rainfall 
can lead to radioactive dust precipitation on the ground surface and increase uranium 
measurement more than 2000% (Minty, 1997).  
 Cosmic background: High energy gamma rays from solar system intrude into the upper 
atmosphere and reacts with atoms and molecules. It generates a complex secondary 
radiation, which is called cosmic background (IAEA, 2003). Automatic background 
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correction for the count/minute is applied to the portable GR-320 gamma ray spectrometer. 
Background correction is not the major source of errors for the hand held spectrometer, 
because it is much closer to the ground surface. 
 Man-made radionuclides: These result from fallout materials from nuclear accidents, such as 
the Chernobyl nuclear accident. This source of radiation can be neglected if the survey site 
is far away the accident site. 
2.5 Natural microbubbles 
2.5.1 Natural existence of microbubbles  
The existence of naturally occurring microbubbles has been documented in distilled water (Manley, 
1960), fresh water (D'Arrigo, 1981, D'Arrigo, 1983) and sea water (Johnson and Cooke, 1981, 
Medwin, 1970). 
 Distilled water: Manley (1960) studied the changing of small bubbles size (0.1-0.9 mm) 
over time in distilled water. Manley found that for diminishing bubbles in gas saturated 
water, the diameter of the bubble no longer changes with time. Manley concluded that the 
long life time of microbubble is due to “an organic skin of impurity” surrounding the 
bubbles blocking the gaseous diffusion into water.  
 Fresh water: D'Arrigo (1983) provided evidences that largely hydrophobic surfactants 
stabilize the long-lived gas microbubbles present in aqueous gels. D'Arrigo also revealed 
that aquatic, extracted from ordinary forest soil, contained unusually high concentrations of 
gas microbubbles (0.1-100µm).  
 Sea water: Johnson and Cooke (1981) observed that microbubbles (less than 1 μm and as 
large as 13.5 μm in diameter) stabilized with an apparent compression of substances onto 
bubbles surfaces. Microbubble remained visible after 30 hours formation. Medwin(1970) 
conducted a direct photographic determination of microbubbles population in coastal ocean. 
His results indicated the presence of several million microbubbles per cubic meter within the 
diameter range of 20–100 μm, both at the surface and at a depth of 3.3 m in sea water. The 
widespread of natural humic substances may keep the microbubbles in steady state. 
There are indications that bubble lifetime in natural water can be much longer than theory suggested 
in pure water (Lozano et al., 2007, Lozano and Longo, 2009). Seawater microbubbles produced by 
vessels wake last 15 times longer than theory (Epstein and Plesset model) predicted for surfactant 
 16 
 
free water (Weber et al., 2005). Air microbubbles occur in natural waters can be remarkably stable 
for days (D'Arrigo, 2003). 
2.5.2 Stability of natural microbubbles 
The driving force for bubble dissolution is the pressure difference between gas bubble and ambient 
water, which is influenced by bubble surface curvature and the surface tension. This pressure 
difference leads to bubble dissolution in the water. However, chemical mechanisms (organic skin of 
impurity surrounds each microbubble) and physical mechanisms (particles accumulated on the 
microbubble surface) may prevent bubbles dissolution. 
Chemical surfactant: Langmuir (1917) showed that a clean water surface could be covered with a 
monomolecular organic layer quickly. These organic molecules encapsulated the air microbubbles 
and formed a compressed organic film (Fox and Herzfeld, 1954). The main function of this organic 
film, which contains fatty acids, lipids and humic acid, is to act as an elastic shell to reduce gas 
diffusion. Meanwhile, those acid surfactants decrease the gas water surface tension. Bernd (1967) 
observed that: (1) bubbles dissolve with a rapid rate when a surface film was absent and when a 
surface film was present but uncompressed; (2) with a slow rate when a surface film is present and 
compressed. The degree of slow dissolution was found to be heavily dependent on the nature of the 
surfactants contained in the film. The formation of stable interfacial films can also be promoted by 
lowering the ambient fluid pressure, which transiently expanded bubbles collect surfactant 
molecules simultaneously, forming robust films.  
Johnson and Cooke (1981) did experiments on bubble dissolution in sea water which demonstrated 
that small bubbles stopped decreasing and remained as microbubbles, which were apparently 
stabilized by compressed films. This explanation is now more widely accepted because of recent 
advances in surface rheology, which shows that quite small amounts of contaminant in the liquid 
can generate large elastic surface effects. Such contamination of the surface has also been detected 
by electron microscopy (Brennen, 1995). Johnson and Wangersky (1987) found that the yield of 
stable microbubbles in coastal seawater is correlated to saline surfactant and colloid concentrations. 
Physical mechanisms: In addition to chemical surfactant effects, physical mechanisms can also 
contribute to microbubble stabilization (Abkarian et al., 2007). Experiments show that bubbles 
covered with monodisperse polystyrene particles are stable in air-saturated water. Gas bubbles can 
exist in stable, non-spherical shapes, if the surface is covered with a close-packed monolayer of 
particles (Bala Subramaniam et al., 2005). The longer that bubbles rise or move through 
biologically active waters, the greater their accumulation of surfactants and nanoparticles. In 
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addition, as bubbles lose gas and shrink, lipids and long chain molecules are further concentrated at 
the air-water interface (Pu et al., 2006). 
2.6 Bubbles size measurement techniques 
Microbubble flow is considered to be the primary tranpsort process for gases in the subsurface. To 
better understand microbubble transport behavior, microbubble size identification is important, 
which determines bubbles tansport velocity, coalescence and trapping in the pore space. A variety 
of techniques for measuring bubble size in liquids have been developed so far, which include 
electro-resistivity, ultrasound, optical and imaging. 
Electro-resistivity technique: Electro-resistivity is a common method to measure bubble size as well 
as small particles. An electro-resistivity bubble detector contains two electrodes with a small 
aperture. When bubbles pass through the aperture, the resistivity contrast between each electrode 
enables bubbles detection, where voltage pulse variances are proportional to bubble size (Yasunishi 
and Fukuma, 1986). This approach is mainly used for bubble sizes in millimetre range (Feng, 
2011).  
Ultrasound reflection: Bubbles can significantly scatter sound in water. Resonant frequency was 
applied to characterize bubble size (Su et al., 1994), where resonance frequency is inversely 
proportional to bubble size (Blanc et al., 1997). However, the setup complexity may constrain the 
widespread application of this method in laboratory experiments. 
Optical technique: Refraction difference between bubble and water provide an optical contrast. 
Bubbles are detected by two optical fibres, one sending and the other receiving laser beams. 
Refraction variances are collected by a phototransistor when the bubbles move through beams 
(Feng, 2011). Optical technique method has many advantages such as capability of gauging small 
size bubbles and automatic data processing. 
Imaging techniques: Compared with previous methods, image technique is more straightforward 
and popular. The setup of the imaging technique is basically composed of three units: suitable back-
light, rigid waterproof observing chamber and camera. After implementing high level calibration 
and rational image processing, a significant improvement of bubble size measurement accuracy 
could be achieved (more details are presented in APPENDIX A). Moreover, this method has been 
applied for decades, thus it is able to offer better detection in laboratory conditions.  
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CHAPTER 3 
3 Methodology 
To achieve the research objectives, an integrated approach, combining field testing and laboratory 
experiments, has been designed and carried out. The various methods applied include: 
 Soil gas sampling 
 Radon measurement 
 Gamma ray survey 
 Bubble size measurement 
 Laboratory set-up for bubble flow in porous media 
3.1 Soil gas sampling method 
In this investigation, conventional active soil gas sampling methods were adopted. Soil gas samples 
are generally collected in the soil interstitial spaces above the water table and capillary fringe. In 
this study, soil gas is collected from 1 m soil depth and preserved in the gas storage container. The 
soil gas sampling procedure contains two major components, which are soil gas sampling probe 
(underground portion) and gas sampling train (above ground portion), seen in Figure 3.1.1. Detailed 
description of soil gas analysis method, gas sample preservation, soil gas probe installation and gas 
sampling train are presented in this section.  
  
Probe
Soil gas
Two way valve Three way valve
Syringe
Stopcock
Vacuum pump with gauge
 
Figure 3.1.1 Schematic diagram of the sampling train. 
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3.1.1. Soil gas analysis 
Soil gases can be analysed by a number of methods, such as portable volatile organic compound 
(VOC) analyser and gas chromatography spectroscopy (GC). 
Portable VOC analysers: These devices are typically used for fugitive emission screening and 
industrial hygiene monitoring, which provides immediately accessible data (Corrêa et al., 2012). 
They are mobile and require minimal operation skill. However, these devices cannot give the 
compound resolution (no differentiating among the carbon gases) and cannot provide low level gas 
detection (Furcola et al., 1995). Most of the commercially available VOC analyser (such as 
MICRO-FID analyser and SERVOFLEX-5100 analyser) could only provide detection limit at 0.5 
ppm. In this study, light hydrocarbon gases (such as methane, ethane and propane) and carbon 
dioxide are designed to be measured. Natural emission methane concentration in soil could be as 
low as 0.1 ppm (Burr et al., 2007), which is far beyond this device detection capability. 
Gas chromatography spectroscopy (GC): GC is the most versatile gas analytical method. It is 
capable of separating the light hydrocarbon and carbon dioxide components of a soil gas sample 
and can provide both, low and high levels of gas concentration detection. Harbert (2006) conducted 
a soil gas survey from the Lost River gas field in Hardy County, West Virginia, US. In this study a 
large range of methane concentrations were measured with a GC. The methane results were 
reported ranging between 0.36 ppm and 700 ppm with a mean value of 20.65 ppm.  
A gas chromatograph uses a narrow column, and gas is injected into the column and conveyed 
through a gas stream (carrier gas) in the column at different rates depending on various chemical 
and physical properties. As the gas exit the end of the column, they are detected and identified 
electronically. In this study, soil gas samples are analysed off site in the laboratory (Stable Isotope 
Laboratory, Griffith University). 
3.1.2. Gas sample preservation 
Since the gas samples are analysed off site, the storage time and risk of sample contamination 
during transport need to be considered carefully. The four best ways to store gas during transport 
are discussed below. 
Air-tight syringe: The air-tight syringe is used to extract gas from a sampling tube and inject it 
directly into an analytical instrument. Samples collected by this method are required to be analysed 
within a few hours (Rochette and Bertrand, 2003). 
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Tedlar
®
 bag: Samples collected by this method are recommended to be analysed within 24 to 48 
hours. The gases could penetrate through the bag film, which leads to exchange between the gas 
sample and ambient air after 48 hours have elapsed (Furcola et al., 1995). 
 SUMMA
®
 canister: The Summa canister is a stainless steel container which has passive internal 
surfaces and is fitted with an airtight valve to avoid leakage. It is recommended as a standard soil 
gas storage method by the Environmental Protection Agency (EPA), US. Using this container, gas 
samples could be preserved for more than 30 days. 
Labco Glass exetainer: Glass exetainers have screw-on caps fitted with a pierceable rubber septa. 
The low costs and adaptability to automated analysis systems make the glass exetainer the preferred 
method for handling gas samples. Rochette and Bertrand (2003) conducted a series of experiments 
to test the stability of gas samples contained in the glass exetainers. According to this study, 
samples could be preserved for weeks without significant changes in gases concentration. Before 
storing the gas samples, glass exetainers are flushed with nitrogen to replace air in the headspace, 
which is the potential source of cross contamination for gas samples (De Brabandere et al., 2012). 
In addition, the glass exetainer only needs a small volume of soil gas (12 ml) compared with the 
Summa canister (1 L) and Tedlar bag (around 0.5 L). The small volume reduces the risk of potential 
gas leakage along the sampling probe, where the probe is in contact with the soil. Gas samples were 
protected from direct sun light and were kept at temperatures between 10 ºC and 25 °C. On-road 
transport is optimum, because dramatic ambient pressure change on airfreight may adversely affect 
the integrity of the storage container. In this study, gas samples are transported on road. 
In consideration of costs and the storage time, Labco glass exetainers were used to store soil gas 
samples for transport from the sampling site to the laboratory. 
3.1.3. Soil gas survey 
Two soil gas sampling procedures were employed in the field investigations: rapid instant soil gas 
sampling and long-term soil monitoring. 
AMS soil gas sampling equipment was used on site (AMS Incorporation, US). The procedure for 
probe emplacement is below:  
1) Before the soil gas survey, the site should be checked for underground utilities, pipelines, 
underground tanks and other structures.  
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2) A Tile Probe was assembled by attaching the Extension Drive Adapter to the proximal end 
of the Tile Probe Base extension, as illustrated in Figure 3.1.2. The Tile Probe was 
hammered (slide hammer) into the soil at 1 m depth  
3) The Tile Probe was retrieved with the Removal Jack. 
4) A 1.2 m length of Teflon tubing was cut and one end of the tube was 
attached to the barbed nipple on the Retract-Tip. The Retract-Tip was 
decontaminated to prevent cross-contamination. Any soil at the tip 
was removed with a damp cloth and the tip was rinsed with tape water 
at the end of each soil gas sampling. The Teflon tube was passed 
through the soil gas sampling Extension and Extension Drive Adapter.  
5) The assembled sampler with Retract-Tip was placed downwards into 
the hole that was prepared by the Tile probe.  
6) The annular gap around the probe was sealed with hydrated bentonite. 
The hydrated bentonite was prepared before the field work to reduce 
the dust pollution risk on site. The hydrated bentonite was prepared by 
mixing one portion (kg) of powder bentonite with four portions (kg) of 
water, giving a gel-like end product. 
7) 15 ml soil gas samples were taken from sampling train by using a 
syringe. Soil gas samples were injected into Labco exetainers. The 
volume of the vacuum exetainer is 12 ml. Pressurising the exetainers 
with excess soil gas reduces the risk of sample cross contamination 
with ambient air during transport. To check the reproducibility, 
replicate samples are taken for each point. The samples stored in the 
glass exetainers are analysed off-site in the laboratory by gas 
chromatography (GC). 
8) Finally, probes are recovered with the Removal Jack. 
3.1.4. Soil gas monitoring well installation 
The procedure used for the installation of long-term soil gas monitoring wells is as follows: 
1) The same procedures for short-term sampling preparation were followed from steps 1) to 5) 
above. A Dedicated-Tip was applied instead of a Retract-Tip. 
2) The extension Probe and Extension Drive Adapter was removed with a Removal Jack, and 
sampling tube was left in the hole. 
Figure 3.1.2 
All components 
of the soil gas 
probe(AMS, 
1997). 
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3) The ring gap was filled with sand and dry granular bentonite (Figure 3.1.3). Dry granular 
bentonite was used to stabilise the probe and minimize the pore space. A sand pack was 
used to increase the permeability around the tips and to avoid clogging of the tip. 
 
Figure 3.1.3 The schematic of a soil gas well.  
A tremie pipe was used for the placement of the sand pack and granular bentonite to avoid bridging 
or segregation. (Figure 3.1.4). 
  
Figure 3.1.4 (a) Placement of sand and bentonite using a tremie pipe. (b) Completed soil gas well 
covered by a protective lid. 
3.1.5. Quality assessment and control 
The soil gas sampling procedure is affected by several factors, which could lead to systematic 
errors, such as ambient air intruding into the sampling train and soil gas bypassing flow through the 
annular gap. Four tests were conducted to reduce systematic errors prior to gas sampling. 
(Department of Toxic Substance Control, 2010).  
Tremie pipe 
(a) (b) 
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Shut-in test (valves, lines, fitting): Prior to sampling, shut-in tests were conducted to check for 
leakage from valves, lines and fittings (above-ground portion of the sampling train). A vacuum 
pump with pressure gauge was employed to evaluate leaking by vacuuming the closed tube line 
(Figure 3.1.5). In case loss of vacuum was observed at the pressure gauge, the sampling train was 
reconnected. The gauge accuracy is 2% from 57.7 to 67.7 kpa. 
 
Figure 3.1.5 The snapshot of the sampling train (above-ground portion). 
Equilibrium time test: Soil gas conditions are disturbed during the probe emplacement. To allow the 
soil gas returning to equilibrium condition, sampling is conducted only some times after placement 
of the soil gas probe. This time required to re-establish soil gas equilibrium is estimated and 
validated through tests.  
Purge volume test: The purpose of the purge volume test is to remove stagnant dead air in the 
sampling system, thus collected samples are representative of local soil gas conditions. There is 
around 39 ml dead air in the sampling train before the purge, referred to as one purge volume (39 
ml). The purge volume test is carried out by collecting the samples after one, three and ten purge 
volumes.  
Helium tracer gas application: The most common errors in soil gas sampling identified in a study 
by the Department of Toxic Substance Control (2010) are air intrusion via the ring gap along the 
sampling tube section that is below the ground surface and where the tube is in contact with the soil. 
A tracer gas method was developed to verify the integrity of the soil gas probe seal. (Figure 3.1.6 
and Figure 3.1.7, detailed procedures are described in Chapter 4).  
Hand-held vacuum pump 
Syringe 
Vacuum gauge 
Three way 
stopcock 
Soil gas 
sampling tube 
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Sampling tube
Relief valve, the tracer 
gas monitoring port as 
well
Sampling probe
Inert Helium tracer 
gas
Enclosure shroud (steel)
Hydrated bentonite sealant
 
Figure 3.1.6 Schematic of the tracer gas method. 
 
Figure 3.1.7 Set-up of helium gas tracer test. Center front shows the steel shroud connected via a 
Teflon pipe to a Helium gas cylinder (left front). A weight (brick) on top of the shroud and hydrated 
bentonite applied to the shroud base reduce gas leakage. 
3.1.6. Data processing and analysis 
A dilution factor is calculated based on the measured helium concentration. The dilution factor 
equals the helium concentration in the soil gas sample divided by the helium concentration in the 
shroud: 
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where V  is the volume of ambient air in the shroud that has the potential of migrating into the soil 
and causing soil sample cross contamination, V is the volume of the soil gas sample free of ambient 
air cross contamination, 1C  is the helium concentration in the soil gas sample and 2C  is the helium 
concentration in the shroud. Samples with a dilution factor exceeding 5% were rejected 
(Department of Toxic Substance Control, 2010). 
3.2. Radon measurement  
Measurements of 
222
Rn concentrations in the soil gases were carried out using the RAD7 portable 
radon detector (Durridge, USA). The working principle and radon survey methods are presented in 
this section. 
3.2.1. RAD 7 working principle  
Measurements of 
222
Rn concentrations are carried out using the RAD7, a portable radon detector 
(Durridge, USA). It contains a solid-state silicon alpha detector and a built-in pump with a nominal 
flow rate of around 1 l/min. The inlet filter blocks fine dust particles and radon daughters entering 
the RAD7 testing chamber. The soil gas measurements are carried out in the sniff mode. The RAD7 
groups the spectrums of 200 channels into 8 separate "windows" (energy ranges). The sniff mode 
covers the energy range from 5.40 to 6.40 MeV, showing the total counts of 6.00 MeV alpha 
particles from the 
218
Po decay (Polonium isotope 218, daughter of 
222
Rn). The detection limit of 
sniff mode is 100 Bq/m
3
 for a radon concentration. 
3.2.2. Radon survey 
After soil gases are sampled following the methodology described in Section 3.1, the soil gas 
sampling tube is disconnected from the sampling train and connected to RAD7 to measure the 
radon concentration (Figure 3.2.1). A chamber filled with a desiccant is inserted into the sampling 
line for moisture control. The RAD7 built-in pump runs for 5 minutes to take the soil gas samples. 
Five minutes after pumping concluded the RAD7 measures radon concentration during four 5-
minutes cycles. At the end of the run, a summary is displayed to show the radon concentration for 
each cycle. 
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Figure 3.2.1 Soil radon gas survey setup. The RAD7 (left site) is connected via a gas drying 
chamber to the soil gas probe. The probe is covered by a shroud for estimating ambient air cross 
contamination using the Helium tracer gas method.   
3.2.3. Radon monitoring 
The radon anomalies are defined by relatively high radon concentrations. In order to ensure that 
radon anomalies are not impacted by radon short term oscillations, Radon concentration is 
monitored in real time at soil gas monitoring points (Figure 3.2.2). To run the monitoring test, sniff 
mode was also applied. For one sniff mode test, the measurement time is 30 mins, 16 sniff tests (8 
hours covering day time radon variation) were set in RAD7. When one sniff test is completed, the 
next sniff test will automatically start to run.  
 
Figure 3.2.2 Photo of a soil radon gas monitoring point. 
3.2.4. Quality assessment and control 
During the radon measurement, particular attention was paid to the relative humidity of the soil gas 
and RAD7 pump current. RAD7 measurement is sensitive to gas humidity. Before soil gas 
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sampling, RAD7 was purged by ambient air for 5 to10 minutes. The humidity should gradually 
reduce to a level below 10%, and then stay constantly at that level. Furthermore, if the RAD7 
internal pump current starts rising much above 100 mA, soil permeable is insufficient for RAD7 to 
receive a sufficient amount of gas for radon analysis. In such a case the RAD7 was relocated to 
another test location and the test was repeated. Helium tracer tests were also carried out during the 
radon measurements.  
3.3 Gamma ray survey 
The radon measurement takes around one hour for each point. To reduce measuring time, a rapid 
and simple technique was used to determine the relative counts of Bismuth-214 in the soil surface 
by employing a gamma ray spectrometer. As a decay product of 
222
Rn, 
214
Bi is also expected to 
exhibit relatively higher activities in the soil over faults and fracture zones. 
3.3.1. Gamma ray spectrometer working principle 
Gamma ray intensities for three gamma ray energy levels were measured using a GR-320 
differential gamma-ray spectrometer of Terraplus, Canada. The GR-320 uses a 0.35 L NaI crystal 
detector to count numbers of emitting gamma ray in a certain time period (100 s) in three energy 
spectral windows.  
In the 
238
U decay series, gamma rays with specific discrete energy levels are emitted from 
214
Bi. 
Thus, a window (U window) of the gamma ray spectrometer is used to measure all the gamma rays 
within the 1.65-1.87 MeV (peak at 1.76 MeV) energy range (Table 3.3.1). The detection limit of the 
detector for the U window is 0.325 counts per second 
Table 3.3.1 Measured nuclide, energy and channel range for the K, U and Th in the gamma ray 
spectrometer analysis. 
 Window of interest Potassium Uranium Thorium 
 
40K  
214Bi  238Th  
Nuclide  (1.460MeV) (1.765MeV)  (2.614MeV) 
Channel range 111-126 133-149 192-223 
Energy (MeV) range 1.365-1.557 1.647-1.854 2.420-2838 
 
A typical gamma ray spectrum is illustrated in Figure 3.3.1. 
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Figure 3.3.1 Typical spectrum distribution with 3 windows specified. 
3.3.2. Gamma ray survey 
The GR-320 detector is placed vertically on the soil surface with a counting period of 100 seconds. 
Vegetation and small stones are removed before the measurement. Replicate samples are taken to 
ensure results consistency. The details of survey transects are presented in Chapter 4. 
3.3.3. Quality assessment and control 
The number of radioactive decays in a particular time interval follows the Poisson statistical 
distributions (Frigerio, 1974). The variance is equal to the mean of count rate: 
     ( )
!
xe
P x
x
 
       (3.3) 
where x is actual counts per minute in the certain time interval of the measuring period. λ is the 
mean number of counts per minute. 100 s was set for each detection period, and there were 21 
spectral bands measured in total. The numbers of radioactive decays were compared with the 
Poisson distribution to examine the detector performance. 
Figure 3.3.2(a) shows mean and variance of count rates for 21 spectral bands. Figure 3.3.2(b) 
illustrates the cumulative probability distribution. The blue line is derived from the Poisson 
equation, the red dot line is raw data. The correlation coefficient between raw data and Poisson 
results is equal to 0.99, which suggests that the gamma ray detector is functioning properly. 
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Figure 3.3.2 Continuous real time measurements compared with Poisson distribution. 
3.4 Bubble size measurement 
Based on previous studies, a gas transport hypothesis (microbubble flow) is proposed. In order to 
test this hypothesis and serve the purpose of the laboratory experiments, we need to ensure that 
bubbles size is in the micrometer range during the laboratory experiment. Thus, bubble size 
measurement method is discussed in this section. 
Various imaging techniques have been developed for measuring the bubble size distribution (BSD) 
under both laboratory and in-situ conditions (Hernandez-Aguilar et al., 2004). To capture bubble 
images, the Anglo Platinum Bubble Sizer (http://www.jktech.com.au/anglo-platinum-bubble-sizer) 
was used. The schematic of this apparatus is shown in Figure.3.4.1. It consists of a viewing 
chamber attached at the bottom of a sampling tube and a gas storage column for volume 
measurement at the top. The sampling tube is submerged in a container filled with a Sodium 
Dodecyl Sulphate (SDS) surfactant solution. A gas sparger connected with a gas flow controller is 
located at the container bottom. Bubbles, driven by the buoyancy force, float upwards and pass 
through the inclined viewing chamber, forming a plane of bubbles with little overlapping. This 
plane is illuminated from the back and pictures are captured by a digital camera. A micro-stage 
meter is used for length calibration of the pictures, which gives the size of a single pixel 5.38µm in 
the testing case presented here.  
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Figure.3.4.1 (a) Anglo Platinum Bubble Sizer with bubble generating system. (b) 
Schematic of bubble size measurement using an Anglo Platinum Bubble Sizer.  
Bubbles generation: Bubbles are produced from a gas sparger (Figure 3.4.2). This sparger is a 
sintered stainless steel nozzle with uniform effective pore sizes of 3 µm (GKN, Germany). The 
specification of the diffuser is inner diameter =10.5 mm, outer diameter =17.5 mm, thickness =7.0 
mm, length=45.0 mm. This gas sparger could effectively mitigate bubbles coalescence (De Rijk et 
al., 1994).  
 
Figure 3.4.2  Gas sparger GKN (GKN, Germany) 
The gas source: Nitrogen gas is supplied from a gas cylinder. Gas flow rates are controlled  by a 
mass flow rate controller (Brooks® 4800 Series LOI), as shown in figure 3.4.3, which provided 
flow rates between 1 ml/min to 45 ml/min with a accuracy of 0.01 ml/min.  
Gas storage
Parallel back
light
Gas
sparger
Camera Viewing
Chamber
Mass flow
controller
Gas cylinder
(N 2 )
(a) (b) 
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Figure 3.4.3 Photo of gas flow controller (Brooks® 4800 Series) 
Various concentration of sodium dodecyl sulphate (SDS) surfactant was added into the water to 
reduce surface tension. Reduced surface tension at the gas-water interface results in smaller 
diameter bubbles. Additionally, surfactant coats a film at the interface of the two phases, providing 
a barrier to block bubbles coalescence and making transport as discrete microbubbles more 
probable. 
Bubble sampling: The bubble sampling apparatus, including sampling tube, viewing chamber, 
backlight (with self-supply power), are fully integrated into one unit. The chamber is fixed with a 
certain angle to the vertical sampling tube (13.5° angle between the view chamber and the vertical 
sampling tube), which ensures that bubbles present in a single plane with less overlapping and 
clustering (Leiva et al., 2010).  
Image capture: Most of the bubbles passing along the viewing glass could be imaged by a camera 
(Canon Kiss X4 SLR) without significant overlapping. In the back of the chamber, there is a LED 
light attached. This LED backlight contributes to the enhancement of the contrast between bubble 
edges and bubble centre (Miskovic, 2011). The camera was fixed with its optical axis orthogonal to 
the chamber plane and at a distance of 1 cm between camera lens and chamber window.  
Images of bubbles taken with this set up are analysed through an image processing technique. The 
details of the image processing technique are discussed in APPENDIX A, and the results of bubbles 
size distributions for different solutions at various gas flow rate are shown in APPENDIX B 
 
3.5 Laboratory set-up for bubble flow in porous media 
Microbubble transport in the porous media was studied by releasing microbubbles into a quasi-two-
dimensional (2D) physical flume, which was filled with artificial transparent particles to mimic the 
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porous structure. Outflowing bubbles were collected on the top of the flume for flux measurements. 
The bubble transport process is well registered by a calibrated camera. 
3.5.1 Transparent porous media 
Since the 1980s, transparent synthetic soils were used to perform experimental porous media flow 
studies (Chen and Wada, 1986). Glass beads are one of the most applied materials. There are some 
limitations for glass beads, however, for instance, in order to achieve transparency for glass beads, 
the refractive index of glass beads must match with that of the pore fluids, which have to be made 
as mixtures of mineral oil and solvents or brine. These pore fluids may change their optical 
properties with repeating tests (Lo et al., 2010a). In addition, the property difference between pore 
oil fluid and pore water may lead to different bubbles transport behaviour. 
In this work, two types of transparent soils were tested: Aquabead
TM
 and gelbeads. They are both 
water-based transparent materials.  
Aquabead
TM
 is a water absorbent polymer which is manufactured by Kuraray Chemical Company, 
Osaka, Japan. This resin initially holds a granular and spherical shape, which becomes an oval 
spheroid after hydration, approximately 4 to 8 mm in size. Little water is released out from the 
aquabeads after hydration, even under a compressively constant load (Tabe et al., 2011).  
Compared with Aquabead
TM
, gelbeads have higher strength. It could be used to simulate fluid flow 
through a fine gravel.  
In this bubble transport study, gelbeads are chosen based on the following considerations: (1) 
hydrated Aquabead
TM
 can be easily crushed, while gelbeads are more rigid; (2) the granular 
Aquabead
TM
 are movable during gas injection, while gelbeads are quite stable and fixed during gas 
injection. Photos of flumes filled with hydrated gelbeads and hydrated gelbeads submerged in water 
are shown in Figure 3.5.1. Hydraulic properties of selected gelbeads were comprehensively tested in 
order to characterize essential parameters which could impact on bubble flow in the simulated 
porous medium. 
Gelbeads were hydrated before packing by submerging the particles in deionized water for 
approximately four hours. The hydrated gelbeads were placed in the flume below the water table, 
while stirring the beads to release any trapped air. The sizes (SAI, 2001b, Australian Standard Test 
Method for Particle Size (Sieve Analysis)) of the beads range from 7 mm to 10 mm. The packed 
bead medium had a porosity of approximately 0.45. The hydraulic conductivity was tested by the 
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constant head method (SAI, 2001a, Australian Standard Test Method for Soil Constant Head 
method). The measured hydraulic conductivity ranged from 0.046 m/s to 0.068 m/s. 
  
Figure 3.5.1 (a) The image shows the flume filled with gelbeads only. (b) The image shows the 
gelbead porous medium saturated with water. 
3.5.2 Microbubbles transport experiments and flume design 
All experiments were performed by injecting bubbles into the water-saturated transparent porous 
medium, placed vertically in a quasi-two-dimensional (2D) physical flume model, as shown in 
Figure 3.5.2. The 2D flume is a transparent acrylic rectangular tank of width W = 700 mm, height H 
= 1000 mm and thickness a = 30 mm. Bubbles are injected through a bubble diffuser placed on the 
central line, at a distance of 100 mm from the base of the flume. The gas flow is controlled by a 
mass flow controller (Brooks® 4800 Series LOI). The bubble flow is visualized in the transparent 
porous medium with images taken by a camera (Canon Kiss X4 SLR) on one side of the flume. The 
camera was set to shoot image sequence with a frame rate of 1 image/second at a resolution of 
5184×3456 pixels. Thus, the sequentially recorded bubble traces could be determined later.   
On the top of the flume, an airtight lid is divided into 11 separate individual cells to collect the 
bubbles. When bubbles reach the top cells, gas is collected and conveyed into a reading board, as 
shown in Figure 3.5.2 (b). On the reading board, there are 11 vertical volumetric burettes connected 
to the 11 cells, which are initially filled with water. The upper burette opening is sealed, and the 
bottom is open to a shallow water reservoir, where the water surface is held at the barometric 
pressure to maintain the water level inside the burettes. When gas flows into the burettes, it will 
displace the water out of the burette’s lower part and reduce the water level in the burette. A scale 
marked on the burettes allows the measurement of gas volumes. The 11 volumetric burettes were 
also monitored with a camera. The gas flux is calculated based on reading board images captured at 
a fixed time interval. 
 
(b) (a) 
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Figure 3.5.2 (a) The snapshot of the laboratory experimental setup (b) Schematic diagram of the 
laboratory experimental setup. 
3.5.3 Scaling solution 
We know that physical laws do not depend on arbitrarily chosen units of measurement, and that 
physical laws must possess a certain fundamental property. Scaling is the process by which results 
obtained through dimensionless/characteristic parameters are extrapolated to describe physical laws 
to a different scale. 
There are two basic methods to perform scaling: dimensional analysis (Buckingham, 1914) and 
inspectional analysis (Ruark, 1935). Dimensional analysis has been used primarily in environmental 
engineering, especially when explicit equations and boundary conditions cannot be written. 
Inspectional analysis, however, is more useful when explicit equations and boundary conditions 
exist.  Scaling procedure is based on the underlying physical equations.  
A scaling solution is proposed to provide a good physical basis for improved understanding of 
bubble transport in water-saturated porous media. Characteristic parameters are derived to 
characterize the bubble plume, including plume tip velocity, plume width and breakthrough time of 
plume front. Revealed scaling solutions are further tested against laboratory results. Characteristic 
measurements were conducted based on defined characteristic parameters. With defined 
characteristic parameters, we could normalize and non-dimensionalized various bubble plume 
properties and derive the scaling solutions. 
  
10mm Clear acrylic sides
20mm base and lid
slide out mesh with acrylic sheet
1/4 bsp tapped
100 cm
70 cm
70/11 cm (11 equal distance cells)
2 cm 2 cm
4 cm
10 cm
35 cm
2 cm
2 cm
Reading board
Gas flow controller
Gas sparger
Airtight lid
Experimental flume
Filled with 
transparent 
porous media
Reading board 
Mass flow controller 
Flume 
(a) (b) 
 35 
 
CHAPTER 4 
4 Faults and fractures detection at coal mine sites 
by integrating soil gas mapping and gamma ray 
survey 
Abstract 
Prior to coal mining operation, identification of permeable geological structures is an important part 
of the exploration to facilitate the understanding of potential mining impacts on the adjacent rivers 
and groundwater system. These potential environmental impacts are likely to be controlled 
predominately by preferential flow zones provided by faults and fractures, which are known to 
enhance transport of gas and water. However, detailed mapping of these geological structures is 
rarely carried out in the mining area. In order to develop a feasible and rapid survey method, two 
field campaigns were designed and carried out with the application of soil gas mapping and gamma 
ray surveying at a coal mine site, Hunter River Valley, NSW, Australia. All measured gas 
compounds (radon, gamma ray and CO2) revealed similar anomaly patters despite different 
measurement techniques used over different time periods (1.5 years elapsed between two field 
campaigns). The geological faults crossing the sampling region inferred from soil gas mapping 
results is confirmed by an independent geophysical model (based on borehole logging results). 
Results of this study demonstrate the applicability of high intensity soil gas mapping methods for 
detecting active tectonic faults covered by alluvium at the decametre scale. Additionally, compared 
with the labour-intensive soil gas mapping method, the gamma ray survey is capable of providing 
relatively reliable results in a fast and convenient way at the field scale. The implications of our 
results are also discussed. 
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4.1 Introduction 
In coal mining regions, open-cut is a commonly applied mining method in Australia. This surface 
mining operation is conducted by removing the overburden above the coal seams, creating a 
significant drainage potential for the surrounding environment like the adjacent rivers and 
groundwater system. The potential drainage is likely to be predominately controlled by preferential 
flow zones like faults and fractures. These zones yield high hydraulic connectivity between pits and 
adjacent alluvial aquifers/rivers (López and Smith, 1995). Therefore, locating these permeable 
zones/structures should be of critical importance for groundwater risk assessment and mine water 
management.  
High concentrations of light hydrocarbon gases (e.g., methane, ethane, and propane), carbon 
dioxide and radon are often observed in the regions over hydrocarbon gas bearing rock formations, 
especially in areas associated with faults zones (Duddridge et al., 1991, Kemski et al., 1992). As a 
non-invasive ground surface investigation technique, soil gas concentration mapping was 
demonstrated in a successful application to detect buried faults and fracture zones (Fridman, 1990, 
Gascoyne et al., 1993, Fountain and Jacobi, 2000). The basic principle of this method is based upon 
the detection of accumulated thermogenic gas in soil above open bedrock fractures. These 
thermogenic gases originate from hydrocarbon gas-bearing formations (e.g. coal seams), travel 
upward through open and connected faults/fractures, and produce anomalously high gas 
concentrations in the upper soil layer. The absorbed gases release from the coal matrix when the 
overburden stress is reduced (e.g., coal mine open cut process). Gases, including carbon dioxide, 
light hydrocarbon and radon, travel through preferential pathways (cleats, joints, fractures and 
faults) and reach the upper soil layer, so that the soil gas anomaly distribution can be measured 
above the buried permeable structures. There appears to be a strong relationship between tectonic 
structures and gas seepage at high rates. 
In this work, radon, methane and carbon dioxide are of particular interest for the proposed 
investigation due to their unique behaviour:  
(1) Radon (Rn) is a radioactive noble gas formed as one intermediate step in the normal 
radioactive decay chains, through which thorium and uranium slowly decay into lead. For 
deeper host rocks, radon is relatively rich in uranium-rich rocks such as ancient granites, 
carboniferous mudstone and coal seams (Xue et al., 2010). Radon is an ideal tracer to 
investigate the geological process due to its short half-life of 3.82 days. This short half-life 
prevents significant build-up and long-distance travel of radon in the subsurface (Tait et al., 
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2013). This means that deep radon gas will not be able to reach the ground surface unless 
permeable structures provide its preferential flow pathways (Duddridge et al., 1991, 
Baubron et al., 2002). 
(2) Methane (CH4), usually formed as part of the coal formation process, is one of lightest 
hydrocarbon gases. It is highly mobile and negligibly soluble in groundwater. It is 
commonly released as a result of natural erosion, fugitive emission and overburden pressure 
reduction during coal mining operations (Karacan et al., 2011). Therefore, the presence of 
elevated levels of methane in soil gases can be used for detecting faults (Ware et al., 1984).  
(3) Carbon dioxide (CO2) is heavier than air and less volatile than most gases, and easily 
accumulates in soil layers to form stable and well-defined anomalies. Carbon dioxide in the 
soil may come from mantle degassing, carbonate dissolution, organic material oxidation and 
plant respiration (Baubron et al., 2002, Irwin and Barnes, 1980). Generally, carbon dioxide 
in fault zones is a mixture of the above sources (Sugisaki et al., 1983). 
Another non-invasive technique used for geological structures investigation is based on the 
determination of the 
214
Bi intensity in the soil surface using a gamma ray spectrometer. 
214
Bi is a 
decay product of 
222
Rn. As a strong gamma ray emitter, 
214
Bi is the first radioelement in the 
uranium-238 decay series that emits detectable gamma rays via ground survey (Griffiths et al., 
2010). It is expected that 
214
Bi also exhibits relatively high activities in the soil surface over 
potential faults regions (LaBrecque et al., 2004, Baykara et al., 2008). This method has been 
successfully applied to detect active faults (Porsani et al., 2005, Imaizumi et al., 2010). 
In this study, we combine soil gas mapping and gamma ray surveying to illustrate consistent 
anomalies of different compounds (radon, gamma ray and CO2) in a coal mining area at decametres 
scale. We carried out two field campaigns in August 2011 and April 2013. Our field campaign 
results indicated that all three compounds (radon, gamma ray and CO2) uncovered similarly 
anomalous distributions despite different measurement techniques applied over different time 
periods. These anomalous distributions indicated the existence of geological faults crossing the 
sampling region, which was later confirmed by an independent geophysical model (based on 
borehole logging results). This suggests that the integrated soil gas mapping and gamma ray 
surveying approach could be a suitable method for faults/fracture detection in relatively shallow 
coal seam systems. 
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4.2 Geological setting at the field site 
The field site is located 24 km northwest of Singleton, NSW, Australia (S32.49491°, E150.95169°) 
(see Figure 4.2.1). The site consists of low undulating slopes and a low relief area with land surface 
elevations of about 70 m Australian Height Datum (AHD) over most of the floodplain.  
 
Figure 4.2.1 Satellite image of the top view of field site, as well as faults and transects for soil gas 
mapping and gamma ray survey. The soil gas monitoring points are shown in A6, A12, B16 and 
B13. 
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The site is mainly underlain by unconsolidated paleochannel sediments of gravel, silts and clays. 
The thickness of the alluvial sediments varies from 10 to 20 m. The site is further underlain by 
Permian coal measure strata comprising Piercefield, Vaux, Broonie and Bayswater seams from top 
down (Mackie, 2009). The interburden between seams comprises sandstone, siltstone and shale, 
with strata dip at shallow angles of 2° to 5° to the southeast below the Hunter River (Mackie, 2010). 
Fault/fracture zones trend North-South, which may provide hydraulic connectivity between mines, 
adjacent rivers, and the groundwater system. 
In Figure 4.2.1, blue lines indicate locations of faults zones, which are determined from first stage 
borehole drilling results. The black line is the location of a supplement fault according to the second 
stage borehole drilling results. Our first field campaign was conducted in August, 2011, (shown as a 
yellow line and multiple white balloons). The yellow line shows the gamma ray survey transect of 
1000 m length with 10 m intervals. White balloons are soil gas sampling locations. Our second field 
campaign was conducted in April, 2013 (shown as two green lines and multiple green balloons). 
The two green lines are soil gas sampling transects with a spacing of 70 m. Green balloons indicate 
the soil gas sampling locations with a 10 m interval. The pink balloon shows the borehole which 
intersects the fault zones. The area covered by duplex loam is masked in light red, uniform silty 
clay in light brown, and uniform silty clay loam in light blue.  
4.3 Methodology 
4.3.1 Soil gas sampling and measurements 
Soil gas samples are generally collected in the soil interstitial spaces above the water table and 
capillary fringe. It is known that soil gas mapping becomes unreliable if weak gas concentration is 
detected in the case of a thick sedimentary cover. For instance, a smoothed-out spreading of gases 
through the alluvial soil layer would weaken the anomalies. Only a careful design of soil gas 
sampling programmes could increase the chance of detecting geological structures. Additionally, 
soil gas concentration is subjected to various geochemical and meteorological influences, which in 
turn lead to gas concentration fluctuations. In order to ensure that those fluctuations do not 
influence soil gas anomalies delineation, a 1-m deep well for soil gas sampling may be installed to 
assess the meteorological effects (Ciotoli et al., 1998). 
In our investigations, we adopted conventional active soil gas sampling methods. Two soil gas 
sampling procedures were employed in the field investigations: rapid soil gas sampling and long-
term soil gas monitoring, both using AMS soil gas sampling equipment (AMS, US). For rapid 
 40 
 
instant soil gas sampling, the entire sampling procedure could be affected by many operational 
errors, such as ambient air intrusion into the sampling train and soil gas bypassing flow through the 
annular ring gap between bore and soil gas probe. The most common one is bypassing flow along 
the sampling probe, where the probe is in contact with the soil (Department of Toxic Substance 
Control, 2010). To avoid bypassing flow, a gas (helium) tracer method was developed to ensure that 
there was no breakthrough of air intruding down through the probe, as shown in Figure 4.3.1.  
 
Figure 4.3.1 Schematic of the tracer gas method 
The whole setup comprises two important parts, which are the enclosure shroud and helium gas 
cylinder. The shroud is a steel bucket with three screw rubbers affixed to the bottom, which were 
expected to prevent bypassing leakage at the connecting points. The bucket is placed upside down 
during the sampling period. The volume of the shroud is around 11.5 L. The helium gas cylinder 
(GOREGAS) is filled with 99.9% helium. After the soil sampling probe was inserted into soil, a 
helium tracer test was carried out in the following 9 steps:  
1) Seal the ring gap (between bore and soil gas probe) with hydrated bentonite.  
2) Place the enclosure shroud over the soil gas probe.  
3) Pull the sampling tube out of the shroud through rubber screws.  
4) Seal outside edges of the shroud bottom with hydrated bentonite.  
5) Connect helium gas cylinder to the shroud, and then open the relief valve.  
6) Slowly inject helium into the shroud in a short period of time, then stop the 
 helium injection and close the relief valve.  
7) Measure and record the helium concentration at the port of the relief valve 
 using a hand-held helium pin detector (GasCheck G3).  
8) Purge the soil gas sampling train and take soil gas samples with syringes.  
9) Measure helium concentration again at the tail-end of the sampling tube.  
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A dilution factor is calculated based on the ratio of soil gas helium concentration (after gas 
sampling) to the shroud helium concentration (before gas sampling). If the dilution factor is less 
than 5%, the sample qualities are acceptable (Department of Toxic Substance Control, 2010). After 
soil gas is extracted by syringes, gas samples are injected into glass vials (Labco, UK) which are 
flushed beforehand by nitrogen gas in the laboratory. This flushing process minimizes residual air 
trapped in vials, which could potentially contaminate the gas samples. Additionally, in order to 
prevent ambient air from intruding the vials, vials should be over pressured. This is usually done by 
injecting more gas into the vials so that if a leakage would have occurred, gas leaks from inside to 
outside instead of ambient air invading the vial. The volume of the vial is 12 ml. Thus, 15 ml soil 
gas samples are injected each time to over-pressure the vials. Soil gas samples (CH4 and CO2) are 
analysed offsite by Gas Chromatography in the laboratory. 
4.3.2 Soil gas monitoring well set up 
Soil gas monitoring wells were installed to monitor long-term soil gas concentration over time. The 
configuration of a soil gas monitoring well is shown in Figure 4.3.2 (a). The bores were first drilled 
by an AMS soil gas probe; then gas sampling tips and tubes were placed down the bores. Bottom 
30-cm ring gaps are filled with sand and upper 60-cm ring gaps are filled with granular bentonite. 
Sand pack is used to increase the permeability around the tips and avoid the tip clogging. The top 
10 cm ring gaps are filled with hydrated bentonite. We used washed premium garden sand (16/30 
1.18 mm-0.5 mm) for packing and covered the tips with metal screen with 50 meshes (0.297 mm). 
Dry granular bentonite in the bores gets gradually wetted and swelled. This process stabilises the 
gas sampling tube and minimizes the annular gaps. A snapshot of the completed soil gas sampling 
well is shown in Figure 4.3.2 (b). 
4.3.3 Radon measurements 
A portable radon detector RAD7 (Durridge, USA) is used to detect 
222
Rn. RAD7 contains a silicon 
alpha detector and a built-in pump to draw gas into its testing chamber. A filter is installed at the 
inlet port to prevent fine particles, to which radon daughters may be attached, entering the RAD7 
testing chamber. The RAD7 groups the spectrums into 8 separate "windows" or energy ranges. In 
our soil gas measurements, we used the “sniff mode” which covers an energy range from 5.40 to 
6.40 MeV in window A. In this energy range, the total counts of 6.00 MeV alpha particles are from 
the 
218
Po decay (daughter of 
222
Rn) is measured. 
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Figure 4.3.2 (a) The schematic set up of a soil gas monitoring well, (b) the soil gas monitoring well, 
which is covered by a lid to avoid potential damages after well completion. 
4.3.4 Gamma ray survey 
Gamma ray measurements are made by a GR-320 differential gamma ray spectrometer (Terraplus, 
Canada). In the 
238
U decay series, specific discrete energy levels of gamma rays will be emitted 
from 
214
Bi. Thus, a window (U window) of the gamma ray spectrometer is applied to measure all 
the gamma rays within the 1.65-1.87 MeV (peak at 1.76 MeV) energy range. The specific channels 
and energy ranges are shown in Table 1. After vegetation and small stones were removed, the 
detector was placed on the soil surface with a counting period of 100 seconds. It is known that 
radioactive decays follow the Poisson distribution (Frigerio, 1974), which was used as an indicator 
to examine the detector’s performance before each survey. All gamma ray measurements in the 
present study show that the detected radioactive decays followed the Poisson statistical 
distributions. 
Table 4.1 Measured nuclide, energy and channel range for the K, U and Th in the gamma ray 
spectrometer analysis. 
Window of interest Potassium Uranium Thorium 
Nuclide 
40K (1.460MeV) 
214Bi  (1.765MeV) 
238Th (2.614MeV) 
Channel range 111-126 133-149 192-223 
Energy (MeV) range 1.365-1.557 1.647-1.854 2.420-2838 
 
(a) (b) 
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4.4 Results and discussion 
4.4.1. Effects of soil conditions on soil gas measurement 
Local geology and geochemistry at a given site determine the types of soil, which in turn could 
affect soil gas concentrations. For example, a porous, dry soil may permit easy exchange between 
soil gases and atmosphere, which may dilute soil gas concentrations. In contrast, a wet soil could 
trap originally presented soil gases, which may intensify soil gas concentrations. In order to 
improve signal to noise ratios and avoid strong dependence of measurement results on specific soil 
conditions, soil gases were sampled and their concentrations were measured in three different soil 
types (duplex loam, silty clay and silty clay loam) during the first field campaign.  
As shown in Figure 4.4.1, five locations were sampled for each soil type along a transect. The 
results of soil gas concentrations are shown in Figure 4.4.1. We do not present the results of 
methane concentration here, because the detected methane concentration was close to the Gas 
Chromatography detection limit (0.2 ppm). Compared with silty clay and silty clay loam, 
concentrations of CO2 and radon are slightly lower in duplex loam. This is expected because duplex 
loam has greater capacity of drainage and infiltration than silt/clay soils, such that exchange 
between atmosphere and soil gases is enhanced. 
 
Figure 4.4.1 CO2 and 
222
Rn concentration variations for different types of soil. 
4.4.2 Meteorological effects on soil gas measurement 
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We found that meteorological variations do not appear to affect soil gas anomaly measurements if 
samples are collected within a period of a few days without rainfall. Rainfall affects the soil gas 
concentration more than any other meteorological factors. A similar conclusion has been drawn 
previously (Margaret, 1991, Hinkle, 1994). It is not recommended to take samples within two days 
after a heavy rain because of the downward flushing of soil gas in pore spaces, which decreases the 
soil gas concentration. However, it has been noted that a small amount of rainfall will increase the 
soil gas concentration due to the formation of an impermeable barrier near the ground surface 
(Hinkle, 1994). Therefore, to reduce the potential meteorological effects, soil gas was always 
sampled at 1-m depth below the ground surface. 
 
Figure 4.4.2 Temperature and rainfall data during field work 
Temperature and rainfall data during the period of the second field campaign (April, 2013) is shown 
in Figure 4.4.2. Temperature oscillations follow the diurnal cycles, increasing in day time and 
dropping during night. Several rainfalls occurred during this field campaign. For example, an 8-mm 
rainfall event was recorded on 16/04, and a consequential decline of temperature was observed in 
the next few days. In order to examine the rainfall influence, radon was measured right before 
(15/04/2013) and after rainfall events (16/04/2013) at four soil gas monitoring sites (see Table 4.2). 
At all sites, the radon concentration increased by around 1.5 times after rainfall. This indicates that 
radon accumulated in the soil layer, very likely due to a less permeable layer (for gas) formed at the 
soil surface as a result of rainwater infiltration during the light rainfall. 
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Table 4.2 Radon concentration variations before and after rainfall 
Sampling points Before rainfall After rainfall (3mm)  
 (see in Figure 4.2.1) Radon (Bq/ m
3
) Radon (Bq/ m
3
) Relative increment 
B13 2775 4100 1.48 
B6 8087 12650 1.56 
A6 3585 4685 1.31 
A12 2395 3202 1.34 
 
Meanwhile CO2 concentration was also measured at these 4 soil gas monitoring wells in 5 
consecutive days. In each day, three measurements were conducted (in the morning, at noon and in 
the afternoon). Measurements show that CO2 concentration declined around 25% over 5 days in all 
monitoring locations (see Figure 4.4.3). Daily CO2 variations are not obvious compared with the 
gradually decreasing trend over 5 days. Interestingly, this light rainfall event had opposite effects on 
radon and CO2: an increase of radon concentration and a reduction of CO2 concentration. This may 
be caused by solubility difference between radon and CO2. Under the field condition (temperature 
and 1 atm pressure), radon is almost insoluble in water, whilst CO2 is highly soluble in water. After 
rainfall, there is more water in the pore spaces of the soil matrix, which leads to greater CO2 
dissolution.  
As shown in Figure 4.4.3, CO2 concentrations become relatively stabilized in 3 days after rainfall. 
This is probably because CO2 and the resident pore-water had reached equilibrium. In order to 
reduce rainfall effects and avoid the misjudgement of soil gas anomalies, no soil gas samples were 
collected in 3 days after rainfalls. 
4.4.3. Radon and CO2 concentrations along the faults crossing transects 
Soil gas (of 10 m interval) was sampled along two transects (two green lines shown in Figure 4.2.1) 
which crossed suspected fault segments (blue and black lines in Figure 4.2.1) based on previous 
geological survey and modelling. The connectivity (active or inactive) of these faults is unknown. 
We anticipate that soil gas mapping results could be helpful for testing the connectivity of these 
faults. Because CO2 is a major carrier gas for radon migration in the subsurface formations, CO2 
anomalies are expected to be closely correlated with radon anomalies.  
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Figure 4.4.3 CO2 concentrations variation versus date 
 
Figure 4.4.4 Radon (Bq/m
3
 ± 2σ) and CO2 (%, v/v) concentrations distributions along two 
transects. Dashed black lines suggest two potential fault/fracture zones according to soil gas 
anomalies.  
II IV 
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Figure 4.4.4 shows the spatial distribution of the gas concentrations. In order to differentiate signals 
from background, the statistical thresholds of soil gas species were calculated at “mean value+1/2 
standard deviation” for each transect (Ciotoli et al., 1998). Red dotted lines show the radon 
threshold values (6252 and 5845 Bq/m
3
for transects A and B, respectively), and blue dot-dashed 
lines indicate the CO2 threshold values (1.02 and 0.95 % for transects A and B, respectively). Radon 
and CO2 correlation coefficients are calculated to be 0.73 and 0.70 for the Transect A and Transect 
B, respectively. As one can see in Figure 4.4.4, there are two sharp anomalous spikes of radon 
concentration between 50-100 m and 200-250 m, respectively. In contrast, there is only one sharp 
anomalous spike of CO2 concentration appearing between 200-250 m. This inconsistency between 
CO2 and radon concentration suggests a complex site condition, which requires further 
investigation. Nevertheless, linear soil gas anomalies longer than several meters are often taken as 
strong evidence of structural features in bedrocks (Baubron et al., 2002). Wider anomalies can often 
be considered the surface signature of open/active fault/fracture zones. Despite some spreading of 
gas concentrations over the sampling points likely due to dispersion in the vadose zone, the detected 
sharp spikes anomaly suggest two fault/fracture zones intersecting with the sampling region, as 
indicated by two black dashed lines in the Figure 4.4.4.  
4.4.4. Gamma ray intensity 
To confirm the detection reliability of fault/fracture zones solely based on soil gas anomalies, we 
further launched a gamma ray survey in August 2011, about 1.5 years earlier than our concentration 
measurements of radon and CO2. It is expected that radon concentrations and gamma ray intensity 
should both exhibit relatively higher values in the soil surface over the potential faults regions. 
Figure 4.4.5 shows the spatial distribution of gamma ray intensity as well as the radon concentration 
along Transect A (projected orthographically onto the gamma ray survey transect). A threshold 
value for gamma ray intensity was calculated to be 47.3 cpm (mean value+1/2 standard deviation), 
and is indicated by the dotted-dashed blue line in Figure 4.4.5. The threshold value (6246 Bq/m
3
) of 
radon concentration is also shown by a dotted red line in Figure 4.4.5. As one can see, the gamma 
ray intensity anomalies are in good agreement with anomalies of radon concentrations. The 
correlation coefficient is calculated to be 0.81. The other gamma ray anomalies may also suggest 
the existence of faults zones, which will be further compared with geological data. 
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Figure 4.4.5 Radon concentration and gamma ray intensity distribution along transects. 
4.4.5. Identification of fault/fracture zones 
Geological results were compiled from the integrated data of coal seams, ground level, water table 
and overburden. As noted, there were two stages in the borehole drilling program at the study site 
(Carrington West Wing coal mine extension) to facilitate the delineation of fault distribution using a 
geophysical model. Conventionally, boreholes are drilled with the aim to detect geological 
structures before mining operation. Boreholes logging are then performed to ascertain the existence 
and permeability of fractures, such as gamma ray logging, caliper logging and resistivity logging. 
Based on boreholes logging and drilling database, geological mine model was applied to create 
strata distribution within operation site. In Figure 4.4.6, stratigraphic distribution was plotted 
according to geological mine model results. There are around 50 boreholes are drilled in the studied 
field site.The field campaign was conducted between these two drilling programmes. We aimed to 
confirm the faults suggested by the geophysical model through an independent field survey, soil gas 
mapping and gamma ray survey. Figure 4.2.1 shows the global view of faults crossing the site and 
Figure 4.4.6 shows the faults crossing the region of soil gas sampling and gamma ray survey. As 
shown in Figure 4.4.6, three faults identified at the first drilling stage are fault I, II and III. Another 
fault identified at the second drilling stage is fault IV, which was identified by our field survey (soil 
gas and gamma) independently in the same time. Thus, there are four faults in total passing the 
sampling region according to the geophysical model results. 
As shown in Figure 4.4.6, the potential fault/fracture zones suggested by the geological model 
correspond well with the sharp anomalous spikes in radon, CO2 concentrations and gamma ray 
intensity. The suggested fault (II) location, as determined through soil gas mapping and gamma ray 
survey, both shift by around 25 m to the east compared to fault (II) location suggested by the 
geophysical model. We conjecture that two factors may contribute to this deviation: (1) the outcrop 
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of the suggested faults at the soil layer base may deviate from the geological logging data due to 
fault inclination; (2) soil gases are collected closed to soil surface, thus gases could spread and 
migrate in the soil layer along preferential flow paths, which may smear or even further deviate soil 
gas anomalies.  
Note that the soil gas mapping methods could only detect active faults (permeable) because only 
active faults are capable of transporting water and gases. The results of our soil gas mapping and 
gamma ray survey do not correspond with fault (III) crossing the sampling region. This implies that 
this middle fault may be an inactive (impermeable) one.  
 
Figure 4.4.6 Transect through geological mine model with measured gamma ray intensity variation 
and soil gases measured along transect A. Both gamma ray and soil gas anomalies are hatched. 
In order to further verify the soil gas mapping and gamma ray survey results, the gamma ray 
intensity profile is mapped to compare with the geological data (see Figure 4.4.7). 
The x-axis is along the gamma ray survey transect from west (distance=0) to east. According to the 
Broonie seam and Bayswater seam distribution, it may be the case that in the reverse fault for fault 
I, II and V, left is the footwall and right is the hanging wall. It is clearly demonstrated that the 
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anomalies (spikes) in gamma ray intensity pinpoint two active faults at 250 and 410 m, respectively. 
For the other spikes in gamma ray intensity, we have the following interpretation: 1) Spike at 
distance = 50 m (fault V), gamma ray anomalies V corresponds with fault V; 2) Spike at distance = 
600 m, groundwater table is above the top of overburden. It may be suggested that transport of Rn is 
getting enhanced due to bubbly flow in water (anomalies are being protected by water). It could 
also imply a potential fault, which is created by the coal mining operation due to overburden stress 
release or ground subsidence. Alternatively, localized radium in the soil, where radium rich 
minerals are accumulated, could also give this anomaly at 600 m. To eliminate localized radium 
induced anomalies, soil samples are required to be collected to measure the radium content. 
 
Figure 4.4.7 Gamma ray intensity profiles versus geological data, the gamma anomalies are 
hatched.  
4.4.6 Implications  
Unconventional gas extraction has seen a dramatic increase worldwide. Gas seepage has been found 
to leak up through rock fissures and soil to potentially contaminate drinking water associated with 
gas drilling and hydraulic fracturing (Osborn et al., 2011). Eventually, gases may migrate upward 
 51 
 
and bubble out in the surface water body. Our work has effectively linked the detailed geological 
structures with gases and gamma signals near the surface, which facilitate the understanding of this 
“bubbling event”. Furthermore, quantifying natural emissions from unconventional gas and coal-
mine areas constitutes an important baseline study in determining the greenhouse gas footprint by 
comparing data before and after mining development. Geological CO2 sequestration also requires 
relatively fast and simple techniques to detect and locate the potential CO2 leakage in the near 
surface environment. In this study, several soil gas mapping methods and gamma ray spectrometer 
ground surveys have been conducted and further improved for identifying faults and fractures at a 
coal mine extension site. These techniques will practically facilitate work aimed at addressing the 
above mentioned environmental and geotechnical problems. 
4.5 Conclusions 
As effective techniques for exploring permeable geological structures, soil gas mapping and gamma 
ray detection were carried out to delineate the faults zones at a coal mine site. All three components 
(radon, CO2 and gamma ray) revealed consistent anomalies despite different measurement 
techniques, (RAD7, Gas Chromatography and Gamma ray spectrometer) used respectively. Even 
though around 1.5 years elapsed between the soil gas sampling and the gamma ray survey, anomaly 
distributions appear to show trends detected by other methods as well. Conventionally, soil gas 
mapping is used to measure at the kilometers scale. Our study has demonstrated that the soil gas 
mapping technique can be successfully implemented at the decameters scale, making itself a 
suitable method for fault/fracture detection in a relatively shallow coal seam system. We also 
demonstrated that measurements of the gamma ray intensity on the ground surface may provide a 
simple and effective way to gain insight into the tectonic structures relative to gas seepage paths in 
a shallow coal seam system or unconventional gas production site. A higher resolution gamma ray 
sensor is recommended for further study, which would provide a potential application for a larger 
and more intensive mapping survey. The further research will produce a much-needed procedure for 
fast, non-invasive and easy-to-conduct method for identifying of geological features in the ground. 
The result of the in situ measurements can be used to optimize drilling campaigns. 
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CHAPTER 5 
5 Microbubble transport in water-saturated 
porous media  
Abstract 
Laboratory experiments were conducted to investigate flow of discrete microbubbles through a 
water-saturated porous medium as part of a rapid gas transport pathway from deep ground 
formations to the ground surface. During the experiments, bubbles, released from a diffuser, moved 
upward through a quasi-2D flume filled with transparent water-based gelbeads and formed a 
distinct plume that could be well registered by a calibrated camera. Outflowing bubbles were 
collected on the top of the flume using volumetric burettes for flux measurements. We quantified 
the scaling behaviour between the gas (bubble) release rates and various characteristic parameters 
of the bubble plume, including plume tip velocity, plume width and breakthrough time of plume 
front. The experiments also revealed circulations of ambient pore water induced by the bubble flow. 
Based on a simple momentum exchange model, we showed that the relationship between the mean 
pore-water velocity and gas release rate is consistent with the scaling solution for the bubble plume. 
These findings have important implications for studies of gas emission (including hydrocarbon 
gases) from deep ground formations as well as fundamental research on gas transport in porous 
media.  
5.1 Introduction 
Gas transport in porous media is prevalent in many geo-environmental systems with or without 
engineering applications, for example, gas leakage through faults/fractures during gas drilling 
(Osborn et al., 2011), enhanced oil recovery by injecting gas microbubbles for oil displacement 
(Montgomery and Morea, 2001), coal seam gas extraction in a dewatering process (Moore, 2012), 
soil remediation using air sparging to clean volatile contaminants (Ji et al., 1993), natural 
greenhouse gas emission from river/sea beds (Namiki et al., 2003), and moffetts and mineral 
springs (Weinlich et al., 1998). 
High concentrations of light hydrocarbon gases (e.g., methane, ethane and propane), carbon dioxide 
and radon have often been found in regions above hydrocarbon gas-bearing rock formations, 
especially in areas associated with faults zones (Duddridge et al., 1991, Kemski et al., 1992). These 
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gases, originated from gas-bearing formations, migrate upward through open and connected 
faults/fractures, producing anomalously high gas concentrations in the upper soil layer (see Figure 
5.1.1).  
 
Figure 5.1.1 Schematic diagram of gas migration in the subsurface: released gases (including 
carbon dioxide, light hydrocarbon and radon) mirgrate through the preferential flow pathway 
(fracture zones and faults) and reach the upper soil layer. As a result of this preferential flow higher 
soil gas concnetrations may be observed above the buried permeable structures (fracture zones and 
faults), Inset (a). 
Based on the soil gas concentration anomalies, a surface geochemical exploration method, soil gas 
mapping, has been developed to detect permeable geological structures (Harbert et al., 2006). 
Anomalies of gas concentration observed at the ground surface appear strongly related to gas 
transport processes in the subsurface. Correspondingly, the following mechanisms have been 
proposed for light hydrocarbon gas transport: a) diffusion of gas molecules, b) convective 
groundwater flow transporting the dissolved gas to the upper soil layer, c) pressure-driven 
continuous gas phase transport (plug flow) and d) upward movement of discrete microbubbles 
(Kristiansson and Malmqvist, 1984). Among them, diffusion and advective groundwater flow are 
thought to be relative slow processes with limited migrating distance (Fleischer and Mogro-
Campero, 1978, Fleischer and Mogro-Campero, 1979). Continuous flow of gas occurs, when pore 
space in fractures/soil is continuously occupied by the gas phase whose pressure exceeds 
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hydrostatic and capillary pressures, as in geothermal or hydrocarbon pressurized reservoirs 
(Saunders et al., 1999). Given sufficient amount of gas and gas pressure gradient, the pressure-
driven continuum gas flow could provide a faster transport mechanism. Discrete microbubble flow 
was first proposed by MacElvain (1969b) who suggested that gases travel buoyantly in the form of 
discrete microbubbles to explain rapid gas transport in the subsuface. This microbubble flow is now 
thought to be a fundamental process for gas transport through preferential flow pathways (Etiope 
and Martinelli, 2002).  
The subsurface microbubble transport process is not well understood, especially in the saturated 
shallow soils near the ground surface. This saturated porous medium could act as a buffer zone for 
gas bubbles percolating through the basement rock and modify the microbubble transport behaviour 
and hence soil gas concentration signals seen at the ground surface. To explore any potential 
buffering effects, we performed quasi two-dimensional (2D) lab-scale experiments to investigate 
the transport process of discrete microbubbles in a water-saturated transparent porous medium with 
a localized source of gas bubbles through a bubble diffuser at the bottom boundary. This “point” 
source simulates the input condition provided by gas flow through fractures underlying the 
saturated soil layer. In analysing the experimental data, we aimed to understand and quantify the 
advective and dispersive bubble transport behaviour. Analyses were conducted to establish the 
scaling relationship between the gas (bubble) release rate and various characteristic parameters of 
the bubble plume, such as plume tip velocity, plume width and breakthrough time of plume front. A 
further analysis of momentum exchange between pore water and gas explained the pore-water 
circulation due to bubble flow/transport as observed in the experiments. The analysis also revealed 
a dependence of the mean pore-water velocity on the gas release rate, consistent with the scaling 
behavior of the bubble plume.  
5.2 Laboratory experiments 
Synthetic transparent soils are widely used to conduct porous media flow experiments (e.g. Chen 
and Wada, 1986, Lo et al., 2010b, Tabe et al., 2011). In this study, we employed transparent water-
based gelbeads. Upon hydration, these gelbeads have sizes ranging from 7 mm to 10 mm (see 
Figure 5.2.1).  
 55 
 
 
Figure 5.2.1 Gelbeads size distribution (on the right) and bubble size distribution (on the left) under 
various gas release rates (size measured in diameter). 
 
Figure 5.2.2 (a) Snapshot of laboratory setup; (b) a typical bubble plume developed before the 
breakthrough (transient state, t < t*), the plume width ( topW ) at the flume top was illustrated in 
yellow line; (c) Calculated REV-averaged gas volume fraction distribution based on the bubble 
plume image shown in (b), with the solid black line showing the defined edge of the bubble plume. 
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Accordingly, the plume width is the lateral width of the defined edge, and the plume front is the 
advanced front of the defined edge. 
The hydrated gelbeads were then filled into a quasi-2D transparent acrylic flume of 70090030 
mm
3
 (widthheight thickness) as shown in Figure 5.2.2(a). The porosity ( ) and intrinsic 
permeability ( ) of packed gelbeads were measured to be approximately 0.45 and 10-8 m2, 
respectively.   
The sodium dodecyl sulphate (SDS) surfactant was added to pore water to adjust surface tension, 
thus to control the size range of released bubbles (Burns and Zhang, 1999). Moreover, the SDS 
surfactant coats a film at the bubble interface, providing a barrier against bubble coalescence and 
thus maintaining microbubbles separated (Wan et al., 2001). With a SDS concentration of 0.01 
w/v% (weight of solute per volume of solution), surface tension between solution and gas (nitrogen 
used) was measured to be 69 mN/m at 1 atm and room temperature, which leads to a normal 
distribution of bubble size with a mean of 300 µm and a standard deviation of 87 µm under all gas 
release rates in the study. Thus, the released bubbles are around one order of magnitude smaller 
than gelbeads (see Figure 5.2.1). This ensures that released bubbles percolate freely through the 
porous matrix, simulating the mircobubble transport in natural soils. Compared to gelbeads, nature 
soils could have particles of sizes ranging between 4-62 µm for clay and silt, and ~1 mm for sand, 
which are at least an order of magnitude smaller than gelbeads. Comparably, natural microbubbles 
much smaller than the bubbles we released in the experiments have been observed (Johnson and 
Cooke, 1981, D'Arrigo, 1983). 
Bubbles were released through a bubble diffuser placed at the center of the flume near the base (100 
mm above). The gas release rate was controlled by a mass flow controller (Brooks® 4800 Series 
LOI), which is connected to a nitrogen gas cylinder. Bubble flow and the formed plume were 
recorded by a calibrated camera at a pre-set frequency over the whole experiment period (Figure 
5.2.2(b)). The recorded images were analysed using standard image processing techniques (Figure 
5.2.2(c)).  
Discharge of bubbles was monitored on the flume top which was subdivided into 11 cells and 
sealed by an airtight lid. Each cell was connected to its own volumetric burette for measuring the 
gas flux associated with the bubble flow (Figure 5.2.3).  
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Figure 5.2.3 Schematic diagram of the laboratory setup: side view (a) and front view (b). 
The burettes, closed at the top, were connected to a shallow water tank at the bottom. The water 
level in the tank was kept stationary at 3 mm above the tank base. The burettes were initially filled 
with water. As the gas entered the burettes, it displaced the same volume of water out of the burettes 
into the water tank. By monitoring the water level change in each individual burette, we were able 
to determine the gas discharge rate for each cell over time. 
Image acquisition was undertaken using a Canon Kiss X4 SLR camera. The camera was set to shoot 
image sequences at a frame rate of 1 image/second with a resolution of 5184×3456 pixels. The 
camera was switched to the manual mode to maintain the same light exposure throughout the image 
collection. The exposure time was set to 1/50 s. The background was covered with dark green 
sheets to minimize reflection and prevent background lights interference. The recorded images were 
processed after each experiment was completed.  
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In addition, ambient pore-water movements were visualized using fluorescent dye tracers which 
were illuminated by UV light (36 watts used in the study) (Huang et al., 2002). This non-invasive 
technique allowed us to quantitatively assess the velocity field of pore water. We employed sodium 
fluorescein, an ideal conservative tracer due to its low sorption on the flume’s glass wall and the 
gelbead surface (Smart and Laidlaw, 1977).  
A series of experiments with different gas release rates ( Q ) of 5, 10, 15, 20, 25, 30, 35 and 40 
ml/min were conducted. Measurements of gas discharge rate and pore-water velocity were made for 
only selected cases (with gas release rates = 5, 10, 20, 30 and 40 ml/min). All experiments were 
conducted at atmospheric pressure and room temperature, approximately 20º C. 
5.3 Results and discussion 
Microbubble transport behaviour 
A typical image of the bubble plume is shown in Figure 5.2.2(b). An interconnected braided 
channel-like plume developed as individual bubbles freely passed through pores and throats in a 
zigzag/spiral motion. No trapping of bubbles was visually observed. Bubbles largely moved 
vertically upward because of their buoyance. The splitting of a bubble flow path was characterized 
by a symmetric Y-shaped junction at the gelbead surface. This flow path splitting affected 
significantly the lateral spreading of the bubble plume, which behaved differently from the lateral 
spreading of bubbles in a flotation cell (without porous media). The latter spreading phenomenon is 
mainly caused by the turbulent exchange of equal size gas/liquid volume elements (Sokolichin et 
al., 2004). Furthermore, no oscillatory motion of the bubble plume was observed. Except for 
making choices at each Y-shaped junction, bubbles appeared to follow their predecessors. This kind 
of bubble migration along preferential flow paths also significantly differs from the conventional 
dispersion.  
The gas discharge from the flume top concentrated over the plume area with the maximum rate 
occurred at the center above the gas release point. For each experiment, we normalized measured 
gas discharge rates by the gas release rate to facilitate comparison of the spatial gas discharge 
variations for different gas release rates (Figure 5.3.1).  
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Figure 5.3.1 Normalized gas discharge rate measured at the flume top, square root of second 
moment of gas discharge rate variation at the flume top,  (Inset (a)), and physical width of bubble 
plume at the flume top, topW  (Inset (b)). 
Overall the normalized gas discharge rate decreased with the gas release rate in the center cell but 
increased in the neighboring cells on both sides. This indicates that as the gas release rate increases, 
the lateral spreading of the bubble plume intensifies. As shown in the inset (a) of Figure 5.3.1, the 
square root of second spatial moment ( ) of the normalised gas discharge rate varying along the 
flume top (see Figure 5.2.2(b)) increases with the gas release rate correspondingly. For comparison, 
the variations of estimated bubble plume width at the flume top ( topW ) are shown in the inset (b) of 
Figure 5.3.1. It is evident that the slope of the topW -Q trendline is twice as that of the  -Q 
trendline. The lateral spreading of the gas discharge followed the lateral spreading of the physical 
bubble plume, but with a less intensifying rate as the gas release rate increases.  
Prior to breakthrough, the tip of the bubble plume moved upward and was tracked over time as 
shown in Figure 5.3.2.  
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Figure 5.3.2 Temporal evolution of the travel distance of plume tip under various gas release rates, 
a solid black line was drawn to distinguish the initial stage and later stage. 
In the initial stage of the plume development (less than 5 s), a larger gas release rate produced a 
faster advancing plume tip. In the later stage of the plume development, the advancing of the plume 
tip became independent of the gas release rate, approaching a relatively constant speed estimated to 
be about 4 cm/s. The terminal velocity of a 300 µm bubble can be calculated to be 4.5 and 2.6 cm/s 
according to Stokes’ law and the dirty bubble theory (Thorpe, 1982), respectively. As the plume 
tip’s advancing velocity in the later stage is close to Stokes’ terminal velocity, the slowdown effect 
on bubbles due to possible contacts with the gelbead surface was apparently limited. The SDS 
surfactant also seemed to affect little the bubble velocity. 
In addition to the plume tip, we investigated the evolution of the plume front as defined by a fixed 
gas volume fraction, which equal to 20% of the maximum gas volume fraction. A typical example 
of the gas volume fraction distribution in the flume and the plume front are shown in Figure 5.2.2 
(c). Note that the gas volume fraction is defined within a Representative Elementary Volume (REV) 
of 8830 mm
3
. Since the camera only sees the reflected light on the bubble surface, we assume 
that the gas volume fraction is related to light intensity according to (Leppinen and Dalziel, 2001): 
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where fv  is pixel-wise gas volume fraction,  and 0I  are fitting parameters, and ( , )I x y is gray 
value of the pixel (light intensity). 
Pixel-wise gas volume, gV , is given by: 
     g p fV V v         (5.2) 
where pV is pixel-wise volume and: 
    
2
pV x h          (5.3) 
where x is the physical size of a pixel (image resolution), h  is the pixel thickness (thickness of 
the flume) and   is the porosity. 
Fitting parameters are estimated using constrained nonlinear optimization for gas volume 
conservation, 
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
        (5.4) 
where Q  is the gas release rate, t  is the gas release duration, and pn  is the number of pixels in each 
image. 
Figure 5.3.3 shows the histogram of light intensity in grayvalue for different times (the color 
represents time in second) for the case with gas release rate equal to 40 ml/min. The threshold value 
for light intensity is at the intersection of two straight lines, a horizontal line standing for the platuea 
and the other one following the fast decline trend in the histogram of grayvalue, as shown in Figure 
5.3.3. 
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Figure 5.3.3 Histogram of light intensity for images at different time snaps. The threshold value for 
light intensity is at the intersection of the two black lines. Anything below the threshold value is set 
to zero gas volume fraction.  
The calibrated gas volume fraction distributions at the REV-scale for various injection rates are 
shown in Figure 5.3.4. We define the bubble plume front at gas volume fraction equal to 20% of the 
maximum gas volume fraction. The critical value also applies to the definition of the edge of the 
plume for the estimation of the plume width.  
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Figure 5.3.4 REV-averaged gas volume fraction distributions (after the breakthrough) at various 
gas release rates: (a) 5 ml/min, (b)10 ml/min, (c) 15 ml/min, (d) 20 ml/min, (e) 25 ml/min, (f) 30 
ml/min, (g) 35 ml/min and (h) 40 ml/min. The gas volume fraction overall gradually increased with 
the gas release rate.  
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As shown in Figure 5.3.5, the evolution of the plume front over time exhibits an advancing speed 
that generally increases with the gas release rate and approaches Stokes’ terminal velocity.  
 
Figure 5.3.5 Temporal evolution of the bubbles plume fronts under various gas release rates, as 
well as ln( )tH  versus 
0.4ln( )tQ  (Inset (b)) and ln( *)t versus ln( )Q  (Inset (a)). 
Unscaled mean lateral width of the bubble plume ( w ) estimated from image analysis and its 
standard deviation ( stdw ) vary over time as shown in Figure 5.3.6. Prior to breakthrough, the lateral 
width of the bubble plume was tracked over time (Figure 5.3.6). In the initial stage of the plume 
development (less than 20 s), a larger gas release rate produced a wider plume width. In the later 
stage of the plume development, the plume width approached a steady state over time. The lateral 
width of the bubble plume generally increased with the gas release rate. 
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Figure 5.3.6 Evolution of the bubble plume width over time and the standard deviation shown in 
the inset (a). 
Both bubble plume ( w ) and its standard deviation ( stdw ) vary significantly with the gas release 
rate. To further explore these variations, we introduced a length scale based on a characteristic 
width, 3* */w Qt  , and a time scale given by the time taken for the plume front to reach the 
flume top (i.e., breakthrough time, *t ). Using these scales, the mean lateral width of the bubble 
plume and its standard deviation as well as time were normalized/non-dimensionalized. The 
temporal variations of the normalized bubble plume width and standard derivation for all the 
experiments with different gas release rates appeared to converge to relatively uniform trends 
(Figure 5.3.7).  
The scaled mean plume width ( / *)w w  increases gradually to a plateau at / * 1t t  . Interestingly, 
the temporal variation of /stdw w  with the dimensionless time ( / *t t ) exhibits rapid increase and 
decrease in the initial phase followed by a relatively constant level especially for / * 1t t   (inset (a) 
of Figure 5.3.7).  
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Figure 5.3.7 Plot of dimensionless bubble plume width, / *w w , versus dimensionless time, / *t t , 
as well as the dimensionless standard deviation, / *stdw w , versus dimensionless time, / *t t (Inset 
(a)), and ln( *)w  versus ln( )Q (Inset (b)). 
Based on the breakthrough time and travel distance (H, the distance from the gas release point to the 
flume top), we can define a velocity scale ( bfv ) as the characteristic velocity of the plume front so 
that the breakthrough time is given by * / bft H v . Since the advancing of the plume front is 
primarily driven by buoyancy force, bfv can thus be calculated as an effective steady-state vertical 
velocity of a water-gas mixture when its buoyancy force and viscous drag force are balanced: 
/bf w wv c g   , where c  is the bubbles/gas volume fraction, w  is the solution density, g  is the 
magnitude of the gravitational acceleration,  is intrinsic permeability and w  is the dynamic 
viscosity of the solution. As a first order approximation, c  can be estimated as the averaged gas 
volume fraction within the characteristic width of the bubble plume and thus given by 
* ( *)c Qt hH w   where h  is the thickness of the flume. Upon further manipulations, one can 
derive the following scaling solution for the breakthrough time, i.e., 
    
3/5
2/3
0.4 1.2* w
w
h
t Q H
g
 
 
   
 
     (5.5) 
 67 
 
According to Equation (5.5), *t  is proportional to 0.4Q . This was tested against and found to be in 
excellent agreement with the experimental results as shown in the inset (a) of Figure 5.3.5. The 
scaling solution (Equation (5.5)) also applies to the plume development (t < t*) and thus 0.4tQ is 
proportional to
1.2
tH  where Ht is the distance of the plume front from the release point at t (< t*). 
This prediction was also tested and demonstrated to match well the experimental observations as 
shown in the inset (b) of Figure 5.3.5. Substituting the expression of t* (Equation (5.5)) into *w  
yields  
1/50.2 0.4* /w ww Q H h g    , which implies that the characteristic width of the bubble 
plume is proportional to the gas release rate with a power exponent of 0.2 a prediction consistent 
with the experimental results, as shown in Figure 5.3.7 inset (b).  
 
Figure 5.3.8 Flow patterns of ambient pore water visualized in the green color given by a UV 
illumination of the fluorescent tracers. The water velocity fields are illustrated in red arrows, for (a) 
5 ml/min, (b) 10 ml/min, (c) 20 ml/min and (d) 30 ml/min. The yellow rectangular box indicates the 
area where pore water velocities are averaged. 
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Microbubble-induced ambient pore water flow 
O'Hara et al. (1995) described and quantified pore-water flows associated with gas ebullition by 
injecting gas to a tank filled with permeable sands. They manually timed the flow tracks of the dye 
and concluded that the pore-water circulation rate is proportional to the gas injection rate. Kong et 
al. (2010) further demonstrated that rising bubbles carried granulates along the circulation paths in 
water-saturated unconsolidated porous media. In the present study, we employed sodium 
fluorescein as passive tracers to track pore-water flows. Figure 5.3.8 shows typical patterns of the 
pore-water circulation as well as velocity fields at the steady state (after the gas breakthrough, t > 
t*) for gas release rates of 5, 10, 20, and 30 ml/min.  
 
Circulations due to lift-up of pore water inside the bubble plume and draw-down of pore water 
outside the plume are clearly shown. The averaged pore water velocity ( sv ) over the cross-sectional 
area (outside the bubble plume) is plotted versus the gas release rate in Figure 5.3.9.  
 
 
Figure 5.3.9 Averaged pore water velocity over the cross-sectional area indicated by the yellow 
rectangular box in Figure 5.3.8(D). 
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The drag force exerted on each individual bubble is given by Clift et al. (1978): 
     2 2
1 1
4 2
d D wF d C  
 
  
 
    (5.6) 
where d is the bubble diameter, CD is the drag coefficient, ν is the relative velocity between bubble 
and water, and 
w  is the water density. 
Rodrigue (2001) proposed an equation to calculate the relationship between Re  and DC , 
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  being the Morton number ( w is the dynamic 
viscosity of water and s is the surface tension) and Re  being the Reynolds number. 
Given the room temperature and atmospheric pressure, we have Re 20 and 112 10oM
  for a 
300 µm nitrogen bubble at its Stock terminal velocity. As a result, DC is given by: 
     1ReDC 
 ,      (5.8) 
where 18.5  . 
Considering the momentum exchange between the ebullient bubbles and pore water inside the 
plume, we have   
     *d wF t n M v     ,    (5.9) 
where 
3
*
4
3
Qt
n
r
  is the number of bubbles with a radius of r being released over the period of 
breakthrough time ( *t ), M is the mass of water and wv is the average water velocity inside the 
bubble plume.  
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The relative velocity between bubble and water is given by: 
     bf wv v v        (5.10) 
where /bf w wv c g   is the plume front velocity and c is the REV-averaged gas volume fraction. 
The mass of pore water inside the bubble plume is given by: 
     *(1 )M hH w c        (5.11) 
Given that the gas volume fraction is general below 3%, we then assume 1 1c  . 
Noting that the mass flux of pore water inside the plume equals to the one outside the plume, wv  is 
the associated mean pore-water velocity over the cross-sectional area within the bubble plume. sv is 
the averaged pore water velocity over the cross-sectional area outside the bubble plume. We further 
assume that wv  and sv are related to each other by: 
     ( 1)
*
w s
L
v M v M
w
       (5.12) 
where sv  is the averaged pore-water velocity, L  is the width of the flume, and 
3* */w Qt  is the 
characteristic width of the plume. 
In Equation (5.12), 
*
L
w
 is much larger than 1 and thus we have  
     ( )
*
w s
L
v M v M
w
      (5.13) 
Further manipulations lead to 
    
0.6 1.2 0.4
1.6
2 0.6
( )
( )
w
s
w
Q H h
v
r L g

  

      (5.14) 
This scaling solution shows that sv is proportional to
0.6Q , a prediction which was also tested and 
demonstrated to be in a good agreement with the experimental results (Figure 5.3.9).  
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5.4 Implications 
The findings presented above are of particular implications for larger scale problems, such as 
quantification of gas seepage at the field scale. As mentioned in the introduction, field 
measurements of soil gas concentration anomalies (in the vadose zone below soil surface) have 
been used to infer the gas concentration distribution right above the water table under various nature 
conditions (Zuo et al., 2013). If we assume that the width of gas distribution, w , can be inferred 
from the second moment of measured soil gas concentration profile, according to our results /w w  
approaches a constant at equilibrium, which depends on soil layer thickness, soil porosity, soil 
permeability, and soil water properties. Using the scaling solution derived here we may be able to 
estimate the gas release rate from fracture/fault zones to the soil layer, given that w is proportional 
to the gas release rate with a power of 0.2. Certainly, further experiments are required to 
characterize site-specific soil textures/properties, since they will also affect the behavior of /w w . 
5.5 Concluding remarks 
Bubble flow and resulting ambient pore-water circulation in a 2D water-saturated porous medium 
have been systemically and quantitatively investigated in this study. Combining the experimental 
results with scaling analyses, we have provided a mechanistic insight into the nature of the 
microbubble dispersion process in the porous medium through characteristic bubble plume 
parameters, including plume tip velocity, plume width and breakthrough time of plume front. The 
characteristic width and breakthrough time of the bubble plume were shown to be proportional to 
the gas release rate with power exponent of 0.2 and -0.4, respectively. Circulation of ambient pore 
water was investigated and its cross-sectional averaged velocity was found to be proportional to the 
gas release rate with a power exponent of 0.6, different from the linear relationship found by O'Hara 
et al. (1995). All the scaling solutions will help to improve our understanding of a wide range of gas 
seepage problems under nature conditions. However, scaling solutions proposed in this study may 
only be applicable for discrete bubble transport in porous media with a certain range of porosity and 
permeability. One should be aware that the proposed scaling solution might be limited to the 
following conditions due to the scope of the work performed: 
 For extreme low gas volume fraction (approaching zero), where sparse and isolated bubbles 
are rising through pore space within a water-saturated porous medium, bubble plum front 
velocity could be close to isolated bubble velocity which is a function of bubble radius and 
not affected by the gas volume fraction.  
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 For higher gas volume fraction (up to several deca-percent), bubble plume front velocity is 
not only affected by bubble size but also its volume fraction. In this regime, an effective 
viscosity of bubble-water mixture is often defined to count for the effect of increasing gas 
volume fraction (Brown, 2000). 
Further studies are required to examine in detail the hydrodynamic interactions between bubble 
ebullition and pore-water under different boundary conditions and within different types of porous 
media.  
 
  
 73 
 
CHAPTER 6 
6 Two phase bubbly flow simulation in porous 
media 
Abstract 
The coal seam gas industry has raised public concerns about the risk of potential groundwater 
contamination, where gases leaked from coal seams are thought to contribute to polluting 
groundwater. However, the basic principles and controlling parameters for gas seepage from deep 
ground formations to the ground surface are not fully understood. Microbubble flow, as a possible 
mechanism for gas transport in the subsurface environment, was investigated using laboratory 
experiments as presented in Chapter 5. In this chapter, a continuum numerical model is developed 
to simulate bubbly flow in a two-dimensional porous medium at the pore scale. A “point source” 
with pre-set bubble fluxes was specified in the domain according to the laboratory experimental set-
up with the flume size represented by around 7000 disc particles to mimic the porous media. The 
bubble transport behaviour and bubble induced ambient pore water flow were compared with the 
laboratory data and further tested against the scaling solutions proposed in Chapter 5. The limitation 
of this continuum model is also discussed. The simulation results provide us with more physical 
insights into the complex bubble transport behaviour in porous media. 
6.1 Introduction 
A conceptual model is shown in Figure 6.1.1 to illustrate subsurface microbubble transport 
processes, where bubbles were transported in the fracture which acted as the point source of gas for 
the soil layer. The microbubble transport mechanism is not well understood, especially in the 
saturated shallow soils near the ground surface. This saturated porous medium could act as a buffer 
zone for gas bubbles percolating through the basement rock and modify the microbubble transport 
behaviour and hence soil gas concentration signals seen at the ground surface. To explore any 
potential buffering effects, we performed two-dimensional (2D) modelling to simulate the transport 
process of microbubbles with a localized source of gas bubbles at the bottom boundary of the 
saturated soil later. This “point” source simulates the input condition provided by gas flow through 
fractures underlying the saturated soil layer. In analysing the numerical results, we aimed to 
understand and quantify the advective and dispersive bubble transport behaviour. 
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Figure 6.1.1 Conceptual model of the gas movement in the studied subsurface environment: a) 
microbubble flow in a fracture; b) bubble flow in the saturated soil layer; the microbubbles become 
more dispersive in the soil layer; and c) gas transport in the vadose zone. 
Numerical simulations of gas transport in porous media have been extensively studied previously. 
In this work, three conventional continuum gas transport models are discussed, including a two 
phase Darcy flow model, a continuum “colloidal” microbubbles transport model and a two phase 
bubbly flow model in porous media at the pore scale.  
6.1.1 Two phases Darcy flow 
The two phases Darcy flow model treats both the water phase and gas phase as continuum phases. 
The two phases dynamically interact by relative permeability and effective saturation, which 
depend on how much space is occupied by each phase. The governing equations for water and gas 
flow are given (Mualem, 1978): 
For the wetting phase (water): 
    ,
( )r w w nw w
w w
w c
P P
g z
t
kk Se
P
P

 
 
   
  
 
      (6.1) 
For the nonwetting phase (gas): 
    ,
( )r nw w nw w
nw nw
nw c
P P
t
kk Se
P g z
P

 
 
   
  
 
      (6.2) 
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where subscript w is for the wetting phase (water phase); subscript nw is for the non-wetting phase 
(gas phase); x and z are the horizontal and vertical coordinates, respectively; k is the medium 
permeability [L
2
]; kr is relative permeability for the wetting or non-wetting phase [-];  is the 
dynamic viscosity [M/TL];  is fluid density [M/L3]; g is the magnitude of gravitational 
acceleration [L/T
2
]; q is the volume flux [L
3
/(L
2
T)]; Se is effective saturation (varying from 0 to 1); 
and P is the pressure [M/LT
2
]. The capillary pressure could be expressed as C nw wP P P  . 
Specific capacity is defined as: 
     w
w nw
c
C
Se
C
P



         (6.3) 
where C is the specific capacity [LT
2
/M] and  is the porosity, [L
3
/L
3
].  , C, Se ,k and Pc vary 
simultaneously. Mualem (1976) and van Genuchten (1980) applied the retention and permeability 
formulas to express changes in the  , C, Se and k as functions of Pc. The capillary pressure was 
transformed to the equivalent height of water head as Hc= Pc /(water g). 
The hydraulic properties relative to the wetting fluid are given below: 
If Hc>0 (unsaturated zone): 
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 If Hc≤0 (saturated zone): 
      
,
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

      (6.5) 
For the non-wetting fluid: 
 76 
 
     
,
1
2
,
1
(1 ) (1 )
nw s w w
nw w
nw w
L mm
r nw w w
Se Se
C C
k Se Se
   
 
 
  
    (6.6) 
where s

is the total porosity; r

is the residual porosity to the total porosity; α,n ,m and L are the 
Van Genuchten parameters, which depend on the soil type. 
The approach described above can be applied to simulate continuous gas phase transport in the soil 
layer, which is driven by pressure. However, in terms of bubble migration, bubbles are driven by 
the buoyancy force and travel discretely in the porous media. The gas relative permeability could 
not be applied to describe discontinuous bubble flow. Furthermore, this approach does not provide 
the gas concentration information. Bubble concentration is of importance particularly for 
interpreting the soil gas concentration mapping results. Therefore, a different approach to 
quantifying the microbubble flow is described below.  
6.1.2 Continuum “colloidal” microbubbles transport 
Price (1986) conducted qualitative experiments to study bubble flow in porous media. It was found 
that large gas bubbles stick to surfaces and are trapped at pore throats. These large bubbles then 
block the pathway of (small) rising bubbles. However, the bubbles considered in the present study 
are microbubbles of colloidal sizes. MacElvain  (1969a) suggested that if bubbles are in colloidal 
sizes (in the range between 0.7 and 20 µm), Brownian motion would prevent them from sticking to 
solid particle surface, and they could continue to move upward. Wan (2001) tested this hypothesis 
using laboratory experiments to generate stable microbubble and measure their transport properties 
in porous media. The results indicated that the surface interaction between sand grains and bubbles 
are not favourable for deposition. Under such surface interaction, microbubbles can travel over 
significant distances in the subsurface environment. The individual gas bubbles can be considered 
as finite fluid particles within the continuum liquid. Therefore, microbubble transport in porous 
media may be treated as a special case of colloid transport (Wan et al., 2001): 
     
2
2 o a
C C C
R D v k C
t z z
  
  
  
    
(6.7)
 
where C is the microbubble concentration [M/L
3
], R is the retardation factor for local sorption 
equilibrium, t is the time [T], vo is the gas velocity [L/T], D is the dispersion coefficient [L
2
/T] and 
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ak is the trapping coefficient. In applying the above colloidal transport equation, an important 
question arises regarding how to define the dispersion coefficient and the microbubble flow 
velocity. Every single microbubble has an individual dispersion ability and velocity. In an infinite 
viscous medium without walls or other particles, the bubbles movement in static water is assumed 
to be in accordance with Stoke’s law (Varhegyi, 1986), which is applied to calculate the bubble 
velocity applied as given by Equation. (6.8) 
     2
18
w g
v d g
 


      (6.8) 
where ν is the bubble velocity relative to the water [L/T], d is the bubble diameter [L], ρ is the water 
density[M/L
3
] and µ is the water dynamic viscosity [M/TL].  
Stoke's Law is only applicable to small bubbles with an immobile surface. As shown in Equation 
(6.8), the bubble velocity is directly related to the bubble diameter. When the hydrostatic pressure 
decreases, bubble radius grows which results in an increase of bubble velocity. The bubble velocity 
given by the Stoke equation is only applicable to single bubble motion, and does not consider 
interference by the other bubbles and the wall effect induced by the fracture/porous media. 
Wall effect: When the bubbles come into close contact with walls, the terminal bubbles velocities 
decrease because although the buoyancy force is unaffected, the viscous drag increases since the 
fluid displaced by the rising bubble is squeezed into a narrower cross sectional area between the 
wall and particle, increasing the viscous resistance to flow. Happel and Brenner (1983) investigated 
the wall effects on the motion of a single particle, and found that the wall effects are smaller, if the 
particle size is significantly smaller than the aperture. The bubbles velocity along a narrow 
fracture/pore space, including the wall effect, can be described by the following equation (Brown, 
2000): 
  
3 4 5/ 1 1.004( / ) 0.418( / ) 0.21( / ) 0.169( / )wv v r b r b r b r b        (6.9) 
where r is the bubble radius [L], b is half size of the fracture aperture [L], wv is the bubble velocity 
[L/T] along the fracture and v is the Stoke’s velocity without wall effect [L/T]. 
Bubble collisions and coalescence: The interplay of bubble rebound and coalescence could be 
important when a group of bubbles migrate in the form of bubble trains. The bubble coalescence 
and the bubble rebound are controlled by attractive surface forces, hydrodynamic interaction and 
dynamic bubble collisions (Vakarelski et al., 2010). When gas fluxes increase, bubbles can coalesce 
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and produce vertically elongated bubbles, called “slugs”, creating continuous gas streams within the 
porous media (Etiope and Martinelli, 2002). In general, the maximum size of a bubble is 
constrained by the minimum cross-section area of the flow pathway, such as the throat of the 
fracture/granular porous media. Varhegyi (1986) established a model to estimate maximum bubble 
size as a function of the porosity and the grain size: 
     1.26 ( 0.21)Gd d        (6.10) 
where d is the bubble diameter [L]; Gd is the mean grain size [L] and  is the medium porosity.  
This population colloidal microbubble transport model is efficient for modelling bubble flow in 
porous media; however, this approach does not include the dynamic interaction between the bubble 
and ambient water. As illustrated in the previous chapter, the bubble-induced pore water may 
interact with bubble flow strongly. 
Considering the above two models’ disadvantages, we selected a two phases bubbly flow model for 
the study. This model, a continuum two phase flow model described by Navier-Stokes equation, can 
simulate the buoyancy force and the dynamic interaction between bubbles and water. A numerical 
model using COMSOL Multiphysics engineering simulation software is developed. COMSOL is a 
finite element simulation software (Li et al., 2009). It is originated from the MATLAB toolbox and 
has been well integrated with a MATLAB, which provides convenience for pre-processing and 
post-processing. The program has been applied and tested extensively for a range of gas transport 
problems in both saturated and vadose zones (Abreu and Johnson, 2005, You et al., 2011). A 
continuum numerical model was carried out to simulate bubbly flow in a two-dimensional pore 
scale porous medium, equivalent to the laboratory experimental set-up. 
6.2 Methodology 
Two phase bubbly flow in porous media at the pore scale was described by continuum models with 
mass and momentum conservation equations. 
Mass conservation (continuity) equations: 
     ( ) ( ) 0l l l l lu
t
   

 

     (6.11) 
     ( ) ( ) 0g g g g gu
t
   

 

     (6.12) 
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Momentum conservation equations (Navier–Stokes equation): 
   ( ) [ ( )]Tl l l l l l l l l l l l l lu u u p g u u
t
        

        

  (6.13) 
where subscript l  denote a liquid phase, subscript g denote a gas phase,   is the density,   is the 
phase volume fraction, u  is the phase velocity, µ is the fluid dynamic viscosity, p  is the phase 
pressure, ( )u
t



 is the local acceleration term, u u   is the convective acceleration term, p  
is the pressure force, g  is the gravity force and [ ( )]Tu u    is the viscosity force. 
In this work, the released bubbles remained spherical shape (the bubble size is around 300 µm) 
through the experiments and were about one order of magnitude smaller than gelbeads. No trapping 
and attachment of bubbles to solid matrixes were visually observed. Consequently, there is no direct 
contact between gas and solid matrixes throughout the experiments, leading to no capillary actions 
involving solid matrixes. Accordingly, capillary effects are not included in the bubble transport 
numerical model. Therefore, Navier-Stokes equation is adequate and appropriate to simulate 
discrete bubble transport.  
According to the mass and momentum conservation equation, lu  could be calculated as 
      g l slipu u u        (6.14) 
where slipu is the velocity difference between gas phase and liquid phase. 
The drag force exerted on each individual bubble is given by (Clift et al., 1978, Kitanidis, 1997, 
Crowe et al., 2011). 
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where dC  is the drag force and bd is the bubbles diameter. The Hadamard-Rybczynski formula can 
be applied to calculate dC  (Hadamard, 1911, Rybzynski, 1911): 
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
       (6.16) 
The gas density is calculated from the ideal gas laws: 
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g
pM
RT
        (6.17) 
where P is the pressure of the gas, M is the amount of substance of gas, R is the universal gas 
constant and T is the absolute temperature of the gas. 
The relationship between the gas volume fraction and liquid volume fraction is: 
      1l g         (6.18) 
 As shown in Figure 6.2.1, a two-dimensional water-saturated domain was created with dimensions 
of 700900 mm
2
 (widthheight), the same size as the laboratory experimental flume. There are 
approximately 7000 spherical particles in the domain to simulate the porous medium, which 
generates a porosity of 0.494 for the domain. A sequential sphere packing method was applied to 
establish the pore-scale domain. This packing method employs trilateration equations to pack 
spheres with a predefined grain size distribution (gelbead grain size distribution) and a given 
porosity (Duc et al., 2014). The boundary conditions are specified as shown in Figure 6.2.1. 
A series of numerical experiments with different gas release rates ( Q ) of 5, 10, 20 and 30 ml/min 
were conducted. The gas inlet diffuser is a gas flux boundary, thus the gas release rates were 
converted into gas flux of 41.78 10 , 43.57 10 , 47.15 10  and 411 10 kg/(m2·s) corresponding 
to the gas release rates and bubble diffuser setting applied in the laboratory experiments. 
6.3 Results and discussion 
In order to test the model performance, the mass conservation is examined. As shown in Figure 
6.3.1, the total gas flux at the domain’s top boundary was plotted over time with different gas 
release rates. The evolution of the gas flux over time exhibits a rapid increase and sharp overshoots 
in the initial stage. After the gas breakthrough, gas fluxes were stabilized and kept at a plateau. The 
overshoot could be caused by massive ambient gas transporting together with a bubble plume 
during a short period of time right after the gas breakthrough, but this local disturbance quickly 
fades away. On each curve, the input gas fluxes are labelled for different gas release rates, they all 
match well with gas output fluxes at the steady state. The model is shown to be mass conservative.  
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Figure 6.2.1 Sketch of geometry and boundary conditions for the current numerical study: no-flow 
boundary conditions for the domain bottom boundary, the side boundaries and disc particle surface. 
A specified gas flux is set as the bubble diffuser point (the red line at the bottom). 
6.3.2 Bubble plume development 
In order to examine results simulated by the numerical models in comparison with the laboratory 
experiments, the simulation results are analysed following the procedure for analysing the 
laboratory experimental data. The variations of estimated bubble plume width at the domain top (
topW Q ) are shown in Figure 6.3.2(a), after the bubble plume breakthrough and reaching the 
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steady state. The slope of the 
topW - Q  trendline is 1.65, which is around 1.6 times that of the 
laboratory topW -Q  trendline (slope=1). 
 
Figure 6.3.1 Evolution of gas mass flux on the top boundary over time. 
   
Figure 6.3.2 a) The width of the bubble plume ( topW ) at the domain top boundary, b) gas mass flux 
distribution at the domain top boundary. 
To understand this inconsistency, gas flux distributions at the domain top boundary are plotted. As 
shown in Figure 6.3.2 (b), the gas flux variation at the top boundary corresponds with the increasing 
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gas release rate. For low gas release rate 5ml/min, the modelled 
topW  is narrower than laboratory 
results. However, for high gas release rate 30 ml/min, the modelled topW is wider than the laboratory 
results, which leads to the steeper topW -Q  trendline slope. 
As discussed in Chapter 5, there are 11 divisions at the upper part of the laboratory flume. In order 
to compare against the laboratory results, modelled gas fluxes at the top boundary were assigned 
and normalized into 11 divisions corresponding to 11 cells at the top of the laboratory flume. Just 
like what we observed during the laboratory experiment, the gas discharge from the domain top 
concentrated over the plume area with only three middle cells receiving gas, and the maximum rate 
occurred at the centre above the gas release point. However, regarding the modelled gas flux 
variations, the distributions are flatter and exhibit a symmetrical spreading. Additionally, according 
to laboratory results, gas discharge rate decreased with the gas release rate in the centre cell but 
increased in the neighbouring cells on both sides, whereas modelling results are more random 
without a consistent tendency (see Figure 6.3.3). 
 
Figure 6.3.3 Normalized gas fluxes at the domain top boundary based on the simulation results 
The evolution of the plume front was defined by a fixed gas volume fraction, which is equal to 20% 
of the maximum gas volume fraction. Note that the gas volume fraction is defined within a 
Representative Elementary Volume (REV) of 8 8 mm2, which is consistent with the REV applied 
for analysing the  laboratory data. As shown in Figure 6.3.4, Ht is the distance of the plume front 
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from the release point before the bubble breakthrough. The evolution of the plume front over time 
exhibits an advancing speed which is analogous to5 and 10 ml/min. Whereas, for gas release rates 
of 20 and 30 ml/min, advancing speed also behaved similarly but both slightly increased compared 
with the results for the low gas release rates. Unlike the laboraotry results, there is no consistent 
advancing speed among the results for the various gas release rates.  
By tracking the bubble plume front, the plume breakthrough times were obtained for all cases with 
different gas release rates. In order to test if the numerical results also follow the scaling solutions 
proposed for the laboratory experiments conditions, ln( *)t versus ln( )Q was plotted. The slope for 
the trendline between ln( *)t  and ln( )Q is -0.137, which is three times smaller than that of the 
scaling solution proposed for the laboratory experiment (-0.4). The overall *t  is around 3-5 seconds 
smaller than laboratory results, as shown in Figure 6.3.5. 
 
Figure 6.3.4 Temporal evolution of the bubbles plume fronts under various gas release rates 
The mean lateral width of the bubble plume was tracked over time, as shown in Figure 6.3.6. The 
lateral width of the bubble plume gradually increased with the gas release rate. In the initial stage of 
the plume development (less than 15 s, prior to bubble plume front breakthrough), the higher gas 
release rates produced wider plume widths. In the later stage of the plume development, the plume 
width approached a steady state over time. The temporal variation of the plume width standard 
deviation over time exhibited a gradual increase followed by a relatively constant level, especially 
0 5 10 15 20 25 30
0
100
200
300
400
500
600
700
t (s)
H
t 
(m
m
)
 
 
5ml/min
10ml/min
20ml/min
30ml/min
 85 
 
after the plume breakthrough. We also tried to apply a characteristic width to normalize/non-
dimensionalized the numerical results; however, we failed to find a suitable characteristic width to 
converge all curves into a relatively uniform trend. 
 
Figure 6.3.5 Characteristic time ( ln( *)t ) versus gas release rate ( ln( )Q ) 
 
Figure 6.3.6 Evolution of the bubble lateral width over time and its standard deviation shown in 
inset (a) 
Pore-water flows associated with gas ebullition was also demonstrated by the numerical model. 
Circulation due to lift-up of pore water inside the bubble plume and draw-down of pore water 
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outside the plume is clearly illustrated. As shown in Figure 6.3.7, the vertical pore water flow 
velocities were plotted along transects at various heights of the simulation domain. In the domain 
centre (more likely within the bubble plume), besides the ascending pore water, there is also pore 
water descending. This pore water descending could be caused by localized circulations inside the 
plume, which may confine the bubble plume size. Outside the bubble plume, almost all of the water 
flows downward and the higher gas release rate leads to a faster pore water velocity. 
 
    
     
Figure 6.3.7 Bubble induced pore water velocity (ln(v)) in vertical direction under various gas 
release rates. The red lines represent the upward pore water flow, and the blue lines show the 
downward pore water flow. 
The average pore water velocity ( v ) over the cross-sectional area outside the bubble plume was 
plotted versus gas release rate in Figure 6.3.8. Based upon the scaling solution described in Chapter 
5 v  is proportional to 0.6Q . The numerical results were tested by plotting a trendline with an 
exponent 0.6. The slope 0.6 was found to underestimate the actual trend, which is better fitted by 
slope 0.8.  
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Figure 6.3.8 Averaged pore water velocity over the cross-sectional area outside the bubble plume  
    
Figure 6.3.9 The gas volume fraction distribution under two drag coefficient conditions, the black 
circles are the particles in the domain. 
Compared with laboratory conditions, the inconsistent modelled results of the bubble plume width 
and the breakthrough time could be influenced by the drag coefficients dC applied in the model. A 
simple numerical experiment was conducted to examine the dC influence on the bubble plume 
width. The drag coefficient in Figure 6.3.9 (b) is 100 times larger than that of drag coefficient in 
Figure 6.3.9 (a). Consequently, the lateral bubble plume width is almost doubled in Figure 6.3.9(b). 
By applying a larger drag coefficient, we exert more resistance force on bubbles. Thus, the bubble 
(a) (b) 
slope=0.8 
 88 
 
vertical velocity would be reduced, which prolongs the bubble plume breakthrough time and 
enhance the bubble dispersion. Those effects may lead to more realistic results compared with the 
laboratory data, because the modelled breakthrough time is indeed less than bubble plume 
breakthrough time observed in the laboratory experiments, by approximately 3-5 seconds. Further 
investigations are required to understand more about drag coefficients impacts on the bubble 
transporting behaviour and ambient pore-water flow, and to develop a proper drag coefficient 
function to replicate the laboratory experiments. A parametric study and a sensitivity study are also 
needed to be carried out for those purposes. 
6.4 Conclusions 
A continuum pore scale two phase bubbly flow model was developed and tested. The numerical 
model was applied to replicate the laboratory experiments and allow more detailed studies which 
were not feasible in the laboratory experiments. The preliminary numerical results have revealed 
that the proposed continuum numerical method is capable of simulating bubbly flow events and 
bubble-water dynamic interaction phenomena. In this study, the numerical results were examined 
against laboratory results as well as the scaling solution described in Chapter 5. Although the 
modeling results do not quantitatively match the laboratory data, the modelled results capture the 
trends/tendencies/features of bubble plumes under various gas release rates, such as the plume 
width, plume breakthrough time and the pore-water flow velocity.  
The proposed numerical method has a relative high computing cost, with around 1 million elements 
needed to represent the domain, and this requires approximately 1 week to complete one simulation 
for one gas release rate case. As it was demonstrated that the drag coefficient applied in the model 
impacts the bubble transport behavior, further studies should be carried out to focus on the drag 
coefficient effects. The solid particles packing method should also be investigated further in the 
future. 
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CHAPTER 7 
7 Conclusions and recommendations 
7.1 Key findings and implications  
As an effective non-invasive technique to explore permeable geological structures (fracture and 
fault zones), several soil gas mapping methods and a gamma ray spectrometer (GRS) ground survey 
have been tested and further improved to identify faults and fractures at the HVO Carrington West 
Wing coal mine extension site in the Hunter Valley region. The results of soil gas and GRS from 
measurements along the West–East transects showed several sharp anomalous spikes of gamma 
intensity detected along the transect that corresponded very well with radon measurements taken 
along part of the same transect and with inferred locations of fault structures based on the 
geological mine model.  
Three parameters (radon, gamma ray and CO2) all illustrated revealed anomalies despite different 
measurement techniques applied. Even though around 1.5 years elapsed between soil gas sampling 
and the gamma ray survey, anomalous distributions appeared to show the similar trends. 
Conventionally, soil gas mapping was used to measure geological structures at the kilometres scale. 
Our study has demonstrated that the soil gas mapping technique can be successfully implemented in 
the decametres scale, which provides a suitable method for faults/fracture detection in relative 
shallow coal seam system. The implementation of radon and other soil gas measurements over a 
shorter transect length may require only several days, and the measurement of gamma radiation 
with suitable devices can be conducted within an hour, providing a relatively fast and less labor-
intensive approach. 
The basic principles and controlling parameters for gas (bubbles) seepage from deep ground 
formations to the surface were not fully understood. In order to better understand gas transport 
mechanisms in the subsurface environment, bubble flow and resulting ambient pore-water 
circulation in a 2D saturated porous medium have been systemically and quantitatively investigated 
in this study. Combining the experimental results with scaling analyses, a mechanistic insight was 
provided into the nature of advective and dispersive bubbles transport behaviour in a porous 
medium through characteristic bubble plume parameters, including plume tip velocity, plume width 
and breakthrough time of plume front. The characteristic width and breakthrough time of the bubble 
plume were shown to be proportional to the gas release rate with power exponents of 0.2 and -0.4, 
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respectively. Circulation of ambient pore water was investigated and its cross-sectional averaged 
velocity was found to be proportional to the gas release rate with a power exponent of 0.6. The 
scaling solutions will improve our understanding of a wide range of gas seepage problems under 
natural conditions.  
During the laboratory experiment, a new method has been established for analysing highly clustered 
bubble images to determine the bubble size distribution. This method was based on the linear 
relationship between the diameter of the bubble and its light centroid diameter due to the geometric 
similarity of light scattering on spherical bubbles. In practice, this relationship can be determined 
through liner regression of data and images captured by a camera with a pre-set aperture. As the 
light centroid can be delineated easily using standard image processing techniques, this method 
provides an effective way for measuring bubble sizes and size distribution under highly clustered 
conditions, as demonstrated by the validation case study presented.  
A continuum numerical model was developed to simulate pore-scale bubbly flow in a two-
dimensional porous medium based on the laboratory experimental set-up. The simulated bubble 
transport behaviour and bubble-induced ambient pore water flow were compared with laboratory 
data and further tested against the scaling solutions derived from the laboratory experiments. 
Although the modeling results do not quantitatively match the laboratory data, the model results 
capture trends/tendencies/features of bubble plumes under various gas release rates, such as the 
plume width, plume breakthrough time and the pore-water flow velocity.  
7.2 Future work 
As a relatively fast and less labor intensive approach, application of a higher resolution gamma ray 
sensor is recommended for further study. Gamma ray spectrometer (GRS) devices are highly 
mobile and do not require any ground installation, which makes them non-invasive and ideal for use 
in areas where applications of invasive methods are restricted and the use of heavy machinery is 
prohibited by rugged or heavily vegetated terrain. It also has a potential application for larger and 
more intensive mapping surveys. The further research work will produce a much-needed procedure 
for fast, non-invasive and easy-to-conduct technique for identifying of geological features in the 
ground. The result of the in situ measurements can be used to optimise drilling campaigns. 
Additionally, the survey will produce gamma spectral anomaly maps showing locations of potential 
permeable fracture zones opened or reactivated as a ground response to the approaching mining 
face. Therefore the GRS survey will become an invaluable tool for localization and characterization 
of faults and mining induced fractures.  
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Scaling solutions proposed in this study may only be applicable for discrete bubble transport in 
porous media with a certain range of porosity and permeability. Further studies are required to 
examine in-detail the hydrodynamic interactions between bubble ebullition and pore-water under 
different boundary conditions and within different types of porous media. Furthermore, Water table 
variations effects on the microbubble transport behavior could also be studied. 
 Bubble transport in the porous media has been studied with a very small ratio of bubble size to 
solid particle size without bubble trapping observed. By increasing this ratio, the bubbles could be 
trapped by the porous media in the pore space or pore throat. This bubble trapping would severely 
change bubble transport behaviour and the hydrodynamic interactions between bubbles and ambient 
pore-water. Further studies are required to investigate various ratios between bubbles size and solid 
particle size, thus a bubble phase diagram could be produced to determine correlation between the 
bubbles’ trapping and velocity.  
In terms of the two phase bubbly flow modelling, since it has been demonstrated that the drag 
coefficient applied in the model affects significantly the bubble transport behavior, further studies 
should be carried out to focus on the drag coefficient effects. The solid particles packing method 
and associated effects should also be further examined. During the laboratory experiments, dye 
tracer tests were conducted, the solute transport and the particles tracking simulation could also be 
investigated to compare with laboratory results and further examine modelling performances. 
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APPENDIX A  
Size distribution measurement for highly clustered bubbles via image 
analysis 
Abstract  
Under high bubble density and clustered conditions, conventional image analysis methods are 
unable to provide accurate measurement of the bubble size distribution because of the difficulties to 
clearly identify the outline edges of individual bubbles. This paper presents a new method 
developed to deal with the issue based on a linear relationship between the light centroid and dark 
outline of bubble projection. The light centroids of individual bubbles in clusters can be measured 
accurately and used to determine the bubble size. Tested under a highly clustered condition, the new 
method was found to be effective and robust. 
A.1. Introduction 
Measurement of the bubble size distribution (BSD) has been explored for a wide range of 
applications, such as gas extraction/separation in mining engineering, characterization of acoustic 
signals in ocean engineering and efficiency of bubble-particle collision/adherence in ore processing. 
Various image techniques have been developed for measuring the BSD under both laboratory and 
in-situ conditions (Hernandez-Aguilar, Coleman et al. 2004). The McGill University Bubble Size 
Analyser (MBSA) developed by Hernandez-Aguilar, Gomez et al. (2002) is currently the most 
widely used measurement device with built-in image analysis software. Despite the ease in 
applications, the image analysis method is constrained when the bubbles are highly dense and 
clustered (Leiva, Vinnett et al. 2010).  
In order to separate clustered bubbles, the watershed segmentation method was successfully applied 
by Beucher (1992) under conditions of low cluster intensity. However, this technique might not 
present accurate results under highly clustered conditions. Feng (2011) developed a method within 
the Image Toolbox of Matlab (Mathwork, 2011b) for analyzing clustered bubbles. The shortcoming 
of this method is the neglect of the bubble outlines, resulting in a systematic underestimation of the 
bubble diameter. The most advanced image analysis method is the so-called template-matching 
technique (Miskovic 2011). Although this technique performs better than the one introduced by 
Feng (2011), it still cannot capture many small bubbles in clusters. Furthermore, this technique is 
 102 
 
complicated for use and requires detailed information about the morphology of clusters, which is 
often not available. Another approach is based on adjusting a shape factor to eliminate non-circular 
patterns/shapes, which are mostly likely to be clustered bubbles (Bailey, Gomez et al. 2005). 
Applying this approach may cause a reduction in bubble sampling sizes, raising concern with the 
representativeness of the measured BSD (Kracht, Emery et al. 2013). 
In this paper, a new method is introduced and tested for analyzing highly clustered bubbles images. 
Based on an optical relationship between the light centroid and dark outline of bubble projection, 
this method allows automated identification of individual bubbles in clusters and provides an 
effective way for accurate measurement of the bubble size distribution under highly clustered 
conditions. 
A.2. Methodology  
A.2.1. Laboratory experimental setup 
To capture bubble images, the Anglo Platinum Bubble Sizer (http://www.jktech.com.au/anglo-
platinum-bubble-sizer) was used. The schematic of this apparatus is shown in Figure A.2.1. It 
comprises mainly a viewing chamber, which is attached to a sampling tube in the bottom and a gas 
storage column for volume measurement on the top. The sampling tube is submerged in a container 
filled with a Sodium Dodecyl Sulphate (SDS) surfactant solution. A gas sparger connected with a 
gas flow controller is located at the container bottom. Bubbles, driven by the buoyancy force, float 
upwards and pass through the inclined viewing chamber, forming a plane of bubbles with little 
overlapping. This plane is illuminated from the back and pictures are captured by a digital camera. 
A micro-stage meter is used for length calibration of the pictures, which gives the size of a single 
pixel 5.38µm in the testing case presented here.  
 
Figure A.2.1 Schematic of bubble size measurement using an Anglo Platinum 
Gas storage
Parallel back
light
Gas
sparger
Camera Viewing
Chamber
Mass flow
controller
Gas cylinder
(N 2 )
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Bubble Sizer.  
A.2.2. Image analysis 
A.2.2.1. Limitation of conventional image-processing methods in conditions of highly clustered 
bubbles 
For comparison with the new method, the image analysis software ImageJ (developed by the U.S. 
National Institutes of Health, 1997) was used. The conventional procedure for the bubble image 
analysis as adopted in this software consists of the following working steps: grayscale selection, 
setting image threshold to produce a binary image, hole filling process, filtering noises and particle 
analysis. An example of the analysis by this conventional procedure applied to a highly clustered 
bubble image is shown in Figure A.2.2.  
 
(a) 
 
(b) 
 
(c) 
Figure A.2.2 Analysis of a highly clustered bubble image: a) original image; b) 
output image after applying the image threshold and hole filling; c) image after 
clusters elimination by using circularity set above 0.8. 
The original image with highly clustered bubbles is shown in Figure A.2.2 (a). The application of 
an image threshold followed by the hole-filling process leads to a larger number of irregularly 
shaped bodies made of several bubbles, as shown in Figure A.2.2 (b). The clustered bodies can be 
eliminated when a circularity test is conducted using a threshold for the circularity set above 0.8. 
After the filtering process, there are only a few individual bubbles identified from Figure A.2.2(a). 
It is obvious that the processed bubble image shown in Figure A.2.2(c) cannot represent the actual 
BSD behind Figure A.2.2(a).  
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A.2.2.2 Linear relationship between bubble diameter and bubble light centroid 
As shown in Figure A.2.2(a), the image of a bubble illuminated from the backside consists of a light 
spot in the centroid of the bubble and an encompassed dark outline. When bubbles touching each 
other, outline edges are mutually connected, whereas their light centroids remain separated. Thus 
the centroids can be identified clearly and easily with available imaging techniques. Figure A.2.2(a) 
shows that the thickness of the outline edges get thinner with smaller centroids. There appears to be 
a relationship between the diameter of the bubble and the diameter of the centroid.  
In this study, we focus on bubbles of sizes less than 1 mm (in the SDS surfactant solution). 
According to Clift et al. (1978), bubbles take spherical shapes when their sizes are less than 1 mm. 
Assuming spherical particles, a mathematical relationship between the inner diameter (ID, light 
centroid size) and outer diameter (OD, real bubble size) of the bubble image can be derived. When 
parallel backlight penetrates through a spherical gas bubble, the light is scattered and reflected by 
the water-air interface as sketched in Figure A.2.3. Based on this consideration, Rodrigues and 
Rubio (2003) presented an explanation for the existence of the dark outline as a consequence of 
blocked luminous rays through the outer-ring of bubbles (see the black areas in Figure A.2.3). 
According to our experimental observations, the thickness of the outline also varies with the camera 
aperture size, therefore the relationship between ID and OD must be quantified by an aperture-
specific calibration. The ratio of ID to OD does not change with the bubble size due to the 
geometric similarity for spherical bubbles as illustrated in Figure A.2.3. Therefore, a linear 
relationship between ID and OD can be mathematically expressed as 
     secOD ID        (1) 
where OD is the bubble diameter, ID is the diameter of the light centroid and secθ is the ratio of ID 
to OD (  is shown in Figure A.2.3b). Equation (1) provides a way for predicting the bubble size 
based on the measured diameter of light centroid. 
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Figure A.2.3 Scattered and reflected light rays at the water-air interface of an air 
bubble in water: a side view of parallel light through a spherical gas bubble. The 
black color indicates the shadow area as a result of total reflection with an 
incidence angle exceeding 48.7° (Rodrigues and Rubio 2003). The colors of 
yellow, orange and brown represent the three camera apertures followed with 
three angles of light scattering; b illustration showing that the ratio between the 
size of light centroid (marked with orange) and size of bubble does not change 
due to the geometrical similarity. 
For the aperture-specific calibration, discrete bubbles are generated in surfactant solutions and 
selected to measure their OD and ID. secθ can then be determined from a linear regression of these 
data points, as shown in Figure A.2.4. Regarding the experimental testing cases, the linear 
regression gave a value of 1.44 for secθ with R2 equal to 99%. The result displayed in Figure A.2.4 
shows clearly that OD is a function of ID. The differences between the measurements and 
predictions by the regression model ranged between ±40µm (Figure A.2.4(b)). This random error is 
likely to have originated from the determination of the thickness of the dark outline after the 
threshold applies. As for light centroids of the same size, the bubble diameter shows random 
differences of about 07 pixels, which correspond to 040µm in diameter (5.38µm/pixel). Using a 
higher resolution camera can alleviate this systematic error. Image quality enhancement and 
reduced length/pixel ratio can provide a solution for enabling the measurement of smaller bubbles.  
 
a b
θ
14°
Focus length
48.7°1
39°θ
39°
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(a) 
 
(b) 
Figure A.2.4 Results of aperture-specific calibration for the testing case. a linear 
regression of calibration data: black crosses represent the data points; and the 
black line is the linear regression fitted result, which provides a way for predicting 
the bubble size based on the measured diameter of light centroid. b residual plot 
of the linear regression. 
A.3. Results and Discussion 
To validate this linear regression model and the BSD measurement method, a test was carried out to 
compare the BSDs measured with a conventional image analysis method and the new method based 
on the same bubble sample under discrete and clustered bubbles conditions. 173 bubbles were 
included in the analysis (Figure A.3.1(a)). According to Burns and Zhang (1999), 173 bubbles can 
ensure the confidence level at 96.3% with 110µm standard deviation, indicating that this sample 
size is adequate for model validation.These bubbles were generated in the 0.0005% (m/v) SDS 
surfactant solution with a gas injection rate of 5ml/min.  
The discrete distribution of the bubbles allows the application of the conventional image analysis 
method for the determination of the BSD (see Figure A.3.1(b)). For the purpose of a one to one 
comparison, the same individual bubbles were relocated to form one large cluster of bubbles, as 
shown in Figure A.3.1(c). The light centroids of the individual bubbles within the cluster were 
identified by inverting binary image as shown in Figure A.3.1(d). The diameters of bubbles’ light 
centroids (ID) were determined and used to calculate the bubble diameters (OD) based on the linear 
regression model shown in Figure A.2.4.  
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(a) 
 
(c) 
 
(b) 
 
(d) 
Figure A.3.1 Comparison between results of conventional image analysis and the 
new method: a image of discrete bubbles generated in the 0.0005% (m/v) SDS 
surfactant solution (including 173 bubbles). 10 bubbles touching the image edge 
are eliminated. b image processed by the conventional method derived from a. c 
image of highly clustered bubbles formed by relocating the bubbles shown in a. d 
output image of the light centroid measurement derived from c. All centroids are 
marked in blue. 
The BSDs based on measurements by the conventional and new methods under the discrete and 
clustered bubbles conditions are compared in Figure A.3.2. Note that the conventional method was 
not able to produce any useful result for the clustered condition (see Figure A.3.2a). The other 
obtained BSDs are almost identical, all fitted by a normal distribution. The mean diameter (D50) and 
standard deviation of all the BSDs are very close. The difference between the mean diameters given 
by the conventional method and the new method under the discrete conditions is less than 9.4µm 
(see Table 1), which is less than the distance of two pixels (5.38µm/pixel) with a relative error of 
only 1.8% (an insignificant random error likely caused by the limitations of the image quality). The 
new method provided rightly consistent measurement results of the BSD for the (same) bubbles 
under both discrete and clustered conditions. In contrast, the conventional method failed to make a 
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useful measurement for the clustered condition producing only a single value of 6400 m for the 
cluster size. 
 
 
Figure A.3.2 Comparison among the BSDs under different conditions: a BSDs 
given by the conventional and new methods under conditions of discrete and 
clustered bubbles; b comparison of BSDs for the bubble diameter range from 0 to 
800 µm. 
To further quantify the differences among the three BSDs (excluding the one by the conventional 
method under the clustered condition), the correlation coefficient, Pearson’s distance, symmetric 
variant of the Kullback-Leibler divergence (KLD) and Jensen-Shannon divergence (JSD) for the 
BSDs are calculated (Table ). The correlation coefficients among them are all very high. Also, the 
value of Pearson’s distance, symmetric variant of KLD and JSD all indicate that the statistical 
deviation between these BSDs is very small. The results demonstrate clearly that the new method is 
sound and provides an effective, robust way for measuring the BSD of highly clustered bubbles.  
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Table A.1 Statistical difference between the BSDs. 
Difference 
between 
BSDs 
D50  
Difference 
(µm) 
Standard 
deviation 
Difference 
(µm) 
Correlation 
coefficient 
Pearson’s 
distance 
Symmetric 
variant of 
KLD 
(KLD≥0) 
JSD 
(0≤JSD≤1) 
BSD by 
conventional 
versus new 
method for 
the discrete 
condition 
9.3 24.3 0.9867 0.0133 1.4346 0.0367 
BSD by 
conventional 
for the 
discrete 
condition 
versus BSD 
by new 
method for 
the clustered 
method
*
 
7.5 21.1 0.9851 0.0149 1.3276 0.0374 
* Note that the conventional method was not able to produce any useful result for the clustered 
condition. 
A.4. Concluding remarks 
A new method for analyzing highly clustered bubble images to determine the bubble size 
distribution has been established. This method is based on the linear relationship between the 
diameter of the bubble and its light centroid diameter due to geometric similarity of light scattering 
on spherical bubbles. In practice, this relationship can be determined through liner regression of 
data and images captured by a camera with a pre-set aperture. As the light centroid can be 
delineated easily using standard image processing techniques, this method provides an effective 
way for measuring bubble sizes and size distribution under highly clustered conditions, as 
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demonstrated by the validation case presented. The procedure involved in the new method can be 
summarized in the following five steps: (1) set original image threshold; (2) invert binary images 
(light centroid inverted to, for example, blue); (3) screen out no-spherical light centroids by the 
shape factor; (4) analyze sizes of spherical centroids; and (5) use the linear model to determine 
diameters of bubbles. 
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APPENDIX B  
Bubbles size distributions in different surfactant concentration solutions 
under various gas release rates 
In order to understand the surfactant concentrations and gas release rate impacts on the bubble size 
distribution, a series of experiments have been designed and carried out, see Table B.1 
Table B.1 Bubble size measurement in various SDS solutions with 5 gas release rates 
Gas release rates SDS surfactant concentration (%, w/v) 
5 ml/min 0.0005% 0.001% 0.003% 0.01% 0.01% 0.02% 0.03% 
10 ml/min 0.0005% 0.001% 0.003% 0.01% 0.01% 0.02% 0.03% 
20 ml/min 0.0005% 0.001% 0.003% 0.01% 0.01% 0.02% 0.03% 
30 ml/min 0.0005% 0.001% 0.003% 0.01% 0.01% 0.02% 0.03% 
40 ml/min 0.0005% 0.001% 0.003% 0.01% 0.01% 0.02% 0.03% 
B.1 Bubble size distribution in various gas release rates 
 
Figure B.1.1 Bubble size distribution under SDS surfactant concentration of 0.0005 m/v %. 
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Figure B.1.2 Bubble size distribution under SDS surfactant concentration of 0.001 m/v %. 
 
Figure B.1.3 Bubble size distribution under SDS surfactant concentration of 0.003 m/v %. 
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Figure B.1.4 Bubble size distribution under SDS surfactant concentration of 0.005 m/v %. 
 
Figure B.1.5 Bubble size distribution under SDS surfactant concentration of 0.01 m/v %. 
 
0%
5%
10%
15%
20%
25%
30%
35%
40%
0 200 400 600 800 1000 1200 1400
R
el
a
ti
v
e 
F
re
q
u
en
cy
 
Bubble diameter (µm) 
0.005 m/v% SDS surfactant solution 
Gas flow rate 5ml/min
Gas flow rate 10ml/min
Gas flow rate 20ml/min
Gas flow rate 30ml/min
Gas flow rate 40ml/min
0%
10%
20%
30%
40%
50%
60%
0 200 400 600 800 1000 1200 1400
R
el
a
ti
v
e 
F
re
q
u
en
cy
 
Bubble diameter (µm) 
0.01% SDS surfactant solution 
Gas flow rate 5ml/min
Gas flow rate 10ml/min
Gas flow rate 20ml/min
Gas flow rate 30ml/min
Gas flow rate 40ml/min
 114 
 
 
Figure B.1.6 Bubble size distribution under SDS surfactant concentration of 0.02 m/v %. 
 
Figure B.1.7 Bubble size distribution under SDS surfactant concentration of 0.03 m/v %. 
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B.2 Bubble size distribution under different SDS concentrations 
 
Figure B.2.1 Bubble size distribution under gas release rate 5ml/min 
 
Figure B.2.2 Bubble size distribution under gas release rate 10ml/min 
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Figure B.2.3 Bubble size distribution under gas release rate 20ml/min 
 
Figure B.2.4 Bubble size distribution under gas release rate 30ml/min 
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Figure B.2.5 Bubble size distribution under gas release rate 40ml/min 
B.3 Mean bubble size and standard deviation of BSD in various 
solution and gas release rates 
Table B.2 Average and standard deviation of bubbles size under various solution and gas release 
rates (Mean±Std (µm)). 
Gas release 
rates 
SDS surfactant concentration (%, w/v) 
0.0005% 0.001% 0.003% 0.005% 0.01% 0.02% 0.03% 
5 ml/min 494±107 458±112 308±106 243±77 246±85 224±82 192±29 
10 ml/min 496±125 464±128 346±112 296±126 244±84 216±60 208±49 
20 ml/min 492±105 460±145 365±124 265±105 215±70 248±89 225±62 
30 ml/min 514±133 392±148 351±121 290±117 278±98 246±92 224±57 
40 ml/min 548±137 412±155 397±123 257±94 275±101 258±101 234±68 
 
The bubble size distribution under various SDS surfactant solutions with different gas release rates 
were investigated in this study. According to laboratory results, there are two concluding points: 
(1) With the increment of SDS concentration, both mean and standard deviation of bubbles size 
distribution are gradually decreased, because the increment of SDS surfactant concentration 
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reduces bubble coalescence and stabilizes bubble size. 
(2) Gas release rates have no obvious effects on bubble size compared with SDS solution 
influences. 
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