The mixed spectral-element method (MSEM) is applied to solve the waveguide problem with the Bloch periodic boundary condition (BPBC). Based on the BPBC for the original Helmholtz equation and the periodic boundary condition (PBC) for the equivalent but modified Helmholtz equation, two equivalent mixed variational formulations are applied for the MSEM. Unlike the traditional finite-element method and spectral-element method (SEM), both these mixed SEM schemes are completely free of spurious modes because of their use of the Gauss' law and the curl-conforming vector basis functions structured by the Gauss-Legendre-Lobatto points. A simple implementation method is used to deal with the BPBC and the PBC for the mixed variational formulations so that both schemes can save computational costs over the traditional methods. Several numerical results are also provided to verify that both schemes are free of spurious modes and have high accuracy with the propagation constants.
I. INTRODUCTION
V ARIOUS types of waveguides are widely used in the fields of microwave and optical technologies, in which the eigen analysis is an important research topic. The waveguide eigenvalue problem is to determine the propagation constants and the corresponding guided modes in a given waveguide configuration. If a guided wave structure is canonical and filled with an isotropic homogeneous medium, the exact eigenvalues and eigenvectors can be obtained by an analytical method. However, when the guided wave structure is irregular and/or is filled with complex (such as anisotropic and/or inhomogeneous) media, it is difficult to obtain an analytical solution for the waveguide problem. Hence, an effective and highly accurate numerical method for the waveguide problem is necessary. The main numerical methods for the waveguide problems include the finite-difference method [1] , [2] , the finite-element method (FEM) [3] - [6] , the method of moments [7] , the multidomain pseudospectral method [8] , the multipole method [9] , and the mode matching method [10] - [12] , and so forth.
For a numerical method, we mostly pursue its accuracy, efficiency, and correctness. In this regard, the spectral-element method (SEM), which combines the advantages of the high accuracy of the spectral method and the geometric flexibility of the FEM, is becoming more and more popular. It is well known that the Legendre polynomial (LP) and the Chebyshev polynomial (CP) can minimize the Runge phenomenon and the singularity of the solutions near the boundary or at the interface between different media. The SEM has the basis functions constructed by the high-degree orthogonal LPs or CPs so that it not only achieves spectral accuracy, but also greatly reduces the computational costs compared with the conventional high-order FEM [13] . In general, at the sampling density of 4 points per wavelength, the SEM can achieve a numerical error smaller than 0.1% for an appropriate smooth solution [14] . Therefore, it has been applied in various fields, for instance, photonic/phononic crystals [14] - [16] , biharmonic equations [17] , fluid dynamics [18] , elastic waves [19] , [20] and acoustic waves [21] , the subsurface electromagnetics [22] , and so on. Particularly, the SEM has been also used for the waveguide problems in [23] and [24] .
In addition, spurious modes in numerical methods are often mixed with physical modes of a waveguide problem. In [25] , a novel variational formulation with the Nédélec element and the Gauss' law was developed to eliminate all the spurious modes. The mixed finite-element methods (MFEM), which is composed of the curl-conforming basis functions and the Gauss' law, was also employed to suppress the spurious modes [26] , [27] . Within the framework of the FEM and using the formulation of [25] , Liu et al. [24] provided the mixed SEM (MSEM) to solve the dielectric waveguide problems. The MSEM is completely free of spurious modes and has exponential convergence because the Gauss-Lobatto-Legendre (GLL) polynomials are applied to construct the curl-conforming vector edge-based basis functions for the transverse electric field, the scalar continuous nodal-based basis functions for the longitudinal component, and Gauss' law is enforced. Here, the curl-conforming vector edge-based basis functions preserve the continuity of tangential components across the interface between two different media, which can eliminate the nonzero spurious modes of the inhomogeneous waveguide. However, these curl-conforming edge-based basis functions cannot satisfy the divergence-free constraint in the whole computational domain. Therefore, the Gauss' law is introduced to impose the divergence-free constraint so that the zero spurious modes can be suppressed [28] .
In many research fields, the waveguide problem with the Bloch periodic boundary conditions (named here, as the BPBC waveguide problem) plays a crucial role, for instance, the fiber Bragg grating, optical lithography, and metasurfaces. For these problems, in order to obtain accurate electromagnetic fields, we need to directly/indirectly solve the BPBC waveguide problem. For example, the electromagnetic fields can be expressed in term of an expansion of waveguide eigenmodes in the numerical mode-matching (NMM) method [29] . However, on our knowledge, few articles focus on this type of waveguide problem. Thus, it is meaningful to calculate the propagation constants and the corresponding guided modes of the BPBC waveguide problem with an efficient and accurate method free of spurious modes.
This paper is devoted to the high-accuracy numerical solutions for the BPBC waveguide problem without any spurious modes. Based on the BPBC and the periodic boundary condition (PBC), there are two equivalent mixed variational formulations for the MSEM. A simple implementation method is developed to deal with the BPBC and PBC for the mixed variational formulations so that both schemes can save computational costs over the traditional methods. Numerical examples indicate that both schemes are completely free of spurious modes and have high accuracy.
The rest of this paper is organized as follows. In Section II, the governing equations and two variational formulations are introduced. The basis functions and the discrete forms are presented in Section III. In Section IV, the accuracy and efficiency of both MSEM schemes are demonstrated by several numerical results.
II. GOVERNING EQUATIONS AND VARIATIONAL FORMULATIONS

A. Governing Equations
The waveguide problem is also known as a 2.5-dimensional problem because its fields are three-dimensional but the medium properties (¯ r ,μ r ) are only two-dimensional (2-D) . Assume that the propagation is along the +z-direction and the cross section Γ of the waveguide is uniform in the z-direction. The phasor expressions for the electric field E and the magnetic field H can be written as 
where e(x, y) and h(x, y) are 2-D vector phasors that depend only on the transverse coordinates (x, y), and k z is the propagation constant or wave number along the +z-direction.
We next write the fields and the operator ∇ in terms of the transverse components and the z components, that is
Let the medium parameters be the following forms:
where¯ rt andμ rt are the transversal parts of the relative permittivity and the relative permeability tensors, respectively, and rz and μ rz are longitudinal parts, and they are independent of z. Substituting (1)-(3) into the source-free Maxwell's equations, and eliminating the magnetic fields h t and h z , we arrive at
where k 0 = ω √ 0 μ 0 is the wave number in the vacuum. While ω is the angular frequency; 0 and μ 0 are the permittivity and permeability of vacuum, respectively.
As explained in [24] , for a nonzero propagation constant k z , (4a) with (4b) and (4a) with (4c) are independent in the system (4). Therefore, we can choose either of them to solve the waveguide problem. However, most previous works employed the full-vectorial Helmholtz equation (4a) with (4b), which will lead to zero spurious modes due to the large kernel of the differential operator curl. From (4c), it is easy to see that for the physical zero modes, the field is divergence free. Thus, in order to suppress these spurious modes, we here employ (4a) and the divergence condition (4c) as the governing equations.
To facilitate the operability of the subsequent numerical calculations, the following rotation matrix is first introduced:
which is equivalent to the operatorẑ×, with the propertyR 2 = −Ī, whereĪ denotes a unit matrix; and then, a new variable e new z is defined by e new z = jk z e z . Inserting (5) into (4a), the governing equations can be obtained from (4a) and (4c)
In general,Rμ −1 rtR is not equal to −μ −1 rt unlessμ r has a special forms (see [30, eq. (29) ]). Consequently, (6) is a more general form for the waveguide problem than the one in [24] .
In order to solve (6), one usually needs to provide suitable boundary conditions; for example, the perfect electric conductor (PEC) boundary, the perfect magnetic conductor (PMC) boundary, and the radiation boundary condition, etc. However, to treat periodic waveguides such as photonic-crystal waveguides, we here focus on the following BPBCs: e t (r + a) = e t (r)e −j k t ·a , e new z (r + a) = e new z (r)e −j k t ·a (7) where k =xk x +ŷk y +ẑk z ≡ k t +ẑk z is the Bloch wave vector, and r and a are the position vector on the boundary ∂Γ and the lattice translation vector, respectively.
B. Variational Formulations
To construct the variational formulations of the waveguide problem (6), we take the inner product of the differential equations (6a) and (6b) with appropriate test functions v(r) and q(r), respectively, and integrate by parts to obtain
where the boundary terms
with the unit outward normaln at a point x = (x, y) on the edge ∈ ∂Γ, and the symbol " * " denotes conjugate transpose. The aforementioned bilinear forms can be written as
Let { k , k +2 } ⊂ ∂Γ, for k = 1, 2, be a pair of Bloch periodic boundary (see Fig. 1 ). We next consider two boundary integrations
where e z t (r) ≡ μ −1 rz ∇ t × e t (r) and e t (r) ≡¯ rt e t (r). The following Hilbert spaces are first introduced:
where L 2 (Γ) is a Lebesgue space of measurable and square integrable functions on Γ. Moreover, q and v are restricted to the Bloch periodic subspaces, respectively,
: v(r + a)=v(r)e −j k t ·a on ∂Γ} consistent with the Bloch periodic conditions (7) , and then, the boundary integrations (11) and (12) vanish due to the fact n k = −n k +2 . Consequently, the boundary terms I 1 = I 2 = 0 in (8) and (9) when { k , k +2 } traverse all the boundary edges on ∂Γ.
The mixed variational formulation of (6) reads: Given a k 0 ,
Alternatively, if the eigenfunctions e t and e new z are written as the plane wave forms e t (k t , r) = u(k t , r)e −j k t ·r , e new z (k t , r) = w(k t , r)e −j k t ·r (14) by the Bloch theorem, the PBCs can be obtained from (7) as
which indicates the wavefunctions u(k t , r) and w(k t , r) are periodic functions. Substituting (14) into (11) and (12), with the periodicity (15) and the identityn k = −n k +2 , it is easy to check that both the boundary integrations are still zero, only the operator ∇ t is replaced by operator ∇ t − jk t . We then achieve a mixed variational formulation, which is equivalent to (13) as follows: Given a k 0 , find
Compared to (13) , only the operator ∇ t − jk t comes into the bilinear forms with the tilde instead of the operator ∇ t in 
III. BASIS FUNCTIONS AND DISCRETIZATION
A. Basis Functions
Suppose that the closureΓ is covered exactly by a quadrilateral partition Q N ,h ofΓ into quadrangles in 2-D, that is
where | · | denotes the area, h is the maximum size of the mesh corresponding to Q N ,h , and N is the order of the GLL polynomials, i.e., Q N ,h is related to h and N . The element κ ∈ Q N ,h may have the curved edges. In order to easily calculate the integrations of (10) and define the basis functions, the physical element κ is usually transformed into the reference elementκ = [−1, 1] 2 by using the invertible mappings x(ξ, η) and y(ξ, η) (see [14, eq. (18)]). As the description in [13] - [16] , [21] , [22] , and [24] , the N th-order GLL polynomials can be used to interpolate a suitable smooth function with spectral accuracy. We here use the Lagrange interpolation basis functions associated with the GLL sample points ξ k ∈ [−1, 1] as the N th-order one-dimensional (1-D) GLL basis functions, for all j = 0, 1, . . . , N φ
where the GLL points ξ k are the (N + 1) roots of the equation (1 − ξ 2 k )L N (ξ k ) = 0, and L N (ξ) is the derivative of the N thorder Legendre polynomial L N (ξ).
On the one hand, as shown in Fig. 2 , the tensor-product nodal basis function is defined bỹ
and the mixed-order curl-conforming vector edge-based basis functions are written as
whereξ andη denote the unit vectors of the ξand η-axes, respectively.
On the other hand, the corresponding basis functions ψ i,j and Φ l i,j , and their gradient and curl in the physical element κ can be obtained by the covariant mappings [31] ⎧
where∇ t =ξ ∂ ∂ ξ +η ∂ ∂ η , the superscript l denotes the corresponding directions of ξ and η in the physical space κ, and the Jacobian matrix J is defined by
Define the spectral element spaces Q N ,h and V N ,h by
where ψ m (m = 1, 2, . . . , M n ) denotes the tensor-product nodal basis function when ψ i,j traverse all the points of the quadrilateral partition Q N ,h ; Φ n (n = 1, 2, . . . , M e ) represents the mixed-order curl-conforming vector edge-based basis functions when Φ l i,j traverse all the edges of Q N ,h . Obviously, the M n is the total nodal degree of freedom (nodal-DOF) and M e denotes the total edge-DOF.
B. Discrete Forms
Without loss of generality, for the BPBC waveguide problem (13) and the PBC waveguide problem (16), we follow the standard numerical process of the FEM. First, let the approximate longitudinal component and the approximate transverse vector components of the electric field within κ be expressed as 
where N n = (N + 1) 2 is the local nodal DOF, N e = 2N (N + 1) is the local edge-DOF; e r,s , u r,s , E l,r,s , and U l,r,s are the covariant fields at the nodal point (x r , y s ).
Second 
meanwhile, for any w N ,h ∈ Q N ,h ⊂ H p (Γ) and u N ,h ∈ V N ,h ⊂ H p (curl; Γ), they can be also written as
where i = {r, s} and k = {l, r, s} are the compound index of the basis functions. Finally, substituting (24) into (13), by taking v = Φ k and q = ψ i , the generalized waveguide eigenvalue problems corresponding to the variational formulation (13) can be obtained by ) N ,h , respectively, which can satisfy the boundary conditions (7) . Similarly, inserting (25) into (16) , by taking v = Φ k and q = ψ i , we can achieve
where U = [U 1 , U 2 , . . . , U M e ] T and w = [u 1 , u 2 , . . . , u M n ] T denote the eigenvectors of the approximate fields u N ,h and w N ,h , respectively, which can satisfy the boundary conditions (15) . The corresponding elemental matrices can be obtained by inserting (22) and (23) into (13) and (16) with the mappings (21), respectively. For example, the elemental matricesĀ (κ) andÃ (κ) consist of the following parts, respectively,
In addition, the elements of other matrices of (26) and (27) are listed in Appendixes A and B, respectively.
C. Imposing Boundary Conditions
In this subsection, we impose the BPBC (7) and the PBC (15) on (26) and (27), respectively. For the PEC boundary, it is well known that we only need to remove the corresponding rows and columns of the matrices in (26) according to the numbering that represents the DOF lying on the PEC boundary. Along this way, here, we shall do some minor adjustments for the Bloch periodic boundary. As an example, let matrixĀ bē 11 a 12 · · · a 1i · · · a 1k · · · a 1,M e a 21 a 22 · · · a 2i · · · a 2k · · · a 2,M e · · · · · · · · · · · · · · · · · · · · · · · · a i1 a i2 · · · a ii · · · a ik · · · a i,M e · · · · · · · · · · · · · · · · · · · · · · · · a k 1 a k 2 · · · a ki · · · a kk · · · a k,M e · · · · · · · · · · · · · · · · · · · · · · · · a M e 1 a M e 2 · · · a M e i · · · a M e k · · · a M e ,M e
Meanwhile, we assume that the ith and kth DOF lying on the Bloch periodic boundaries, i.e., F k = F i e −j k t ·a , then it follows from (24) 
Applying the bilinear form a(·, ·)κ , (21) and (28), we havē 21 a 22 · · · a 2i · · · a 2,M e · · · · · · · · · · · · · · · · · · a i1 a i2 · · · a ii · · · a i,M e · · · · · · · · · · · · · · · · · · a M e 1 a M e 2 · · · a M e i · · · a M e ,M e
with the same m as the one of (28). By a simple calculation, it is easy to show thatĀ andĀ satisfy the following relation:
where R m and C m denote the mth row and column of a matrix (m = i, k), respectively; the symbol "/" indicates that a row or column of a matrix is deleted. In a similar way, the BPBC (7) can be imposed on all the matrices of (26) . For the PBC (15), it can be processed to all the matrices of (27), by only taking a = 0 in (29) . In short, our both MSEM schemes not only have the favorable inheritance, but also reduce the computational costs by using (29) to remove part of the degrees of freedom. Specifically, as shown in Fig. 1 , if there are N 1 points and M 1 edges on the bounder 3 , and there are N 2 points and M 2 edges on the bounder
IV. NUMERICAL EXPERIMENTS
In this section, we will report some examples for solving the BPBC waveguide problems by the MSEM, and validate them with the commercial FEM solver COMSOL. We will compare the CPU time, the number of degrees of freedom, and the accuracy for our schemes and COMSOL to show the high accuracy and efficiency of our schemes. MATLAB R2014a and COMSOL are employed to solve (26) and (27) on a PC. Note that COMSOL will produce many nonphysical modes, therefore, only the physical modes are listed in our tables.
In our numerical experiments, the wave vector k is defined by k = k(x sin θ cos φ +ŷ sin θ sin φ +ẑ cos θ) (30) where k = k 0 √ μ r r , and (θ, φ) are the elevation and azimuthal angles of the propagation direction. The CPU time listed is the average time obtained by running our codes and COMSOL three times for the same experiment on a ThinkPadT450 PC. In the following tables, k N ,h i,z denotes the ith approximate eigenvalue achieved by the MSEM with N order basis functions. The solutions k 10,h i,z are used as the reference values. Note that our DOF includes the nodal DOF and the edge-DOF, i.e., M n + M e .
A. Fiber Bragg Grating
The fiber Bragg grating (FBG) is a fiber with the periodically patterned refractive index in the core. An alternative approach is that generating a periodic embossing on the surface of the waveguide such that the refractive index is periodically patterned. By the Bloch theory, the electric and magnetic fields are assumed to consist of an infinite number of space harmonics when an electromagnetic wave propagates in a periodic structure of a dielectric waveguide; for instance, the tangential fields can be written asẼ
where γ α = jk α,z is the αth propagation constant of the BPBC waveguide problem, e α,t is the corresponding guided mode, and f α,s (z) is the amplitude function. It is easy to see that for given f α,s , the fieldẼ t depends on the wave number k α,z and the guided modes e α,t . A unit cell and its mesh are shown in Fig. 3 ; the lattice constant is 10 μm, the circular cladding is silica with a refractive index n SiO 2 = 1.46, and the radius 2 μm in air. The elevation and azimuthal angles (θ, φ) = (π/6, π/3) for the wave vector k. The operating wavelength is 5 μm and k = k 0 . In this example, the sixth-order MSEM (N = 6) and the second-order FEM are applied to solve (26) and (27) on the quadrangular mesh (see Fig. 3 ) and a triangular mesh in COMSOL, respectively.
In order to obtain accurate solutions, from Table I, we can see that COMSOL requires more 34.96 times DOFs and 7.758 times CPU time than the MSEM. Also, we can see that our schemes (26) and (27) have nearly the same accuracy, which indicates that (26) is equivalent to (27) . In fact, using the algorithm (26), we can arrive at the reference value k 10,h i,z by only taking N = 6. In practice, the core of the FBG may be filled with a lossy medium. To verify that our schemes are accurate and efficient for the inhomogeneous anisotropic lossy medium, we consider the following reciprocal medium for the cladding:
The elevation and azimuthal angles of the propagation direction are changed to (θ, φ) = (π/4, π/4).
In Table II , we present the numerical results in the presence of the reciprocal medium. First, it is easy to observe that the similar accuracy solutions can be also obtained by our schemes and by COMSOL with the same DOFs and mesh as the aforementioned example; however, COMSOL spends 9.017 times longer CPU time than the MSEM; our algorithm (26) can arrive at k 10,h i,z when N = 6. Furthermore, for the lossy medium, we find that the spurious modes, which are generally plural or zero, are confusing when screening for the physical modes in COMSOL, because the physical modes are also plural; yet our schemes (26) and (27) are completely free of all the spurious modes. Finally, in Fig. 4 , we show the magnitude distributions of the electric field e N ,h t corresponding to the first two propagation modes in the case of the core with SiO 2 and with lossy medium (32), respectively.
B. Patterned BPBC Waveguide for Future Application in Lithography
The lithography requires large-scale computation to model light diffraction by optical masks [32] . One potential way to solve such a large-scale problem is through the NMM method, where it is required to solve for the eigenvalues and eigenmodes of a large patterned optical waveguide problem with the BPBC. One such example of a patterned waveguide cross section is shown in Fig. 5 . For the lithography, in order to obtain the electric and magnetic fields by using (31), we can solve a BPBC waveguide problem to achieve the propagation constant and corresponding modes. As shown in Fig. 5 , in this example, the letters XMU with the size 0.4 μm are used as Bowtie holes and the dimensions of cross section are 5.4 μm × 2.5 μm. The three letters X, M, and U are set as the scatterers (Si, r = 12.0826) in air. Here, we assume that the light is perpendicularly incident, i.e., (θ, φ) = (0, 0). The operating wavelength is 1 μm and k = k 0 . Here, we apply the third-order MSEM (N = 3) and the thirdorder FEM in COMSOL to solve (26) and (27) on the same mesh shown in Fig. 5 , respectively. The numerical eigenvalues are shown in Table III . We can see that from Table III , the similar accurate solutions can be achieved by the MSEM and COMSOL, but COMSOL requires a little more DOFs and CPU time than the MSEM even though our code is only an unoptimized research implementation. Meanwhile, it is easy to see that there are the same results for our two methods, which indicates that (26) and (27) are again equivalent. However, the high-order modes may be required to the NMM method, in this case, FEM will have a much lower accuracy than the MSEM with a large order (N = 10). Table IV indicates that in order to obtain similar accurate higher order modes, COMSOL requires more 2.906 times DOFs and 2.346 times CPU time than the the MSEM. The relative errors of the first four modes are plotted in Fig. 6 versus the order of MSEM basis functions, which show that the numerical results converge exponentially to the reference values with the order. The magnitude distributions of the field e N ,h t corresponding to the first, second, and sixth eigenvalues are also displayed in Fig. 7 . It clearly shows the three letters XMU. 
C. BPBC Waveguide for Metasurface
For metasurfaces, to calculate the refractive index and the reflectivity, again a potential approach by the NMM method [29] is to first obtain the propagation constants and the waveguide modes by solving a waveguide problem with the Bloch periodic boundaries and the PEC boundaries shown in Fig. 8, and then, by using the form (31), the electric fields are obtained for calculating the refractive index and the reflectivity. Below, we focus on calculating the propagation constants and the guided modes.
The rectangular BPBC waveguide has the dimensions 2 μm × 1 μm. The radius of the two circular metals is 0.2 μm. The cross section of a metasurface is graphene whose effective permittivity is 1 − jσ/( 0 ωt), where ω is the angular frequency, t = 0.5 nm is the thickness, and σ is its conductivity with the parameters as given by [27] and [33] . When the operating wavelength is taken as 6 μm, the effective relative permittivity is −37.4424 − 3.6711j. In this example, the elevation and azimuthal angles of the propagation direction are set as (θ, φ) = (π/6, π/3), the third-order MSEM (N = 3) and the third-order FEM are employed to solve (26) and (27) on a same mesh generated by COMSOL.
From Table V , we can see that there are two repeated propagation constants for this model, because there are two PEC boundaries. For the first three modes, COMSOL also obtains the nearly accurate solutions as the MSEM. Similarly, COM-SOL spends more DOFs and CPU time than the MSEM. From Table VI , to obtain the nearly accurate high-order modes, COM-SOL requires more 2.847 times DOFs and 8.659 times CPU time than the MSEM (N = 10). The relative errors for the different order of the MSEM are depicted in Fig. 9 . It is shown that the first two modes converge exponentially to the reference value k 10,h i,z and the third mode follows. For the fourth mode, the rate of convergence is slower than the others, which is worse for COMSOL. The reason for this phenomenon is that the field has the saltuses around the PEC boundaries compared with the first mode (see Fig. 10 ).
V. CONCLUSION
The MSEM is employed to solve the waveguide problem with the BPBC. Based on the BPBC and the PBC, there are two equivalent mixed variational formulations for the MSEM. Because the GLL curl-conforming vector basis functions are employed to discretize the variational formulations with the constraint of the Gauss' law, the MSEM is completely free of all the spurious modes and has the exponential convergence. A simple implementation method is used to deal with the BPBC and the PBC for the mixed variational formulations so that our MSEM schemes are not only easy to implement, but also can save computational costs. Three interesting examples are presented to verify that our schemes are more accurate and efficient than the FEM.
APPENDIX A
The matrices of (26) are assembled by the elemental matrices consist of the following elements: where∇ t ≡∇ t − jk t , α, β = 1, 2, . . . , N e and ν, γ = 1, 2, . . . , N n .
