In this Letter, the analysis problem for the existence and stability of periodic solutions is investigated for a class of general discrete-time recurrent neural networks with time-varying delays. For the neural networks under study, a generalized activation function is considered, and the traditional assumptions on the boundedness, monotony and differentiability of the activation functions are removed. By employing the latest free-weighting matrix method, an appropriate Lyapunov-Krasovskii functional is constructed and several sufficient conditions are established to ensure the existence, uniqueness, and globally exponential stability of the periodic solution for the addressed neural network. The conditions are dependent on both the lower bound and upper bound of the time-varying time delays. Furthermore, the conditions are expressed in terms of the linear matrix inequalities (LMIs), which can be checked numerically using the effective LMI toolbox in MATLAB. Two simulation examples are given to show the effectiveness and less conservatism of the proposed criteria.
I. Introduction
In the past few decades, delayed recurrent neural networks (especially delayed Hopfield neural networks, delayed cellular neural networks and delayed bidirectional associative memory neural networks) have found successful applications in many areas such as signal processing, pattern recognition, associative memories, and optimization solvers. Many important results have been reported on the existence, uniqueness, and global asymptotic or exponential stability of the equilibrium point for recurrent neural networks with constant delays or time-varying delays, see [1, 2, 7, 8, 10, 17, 18, [22] [23] [24] [25] and the references therein for some recent publications.
It is well known that studies on neural dynamical systems not only involve a discussion of stability properties, but also involve many dynamic behaviors such as periodic oscillation, bifurcation, and chaos. In many applications, the properties of periodic solutions are of great interest, which have been successfully applied in, for example, learning theory [21] since effective learning usually requires repetition. In addition, an equilibrium point can be viewed as a special periodic solution of neural networks with arbitrary period. In this sense, the analysis of periodic solutions of neural networks can be considered to be more general than that of transposition. The notation X ≥ Y (respectively, X > Y ) means that X and Y are symmetric matrices, and that X − Y is positive semidefinite (respectively, positive definite). · is the Euclidean norm in R n . If A is a matrix, denote by A its operator norm, i.e., A = sup{ Ax : x = 1} = λ max (A T A), where λ max (A) (respectively, λ min (A)) means the largest (respectively, smallest) eigenvalue of A. For integers a, b, and a < b, N [a, b] denotes the discrete interval given N [a, b] = {a, a + 1, · · · , b − 1, b}. C(N [−τ, 0], R n ) denotes the set of all functions φ: N [−τ, 0] → R n . Sometimes, the arguments of a function or a matrix will be omitted in the analysis when no confusion can arise.
II. Model description and preliminaries
In this Letter, we consider the following neural network model
is the state of the ith neuron at time
denotes the activation function of the jth neuron at time k; I(k)
represents the external input on the ith neuron at time k; the positive integer τ (k) corresponds to the transmission delay and satisfies τ ≤ τ (k) ≤ τ (τ ≥ 0 and τ ≥ 0 are known integers);
describes the rate with which the ith neuron will reset its potential to the resting state in isolation when disconnected from the networks and external inputs; A = (a ij ) n×n is the connection weight matrix, B = (b ij ) n×n is the delayed connection weight matrix. When I(k) = I is constant, model (1) becomes the following model:
for k = 1, 2, · · · . The initial conditions associated with models (1) and (2) are given by
Throughout this Letter, we make the following assumptions: (H1) I(k) and τ (k) are periodic functions with common period ω for k = 1, 2, · · · . (H2) There exist constants
Definition 1: The periodic solution x * (k) of model (1) with (3) is said to be globally exponentially stable if there exist two positive constants M > 0 and 0 < ε < 1 such that
for all k = 1, 2, · · · , where x(k) is any solution of model (1) with (3), φ(s) and φ * (s) are the initial functions of solutions x(k) and x * (k), respectively.
Definition 2:
The equilibrium point x * of model (2) with (3) is said to be globally exponentially stable if there exist two positive constants M > 0 and 0 < ε < 1 such that
is any solution of model (2) with (3), φ(s) is the initial functions of solutions x(k). Lemma 1: [22] Given constant matrices P , Q and R, where
is equivalent to the following conditions
III. Main result
In this section, we shall establish our main criteria based on the LMI approach. For presentation convenience, in the following, we denote
Theorem 1: Under assumptions (H1) and (H2), there exists exactly one ω-periodic solution of model (1) with (3) and all other solutions of model (1) with (3) converge exponentially to it as k → +∞, if there exist five n × n symmetric positive definite matrices P , Q, R, Z 1 and Z 2 , two n × n positive diagonal matrices D and H, three 5n × n matrices S 1 , S 2 and S 3 such that the following LMI holds:
where
Proof:
then Ω is a Banach space with the topology of uniform convergence. For any φ, ψ ∈ Ω, let x(k, φ) and x(k, ψ) be the solutions of model (1) starting from φ and ψ, respectively. Define
and then x (k) (φ)(θ) ∈ Ω for all k = 1, 2, · · · . It follows from model (1) that
Letting (6) can then be simplified as
Consider the following Lyapunov-Krasovskii functional candidate for model (7) as
Calculating the difference of V i (k) (i = 1, 2, · · · , 5) along the trajectories of model (7), we obtain
and
Denoting
it follows from (8), (14)- (18) that
From (H2), we have
which are equivalent to
From (5) and Lemma 1, we know that G < 0 and therefore
From the definition of V (k), it is easy to verify that
For any scalar µ > 1, it follows from (22) and (23) that
Summing up both sides of (24) from 0 to k − 1 with respect to j, we have
It is easy to compute that
Similarly, we have
From (23), we obtain
It follows from (25)- (28) that
Since L 2 (1) < 0, by the continuity of functions L 2 (µ), we can choose a scalar β > 1 such that
From the definition of V (k), we have
It follows from (30) and (31) that
y(s)
for all k = 1, 2, · · · . We can choose a positive integer L such that
Define a Poincarè mapping θ : Ω → Ω by
Then, we can derive from (32) and (33) that
which implies that θ (L) is a contraction mapping and therefore there exists a unique fixed point φ * ∈ Ω such that
Note that
which shows that θ(φ * ) ∈ Ω is also a fixed point of θ (L) , and hence
Let x(k, φ * ) be the solution of model (1) through (0, φ * ). From assumption (H1), we know that x(k + ω, φ * ) is also a solution of model (1) . It follows from the fact
for k = 1, 2, · · · , which indicates that x(k, φ * ) is exactly one ω-periodic solution of model (1) . To this end, it is easy to see that all other solutions of model (1) converge exponentially to it as k → +∞. The proof is completed.
Remark 1:
In assumption (H2) of this Letter, the constants F − j and F + j (i = 1, 2, · · · , n) are allowed to be positive, negative or zero. Hence, assumption (H2) is weaker than the following assumption (H3): (H3) There exists a positive diagonal matrix
for all u 1 , u 2 ∈ R, j = 1, 2, · · · , n. Assumption (H3) was mostly used in literature [6, 12, 15, 16, 20, 30] . Obviously, the activation functions such as sigmoid type and piecewise linear type are also the special case of the function satisfying assumption (H2).
Remark 2:
In [6, 20] , the given periodicity criteria for discrete-time recurrent neural network with constant delays were based upon spectral radius or M-matrix conditions on weight matrices of the networks, which only depend on absolute values of the weights and ignore the signs of the weights, and hence are somewhat conservative.
Remark 3: In model (2), for any constant T ≥ 0, we have I = I(k + T ) = I(k) for k = 1, 2, · · · . Thus, by the above result, when the sufficient condition in Theorem 1 is satisfied, one unique periodic solution becomes a periodic solution with any positive constants as its period. So, the periodic solution reduced to a constant solution, that is, an equilibrium point. Furthermore, all other solutions globally exponentially converge to this equilibrium point as k → +∞. The unique equilibrium point of model (2) is globally exponentially stable. Thus, by applying Theorem 1, we can easily obtain the following result.
Corollary 1: Under assumption (H2) and condition (5), model (2) has one unique equilibrium point, which is globally exponentially stable.
Remark 4:
In [12, 14, 30] , the boundedness of activation functions was required. In [9] , the differentiability of activation functions was required. However, the boundedness and differentiability of activation functions have been removed in this Letter. Moreover, as shown in [3] [4] [5] 7, 8] , the use of the latest free-weighting matrix method in this Letter leads to delay-dependent and less conservative LMI conditions, which can be checked numerically using the effective LMI toolbox in MATLAB.
IV. Examples
Example 1. Consider a discrete-time recurrent neural network (1), where
It can be verified that assumptions (H1) and (H2) are satisfied with F
By the Matlab LMI Control Toolbox, we find a solution to the LMI in (5) 
Therefore, by Theorem 1, we know that model (1) with above given parameters has exactly one 4-periodic solution and all other solutions of the model converge exponentially to it as k → +∞, which is further verified by the simulation given in Figure 1 . It should be pointed out that the theorems in [6, 20] are not applicable to judge the periodicity of this model since the criteria in [6, 20] It can be verified that assumption (H2) is satisfied with F
Thus,
By the Matlab LMI Control Toolbox, we find a solution to the LMI in (5) as follows: , Therefore, by Corollary 1, we know that model (2) with above given parameters has one unique equilibrium point, which is globally exponentially stable. In fact, we can verify that (1, 3) T is a unique equilibrium point of the model. The global exponential stability of equilibrium point (1, 3) T is further verified by the simulation given in Figure 2 .
It should be pointed out that the theorem in [14] are not applicable to judge the stability of this model since the activation functions are not bounded. 
V. Conclusions
In this Letter, the existence and stability of periodic solution have been investigated for discrete-time recurrent neural network with time-varying delays. The description of the activation functions was more general than the recently commonly used Lipschitz conditions. By employing appropriate Lyapunov-Krasovskii func-tional and the free-weighting matrix method, a new LMI criterion is established to ensure the existence, uniqueness, and global exponential stability of periodic solution for the addressed neural network. The proposed results are less conservative than some recently known ones in the literature, which are demonstrated via two simulation examples.
We would like to point out that it is possible to generalize our main results to more complex neural networks, such as neural networks with parameter uncertainties (e.g. norm-bounded uncertainties [23, 25] ), stochastic perturbations [23, 25, 26] , and Markovian jumping parameters [24] . The corresponding results will appear in the near future.
