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Summary  
 
Uncertainty is pervasive in risk assessment. In ecotoxicological risk assessments, it arises 
from such sources as a lack of data, the simplification and abstraction of complex situations, 
and ambiguities in assessment endpoints (Burgman 2005; Suter 1993). When evaluating and 
managing risks, uncertainty needs to be explicitly considered in order to avoid erroneous 
decisions and to be able to make statements about the confidence that we can place in risk 
estimates. Although informative, previous approaches to dealing with uncertainty in 
ecotoxicological modelling have been found to be limited, inconsistent and often based on 
assumptions that may be false (Ferson & Ginzburg 1996; Suter 1998; Suter et al. 2002; van 
der Hoeven 2004; van Straalen 2002a; Verdonck et al. 2003a).  
 
In this thesis a Generalised Linear Modelling approach is proposed as an alternative, 
congruous framework for the analysis and prediction of a wide range of ecotoxicological 
effects. This approach was used to investigate the results of toxicity experiments on the effect 
of 2,4-Dichlorophenoxyacetic Acid (2,4-D) formulations and 4-Chlorophenol (4-CP, an 
associated breakdown product) on Daphnia carinata.  
 
Differences between frequentist Maximum Likelihood (ML) and Bayesian Markov-Chain 
Monte-Carlo (MCMC) approaches to statistical reasoning and model estimation were also 
investigated. These approaches are inferentially disparate and place different emphasis on 
aleatory and epistemic uncertainty (O'Hagan 2004). Bayesian MCMC and Probability Bounds 
Analysis methods for propagating uncertainty in risk models are also compared for the first 
time. 
 
For simple models, Bayesian and frequentist approaches to Generalised Linear Model (GLM) 
estimation were found to produce very similar results when non-informative prior 
distributions were used for the Bayesian models. Potency estimates and regression parameters 
were found to be similar for identical models, signifying that Bayesian MCMC techniques are 
at least a suitable and objective replacement for frequentist ML for the analysis of exposure-
response data. Applications of these techniques demonstrated that Amicide formulations of 
2,4-D are more toxic to Daphnia than their unformulated, Technical Acid parent. 
 
Different results were obtained from Bayesian MCMC and ML methods when more complex 
models and data structures were considered. In the analysis of 4-CP toxicity, the treatment of 
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different factors as fixed or random in standard and Mixed-Effect models was found to affect 
variance estimates to the degree that different conclusions would be drawn from the same 
model, fit to the same data. Associated discrepancies in the treatment of overdispersion 
between ML and Bayesian MCMC analyses were also found to affect results. Bayesian 
MCMC techniques were found to be superior to the ML ones employed for the analysis of 
complex models because they enabled the correct formulation of hierarchical (nested) data-
structures within a binomial logistic GLM.  
 
Application of these techniques to the analysis of results from 4-CP toxicity testing on two 
strains of Daphnia carinata found that between-experiment variability was greater than that 
within-experiments or between-strains. Perhaps surprisingly, this indicated that long-term 
laboratory culture had not significantly affected the sensitivity of one strain when compared 
to cultures of another strain that had recently been established from field populations. The 
results from this analysis highlighted the need for repetition of experiments, proper model 
formulation in complex analyses and careful consideration of the effects of pooling data on 
characterising variability and uncertainty.  
 
The GLM framework was used to develop three dimensional surface models of the effects of 
different length pulse exposures, and subsequent delayed toxicity, of 4-CP on Daphnia. These 
models described the relationship between exposure duration and intensity (concentration) on 
toxicity, and were constructed for both pulse and delayed effects. Statistical analysis of these 
models found that significant delayed effects occurred following the full range of pulse 
exposure durations, and that both exposure duration and intensity interacted significantly and 
concurrently with the delayed effect. These results indicated that failure to consider delayed 
toxicity could lead to significant underestimation of the effects of pulse exposure, and 
therefore increase uncertainty in risk assessments. 
 
A number of new approaches to modelling ecotoxicological risk and to propagating 
uncertainty were also developed and applied in this thesis. In the first of these, a method for 
describing and propagating uncertainty in conventional Species Sensitivity Distribution (SSD) 
models was described. This utilised Probability Bounds Analysis to construct a non-
parametric ‘probability box’ on an SSD based on EC05 estimates and their confidence 
intervals. Predictions from this uncertain SSD and the confidence interval extrapolation 
methods described by Aldenberg and colleagues (2000; 2002a) were compared. It was found 
that the extrapolation techniques underestimated the width of uncertainty (confidence) 
intervals by 63% and the upper bound by 65%, when compared to the Probability Bounds (P-
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Bounds) approach, which was based on actual confidence estimates derived from the original 
data.   
 
An alternative approach to formulating ecotoxicological risk modelling was also proposed 
and was based on a Binomial GLM. In this formulation, the model is first fit to the available 
data in order to derive mean and uncertainty estimates for the parameters. This ‘uncertain’ 
GLM model is then used to predict the risk of effect from possible or observed exposure 
distributions. This risk is described as a whole distribution, with a central tendency and 
uncertainty bounds derived from the original data and the exposure distribution (if this is also 
‘uncertain’). Bayesian and P-Bounds approaches to propagating uncertainty in this model 
were compared using an example of the risk of exposure to a hypothetical (uncertain) 
distribution of 4-CP for the two Daphnia strains studied. This comparison found that the 
Bayesian and P-Bounds approaches produced very similar mean and uncertainty estimates, 
with the P-bounds intervals always being wider than the Bayesian ones. This difference is due 
to the different methods for dealing with dependencies between model parameters by the two 
approaches, and is confirmation that the P-bounds approach is better suited to situations 
where data and knowledge are scarce. The advantages of the Bayesian risk assessment and 
uncertainty propagation method developed are that it allows calculation of the likelihood of 
any effect occurring, not just the (probability)bounds, and that the same software (WinBugs) 
and model construction may be used to fit regression models and predict risks simultaneously.  
 
The GLM risk modelling approaches developed here are able to explain a wide range of 
response shapes (including hormesis) and underlying (non-normal) distributions, and do not 
involve expression of the exposure-response as a probability distribution, hence solving a 
number of problems found with previous formulations of ecotoxicological risk. The 
approaches developed can also be easily extended to describe communities, include 
modifying factors, mixed-effects, population growth, carrying capacity and a range of other 
variables of interest in ecotoxicological risk assessments.  
 
While the lack of data on the toxicological effects of chemicals is the most significant source 
of uncertainty in ecotoxicological risk assessments today, methods such as those described 
here can assist by quantifying that uncertainty so that it can be communicated to stakeholders 
and decision makers. As new information becomes available, these techniques can be used to 
develop more complex models that will help to bridge the gap between the bioassay and the 
ecosystem.  
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Chapter 1. Introduction and Overview 
 
 
 
 
 
“Years ago a statistician might have claimed that statistics deals with the 
processing of data… today’s statistician will be more likely to say that 
statistics is concerned with decision making in the face of uncertainty.” 
 
H. Chernoff and L. E. Moses, Elementary Decision Theory (1959) 
 
 
 
 
1.1 Introduction  
 
Access to, and the quality of, freshwater resources are becoming increasingly important issues 
around the world. Land clearing, habitat degradation, flow regulation and various forms of 
pollution (including the effects of global warming) all contribute to the degradation of aquatic 
ecosystems. Jackson and colleagues (2001) estimate that humans currently capture and utilise 
over half of the earth’s accessible freshwater runoff and foresee that as human populations 
increase, per capita availability of freshwater will subsequently decrease. They also estimate 
that 20% of the world's freshwater fish are threatened or extinct, while in the United States of 
America (US) freshwater organisms comprise 47% of 'listed' endangered animals (Jackson et 
al. 2001).  
 
Chemical pollution is an important cause of degradation in aquatic ecosystems, with the 
majority of industrial chemicals released into the environment being discharged directly to 
surface waters (Nabholz et al. 1997). There are currently over 70,000 different chemicals in 
use every day around the world, 30,000 in Australia, and over 9 million listed on the US 
Chemical Abstract’s Registry (Cairns Jr & Mount 1990; Chapman 1995). In the US alone 
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around 434 million kilograms of pesticides, 69% of which are herbicides, have been applied 
yearly (Nimmo & McEwen 1993). World chemical production is presently around 400 
million tonnes per year and contributes US$1,400 billion to the global economy each year 
(EU 2001a). In contrast, the economic importance of the ecosystem services provided by 
lakes and rivers around the world has been valued at around US$1,700 billion per year 
(Costanza et al. 1997). 
 
Despite the ecological and social importance of our freshwater resources, very little is known 
about the toxicity and ecological effects of the vast majority of chemicals on aquatic 
organisms (Auer, 1994; Blum and Speece, 1990; Cairns and Mount, 1990; Forbes and Forbes, 
1994). For approximately 77% of the chemicals listed on the US Toxic Substances Control 
Act (TSCA) Inventory, and 95% of new chemicals submitted with Pre-Manufacture 
Notifications (PMNs), there is no ecotoxicity data at all (Auer et al. 1994; Zeeman 1995). In a 
sample of TSCA listed chemicals that did have toxicity data, 90% were from 96 hour acute 
fish tests, 66% from 48 hour acute Daphnia tests and 31% from algae 96 hour EC50 tests 
(Zeeman 1995). Chronic and subchronic results comprised only 2% for effects on fish and 3% 
for effects on daphnids (Nabholz et al. 1997; Zeeman 1995).  
 
There is also a lack of ecotoxicological information for most chemicals currently used in 
Europe. One of the largest environmental toxicology databases in the world, the European 
Centre of Ecotoxicology and Toxicology of Chemicals Aquatic Toxicity database (EAT), 
contains information for only 368 chemicals, of which 76% of data is from tests on freshwater 
species, while two thirds of the total data is on acute toxicity (Calow & Forbes 2003). There 
are over 100,000 chemicals registered in the European Union (EU) yet very few of these have 
been actually subject to ecological risk assessments (EU 2001a; Forbes & Calow 2002a). In 
the EU it is estimated that proposed testing programs for 30,000 existing chemicals will cost 
around 2.1 billion euro and take 11 years to complete (EU 2001b). 
 
As a consequence of this lack of data there is considerable uncertainty in risk assessments of 
the effects of chemicals on the environment (referred to here as ecotoxicological risk 
assessments). Conventional techniques for describing and working with uncertainty, such as 
classical statistics, have focused on the aleatory or random sources. These are considered to 
result from inherent variability in the ‘true value’ of a parameter (Ferson et al. 2003), such as 
in describing the range of levels of exposure to a chemical that might cause toxicity. 
 
However, there is also uncertainty in our understanding of how values measured in the 
laboratory relate to the real world, or how well the models we use to describe data and predict 
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effects encompass the different types of variability and uncertainty of interest (Regan et al. 
2002a). This uncertainty is termed epistemic uncertainty because it relates to our state of 
knowledge, and it is increasingly being addressed in the field of risk assessment through 
Bayesian analysis and developing theories of probability. 
 
Previous approaches to ecotoxicological risk modelling have involved the use of point 
estimate summaries of exposure-response data and ‘Area Under the Curve’ or quotient 
methods for calculating risk, with limited treatment of uncertainty (Posthuma et al. 2002; 
Verdonck et al. 2003a). While these approaches have generally been considered to be 
informative, a number of authors have described limitations and assumptions in these 
methods that may restrict their application, and introduce further uncertainties into risk 
assessments (Newman et al. 2000; Newman et al. 2002; Suter 1998; Suter et al. 2002; van der 
Hoeven 2004; van Straalen 2002a; Verdonck et al. 2002). However, to date there have been 
few alternative methods proposed. 
 
Investigation of the various sources and consequences of uncertainty is one of the most 
important stages in risk modelling and yet, it is a frequently overlooked aspect of current 
approaches (Bartell 1997; Burgman 2005; Suter et al. 2000). One of the reasons for this might 
be the incongruous nature of the methods used to describe ecotoxicological data with those 
used in the risk modelling of ecotoxicological effects. Nonetheless, it is only through 
investigating, reducing and incorporating uncertainty into assessment and decision making 
processes that better prediction and management of the effects of chemical pollution can be 
achieved (Burgman 2005; Suter et al. 2000). Regulators, industry and researchers are then 
faced with the dilemma of how to improve the testing and risk assessment of the 
environmental effects of chemicals, pragmatically, and without considerable increases in cost.  
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1.2 Overview  
 
This thesis investigates the role and consequences of uncertainty in ecotoxicological risk 
assessments. In doing so, the utility of Generalised Linear Modelling approaches, as an 
alternative to those used currently, is examined for a wide range of ecotoxicological 
situations, including:   
• describing non-linear, non-normal exposure-response relationships (Chapters 4 - 7); 
• estimating point estimates of toxicity and their confidence intervals (Chapters 4 - 7); 
• hypothesis testing of differences in toxicity between chemical treatments (Chapter 4); 
• investigating and partitioning sources of variability within and between experiments, 
and between different strains of the same species (Chapter 5);  
• the explanation and testing of the effects of pulse exposures and delayed toxicity 
(Chapter 6);  
• the development of three-dimensional models of the effects of exposure duration and 
intensity on  toxicity (Chapter 6); 
• the development of three-dimensional models of the effects of pulse exposure and 
delayed toxicity (Chapter 6); and 
• the estimation of risk and the propagation of uncertainty in probabilistic 
ecotoxicological models (Chapter 7). 
 
A comparison is made between conventional, frequentist approaches to estimation and 
inference, and non-conventional, Bayesian approaches. The differences between these 
disparate schools of probabilistic thought are examined throughout this thesis, which 
culminates in a comparison of their application to probabilistic risk modelling and uncertainty 
propagation (Chapter 7).    
 
Novel ecotoxicological applications of innovative statistical and probabilistic techniques are 
also investigated, including Probability Bounds Analysis and Hierarchical Bayesian Mixed-
Effects Models. In addition, the ramifications of some contemporary statistical issues, such as 
the treatment of overdispersion in generalised linear models, are explored. In the process of 
performing this research into modelling approaches in ecotoxicology, the toxicity of 
environmentally important chemicals to an Australian freshwater invertebrate is also 
examined.  
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1.3 Research Aims 
 
The general objectives of this thesis are to: 
(i) Investigate the utility of Generalised Linear Modelling approaches to describing, 
testing and predicting effects in ecotoxicology; 
(ii) Compare Maximum Likelihood and Bayesian Markov-Chain Monte-Carlo methods 
for estimation and inference in Generalised Linear Modelling; 
(iii) Determine the toxicity of different forms of 2,4-Dichlorophenoxyacetic Acid (2,4-D) 
herbicides to the Australian freshwater invertebrate, Daphnia carinata; 
(iv) Determine the toxicity of 4-Chlorophenol (4-CP) to two different strains of Daphnia 
carinata and, in doing so, examine the utility of Hierarchical Bayesian Mixed Models  
in determining inter and intra-experiment variability and the effects of long-term 
laboratory culture on sensitivity to a toxicant; 
(v) Determine the pulse exposure and delayed toxicity effects of 4-Chlorophenol to 
Daphnia carinata and to develop three-dimensional concentration-time toxicity 
models; 
(vi) Investigate methods for quantifying and propagating uncertainty in conventional 
(Species Sensitivity Distribution) approaches to ecotoxicological risk assessment;  
(vii) Investigate alternative probabilistic formulations of ecotoxicological risk that 
encompass a range of non-normal, non-linear responses, account for non-
independence and correlations between parameters, facilitate the development of 
larger, community-focused risk models, and that correctly propagate uncertainty 
estimated in the original data through to final risk estimates; and  
(viii) Compare Bayesian and Probability Bounding approaches to uncertainty propagation 
in probabilistic risk models.   
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1.4 Thesis structure 
 
After an introduction to the current literature and setting out approaches to using 
ecotoxicological information in risk assessment (Chapter 2), the methods used for 
experimentation and statistical analysis in this thesis are described (Chapter 3). This is 
followed by three Chapters (4, 5 and 6) that present the results of toxicity testing with an 
Australian freshwater crustacean, Daphnia carinata. Chapter 7 investigates new approaches 
to performing ecotoxicological risk assessments, while Chapter 8 brings together the major 
themes and findings of the thesis in a final discussion and conclusion. Discussion of literature 
relevant to each study is reserved for the introductions to each Chapter.   
 
Chapter 2 presents an overview of the current literature and details some of the problems 
associated with uncertainty in current risk assessments practices. The methods used in 
experimentation and statistical analysis of the experimental results are described in Chapter 3. 
 
Chapter 4 describes the results of experiments that were designed to test for differences in 
toxicity between various forms of 2,4-D herbicides. These results provide a basis for 
comparing Maximum Likelihood and Bayesian methods for describing ecotoxicological data, 
calculating point estimates and their confidence intervals, and hypothesis testing of treatment 
effects, within a generalised linear modelling framework.  
 
The next study, presented in Chapter 5, investigates sources of variability in characterising the 
toxicity of 4-Chlorophenol (4-CP), a relatively unstudied breakdown product of 2,4-D. The 
toxicity of 4-CP is assessed for two strains of D. carinata, one of which had been cultured in a 
laboratory for a number of years. The exposure-response of the two strains is compared using 
a large number of repeated and internally replicated experiments. Differences between 
Maximum Likelihood and Bayesian methods of partitioning inter- and intra-experimental 
sources of variance within Binomial responses are explored, including novel applications of 
Hierarchical Mixed-Effects Models and information theoretic approaches to Bayesian model 
selection.  
 
In Chapter 6, the effect of pulse exposure to 4-CP and associated delayed toxicity in D. 
carinata is explored using novel methods of experimentation and analysis. The results are 
used to develop three-dimensional models of toxicity as a function of exposure duration and 
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intensity, for both pulse exposure and delayed toxicity effects. Generalised Linear Models 
(GLM) are also used to provide hypothesis tests of the significance of delayed effects across a 
range of exposure times, and to explore interactions between exposure duration, intensity and 
delayed toxicity. 
 
Chapter 7 begins by providing a detailed examination of previous probabilistic approaches to 
ecotoxicological risk assessment and summarises the limitations of these methods that have 
been documented by other authors. The development of three new, alternative probabilistic 
formulations of ecotoxicological risk is then described and applications given. The first of 
these involves characterising and propagating uncertainty in conventional Species Sensitivity 
Distribution approaches, using Probability Bounds Analysis and EC% estimates instead of 
NOEC values. The other two formulations are based on GLMs and compare Probability 
Bounds Analysis and Bayesian Markov-Chain Monte-Carlo methods for characterising and 
propagating uncertainty in risk models. Applications of these approaches are given using the 
experimental results from Chapter 5 and a hypothetical exposure distribution. 
 
Finally, Chapter 8 provides an overview and discussion of the major findings of the thesis in 
the context of the current literature and practice of ecotoxicological risk assessment.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 11
 
 
 
Chapter 2. A Review of Current Approaches and Issues in 
the use of Laboratory Test Data in Risk Assessments  
 
 
 
 
2.1 Introduction  
 
The primary aim of ecotoxicological research is: 
 '…to inform ecological risk assessment, that is, to provide a basis for 
assessing whether industrial and agricultural chemicals are likely to have 
adverse effects on ecosystems and hence provide a foundation for managing 
them' (Calow and Forbes 2003 p.147A).  
 
As with other fields of applied ecological research, such as conservation biology, this is 
primarily achieved through the development and testing of models, and the determination and 
measurement of relevant parameters (Bartell et al. 1992; Burgman & Lindenmayer 1998; 
Calow & Forbes 2003; Levin 1989; Suter 1993).  
 
The recent introduction of formal risk assessment approaches into environmental management 
'opens the door for sophisticated applications of systems analysis and ecological modelling' 
(Bartell 1997 p.823), and provides a framework for the testing of ecotoxicological models that 
is explicit in its treatment of the sources and effects of uncertainty (Bartell 1997; Burgman 
2005). However, the mere fact that a model is used in risk management does not establish it 
as truth, justify its assumptions, determine whether it is the most appropriate model or 
indicate the degree of confidence that can be placed in its predictions (Bartell 1996; Rykiel Jr 
1996). Models used in scientific research usually focus on answering specific questions and 
are subject to formal hypothesis testing, whereas those used in risk management may only be 
required to meet some performance criteria, or are not validated at all (Bartell 1996; Holdway 
1997; Rykiel Jr 1996).  
 
One of the important and controversial applications of models in ecotoxicology is the use of 
information from short-term, single-species laboratory experiments to predict and manage 
long-term effects at all levels of biological organisation and over whole landscapes (Kimball 
& Levin 1985; Rombke & Moltman 1996). Because there is often limited information on 
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which to base ecotoxicological risk assessments, this has been referred to as the 'Dilemma of 
Ecotoxicology' (Kimball & Levin 1985). 
 
This review outlines some of the current and emerging approaches to the use of 
ecotoxicological data in understanding, predicting and managing the ecological effects of 
chemical pollution. It focuses on problems associated with the oversimplification of models, 
inadequate treatment of variability and uncertainty, and the dependence on untested 
assumptions in ecotoxicological risk assessments and describes some of the approaches that 
have been suggested to improve current practices. 
 
2.2 Emerging Approaches to Predicting the Ecological Effects of 
Chemical Pollution - Ecological Risk Assessment Frameworks 
 
In recognition of the limitations of conventional approaches to environmental risk modelling 
(many of which are discussed below) new techniques are being developed and applied, which 
attempt to provide more ecologically relevant information and predictions, and incorporate 
estimates of variability and uncertainty (Bartell 1997; Burgman 2005). These approaches are 
emerging as the field of Ecological Risk Assessment (ERA), which is 'the process of 
assigning magnitudes and probabilities to the adverse effects of human activities on the 
environment' (Suter 1993 p.3). The major goal of applied ERA is to inform environmental 
decision-making (Burgman 1999; Calow & Forbes 2003; Suter 1993). Because decisions 
must sometimes be made even with limited knowledge of a situation, analytical approaches 
must make the most effective use of the data available (Burgman 1999; Suter 1993). 
 
2.2.1 Formal Ecological Risk Assessment Frameworks 
Although, 'in practice, ERA has been the application of the science of ecotoxicology to public 
policy' (Suter, 1993 p.17), some recent works have established the foundations of a more 
coherent and unified approach to how ERA should be performed, and the results applied to 
environmental management (Bartell et al. 1992; Suter 1993; Newman & Strojan 1998; US-
EPA 1998; ANZECC & ARMCANZ 2000; Slovic 2000; Burgman 2005). Environment 
protection and management organisations around the world have begun to implement formal 
frameworks for ERA (Power & McCarty 1998). These are usually multi-tiered approaches, 
with lower tiers consisting of quick screening processes, and each higher tier involving more 
in-depth investigations (Calow & Forbes 2003). Although some of the methods currently used 
in ERA are relatively new to environmental management, many of the mathematical tools and 
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modelling techniques are common to risk analysis in other disciplines (NRC 1993; Burgman 
2005).  
 
Risk Modelling: An Overview 
Risk assessments can be predictive or retrospective, qualitative or quantitative, and usually 
involve the use of models to explain and simulate processes or situations, and to calculate 
estimates of risk (Burgman 2005; Calow 1998; Suter 1993; Suter et al. 2000). Quantitative 
risk assessments involve a range of mathematical tools using probabilistic, arithmetic or 
complex modelling to derive risk estimates (Burgman 2005; Suter 1995).  
 
Models used in risk assessment may be conceptual, physical or mathematical (including both 
empirical and predictive), deterministic (mechanistic) or stochastic, and are used to describe 
the behaviour of a system, situation or process. Risk models enable quantitative predictions to 
be made from limited information and provide a framework for the integration of information 
for the purposes of evaluating and comparing risks (Burgman 2005; Suter 1993, 1995).  
 
The comparison of risks, both conceptually and technically, is a fundamental part of risk 
assessments. This is because risks are relative concepts: our understanding of the risk of an 
activity requires comparisons to other risks in order to fully comprehend its magnitude 
(although our perceptions may be entirely different) and the technical evaluation and 
management of risks requires comparison to effects levels and standards (Finkel 1995; Slovic 
2000; Burgman 2005). However, 'the real problem of comparing risks is not that they differ in 
(known) qualitative respects, but that they differ in unknown quantitative respects.' (Finkel 
1995 p.105) One of the advantages of using models in decision making and management is 
that they facilitate the use of alternative scenario analysis and the comparison of modelled 
risks (Bartell et al. 1992).  
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Typical Stages in Ecological Risk Assessment 
Ideally, risk assessments involve the following stages (Burgman 2005; Suter 1993, 1995; US-
EPA 1998): 
• definition of the investigation: framing of approach, hazard definition and identification, 
and conceptual model development;  
• exposure and effects assessment; 
• risk analysis and characterisation; 
• communication and evaluation of risk estimates; 
• risk management, treatment and mitigation; and 
• effects monitoring and prediction validation. 
 
Modelling can be involved at many stages of the risk assessment process: conceptual models 
can assist in defining and framing the problem, physical models, such as experiments, can 
provide information on which to base predictions and mathematical models are used to 
generate risk estimates (Burgman 2005; Suter 1993; Suter et al. 2000). Each of these contain 
assumptions about the relevance of different factors, abstractions about the workings of 
systems and the introduction of various types of errors, all of which contribute to uncertainty 
in the predictions (Bartell et al. 1992; Burgman 2005). ERAs are always based on limited 
information and as models cannot provide better predictions than the information on which 
they are based (Holdway 1997), the consideration and evaluation of the nature and extent of 
uncertainty is of crucial importance (Cairns Jr 1998; Bailar & Bailer 1999; Burgman 2005). 
 
 
2.3 The Role of Ecotoxicological Testing in Environmental Risk 
Management 
 
Applications of Test Data 
The main focus of ecotoxicological risk assessments to date has been the determination of 
'safe' levels of exposure to substances, below which adverse effects are considered unlikely to 
occur, or are deemed to be acceptable (Cairns Jr 1998; EU 2001b; Rand et al. 1995; Suter 
1993). Determining these levels, and overseeing compliance with them, is one of the principal 
focuses of chemical regulation (Bascietto et al. 1990; Calow 1998). While the details and 
requirements of legislation may vary across the globe, one commonality in setting 
environmental standards is the use of basic physical, chemical and toxicological information 
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to determine whether, and to what degree, restrictions should be placed on the use, 
manufacture, release or presence in the environment of particular chemicals (Calow & Forbes 
2003; Chapman 1995; Roex et al. 2000; Suter 1993). Many countries have applied tiered 
approaches to predicting and assessing the effects of chemical pollution in order to increase 
screening efficiency and reduce costs (Calow & Forbes 2003; Forbes & Calow 2002a; Power 
& McCarty 1998).  
  
However, obtaining ecologically relevant information on which to base ecotoxicological risk 
assessments is difficult. There are ethical and logistical issues that prohibit field-based or 
large scale multispecies experimentation (Schindler 1996; Suter 1993). The costs of testing 
and the large numbers of new and untested chemicals restrict the type of assessment that can 
be performed, even at the lower tiers (Bartell et al. 1992; Okkerman et al. 1993; Roex et al. 
2000; Sloof et al. 1986; Taub 1997). For these reasons, and because of difficulties in 
interpreting results, the US EPA withdrew it's 'Tier 4' requirement for multispecies testing in 
the late 1990's (Nabholz et al. 1997; Taub 1997). In the European Union (EU) there is no 
specific requirement for multispecies tests (EU 2001a). Therefore, despite lacking ecological 
realism (Bartell et al. 1992; Carpenter 1996; Chapman et al. 1998) in many circumstances 
laboratory toxicity experiments are the only way that actual toxicity data can be obtained 
(Bartell et al. 1992; Chapman 1983; Koller et al. 2000; Roex et al. 2000; Rombke & Moltman 
1996; Schindler 1996).  
 
The effects of the limited quantity and quality of ecotoxicological information available for 
risk assessments are evident in the information contained in the US Toxic Substances Control 
Act 1976 (TSCA) Inventory. Of the limited number of chemicals listed for which there are 
test data (around one third), approximately 90% of results are from acute tests on fish species, 
66% are from acute tests on a freshwater crustacean (Daphnia), and less than 5% are from 
chronic and sub-chronic tests (Auer et al. 1994; Zeeman 1995).  
 
In the European Union (EU), the 'Registration, Evaluation, Authorisation and Restriction of 
Chemicals' (REACH) approach tiers ecotoxicological testing by the quantities of the chemical 
produced (EU 2001b). Results from acute tests on Daphnia  are required for all chemicals 
produced or imported in quantities over 1 tonne (which is around 20,000 chemicals) and acute 
tests on fish for chemicals produced in quantities over 10 tonnes (around 10,000 chemicals) 
(EU 2001a). Longer-term ecotoxicological studies are only required for chemicals produced 
in quantities over 100 tonnes and environmental fate and behaviour studies for those over 
1000 tonnes (EU 2001a).  
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Despite these requirements however, relatively few in-depth risk assessments of the effects of 
chemicals have actually been performed for regulatory purposes in the EU or elsewhere 
(Forbes & Calow 2002a). Further, although the introduction of risk assessment approaches 
provides scope for the use of more sophisticated models and ecologically relevant endpoints, 
many risk assessments still utilise simple models and conventional endpoints to develop risk 
estimates.   
 
 
2.4 The use of Models in Ecotoxicological Risk Assessments  
 
Ecotoxicological risk assessments for the effects of chemicals generally entails a two-stage 
process, although the use of models is not always explicit (Suter 1993). The first stage 
requires information to be obtained on levels of toxic effect (endpoint determination) from a 
variety of sources and involves physical modelling (experimentation) and descriptive 
modelling (exposure-effect relationships) (Koller et al. 2000; Newman & Jagoe 1996; Suter 
1994). The second stage entails predictive modelling (extrapolation) of this information in 
order to make inferences about the likelihood and nature of the effects of the chemical in 
other situations and in particular, at what level of exposure these effects may occur (Forbes & 
Calow 2002a). 
 
2.4.1 Descriptors of Toxic Effect 
 
Most approaches to describing ecotoxicological data for risk assessments involve the use of 
simple summary measures of effect (Chapman et al. 1996; Chapman et al. 1998; Suter et al. 
2002; van der Hoeven 2004). These are point-estimates of toxicity that are derived 
parametrically or non-parametrically from exposure-effects data, such as a concentration-
response bioassay (Newman & Jagoe 1996; Newman & Strojan 1998; Piegorsch & Bailer 
1997; Stephan 1977). Point-estimates (also called potency estimates) are used to provide 
information about particular toxicological characteristics thought to be of importance or to 
summarise toxicological relationships (Suter 1993). Common examples of these include: 
• NOEC / NOEL / NOAEL - the No Observed (Adverse) Effect Concentration or Level. 
This is the maximum concentration or dose of exposure to a substance that produces no 
significant effect with respect to the control population (Calow & Forbes 2003; Hoekstra 
& van Ewijk 1993; Rand et al. 1995). A number of statistical tests for significance, most 
of which assume normality, have been applied for the estimation of these values, such as 
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t-tests, Dunnett's test and Willliam's test. (Hoekstra & van Ewijk 1993). Similar points-
estimates may also be defined as the highest exposure at which the observed effect is 
below some specified level, e.g. 20% (Hoekstra & van Ewijk 1993). 
• LOEC - the Lowest Observed Effect Concentration or Level (LOEL). This is the lowest 
concentration or dose of exposure that produces a significant effect with respect to the 
control population (Hoekstra & van Ewijk 1993; Rand et al. 1995).  
• LC50 or LD50 - the Lethal Concentration or Lethal Dose 50%. This is the concentration 
or dose that causes morbidity of half the population in a test, sometimes referred to as a 
median lethal dose/concentration. Other percentiles of effect can also be used, such as: 
LC10, LC25, LC100 (Bartell et al. 1992). The lethal concentration is generally estimated 
using regression analysis of the exposure-effect data, although there are also non-
parametric methods, and confidence limits may also be reported (Ellersieck & La Point 
1995; Piegorsch & Bailer 1997; Stephan 1977). 
• EC50 or ED50 - the Effective Concentration or Effective Dose 50%. Similar to the LC50 
this refers to an endpoint other than mortality, such as growth inhibition or effects on 
fecundity (Suter 1993).  
 
2.4.2 Risk Models 
 
Safety Factors  
One of the commonly applied approaches to ecotoxicological modelling involves the use of 
uncertainty or safety factors (Chapman et al. 1998; Suter 1993). Also termed assessment or 
extrapolation factors (depending on the application), these are simple 'factor models' that 
involve multiplication or division of the toxicity endpoint by another number (the factor), 
which is usually an order of magnitude (Chapman et al. 1998; Duke & Taggart 2000; Suter 
1993). Additive models may also be used but are less common (Suter, 1993). Factor models 
are used in this way to account for uncertainties in the process of extrapolating from 
laboratory to field scales, or from short to long term exposures (Chapman et al. 1998; Duke & 
Taggart 2000). They constitute a non-explicit modelling approach where the relationship 
between toxicity and concentration is assumed to pass through the origin (Emans et al. 1993; 
Rand et al. 1995; Suter 1993). 
 
The value that results from application of factor models is interpreted as a concentration of a 
chemical that either has negligible risk, or below which adverse effects are either acceptable 
or thought not to occur. Such levels may be termed the Predicted No Effect Concentration 
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(PNEC) (Bascietto et al. 1990; Calow & Forbes 2003; Suter 1993). Values for the factor 
models are obtained from a variety of sources including expert judgement, allometric 
relationships, and the analysis of toxicity datasets, such as ‘Acute to Chronic Ratios’ (Duke & 
Taggart 2000; Forbes & Calow 2002a; Roex et al. 2000).  
 
In Europe the 'REACH' approach uses assessment factors to derive PNEC values: 
'An assessment factor expresses the difference between effects values derived 
for a limited number of species from laboratory tests and the PNEC for the 
environmental sphere … An assessment factor of 1000 is typically applied to 
the lowest of three short term L(E)C50 values derived from species 
representing different trophic levels and a factor of 10 to the lowest of three 
long-term NOEC values derived from species representing different trophic 
levels.' (EU 2001a p.10) 
 
A similar approach has been used since the early 1980s by the US EPA under the TSCA 1976 
(Duke & Taggart 2000; Zeeman 1995), and by Environment Canada (Chapman et al. 1998). 
 
Quotient Methods  
Another risk modelling method commonly applied in ecotoxicology involves the comparison 
of estimated exposure concentrations to a toxicity benchmark, such as a PNEC, where (Bartell 
1996; Rodier & Mauriello 1993): 
  
ionConcentrat Effect Toxic
ionConcentrat talEnvironmen Expected
    =      Hazard or Risk Quotient 
 
Quotients larger than or equal to one are considered to indicate an unacceptable risk and those 
less than one imply an acceptable risk (Bartell et al. 1992; Rodier & Mauriello 1993; Suter 
1993). Exposure is commonly predicted using models of environmental dilution, although 
there are numerous other methods (Rodier & Mauriello 1993; Suter 1993). 
 
This approach is used in the US by the Office of Pesticides and Toxic Substances to assess the 
risks of new substances (Bascietto et al. 1990; Rodier & Mauriello 1993). 
 
Species Sensitivity Distributions 
A somewhat more complex modelling approach requires the construction of a Species 
Sensitivity Distribution (SSD) from which environmental standards that seek to protect a 
certain percentile of all species are obtained (Aldenberg & Slob 1993; ANZECC & 
ARMCANZ 2000; Fox 1999; Newman et al. 2000). The first stage of this method is to obtain 
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point estimates of toxicity for a number of different species. These are then combined to 
construct a distribution of sensitivity that is considered to apply to all species (Calow & 
Forbes 2003). This commonly involves fitting a probability distribution to a limited number 
of NEOC values (Fox 1999; Newman et al. 2000). Environmental quality criteria are then 
extrapolated from this function as the concentration that will protect a certain percentile 
(usually 95%) of species (ANZECC & ARMCANZ 2000; Calow & Forbes 2003; Fox 1999).  
 
Examples of the use of this method can be found in the Australian and New Zealand 
Guidelines for Fresh and Marine Water Quality (ANZECC & ARMCANZ 2000; Fox 1999), 
and in the Netherlands (van Beelen et al. 2001).  Detailed discussion of probabilistic 
approaches to modelling SSDs is deferred until Chapter 7. 
 
Structure Activity Relationships 
While not strictly used to model risk, Structure Activity Relationships (SARs) are a major 
source of information on which predictive ecotoxicity assessments are based (Lipnick 1995). 
As stated earlier, in many situations there is no experimental toxicity data on which to base 
predictive risk assessments or environmental quality criteria (Nabholz et al. 1997; Zeeman 
1995). In the USA, around 77% of chemicals on the TSCA inventory and around 95% of 
chemicals submitted for pre-manufacture notification have no toxicity test data (Auer et al. 
1994). The usual approach in these circumstances is to use Qualitative or Quantitative 
Structure Activity Relationships (QSARs) to derive PNECs (Koller et al. 2000; Lipnick 1995; 
Zeeman 1995). 
 
Qualitative SARs involve identification of functional groups or molecular structures thought 
to be responsible for certain toxicological effects and then assuming that other chemicals with 
similar structures have similar effects (Suter 1993). In comparison quantitative SARs are 
models that involve correlations, mechanistic equations or regressions that relate chemical 
structure, chemical behaviour, physical properties and biological response (Rand et al. 1995; 
Suter 1993). The most widely used quantitative SARs for organic chemicals relate the degree 
of partitioning of the chemical between water and an organic solvent (such as octanol), with 
some assumption about the mechanism of toxic effect (Lipnick 1995).  
 
The use of SARs is not new in toxicology and investigations on the effects of alkaloids and 
anaesthetics date back to over a century ago (Blum & Speece 1990). Subsequent 
investigations into narcosis have given rise to a number of theories and models of the narcotic 
mode of action (MOA). The generally favoured ‘Critical Volume Theory’ proposes that 
unreactive organic chemicals partition into the lipid bilayer of cells (including nerve cells) 
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and ‘swell’ or increase the volume of the membrane, causing disruptions to essential functions 
(Abernethy et al. 1988). The ‘Protein Binding Theory’ of narcosis, by comparison, suggests 
that toxicity results from a toxicant ‘binding to receptor sites of specific dimensions that are 
located in hydrophobic regions of proteins found in cell membranes’ (Rand et al. 1995 p. 50). 
A number of other theories of narcosis have also been proposed that relate toxicity to the 
concentration of the toxicant in various tissues (Warne et al. 1991). 
 
Narcosis is said to represent baseline or minimum toxicity because it is thought to involve 
non-specific, physical disruption of biochemical and physiological function by 
electrophilically unreactive chemicals (Ren & Schultz 2002; Schultz 1987; van Wezel et al. 
1995). However, some subgroups of narcotic toxicants have been identified, namely the polar 
and ester narcotics, which have been found to be slightly more toxic than the non-polar 
narcotics, although they are considered to be non-specific in their MOA (Ren 2002c). Polar 
narcosis is discussed further in Chapter 6. 
 
Common approaches to determining a chemical’s MOA include: comparison of potency 
levels, such as LC50s, with other chemicals considered to have the same MOA; rule based 
methods that associate certain functional groups, chemical structures or quantum parameters 
with particular mechanisms; behavioural assessments; joint toxic action tests of additive 
effects with a reference toxicant; and various methods for exposing particular tissues and 
observing effects (Ren 2002c; Ren et al. 2003; Ren & Schultz 2002; Veith & Broderius 
1990). 
 
There are a multitude of SARs that have been developed, ranging in complexity from simple 
hydrophobicity measures, such as partition coefficients, to complex models involving steric 
and electrophyllic properties of a chemical and physiological partitioning (Lipnick 1995; 
Rand et al. 1995). SARs are usually applied to groups of chemicals thought to have the same 
MOA (Marzio & Saenz 2004; Rand 1995; Ren 2002a, c; Ren & Schultz 2002).   
 
2.5 Uncertainty in Ecological Risk Assessment 
 
'In the absence of uncertainty there is no risk - only deliberate actions and known 
events having totally predictable consequences.' (Fox 1999 p. 18) 
 
While the approaches mentioned in the previous section have provided regulators and 
environmental risk managers with information and tools with which to limit the ecological 
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effects of chemical pollution, the modelling approaches described involve a number of 
unknown uncertainties, especially with respect to ecological effects (Burgman 2005; Suter 
1993). Furthermore, it is not possible to incorporate or carry through estimates of uncertainty 
with most of these models, nor are many of the assumptions on which they are based 
evaluated (Bartell et al. 1992; NRC 1993). Decisions that are based on highly uncertain 
predictions obviously have a greater chance of error, particularly when uncertainty is hidden 
or ignored (Bailar & Bailer 1999a; Burgman 2005). 
 
'Pervasive uncertainty' is the largest problem in risk-based decision-making, and it is through 
investigating the sources and consequences of this uncertainty that crucial knowledge gaps 
can be identified and uncertainties reduced (NRC 1994 p. 9-1). One of the most important and 
useful aspects of using ERA or modelling frameworks is that they provide a logical 
framework for the consideration and evaluation of uncertainty in risk estimates (Bartell et al. 
1992; Suter 1993; Burgman 2005).  
 
All risk assessments are inherently uncertain and it is the extent and source of this uncertainty 
that determines the utility of risk estimates and subsequent management decisions (Burgman 
2005). In situations where the behaviour of the system is unknown, evaluation of uncertainty 
provides information regarding the precision and accuracy of predictions, which is as 
important as the predictions themselves (Burgman 2005). Understanding the sources and 
effects of uncertainty in risk assessment facilitates better-informed decision making, identifies 
how further research or more detailed modelling can improve assessments, and is therefore 
crucial to predicting events in both mechanistic and stochastic modelling situations (Morgan 
& Henrion 1990).  
 
2.5.1 Taxonomies of Uncertainty in Risk Assessment 
 
One of the common classifications of uncertainty in risk models involves separating sources 
into those involving the parameters and those involving the model (Finkel 1995; Morgan & 
Henrion 1990; NRC 1994), with true variation sometimes considered as a further separation 
(Bailar & Bailer 1999b). More explicitly, the ability to predict accurately the ecological 
effects of chemicals is limited by factors affecting both the measurement of toxicological 
endpoints, the parameters, and how this is considered to relate to real or other situations, the 
model (NRC 1994). A similar distinction is sometimes made between random and non-
random elements in a risk assessment (Bailar & Bailer 1999b). 
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Parameter Uncertainty 
Discussion of parameter uncertainty often centres on that component associated with 
estimating empirical quantities (Draper 1995). No quantity can be measured exactly, and 
while measurement error may be reduced in many circumstances, there are numerous other 
sources of uncertainty in empirical quantities. Morgan and Henrion (1990) identify these as: 
• random error and statistical variation resulting from imperfection in measurement;  
• systematic error and subjective judgement, which are often interrelated and result from 
biases in measurement procedures; 
• linguistic imprecision resulting in unclear definition of terms; 
• variability of the true value of a quantity through space or time; 
• inherent randomness; 
• disagreement between experts; and 
• approximation and model oversimplification. 
 
Techniques for analysing and dealing with parameter uncertainty are well established and 
routinely applied across all fields of science (Chatfield 1995; Draper 1995). 
 
Model Uncertainty 
Model uncertainty, on the other hand '… arises because of gaps in the scientific theory that 
are needed to make predictions about risk on the basis of causal inferences' (Bailar & Bailer 
1999b) p.279), and involves uncertainty about the structure of the model (Draper 1995). A 
model’s structure may be conceptual or mathematical and formalises hypotheses about the 
relationship between known and unknown quantities (Draper 1995). While some aspects of 
model uncertainty may be related to, confused with, or converted into parameter uncertainty, 
model uncertainty comprises a number of distinctive characteristics, causes and effects 
(Morgan & Henrion 1990). These include: 
• the state of knowledge; 
• the framing of the risk assessment or the definition of the problem (sometimes referred to 
as scenario uncertainty (Draper 1995)); 
• oversimplification; 
• incorrect model form; 
• inappropriate choice or combination of variables; and 
• subjective choice regarding the model form.  
(Morgan & Henrion 1990; Suter 1993) 
 
 23
Many of the sources of model uncertainty are difficult to quantify. In addition, analytical 
techniques for comparing models and determining adequacy are also less established than 
those for parameter uncertainty (Chatfield 1995; Draper 1995; Morgan & Henrion 1990). 
This type of uncertainty affects both empirical and predictive modelling and is less 
frequently considered than parameter uncertainty (Draper 1995). 
 
Other Taxonomies of Uncertainty 
A number of specific taxonomies of uncertainty for risk assessment have also been proposed. 
Although these classifications include some of the sources mentioned previously, they also 
consider other sources and provide different interpretations that can assist in the 
understanding and reduction of uncertainty in risk assessments.  
 
In one of the earliest major works on ecological risk assessment, Suter (1993) identifies 
quantifiable types of 'analytical uncertainty' as stochasticity, parameter error and model error. 
Also identified are three, mostly unquantifiable, yet fundamental, sources of uncertainty in 
risk assessment: 
1. stochasticity, or inherent 'random' variation, which cannot be reduced and is a 
characteristic of the system being assessed; 
2. ignorance, or a lack of knowledge about the situation which may result from practical 
constraints; and  
3. human error, such as mistakes in measurement and analysis (Suter 1993).  
 
Suter (1993) notes that ignorance is a major factor in ecological risk assessments because of 
the 'diversity and complexity of ecological systems' (Suter, 1993, p.30).  
 
In its comprehensive framework for performing ecological risk assessment, the US EPA 
identifies a range of sources that can increase uncertainty in predictions. These include: 
• unclear communication; 
• descriptive errors, such as manipulation and treatment of errors; 
• variability as true heterogeneity (this is treated as separate from uncertainty about the true 
value of a quantity which is described by sampling or measurement error); 
• data gaps; and 
• model structure as its functional form (US-EPA 1998). 
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Regan, Colyvan and Burgman (2002) provide a comprehensive classification of uncertainty in 
ecological investigations. They divide sources of uncertainty into two main types: 'epistemic' 
and 'linguistic', and present possible solutions to dealing with each.  
 
Epistemic uncertainty is defined as relating to the knowledge of the state of a system (Regan 
et al. 2002a). It is comprised of: 
• measurement error, that results from operators and instruments and appears to be random. 
This can be corrected by using appropriate statistical techniques;  
• systematic error, which results from methodological bias such as in instruments or 
experimental designs. This is not random and, once recognised, biases can be removed 
through corrective techniques; 
• natural variation, or changes in a quantity through time, space, etc. It is noted that natural 
variation is not strictly a source of epistemic uncertainty since it is the true value of the 
quantity that is varying, but that it results in uncertainty of an epistemic nature due to the 
difficulty of measuring the true value; 
• inherent randomness, where parameters or systems appear to be non-deterministic and 
random in variation;  
• model uncertainty, which results from only considering certain variables and process, or 
from using mathematical abstractions, to imperfectly represent real processes such as 
through curve fitting and other modelling techniques. This type of uncertainty may be 
reduced and quantified through validation practices; and 
• subjective judgement, which results from the interpretation of information.  
 
Linguistic uncertainty, in contrast, relates to uncertainty in language and includes: 
• vagueness, which involves terms that allow borderline cases; 
• context dependence, such as relative sizes (i.e. what is considered small in one 
circumstance my not be in another); 
• ambiguity, where terms may mean more than one thing; 
• underspecificity, or excessive generality; and  
• 'indeterminacy of theoretical terms', where the meaning of terms may change over time 
(Regan et al. 2002a). 
 
Finally, a large number of publications in risk assessment have expanded on the parameter -
model uncertainty classification to instead consider these as ‘aleatory’ or ‘epistemic’ sources 
(Burgman 2005; Ferson & Ginzburg 1996; Ferson & Hajagos 2004; Ferson et al. 2003; 
Helton & Burmaster 1996). Aleatory uncertainty describes random inherent variability in the 
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‘true value’ of a variable that is, in principal, not reducible through further study (although it 
may be better described) (Ferson & Ginzburg 1996; Ferson et al. 2003). By way of 
comparison, epistemic uncertainty relates to incertitude in our knowledge of a situation or 
variable, which should be reducible by further investigation (Burgman 2005; Ferson & 
Ginzburg 1996; Ferson et al. 2003; Helton & Burmaster 1996; O'Hagan 2004).  This 
classification is useful in risk assessment because it helps to remind us of the uncertainties 
involved in our abstractions of the real world, and to determine where reductions in the 
uncertainty in risk assessments might be achieved.  
 
2.6 Specific Sources of Uncertainty in Ecotoxicological Risk 
Assessments  
 
Previous attempts to reduce uncertainty in ecotoxicological assessments have focused on 
those aleatory sources associated with estimation of the parameters or toxicological endpoints 
(Bailar & Bailer 1999b; Smith 2002). This is possibly because these sources of uncertainty 
are typically easier to tackle than the epistemic sources associated with model structure, 
although the latter are generally the most significant contributor to uncertainty in risk 
assessments (Bailar & Bailer 1999b; Morgan & Henrion 1990; Suter 1993). Approaches to 
reducing aleatory uncertainty have generally involved the standardisation of test procedures in 
order to obtain more precise estimates from individual experiments (Suter 1993). Information 
regarding the accuracy of test results however, can be obtained through investigation of the 
variability between repeated experiments, which is often considered to be of more use in 
reducing uncertainty in risk assessments although it is rarely considered (Bartell et al. 1992; 
Chatfield 1995). Aleatory sources of uncertainty are also able to be dealt with using 
conventional statistical approaches, whereas epistemic sources may not (O'Hagan 2004). 
 
A review by the US National Research Council lists the inadequacies of models in ecological 
risk assessment as: 'a lack of knowledge concerning underlying mechanisms, failure to 
consider multiple stresses and response, extrapolation beyond ranges of observations, and 
instability of parameter estimates' (NRC 1993 p. 261). Bailar and Bailer (1999) note that 'non-
random uncertainty utterly swamps any contribution from randomness in risk assessment' 
(Bailar & Bailer 1999 p. 276).  
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2.6.1 Scale  
Perhaps the major source of epistemic uncertainty and the most common scientific limitation 
of the application of ERA is 'the problem of extrapolating across scales of space, time and 
ecological organisation' (NRC 1993 p.259). This is caused by both a lack of knowledge about 
the behaviour and effects of toxicants in nature, and inherent difficulties in extrapolating 
across spatial, temporal and organisational scales in ecology (Levin 1992; Suter 1993). 
 
Problem of scale in ecology 
Problems of scale in ecology occur for a number of reasons, which are generally related to the 
complex structure and functioning of ecological systems (Peterson & Parker 1998). A major 
consequence of these problems is that patterns or processes observed at particular spatial, 
temporal or organisational scales do not necessarily translate to, or provide information about, 
patterns at other scales (O'Neill et al., 1986; Underwood, 1996; Wiens, 1989). Also, many 
ecological systems have emergent properties or patterns, such as the cycling of nutrients, 
which are not observable or predictable at smaller scales but are, nevertheless, of crucial 
importance (Bissonette 1997). Further, the complexity, variability, heterogeneity and 
dynamics of ecological systems present difficulties in predicting system behaviour (Carpenter 
& Gunderson 2001; Power & McCarty 1996). Discussion of the notion of scale in ecology 
can be found elsewhere (Allen & Hoekstra 1990; Bissonette 1997; Levin 1992; O'Neill 1989; 
Peterson & Parker 1998; Wiens 1989). 
 
Variability in Toxicological Responses across Scales  
Problems of extrapolation across spatial, temporal or organisational scales in assessing the 
ecological risks of chemical pollution arise from a variety of sources, of which one of the 
most significant is that an organism's response to a toxicant in nature can often be different to 
that observed in the laboratory:  
'Much of the apparent inaccuracy of laboratory toxicity test data is 
attributable not to an unnatural response of laboratory test organisms but to 
the extrapolation from a relatively narrow set of test conditions to a much 
broader range of environmental conditions.' (Chapman 1983 p. 326) 
 
There are a number of known mechanisms by which these differences can occur. For 
example, chemical structure, and hence toxicity, may be altered in the environment through 
processes such as exposure to UV radiation, biotransformation (anabolism, catabolism, etc.) 
by bacteria and other organisms, or by chemical processes such as oxidation, reduction and 
halogenation (Connell & Miller 1984). Alternatively, an organism’s sensitivity to a toxicant 
may be affected by differences in salinity, pH, temperature, life stage, metabolism, disease 
 27
and nutritional state, predatory and competitive stresses, or exposure to other toxicants 
(Sprague 1995; Walker et al. 1996). Finally, physical and biological systems may create 
pathways for increased (or reduced) exposure of certain organisms to particular chemicals 
(Baird 1998; Chapman 1983; Connell & Miller 1984). 
 
As it is impossible to replicate many of these factors with standard test systems, or to 
otherwise predict their influence, uncertainty both in model form and in the value of 
parameters can result.   
 
Scale and the Elucidation of Relevant Endpoints 
A second problem associated with extrapolation beyond the scales of observation, is that it is 
not possible to test, and therefore predict, many specific effects that are of ecological 
importance (Carpenter 1996; Kimball & Levin 1985; Suter 1994). Because ERAs are based 
on results from simple experiments that focus on mortality, growth or reproduction, 
ecologically relevant effects, such as interactions between species, nutrient or energy cycling, 
as well as other indirect effects, may not be able to be observed or tested (Schindler 1998; 
Suter 1994).  
 
Consequently, the so-called 'Dilemma of Ecotoxicology' (Kimball & Levin 1985) is created, 
where:  
'There is a contradiction between the desire to assess the effects of foreign 
substances on the ecosystem level and the methods available for such 
assessments'. (Rombke & Moltman 1996 p.16) 
 
This situation is made more difficult by the fact that the regulation and management of 
chemical pollution has been focused on the levels of toxicant that may cause an effect. 
However, as Hoekstra and van Ewijk (1993) note: 
'Sometimes it is not the dose with a certain effect that is of interest but the 
effect with a certain dose' (p.190). 
 
An example of the difficulties and consequences of not being able to ascertain potentially 
important endpoints in the laboratory is the effect of the DDT 
(pp'Dichlorodiphenyltrichloroethane) insecticide metabolite DDE 
(pp'Dichlorodiphenyldichloroethane) on eggshell thickness. More than 20 years of 
experimentation and investigation of the effects of DDT on birds failed to detect reductions in 
shell thickness: the effect was only discovered from field studies, but not before there had 
been a serious decline in certain wild bird populations (Blus & Henny 1997). 
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Scale complications and uncertainty in risk assessments may also arise from discrepancies 
between management endpoints (which are necessarily focused at larger scales) and test 
endpoints (Rykiel Jr 1998; Suter 1993): 
'In most cases, the scales of interest in decision-making are substantially 
larger in space and of longer duration than could be accommodated in any 
practical assessment effort'  (NRC 1993 p. 259) 
 
The Myth of the Most Sensitive Species 
Related to the limitations of working at the smaller spatial, temporal and organisational scales 
of the laboratory is that ecotoxicological risk assessments are based on tests on a small set of 
species considered to be sensitive and representative 'indicators' of effects on other species 
(Calow & Forbes 2003; Power & McCarty 1997). Cairns Jr (1986) termed this the 'myth of 
the most sensitive species’ (Cairns Jr 1986; Power & McCarty 1997) as no single species will 
be the most sensitive to all toxicants (Chapman 1983), and certain species may be more 
important than others in terms of the resilience of an ecosystem  (Underwood & Peterson 
1988). Also, as Cairns Jr and Cherry (1993) argue, just because a test is more sensitive does 
not necessarily mean that it is more accurate.  
 
Koller, Hungerbuhler and Fent (2000) examined ecotoxicity data for 27 chemicals produced 
in the US in volumes greater than 50,000 tonnes. They found that crustaceans accounted for 
45% of the lowest toxic responses, however for 20% of substances crustaceans were more 
than 100 times less sensitive than other organisms (note also that a safety factor of 10 would 
not account for these differences) (Koller et al. 2000). Such variability in response to 
toxicants across even a limited sample of species suggests that there is considerable 
uncertainty in the predictions made with current risk assessment approaches.   
 
This variability in the response of different species may also lead to greater uncertainty in risk 
estimates in relatively small countries like Australia, where results from experiments 
performed on non-endemic species in overseas laboratories are routinely used in risk 
assessments (Julli et al. 1990). Calow and Forbes (2003) note that:  
'… we rarely have enough information on the species sensitivities in 
particular communities to place much confidence in the precise risk 
probabilities generated.' (p. 148A) 
 
Variability in the toxicity of a chemical between different species is also of central importance 
to the application of the Species Sensitivity Distributions (SSD) approach. Very little is 
known about whether the suite of species commonly used to construct SSDs are 
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representative of those for which risk assessments are intended to protect (Calow & Forbes 
2003). Additionally, comparisons of the toxicity of different chemicals on the basis of SSDs 
can be misleading because results may have been obtained from different sets of species 
(Calow & Forbes 2003; Suter 1993). 
 
Temporal Scales  
A final point on problems of scale and their contribution to uncertainty in risk assessments 
involves the role of temporal factors in determining toxic effect. Although concentration is in 
many cases the sole measure of exposure considered in risk and regulatory assessments, it is 
only one of the factors that determines toxicity, a significant proportion also being the time 
over which exposure occurs (Bunce & Remillard 2003; Newman & McCloskey 1996; Suter 
1993). The effect of temporal scales of exposure is often considered to be one of the more 
ecologically relevant factors that can be easily investigated with current techniques, because 
'in many cases the proportion responding is less important than the time required for response 
to begin' (Suter, 1993, p.69). However, standard test protocols stipulate uniform test lengths 
while investigating the effects of differing concentrations (Bunce & Remillard 2003; Suter 
1993). 
 
More recently there has been interest in the effects of short term 'pulse' exposures, as for some 
situations these are thought to represent better natural conditions where water flow, organism 
behaviour or chemical breakdown lead to short periods of exposure (Holdway et al. 1994; 
McCahon & Pascoe 1990; Seager & Maltby 1989). This is discussed further in Chapter 6. 
 
2.6.2 Uncertainty in the Mode of Action and Toxic Response 
 
Many ecotoxicological risk assessments are necessarily predictive because we would like to 
know what the likely effects of a chemical are before they occur. In addition, the logistic and 
ethical constraints of performing large-scale toxicity field trials mean that ecotoxicological 
risk models are almost entirely deterministic (mechanistic), due, in part, to the lack of 
empirical evidence of ecological effects of chemical pollution.  A consequence of this lack of 
knowledge of the behaviour and effect of most chemicals is that a number of assumptions 
must be made about the mechanistic basis for risk models, one of the most crucial of which 
involves the underlying mechanism of toxicity.  
 
Assumptions about the underlying nature of toxicity are often formulated as a deterministic 
relationship of cause and effect and, as they are largely untested, are a further source of 
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uncertainty in model form in risk assessments (Murphy 1998; Roex et al. 2000). Examples of 
these include scalar summaries, such as NOECs and LOECs, which are based on assumptions 
about the nature of toxicological response at low doses, and SARs, which involve 
assumptions about the relationship between physical properties, chemical structure and 
toxicity (Rand et al. 1995).  
 
An example of the uncertainty inherent in such assumptions comes from recent research into 
the toxicological responses of organisms at low doses where it has been found that exposure 
to some chemicals can illicit a response that is U-shaped or inverted U-shape instead of the 
commonly assumed linear response (Calabrese & Baldwin 1999; Chapman 1998). The 
mechanisms by which this response occurs are thought to involve stimulatory or over-
stimulatory physiological responses, at optimal conditions for the functioning and induction 
of detoxification and other metabolic responses by an organism (Calabrese 1999; Calabrese & 
Baldwin 1999). Evidence for this 'Hormetic effect' includes over 1,300 different experiments 
on a variety of chemicals and demonstrates that previous assumptions regarding the form of 
toxicity curves at low doses, and particularly of the existence and utility of NOEC and 
LOECs, is incorrect in some cases and may lead to the underestimation of risks (Calabrese 
1999; Calabrese & Baldwin 1999; Chapman 1998). A similar issue with regard to the 
understanding of modes of toxicity and assumptions of the nature of responses at low-doses 
has occurred in human cancer risk assessment and amongst other problems, has led to 
erroneous declarations of 'safe levels' of some chemicals (Mackie et al. 2003). 
 
Knowledge of the mode of toxicity is also of great importance when using SARs because they 
are based on theories or assumptions about the MOA (Lipnick 1995; Rand et al. 1995). In one 
examination of the utility of SARs, they were found to predict results from laboratory tests in 
around 50% of cases for the acute fish LC50, Daphnia LC50 and algae EC50 (Auer et al. 
1994; Zeeman 1995).  
 
Information regarding the mode of action of a toxicant is also important from an ecological 
standpoint as some mechanisms may present greater threats, require the use of particular 
indicators in environmental monitoring studies or lead to different effects when combined 
with other classes of toxicant (Suter 1993). While other toxicological phenomenon such as 
thresholds, delayed or persistent effects, reproductive impairment, and functional effects are 
ecologically important, and of particular use in determining management strategies, very little 
is known of endpoints other than mortality for most chemicals (Auer et al. 1990). Failure to 
recognise these mechanisms of toxicity can lead to significant underestimation of the effects 
of a toxicant and hence increase uncertainties in risk assessment.  
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Determination of a chemical’s MOA is complicated by uncertainties in the definition and 
identification of the various MOA themselves. For example, although the effects of narcotics 
have been studied for over 100 years and are utilised with considerable precision in surgical 
situations to achieve anaesthesia, very little is known about the actual mechanisms by which 
this effect occurs (Franks & Lieb 1990). Despite the fact that high correlations have been 
found between the lipid solubilities of anaesthetics and their effects, some authors suggest that 
narcotics actually act via a number of more specific mechanisms (Franks & Lieb 1990, 1994, 
1998). The MOA of a toxicant may also vary between different organisms.  
 
Finally, as will be examined in Chapter 4, there is also uncertainty in the actual nature of the 
toxicant that organisms will be exposed to (Nimmo & McEwen 1993; Rand 1995; Suter 
1993). For example, commercial pesticide formulations often contain multiple, frequently 
altered, toxically active chemicals that have not been tested together, further contributing to 
uncertainty in developing deterministic models and predicting the effects of chemical 
pollution (Rand 1995; Suter 1993).    
 
2.6.3 Statistical sources of Uncertainty  
 
An often unrecognised source of epistemic uncertainty is that introduced through the use of 
particular statistical or modelling approaches or assumptions (Morgan & Henrion 1990; 
Regan et al. 2002a; Suter 1993). This includes both the mathematical structure of models and 
the inadequate consideration of variability and uncertainty in parameter estimates, as 
discussed earlier in the general context of risk assessment. In particular, the oversimplification 
of models can lead to a loss of crucial information and contribute to uncertainty in risk 
estimates (Burgman 2005; Suter 1993; Suter et al. 2000). 
 
Variability 
Although often ignored or treated as a constant in risk models (Suter 1993), variability in an 
organism's response to toxicants can be considerable (Koller et al. 2000). It is important to 
distinguish between uncertainty due to variability and other sources because there are 
numerous methods by which the former may reduced, measured and incorporated into models 
and risk assessments (Ferson & Ginzburg 1996; Hoffman & Hammonds 1994). 
 
Koller, Hungerbuhler and Fent (2000) found that concentrations at which chemicals are found 
to be toxic can vary by several orders of magnitude with test conditions and species involved 
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and concluded that factor models should not be used to extrapolate between different 
endpoints (Koller et al. 2000). Sloof, van Oers and de Wart (1986) found that extrapolation 
between species was more uncertain than from acute to chronic for the same species, while 
Chapman (1983) found that species to species variation could be more than 10,000 times 
different. 
 
While much of the variation in sensitivity to toxicants between organisms is assumed to be 
caused by genetic differences or the traits of each individual (Chapman et al. 1998), Newman, 
and McCloskey (2000) found that repeated exposure and revival of the same individuals to a 
simple narcotic lead to different effect levels, demonstrating that there was also a stochastic 
component to an individual's tolerance (Newman & McCloskey 2000).  
 
Point Estimates  
Although one-dimensional models (such as point estimates) are used extensively in 
ecotoxicology and risk assessment to summarise exposure-response relationships, there are a 
number of problems associated with their use to inform risk assessments (Suter 1993).  
 
One-dimensional models, such as NOECs, are frequently used in risk assessments because 
they are conceptually similar to the concept of a No Effect Concentration (or Level), on which 
many environmental regulations and risk assessment approaches are based (Chapman et al. 
1996; Koller et al. 2000). They involve an important, and in most cases untested, assumption 
that there is a threshold of exposure, below which there is no toxic effect (Crane & Newman 
2000).  
 
A particular problem with the use of NOEC type summaries is that, because they are by 
definition one of the discrete concentrations of a chemical that has been tested, there is a 
considerable subjective component to their value (Fox 1999; Koller et al. 2000). As such, 
NOECs and LOECs can be artefacts of experimental design and method of calculation and are 
questionable summary measures to use in risk assessments (Chapman et al. 1996; Chapman et 
al. 1998; Crane & Newman 2000; Hoekstra & van Ewijk 1993; Koller et al. 2000; Suter 
1993). NOECs are also affected by experimental design and procedure through their 
dependency on intra-experimental variability:  Hoekstra, and van Ewijk (1993) found that 
NOELs were reduced when sample size was increased and greater care was taken to reduce 
measurement error.  
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Further, because NOEC type point estimates are discrete, estimates of variability or 
uncertainty, such as confidence intervals, cannot be calculated (Chapman et al. 1996; Crane & 
Newman 2000). This can lead to these test endpoints being treated or perceived as constants 
when they are in fact uncertain values derived from a distribution of possible values (Suter 
1993). In this way, knowledge of variability in toxic response, and hence the range of possible 
risk estimates, is lost and the uncertainty both increased and hidden. 
 
Laskowski (1995) expresses concern about the reporting of results and explains how, in the 
commonly used terms No Observed Effect Concentration (NOEC) and Lowest Observed 
Effect Concentration (LOEC), the word 'observed' can easily get confused with the word 
observable. This creates misconceptions about the meaning and utility of the results of test, 
especially in decision-making processes, and may be a considerable source of linguistic 
uncertainty (Laskowski 1995). 
 
Hoekstra, and van Ewijk (1993), and Chapman, Caldwell, and Chapman (1996) found that 
point estimates that were determined by using a test of statistical significance were sensitive 
to the particular test (e.g. Student's t, Dunnett's, Tukey's, William's test, etc.) despite 
similarities in experiment-wise error rates. Moreover, observations of non-significance at low 
exposure concentrations do not necessarily mean that there is not an effect as it is possible 
that there is one, but that it has not been observed at the required level (i.e. a Type II error) 
(Downes et al. 2002; Fox 2001; Hayes 1987; Hoekstra & van Ewijk 1993; Mapstone 1995; 
Quinn & Keough 2002). Crane and Newman (2000) refer to the practice of using hypothesis 
testing to determine toxicity endpoints like NOECs as 'a fundamentally invalid interpretation 
of hypothesis testing' (p.516). 
 
Some of the problems of Type II errors and tests of significance can, of course, be resolved by 
the application of power analysis or other less biased tests of significance (Crane & Newman 
2000; Newman & Jagoe 1996; Newman & Strojan 1998), however this is rarely performed 
(Chapman et al. 1996). One of the sources of these problems of not significantly detecting 
important effects in ecotoxicological tests involves the allocation of replicates among 
concentrations in the design of the experiment. Because the aim of many toxicity experiments 
is to obtain effect concentration values, replicates are typically distributed across as many 
concentrations as possible in order to obtain better parameter estimates in a regression 
analysis (Belanger 1997). Unfortunately, this type of experimental design does not lend itself 
particularly well to tests of significance at individual treatment levels, which would have 
greater statistical power if more replicates were allocated to fewer concentrations. 
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An illustration of the problems inherent in comparing point estimates is provided by Finkel 
(1995), who examined differences in previously determined risks of cancer in humans from 
exposure to Alar (daminozide), a growth regulator found in apple juice, and aflatoxin B1, a 
fungal product found in peanut butter. Several previous studies had compared the risks using 
point estimates and concluded that aflatoxin was around 10 to 300 times more carcinogenic 
than Alar (Finkel 1995). However, using Monte Carlo methods to compare the probability 
density functions (PDFs) of the risk of exposure to each factor, instead of point estimates, it 
was found that the central value of relative risk (i.e. that most likely) of exposure to Alar 
versus aflatoxin was around 1:1, and ranged from 376:1 in favour of aflatoxin to 34:1 in 
favour of Alar with 90% confidence (Finkel 1995). Most importantly the analysis showed that 
given the extent of uncertainty in the estimates, declarations of one exposure as being safer 
than the other had a high chance of being wrong. This contrasts with statements such as 
'aflatoxin contamination of peanut butter was 18 times worse than Alar contamination of 
apple juice' and shows the consequences of oversimplification in risk assessments and 
decision-making (Finkel 1995 p.103). 
 
Factor Models 
The use of factor models can also be an inconsistent and uninformative approach to modelling 
(Forbes & Calow 2002a). Although some methods for deriving these factors are based on 
measured effects data, this modelling approach can lead to inconsistent and misleading 
predictions. Chapman, Fairbrother and Brown (1998) found that factors based on the ratio of 
Acute to Chronic effect levels (ACRs) could range from 1 to 20,000, far exceeding the 
proposed margins of 'safety' provided for by prescribed uncertainty factors. Roex and 
colleagues (2000) examined the variability in ACRs for a data set of over 100 chemicals and 
found that they ranged from 0.79 to 5495, with 36% of the chemicals having an ACR more 
than 10, 9% more than 100, and 5% more than 1000 (Forbes & Calow 2002a). The data set 
was also analysed according to the mode of action of the chemical. Non-polar narcotics were 
found to have the smallest variation in ACRs, polar narcotics to have a significantly higher 
average ACR than non-polar narcotics, and specifically acting chemicals to have the highest 
ACRs (Roex et al. 2000). On further examination of this data set, Forbes and Calow (2002) 
found that although chemical class was a significant source of variation, it accounted for only 
9% of the variance. They proposed that interspecies differences may explain some of the 
remaining 91% of the variability (Forbes & Calow 2002a). When considering the species 
Daphnia magna, only 30% of variability in ACRs was explained by chemical class while 
70% was unexplained (Forbes & Calow 2002a). The median variability in chronic values 
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among species was found to be around four times greater than that for acute endpoints 
(Forbes & Calow 2002a). 
 
The analyses of Roex and colleagues (2000) and Forbes and Calow (2002) demonstrate that 
variability in toxic response within species and between experiments can be a significant 
source of uncertainty in risk assessments and may account for more of the variation in 
observed effects than differences in chemical class. It is apparent then, that measuring, 
understanding and incorporating this variation into models for risk assessment can lead to 
reductions in uncertainty without changes to experimental methods. These results also show 
that standard practices of extrapolating across endpoints and using factor models to account 
for uncertainty are inconsistent and, in some cases, may lead to underestimation of risks. In a 
separate study, Koller, Hungerbuhler and Fent (2000) concluded that 'the general safety 
factors for acute-to-chronic extrapolation can neither predict chronic toxicity, nor assure the 
protection of aquatic ecosystem when trying to extrapolate 'safe' concentrations' (p.142). 
 
Species Sensitivity Distributions  
As Species Sensitivity Distributions and quotient methods are typically based on NOEC type 
values they can be subject to the same problems from using point estimates described above 
(Newman et al. 2000). Although SSDs function as a two-dimensional model (concentration vs 
percentile of species protected), the use of point estimates (one-dimensional models) to 
summarise the results from each individual exposure-response experiment used to construct 
the SSD, means that any original estimates of variability and uncertainty have not been 
included (Suter 1993). Further, the reporting of confidence regions for percentiles of 
protection derived from SSDs is misleading because they encompass the error in the fit of the 
model to a number of single points, not the inclusion of the variability in the ranges of the 
original data as is implied (Newman et al. 2000; Suter 1993). This practice potentially hides 
variability and uncertainty in the risk estimates and can lead to underestimation of potential 
effects. 
 
Another limitation of the SSD approach is uncertainty about model structure (Forbes & 
Calow 2002a). Newman and others (2000) analysed the model fit for 30 published SSDs and 
found that half of the data sets failed a test of fit to a log-normal distribution, the assumed 
shape of response for all of the data sets. In addition, because only a limited number of 
species are commonly used in ecotoxicological investigations, the species sample used to 
construct the SSD is not a random sample as the approach assumes, and is a potential source 
of bias (Power & McCarty 1997). In the ANZECC and ARMCANZ (2000) guidelines this 
 36
problem of model fit was approached by using the Burr family of distributions, allowing for a 
greater range of values in the fit of the model than a log-normal distribution (ANZECC & 
ARMCANZ 2000; Fox 1999). 
 
2.7 Approaches to reducing Uncertainty in Ecotoxicological Risk 
Assessment  
 
'Any estimate of the uncertainty of a parameter value will always itself be 
more uncertain than the estimate of the parameter value.' (Hattis 1990 p.11) 
 
The examples described above indicate that sources of uncertainty in ecotoxicological risk 
assessments are numerous and diverse, ranging from those associated with understanding and 
predicting the behaviour of complex systems to simple errors in model formulation and risk 
calculations. In addition, the degree of variability in responses between repeated experiments, 
different species, and various endpoints, indicates that appropriate statistical analysis and 
empirical modelling are crucial to reducing uncertainty in risk assessments. It is therefore 
vital that methods of analysis and risk models allow estimates of variability and uncertainty to 
be carried through calculations to the final estimates, which many of the current approaches 
do not allow (Bartell 1996; Burgman 2005; Ferson & Hajagos 2004; NRC 1993).  
 
There are two aspects to ensuring the appropriateness of models for risk assessment: 
evaluating a model's suitability for its intended use and discerning how much confidence to 
place in inferences about real systems that are based on model results. According to Rykiel Jr, 
(1996 p. 230), 'the former is validation, the latter scientific hypothesis testing.'  
 
Validation Practices  
The purpose of validating risk estimates or model predictions is to 'demonstrate that a model 
meets some specified performance standard under specific conditions' (Rykiel Jr 1996 p.233). 
This approach is particularly useful in evaluating and understanding uncertainty and typically 
involves a number of stages, including: 
- verification that the model form is correctly specified and that there are not 
mathematical mistakes or computational errors in the model; 
- conceptual validation of underlying assumptions and justifications; 
- analysis of the sensitivity of the model to particular parameters; 
- comparison with other models; 
- calibration and adjustment of model parameters; 
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- qualification of the domain over which the model applies; 
- validation against actual events; and 
- validation against historical data sets (Holdway 1997; Rykiel Jr 1996). 
 
However, validation practices have a number of specific limitations when applied to models 
for use in ecotoxicological risk assessments (Holdway 1997; Suter 1993). One of the most 
important of these is an unfortunate lack of real effects data to use in the validation of model 
predictions. This is because follow-up monitoring or field studies of many activities that 
involve chemical pollution are rarely performed (Holdway 1997). When information from 
field monitoring is obtained, difficulties are often encountered in deciphering the effects of 
chemical pollutants from those caused by other natural and anthropogenic disturbances (Suter 
1993). In addition, the complex and unpredictable nature of ecological systems mean that 
validation of risk estimates at one particular time and place does not automatically ensure that 
they will apply to other places or times (Levin 1992; Rykiel Jr 1996; Suter 1993). 
 
Another difficulty with the validation of the predictions of ecotoxicological risk assessments 
is the lack of specificity of where and how models and their predictions should apply, as they 
'… are often of a more general nature and the targets are not well defined' (Forbes & Calow 
2002 p.250). This further contributes to and confuses uncertainty in risk assessments and 
typically occurs when the predictions from chemical risk assessments are intended (although 
they may be used otherwise) to apply to a wide range of circumstances and as a general 
indication of likely effect, as opposed to specific situations (Forbes & Calow 2002a). When 
combined with uncertainty regarding what to protect or at what level, this lack of specificity 
as to where and how the results of chemical risk assessments should apply creates a number 
of difficulties in validating the models used (Suter 1993). In many circumstances this creates 
a situation in which predictions cannot be proved or disproved (Richardson 1996). 
 
The utility of validation practices is also restricted by discrepancies of scale between 
management and test endpoints (Forbes & Calow 2002a; Suter 1993). There is disparity 
between exposure times and organisational complexity used in tests and the longer term 
population and ecological effects of concern and interest in environmental risk management 
(Calow 1998; Forbes & Calow 2002a). 
 
Hypothesis Testing 
Given the limitations of standard validation approaches to risk modelling the testing of 
assumptions through the development and testing of hypotheses about the theories on which 
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risk models are based is a practical way to evaluate and reduce some uncertainty in risk 
assessments (Newman 1996; Suter 1993): 
'Once the questions are refined, scientists ought to be able to develop risk 
assessment procedures that are both rigorous and transparent. However, this 
will not be achieved by measuring as many variables in as many ecosystems 
as we can, but rather by defining clear hypotheses that can be tested 
rigorously in well-designed research programs.' (Calow & Forbes 1997 p. 
808)  
 
An advantage of this approach, over techniques for validation, is that it can also be used to 
identify specific effects and understand the mechanisms by which phenomena such as scale 
dependency occur, as Chapman et al. (1998) argue: 
'the best way to extrapolate from the laboratory to the field is not by using 
safety factors but rather by conducting appropriate tests and appropriate 
assessments of the results of such tests.' (p.103) 
 
Further, because structural uncertainty in models is not only caused by choices in a model’s 
mathematical structure, but also by the understanding of the problem or situation (often 
termed scenario uncertainty), reducing model uncertainty requires the testing of assumptions 
and comparison of explanatory models (Chatfield 1995; Draper 1995; Murphy 1998). 
Investigation of many types of uncertainty may be approached experimentally, either through 
direct evaluation or by testing of hypotheses of causal mechanisms:  
'The key to prediction and understanding [of problems of scale in ecology] 
lies in the elucidation of mechanisms underlying observed patterns' (Levin 
1992 p.1943)  
 
Alternative Models 
There is considerable scope for the improvement of current practices in modelling 
ecotoxicological data and, in particular, in the incorporation of estimates of variability and 
uncertainty (Bartell 1996; Burgman 2005; Ferson & Hajagos 2004; NRC 1993). To this end a 
number of alternative models and approaches have been proposed. 
 
Alternative one-dimensional models to NOECs consist primarily of effect concentrations for 
low levels, such as EC05 (van der Hoeven 1997). While these are an improvement on NOECs 
because they are not plagued by problems with significance tests and they allow estimates of 
variability to be included (Koller et al. 2000), they are still limited as summaries of effect 
when compared to distributional analyses (Finkel 1995). 
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For example, Hoekstra and van Ewijk (1993) propose using a two-step extrapolation method 
to obtain a benchmark dose that is defined by a particular effect size (they use 25%). 
However, the method is still based on assumptions of linearity in the shape of the toxicity 
curve at low doses and does not inform us about the effects of exposure at effect levels below 
25%. The authors also caution against the use of estimates outside the range of concentrations 
tested (Hoekstra & van Ewijk 1993). 
 
Koller, Hungerbuhler and Fent (2000) suggest reporting ranges of toxic effect to encompass 
differences in endpoints and sensitivities across test species. They also favour the use of 
regression and distributional analysis and note that interpolation between measured values has 
much less dependency on the choice of model than extrapolation beyond those values. 
 
Distributional Analyses 
More complicated approaches to the analysis and modelling of exposure-effect data that focus 
on the use of results in risk assessment have been developed which involve probabilistic 
techniques and analysis of distributions of data (Finkel 1995; Power & McCarty 1996). 
Probabilistic methods allow calculation of the proportion of the population responding so that 
risks can be estimated for different effect sizes, unlike one-dimensional model approaches 
which assume that there is only one relevant magnitude of effect (Richardson 1996): 
'…greater insight into the magnitude of expected effects at various levels of 
exposure may be obtained by considering the full stressor-response 
distribution.' (Power & McCarty 1996 p.30) 
 
While assumptions are required in most methods, distributional and probabilistic use of 
ecotoxicological data in risk assessment enables estimates of variability and uncertainty to be 
explicitly carried through calculations and included in final estimates (Suter 1993; Finkel 
1995; Burgman 2005). They provide a basis for the testing of assumptions, comparisons of 
different scenarios and help to expose sources of uncertainty (Burgman 2005). Probabilistic 
approaches also shift the responsibility for determining what level of protection is appropriate 
onto decision makers instead of relying on misleadingly precise point estimates (Thompson & 
Graham 1996). 
 
Monte Carlo 
There are a multitude of probabilistic and statistical techniques that are useful in risk 
modelling in risk assessment, and perhaps the most popular is Monte Carlo analysis, which 
was developed by Stanislaw Ulam, John von Neumann and others in the USA, working on the 
Los Alamos project in the 1940s (Burgman 2005). Monte Carlo analysis is not a special 
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modelling approach (Bailar & Bailer 1999b), but a method of estimation that involves 
repeated random sampling from the distributions explaining each parameter in a model in 
order to generate a probability density function (PDF) or distribution of the overall model 
estimate (Suter 1993; Burgman 2005). Its advantage arises from the ability to solve complex 
modelling problems by combining distributions of parameters in a model that would 
otherwise be computationally difficult or impossible (Burgman 2005). Thus, it is particularly 
useful for resolving models that contain multiple parameters with PDFs from different 
distribution families (eg binomial, log-normal) and the application of Bayesian probabilistic 
approaches (Hoffman & Hammonds 1994; Cox Jr 1996; Vose 1996; McBride & Ellis 2001; 
Burgman 2005). While Monte-Carlo methods are useful for some risk modelling situations, it 
is difficult to incorporate treatments of epistemic uncertainty into these analyses and in many 
situations assumptions of independence between parameters are required when they may not 
be true (Burgman 2005; Ferson 1996; Ferson & Ginzburg 1996; Ferson et al. 2003) 
 
Genralized Linear Models 
Generalized Linear Models (GLM) were first described by Nelder and Wederburn (1972) and 
later expanded by (amongst others) McCullagh and Nelder (1989), are an extension of 
classical linear models where the response is considered as a function (usually non-linear) of a 
linear predictor (Dobson 1990; McCullagh & Nelder 1989). This approach facilitates the 
analysis of sets of non-linear data in their natural or parent distribution (e.g. Binomial, 
Poisson, etc.) without the problems of trying to 'normalise' and 'linearise' data that are inherent 
in some applications of classical linear models (Piegorsch & Bailer 1997; Quinn & Keough 
2002). Another advantage of GLMs is that they can contain both continuous and categorical 
predictor variables in the same model (Park & Vlek 2002). These methods are used 
extensively in this thesis and are described in further detail in Chapter 3. 
 
GLM, Generalized Additive Models (GAM) and Generalised Linear Mixed Models (GLMM) 
are among the most important and influential statistical developments in the last 30 years 
(Guisan et al. 2002). Examples of the application of GLM in ecological and environmental 
situations include: spatial analysis of species and communities (Elith et al. 2002; Guisan et al. 
2002), survival and effects data (Magaud et al. 1997), spatial patterning in landscapes (Park & 
Vlek 2002), exposure-response analysis (Bailer & Oris 1997; Kerr & Meador 1996; Paula 
1999; Piegorsch 1994; Piegorsch et al. 2000), risk assessment (Baxter 2001; Blough et al. 
1999), and fisheries management (Palsson et al. 2003). Although GLMs are increasingly 
being used in risk assessments in both explanatory and predictive capacities (Baxter 2001), 
 41
there are still relatively few examples of their use in modelling exposure-effects data for risk 
assessment, particularly in regulatory contexts (Blough et al. 1999; Kerr & Meador 1996).  
 
Bayesian Modelling 
Bayesian methods for modelling and data analysis represent a fundamentally different 
inferential approach to ‘classical’ or frequentist techniques (Berger & Berry 1988; Draper 
1995; Gelman et al. 2004; Lee 2004). In particular, Bayesian methods explicitly recognise 
and include so-called subjective (prior) distributions in their analyses, which can be 
considered to represent a state of belief about the situation being modelled. These subjective 
components of Bayesian models are seen by some as unscientific and others as an objective 
approach to recognising uncertainties inherent in real data analysis (Clark 2005; Dennis 
1996). One of the fundamental differences between frequentist and Bayesian inference is that 
the former is solely focused on aleatory uncertainty, while the latter explicitly recognises 
epistemic uncertainty and provides a framework for its inclusion along with aleatory sources 
(O'Hagan 2004).  To an increasing number of statisticians and risk assessors, Bayesian 
methods provided a natural and intuitive approach to dealing with a range of uncertainties in a 
range of situations.  
 
Other Probability Theories  
There are also a number of emerging theories of probability that stand to provide new 
approaches to working with both aleatory and epistemic uncertainty and for modelling risk. A 
particularly useful approach, called Probability Bounds Analysis (P-Bounds), is essentially an 
extension of interval theory to probability distributions (Ferson et al. 2003). This bounding of 
probabilities provides solutions to a range of mathematical problems, such as in accounting 
for unknown correlations or dependencies between variables and propagating uncertainty in 
risk models (Ferson & Hajagos 2004). Other emerging approaches include Dempster-Shafer 
and Fuzzy Set theories (Ferson et al. 2003; Regan et al. 2004).   
 
To date there have been few applications of Generalised Linear Modelling, Bayesian and 
Probability Bounds analysis in risk assessment, and even fewer in ecotoxicology. These 
approaches are discussed further throughout this thesis. 
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2.8 Summary and Conclusions 
 
Ecotoxicological risk assessments have primarily been focused on the use of laboratory data 
to predict ‘safe’ or low risk levels of chemical exposure for a wide range of situations and 
organisms. The models used in these assessments are deterministic and have primarily 
involved simple factor or quotient operations, although probabilistic formulations, such as 
SSDs are becoming more common. These risk modelling approaches are also quite disparate 
from the conventional statistical techniques used for other purposes in ecotoxicology.  
 
The sources of uncertainty in these risk assessments are pervasive, and include: a lack of data, 
extrapolation across ecological scales, ambiguous assessment targets, assumptions about the 
nature of the toxic response, variability in the toxic response, inadequate treatment of 
variability and uncertainty, and a range of other statistical assumptions.  
 
Previous treatments of uncertainty in ecotoxicological risk assessments have focused on the 
use of conservative assumptions, factor models and conventional methods for describing 
aleatory or random variability. These have been found to be inconsistent and often do not 
allow the propagation of uncertainty estimated from the original data (Suter 1993; Suter et al. 
2000; Suter et al. 2002).  
 
Field based approaches to validating the predictions and uncertainties of risk models may not 
be appropriate for many ecotoxicological applications (Forbes & Calow 2002a; Holdway 
1997; Suter 1993). This is because field data on the effects of chemicals are rarely available 
and may be impossible or unethical to obtain, the specific situations to which risk estimates 
apply is often ambiguous or unspecified, and the variability in, and detectability of, real-world 
effects is so great that validation at one place and time may not be informative about others 
(Rykiel Jr 1996). 
 
Experimental investigation and hypothesis testing have been suggested as alternative 
approaches to validating and investigating some of these assumptions (Calow & Forbes 1997; 
Chapman 1998; Suter 1993). The testing of specific hypotheses about the nature of toxicity, 
extrapolation procedures and the sources and effects of variability through careful 
experimental design are also important, although under-utilised, approaches to reducing 
uncertainty and providing useful information for inclusion in risk assessments (Suter 1993). 
Carefully designed experiments can be used to test many of the assumptions on which models 
for risk assessments are based that might not be able to be validated or verified with real 
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effects data (Calow & Forbes 1997). They can also help to elucidate areas of particular 
relevance to risk assessments, such as temporal effects, modes of action and mechanisms of 
scale differences (Levin 1992; Platt 1964; Suter 1993) 
 
Better estimation of effects and reductions in uncertainty can also be undertaken in 
conjunction with the use of more sophisticated statistical analysis and probabilistic modelling 
(Burgman 2005; Suter 1993). Approaches such as Generalised Linear Modelling, Bayesian 
and Probability Bounds Analysis provide quantitative methods for estimating and propagating 
both epistemic and aleatory uncertainty, with a range of response types and underlying 
distributions. Applications of such techniques stand to provide reductions in uncertainty and 
will lead to significant improvements in ecotoxicological risk modelling and subsequent 
decision making, using data that is currently available.  
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Chapter 3. Methods of Daphnia Culture, Experimentation 
and Statistical Analysis  
 
 
 
3.1 Introduction 
 
This Chapter describes the methods employed to investigate the toxicity of 2,4-
Dichloropheonxyacetic Acid and 4-Chlorophenol to the freshwater crustacean Daphnia 
carinata (King). It includes the culturing of test organisms (Daphnia) and food organisms 
(algae), experimental methods, and statistical analyses of results. The general experimental 
procedures used in each set of experiments presented in the following Chapters (4 - 6) are 
similar and so are described here to avoid repetition. A separate discussion of the specific 
methods of risk modelling and uncertainty analysis is given in Chapter 7.  
 
Daphnia 
Daphnia are small pelagic zooplankton that range in size from 0.5 to 1.5 cm. They are one of 
the most common test organisms used in ecotoxicology and were among the first animals to 
be used for investigations of the effects of aquatic pollution (Barnes 1987; Baudo 1987). 
Daphnia inhabit permanent and ephemeral lentic environments such as lakes, ponds and 
wetlands and are widely distributed across the world, including Australia (Barnes 1987; Shiel 
1995). Generally referred to as cladocerans (which is sometimes used as a suborder), 
organisms of the genus Daphnia are systematically situated in the Class Branchiopoda 
(Diplostraca): Order Anomopoda: Familiy Daphniidae (Barnes 1987; Shiel 1995). 
 
Four major life stages are recognised in Daphnia: egg, juvenile, adolescent and adult, 
although individuals may go through over 20 instars (APHA et al., 1995; Threlkeld, 1987). 
Because daphnids reproduce parthenogenetically, natural populations consist predominantly 
of females which produce clutches of clonal female offspring without the need for male 
gametes (Zaffagnini 1987). Parthenogenetic eggs develop in a brood chamber under the 
carapace of the organism where they hatch and are released at the next moult (Zaffagnini 
1987). Maturation and development time in daphnids varies with environmental factors such 
as temperature and nutritional state (Threlkeld 1987). Males appear in response to 
environmental cues, such as changes in temperature, pH, photoperiod or food availability. 
 45
Sexual reproduction results in fertilised eggs that form an ephippium which is released during 
moulting. These ephippia are resilient egg cases that can withstand environmental stresses 
such as desiccation and it is through this reproductive strategy that Daphnia can survive in 
ephemeral and dynamic environments (Zaffagnini, 1987). 
 
The main diet of daphnids consists of algae and bacteria (phytoplankton) that are filtered from 
the water column by means of specialised thoracic appendages (Barnes 1987; Shiel 1995). 
The filtering mechanism is selective only to particle size and as a result relatively large 
quantities of mineral particulate can be ingested. Some species of Daphnia are known to feed 
on particles in benthic sediments and off submerged surfaces (Burns 1968; Lampert 1987). 
They can also utilise organic matter adsorbed to particulate (Arruda et al. 1983).  
 
Daphnia have been found to be the dominant grazer in many lentic systems and therefore 
occupy a particularly important trophic level crucial to the regulation of algal abundances and 
maintenance of fish populations (Carpenter & Kitchell 1993; Murdoch et al. 1998). Daphnids 
are widely used in ecotoxicological testing because they are relatively easy to culture and are 
considered to be sensitive to most toxicants and thus a good indicator species (Baird et al. 
1989).  
 
While daphnids could be collected from natural sources for immediate use in laboratory 
testing, this can lead to problems with acclimatisation, excessive stress, variable sensitivity to 
toxicants, inconsistent supply and unknown age of individuals. Therefore, laboratory cultured 
Daphnia are the preferred source of organisms for ecotoxicological experimentation. 
 
3.2 General Laboratory Procedures 
A number of standardised methods have been published about the culture of Daphnia and 
algae. Developed by organisations such as the US EPA, Organisation for Economic 
Cooperation and Development (OECD), American Society for Testing and Materials 
(ASTM), Environment Canada, American Public Health Association (APHA), American 
Water Works Association (AWWA) and Water Environment Federation (WEF), these 
methods aim to reduce the variability in experimental results between different laboratories 
when undertaking testing for inclusion in regulatory assessment. However, variation in 
infrastructure, quality of resources (particularly water), and the different requirements of each 
species or sub-species mean that some customising of methods is often necessary (Elendt & 
Bias 1990). The unassisted establishment and maintenance of the laboratory cultures of 
Daphnia and algae was found to be a particularly challenging and time-consuming process. 
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Considerable trial and error was found to be necessary in order to optimise culturing 
conditions. This involved comparisons of different media and water types and pH’s, lighting 
and temperature conditions, feed amounts, frequencies and types, and numerous other 
conditions essential to the survival and health of the organisms. An example of the time 
consuming nature of these investigations is provided by Elendt and Bias (1990) who found 
that a trial culture of Daphnia had to go through four generations before the effects of 
selenium deficiency where observed.  
 
The conditions of culture for daphnids are important because they can have significant effects 
on the sensitivity of organisms to toxicants (Baudo 1987). Factors such as nutrition (Lanno et 
al. 1989), especially the levels of trace nutrients (Elendt & Bias 1990), food ration (Cox et al. 
1992; Naylor et al. 1992) and culture density (Martinez-Jeronimo et al. 2000) have been 
found to significantly effect results in toxicity experiments. Cleanliness and sterility are also 
critical when maintaining laboratory cultures of Daphnia and algae in order to reduce the 
potential for spreading chemical contaminants, pathogenic microbes and parasites. Additional 
care must be taken to ensure that cultures of different organisms are not cross-contaminated 
and remain axenic. The consistent maintenance of good laboratory practices is therefore 
essential to the long-term stability of cultures and, in turn, the repeatability and precision of 
results.  
 
3.2.1 Water Sources 
Three types of filtered water were used in the course of this research. The laboratories used 
were supplied with sand and activated carbon filtered water supply, called Wet Lab Water 
(WLW). This proved to be a suitable replacement for tap water for the initial stages of 
cleaning culture glassware and was originally trialled as a basis for the Daphnia media. 
However, the quality of this water proved to be inconsistent and so it was replaced with 
Millipore™ Milli-Q water for all growth and experimental media solutions, and also the final 
stages of glassware cleaning. Deionised water produced from a Permutit™ reverse-osmosis 
membrane (~2 microsiemens) was used for earlier stages of glassware cleaning.  
 
3.2.2 Glassware 
Due to their sensitivity to common water contaminants such as copper, chlorine and 
detergents, particular attention is required when cleaning glassware for use with Daphnia 
(Environment Canada 1990a). Two types of ‘baths’ were used for soaking and cleaning 
glassware in between rinsing stages. The first type was a concentrated pyro-negative 
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detergent solution made up in WLW, which was used to remove particulate and minor 
organic soiling. These 30L solutions were replaced monthly and two separate baths of this 
type were kept: one for culture glassware and one for ‘contaminated’ experimental glassware. 
The second bath contained 40L of a 5% Nitric Acid (HNO3) solution made up in deionised 
water. This was used to remove inorganic contaminants such as copper and chlorine and was 
changed about three times per year. Glassware that was contaminated with testing solutions 
was additionally rinsed with reagent grade acetone to remove organic toxicants.  
 
3.2.3 A Note on Measurement  
Meticulous technique and care in measuring quantities is required when performing 
experiments with low levels of toxicants as small errors in measurement can lead to 
significant variability in results.  
 
For the measurement of solutions under 20mL in volume, appropriately sized calibrated 
‘autopipettes’ were used. Sterile (autoclaved) disposable tips were used with these where 
microbial contamination was of concern. Analytical balances accurate to 0.1mg were used to 
weigh solids and liquids.  
 
Where accuracy was required in performing dilutions, such as in the production of solutions 
of toxicants for testing, attempts were made to keep dilution factors below or as close to ten 
(i.e. one order of magnitude) as possible in order to minimise the errors associated with 
measuring volumes of different magnitude.  
 
3.3 Culturing Procedures 
Although procedures have been developed for feeding Daphnia artificial media (for example, 
trout chow or yeast) (APHA et al. 1995; Elendt & Heidelberg 1990) problems with 
contamination by toxicants and insufficient nutrition make live algae a superior and more 
natural food source (Elendt & Heidelberg 1990; Environment Canada 1990a; Keating 1985). 
Previous studies have also shown that more than one algal (food) species is required for the 
long-term maintenance of healthy Daphnia cultures (Environment Canada 1990a; Keating 
1985; Naylor et al. 1992). 
 
During the course of this project, cultures of two strains of Daphnia carinata and three 
species of algae were maintained to provide neonates for use in experimentation. 
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3.3.1 Algae Culturing Procedures 
Species Description 
Two species of single-celled green algae (Phylum Chlorophyta) were cultured axenically as 
food sources for the Daphnia cultures. Starter cultures of Pseudokirchneriella subcapitata 
(Printz) (formerly Raphidocelis subcapitata and Selenastrum capricornutum, Figure 3.1) 
(Rose et al. 2000) were obtained from Dr Michael Barry (while at Victoria University of 
Technology), and Chlorella pyrenoidosa (Chick) (Figure 3.2), which was obtained from Mrs 
Liliana Zalianiak (RMIT University).  Another Chlorophyte, Chlamydomonas reinhardi 
(Dangeard), obtained from Southern Biological Services (Melbourne, Australia), was trialed 
but discontinued due to repeated microbial contamination. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2 Photo of Chlorella pyrenoidosa (Chick) cells (400x, unstained)
Figure 3.1 Photo of Pseudokirchneriella subcapitata (Printz) cells (400x, unstained)
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Culturing Media 
Given that algae provide most of the elements required by Daphnia for proper nutrition, the 
composition of the algal growth media is a crucial part of ensuring healthy daphnids. For 
example, nitrate levels in the growth medium determine the levels of fatty acids in the green 
algae and this can subsequently increase the effects of trace nutrient deficiencies in Daphnia 
(Elendt & Bias 1990). The composition of the algal growth media solutions used here 
followed that devised by Keating (1985) and is shown in Table 3.1. The solutions are defined 
in two groups: the ‘S’ solutions which are major nutrients, and ‘M’ solutions which are trace 
nutrients (Keating 1985). The vitamin additions suggested by Keating (1985) were substituted 
with a solution derived from a commercially available vitamin supplement (described below) 
and the N-glycylglycine buffer, which is prone to microbial degradation (Elendt & Bias 
1990), was replaced by ‘Tris buffer’ [Trizma Base: (tris(hydroxymethyl) aminomethane)]. 
Concentrated stock solutions of the individual media components were prepared and stored 
under appropriate conditions. These solutions were then combined and diluted to make up the 
algal growth media as required. 
 
Vitamins 
A substitute vitamin solution developed by Dr M. Barry (presently in the Department of 
Biological Sciences, Monash University, Melbourne) was used in place of the individual 
vitamins described in Keating (1985). One gram of commercially available Reptovite™ 
mineral supplement was dissolved in 100mL of Milli-Q water in a measuring cylinder. A 
white, carbonate precipitate was allowed to settle overnight. The supernatant was then 
transferred to an autoclaved 100mL Schott bottle via a syringe fitted with a sterile 0.2μm 
filter. This solution was refrigerated to reduce microbial growth and added to the algal growth 
media at 200μL/L (M. Barry, pers. com.). 
 
Antibiotics 
The bactericide Ampicillan (Austrapen, produced by CSL Ltd Australia) was used 
occasionally to control growth of contaminating microbes and ensure the axenic state of the 
culture. It was added to the growth media at 200 mg/L. 
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Table 3.1 Chemical Composition of Algae and Daphnia Growth Media, 'M' and 'S' 
solutions are based on those described in Keating (1985) 
Solution  Chemical Fomulae Concentraion in Media
  
Alagal Media "S" Solution  
Magnesium Sulfate heptahydrate MgSO4.7H2O 20.0 mg/L
Sodium Silicate 9 Hydrate Na2SiO3.9H2O 108 mg/L
Trizma Base [tris(hydroxymethyl)aminomethane] C4H11NO3 250 mg/L
Sodium Nitrate NaNO3 150 mg/L
Calcium Chloride dihydrate CaCl2.2H2O 38.0 mg/L
Potassium Chloride KCl 10.0 mg/L
Potassium dihydrogen phosphate KH2PO4 25.0 mg/L
di-Potassium hydrogen phosphate K2HPO4.H2O 9.16 mg/L
Hydrochloric Acid (37%) HCl 0.0666 mg/L
 
Alagal Media "M" Solution  
Boric Acid H3BO3 5.72 mg/L
di-Sodium EthyleneDiamineTetraAcetate Na2 EDTA 
(C10H14O8Na2,2H2O) 
5.00 mg/L
Ammonium monovanadate NH4VO3 0.00115 mg/L
Cobalt Chloride hexahydrate CoCl2.6H2O 0.0202 mg/L
Copper (II) chloride dihydrate CuCl2.2H2O 0.0670 mg/L
Iron (III) Chloride hexahydrate FeCl3.6H2O 1.16 mg/L
Lithium Chloride LiCl 0.611 mg/L
Manganese (III) Chloride tetrahydrate MnCl2.4H2O 0.720 mg/L
Potassium Iodide KI 0.00654 mg/L
Rubidium Chloride RbCl 0.141 mg/L
Selenium dioxide SeO2 0.00141 mg/L
Sodium Bromide NaBr 0.0644 mg/L
Sodium Molybdate dihydrate Na2MoO4.2H2O 0.126 mg/L
Strontium Chloride SrCl2.6H2O 0.304 mg/L
Zinc chloride ZnCl2 0.0520 mg/L
 
Alagal Media Other Components  
Austrapen (Ampicillan antibiotic)  200 mg/L
Multivitamin solution   200 (mL/L)
 
Daphnia Growth Media   
Reef Salt (gives ~ 24mg/L carbonate)  0.500 g/L
Additional Calcium Carbonate CaCO3 10.0 mg/L
Selenium dioxide SeO2 1.41ug/L
Hydrochloric Acid (37%) HCl as required (~0.0250mL/L)
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Preparation of Algal Growth Media 
Algal growth media was prepared with Milli-Q water in acid-washed 2L Schott bottles with 
each bottle containing 1.2L of solution. A hole was made in the centre of the bottle lids to 
allow for the insertion of plastic tubing to provide aeration for the cultures. These holes were 
then covered in cotton wool and the bottles sealed with aluminium foil prior to sterilisation by 
autoclave for 20 minutes at 121°C and 15lb/in2. 
 
Media was allowed to sit for about a week after autoclaving to allow for the re-absorption of 
carbon dioxide from the atmosphere and the balancing of the pH. This minimised sharp 
changes in conditions when inoculating new batches of media with the live algae (Stein 
1973). 
 
Antibiotics and vitamins, which break down when autoclaved, were added to the media at the 
time of inoculation.  
 
Inoculation and maintenance of algal cultures  
Algal cultures were maintained in a partitioned section of a climate controlled laboratory at 
18°C (+/-1°) and under continuous illumination from cool white fluorescent lights. Constant 
aeration provided reasonable mixing of the non-motile cells, although the culture vessels were 
also swirled once per day to ensure a homogenous solution was maintained. 
 
New cultures of algae were inoculated with 100mL of 7-day-old culture solution in order to 
maintain log-phase growth (Stein 1973). Inoculation was performed using a sterile technique 
in either a ‘Bio-hazard (P2 class)’ or ‘laminar flow’ microbial cabinet. Aeration was provided 
via 4mm plastic tubing attached to long glass pasture pipettes, which were prepared and 
sterilised in sealed autoclave bags. After additions of antibiotics, vitamins and algae, the lids 
were placed on the media bottles and the tubing inserted. On the outside end of the tubing was 
fixed a new, sterile 0.2μm hydroscopic filter and the top of the bottle was sealed with sterile 
cotton wool and aluminium foil. Thus, the cultures were sealed and could be transported to 
the climate-controlled laboratory without becoming contaminated. They were then connected 
to an air source via the filter for sterile aeration. The 7-day-old media was then stored at 4°C. 
 
Harvesting  
Harvesting of the 7-day-old algal cultures was performed by centrifugation at 6000rpm for 5 
minutes in autoclaved, 250mL Nalgene centrifuge bottles that were balanced by weight. The 
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supernatant was then discarded, the remaining algae resuspended in Daphnia growth media 
(described below) and the concentration determined using an improved Neubauer 
haemocytometer (APHA et al. 1992). Harvested algae were kept for up to two weeks under 
refrigeration for feeding to Daphnia. 
 
3.3.2 Daphnia Culturing Procedures 
Source of Animals 
Two strains of Daphnia carinata were cultured in the laboratory in order to supply neonates 
for testing. Animals of one strain were collected using a sweep net from the north-western 
area of outer Melbourne (Australia) in mid-1998 on a number of occasions. The sites of 
collection included small lakes and ponds adjacent to, and fed by, Greenvale reservoir (which 
is part of the drinking water supply for the city of Melbourne) and a number of small ponds in 
nearby Woodlands Historic Park. This area is part of the ‘western basalt plain’ in Victoria and 
the water chemistry of many of the water bodies is well suited to Daphnia habitation. 
Individuals identified as D. carinata were separated from the samples and used to start 
laboratory cultures that were maintained for the duration of the project. This strain was the 
main one used for experimentation and is termed D. carinata (Greenvale strain).  
 
Another strain of D. carinata was obtained from the Arthur Rylah Institute (Heidelberg, 
Victoria).  This strain was used to determine the relative sensitivity of the Greenvale strain 
and has been used for testing elsewhere (Julli et al. 1990; Kefford 2000). 
 
Species description 
Daphnia carinata was first described by King in 1853 and has undergone several taxonomic 
revisions since (Benzie 1988). While more recent investigations of Daphnia species rely on 
molecular techniques to investigate genetic diversity and evolution, complications have been 
found with some of the genetic diversity indices commonly used and also with their 
relationship to the heritability and expression of phenotypes or qualitative traits (Lynch et al. 
1999; Pfrender et al. 2001). Taxonomic distinction of daphnids is further complicated by their 
parthenogenetic mode of reproduction, high morphological plasticity and by hybridisation 
between species (Benzie 1988). 
 
The species used in this project were identified using morphological attributes as described in 
the Keys by Benzie (1988). Identification involved low magnification examination of 
carapace shape, high-magnification examination of micro-dissected post-abdomens (in 
particular the size, number and arrangement of anal spines), and the induction and 
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examination of ephippia and males. Benzie (1988), who is recognised by Shiel (1995) as 
providing the authoritative description of animals of the genus Daphnia in Australia, 
considers D. carinata as a diverse species complex that encompasses a range of carapace 
shapes and numbers of anal spines. 
 
Both of the subspecies used in this thesis were identified as belonging to the D. carinata 
complex. Adult females of each strain (around 1cm long) are shown in Figures 3.3 and 3.4 
and it can be seen that there are minor differences in carapace shape between the two. Higher 
magnification photos of dissected post-abdomens are shown in Figures 3.5 and 3.6 for the 
Greenvale and ARI strains respectively. The slight differences in morphology observed in the 
two strains are within the described range for D. carinata (Benzie 1988).  
 
Other strains of Daphnia carinata have previously been used in ecotoxicological research in 
Australia and New Zealand (Barry 1996; Barry et al. 1995; Hickey 1989; Julli et al. 1990; 
Kefford 2000; Phyu et al. 2004; van Dam et al. 1995, 1996; van Dam et al. 1999).  
 
Culturing Conditions 
Daphnids were grown in a synthetic medium at 18°C (±1°) with a 12 hour-light/dark cycle. 
The medium composition (shown in Table 3.1) was based on a commercial aquarium salt 
(Reef Salt™) diluted in Milli-Q water and was enriched with selenium and calcium. This salt 
mixture has a complex mix of different elements required for daphnid nutrition and has been 
used elsewhere for culturing Daphnia (Kefford 2000).  The concentration of carbonate ions 
was increased to be within the range for natural waters where Daphnia occur (Benzie 1988; 
Environment Canada 1990a). Selenium dioxide was added to provide elemental selenium at 
the concentration recommended by Keating (1985). Selenium is a crucial trace nutrient for the 
effective functioning of many enzymes in Daphnia, particularly those involved in 
reproduction and cuticle maintenance (Elendt & Bias 1990). The growth medium was aerated 
for at least 24 hours before use and the pH measured and adjusted to between 7 to 7.8 with 
small additions of concentrated Hydrochloric Acid. 
 
Cultures were contained in acid-washed Fowlers No. 20 glass jars (~500mL) with each vessel 
containing ten mature females. This was found to be an optimal number of adults, balancing 
space, maintenance and numbers of offspring produced. The growth media was changed three 
to four times per week by emptying the contents into a large glass Petri dish and then 
pipetting the adults into containers of fresh media. The neonates were then moved into 
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separate containers and either used for testing or kept for further culturing. A large, 
illuminated magnifying glass assisted in the viewing and handling of the organisms. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3 Photo of adult Daphnia carinata  (Ε, Greenvale Strain). Parthenogenetic eggs are 
clearly visible in the brood chamber.
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Figure 3.4 Photo of adult Daphnia carinata (Ε, ARI Strain)
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Figure 3.6 Photo of Daphnia carinata (ARI Strain) dissected post-abdomen (x40).
Figure 3.5 Photo of Daphnia carinata (Greenvale Strain) dissected post-abdomen (x40).
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Feeding 
Daphnids were fed limited amounts of concentrated green alga (P. subcapitata and C. 
pyrenoidosa) daily, at a total concentration in solution of no more than 1 x 106 cells/mL. 
Overfeeding Daphnia can lead to lower reproduction and decreased longevity, possibly 
through interference with the filtering appendages (Martinez-Jeronimo et al. 1994). Maternal 
food ration can also have significant effects on the production, size and sensitivity of neonates 
to toxicant stress (Cox et al. 1992; Lanno et al. 1989; Naylor et al. 1992) 
 
Handling of organisms 
Daphnia were handled using a mixture of glass and plastic pipettes that were modified to give 
an appropriately sized opening that would not damage the organisms. For the adult daphnids, 
which grew to over 1cm, scored, broken and flame polished glass pasture pipettes where used. 
For the smaller juveniles and neonates, 3mL plastic disposable pipettes that could easily be 
cut to the required size were used. Pipettes were changed regularly to prevent cross 
contamination of microbes and test chemicals. 
 
Health Criteria 
Indicators of the health status of Daphnia cultures included levels of mortality, time to first 
brood, brood size, damage to antennae and presence of ephippia (Elendt & Bias 1990; 
Environment Canada 1990a).  During the four years that the Greenvale strain was cultured, 
virtually no parental mortality (except for old age) was experienced, brood sizes and timing 
were relatively consistent and ephippia were rarely observed. With the culture of the ARI 
strain, ephippia were never observed, suggesting that either this function had been reduced 
through generations of laboratory culturing, or that the strains had differing reproduction 
cycles. Neonates from culture vessels where any adults had produced ephippia were not used 
for experimentation. As is detailed in the results presented in Chapter 5, repetition of the same 
experiments over time produced very little variation in results suggesting good consistency in 
the health of the cultures over time. 
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3.4 Experimental Procedures 
 
The experimental methodology presented in this thesis is based on the Environment Canada 
(1990) 48 hour acute toxicity test for Daphnia. 
 
Experiments were conducted in a partitioned section of the laboratory away from the culture 
vessels and other experiments. Lighting was provided by cool white fluorescent tubes on a 12 
hour cycle, while the temperature was 18 °C (±1°). All test solutions were made up in the 
synthetic growth medium used for culturing the daphnids and the pH adjusted to be within the 
range 7 to 7.8 with either HCl or NaOH. 
 
Author’s Note 
While performing the series of experiments on the toxicity of 2,4-D formulations a problem 
occurred with the supply of filtered water to the laboratories used as a result of factors 
external to the University. This problem was later found to have caused elevated levels of 
metal ions in the laboratory water supply and affected the results of a large number of 
experiments on 2,4-D, which have not been included in this thesis. Fortunately, the 
contamination problem did not affect the stock Daphnia and algae cultures, and this was 
confirmed through subsequent testing. Following the discovery of the contamination problem 
a different water source was used for subsequent experiments. The effect of this 
contamination on the experimental results was not discovered until after that set of 
experiments had been completed and, as a result, most of the data from that investigation 
(which took over a year to complete) was not suitable for inclusion in this thesis. Shortly after 
this problem occurred, the stock cultures and experiments were relocated to new laboratory at 
another campus of the University. While this relocation solved the problems with access to an 
appropriate filtered water supply, it caused considerable delays and interruptions to the 
experimental and theoretical research components of this thesis.  
 
Experimental Design  
Each experiment consisted of a number of concentrations of the test chemical (treatment) with 
replicate beakers (experimental units) of each concentration. This is diagrammatically 
represented in Figure 3.7, which shows the design used for comparison between two 
treatments (each small square represents one replicate test beaker), except that the 
arrangement of replicates was randomised as described below. Experimental units consisted 
of tall, 250mL glass beakers containing 10 neonate daphnids in 150mL of test solution. One 
of the treatments was a control, consisting of dilution medium only (no test chemical). 
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Placement of test beakers in the experimental area of the laboratory was randomised to reduce 
position effects, however problems with insufficient dispersion can occur with purely random 
assignment of small numbers of replicates (Hurlbert 1984). This is because it is possible to 
randomly assign all three replicates of a given treatment close enough together that position 
effects may confound treatment effects. To solve this problem it was decided a priori that the 
random assignment of positions would exclude the case where the same treatment was 
adjacent in any direction (ie. either side, in front or behind). This was achieved by rejecting 
that position and choosing a new random coordinate from a table of random numbers until 
one that was not adjacent was found. In experiments where two chemicals or treatment groups 
were to be compared concurrently the design described above was completely replicated and 
position assignment included units from both groups (Figure 3.7). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.7 Diagrammatical representation of experimental design showing configuration 
of replicates within levels of treatments (replicates were not physically aligned in blocks 
but allocated positions randomly).
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3.4.1 Test Method – Acute Toxicity to Daphnia, 48 hour, Static, Non-Renewal 
Acute experiments conducted with Daphnia involved using newborn neonates (less than 24 
hours old), which is generally considered to be the most sensitive life stage to toxicants 
(Enserink et al. 1990; Klien 2000). To ensure that neonates were the appropriate age, 
maternal adults were placed into new media the day before the test was to begin and existing 
neonates removed in the process. Less than 24 hour old neonates were then removed from the 
stock cultures as close to the start of the test as possible and transferred to a container of fresh 
media to await assignment to an experimental unit.  
 
Just before beginning an experiment, stock solutions of the test chemicals were prepared with 
fresh, well-oxygenated synthetic growth media in acid-washed Schott bottles and mixed until 
dissolved. In order to reduce the errors associated with measuring and diluting different 
volumes of liquids, the concentration of toxicant in this stock solution was as close as possible 
to 10:1 or less of the concentrations required for the test. The different concentrations of the 
chemical to be tested were then prepared from the stock solution in 1 litre, acid-washed 
conical flasks and the pH adjusted to 7.5 (±0.5). The final pH and dissolved oxygen levels 
were recorded and the solutions transferred to 250mL beakers. Each beaker contained 150mL 
of test solution, with at least three replicate beakers of each concentration of toxicant while 
controls consisted of the synthetic growth media only.  
 
The experiment began by introducing ten neonates into each test container using a clean, 
disposable pipette and the time of introduction was recorded. Assignment of animals to each 
treatment was staggered by around 5 minutes to allow time for counting the animals at the 
conclusion of the test. To avoid contaminating the remaining neonates, care was taken not to 
lower the pipette into the test solution. It is noted that some of the published methods suggest 
that the animals should be released under the surface of the water and the pipette 'cleaned' 
between uses (Environment Canada 1990a). This method is intended to avoid trapping air 
bubbles under the carapace of the neonates which may subsequently cause them to become 
caught in the surface film of the solution and not receive the expected exposure to the toxicant 
(Environment Canada, 1990 p19). In this author’s view the potential for contamination is too 
great with this method, especially when working with hydrophobic chemicals that are highly 
toxic. In addition, there were too many daphnids (more than 300 individuals) in an experiment 
to use a new pipette each time. No problems were experienced with the method used here and, 
in particular, neonates did not become caught in the surface of the solution. 
 
Another problem with the method for the introduction of neonates into test solutions is that 
the addition of extra liquid along with the neonates may dilute the concentration of the 
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toxicant in the test vessel. This effect was considered to be negligible since the dilution factor 
was very small and would be distributed randomly across treatments, and hence not affect 
hypotheses tests of interest. Because there are other systematic factors affecting 
concentration, such as volatilisation or adherence to surfaces, measuring the concentration of 
test chemical is the only way to truly determine the exact concentration being given. 
 
Test solutions were always handled starting with the control treatment and working through 
the concentrations from lowest to highest in order to reduce the chance and effects of 
contamination with toxicant.  
 
In the standard (non-pulse) experiments, Daphnia were exposed to the test solutions for 48 
hours with no aeration or change of solution. After 48 hours, the experiment was concluded 
by removing the daphnids from each test container, placing them into a disposable petri dish 
containing fresh media and determining the numbers dead and alive. This was also performed 
starting with the control treatment and then progressing from lowest to highest toxicant 
concentration. The acute endpoint, mortality, was determined by immobility with gentle 
stimulation after the organism had spent a minute in fresh media. Daphnia can go into a state 
of shock when exposed to toxicants and may be revived in fresh media. While it is possible to 
observe the beating of the heart through the carapace under a dissecting microscope, the 
numbers of Daphnia used in these experiments meant that this was too time consuming to use 
as an endpoint. Movement of the filtering appendages, however, could be observed through a 
large, illuminating magnifying glass and proved to be a good indicator of mortality as the 
filter combs are almost continuously active while the organism is alive.  
 
Once all the daphnids had been removed and counted, the pH and dissolved oxygen of the test 
solutions were measured and recorded to ensure that there were no confounding water quality 
factors. This is because dissolved oxygen and pH can affect sensitivity to toxicants and are 
recommended to more than 5.5mg/L (40%) and between 6.0-8.5 respectively (Environment 
Canada 1990a). Water samples were also taken at this point, if required, for analysis.  
 
3.4.2 Test Method – Acute Toxicity to Daphnia, 48hr, Pulse Exposure 
In addition to the standard 48 hour acute test a pulse exposure method was developed to 
investigate the effect of length of exposure on the toxicity of chemicals to Daphnia. This 
sought to replicate environmental situations where organisms may only be exposed for short 
periods and to investigate the ability to recover from exposure or the presence of delayed 
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toxicity effects. As is discussed in Chapter 6 this method also allowed certain assumptions 
regarding the mechanism of toxic effect to be tested.  
 
The procedures for these experiments followed those for the standard 48 hour acute test, 
except that the organisms were only exposed for a set 'pulse' period of time. Following the 
exposure period the daphnids were removed from the test containers and placed in a petri dish 
of fresh media for 5 minutes. This allowed organisms that may still be alive, but in shock, to 
recover before mortality was determined and also served to 'rinse' the organisms, thereby 
reducing the chance of contaminating the recovery solutions with toxicant (Holdway & Dixon 
1988). At this point the mortality levels for the pulse phase were recorded and the remaining 
(alive) organisms were placed into clean beakers containing Daphnia growth media only. 
These beakers were then returned to the test area for the remainder of the 48 hour period. The 
overall test length had to remain 48 hours since a longer period would require the Daphnia to 
be fed, complicating the exposure regime, while being too long to be considered acute 
toxicity. At the conclusion of the experiment the daphnids were again removed, counted and 
subsequent mortality recorded. The pH and dissolved oxygen were measured in all test 
solutions at the start and finish of both phases of the experiment to ensure that there were no 
confounding water quality factors. 
 
This procedure produced two sets of data for each pulse experiment: one set giving the 
concentration-response relationship for the end of the exposure or ‘pulse’ period and another 
set for the end of the recovery period. By repeating these experiments for a number of 
different pulse exposure times, it was expected that an understanding about how toxic effect 
changed with both time and concentration could be developed something that can be difficult 
to achieve with Daphnia as they can be quite sensitive to handling. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.8 Diagrammatical representation of the experimental design for pulse exposure 
experiments on Daphnia
66
 67
3.5 Methods of Statistical Analysis 
 
General statistical approach 
The experiments presented in this study were designed to compare the effects of different 
experimental treatments, such as chemicals or exposure times, both within and between 
repeated experiments, in order to test hypothesis and provide information of use in risk 
assessments. Unlike many toxicological studies, which are primarily concerned with 
determining the values of point estimates of toxicity, the aim here was to describe and 
compare the whole exposure-response distribution derived from each experiment in order to 
more completely determine the effect of the treatments. As discussed in Chapter 2, statistical 
comparisons using point estimates have been found to give misleading and inconsistent 
results (Finkel 1995); moreover, point estimates may sometimes be artefacts of experimental 
design and method of calculation (Crane & Newman 2000). Consideration of whole 
exposure-effect distributions in ecotoxicological studies provides a more statistically sound 
approach that can help to quantify, and potentially reduce, uncertainties in risk assessments.  
 
3.5.1 Generalized Linear Models 
One of the main themes of this thesis is an investigation of the suitability of Generalised 
Linear Models (GLM) as a framework for describing, analysing and predicting 
ecotoxicological effects. This class of models, first described by Nelder and Wedderburn 
(1972), extend classical or general linear models to describe any exponential distribution by 
linking the mean response and the linear predictors through a non-linear link function. In this 
way classical linear models are generalised to encompass a much broader range of non-linear 
and non-normal possibilities (Dobson 1990). 
 
Many of the statistical models familiar to the analytical sciences, such as linear models, probit 
and logistic regression can be considered as special cases or applications of generalised linear 
modelling (Piegorsch & Bailer 1997; Piegorsch et al. 1998). However, the generalisation of 
these as a class of models has allowed the development of specific estimation, 
parameterisation, diagnostic, variance partitioning and significance testing methods that are a 
marked improvement upon conventional linear techniques. To date, there have been few 
actual examples of the application of GLM techniques in ecotoxicology, although examples 
of standard bioassay analysis are often given in the statistical literature (Dobson 1990; Moore 
et al. 1999; Piegorsch & Bailer 1997).  
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A universal approach to exposure-response modelling was taken in this study which involved 
constructing a general, underlying model that attempted to explain the relationship between 
concentration and mortality across all the experiments. This model was then fitted both 
individually to each experimental data set, and to groups of common data sets, and the 
contribution of the various sub-components, parameters or experimental treatments to the 
overall model fit assessed using formal statistical tests and the regression diagnostics.  
 
For this purpose the binary logistic equation (described below as Equation 1) was chosen 
based on a number of criteria:  
1) plots of the raw data generally followed a sigmoid shape that could be described by this 
equation;  
2) the data are in the form of a series of binomial distributed trials (i.e. alive or dead);  
3) previous studies have established the logistic equation as being well suited to explaining 
exposure-response relationships (Ashton 1972; Cox & E.J. 1989; Piegorsch & Bailer 
1997);  
4) the model can be easily extended to include terms for higher order effects (eg quadratic or 
cubic responses) or categorical variables for specific treatment effects; and  
5) while both the probit and logistic models are commonly used to explain exposure-
response relationships (and often provide similar results), the logistic function has some 
particular mathematical properties that suit this type of analysis (Piegorsch & Bailer 
1997).  
 
 
3.5.2 Maximum Likelihood Modelling Approach  
GLMs are an extension of classical linear models where the response can be analysed in a 
non-linear fashion in its natural parent distribution (Normal, Binomial, Poisson, etc.), without 
the problems of trying to 'normalise' data that are inherent in classical linear models 
(Piegorsch & Bailer 1997). In a classical linear model, the mean, μ, and the linear predictor, η 
(where η = β0 + β1X1 +…+ βpXp), are identically related, μ = η (Dobson 1990; Piegorsch & 
Bailer 1997). In the generalised extension however, the mean response is 'linked' to the linear 
predictor through a monotonic, differentiable (and usually non-linear) function ‘g’ such that: 
g(μ) = η (Dobson 1990). For binomial data, such as that obtained from an acute toxicity 
experiment, the parameter of interest is a proportion, π, where:  
N(trials)
outcomes)(Y=π  
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This is sometimes referred to as the events/trials form or syntax and can take values between 
0 and 1. In a distribution from the exponential family the most basic form of parameterisation 
(link function) is called the natural or canonical parameter (θ) (Piegorsch & Bailer 1997). For 
the binomial distribution this natural parameter is the linear transformed logistic equation or 
logit:  
⎭⎬
⎫
⎩⎨
⎧ =⎟⎠
⎞⎜⎝
⎛
−= N   where       1log  
Yππ
πθ                       
Thus, the complete model with a linear predictor is:  
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−                                                       Equation 1 
 
This is referred to as the logit transformation because it can also be described as a non-linear 
(untransformed) equation:  
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which is a sigmoid curve (Christensen 1997). This is also referred to as the logistic or linear 
logistic equation because it is a special case of the many possible logistic equations that is 
linear with respect to the parameters and independent variables (Piegorsch & Bailer 1997). 
An interesting property of this equation is that when π = 0.5, X = β0 / β1 which is the LC50 
when modelling concentration-mortality and the point of inflection when the model is given 
in the form of Equation 2. 
 
The exponential family of probability distributions can be explained by the natural or 
canonical parameter (θ), which is a function of the mean, and a dispersion parameter (φ), 
which is a function of the variance (Quinn & Keough 2002). 
 
A GLM belonging to the exponential family of distributions has the form: 
 ( ) ( )( )( ) ( )( )φφ
θφθ
,
 exp  ,,
yca
byy +
−=ƒ  
where a(φ), b(θ), and c(y, φ) are known functions (Piegorsch & Bailer 1997).  
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The scalar, φ, is treated as an unknown constant which the maximum likelihood estimate of θ 
does not depend on (Christensen 1997). It is an important component of the model because it 
is related to the variance (Der & Everitt 2002): 
 
( ) ( ) ( )φθ a "b  YVar =       
 
or, more specifically for the binomial distribution (McCullagh & Nelder 1989): 
 
( ) ( )ππφ -1.m.  YVar =  
 
where b"(θ) is the second order derivative of the canonical parameter (θ) and is called the 
variance function, a(φ) = φ/ω where ω is a prior known weight and φ is called the dispersion 
or scale parameter, and m is the number of individuals sampled (McCullagh & Nelder 1989). 
When estimating the model, the variance is not measured directly but is treated as 
proportional to the variance function (Der & Everitt 2002). For the binomial distribution 
(Dobson 1990; McCullagh & Nelder 1989): 
 
θ = log (π/1- π), 
b"(θ) = π(1- π), and  
φ = 1 
 
Estimation of the parameters was achieved using maximum likelihood (ML) techniques (see 
McCullagh & Nelder (1989) or Dobson (1990) for further discussion) and is relatively 
straightforward with modern computing packages. 
 
Overdispersion  
A common problem encountered when GLMs are fit to real data is that the variance in the 
response variable (μ or Y) may be more than the nominal variance of the assumed distribution 
(McCullagh & Nelder 1989). For example, when fitting a logit model to an experimental data 
set it may be assumed that the data follow a standard binomial distribution. However, the 
assumption of a particular underlying probability distribution also implies that a certain level 
of variation is observed in the data (Quinn & Keough 2002). This assumption is expressed in 
the estimation of the model by the value of the dispersion parameter (φ) being fixed at one. If 
the variation in the data is more than that implied by the underlying probability distribution, 
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the estimated model is considered to be overdispersed (for binomial data this may also be 
referred to as extra-binomial or beta-binomial dispersion), a situation that can result in the 
standard errors and confidence intervals being underestimated (McCullagh & Nelder 1989). 
Overdispersion may arise from a number of sources, including variability in the response 
variable that is not fully explained by the independent variables (Der & Everitt 2002) or 
unaccounted for patterns in the data, such as clustering (McCullagh & Nelder 1989). A 
similar situation also applies for underdispersed data (McCullagh & Nelder 1989). 
 
The most common method for incorporating overdispersion into a model is to estimate the 
dispersion parameter, φ, (instead of it being held fixed) and then to re-fit the model using the 
estimate (of φ) to scale the standard errors and confidence intervals (Der & Everitt 2002). The 
dispersion parameter estimate is obtained while fitting a model that contains sufficient 
regression parameters to account for the systematic variation. This method is an example of 
quasi-likelihood estimation [a detailed discussion of which can be found in Chapter 9 of 
McCullagh and Nelder (1989)] and it does not affect the mean response or parameter 
estimates. Re-scaling of the dispersion parameter in this way is standard practice in GLM 
analyses [McCullagh and Nelder (1989) note that overdispersion is probably more common 
than nominal dispersion] and it is analogous to the estimation of the residual variance from 
the residual sum of squares in classical linear modelling (Der & Everitt 2002).  
 
Estimation of the dispersion parameter can be based on either the generalised Pearson χ2 or 
the Deviance statistics for the regression. The Deviance (D) is simply twice the difference 
between the maximised log-likelihood (l) of the model and the maximum log-likelihood 
possible for the full model (Dobson 1990):  
 
D = 2 [ l (bmax ; y) - l (b ; y)] 
 
and approximates the chi-square distribution. The Pearson χ2 is the square of the sum of the 
observed minus the expected values, divided by the estimated variance function [V(ŷ)]: 
 
( )
( )∑ −= yˆV ˆ  
2
2 yyχ  
 
An estimate of the degree of dispersion can be obtained from either of these statistics divided 
by their degrees of freedom (DF), where: DF= N(observations) - p(parameters) (Dobson 
1990). In an ideal case, where the data follow a one-parameter exponential distribution, the 
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values of the Pearson's χ2 or Deviance statistics would be expected to be roughly in the middle 
of the chi-square distribution and thus be close in value to its degrees of freedom (N-p) 
(Christensen 1997; Dobson 1990). This is a property of the chi-square distribution and means 
that the ratio of the statistic to its degrees of freedom would be expected to be approximately 
equal to one. Departure of this ratio from one is an indication of overdispersion, suggesting 
that either the model itself should be reconsidered or that a more appropriate method of 
estimation would be to use quasi-likelihoods (Der & Everitt 2002).  
 
Goodness of Fit Tests 
The Deviance and Pearson's χ2 statistic values, when compared with an appropriate null 
hypothesis with a critical chi-square value, can also form a test of 'goodness of fit' 
(Christensen 1997). It should be noted however, that due to the manner with which the null 
hypothesis must be constructed this is actually a 'lack of fit' test (Der & Everitt 2002). Since 
the true relationship between the parameters is not known, the comparison in this case is to 
the best fit possible for that particular fitted model, whereas a true test of goodness of fit 
would be to compare the fitted model with a different model that either provided a better fit, 
or where the relationship was known (Chatfield 1995; Draper 1995). While this is 
unfortunately not possible for many real-world modelling situations, it remains important to 
consider the limitations of the test statistics when evaluating model fit. 
 
 
Tests of Significance  
Statistical comparisons between models were performed using Deviance and Likelihood Ratio 
tests, where the Deviance (D) is twice the difference between two log-likelihoods and the 
Likelihood Ratio (LR) is simply the ratio of the log-likelihood (l) of the full and reduced 
models (described below) (Dobson 1990): 
 
( )
( )yl
yl
 ; b
 ;b
  LR max=  
 
Both the LR and D statistics are useful for testing hypotheses of interest in a regression 
analysis, particularly those relating to the contribution of various parameters to the overall fit. 
For these purposes the difference between two Deviances, sometimes called a G-test, can be 
used to test between a full and reduced model (Dobson 1990; Piegorsch & Bailer 1997). With 
the inclusion of categorical parameters, these tests can be used to determine the significance 
of the different experimental treatments.  
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The Deviance and Likelihood Ratio statistics can also be employed to test whether the slope 
parameter for the regression (β1 from equation 1) is significantly different from zero. This 
tests the general question of whether a significant relationship is observed between the 
predictor and response variables and is abbreviated as H0: β1=0 (ie null hypothesis (H0) that 
the slope equals zero) (Piegorsch & Bailer 1997). 
 
Another statistic that is useful for testing hypotheses is the Wald test (Piegorsch & Bailer 
1997). This is based on the standard error (SE) of an estimated parameter. If testing the 
hypothesis H0: b = b0 (where b is an estimate of β) the general form of the Wald statistic is 
(Piegorsch & Bailer 1997): 
 
( )
( )b
bb
SE
 W 0
−=  
 
although the actual Wald test for a generalized linear model is based on maximum likelihood 
estimates (Dobson 1990; Piegorsch & Bailer 1997). While the Wald and LR tests provide 
similar results in many circumstances, it should be noted that the Wald statistic is unstable 
when used to test the slope null hypothesis for the linear logistic (H0: β1=0) and, as such, the 
LR statistic should be used in this case (Further discussion on this can be found in Chapter 2 
of Piegorsch and Bailer (1997)). 
  
Model fitting and Data Analysis 
The linear logistic model was fitted to each experimental data set using the statistical package 
SAS Version 9.1 (SAS Institute 2003). The SAS system is composed of a number of sets of 
different ‘procedural modules’ that perform a variety of analyses and manipulations of data 
(Der & Everitt 2002). Three of these procedural modules, the logistic, probit and genmod 
procedures, can be used to fit a range of GLM to data and each of the procedures has a 
slightly different output, although they all produce the same parameter estimates (note that in 
the following presentation of the results, references to the ‘probit’ procedure still involve 
fitting the logistic model). The modules are utilised by writing and running series of codes 
written in the SAS programming language, examples of which are given in Appendix 3. 
Because of the different statistics and formatting of the outputs from each module a mixture 
of edited outputs is presented in the result chapters. 
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The logistic model and other GLMs are fitted in SAS using a Newton-Raphson algorithm 
which maximises the log-likelihood directly (Piegorsch & Bailer 1997) to provide estimates 
of the parameters (β0, β1,…, etc.) and their standard errors (a detailed discussion of which can 
be found in either Dobson (1990) or McCullagh and Nelder (1989)).  
 
Recall that the general form of the linear logistic is:  
 
  X  
1
log 10 ββπ
π +=⎟⎠
⎞⎜⎝
⎛
−                           Equation 1 
 
 
When fitting this equation to observed data, the parameters are estimates, where: π = 
Y(deaths)/N(total animals) for each replicate, β0 is the intercept parameter, β1 is the slope 
parameter with respect to X, and X is the concentration of toxicant in mg/L (i.e. the predictor 
or explanatory variable). This model is referred to as the reduced form, since it contains the 
minimum number of explanatory variables (β’s) that can be used. The model can then be 
expanded to include terms that distinguish between sub-populations in the regression. For 
example, a categorical term, I, may be included to determine whether two different chemicals 
have the same effect on the response population. This model would then be of the form: 
 
 IXI X  
1
log 2 310 ββββπ
π +++=⎟⎠
⎞⎜⎝
⎛
−          Equation 3 
 
Where β2I is the effect of I on the intercept (sometimes referred to as a shift dummy) and β3IX 
explains the effect of I on the slope of the regression. Other effects may also be included, such 
as higher-order concentration effects, where the inclusion of X2 and X3 terms investigates 
further degrees of non-linearity in the response to the toxicant. This case is particularly 
interesting because most toxicological investigations assume that the LC50 is the point of 
inflection of the regression, although there is no particular reason why this should be so. 
Higher-order effect models of this type can easily be used to describe the effects of non-
linearity at low levels of exposure, such as hormetic effects. The various contributions and 
significance of the different terms in the model are determined using the regression 
diagnostics and specific tests as explained below. 
 
An initial analysis was performed on each experimental data set individually that used the 
Probit procedure in SAS to fit a linear logistic function of the form of Equation 1, which only 
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contained terms in the model for the effect of concentration on mortality. The Probit 
procedure is useful for the analysis of toxicity data because it is capable of calculating inverse 
confidence (fiducial) intervals for potency estimates based on Fieller’s theorem (Finney 1971; 
Piegorsch & Bailer 1997) for a variety of different models. This is generally considered the 
preferred method for calculating confidence intervals for potency estimates, and is 
asymmetric, asymptotic and less sensitive to correlation between the parameters (Christensen 
1997; Finney 1971; Piegorsch & Bailer 1997). These potency estimates were also used to 
construct plots of the concentration-effect relationships since a large number of points were 
provided.  
 
Model adequacy and fit was determined using the Pearson's χ2 ‘lack of fit’ test given as part 
of the output in Probit procedure. Where a significant ‘lack of fit’ was observed (α = 0.05), 
the standard errors and confidence intervals were automatically re-scaled based on the 
Pearson's χ2 divided by the degrees of freedom. Another analysis, fitting the same model to all 
experiments individually was performed using the Logistic procedure which provided tests of 
the slope null hypothesis, value and significance of the parameters, and dispersion estimates. 
Further assessment of model fit was obtained by scrutinising plots of the observed versus 
predicted values and also of the residuals.  
 
In order to compare the effect of different treatments both the Logistic and Genmod 
procedures were used to fit models to, and compare across, data sets from multiple 
experiments (because both modules perform the same function, but with differing outputs, 
they are both used in the analysis). As described by Equation 3, the effects of different 
treatments can be assessed within the binomial response model by fitting a single model to 
groups of data while including explanatory variables for different groups or effects of interest. 
A significant value for the parameter estimate of a categorical variable in the diagnostics 
indicates a significant difference in slope or intercept coefficients between treatments, 
although the exact nature of the difference may be difficult to interpret when comparing large 
or variable data sets. Formal tests of parameter effects are also used to give a better indication 
of the significance of particular treatment effects. 
 
Two particular tests were used to investigate effects of specific treatments. The first is called a 
'Type 3 (or III) analysis of effects' and is analogous to a type 3 sums-of-squares used in 
analysis of variance. This provides a test (either Wald or LR chi-square depending on the SAS 
module) of the contribution of each term in the model, including all other possible terms (Der 
& Everitt 2002). A Type 1 effects analysis, which tests the effects of adding each successive 
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term to the model in a particular order, can also be performed but the Type 3 test is preferred 
since the order of terms in the models used is not important.  
 
A second diagnostic was used to determine the nature of particular treatment effects when a 
categorical variable had more than two levels or factors. This involved using a 'contrast 
statement' that gave pair-wise LR tests between specified sub-groups (Piegorsch & Bailer 
1997). For example, if a model was fitted to a number of replicate experiments, each with a 
different chemical treatment, variables would be included in the model to account for the 
effect of concentration, experiment (to determine the contribution of variation between 
repeated experiments), and the different chemicals. A Type 3 analysis of effects could then be 
used to determine the overall effect of 'experiment' or 'chemical' in the model, while a contrast 
analysis could be used to determine the effect of particular chemicals or experiments in a 
series of pair-wise tests. It should be noted that when multiple significance tests are 
performed in this way (i.e through a contrast analysis) an adjustment of p-values, such as the 
Bonferroni procedure, may be required to account for the increased 'family-wise' Type 1 error 
rate (Piegorsch & Bailer 1997; Quinn & Keough 2002).  
 
Assessment of the fit of expanded models of the type explained by Equation 3 was similar to 
that described above for the initial regressions that were performed on each data set using 
Equation 1. This involved examination of plots of the observed against predicted values, the 
Pearson's χ2 lack of fit test, the null hypothesis test of slope (H0: β1=0), and evaluation of the 
extent of dispersion. In cases where the data were found to be under- or over-dispersed, the 
dispersion parameter was estimated using quasi-likelihoods and the appropriate adjustments 
made. The Genmod and Logistic procedures have slightly different methods for estimating 
the dispersion parameter; the logistic procedure uses the Pearson's χ2 or Deviance divided by 
its degrees of freedom, whereas the Genmod procedure uses the square-root of this. Despite 
this difference in estimating the dispersion parameter the parameters, standard errors and 
various diagnostics of the regressions are identical when the same analysis was performed in 
both procedures.  
 
A final note regarding the maximum likelihood evaluation of model fit and test statistics 
concerns cases where data are either quite noisy or have low replication. For the binomial 
distribution, the test statistics are said to approximate the chi-square distribution: that is, as the 
number of observations approaches infinity so too do the test statistics (asymptotically) 
(McCullagh & Nelder 1989). This means that, while the large sample estimates of the test 
statistics are relatively stable, their validity may be reduced with low sample sizes, although 
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this is an on-going area of statistical research. A similar problem with regression statistics 
may occur when the majority of the counts are small, a situation referred to as 'sparseness' 
(McCullagh & Nelder 1989). For these reasons it is not sound statistical practice to rely solely 
on particular tests for goodness of fit, model adequacy, etc., but to consider a range of 
indicators. A common problem with toxicological investigations is that despite extensive 
standardisation of experiments the data may still exhibit a large amount of variability, which 
can have a strong effect on the potency estimates calculated from experimental results (Koller 
et al. 2000; Sloof et al. 1986). One way to improve the estimates, and determine the effect of 
variability between experiments, is not only to replicate (repeat) experiments, but also to 
statistically investigate the differences between these replicates through time. This approach is 
seldom encountered in the literature, yet it is obviously crucial to the understanding of the 
applicability of both the statistical methods and the results from laboratory experiments to 
other situations. 
 
3.5.3 Bayesian Modelling Approach  
Bayesian methods for modelling and data analysis are developing into a large set of 
comprehensive and flexible tools for scientific investigation (Clark 2005; Congdon 2001, 
2003; Gelman et al. 2004; Lee 2004). The techniques of Bayesian modelling and estimation 
have been described elsewhere (Congdon 2001, 2003; Gelman et al. 2004; Lee 2004) and so 
shall only be covered briefly here. 
The Bayesian theorem of conditional probability states that the posterior probability density 
P(θ|y) of a parameter θ, given data y, is related to the prior probability of the parameter 
independent of the data P(θ), and the likelihood of the data given the parameter P(y|θ): 
P(θ|y) ∝  P(θ) x P(y|θ) 
This general form can then be extended to apply to models of many parameters (Carlin & 
Louis 2001; Congdon 2001, 2003; Gelman et al. 2004; Lee 2004). By the explicit inclusion of 
the prior distribution, Bayesian analyses incorporate a so-called subjective element into 
probability calculations and it is this use of subjective information in Bayesian analyses that 
has been the focus of much of controversy (Berger & Berry 1988; Dennis 1996; Ellison 2004; 
Gelman et al. 2004; Jaynes 1976; Lee 2004). However, there are actually many situations 
where ‘informative’ prior distributions, estimated from data, are objectively used in Bayesian 
analyses, such as in updating failure probabilities in an assembly process (Gelman et al. 2004; 
Jaynes 1976, 2003; Lee 2004). More importantly, Bayesian analyses that use ‘non-
informative’ prior distributions that explicitly recognise a lack of knowledge about a situation 
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are becoming recognised as an objective alternative to classical frequentist modelling 
approaches (Gelman et al. 2004; Jaynes 2003).  
In practice, the use of non-informative priors in Bayesian analysis leads to virtually identical 
parameter estimates as maximum likelihood, when fitting the same model. However, these 
results are obtained under a very different inferential framework. For example, in Bayesian 
analysis the data are considered fixed and the parameters random variables to be estimated in 
order to explain the data. In frequentist (maximum likelihood) inference, the data are 
considered as a sample of a larger population of possible data, which are explained by the 
parameters. In this way, the role of data and model are reversed in Bayesian inference, which 
some authors find to be a useful framework for considering the epistemic uncertainties 
inherent in statistical modelling (Berger & Berry 1988; Gelman et al. 2004; Janssen et al. 
2000; Lee & Nelder 1996).     
Bayesian estimation of Generalised Linear Models  
Currently, the most widely used approach for estimating Bayesian models involves the use of 
Markov-Chain Monte-Carlo (MCMC) techniques. These are computationally intensive 
numerical integration methods that are used to ‘find’ or estimate the posterior distributions of 
models and parameters (Lee 2004). MCMC estimation techniques involve the use of 
algorithms, such as the Gipps, or Metropolis-Hastings sampling methods, which are iterative 
and sequentially sample from approximate distributions for the parameters in a model, θ1, 
θ2,…θn, in order to find the best fitting distribution for the parameters, given the model 
structure, prior assumption and data (Gelman et al. 2004; Lee 2004). At each successive 
iteration, this ‘random walk’ sampling chain is corrected, such that the next sample draw 
depends only on the previous value, with the aim that multiple chains of samples eventually 
converge on the same target distribution, P(θ|y) (Congdon 2001).  
Binomial logit models were fit using MCMC techniques in WinBugs Version 1.4 
(Speiegelhalter et al. 2003).  
Recall from Equation 1, that:  
logit (θi) = B0 + B1*Xi             
where θi is the probability of an effect (yi/ni), given concentration Xi, and  logit(θi) = log(θi/1- 
θi).  
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For each replicate, the number of organisms responding yi out of the total ni, is binomially 
distributed (Bin), such that:  
yi|θi ∼ Bin(ni, θi) 
which gives the posterior distribution: 
P(B0, B1|y, n, X ) ∝  P(B0, B1| n, X ) x P(y |B0, B1, n, X ) 
and the likelihood function: 
∏ −−= iii yniyiyBBl )1()|,( 10 θθ  
i.e. the likelihood l, of the parameters B0 and B1, conditional on the data y,  is given by the 
product (∏) of the binomial probabilities (Gelman et al. 2004; Lee 2004).  
In the iterative MCMC fitting procedure, the parameters to be estimated are defined as 
‘nodes’ within an overall model that specifies the full joint probability distribution of all 
quantities. The estimation algorithm is then used to find the posterior density of each 
parameter, conditional on observed quantities (y, the data), the ‘prior’ assumptions, and the 
other parameters in the model. In this study, non-informative prior distributions were used for 
the various parameters. Models were extended and parameterised in the same way as 
described above for the ML analysis. 
 
Model Fitting and Checking  
Convergence is an important concept in Bayesian MCMC modelling, as there may be 
multiple possible stationary or posterior distributions. The generally accepted approach to 
MCMC estimation is to run three or more estimation chains simultaneously with different 
starting points and check for their convergence using the modifed Gelman-Ruben 
convergence statistic (Congdon 2003; Gelman et al. 2004; Speiegelhalter & Best 2002; 
Speiegelhalter et al. 2003). After an initial ‘burn in’ period (usually around 1,000 iterations), 
the chains are checked for convergence and, if apparent, estimation chain lengths of around 
10,000 are usually used to provide good estimates of the posterior distributions (Congdon 
2003; Speiegelhalter et al. 2003). If convergence is not evident, model chains can be re-
initialised with different starting points, run for longer or the model construction reviewed. 
Parameter (node) estimates are given graphically as distributions, as summary statistical of 
the mean, mode and credible intervals or numerically as the points from the estimation chains. 
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The advantage of this type of modelling framework is that virtually any parameter, 
distribution or statistic can be estimated, so long as the user can program the formulation 
(which can be difficult).  
Beside the formulation of specific statistics or tests which are described in this thesis, the 
other Bayesian model assessment technique used was the Deviance Information Criterion 
(DIC). Proposed by Spiegelhalter et al. (2002), this is simply the Deviance  + 2*(effective 
number of parameters). (Recall from above that the Deviance = -2 x the loglikelihood). This 
statistic is thus similar to Akaike’s Information Criterion (AIC) in that it parsimoniously 
penalises models with more parameters (Burnham & Anderson 2001, 2002; Gelman et al. 
2004; Speiegelhalter & Best 2002). Smaller DIC values indicate improved fit when 
comparing different models for the same data, and a difference of 2 or more is generally 
considered to be meaningful, although DIC is very new in mathematical terms and has not 
been widely applied (Speiegelhalter & Best 2002; Speiegelhalter et al. 2003).   
 
3.5.4 Generalised Linear Mixed Models 
A recent progression of generalised linear modelling theory and application has been its 
extension to cases that contain both fixed and random components. These are referred to as 
generalised linear mixed models (GLMM), of which GLMs are actually considered a special 
case (Browne et al. 2005; Lee & Nelder 1996). Approaches to estimating and working with 
GLMM are very new, not included as standard in many statistical packages (including SAS) 
and the maximum likelihood estimation techniques are still under development (Venables & 
Dichmont 2004). However, GLMM are relatively easy to fit using Bayesian MCMC as the 
estimation procedures do not require closed form solutions to either the integral of the 
posterior, or the equation for the (log)likelihood (Browne et al. 2005; Congdon 2003; Gelman 
et al. 2004). Besides being able to parameterise models with fixed, random, non-normal and 
non-linear components, Bayesian GLMMs also allow proper hierarchical data-structures to be 
included (Congdon 2003; Gelman et al. 2004; Lee 2004; Lee & Nelder 1996). These issues 
are discussed further in Chapter 4. 
 
 
 
 
 
 
 
 81
 
Chapter 4. The Acute Toxicity of 2,4-Dichlorophenoxyacetic 
Acid (2,4-D) Herbicide Products to Daphnia carinata  
 
 
4.1 Introduction 
Herbicides containing 2,4-dichlorophenoxyacetic acid (2,4-D) are among the most commonly 
used in Australia, where they have been registered for over 17,000 different applications 
(ANZECC & ARMCANZ 2000). In particular, they are often applied to control aquatic 
weeds in and around ponds, dams and irrigation channels, where they can enter the aquatic 
environment and pose a risk to non-target organisms (ANZECC & ARMCANZ 2000; Munro 
et al. 1992; Neskovic et al. 1994). In Australia, Daphnia species inhabit many of these lentic 
environments and may be useful as indicators of environmental effects. However, predicting 
the environmental effects of formulated pesticides is often complicated by the presence of 
chemicals other than the active ingredient in the commercial product, that can cause or 
influence toxicity to non-target organisms (Nimmo & McEwen 1993; Rand 1995).  
 
This study involved investigation of the acute toxicity of the 2,4-D formulation 'Amicide Lo 
500A Selective Weedkiller' (Nufarm, Australia) to an Australian Cladoceran species, Daphnia 
carinata. The toxicity of the active ingredient in the Amicide herbicide, 2,4-D diethanolamine 
(DEA) salt, and the pure 2,4-D ‘technical acid’ were investigated separately in order to 
establish the components of the formulated product that pose the greatest acute risk to non-
target organisms.  
 
This study also examined the utility of generalised linear models (GLM) as a framework for 
describing and testing treatment effects in non-linear, non-normal exposure-response data 
structures, and compared Maximum Likelihood (ML) and Bayesian Markov-Chain Monte-
Carlo (MCMC) approaches to GLM estimation. 
 
4.1.1 2,4-D Herbicides 
The chemical 2,4-D was first registered as a herbicide in the late 1940s and has become one 
of the most widely used in the world (Neskovic et al. 1994; Wilson et al. 1997). It is among 
the top ten most commonly used pesticides in the United States, where around 20 to 30,000 
tons of the active ingredient have been applied annually since 1987 (US-EPA 2000, 2002).  
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Belonging to the family of ‘Phenoxy’ herbicides, 2,4-D mimics naturally occurring plant 
growth regulators called auxins (Hayes Jr & Laws Jr 1991; WHO 1989). In dicotyledonous 
(broadleaf) plants, exposure to 2,4-D results in overstimulated and abnormal growth that can 
lead to mortality (Walker et al. 1996; WHO 1989). Monocotyledon and gymnosperm plants, 
such as cereals and conifers, however, are only susceptible to 2,4-D at particular stages of 
growth or application rates, which gives the chemical useful selectivity as a herbicide (Hayes 
Jr & Laws Jr 1991; WHO 1989). Accordingly 2,4-D herbicides are used to control broadleaf 
weeds in many commercial crops, forests, roadsides, homes and waterways (Farah et al. 
2004; WHO 1984, 1989). Uptake into the plant can occur through the leaves, roots or 
(deliberate) cuts in the bark (Munro et al. 1992). 
 
Pure 2,4-D, produced from reactions involving chlorophenols, is a white crystalline solid 
called the ‘technical' or 'Flaker’ acid (Baird 1998; WHO 1984). The technical acid is around 
96-98% (w/w) pure, the remainder being by-products, such as other mono- and di-substituted 
chlorophenoxyacetic acids, chlorinated dibenzodioxins (CDD) and dibenzofurans (CDF), and 
unreacted chlorophenols, including 2- and 4-chlorophenol, 2,4- and 2,6-dichlorophenol and 
water (Nufarm 1997a; WHO 1984). 2,4-D is a relatively strong acid with a pKa of 2.64-3.31 
(at 25°C) (Cabral et al. 2003; Nufarm 1997a; WHO 1984). 
 
Due to the low solubility of the technical acid in water (around 500 - 900 mg/L), formulated 
products of the herbicide are usually in the form of more soluble esters or salts of 2,4-D 
(Nufarm 1997a; Peterson et al. 1994; Walker et al. 1996). A range of other chemicals may be 
added to 2,4-D formulations, including: surfactants, to further increase water solubility or the 
permeation and uptake into plants; other herbicides, to provide broader spectrum activity; 
drift retardants, to reduce spread in aquatic applications; and water softeners, to reduce the 
clogging of spray application equipment (Hayes Jr & Laws Jr 1991; WHO 1989). However, 
environmental regulations in many countries, including Australia, do not require the toxicity 
of different formulations of a pesticide to be tested, increasing uncertainty about the risks to 
non-target organisms (Nimmo & McEwen 1993). 
 
Although 2,4-D has been in use for more than 50 years and has been the focus of a number of 
toxicological studies, questions remain about its effects on both humans and the environment. 
In particular, little is known about the toxicity to non-target organisms or the ecological 
effects of the particular combinations of ingredients and contaminants present in 2,4-D 
formulations (Cox 1999; Munro et al. 1992). For example, some of the other chlorophenols in 
2,4-D products have been found to be more toxic to non-target organisms than the active 
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ingredient (Crespin et al. 2001). Oakes and Pollak (2000) found that up to half of the toxicity 
to sub-mitochondrial particles of some formulations of 2,4-D and 2,4,5-T may be caused by 
so-called ‘inert’ ingredients in the formulation other than the active ingredient.  
 
The effects of 2,4-D and its formulated products have not been assessed for many Australian 
species that are likely to be exposed, including local species of Daphnia (Warne & Westbury 
1999). Furthermore, the continuing development and use of new formulations of pesticides 
which are not subject to toxicological testing compounds uncertainties in the environmental 
risk assessment.   
 
4.1.2 Fate in aquatic environments  
The amine salts of 2,4-D are more commonly used to control weeds in aquatic environments 
than the various ester forms as the amine salts have been found to be less toxic to fish 
(Sarikaya & Yýlmaz 2003; WHO 1989). However, with application rates of more than 
100kg/ha in some water bodies the resulting concentrations of 2,4-D can be so high as to be 
likely to effect other aquatic organisms (Lagana et al. 2002; Waite et al. 2002; WHO 1989). 
The higher solubility amine forms are considered the most likely 2,4-D products to enter 
waterways through run-off (Okay & Gaines 1996) and are able to be leached from soils 
during irrigation (Crespin et al. 2001). 2,4-D products may also enter aquatic environments 
through spray drift, spills and waste discharges from manufacturing processes (Neskovic et al. 
1994; WHO 1989). 
 
The major breakdown pathways of 2,4-D in aquatic environments are through UV light 
photolysis and microbial degradation, and the amine and ester formulations may undergo 
hydrolysis to yield the parent acid (Hayes Jr & Laws Jr 1991; WHO 1989). The half-life of 
2,4-D in aquatic situations varies considerably with light, pH, temperature and biological 
activity and can range from a few days to weeks (Waite et al. 2002; WHO 1989; Wilson et al. 
1997). 
 
4.1.3 Toxicity  
Dioxin contamination 
Toxic effects from exposure to 2,4-D containing herbicides are perhaps more commonly 
associated with the herbicide 'Agent Orange', which was used by American forces during the 
Vietnam War (Thornton 2000). Historically, many formulations of 2,4-D typically contained 
another phenoxy herbicide, 2,4,5-trichlorophenoxyacetic Acid (2,4,5-T), which, because of 
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the arrangement of the chlorine substituents, can more readily undergo a side reaction to form 
the highly toxic by-product 2,3,7,8-tetrachlorodibenzo-p-dioxin (2,3,7,8-TCDD) (Baird 
1998). Although this is just one of many congeners that contain the dioxin ring, 2,3,7,8-
TCDD is commonly referred to as ‘dioxin’ because it has been found to be the most toxic 
chlorinated- dibenzodioxin (CDD) compound and one of the most toxic chemicals known 
(Thornton 2000; Walker et al. 1996). 2,3,7,8-TCDD has been found to cause effects such as 
carcinomas, immunotoxicity and developmental impairment in animals at doses lower than 1 
nanogram per kg bodyweight per day (Baird 1998; Thornton 2000). 
 
Agent Orange consisted of a 1:1 mixture of 2,4-D and 2,4,5-T, although other ingredients 
such as diesel fuel were often added to the formulations. Over 11 million gallons of Agent 
Orange were applied in Vietnam between 1962 and 1971 (Oakes & Pollak 2000; Warwick 
1998). While domestic levels of dioxin (2,3,7,8-TCDD) in similarly constituted products were 
found to be around 0.05 ppm, the levels of dioxin in Agent Orange were up to 100 times 
higher (Thornton 2000; US-EPA 2000). As a result of the exposure of military personal and 
civilians to Agent Orange, it has been estimated that around 500,000 children have been born 
with deformities caused by dioxin since the 1960s (Warwick 1998). Subsequent studies on the 
sources and effects of dioxin contamination in halogenated phenoxy herbicides concluded that 
the main source of dioxin contamination in Agent Orange was as a by-product of 2,4,5-T 
manufacture (Baird 1998). The use of 2,4,5-T has subsequently been prohibited in most 
countries since the 1980's (Oakes & Pollak 2000; US-EPA 2000).  
 
Although 2,4-D products are generally considered to be less affected by dioxin contamination 
than 2,4,5-T (Baird 1998), recent research into general levels and sources of dioxins has 
found relatively high concentrations of CDD and CDF (chlorinated dibezofuran) compounds 
in a range of 2,4-D products (Schecter et al. 1997). In particular, a US EPA inventory on 
sources of dioxins reports an average concentration of 0.06 μg/kg 2,3,7,8-TCDD alone in 2,4-
D technical and ester products (US-EPA 2000). When this apparently low concentration is 
considered in the context of the quantities of 2,4-D produced and the presence of other highly 
toxic CDD and CDF congeners, it is possible that 2,4-D production is a significant source of 
dioxin to the environment (US-EPA 2000).  
 
Toxic Effects of 2,4-D on Non-Target Organisms 
2,4-D has been found to cause a range of toxicological effects on non-target organisms. 
Exposure in vertebrates has been linked to effects such as: neural damage (Chang et al. 1998; 
Crespin et al. 2001; Munro et al. 1992), endocrine disruption (Hurst & Sheahan 2003; 
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Schantz & Widholm 2001), interference with the oxygen carrying capacity of red blood cells 
(Hayes Jr & Laws Jr 1991; WHO 1989), and a number of different cancers including various 
lymphomas (Munro et al. 1992).  
 
The amines and esters of 2,4-D are thought to be more readily absorbed into organisms 
through the gastrointestinal tract or skin than the technical acid (Munro et al. 1992), however 
they may then undergo hydrolysis to yield the parent acid in vivo (Garabrant & Philbert 
2002). In studies on vertebrates, the toxicity of the acid, ester and amine have been found to 
be similar (Garabrant & Philbert 2002). Once inside an organism 2,4-D distributes 
indiscriminately, not accumulating in any particular tissues, while diffusion across lipid 
bilayers into cells is slow unless actively transported (Garabrant & Philbert 2002). Excretion 
of 2,4-D is predominantly achieved through renal pathways (Munro et al. 1992; Wang et al. 
1994) and the more acute toxic effects have been found to occur at exposure levels that 
exceed the rate of excretion (Garabrant & Philbert 2002). At exposure levels that exceed 
excretion rates 2,4-D readily accumulates in fish, although these levels can decrease if 
exposure is ceased (Wang et al. 1994).  
 
Relatively little is known about the effects of 2,4-D exposure to invertebrates (Farah et al. 
2004; Peterson et al. 1994). However, since some of the physiological pathways that can be 
affected in vertebrates are also present in invertebrates, similar effects, such as interference 
with haemoglobin, may occur. In freshwater crustaceans median acute effect levels for 2,4-D 
range from 1.8 to 144 mg/L (ANZECC & ARMCANZ 2000). 2,4-D has been found to be 
acutely toxic to daphnids and examples of the range of effect levels for the technical acid, 
include: 
- a 24 hour EC50 of 1.34 mg/L (1.21-1.49) to an unspecified Daphnia species at 
unspecified pH (Baun & Nyholm 1996); 
- a 48 hour EC50 of 100 mg/L to D. magna at unspecified pH (EC 2001); and 
- a 48 hour LC50 of >100 mg/L to D. magna at pH 7.4 (Hayes Jr & Laws Jr 1991; WHO 
1989). 
 
In some studies the ester formulations of 2,4-D have been found to be up to 20 times more 
toxic to D. magna than the technical acid (Hayes Jr & Laws Jr 1991; WHO 1989), with 
reported 96 hour EC50 values for the toxicity of the ethylhexyl ester to D. magna being >1.91 
mg/L (pH unspecified) (EC 2001). Very little information could be found on the toxicity of 
the diethanolamine (DEA) salt of 2,4-D, however 48 hour LC50 values from different studies 
on the dimethylamine salt to D. magna range from 4 mg/L (pH 7.4) to >100 mg/L (pH 7.2) 
(Hayes Jr & Laws Jr 1991; WHO 1989).  
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An important modifying factor affecting the toxicity of 2,4-D products in aquatic situations, 
particularly the amine formulations, is pH (Cabral et al. 2003; Sprague 1995). The technical 
acid, butyl ester and diethyl amine salt have been found to be more toxic to fish at lower pH 
values, whereas the longer chain dodecyl amines were more toxic at higher pH (ANZECC & 
ARMCANZ 2000). Complications can occur when performing toxicity experiments on 
chemicals that display strong acidic or basic properties, such as 2,4-D, because changes in 
hydrogen ion concentration also affects the ionised state of the chemical, in-turn altering its 
bioavailability and toxicity (Cabral et al. 2003). High or low pH levels can also cause toxicity 
in the absence of other chemicals, further complicating the interpretation of the effect of the 
toxicant. In order to avoid the confounding of hypotheses with these factors, most testing 
protocols recommend adjusting the pH of test solutions to be within a neutral or natural range, 
which is 6.0 to 8.5 for Daphnia (Cooney 1995; Environment Canada 1990a). The 
neutralisation of the pH of testing solutions also provides a more realistic comparison to field 
exposure situations where a range of natural buffers would be present (Baird 1998; Manahan 
1991; Sprague 1995). Given the low value for the logarithm of the dissociation constant for 
2,4-D (i.e. pKa = 2.64-3.31), the ionisation state should not be affected in test solutions within 
the pH range for natural waters. In keeping with this understanding of the chemistry of 2,4-D, 
Cabral et. al. (2003) found that the lipophilicity and toxicity of 2,4-D decreased as pH 
increased away from the pKa. 
 
Nufarm Ltd (Australia) reports that the LC50 for 2,4-D technical acid to an unspecified 
Daphnia species is 1.4 mg/L (pH and exposure time unspecified) (Nufarm 1997a). In a 
separate document, the toxicity of the Amicide Lo 500A herbicide formulation to Daphnia is 
reported to have exactly the same value as that for the technical acid, as are the values for the 
other species (Nufarm 1997b). This may suggest that the toxicity of the formulated product 
has not been examined and that the values for the technical acid have been reported in both 
cases. The 48 hour LC50 of diethanolamine alone (without 2,4-D) to D. magna is reported as 
55 to 100 mg/L (pH unspecified) (ICI 1995).  
 
4.1.4 Experimental Objectives 
The aim of these experiments was to: 
1. Investigate the acute toxicity of 2,4-D Technical Acid, 2,4-D Diethanolamine Salt and 
Amicide Lo 500A formulation to D. carinata; and  
2. Compare maximum likelihood and Bayesian MCMC approaches to the estimation of, and 
testing of treatment effects within, Generalised Linear Models.  
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Given the findings of previous studies, particularly that amines are more readily absorbed into 
organisms, and the presence of other toxic chemicals in the formulated product, it was 
hypothesised that the two treatments containing the DEA salt form of 2,4-D would be more 
toxic than the technical acid to Daphnia. Thus, the primary hypotheses of interest would be 
formulated as three pair-wise tests for each combination of the chemical treatments. The 
corresponding null-hypothesis was that of no significant difference between the chemicals in 
the toxic response produced in D. carinata. Using the generalized linear modelling approach 
described in Chapter 3, these hypotheses were evaluated using regression diagnostics and 
formal tests of the contribution of particular parameters to the fit of the model. 
 
4.2 Methods 
Experimental Design  
Experimental procedures for determining the 48 hour acute toxicity to D. carinata are 
described in Chapter 3.  
 
Samples of the various 2,4-D products that would be used to conduct the toxicity experiments 
were obtained from Nufarm Ltd. (Melbourne, Australia). The composition of the chemical 
treatments was: 
1) Amicide Lo 500A Selective Weedkiller. This is a low odour, commercially available 
formulation that consists of: 
- 2,4-Dichlorophenoxyacetic acid at 513g/L. This was 97.5% pure giving 500g/L of 
2,4-D; 
- DEA - 287g/L. This was 85% pure, giving a concentration 244g/L of DEA in the 
formulation. It is used to form a salt with 2,4-D; 
- Teric GN8 - 0.013g/L. This is a surfactant produced by ICI Australia and is an 
ethylene oxide condensate of nonyl phenol; and 
- Casein - 0.002g/L. This protein, commonly found in cows milk, is added to reduce 
the hardness of the water in order to prevent precipitation and clogging of nozzles in 
spray applicators (Nufarm, pers. com.). 
 
2) 2,4-D as the DEA Salt. This is the active ingredient in the Amicide formulation and was 
formulated by reacting appropriate amounts of the 2,4-D technical acid (97.5% w/w) and 
DEA (85% w/v) to give a 1:1 ratio in the final solution (Nufarm, pers. com.). 
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3) 2,4-D Technical Acid. This treatment contained pure 2,4-D acid dissolved in synthetic 
growth media. Given the technical acid has a water solubility of 522ppm (at 25°C) 
considerable sitting was sometimes required to dissolve the solid acid. (Nufarm 1997a). 
 
Solutions of the liquid Amicide formulation were serially diluted with test media to achieve 
the desired test concentrations. Stock solutions of the DEA Salt were constructed by 
dissolving the solid ‘flaker’ acid in DEA in the amounts described above. Once dissolved, 
these solutions where then serial diluted with media to give the desired test concentrations. 
Finally, appropriate amounts of the solid technical acid (taking purity of the organic product 
into account) were dissolved directly into the test media to achieve a concentration around 
that of the highest test concentration needed (which was lower than the maximum solubility). 
This was then diluted to give the other concentrations required. The pH of all experimental 
treatments was adjusted with sodium hydroxide to be between 6.9 and 8, allowing sufficient 
time for equilibrium to be reached between additions of the base. The test concentrations are 
reported as weight per volume of 2,4-D and are therefore directly comparable between the 
different chemical treatments.  
 
Author’s Note 
During the running of a series of experiments on the toxicity of 2,4-D formulations a problem 
occurred with the supply of filtered water to the laboratories used as a result of factors 
external to the University. This problem caused elevated levels of some metal ions in the 
filtered water supply to the laboratory and affected the results of a large number of 
experiments performed in this study. Fortunately, the contamination problem did not affect 
the stock Daphnia and algae cultures. Following the discovery of the problem a different 
water source was used for subsequent experiments. The effect of this contamination on the 
experimental results was not discovered until after that set of experiments had been completed 
and, as a result, most of the data from that investigation was not suitable for inclusion in this 
thesis. 
 
The results presented here are from three experiments that were not affected by the 
contamination problem as they had been performed using a different water source. However, 
only two of these experiments were performed simultaneously and therefore direct 
comparisons between the chemical treatments could only be conclusive with these two of the 
three treatments. Further, because these experiments were originally intended as exploratory, 
water samples were not kept for chemical analysis and the concentrations reported are 
therefore nominal.  
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4.3 Results 
4.3.1 The acute toxicity of 2,4-D technical acid, DEA Salt and Amicide Lo 500A 
herbicide to Daphnia carinata 
 
Individual concentration-response relationships for the acute toxicity of 2,4-D DEA Salt, 
Amicide Lo 500A and Technical Acid herbicide formulations to D. carinata were examined 
using a generalised linear logit model. Plots of these regressions are presented in Figure 4.1, 
and suggest that the DEA Salt was the most toxic, followed by the Amicide, with the 
Technical Acid being the least toxic. It also appears from these plots, that there is little 
difference between the slopes of the three regressions. The raw data and results of water 
quality testing for these experiments are presented in Appendix 2.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1 Comparison of the acute toxicity of 2,4-D formulations to D. carinata 
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Bayesian MCMC and ML estimation of the slope and intercept parameters produced very 
similar results using non-informative priors, as shown in Table 4.1. All parameters were 
significantly different from zero, there was no significant lack of fit in the ML estimates 
(MLE), nor was overdispersion apparent in any of the three regressions. For the Bayesian 
analysis, convergence was rapidly achieved and found to be satisfactory based on graphical 
assessment of multiple estimation chains using the Gelman-Ruben convergence statistic.  
 
Table 4.1: Parameter estimates for regression of three 2,4-D formulations, comparing 
Maximum Likelihood and Bayesian MCMC methods 
Chemical Method Parameter Estimate Standard Error 
95% CL 
Lwr 
95% CL 
Upr 
Intercept -3.334 0.4694 -4.254 -2.414 MLE 
slope 0.02570 0.0039 0.0179 0.0334 
Intercept -3.437 0.4881 -4.443 -2.539 
DEA 
Bayesian 
slope 0.02659 0.0041 0.0189 0.0351 
Intercept -4.941 0.7487 -6.409 -3.474 MLE 
slope 0.02370 0.0035 0.0168 0.0306 
Intercept -5.170 0.7822 -6.812 -3.762 
Amicide 
Bayesian 
slope 0.02490 0.0037 0.0183 0.0328 
Intercept -10.317 2.095 -14.42 -6.211 MLE 
slope 0.03760 0.0076 0.0227 0.0525 
Intercept -10.780 2.120 -15.22 -6.950 
Tech Acid 
Bayesian 
slope 0.03934 0.0077 0.0253 0.0556 
 
 
 
Selected lethal point estimates for the three 2,4-D formulations are presented in Table 4.2, 
which provides comparisons between the three chemicals and also the two statistical methods 
of estimation. Recall that the MLE potency estimates were obtained using Fieller’s theorem, 
which utilises quantiles of the normal distribution (i.e. assumes normally distributed errors), 
while the Bayesian ‘credible intervals’ are estimated directly from the data which, 
importantly, do not require the underlying distribution to be assumed to be normal. Overall, 
similar results were obtained from the two estimation methods with no readily identifiable 
pattern of over or under estimation. There is also very little overlap in the confidence intervals 
for the different chemical treatments.  
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Table 4.2: Lethal Concentration estimates for three 2,4-D formulations, comparing MLE 
and Bayesian estimation methods 
Chemical  Effect Size Method Mean Lwr Uppr 
MLE 15.20 0.0 41.46 LC05 
Bayesian 16.50 0.0 45.36 
MLE 44.33 11.25 66.28 LC10 
Bayesian 45.30 16.83 69.19 
MLE 130.0 110.3 155.6 LC50 
Bayesian 130.0 109.8 152.9 
MLE 215.6 183.8 270.5 LC90 
Bayesian 214.7 179.5 261.0 
MLE 309.1 257.8 402.1 
DEA 
LC99 
Bayesian 307.1 250.0 384.7 
MLE 84.27 30.07 118.7 LC05 
Bayesian 87.11 42.99 124.6 
MLE 115.8 71.65 146.0 LC10 
Bayesian 117.8 81.30 150.7 
MLE 208.5 181.2 239.0 LC50 
Bayesian 208.0 181.4 235.8 
MLE 301.2 266.4 356.3 LC90 
Bayesian 298.3 259.5 342.1 
MLE 402.4 349.1 494.7 
Amicide 
LC99 
Bayesian 396.8 336.4 469.2 
MLE 195.9 141.4 221.9 LC05 
Bayesian 196.2 155.2 224.9 
MLE 215.8 173.0 237.4 LC10 
Bayesian 216.0 183.7 239.6 
MLE 274.1 256.3 292.5 LC50 
Bayesian 274.1 257.5 291.1 
MLE 332.5 310.2 377.0 LC90 
Bayesian 332.3 307.2 366.9 
MLE 396.2 358.4 479.9 
Tech Acid 
LC99 
Bayesian 395.7 352.8 459.8 
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4.3.2 Statistical comparisons between 2,4-D Herbicide Formulations  
 
Maximum Likelihood 
Selected results from statistical tests of the difference between the three 2,4-D formulations 
using Maximum Likelihood techniques are presented in Table 4.3 and 4.4. For this analysis, a 
logit model that contained specific terms for the effect of the different chemical treatments on 
the general concentration response was fit to all the 2,4-D data using the Genmod procedure 
in SAS. Overdispersion was observed in the model fit and accounted for using standard quasi-
likelihood estimation of the scale parameter. Table 4.3 shows that the general chemical 
(‘chem’) effect contributed significantly to the intercepts, but not slope terms in the model. 
The specific difference between the chemicals is further explored in three pair wise ‘contrast’ 
likelihood ratio tests (Table 4.3) which indicate that the toxicity of the Technical Acid is 
significantly different to both the DEA and Amicide formulations. The difference between the 
DEA salt and Amicide is less clear however, with the <0.05 p-value becoming larger than the 
designated alpha level following a Bonferroni correction for family-wise error rates (because 
there are 3 comparisons being performed). 
 
Table 4.3: LR statistics for type III analysis of effects for pooled analysis of experiments 
comparing the effects of three 2,4-D products.  
Source Num DF Den DF F Value Pr > F Chi-Square Pr > ChiSq 
conc 1 45 396.63 <.0001 396.63 <.0001 
chem 2 45 14.09 <.0001 28.19 <.0001 
conc*chem 2 45 2.34 0.1084 4.67 0.0968 
 
 
 
Table 4.4: Results of contrast analysis comparing chemical treatments pooling across all 
2,4-D experiments (scale parameter estimated). 
Contrast Num DF Den DF F Value Pr > F Chi-
Square 
Pr > ChiSq Type Bonferroni 
Correction
a vs. d 1 45 4.91 0.0318 4.91 0.0267 LR 0.0801 
a vs. t 1 45 11.14 0.0017 11.14 0.0008 LR 0.0024 
t vs. d 1 45 27.99 <.0001 27.99 <.0001 LR 0.0003 
 
 
Bayesian MCMC 
Being a relatively new approach to data analysis there are not yet established methods for 
determining treatment effects using Bayesian analyses. Hence, both the mathematical 
formulation and the programming expressions of the statistical tests used in this thesis had to 
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be developed. In doing so, two approaches were taken to investigating the effects of the 
chemical treatments in the Bayesian framework. The first involved simultaneous fitting of the 
three separate regressions in order to make direct, quantitative comparison of the magnitude 
of different parameters, while the second consisted of three separate, pair-wise ‘contrasts’ of 
the different chemical treatments. In all cases the ‘test statistics’ were calculated as 
probabilities that a difference was observed in the posterior distributions, given the data.  
 
Comparisons of the magnitude of the different parameter estimates were formulated in terms 
of probabilities of exceedence, the results of which are presented in Table 4.5. Here it can be 
seen that for the intercept parameters the probability that the DEA was higher than the 
Amicide was 98%, while for the Technical Acid it was 100%. There was also a 100% chance 
that the intercept for the Amicide was larger than the Technical Acid, which is all in keeping 
with the earlier observation of the order of toxicities of the different chemical treatments. For 
the regression slopes, the Technical Acid was more likely to be higher than either the Amicide 
(with 96% certainty) or the DEA salt (94%). The difference between the slopes for the DEA 
and Amicide regressions is less clear, with the DEA salt only around 60% likely to be higher.  
 
Table 4.5: Quantitative comparisons between Bayesian regression estimates for three 
2,4-D formulations. 
 
Parameter Probability Mean SD 
P(Amicide>TechAcid) 0.9978 0.04685 
P(DEA>Amicide) 0.9751 0.1558 Intercept 
P(DEA>TechAcid) 1 0 
P(Amicide>DEA) 0.3992 0.4897 
P(DEA>Amicide) 0.6008 0.4897 
P(TechAcid>Amicide) 0.9594 0.1974 
Slope 
P(TechAcid>DEA) 0.9387 0.2399 
 
 
 
Amicide vs DEA Salt 
Three pair-wise comparisons where also performed using a Bayesian framework, where the 
data from two chemical treatments were simultaneously fit to a model comprised of 
parameters for the effect of both concentration and chemical treatment. Table 4.6 presents the 
parameter estimates and selected statistics from a comparison of the toxicity of the Amicide 
and DEA formulations.  
 
The results of this analysis indicate that there is little difference between the slope terms, or 
the rate of response to the two chemical treatments, with the chance that the DEA was higher 
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around 60%. However, in intercept, or the general magnitude of toxicity, the DEA is clearly 
more toxic, with around 100% likelihood. As no control mortality was observed in any of the 
2,4-D experiments, this pattern is being driven by the chemical toxicity in the treatment 
concentrations. The probability that the slope terms for the chemical treatments were more 
than zero is around 30%, suggesting that these parameters do not account for much of the 
variability in the model. These findings are in accordance with the absolute parameter value 
Bayesian comparison above, and are more informative than the contrast analysis in SAS 
(Table 4.4), which was hampered by a lack of significance following the required Bonferroni 
family-wise error correction.   
 
Table 4.6: Bayesian contrst of Amicide and DEA effects 
Parameter/Statistic Effect Mean SD Lwr 95% CL  
Upr 
95% CL 
General 0.7649 16.17 -16.31 38.85 
Amicide -1.899 16.17 -40.01 15.23 
DEA 0.1076 16.18 -37.99 17.17 
Intercept 
P(DEA>Amicide) 1 0   
General 0.0938 0.121 -0.1261 0.2689 
Amicide -0.0689 0.121 -0.244 0.1516 
DEA -0.0673 0.1209 -0.2427 0.1522 
P(DEA>Amicide) 0.6183 0.4858   
Slope 
P(Amicide>DEA) 0.3817 0.4858   
General 0.7551 0.43   
Amicide 0.2952 0.4561   P(slope>0) 
DEA 0.2983 0.4575   
 
 
 
Amicide vs Technical Acid 
The results of direct comparison of the Amicide and Technical Acid data are presented in 
Table 4.7. This analysis found, with 97% probability, that the Technical Acid caused a more 
rapid toxicity response (higher slope) but that this was around 100% likely to be at a lower 
‘level’ (intercept). Interestingly, the general slope term was not much different from zero 
(only 6% chance) while the slope terms for the chemical treatments where both around 95%, 
indicating a high degree of separation between the two data sets. Again, this is in accordance 
with the results of the contrast analysis in SAS, although the comparison is being made under 
a very different inferential framework. 
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Table 4.7: Bayesian contrast of Amicide and Technical Acid effects 
 
Parameter/Statistic Effect Mean SD Lwr 95% CL  
Upr 95% 
CL 
General -6.139 5.616 -19.86 6.456
Amicide 5.635 5.621 -6.901 19.3
Tech Acid 2.667 5.614 -9.866 16.12
Intercept 
P(Amicide>Tech Acid) 1 0   
General -0.1274 0.07948 -0.3045 0.07145
Amicide 0.1523 0.07957 -0.04783 0.3294
Tech Acid 0.1674 0.07944 -0.03357 0.3435
Slope 
P(Tech Acid >Amicide) 0.9678 0.1765   
General 0.0647 0.246   
Amicide 0.9525 0.2127   P(slope>0) 
Tech Acid 0.9581 0.2004   
 
 
 
Technical Acid vs DEA Salt 
Finally, direct comparison of the Technical Acid and DEA toxicity data (Table 4.8) found that 
the DEA was more toxic in intercept (P=100%) but had a less rapid response (P=95%). This 
result is also in keeping with those made under different the frameworks presented above. 
 
Table 4.8: Bayesian contrast of Technical Acid and DEA Salt effects 
 
Parameter/Statistic Effect Mean SD Lwr 95% CL Upr 95% CL 
General -0.793 5.155 -11.34 8.737
DEA 0.2173 5.161 -9.315 10.72
Tech Acid -5.904 5.112 -15.15 4.382
Intercept 
P(DEA>Tech Acid) 1 0   
General 0.0716 0.05707 -0.02993 0.1643
DEA -0.0451 0.05721 -0.1386 0.05699
Tech Acid -0.0313 0.05694 -0.1264 0.0695
Slope 
P(Tech Acid >DEA) 0.9481 0.2218   
General 0.8486 0.3584   
DEA 0.2644 0.441   P(slope>0) 
Tech Acid 0.3093 0.4622   
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4.4 Discussion  
The results from these experiments support the hypothesis that the 2,4-D Amicide formulation 
is significantly more toxic to D. carinata than the 2,4-D technical acid. It was also found that 
the DEA was the most toxic of the three formulations tested, indicating that the form of the 
active ingredient may be instrumental in either the uptake of the chemical or the mechanism 
of toxicity. 
 
As mentioned above, exactly the same LC50 values for a number of different organisms are 
reported by Nufarm Ltd. (Australia) in their registration documentation for both the 2,4-D 
Technical acid and the Amicide formulation. Given the differences between these two forms 
of 2,4-D found in this study, this suggests that perhaps one of the chemical products (probably 
the technical acid) has been tested and the same value reported for both. Whether or not this is 
the case, the results of these experiments suggest that the environmental risks of the 
formulated product may have been underestimated as it was found to be significantly more 
toxic than the parent acid. Statistically, this result was confirmed under two inferentially 
different approaches. 
 
The LC50 values and their 95% confidence intervals were found to be: 
• DEA 130.0 (110.3 - 155.6 mg/L, MLE) and 130.0 (109.8 - 152.9 mg/L, Bayesian) 
• Amicide 208.5 (181.2 - 239.0 mg/L, MLE) and 208.0 (181.4 - 235.8 mg/L, Bayesian) 
• Tech acid 274.1 (256.3 - 292.5 mg/L, MLE) and 274.1 (257.5 - 291.1 mg/L, 
Bayesian) 
 
These values are similar to some of the reported LC50 toxicity levels of >100 mg/L for the 
Technical Acid and the dimethylamine salt (EC 2001; Farah et al. 2004; WHO 1989). 
Possible reasons for the observed differences in toxicity to those reported elsewhere may be 
that the sensitivity of D. carinata, which has not previously been tested, is less than that of the 
species used in the published studies, such as D. magna. Another possibility is the role that 
other factors can have in determining the levels of toxicity of a chemical, in particular pH. 
Unfortunately, in most of the studies published on the toxicity of 2,4-D it is not specified 
whether the pH of the test solutions was adjusted, an important omission given that 2,4-D is a 
strong acid. If the pH was not adjusted in some of the published studies it may provide an 
explanation for some of the variation in LC50 values.  
 
The finding that amine forms of 2,4-D were more toxic than the technical acid was in keeping 
with the hypothesis that they are more readily absorbed into the organism, although additional 
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toxicity of the DEA cannot be excluded as a contributing factor. That the DEA Salt was found 
to be more toxic than the Amicide was unexpected given the additional presences of 
surfactants in the Amicide. Possible reasons for this observation are that the additional 
ingredients in the Amicide have some ameliorating effect or that the actual chemical 
concentrations differ from the nominal ones. Degradation is not likely to have been significant 
over the test period given he slow rates of degradation in the absence of UV light (Hayes Jr & 
Laws Jr 1991; WHO 1989). 
 
These experiments also provided an opportunity to compare Bayesian MCMC and Maximum 
Likelihood approaches to generalised linear modelling. To date, there have been few 
applications of GLM in ecotoxicology and no comparisons between ML and Bayesian 
MCMC approaches. Overall, GLMs provide a very useful framework to testing treatment 
effects using the whole concentration-response distribution in its canonical (natural) 
binomially distributed form. One of the problems with data analysis in biology has been an 
over-reliance on linear ANOVA techniques, for which regression style toxicity experiments 
are not particularly suited because replicates are spread across a number of concentrations 
(Belanger 1997; van der Hoeven 2004). GLMs provide a similar framework to ANOVA for 
testing treatment effects within the concentration-response, while allowing for non-normal, 
non-linear responses in the data.         
 
The Bayesian and ML approaches produced almost identical results for the potency estimates 
and regression parameters, as might be expected when using non-informative prior 
distributions. While the ML approach to GLM enables data to be modelled in a range of non-
normal distributions, variability (errors) around the primary response (second order 
uncertainty) are still assumed to be symmetrical/normally distributed. In the Bayesian MCMC 
approach however, no-assumptions about the underlying (second order) error distributions are 
required. Furthermore, because of the asymptotic arguments used in maximum likelihood (i.e. 
as sample sizes increases, statistics/underlying distributions/etc. approach the assumed 
distributions) Bayesian MCMC may prove to be better and more robust for small datasets 
such as bioassays.    
 
Inferentially, the Bayesian approach is quite different to the falsification/frequentist approach 
which is focused on the chance of falsely detecting effects (Type I errors) and requires 
assumptions about the distribution of both errors and statistics. The Bayesian techniques used 
required no such assumptions and the comparison and contrast test formulations developed 
proved to provide useful and consistent results.  
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4.5 Conclusion  
This study provided new information about the effect of a commonly used herbicide on an 
Australian species. The results showed that the 2,4-D Amine forms were significantly more 
toxic to D. carinata than the Technical Acid. While the exposure levels required to cause 
significant mortality may be high in relation to possible environmental levels, the finding that 
the formulated product was more toxic than the technical acid, combined with a lack of 
published information on the DEA salt of 2,4-D, suggests that the toxicity of the formulated 
products should be reviewed. Furthermore, these results indicate that the risk of exposure to 
some formulated 2,4-D products may have been underestimated and that there may be greater 
uncertainty in assessments of the risk of the ecological effects of 2,4-D herbicides than 
previously recognised. 
 
The analysis presented also demonstrated the utility of GLM techniques for analysing 
ecotoxicological data. By using this statistical approach greater insights can be gained into the 
significance of treatment effects and quantification of relative rates of response to toxicants 
that are not possible with traditional approaches. The ability to test for differences between 
whole exposure-response distributions, and to tease out the effects of various treatments and 
factors in the models using likelihood ratio tests and contrast analyses, is a more informative, 
powerful and accurate way of assessing toxicity data and informing ecological risk 
assessment. The comparison between Bayesian and maximum likelihood approaches to 
estimating GLMs showed that if no-prior assumptions were made, identical results could 
occur. Bayesian ‘credible interval’ techniques were also found to be a suitable approach to 
estimating potency estimates. The stigma associated with Bayesian approaches can only be 
reduced through such side by side comparisons with standard frequentist approaches which 
show that similar rigor and results can be obtained. Finally, Bayesian MCMC techniques 
provide an attractive alternative for the analysis of bioassay data that is not constrained by 
assumptions, and provides results that are inferentially intuitive. 
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Chapter 5. The Acute Toxicity of 4-Chlrophenol to Daphnia 
carinata. 
 
 
5.1 Introduction 
 
5.1.1 Background Information 
 
4-chlorophenol 
This Chapter presents the results from experimental investigation of the acute toxicity of 4-
chlorophenol (4-CP) to two strains of Daphnia carinata.  
 
Also referred to as para-chlorophenol (p-CP) or 4-monochlorophenol (4-MCP), 4-CP is 
associated with a number of chlorinated phenoxy herbicides, including 2,4-D and dichlorprop, 
and displays some herbicidal activity itself (Benoit et al. 1999; Burrows et al. 2002). 
Contamination of 2,4-D products with small quantities (less than 0.005%) of 4-CP results 
from unreacted chlorophenols used to synthesise the 2,4-D technical acid (Hayes Jr & Laws Jr 
1991; WHO 1989).  
 
A more significant source of 4-CP exposure associated with 2,4-D herbicide use is as a 
decomposition product. 4-CP has been found to be an important intermediate in the 
dechlorination of phenoxy herbicides, particularly of 2,4-D (Chang et al. 1998). It has been 
detected in soil and water following 2,4-D application (Crespin et al. 2001) and residues can 
be of the magnitude of 5μg per gram of soil up to 20 days after application (Chang et al. 
1998). 4-CP has also been found to be a metabolite of 2,4-D (Benoit et al. 1999) indicating 
that exposure associated with 2,4-D use may be higher than levels of the chemical outside the 
organism would suggest. However, the role of 4-CP in the toxicity of 2,4-D herbicides to non-
target organisms has not been investigated.  
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4-CP may also enter the aquatic environment through waste discharges from industrial 
processes where it is used in the synthesis of other chlorophenols, dyes and as a denaturant for 
alcohol (ANZECC & ARMCANZ 2000; Takeuchi et al. 2000).  
 
4-CP is soluble in water to 27g/L (20°C), is described as being stable in solution and may take 
some time to degrade in the environment, depending on conditions (Environment Canada 
1990b). In aquatic experimental enclosures examining the effects of 4-CP on plankton, 
significant degradation of 4-CP was found to take between 16 to 19 days (Kuiper & Hanstveit 
1984), while in soil, degradation times have been found to range from days to weeks 
(ANZECC & ARMCANZ 2000; Masunaga et al. 1996).  
 
Toxicity 
Despite the relative commonality of 4-CP as a pollutant and its association with chemicals of 
known environmental concern, little work has been performed on its toxicity (Environment 
Canada 1990b) particularly with respect to Australian species (Warne & Westbury 1999). 
 
The range of values that has been published for the acute toxicity of 4-CP to Daphnia is 
relatively narrow. Kuhn et. al. (1989a) reported an acute 24 hour EC50 to D. magna of 3.4 
(2.8 – 4.0) mg/L, a 24 hour EC0 of 1.5 mg/L and a 24 hour EC100 of 11 mg/L. They also 
found that acute 48 hour effect levels to D. magna were 2.5 (2.3 - 2.7) mg/L for the EC50, 1.5 
mg/L for the EC0 and 4 mg/L for the EC100. The pH of the test solutions was not specified 
(Kuhn et al. 1989a). Elsewhere, the same authors report another 24 hour EC50 to D. magna of 
8.6 mg/L (Kuhn et al. 1989b). Other reported acute effect levels on freshwater crustaceans 
range from 2.5 to 9 mg/L (ANZECC & ARMCANZ 2000; Koller et al. 2000).  
 
A greater range of effect concentrations has been reported for chronic effects, where NOEC 
values have been found between 0.20 and 2.6 mg/L and reproductive impairment occurred at 
exposure concentrations between 0.63 and 1.60 mg/L (ANZECC & ARMCANZ 2000; Kuhn 
et al. 1989a). 
 
4-CP has also been found to affect the activity of the detoxification enzyme glutathione S-
transferase (GST) in D. magna (LeBlanc et al. 1988). GST is involved in the conjugation of 
reactive electrophiles to glutathione so that they can be excreted either directly or via further 
metabolism to mercapturic acids. The binding and inhibition of chlorphenols to GST is related 
to lipophlicity of the molecule which in turn increases with the number of chlorine 
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substituents (LeBlanc et al. 1988). LeBlanc, Hilgenberg and Cochrane (1988) also 
investigated bioconcentration factors, which for 4-CP was estimated to be 28. 
 
The mode of action of 4-CP toxicity has been suggested by a number of authors to be non-
specific ‘polar narcosis’ (Ren 2002c; Ren & Schultz 2002; Schultz 1987; Verhaar et al. 1996). 
This is discussed in more detail in Chapter 6. 
 
The acute toxicity of 4-CP is of further significance to ecotoxicological investigations because 
it has been proposed as a reference toxicant or positive control to standardise across tests with 
Daphnia (DiGiulio & Malloy 1995; Environment Canada 1990b). 
 
5.1.2 Study Objectives 
This series of experiments aimed to investigate the differences in sensitivity of two strains of 
D. carinata, one that had been cultured in the laboratory for a number of years (the ARI 
Strain) and another that had been cultured from field samples for the purposes of this thesis 
(Greenvale Strain) to 4-Chlorophenol. The results of these experiments also provided a basis 
for the (novel) investigation of Generalised Linear Models as a framework for determining 
sources of variability both within, and between, experiments and treatment effects. Further, 
the utility of Bayesian Hierarchical Mixed Models for examining treatment effects and 
variance components in non-normal, non-linear data structures was also examined.  
 
It was expected that the variability in response of the ARI strain between repeated 
experiments would be less than that of the Greenvale strain due to the former having had 
more time to adapt to laboratory conditions (Baird et al. 1990; Barata et al. 1999; Barber et al. 
1990; Forbes & Forbes 1993; OECD 1997). In addition, long-term culture populations of 
clonal organisms would be expected to have a lower genetic diversity than natural populations 
and therefore less variability in response (Baird et al. 1990; Barata et al. 1999; Barber et al. 
1990; Blok & Balk 1995; OECD 1997).  
 
Thus, the aim of this study was to: 
1. determine the acute effects of 4-CP on two different strains of D. carinata;   
2. investigate the degree of variability between repeated experiments over time and between 
the two strains; and 
3. examine the utility of Generalised Linear Models and Bayesian Hierarchical Mixed 
Models as frameworks for analysing ecotoxicological data. 
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Further, the specific null hypotheses of interest were: 
1. no difference between repeated experiments for the same strain of Daphnia; and 
2. no difference in acute sensitivity to 4-CP between the Greenvale and ARI strains of D. 
carinata.     
 
5.2 Methods 
5.2.1 Overview 
The experimental methods used to investigate the acute toxicity of 4-CP to two sub-species of 
D. carinata are described in detail in Chapter 3. These experiments comprised standard 48 
hour Daphnia acute toxicity tests which were performed on two different strains, one from a 
long-term laboratory culture and one recently cultured from field collection. 4-Chlorophenol 
solutions were prepared immediately prior to the experiment from analytical reagent grade 
solid product (99-100% pure, Sigma Co.), which was dissolved directly in test media to make 
a concentrated solution close to the highest test concentration. This stock solution was then 
serial diluted to give the other desired test concentrations.  
 
After an initial presentation of the results of a chemical analysis of the degradation 
concentration of 4-CP over the testing period, the results of the toxicity experiments are 
presented in four parts. The first of these, experiments 2.1 to 2.7(a), involves the effects of 4-
CP on the Greenvale Strain of D. carinata and explores the variability in sensitivity to the 
toxicant within and between experiments. A comparative Bayesian analysis is also presented 
for the within-strain analysis. The second series of results, experiments 2.7(b) to 2.10, 
provides a similar analysis on the long-term culture (ARI Strain). The third part involves 
statistical investigation of the differences in sensitivity between the two strains, beginning 
with experiment 2.7, which involved a direct comparison, followed by a pooled analysis of all 
experiments from both strains. Finally, a Hierarchical, Bayesian, Mixed Model analysis is 
applied to investigate the statistical implications of considering multiple levels of random 
effects with the binomial generalised linear model framework. 
 
5.2.2 Statistical Analysis  
As described in Chapter 3, mixed models are those which contain both random and fixed 
factors. Recent developments in Bayesian MCMC techniques have allowed the estimation of 
models and data-structures that were either not previously possible or were severely 
constrained by the required assumptions. Hierarchical Mixed Model formulations that also 
contain non-linear and/or non-normal components have been recognised as a correct, natural 
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and powerful formulation of many statistical problems of interest (Gelman 2005), although to 
date there have been few applications of such analyses, and none in ecotoxicology. Through 
hierarchical structuring of the model by the various factors, their contribution to the fit of the 
model and, therefore, explanation of patterns in the data can be correctly assessed (Gelman et 
al. 2004). In particular, the variance of the different random components can be directly 
estimated and compared, providing an ANOVA of these effects within the Binomial logistic 
GLMM. A diagrammatic representation of the hierarchical mixed model constructed for this 
analysis is presented in Figure 5.1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ARIGreenvaleStrain (fixed)
Experiment (random) 2.1 2.2 2.7a 2.7b 2.10
Control Conc1 Conc2
…. ….
4-CP Concentration 
(fixed) … Concn
Replicate (random) 1 2 3
1/10Mortality/n (binomial) 0/10 0/10
Figure 5.1 Diagrammatic representation of the Hierarchical Mixed Model construction for analysis of 4-CP 
toxicity data by strain and experiment. This shows how each lower level in the analysis is fully nested within 
the next highest level.
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Construction of the full model for both the Maximum Likelihood (ML) and Bayesian analyses 
was as follows: 
 
( ) iiii StrainExp XStrainXExpXlogit interceptjislopeji εββββμ ++++++= )*()())*(*()*()*( 3210
 
 
Where: 
• X is the concentration of 4-CP for the ith obeservation; 
• Β0 is the general regression intercept; 
• Β1 is the general regression slope;  
• Expslope and Expintercept are the effects of the jth ‘experiment’ on the ith observation on 
slope (indicated by ‘*X’) and intercept respectively; 
• Strain is a factor for the effect of Daphnia strain on slope (‘*X’) and intercept, with 
parameters Β2 and Β3 respectively; and  
• ε is an additive residual error (overdispersion) term for the random ‘batch’ effect of 
replicate (Bayesian mixed model only). 
 
In the Bayesian Mixed Model analysis, the ‘experiment’ factors are modelled as random 
effects, while in the ML analysis these factors are modelled as fixed. Overdispersion in the 
ML analysis is treated through the estimation (using quasi-likelihoods) of a scale parameter 
that is multiplicative on the binomial variance, as is the standard approach for this type of 
analysis (described in Chapter 3).   
 
The reduced model (fit to the same data as the full model) was therefore: 
 
( ) )*( 10 iXlogit ββμ +=  
 
for both the Bayesian Mixed Model and ML analyses. 
 
In the within-strain analysis, full model construction was identical to the full model described 
above, except that the ‘strain’ parameters were not included. This also included comparison 
between the ‘fixed’ factor ML modelling approach and Bayesian Mixed-Models. The reduced 
model for the within-strain analysis was formulated as above and fit only to the data for that 
strain. 
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5.2.3 Determination of 4-Chlorophenol Concentration by Spectrophotometry 
Analysis of the concentration of 4-Chlorophenol (4-CP) in test solutions was performed using 
the spectroscopy method described in APHA et. al.(1989). Samples of water to be tested were 
diluted to less than 0.5mg/100mL of chlorophenol and reacted with 4-aminoantipyrine in the 
presence of potassium ferricyanide at pH 7.9 (+/-0.1) (APHA et al. 1989). This formed an 
antipyrine dye that absorbed light at 500nm. Through construction of a standard calibration 
curve of the absorbance (at 500nm) of known concentrations of phenol and dye using an 
ultraviolet-visible light Spectrophotometer (Model Carey 50, by Varian Inc.), the 
concentration of 4-CP in the test solutions could be determined. This method had a limit of 
detection of 100μg/L (4-CP). 
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5.3 Results of experiments on the acute toxicity of 4-Chlorophenol to 
Daphnia carinata. 
 
5.3.1 Results from the chemical analysis of 4-CP 
 
Analysis of 4-CP degradation in the test solution was performed for experiment 2.3 
(Greenvale Strain), the results of which are presented in Table 5.1. 
 
Table 5.1 Results of spectrophotometric determination of 4-CP concentrations from 
experiment 2.3 
 Concentration (mg/L)   
   Measured   
Treatment Replicate Nominal Start End Mean % decrease 
Control 1 0 0 0 0  
Control 2 0 0 0 0  
Control 3 0 0 0 0  
 average  0 0 0 0 
Treatment 1 1 1 0.76 0.67 0.72  
Treatment 2 2 1 0.79 0.71 0.75  
Treatment 3 3 1 0.82 0.65 0.74  
 average  0.79 0.68 0.73 14.35 
Treatment 2 1 2 2.48 1.35 1.92  
Treatment 2 2 2 2.37 1.33 1.85  
Treatment 2 3 2 2.35 1.35 1.85  
 average  2.40 1.34 1.87 44.03 
Treatment 3 1 4 3.32 2.67 3.00  
Treatment 3 2 4 3.32 2.70 3.01  
Treatment 3 3 4 3.31 2.67 2.99  
 average  3.32 2.68 3.00 19.20 
Treatment 4 1 8 6.84 5.45 6.15  
Treatment 4 2 8 6.86 5.42 6.14  
Treatment 4 3 8 6.80 5.48 6.14  
 average  6.83 5.45 6.14 20.24 
Treatment 5 1 12 10.27 8.15 9.21  
Treatment 5 2 12 10.29 8.18 9.24  
Treatment 5 3 12 10.30 8.12 9.21  
 average  10.29 8.15 9.22 20.77 
Procedural Control 1 4 3.32 2.77 3.045  
Procedural Control 2 4 3.28 2.77 3.025  
Procedural Control 3 4 3.31 2.71 3.01  
 average  3.31 2.75 3.03 16.92 
  Average Total Decrease  22.6 
  (Excluding Treatment 2) 18.3 
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The average decrease in 4-CP concentration over the 48 hour experiment was found to be 
22.6% and ranged from 14% to 44%. A replicated procedural control was included in the 
experiment which contained test solution (4 mg/L of 4-CP) but no animals, and had a 17% 
decrease in 4-CP concentration over the test period. Comparing the change in concentration of 
4-CP in the procedural control to those in the other treatments, the reduction was generally 
greater in the test solutions, suggesting that either the presence or the handling of the Daphnia 
affected the measurement of the toxicant concentrations. The large decrease in 4-CP 
concentration during the experiment found in treatment 2 appears to be an outlier as it is more 
than twice as large as the values for any of the other treatments. Treatment 2 was the only one 
for which the measured concentrations were higher than the nominal values, which suggests 
that an error may have been made in the analysis of the 4-CP concentrations for the beginning 
of the test. The average total decrease in 4-CP concentration, not including the results for 
treatment 2, was also calculated and found to be 18.3% (Table 1). If linear degradation is 
assumed, this would correspond to an average effective test concentration 9% lower than the 
initial concentration. After consideration of these results it was decided that the decrease in 
concentration over the 48 hour period was not sufficient to require renewal of test solutions 
during the experiment.  
 
Concentrations of 4-CP were not measured in the other experiments for a number of reasons. 
First, the spectrometric analysis is very time consuming for one person to perform alone 
(along with experimentation and culturing duties) and the solutions were not able to be stored 
for analysis later (refrigeration can precipitate the organic aromatic and the addition of 
stabilising chemicals can affect the reagent). Second, both the reagent and external analysis 
were prohibitively expensive. Third, the primary aim of the experiments was to investigate 
differences between and within the strains, rather than the precise measurement of the toxicity 
to each strain. While knowledge of the actual exposure concentrations may have provided 
additional information in the investigation of sources of variability, these experiments were 
designed so that systematic errors would be randomised, or at least equally likely, across the 
experiments for both strains.  
 
In the following presentation of experimental results, the reported concentration values for all 
experiments are the nominal values and it is noted that these may be around 10% higher than 
the average effective test concentration. 
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5.3.2 The Acute Toxicity of 4-Chlorophenol to Daphnia carinata (Greenvale) 
 
Experiments on the acute toxicity of 4-Chlorophenol to D. carinata (Greenvale strain) were 
designated experiments 2.1 - 2.7(a). Concentration-response regressions fit to the results from 
each experiment in SAS are presented graphically in Figure 5.2 along with their 95% 
confidence intervals. The same regressions are also shown in Figure 5.3 without the fiducial 
intervals for ease of comparison.  
 
The mean (nominal) LC50 values were found to range from 4.15 to 6.63 over the seven 
experiments, with an average of 5.08 (4.33-6.19) mg/L. The LC10 values ranged from 1.87 to 
4.26 mg/L, the LC90 from 6.18 to 9.02 mg/L and the LC100 from 7.53 to 11.6 mg/L. The 
estimated values for each experiment and averages are summarised in Table 5.2, along with 
their respective 95% (Fieller) confidence intervals. The raw mortality data and results of 
water quality analysis are presented in Appendix 2. 
 
The summarised results of the Pearson's χ2 and Deviance Lack of Fit test statistics are 
presented in Table 5.3. As the test statistics for experiments 2.3 and 2.4 were significant, the 
scale parameter (and hence the confidence intervals and standard errors) for those regressions 
have been adjusted using an estimate of the scale parameter based on Pearson's χ2 (standard 
quasi-likelihood estimation of over-dispersed models). The results for the other experiments 
suggest that the model was a good fit to the data and that overdispersion was not present.  
 
From the regression plots (Figures 5.2 and 5.3) it can be seen that model fit is very similar 
across the different experiments and that the confidence regions are generally quite narrow for 
each experiment, with experiment 2.4 having the widest intervals. In comparing these two 
Figures (and the results in Table 5.2) it is also apparent that the approach used to characterise 
variability, or the true range of possible values, for the toxicity response can have a marked 
difference in the outcomes. For example, the mean LC50 values ranged from 4.15 to 6.63 
mg/L, however the difference between the highest and lowest 95% confidence interval for the 
LC50 over the seven experiments ranged from 3.29 to 10.4 mg/L. In other words, 
consideration of only the mean responses might underestimate uncertainty in the true value 
for the LC50 by around three times, with 95% confidence, if we were interested in 
characterising uncertainty by experiment.  
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Figure 5.2 Regression plots for experiments 2.1 – 2.7a, showing concentration-response for acute toxicity of 4-Chlorophenol to 
Daphnia carinata (Greenvale). Dotted lines are 95% confidence intervals.
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Figure 5.3 Regression plots for experiments 2.1 – 2.7a, showing concentration-response for acute toxicity of 4-Chlorophenol to 
Daphnia carinata (Greenvale), shown without confidence intervals.
112
Experiment LC10 lwr(95%)
upr
(95%) LC50
lwr
(95%)
upr
(95%) LC90
lwr
(95%)
upr
(95%) LC100
lwr
(95%)
upr
(95%)
2.1 2.59 1.75 3.06 4.52 4.15 5.06 6.46 5.74 7.87 8.58 7.34 11.1
2.2 2.67 1.63 3.41 5.23 4.53 6.10 7.78 6.78 9.45 10.6 9.02 13.3
2.3 1.87 0.29 2.77 4.15 3.29 5.37 6.43 5.25 9.01 8.92 7.10 13.3
2.4 4.26 0.19 5.93 6.64 4.93 10.4 9.01 7.06 17.4 11.6 8.81 25.6
2.5 3.70 1.85 4.32 4.94 4.31 5.30 6.18 5.74 7.32 7.53 6.70 10.1
2.6 2.57 1.90 3.05 4.56 4.21 4.91 6.56 6.08 7.22 8.73 7.93 9.93
    2.7(a) 2.37 0.98 3.24 5.55 4.91 6.23 8.73 7.78 10.3 12.2 10.6 15.1
Average 2.86 1.23 3.68 5.08 4.33 6.19 7.31 6.35 9.79 9.73 8.21 14.1
Pooled (full model) 2.37 0.62 3.36 5.55 4.78 6.38 8.73 7.64 10.7 12.2 10.3 15.8
Pooled (reduced model) 2.54 2.18 2.85 4.87 4.65 5.10 7.20 6.85 7.63 9.74 9.15 10.5
Table 5.2 Summary of various Lethal Concentration (LC%) values for acute toxicity of 4-Chlorophenol to two strains of Daphnia carinata.
Greenvale strain
ARI strain
Experiment LC10 lwr(95%)
upr
(95%) LC50
lwr
(95%)
upr
(95%) LC90
lwr
(95%)
upr
(95%) LC100
lwr
(95%)
upr
(95%)
     2.7(b) 1.66 0 3.23 4.20 2.13 6.29 6.75 5.17 14.4 9.52 7.01 24.7
2.8 2.50 1.51 3.00 3.75 3.33 4.14 5.00 4.54 5.90 6.37 5.58 8.09
2.9 4.89 3.57 5.80 8.44 7.69 9.29 12.0 10.9 13.7 15.8 14.1 18.8
2.10 2.27 1.28 2.91 4.62 4.18 5.01 6.97 6.43 7.77 9.53 8.56 11.1
Average 2.83 1.59 3.74 5.25 4.33 6.18 7.67 6.76 10.4 10.3 8.80 15.7
Pooled (full model) 2.27 0.89 3.05 4.62 4.04 5.12 6.97 6.31 8.08 9.53 8.35 11.7
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Table 5.3 Results of Lack of Fit Tests for 4-CP experiments on D. carinata (Greenvale) 
showing values for Pearson's χ2 and Log-Likelihood Ratio (Deviance) Chi-Square tests 
from logistic regression in SAS Proc Probit. 
 
Experiment Statistic Value DF Pr>ChiSq 
2.1 Pearson Chi-Square 27.3067 19 0.0977 
 L.R. Chi-Square 18.5244 19 0.4877 
2.2 Pearson Chi-Square 8.2967 16 0.9395 
 L.R. Chi-Square 8.8921 16 0.9178 
2.3 Pearson Chi-Square 32.8287 16 0.0078 
 L.R. Chi-Square 24.4258 16 0.0806 
2.4 Pearson Chi-Square 65.6968 19 <.0001 
 L.R. Chi-Square 18.5728 19 0.4845 
2.5 Pearson Chi-Square 5.605 16 0.9918 
 L.R. Chi-Square 6.4351 16 0.9827 
2.6 Pearson Chi-Square 32.7254 31 0.3822 
 L.R. Chi-Square 26.7968 31 0.6823 
2.7(a) Pearson Chi-Square 9.8482 16 0.8744 
 L.R. Chi-Square 9.0996 16 0.9093 
 
 
Results of the regression slope null-hypothesis (H0: β1=0) tests, presented in Table 5.4 show 
that all experimental slope parameters were highly significant. The slope parameter in these 
models only concerns the effect of concentration and so it can be concluded that the 'dose' 
effect is very strong in all cases. 
 
 
Table 5.4 Results of logistic regression slope null-hypothesis tests (H0: β1=0) in SAS 
Proc Logistic for 4-CP toxicity experiments with D. carinata (Greenvale). 
Experiment Test Chi-Square DF Pr>ChiSq 
2.1 Likelihood Ratio 129.772 1 <.0001 
2.2 Likelihood Ratio 161.5817 1 <.0001 
2.3 Likelihood Ratio 145.2077 1 <.0001 
2.4 Likelihood Ratio 241.1283 1 <.0001 
2.5 Likelihood Ratio 188.7927 1 <.0001 
2.6 Likelihood Ratio 278.6733 1 <.0001 
2.7(a) Likelihood Ratio 121.0899 1 <.0001 
 
The intercept and slope (‘conc’) parameter estimates for each of the individual regressions on 
the Greenvale strain are summarised in Table 5.5. The values of the parameters for the 
different experiments appear to be similar and are highly significant.  
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Table 5.5 Parameter estimates for logistic regression of the effects of 4-CP to D. 
carinata (Greenvale) in SAS Proc Logistic. 
Experiment Parameter DF Estimate Standard 
Error 
Wald Chi-
Square 
Pr>ChiSq 
2.1 Intercept 1 -5.1291 0.8109 40.0118 <.0001 
 conc 1 1.1339 0.1994 32.3267 <.0001 
2.2 Intercept 1 -4.4932 0.6285 51.1088 <.0001 
 conc 1 0.8597 0.1286 44.7203 <.0001 
2.3 Intercept 1 -3.9971 0.5348 55.8538 <.0001 
 conc 1 0.9632 0.1367 49.6258 <.0001 
2.4 Intercept 1 -6.1335 0.9947 38.0245 <.0001 
 conc 1 0.9241 0.1647 31.4922 <.0001 
2.5 Intercept 1 -8.7657 2.5532 11.7872 0.0006 
 conc 1 1.7744 0.4796 13.6869 0.0002 
2.6 Intercept 1 -5.0372 0.5873 73.569 <.0001 
 conc 1 1.1035 0.1212 82.8392 <.0001 
2.7(a) Intercept 1 -3.8353 0.5794 43.8166 <.0001 
 conc 1 0.6913 0.1008 47.0125 <.0001 
 
 
Table 5.5 also contains an interesting pattern in the magnitude of the slope coefficient. 
Compared with the values obtained for the various 2,4-D products (Chapter 4) which were 
generally around 0.1 or less, the values found here for 4-CP are much higher (around 1). This 
can also be seen in the steep gradient of plots of the regression. 
 
 
5.3.3 The Acute Toxicity of 4-Chlorophenol to Daphnia carinata (Greenvale), 
Results of Statistical Analysis Pooling across Experiments. 
 
Maximum Likelihood Estimation 
A pooled analysis was performed on all the data from experiments on the Greenvale strain of 
D. carinata (2.1- 2.7a) in order to statistically explore the variability in response across the 
multiple experiments, determine the significance of any differences and to calculate overall 
potency estimates. A logistic model of the form described above was fitted to the data set, 
which contained parameters for the effects of both concentration and for the different 
experiments. In this analysis these 'experimental' parameters were categorical, consisting of 
different codes for each experiment, and explained the contribution of each experiment to 
both the intercept and slope of the overall fit of the model. Comparisons were also made 
between regressions of a 'full' model, which contained variables for concentration and each 
experiment, and a 'reduced' model that only contained variables for the general intercept term 
and the effect of 4-CP concentration (note that these models were both fit to the same data 
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set). A more detailed analysis of specific effects among the parameters in the full model was 
also performed. The results of these pooled analyses are presented in Tables 5.5 to 5.9 and 
potency estimates for both the full and reduced models are given in Table 5.2. 
 
The results of lack of fit tests performed on the full and reduced logistic models in SAS 
(Probit Procedure) are shown in Table 5.6. The observed difference between the Pearson's χ2 
and Deviance test statistics may be an indication of overdispersion, although the actual value 
of the dispersion parameter estimates (Values/DF) suggest otherwise. The conservative 
approach in this situation is to estimate the dispersion parameter and this was taken with the 
analysis presented. 
 
Table 5.7 presents the results of tests for the significance of the slope parameters for the full 
and reduced models from the Logistic Procedure, which were both highly significant. 
 
 
Table 5.6 Results of Lack of Fit Tests for pooled analysis of 4-CP experiments on D. 
carinata (Greenvale) showing values for Pearson χ2 and Deviance Chi-Square tests from 
logistic regression in SAS Proc Logistic. 
Model Statistic Value DF Value/DF Pr>ChiSq 
Pooled (full) Pearson Chi-Square 182.2904 133 1.3706 0.003 
 L.R. Chi-Square 112.7467 133 0.8477 0.8979 
Pooled (reduced) Pearson Chi-Square 189.6087 145 1.3076 0.0076 
 L.R. Chi-Square 165.7533 145 1.1431 0.1144 
 
 
Table 5.7 Results of logistic regression slope null-hypothesis tests (H0: β1=0) in SAS 
Proc Logistic for pooled analysis of 4-CP experiments on D. carinata (Greenvale).  
Model Test Chi-Square DF Pr>ChiSq 
Pooled (full) Likelihood Ratio 1308.2096 13 <.0001 
Pooled (reduced) Likelihood Ratio 1255.203 1 <.0001 
 
The parameter estimates for the pooled analysis of the full model (Table 5.8) indicate that the 
general intercept, concentration and the intercept parameter for experiment 2.3 are significant, 
while the intercept and slope parameters for the other experiments are not. This suggests that 
there is no significant difference in slopes, and, therefore, that the rate of response to the 
toxicant is similar, between the different experiments on the effect of 4-CP on the Greenvale 
strain of D. carinata. The good model fit that was obtained for each of the individual 
regressions of concentration-response, the low variability in these responses and the large 
number of experimental units (replicates) in this analysis (147) indicates high explanatory 
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power in the statistics. The variability between the experiments is explored further in the 
following analyses. 
 
Table 5.8 Parameter estimates for logistic regression in SAS Proc Logistic of pooled data 
from 4-CP experiments on D. carinata (Greenvale). 
Model Parameter DF Estimate Standard 
Error 
Wald Chi-
Square 
Pr>ChiSq 
Full (Pooled) Intercept 1 -5.3416 0.4409 146.746 <.0001 
 Conc 1 1.0643 0.0854 155.4648 <.0001 
 Exp 2.1 1 0.2125 0.8149 0.068 0.7942 
 Exp 2.2 1 0.8484 0.6904 1.5103 0.2191 
 Exp 2.3 1 1.3444 0.6315 4.5329 0.0333 
 Exp 2.4 1 -0.7919 0.9493 0.6959 0.4042 
 Exp 2.5 1 -3.4242 2.2024 2.4171 0.1200 
 Exp 2.6 1 0.3044 0.6639 0.2103 0.6466 
 Conc*exp 2.1 1 0.0696 0.1889 0.1357 0.7126 
 Conc*exp 2.2 1 -0.2046 0.1382 2.1922 0.1387 
 Conc*exp 2.3 1 -0.1011 0.1437 0.4952 0.4816 
 Conc*exp 2.4 1 -0.1402 0.1633 0.7378 0.3904 
 Conc*exp 2.5 1 0.7101 0.4143 2.9387 0.0865 
 Conc*exp 2.6 1 0.0392 0.1334 0.0864 0.7688 
Intercept 1 -4.598 0.2462 348.6731 <.0001 Reduced 
(Pooled) Conc 1 0.9435 0.0502 352.6788 <.0001 
 
 
The results of Wald tests for 'Type III analysis of effects' from the Logistic procedure 
regression of the full model show that the effect of experiment is not significant in either 
intercept or slope, with and without the scale parameter held fixed (Tables 5.9 and 5.10). This 
is supported by the Likelihood Ratio tests from the Genmod procedure (Table 5.11). (Recall 
from Chapter 3 that the Logistic and Genmod procedures give different estimates for the 
dispersion/scale parameter although they are used to perform the same function with identical 
results). These results lead to the rejection of the full model in favour of the reduced one (i.e. 
acceptance of a null-hypothesis of no effect of experiment).   
 
A plot of pooled analysis (Figure 5.4) obtained using the reduced model shows the steep 
gradient evident in Figures 5.2 and 5.3, against the raw data points for these experiments. 
Note also that by pooling across experiments, Fieller’s method for calculating confidence 
(fiducial) intervals has produced a much narrower ‘uncertainty’ band than those described in 
Figure 5.2, with bounds of the LC50 now being given as 4.65 - 5.10 mg/L. From Table 5.2 it 
can be seen that the pooled LC50 value for the effects of 4-CP to D. carinata (Greenvale) 
from the reduced model was 4.87 (4.65 - 5.10) mg/L, the LC10 was 2.54 (2.18 - 2.85) mg/L, 
the LC90 was 7.20 (6.85 - 7.63) mg/L and the LC100 was 9.74 (9.15 - 10.5) mg/L.  
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Table 5.9 Type III analysis of effects for pooled logistic regression in SAS Proc Logistic, 
showing effects of concentration (conc) and experiment (Exp) for 4-CP experiments on 
D. carinata (Greenvale). Scale parameter held fixed. 
Effect DF  Wald Chi-Square Pr>ChiSq 
Conc 1 155.4648 <.0001 
Exp 6 9.0492 0.1708 
Conc*exp 6 12.0682 0.0605 
 
 
Table 5.10 Type III analysis of effects for pooled logistic regression in SAS Proc 
Logistic, showing effects of concentration (conc) and experiment (Exp) for 4-CP 
experiments on D. carinata (Greenvale). Scale parameter estimated. 
Effect DF  Wald Chi-Square Pr>ChiSq 
conc 1 113.4279 <.0001 
exp 6 6.6024 0.3592 
conc*exp 6 8.805 0.1848 
 
 
Table 5.11 LR statistics for Type III analysis of effects for pooled logistic regression in 
SAS Proc Genmod, showing effects of concentration (conc) and experiment (Exp) for 4-
CP experiments on D. carinata (Greenvale). Scale parameter estimated. 
Source DF Chi-Square Pr > ChiSq 
conc 1 829.98 <.0001 
exp 6 8.42 0.2091 
conc*exp 6 10.66 0.0994 
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Figure 5.4 Regression plot and raw data points for pooled analysis of experiments 2.1 – 2.7a on the acute toxicity of 4-Chlorophenol to 
Daphnia carinata (Greenvale). Note that in total there are 147 data points and that some may overlap (full raw results are given in 
Appendix 3). 
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Bayesian Mixed Model 
A series of hierarchical Bayesian Mixed Model analyses were also performed on the 
Greenvale strain 4-CP toxicity data, using WinBugs Version 1.4 (Speiegelhalter et al. 2003). 
This involved fitting models with various combinations of the parameters described above (to 
the same data), in which the between ‘experiment’ factors were considered as random and an 
additional random residual term was included to examine random within experiment effects. 
Model selection was based on the Deviance Information Criterion (DIC) and relative 
contribution of the variance components and parameters (as described in Chapter 3, recall that 
a smaller DIC indicates more explanatory model).  
 
Selected results from this analysis are presented in Table 5.12. Recall that the DIC statistic is 
based on the deviance (and hence log likelihood) of the model but is penalised by the number 
of parameters and therefore favours models with less parameters (parsimony). Hence, the 
addition of parameters that lead to lower DIC values (by more than a couple of points) from 
those for the reduced model can be seen as increasing the explanatory power of the model.  
 
From the reduction in DIC values in Table 5.12 it can clearly be seen that the addition of the 
parameters for random effects within (residual) and between (experiment) experiments lead to 
improvements in the explanatory power and fit of the model. It can also been seen that while 
the residual effect provides an improvement over the reduced model, it is marginal compared 
to the experiment effect. This is confirmed by comparing the variance estimates (essentially 
an ANOVA) of the full (conditional) model presented in the last three rows, where the 
variance for the additive effect (intercept) of ‘experiment’ is orders of magnitude larger than 
the other random effects. In contrast to the results of the ML analysis above, this line of 
inference would lead to considering the experimental effect as significant (and hence rejecting 
the no-effect null). 
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Table 5.12 Selected results from Hierarchical Bayesian mixed model analysis of 
Greenvale Daphnia strain 4-CP toxicity data, showing DIC and variance components for 
various alternate models. Slope effects are indicated by ‘*conc’.  
Model (+ random effect) DIC Random Effects variance Lwr(95%) Upr(95%) 
intercept and slope (reduced) 318.123 none    
+ residual 302.734 residual 0.494 0.1077 1.051 
+ experiment 291.818 experiment 1.025 0.1572 4.009 
+ experiment & residual 293.017 experiment 0.9726 0.1167 3.933 
  residual 0.147 0.001313 0.5604 
+ experiment, experiment*conc 290.569 experiment*conc 0.000208 2.08E-04 0.4312 
& residual  experiment 0.1188 0.1188 4.013 
  residual 0.000336 3.36E-04 0.489 
 
 
 
5.3.4 The Acute toxicity of 4-chlorophenol to Daphnia carinata, ARI Strain. 
 
Experiments on the ARI Strain of D. carinata were designated 2.7(b) – 2.10. The LC50 
values for the acute toxicity of 4-CP to the ARI strain of D. carinata ranged from 3.75 to 8.43 
mg/L with an average of 5.25 (4.33 - 6.18) mg/L. The LC10 values ranged from 1.66 to 4.89 
mg/L, the LC90 from 5.00 to 12.0 mg/L and the LC100 from 6.37 to 15.9 mg/L. The 
estimated values for each experiment and the averages of these are summarised in Table 5.2, 
along with their respective 95% confidence intervals. These values are very similar to those 
obtained for the Greenvale strain of D. carinata, also shown in Table 5.2. Raw experimental 
results and water quality measurements for these experiments are presented in Appendix 2. 
 
The concentration-response plots for experiments 2.7(b) to 2.10 are shown together in Figure 
5.5, where it can be seen that the confidence regions are generally narrow and the position of 
each curve is similar, except for experiment 2.7(b) in which the confidence intervals are 
wider. This greater variability indicated by the confidence regions in experiment 2.7(b) is 
confirmed by the results of lack of fit test, which are summarised in Table 5.13 The other 
experiments showed no significant lack of fit and the model fit appears to be reasonable. 
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Table 5.13 Results of Lack of Fit Tests showing values Pearson's χ2  and Log-Likelihood 
Ratio (Deviance) Chi-Square tests from logistic regression in SAS Proc Probit for 4-CP 
experiments on D. carinata (ARI). 
Experiment Statistic Value DF Pr>ChiSq 
2.7 Pearson Chi-Square 88.6671 16 <.0001 
 L.R. Chi-Square 16.0993 16 0.4461 
2.8 Pearson Chi-Square 3.0775 19 1.000 
 L.R. Chi-Square 3.7469 19 0.9999 
2.9 Pearson Chi-Square 12.5275 19 0.8619 
 L.R. Chi-Square 11.3346 19 0.9121 
2.10 Pearson Chi-Square 24.8421 28 0.6364 
 L.R. Chi-Square 23.4483 28 0.7103 
 
The results of the null-hypothesis tests of the slope of the regression (H0: β1=0) presented in 
Table 5.14 are highly significant for all experiments. 
 
Table 5.14 Results of logistic regression slope null-hypothesis tests (H0: β1=0) in SAS 
Proc Logistic for pooled analysis of 4-CP experiments on D. carinata (ARI). 
Experiment Test Chi-Square DF Pr>ChiSq 
2.7 Likelihood Ratio 136.9164 1 <.0001 
2.8 Likelihood Ratio 211.1672 1 <.0001 
2.9 Likelihood Ratio 157.9578 1 <.0001 
2.10 Likelihood Ratio 198.4394 1 <.0001 
 
Table 5.15 summarises the intercept and slope (conc) parameter estimates, which are all 
statistically significant. It can also be seen from this Table that the values for the slope 
parameter are generally high and similar to those obtained for the Greenvale strain. This also 
suggests that the rates of toxicological response may be similar between the strains. 
 
Table 5.15 Parameter estimates for logistic regression in SAS Proc Logistic of pooled 
data from 4-CP experiments on D. carinata (ARI).    
Experiment Parameter DF Estimate Standard 
Error 
Wald Chi-
Square 
Pr>ChiSq 
2.7 Intercept 1 -3.63 0.5881 38.0947 <.0001 
 conc 1 0.8638 0.1277 45.7606 <.0001 
2.8 Intercept 1 -6.5958 1.4006 22.1775 <.0001 
 Conc 1 1.7581 0.3549 24.535 <.0001 
2.9 Intercept 1 -5.2323 0.6809 59.0563 <.0001 
 Conc 1 0.62 0.0821 57.0327 <.0001 
2.10 Intercept 1 -4.3208 0.6155 49.2754 <.0001 
 Conc 1 0.9351 0.1184 62.3572 <.0001 
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Figure 5.5 Regression plots for experiments 2.7b – 2.10, showing concentration-response for acute toxicity of 4-Chlorophenol to 
Daphnia carinata (ARI). Dotted lines are 95% confidence intervals.
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5.3.5 The Acute Toxicity of 4-Chlorophenol to Daphnia carinata, ARI Strain, 
Results of Statistical Analysis Pooling across Experiments. 
 
Maximum Likelihood 
A pooled ML analysis was performed on the repeated experiments on the acute toxicity of 4-
CP to D. carinata (ARI) to investigate the effect of variability between experiments and 
determine overall potency estimates. The results of this analysis are presented in Tables 5.16 
to 5.20. 
 
Table 5.16 shows the results of lack of fit tests for regressions of both the full and reduced 
models on the same pooled data set for the ARI strain.  The results of these tests appear to 
show that the full model was a better fit, however the estimates for the dispersion parameter 
(given under Value/DF) suggest that both models were overdispersed. Thus, the results for the 
remainder of the analysis were obtained using quasi-likelihood estimation (i.e. the scale was 
estimated) for both models.  
 
The general regression slope tests (H0: β1=0) shown in Table 5.17 were found to be highly 
significant for both the full and reduced models. 
 
Table 5.16 Results of Lack of Fit Tests showing values for Pearson χ2 and Deviance 
Chi-Square tests from logistic regression in SAS Proc Logistic for pooled analysis of 4-
CP experiments on D. carinata (ARI). 
Experiment Statistic Value DF Value/DF Pr>ChiSq 
Pooled (full) Pearson Chi-Square 129.1142 82 1.5746 0.0007 
 L.R. Chi-Square 54.6291 82 0.6662 0.9914 
Pearson Chi-Square 252.2355 88 2.8663 <.0001 Pooled (reduced) 
L.R. Chi-Square 210.4826 88 2.3918 <.0001 
 
Table 5.17 Results of logistic regression slope null-hypothesis tests (H0: β1=0) in SAS 
Proc Logistic for pooled analysis of 4-CP experiments on D. carinata (ARI).  
Model Test Chi-Square DF Pr>ChiSq 
Pooled (full) Likelihood Ratio 483.3103 7 <.0001 
Pooled (reduced) Likelihood Ratio 211.1247 1 <.0001 
 
The parameter estimates for regressions of the full and reduced model are given in Table 5.18. 
This shows that the slope parameters for experiments 2.8 and 2.9 were found to be significant 
in the fit of the full model. These results suggest that there is some variability between 
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experiments, although it is unclear what the overall effect of ‘experiment’ is in the fit of the 
model. The intercept and concentration parameters were also found to be significant for both 
the full and reduced models.  
 
 
Table 5.18 Parameter estimates for logistic regression in SAS Proc Logistic for pooled 
analysis of 4-CP experiments on D. carinata (ARI).  
Model Parameter DF Estimate Standard 
Error 
Wald Chi-
Square 
Pr>ChiSq 
Pooled (full) Intercept 1 -4.9448 0.5568 78.8746 <.0001 
 Conc 1 1.0443 0.1267 67.9631 <.0001 
 exp 2.7 1 1.3145 0.7631 2.967 0.0850 
 exp 2.8 1 -1.651 1.3618 1.47 0.2254 
 exp 2.9 1 -0.2875 0.8216 0.1225 0.7264 
 conc*exp 2.7 1 -0.1804 0.17 1.1266 0.2885 
 conc*exp 2.8 1 0.7138 0.3394 4.4219 0.0355 
 conc*exp 2.9 1 -0.4242 0.1461 8.4284 0.0037 
Intercept 1 -3.4402 0.433 63.127 <.0001 Pooled 
(reduced) Conc 1 0.6857 0.0782 76.809 <.0001 
 
The results of Wald tests for Type III analysis of effects from the Logistic Procedure (SAS) 
indicate that there was a significant effect of ‘experiment’ on the slope of the regression, but 
not on the intercept (Table 5.19). The results of Likelihood Ratio tests for the same 
comparisons (Type III effect) from the Genmod procedure are given in Table 5.20 and show 
the same significant effect for ‘experiment’ on slope. These results lead to the conclusion that 
the full model cannot be rejected in favour of the reduced because the ‘experiment’ factor 
contributes significantly to the fit of the model. Accordingly, the plot of the pooled model fit 
(Figure 5.6) was obtained using the full model and it appears that the slope is not as steep as 
that for the Greenvale strain (Figure 5.4), with most of the mortality occurring at exposure 
levels of between 2 and 8 mg/L of 4-CP. The pooled LC50 values using the full model were 
found to be 4.62 (4.04 - 5.12) mg/L, the LC10 2.27 (0.89 - 3.05) mg/L, the LC90 6.97 (6.31 - 
8.08) mg/L and the LC100 9.53 (8.35 - 11.7) mg/L (Table 5.2). 
 
Table 5.19 Type III analysis of effects in SAS Proc Logistic, showing effects of 
concentration (conc) and experiment (Exp) for pooled analysis of 4-CP experiments on 
D. carinata (ARI). Scale parameter estimated. 
Effect DF  Wald Chi-Square Pr>ChiSq 
Conc 1 67.9631 <.0001 
Exp 3 3.5902 0.3092 
conc*exp 3 8.5965 0.0352 
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Table 5.20 Type III analysis of effects for pooled logistic regression in SAS Proc 
Genmod, showing effects of concentration (conc) and experiment (Exp) for pooled 
analysis of 4-CP experiments on D. carinata (ARI). Scale parameter estimated. 
Source DF Chi-Square Pr > ChiSq
conc 1 440.48 <.0001 
exp 3 4.06 0.2546 
conc*exp 3 12.8 0.0051 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.6 Regression plot and raw data points for pooled analysis of experiments 2.7b – 2.10 on the acute toxicity of 4-Chlorophenol 
to Daphnia carinata (ARI). Note that some data points may overlap (full raw results are given in Appendix 3). 
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Bayesian Mixed Model 
Selected results of hierarchical Bayesian mixed model analyses performed on the ARI strain 
4-CP toxicity data (WinBugs Version 1.4) are presented in Table 5.21. Based on the DIC 
values, both the residual and experiment factors improved the fit of the model, with the best 
model containing effects for ‘experiment’ on both slope and intercept. The variance 
component results also indicate that between-experiment variability explained more of the 
‘noise’ in the data than within-experiment factors, with estimates for ‘experiment’ variance 
being between 10 to 30 times as large as those for ‘residual’. In contrast to the results of the 
ML analysis above however, the more significant experimental effect in this analysis is 
additive (on the intercept) rather than the slope, with a variance of 28 for ‘experiment’, as 
compared to 1.8 for experiment by concentration (rows 5 and 6 respectively). 
 
 
Table 5.21 Selected results from Hierarchical Bayesian mixed model analysis of the ARI 
Daphnia strain 4-CP toxicity data, showing DIC and variance components for various 
alternate models. Slope effects are indicated by ‘*conc’.  
 
Model (+ random effect) DIC Random Effects variance Lwr(95%) Upr(95%) 
intercept and slope (reduced) 314.106 none    
+ residual 216.683 residual 2.539 1.239 4.681 
+ experiment 184.422 experiment 19.59 1.235 104 
+ experiment & experiment*conc 170.78 experiment 28.55 1.731 161.5 
  experiment*conc 1.785 0.02705 10.9 
+ experiment, experiment*conc 174.362 experiment*conc 1.593 0.02836 10.78 
& residual  experiment 24.95 1.788 134.6 
  residual 0.05331 1.42E-04 0.2635 
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5.3.6 The Acute Toxicity of 4-chlorophenol to Daphnia carinata, Direct 
Comparison between Two Daphnia Strains in Experiment 2.7 
In order to directly examine differences between the two Daphnia strains, experiment 2.7 
consisted of two simultaneously run 48 hour toxicity tests on the effects of 4-CP to both the 
Greenvale (2.7a) and ARI (2.7b) strains. As with all other experiments performed, both of 
these tests were internally replicated with three replicates of each concentration for each 
Daphnia strain. The individual results from the two tests have been shown earlier and 
provided slightly different estimates for the potency values, with those for the ARI strain 
being slightly lower (Table 5.2). 
  
A statistical comparison between the two experiments (strains) was performed in SAS using 
the Genmod procedure. This involved fitting a model of the form shown in equation 3 
(Chapter 3) where the model contained parameters for the effect of concentration and for the 
two different strains. The results are shown in Tables 5.21 - 5.24. 
 
The results of the lack of fit tests (Table 5.21) indicate that the initial model fit was 
overdispersed. Accordingly, the remainder of the results presented are from a statistical model 
in which the scale parameter was estimated. 
 
Table 5.21 Criteria for assessing goodness of fit from statistical comparison between the 
acute toxicity of 4-Cholorophenol to two different Daphnia carinata strains (Experiment 
2.7) in SAS Proc Genmod. 
Criterion DF Value Value/DF
Deviance 32 25.1988 0.7875
Scaled Deviance 32 8.1851 0.2558
Pearson Chi-Square 32 98.5152 3.0786
Scaled Pearson χ2 32 31.9998 1
Log Likelihood -38.4523
 
The analysis of parameter estimates given in Table 5.22 indicates that the common intercept 
and concentration slope parameters are significant, suggesting that there may be no statistical 
difference between the two strains.  
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Table 5.22 Analysis Of Parameter Estimates from statistical comparison between the 
acute toxicity of 4-Cholorophenol to two different Daphnia carinata strains (experiment 
2.7) in SAS Proc Genmod (re-scaled). 
Parameter DF Estimate Standard 
Error 
Wald 95% confidence 
limits 
Chi-square Pr>ChiSq
Intercept 1 -3.8353 1.0166 -5.8279 -1.8428 14.23 0.0002 
Conc 1 0.6913 0.1769 0.3446 1.038 15.27 <.0001 
type ARI 1 0.205 1.4487 -2.6343 3.0443 0.02 0.8875 
type GV 0 0 0 0 0 . . 
conc*typeARI 1 0.1726 0.2855 -0.387 0.7321 0.37 0.5455 
conc*type GV 0 0 0 0 0 . . 
Scale 0 1.7546 0 1.7546 1.7546  
 
The results of the LR Statistics for Type 3 analysis of effects shown in Table 5.23 indicate 
that the effect of Daphnia strain (type) on the intercept and slope parameters in the model 
were not significant. Thus, there was no statistical difference found in acute sensitivity of the 
two different Daphnia strains to 4-CP in this experiment (2.7). The Type 3 analysis of effects 
from the initial analysis, where the scale parameter was held fixed is given in Table 5.24 for 
comparison and leads to the same conclusion.  
 
A plot comparing the two simultaneously run experiments (2.7a and 2.7b) is given in Figure 
5.7, where it can be seen that the concentration-response for the two strains is very similar. It 
is also apparent from this Figure that there is greater variability in the response of the ARI 
strain (as indicated by the wider 95% confidence regions), although it is difficult to tell how 
much this contributes to the result of no-difference between the two experiments. These 
differences in response between the strains are explored further in the next section. 
 
Table 5.23: LR Statistics For Type 3 Analysis of Effects in SAS Proc Genmod 
comparing the acute toxicity of 4-CP to two different strains of D. carinata strains from 
experiment 2.7. Scale parameter estimated. 
Source DF Chi-Square Pr > ChiSq 
conc 1 83.8 <.0001 
type 1 0.02 0.8875 
conc*type 1 0.37 0.5408 
 
Table 5.24 LR Statistics For Type 3 Analysis of Effects in SAS Proc Genmod comparing 
the acute toxicity of 4-CP to two different strains of D. carinata strains from experiment 
2.7. Scale parameter fixed. 
Source DF Chi-Square Pr > ChiSq 
conc 1 258 <.0001 
type 1 0.06 0.804 
conc*type 1 1.15 0.2832 
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Figure 5.7 Regression plots for experiment 2.7 showing comparison between concentration -responses for the acute toxicity of 4-
Chlorophenol to two strains of Daphnia carinata.
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5.3.7 The Acute Toxicity of 4-Chlorophenol to Daphnia carinata, Comparison 
between Daphnia Strains, Pooling Across Experiments 2.1-2.10. 
 
Maximum Likelihood 
Comparison of the pooled potency estimates and their confidence intervals given in Table 5.2 
dose not indicate marked differences in sensitivity between the two strains of D. carinata. 
This observation was explored in more detail across both strains using the statistical approach 
described in Section 5.2.3. 
 
An initial analysis that investigated the effect of Daphnia strain (‘type’) and ‘concentration’, 
without the ‘experiment’ factors, found that the effect of ‘type’ was significant (see Table 
5.27 below for LR type 3 effects analysis from this regression). However, a further analysis of 
the data using a ‘full’ model (on the same data) that included parameters for the effects of 
concentration, strain ('type') and 'experiment', found that the 'type' parameters were no longer 
significant with respect to the critical alpha level (Table 5.28). This suggested that there may 
be some correlation between the experiment and type parameters (which is perhaps not 
unexpected) and that while differences between the strains accounted for some of the 
variability in the data, there was greater systematic variability accounted for by the 
differences between individual experiments. When the experimental effect was included in 
the full model, the ‘type’ effect reduced in explanatory power. The tests for ‘type’ in the two 
different models were performed on the same data and had the same degrees of freedom, 
indicating that a lack of statistical power should not have caused this change.  
 
The results of the 'lack of fit tests' on the full model of the pooled comparison between the 
Daphnia strains performed in the Genmod Procedure are presented in Table 5.25. The 
dispersion parameter estimates from this (Value/DF) suggests that the data were 
overdispersed and accordingly the regression was repeated allowing the scale parameter to be 
estimated. 
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Table 5.25 Criteria for assessing goodness of fit from statistical comparison in SAS Proc 
Genmod between the acute toxicity of 4-CP to two different strains of D. carinata, 
pooling across experiments (full model). 
Criterion DF Value Value/DF
Deviance 215 167.3758 0.7785
Scaled Deviance 215 167.3758 0.7785
Pearson Chi-Square 215 311.4218 1.4485
Scaled Pearson χ2 215 311.4218 1.4485
Log Likelihood -590.4163
 
The (edited) regression parameter estimates for the full model (Table 5.26) show that the 
standard intercept and concentration terms were the only ones that were significant, 
suggesting that there was no effect of ‘type’ or ‘experiment’.  
 
Table 5.26 Analysis Of Parameter Estimates from statistical comparison in SAS Proc 
Genmod between the acute toxicity of 4-CP to two different strains of D. carinata, 
pooling across experiments (full model, scale parameter estimated). 
Parameter DF Estimate Standard Error 
Wald 95% Confidence 
Limits 
Chi-
Square Pr>ChiSq
Intercept        1 -4.5258 1.2394 -6.955 -2.0966 13.33 0.0003 
conc            1 0.7625 0.2422 0.2878 1.2372 9.91 0.0016 
type ARI      1 0.205 0.9937 -1.7425 2.1525 0.04 0.8365 
type GV       0 0 0 0 0 . . 
conc*type ARI      1 0.1726 0.1958 -0.2112 0.5564 0.78 0.3781 
conc*type GV       0 0 0 0 0 . . 
exp 2.1       1 -0.6033 1.5775 -3.6951 2.4885 0.15 0.7021 
exp 2.2        1 0.0326 1.452 -2.8132 2.8784 0 0.9821 
exp 2.3    1 0.5286 1.3966 -2.2086 3.2659 0.14 0.705 
exp  2.4 1 -1.608 1.7232 -4.9853 1.7694 0.87 0.3507 
exp  2.5   1 -4.24 3.3133 -10.7339 2.254 1.64 0.2007 
exp  2.6   1 -0.5114 1.4268 -3.3078 2.285 0.13 0.72 
exp  2.7   1 0.6905 1.0246 -1.3178 2.6987 0.45 0.5004 
exp  2.8   1 -2.2751 1.8412 -5.8838 1.3336 1.53 0.2166 
exp  2.9   1 -0.9115 1.1046 -3.0766 1.2535 0.68 0.4093 
exp  2.10 0 0 0 0 0 . . 
conc* exp 2.1 1 0.3714 0.341 -0.2969 1.0397 1.19 0.2761 
conc* exp 2.2 1 0.0972 0.2874 -0.4661 0.6605 0.11 0.7351 
conc*exp  2.3 1 0.2007 0.2928 -0.3732 0.7746 0.47 0.4931 
conc*exp  2.4 1 0.1616 0.313 -0.4517 0.775 0.27 0.6055 
conc*exp  2.5 1 1.0119 0.626 -0.215 2.2389 2.61 0.106 
conc*exp  2.6 1 0.341 0.2828 -0.2132 0.8952 1.45 0.2278 
conc*exp  2.7 1 -0.0712 0.2096 -0.482 0.3396 0.12 0.734 
conc*exp 2.8 1 0.823 0.4503 -0.0596 1.7056 3.34 0.0676 
conc*exp  2.9 1 -0.3151 0.1734 -0.6549 0.0248 3.3 0.0693 
conc*exp  2.10 0 0 0 0 0 . . 
Scale 0 1.2035 0 1.2035 1.2035   
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Table 5.27 presents the results of the LR Type 3 analysis of effects from the reduced model 
(scale parameter estimated) where it can be seen that Daphnia strain (‘type’) has a significant 
effect in both intercept and slope components of the model. However, as mentioned, the LR 
Type 3 analysis of effects from regression of the full model (containing concentration, 
experiment and type effects, with scale parameter estimated) in Table 5.28 shows that the 
effect of experiment on the slope of the model was significant, whereas the effect of type was 
not. The results of the same analysis performed with the scale parameter held fixed are shown 
in Table 5.29 for comparison. This suggests that there may be an additional effect of the 
experimental parameters on the intercept of the model that is obscured when the extra 
dispersion in the data is accounted for, although this is not conclusive as it may also be that it 
is the overdispersion that is contributing to the significant experimental effect in Table 5.29. 
 
Table 5.27 LR Statistics For Type 3 Analysis of Effects from SAS Proc Genmod 
comparing the acute toxicity of 4-CP to two different strains of D. carinata, pooling 
across experiments (reduced model, scale parameter estimated).  
Source DF Chi-Square Pr > ChiSq
conc 1 914.82 <.0001 
type 1 5.49 0.0191 
conc*type 1 7.45 0.0063 
 
Table 5.28 LR Statistics For Type 3 Analysis of Effects from SAS Proc Genmod 
comparing the acute toxicity of 4-CP to two different strains of D. carinata, pooling 
across experiments (full model, scale parameter estimated). 
Source DF Chi-Square Pr > ChiSq
conc 1 367.67 <.0001 
type 1 0.04 0.8366 
conc*type 1 0.8 0.3726 
exp 9 12.38 0.1925 
conc*exp 9 24 0.0043 
type*exp 0 0 . 
 
Table 5.29 LR Statistics For Type 3 Analysis of Effects from SAS Proc Genmod 
comparing the acute toxicity of 4-CP to two different strains of D. carinata, pooling 
across experiments (full model, scale parameter fixed). 
Source DF Chi-Square Pr > ChiSq
conc 1 532.54 <.0001 
type 1 0.06 0.804 
conc*type 1 1.15 0.2832 
exp 9 17.94 0.0359 
conc*exp 9 34.77 <.0001 
type*exp 0 0 . 
 
 
 
Figure 5.8 Regression plots for experiment 2, showing comparison between concentration-response, pooled by species strain, for acute 
toxicity of 4-Chlorophenol to Daphnia carinata. The black line for the Greenvale strain is from the reduced model, while the blue line for 
the ARI strain is for a full model fit.
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These findings lead to the overall rejection of the hypothesis that there is a difference between 
the acute effects of 4-CP on the Greenvale and ARI strains of D. carinata, in favour of the 
null-hypothesis. This is in keeping with the results of the previous section, which involved a 
direct comparison between the two strains in the same experiment. A plot comparing the 
pooled regression for each strain is provided in Figure 5.8, where it appears that there is no 
difference in sensitivity to 4-CP between the two strains and that the mean response is almost 
identical. 
 
 
Hierarchical Bayesian Mixed Model 
Selected results from a number of hierarchical Bayesian Mixed Model analyses of the pooled 
data from both strains are presented in Table 5.30. Model MCMC convergence was assessed 
using the Gelman-Ruben statistics. The reduced model was found to have a DIC value of 642 
and was parameterised exactly as for the ML reduced model analysis above.  
 
Addition of a random residual effect (row 3 in Table 5.30) lead to a vast improvement in the 
DIC value, perhaps indicating that overdispersion is present in the reduced Binomial model fit 
(recall that the random residual is an additive method for partitioning overdispersion). The 
addition of a random experimental effect to the reduced model lead to far greater reductions 
in DIC (484) than the residual alone, as shown in row 4 of the Table. Inclusion of both the 
experiment and residual random effects achieves little improvement over the experiment-
without residual model, as confirmed by the much larger variance for experiment (row 6).  
 
Adding the fixed effects of ‘strain’ to the reduced model (row 7) lead to a noticeable 
reduction in DIC (632), although not as much as the experiment factors, and is in keeping 
with the ML results presented above for a similar analysis. Included in the model for strain 
effects are parameter ‘contrasts’ for difference in slope and intercept between the strains 
(similar to the analysis used in Chapter 4). These indicate, with around 100% likelihood, that 
the response for the GV strain is higher in both position (intercept) and rate of response 
(slope).  
 
Analysis of the full model, fit to the same dataset, provides the best fit of all with a DIC value 
of 459, with the additive experiment effect (on intercept) having the largest variance 
component of the random effects. The reduction in the variance estimate for the residual 
effect also indicates that the overdispersion apparent in the other model fits has been 
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explained by the inclusion of the other factors. The improvement in fit with the addition of 
‘strain’ to the ‘experiment’ and ‘residual’ effects is in contrast to the results of the ML 
analysis, which found that strain was not significant in the fit of the full model. The 
comparison between the strains is also performed in the full model and shows that the chance 
that the intercept and slope for the GV strain being larger than the ARI strain is 85% and 
99.9% respectively. Thus, the Bayesian analysis indicates that not only are experiment and 
strain both significant factors to be considered in explaining trends across the dataset, but also 
that there are statistically significant differences between them. 
 
 
Table 5.30 Selected results from Hierarchical Bayesian mixed model analysis of all the 
4-CP toxicity data in a pooled analysis, showing DIC, variance components and 
parameter contrasts for various alternate models. Slope effects are indicated by ‘*conc’ 
unless otherwise stated.  
Model  DIC Parameter/Effect Estimate Lwr(95%) Upr(95%) 
reduced model (Β0  and Β1)  642.785 -    
 + residual only 530.449 residual variance 1.219 0.7164 1.927 
+ experiment only 484.581 experimental variance 2.149 0.6723 6.343 
+ experiment and residual 485.587 residual variance 0.09953 0.005054 0.0638 
  experimental variance 2.102 0.0232 1.703 
+ strain (intercept & slope) 632.348 p(intercept GV>ARI) 0.999   
  p(slope GV>ARI) 1.0   
intercept (GV) 0.2226 -0.9616 1.434 
intercept (ARI) 0.9798 0.2959 1.696 
slope (GV) 1.007 0.7457 1.283 
slope (ARI) 0.06542 -0.2055 0.3641 
experiment*conc variance 0.1199 0.01691 0.4001 
experiment variance 2.798 0.8233 8.15 
residual variance 0.02342 4.64E-08 0.1476 
p(intercept GV>ARI) 0.8492   
full model (all effects) 459.596 
p(slope GV>ARI) 0.9998   
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5.4 Discussion   
 
Acute toxicity of 4-CP to D. carinata was found to occur approximately between 2 and 12 
mg/L for both Daphnia  strains, with pooled LC50 values of 4.87 (4.65 - 5.10) mg/L for D. 
carinata (Greenvale) and 4.62 (4.04 - 5.12) mg/L for D. carinata (ARI). Effective test 
concentrations may be up to 10% lower than the nominal ones, based on analysis of chemical 
degradation in the test solutions. These effect levels compare similarly with those published 
for the acute effects of 4-CP to Daphnia which range from 2.5 to 9 mg/L (ANZECC & 
ARMCANZ 2000; Koller et al. 2000; Kuhn et al. 1989a).  
 
Standard approaches to comparing variability within and among experiments in ecotoxicology 
involve simple operations with point estimates (Blok & Balk 1995; OECD 1997). Two 
alternative and contrasting statistical techniques were compared in the detailed examination of 
the data for the Greenvale and ARI strains. Although these two techniques are based on very 
different inferential approaches, they do involve similar model parameterisation and are 
essentially focused on answering the same question (in this analysis): what is the contribution 
of the different factors to explaining the observed patterns in the data?  
 
The two statistical approaches applied were found, in some situations, to lead to different 
conclusions. In Chapter 4, it was demonstrated that Bayesian MCMC techniques could 
provide objective results that were virtually identical to maximum likelihood when using non-
informative prior distributions for estimation of the same model. In this analysis, the Bayesian 
models still utilised non-informative priors, but differed from the ML models by their 
treatment of certain effects as random, instead of fixed, and by the inclusion of hierarchical 
data-structuring. Although there are ML analogues for non-Bayesian MCMC estimation of 
generalised linear mixed-models, they are not standard in most statistical packages (including 
SAS) and cannot perform the analyses presented here (using WinBugs). A particular 
advantage of the Bayesian MCMC approach used was the formulation of ANOVA-like 
statistics for the random effects, within the framework of the binomial logistic model. 
Although there are limited examples of such analyses, they are becoming recognised as a 
powerful, correct and informative formulation of mixed-effect models (Browne et al. 2005; 
Gelman 2005). 
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In the ML analysis of the Greenvale strain dataset (in SAS), the (fixed) experiment factor was 
found to be not-significant and it appeared that the model was overdispersed, suggesting that 
the variance within experiments was greater than that between experiments. In the Bayesian 
analysis however, the (random) experiment factor was found to be a significant contributor to 
the fit to the model (using DIC) and its variance to be much greater than the (also random) 
residual within experiment effect. Treatment of overdispersion in GLMs and GLMMs is 
topical in this area of statistics and was also found to affect the significance of effects in the 
pooled analysis. For binomial models in particular, there is currently debate around whether 
overdispersion should be considered multiplicative on the Binomial proportion (as in quasi-
likelihood approaches) or additive on the model (as in the Bayesian residual used here)  
(Browne et al. 2005). In the latter case, this effect represents random ‘batch’ variability 
between replicates and would seem to fit more within the natural hierarchical or multilevel 
data-structure described above. The results presented also indicate that this formulation of 
overdispersion in Binomial models is more appropriate for bioassay analysis, where the 
random between experiment variability would be expected to be greater than that within 
experiments.  
 
Another case where the ML and Bayesian results were found to differ was in the effect of 
strain in the pooled full model analysis. While both approaches concurred in the (significant) 
fixed effect of strain in the absence of ‘experiment’, only the Bayesian analysis found this 
also to be true for the full model. A likely cause of this is that the (incorrect) treatment of 
experiment as fixed in the ML analysis obscures the effect of strain, perhaps exacerbated by 
an associated reduction in degrees of freedom with the addition of the extra parameters.  
 
The Bayesian techniques used in this analysis also allowed the formulation of a specific, 
directional test of the difference between strains, which found that the intercept and rate of 
response was greater for the Greenvale strain with very high confidence (around 100% for 
slope). Although slightly higher control mortality was observed for the Greenvale strain (2%) 
compared to the ARI strain (0%), across the experiments it is not likely that this contributed 
significantly to these patterns given the very large number of data points in this analysis: 234 
replicates with 10 organisms each (i.e. 2,340 daphnids altogether). While the design of the 
comparison between the strains is unbalanced and may have had a slight effect on the 
precision of some of the parameter estimates, the within-strain variability (which would be 
affected) was not directly compared and the conclusive slope comparison (99.98%) between 
the strains is strong evidence of a detectable difference in their sensitivities. Note that this 
comparison is made fitting the same model to both strains simultaneously, while the plot of 
the two strains (Figure 5.8) is for the reduced model of Greenvale Strain and Full model for 
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the ARI strain (as per the ML results). The biological relevance of these differences between 
strains is explored more in Chapter 7. 
 
A comparison of the different representations of the response of the Greenvale strain in 
Figures 5.2, 5.3 and 5.4 reveals the effect of using different methods to describe uncertainty in 
the data. This is an important, yet rarely explored, in modelling for risk assessment and these 
three plots show how the uncertainty bounds on the LC50 could equally be considered as 4.15 
to 6.63 mg/L (means of individual fits), 3.29 to 10.4 mg/L (highest and lowest confidence 
intervals from individual fits) or 4.65 – 5.10 (pooled model), depending on how the data are 
treated. It is also interesting to note from Table 5.2, that the model fit to the data can have a 
marked difference on the potency estimates produced. It is evident from these results that 
pooling the data causes a large reduction in the width of confidence (fiducial) intervals 
calculated using Fieller’s theorem. As one of the aims of ecotoxicological risk assessments is 
to predict the range of values over which effects from toxicant exposure are likely, such 
differences in describing uncertainty in the data need to be resolved. This issue is explored 
more in Chapter 7. 
 
Remarkably, these results also showed that although the ARI strain had been cultured in the 
laboratory for many years more than the Greenvale strain, the differences in their sensitivities 
were minimal. This was unexpected given the potential for acclimatisation over such a period.  
 
The levels at which 4-CP was found to cause mortality in D. carinata were much lower than 
those found for the various 2,4-D products tested in Chapter 4. This suggests that 4-CP might 
be a toxicologically important contaminant and breakdown product of the herbicide that 
should be investigated further. The upper 95% confidence intervals for the LC100 estimates 
was found to be 10.5 mg/L for the Greenvale strain and 11.7 mg/L for the ARI strain, 
suggesting that exposure to 4-CP at these levels would be likely to cause complete mortality 
in Daphnia populations (depending on environmental modifying factors). While very little 
information could be found on the levels of 4-CP in the environment, these results suggest 
that 4-CP may pose a risk to aquatic ecosystems given its presence in the waste discharges 
from of a number of industries and other sources. 
 
The steep gradient found for many of the toxicity curves in this series of experiments 
indicates that the rate of response to the toxicant is quite rapid. This pattern, which mostly 
occurred at exposure levels between 3 and 6 mg/L, suggests the existence of some threshold 
in the tolerance of the daphnids to 4-CP. One of the possible mechanisms by which this acute 
threshold may occur is through limitations in the rate at which an organism can excrete or 
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metabolise a toxicant. In this case an organism can survive at low levels of exposure because 
of biochemical pathways that remove or alter the toxicant before it reaches tissues or active 
sites. However, if the exposure levels increase above the point where the detoxification or 
excretion pathway is saturated, the toxicant would be ‘free’ to enter into vital tissues or active 
sites where its effects may be lethal. Another possible mechanism for acute thresholds is as a 
direct result of the mode of action of toxicity. In this case the actual mechanism of toxic effect 
occurs once a certain level of the toxicant is reached in particular tissues. For example, the 
disruption of cell function or membrane bound proteins by toxicants that partition into 
phospholipid bi-layers, might only occur once a certain concentration of toxicant has been 
reached in that membrane. This is explored further in Chapter 6. 
 
The detection of thresholds is important both in understanding a chemical’s ecotoxicology 
and in providing useful information for ecological risk assessments. Because risk assessments 
ideally involve predicting magnitudes of effect for a certain level of toxicant, establishing the 
rate of response can provide critical information for such assessments. This is of particular 
importance in the development of regulatory frameworks where the ecological effects of 
pollution are controlled by setting limits on the levels of chemicals discharged to the 
environment. The risk of effects from exceeding such limits by the same amount is obviously 
greater in circumstances where the rate of response to a toxicant is higher because a greater 
proportion of the population is affected for the same change in exposure. However, as 
discussed in Chapter 2, these types of considerations are not able to be included in risk 
assessments with current approaches that involve the use of simplistic risk models. 
 
An additional problem with detecting thresholds and incorporating estimates of the rate of 
response to a toxicant into chemical risk assessments originates in the published methods used 
for performing toxicity experiments. Many of these methods stipulate that the concentrations 
of toxicant to be tested should be chosen using a logarithmic or geometric scale (APHA et al. 
1995; Environment Canada 1990a). The use of such scales, however, does not facilitate the 
detection of thresholds or accurate determination of the rate of response. Considering the 
results of Experiment 2.6, displayed in Figure 5.2, it can be seen that an increase in exposure 
concentrations of 2 mg/L from 3 to 5 mg/L corresponds to a roughly 70% increase in toxicity. 
Choosing concentrations based on a common geometric scale (such as 0, 1, 2, 4, 8 or 0, 1, 3, 9 
mg/L) would fail to provide a good estimate of the slope of the concentration effect curve for 
Experiment 2.6.  
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While the steep gradient might suggest that 4-CP is not suitable as a reference toxicant, the 
low variability in results over such a large dataset, and the concurrence with published values, 
indicates that it might actually be a suitable reference. 
 
5.5 Conclusion  
 
Generalised Linear Modelling and Hierarchical Bayesian mixed-modelling frameworks were 
applied to the testing of treatment effects and variance component determination in a large 
bioassay dataset. Both these methods were found to provide useful and relevant information 
about the whole exposure-response distribution. However, the different treatment of random 
factors and data-structures between the techniques was found to provide different results and, 
therefore, conclusions.  
 
Mixed-effect modelling and Bayesian MCMC techniques are very new and rapidly 
developing areas of statistical research that are not yet widely recognised as suitable, rigorous 
alternative approaches to data analysis. However, the side by side comparison presented here 
indicates the powerful nature of Bayesian MCMC model estimation, a method which may, in 
some cases, actually provide more correct model formulation and therefore results.  
 
Determination of which predictors in a model explain the more significant source of 
variability is the most prevalent approach used in the biological sciences. In ecotoxicology, 
the results of such analyses can have far reaching and serious consequences when they are 
used in risk assessment or decision making. Questions of trade-off and prioritisation are of 
central importance in risk management and the framing of such questions, along with the 
methods used to make them, can have a significant impact on the decisions made. Although 
the differences found between strains here appeared slight, the novel approaches developed to 
investigate them may equally apply to a range of different, more ecologically important 
scenarios (such as species, communities, toxicants, etc.). Moreover, the detection of small yet 
significant differences between the strains highlights the sensitivity of the approaches 
developed.  
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Chapter 6. The Effect of Pulse Exposure on the Acute 
Toxicity of 4-Chlrophenol to Daphnia carinata (Greenvale) 
 
 
6.1 Introduction 
 
Although it is often recognised that temporal factors may be just as important as intensity 
(e.g. concentration or dose) in causing toxicity as a result of exposure to hazardous agents, the 
vast majority of studies in environmental toxicology have focused on concentration as the 
main driver of effects (Crane et al. 2001; Suter 1993; Suter et al. 2000). In standard 
ecotoxicological investigations exposure duration is kept constant so that the effects of 
concentration may be directly compared between chemicals, experiments and other treatments 
(Crane et al. 2001). In risk assessment, however, the aim is not only to predict which 
chemicals are of most concern, but also the range of exposures over which effects are likely to 
occur (Burgman 2005; Posthuma et al. 2002; Suter 1993). Therefore, temporal factors must 
be considered along with intensity when evaluating the toxicity of chemicals if the aim is to 
inform risk assessments.    
 
There are actually a number of temporal aspects to exposure that are of interest in 
ecotoxicological risk assessment; the main ones being duration, recovery and frequency (this 
study is concerned with the first two only). The recent development of pesticides that degrade 
quickly, and the observation that some contaminants may move rapidly through the 
environment, has lead to increased interest in the effects of short-term or ‘pulse’ exposures 
(Cold & Forbes 2004; Crane et al. 2001; Holdway et al. 1994; Naddy et al. 2000; Ried et al. 
1995). However, to date there have been few studies that considered both a range of exposure 
durations and investigated residual toxicity that occurred following exposure [Naddy et al. 
(2000) and  Zhao & Newman (2004) being exceptions]. 
 
Another temporal aspect of exposure that is of interest in ecotoxicology involves the use of 
‘time to event’ models (Crane & Newman 2000; Zhao & Newman 2004).  These techniques 
have been widely used in other fields, such as the use of reliability analysis in engineering, 
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and often focus on the time-to-event occurrence for specific individuals within a group 
(Piegorsch & Bailer 1997).  
 
6.1.1 Delayed Toxicity   
 
An interesting, although seldom investigated, temporal aspect of environmental toxicology 
arises when we consider what happens when exposure ceases. Additional toxicity that occurs 
following exposure is often referred to as a delayed or latent effect and can lead to significant 
underestimations of the risks of a toxicant (Crane et al. 2001; Rand 1995; Zhao & Newman 
2004). Delayed toxicity may result from a number of factors, such as: 
• the mode of toxic action of a chemical; 
• toxicokinetics, which involves the rates of uptake, distribution, metabolism and 
excretion;   
• the fate and storage of toxins within an organism (irrespective of rate); and 
• the exposure pathway (Rand 1995; Walker et al. 1996). 
These factors can further interact with each other and exhibit correlations with both exposure 
intensity and duration. While detailed investigation of many of these factors is beyond the 
scope of most ecotoxicological studies, their resultant effects on organisms can often be 
directly measured.  
 
Mode of Action  
One of the most significant causes of delayed toxicity is the Mode of Action (MOA) of a 
toxicant. For example, it is well established that for carcinogenic modes of action, 
considerable time may be required following exposure before effects are observable 
(Newman & McCloskey 1996; Rand 1995). However, for most MOAs the degree to which 
temporal factors influence toxicity is relatively unknown.  
  
Narcosis, also referred to as anaesthetic or baseline toxicity, has been specifically defined as 
‘a general, non-specific, reversible mode of action … [where] the mechanism producing this 
effect is unknown’ (Rand 1995, p.943). This reversibility of the effects of narcotics was 
utilised by Newman and McCloskey (2000) to evaluate the individual effective dose 
explanation of the dose-response relationship by repeatedly re-exposing individuals to sub-
lethal, anaesthetic levels of narcotic toxicants and measuring the time to stupefaction. The 
reversibility of  narcotic chemicals has also been extensively applied in anaesthesia, although 
modern anaesthetics are considered to have multiple, specific modes of action (Franks & Lieb 
1990, 1994, 1998).  
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Particular subgroups of narcotic toxicants have been identified, namely the polar and ester 
narcotics. These have been found to be slightly more toxic than the non-polar narcotics, 
although they are still considered to be non-specific and reversible in their MOA (Ren 2002a; 
Ren & Schultz 2002; van Wezel et al. 1995; Verhaar et al. 1996). A number of authors have 
considered 4-CP to cause toxicity through polar narcosis (Ren 2002c; Ren & Schultz 2002; 
Schultz 1987; Verhaar et al. 1996). Polar narcotics are generally distinguished by their ability 
to form and, in particular, to accept hydrogen bonds (Ren 2002c; Schultz 1987) and include 
many phenols, anilines, mono-nitroaromatics, primary alkylamines and pyridines (Ren 2002c; 
Ren & Schultz 2002; van Wezel et al. 1995). Designation of 4-CP as a polar narcotic has 
mainly been based on its monosubstituted chlorophenol structure (Ren 2002c; Ren & Schultz 
2002; Schultz 1987; Verhaar et al. 1996). Chlorophenols with three or more halogen 
substituents, however, are considered to have a more specific MOA and, in particular, to 
prevent the synthesis of ATP by uncoupling oxidative phosphorylation in mitochondria (Ren 
& Schultz 2002; Terada 1990).  
 
The designation of a chemical’s MOA is of central importance in risk assessment because it 
determines which structure activity relationship (SAR) will be used to model toxicity (Auer et 
al. 1990; Auer et al. 1994; Zeeman 1995). As discussed in Chapter 2, for the majority of 
chemicals the experimental toxicity data on which to base risk assessments is lacking. As a 
result of this, effect levels are predicted from chemical structure and quantum parameters 
using SARs, which are developed for groups of chemicals with the same MOA (Auer et al. 
1990; Auer et al. 1994; Lipnick 1995; Ren 2002a, b; Ren & Schultz 2002; Zhao et al. 1998). 
SARs involving narcotics have the highest predictive ability, where around 50% of acute fish, 
daphnia and algae EC50 levels have been predicted, and are therefore the most commonly 
used and relied upon (Zeeman 1995). Since the predictive ability of SARs involving toxicants 
with specific MOA are much lower, and therefore involve greater uncertainty, they are less 
frequently utilised in risk assessments, and these chemicals are instead given special attention 
in regulatory and other management situations (Auer et al. 1990; Auer et al. 1994; Zeeman 
1995). Accordingly, the designation of chemicals as narcotics has important consequences in 
risk assessment and environmental management.   
 
Determination of a chemical’s MOA is complicated by uncertainties in the definition and 
identification of the various MOA themselves. For example, although the effects of narcotics 
have been studied for over 100 years and they are utilised with considerable precision in 
surgical situations to achieve anaesthesia, there remains considerable uncertainty about the 
actual mechanisms by which this effect occurs (Franks & Lieb 1990, 1994, 1998). Despite the 
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fact that high correlations have been found between the lipid solubilities of anaesthetics and 
their effects, some authors suggest that narcotics actually act via a number of more specific 
mechanisms (Franks & Lieb 1990, 1994, 1998). The MOA of a toxicant may also vary 
between different organisms and exposure intensities, adding to the uncertainty in the 
prediction of the ecological effects of chemical pollution. 
 
Other Delayed Effects 
As mentioned above, there are a number of other potential causes of delayed toxicity effects. 
Toxicokinetics describes the rates of uptake, metabolism and excretion of toxicants within an 
organism. In simple terms, if the rate of uptake of a toxicant is greater than the rate that it can 
be metabolised and/or excreted, the toxicant will accumulate within an organism. If exposure 
ceases in this situation, there remains a ‘backlog’ of toxicant to metabolise that may be ‘free’ 
within the organism to cause adverse affects (depending on the MOA and assuming 
metabolism reduces toxicity). Similarly, if a toxicant is unable to be excreted it can 
accumulate within an organism where it may continue to cause toxicity.  
 
Organisms may also continue to be exposed to a toxicant after environmental exposure has 
ceased if the route of exposure does not cease at the same time. For example, Gillis et al. 
(2005) examined the effects of gut-clearing following the uptake of metals from contaminated 
sediment in Daphnia. They found that following exposure, significant amounts of metal-
bound sediment remained in the guts of the Daphnia which could continue to cause exposure 
and affect body-burden analyses (Gillis et al. 2005). As the Daphnia used in this study were 
not fed before or during the experiments, delayed effects due to alternative exposure pathways 
were considered to be negligible.  
 
6.1.2 Experimental Objectives  
This study involved the development and implementation of a novel experimental technique 
that aimed to determined the significance of both the direct and delayed effects of pulse 
exposure of 4-CP to Daphnia carinata. In addition, the utility of Generalised Linear 
Modelling in describing and testing ecotoxicological effects is explored within the context of 
reducing the uncertainties inherent in risk assessments and three dimensional models of 
exposure and effect are developed.   
 
Pulse exposure experiments of different duration were performed, with mortality being 
measured immediately after exposure and again following a recovery period. The various 
exposure periods could then be combined to build a model of how exposure time and 
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concentration affected mortality directly after exposure, and for the delayed effects following 
exposure. By statistical examination of the differences between the two ‘phases’ of each 
experiment, and overall, the significance of any delayed effects could be determined.  
 
In summary, the aims of these experiments were to: 
1. Develop methods for the investigation of pulse exposure and delayed mortality effects on 
Daphnia carinata; 
2. Determine the effect of different exposure durations on the acute toxicity of 4-CP to D. 
carinata; 
3. Determine the delayed effects of 4-CP to D. carinata across a range of exposure times; 
and  
4. Develop three-dimensional models of toxicity that also allowed the specific test of 
delayed effects across multiple exposure times and concentrations. 
 
The specific null-hypothesis of interest was that of no difference in the levels of mortality 
observed directly following exposure and after a recovery period.  
 
The effects of pulse exposure or delayed effects of 4-CP have not previously been 
investigated nor have GLMs been applied in this way for investigating pulse or delayed 
effects.  
 
6.2 Methods 
 
The experimental methods used in this study were modified from the standard Daphnia 48 
hour acute toxicity test and are explained in detail in Chapter 3. As a brief overview, these 
experiments consisted of two 'phases': an initial pulse ‘exposure phase’ of varying duration, 
after which the daphnids were removed, counted, rinsed and observed for 10 minutes, before 
being placed into fresh media for the ‘recovery phase’, which lasted for the remainder of the 
48 hour test period. At the end of the recovery period the organisms were again removed and 
counted to enable determination of the levels of mortality that had occurred in the period 
following exposure. By varying the length of the pulse phase, different temporal exposure 
regimes were simulated. Pulse exposure times of 1, 2, 3, 4, 6, 12 and 24 hours were 
investigated. Differences between the toxicity effects at the two time periods were statistically 
analysed to determine the significance of any delayed toxicity effects that occurred. Although 
experimentation on the effects of pulse exposure is not new (Holdway et al. 1994; Naddy et 
al. 2000) no studies could be found in the literature that utilised this method for Daphnia. 
 148
 
The test length for standard acute toxicity experiments on Daphnia must be 48 hours or less 
because this is the maximum time that the neonates can acceptably survive without requiring 
food. In the experimental design used in this study, experiments with different length 
exposures also had slightly different length recovery periods. However, all the experiments 
had at least 24 hours recovery time which was considered to be more than sufficient for 
delayed acute effects of interest to occur, given that exposure for periods longer than 48 hours 
in Daphnia is generally not considered to be acute and that there is also a standard 24 hour 
acute Daphnia test (APHA et al. 1995; Baudo 1987). The other possible design for these 
experiments would be to have equal recovery periods for the different exposure times, 
however, that would then mean that the different experiments would also differ in overall test 
length. This design would then be confounded by factors of survivability that might be 
correlated with exposure time, (i.e. longer pulse exposures would also have longer test 
lengths) but not be caused by the toxicant.  
 
This difference in recovery period between the experiments did not affect the main hypothesis 
of interest, which was concerned with effects in each individual experiment. Furthermore, 
because the effect of interest was any mortality that occurred following the cessation of 
exposure, the time it took for this effect to occur was not critical, providing it did occur and 
was not caused by factors other than the toxicant (such as starvation). 
 
Solutions of the toxicant were constructed from pure, solid, reagent grade 4-CP, as described 
previously. Concentrations were nominal and water quality parameters were measured at the 
start and finish of each phase for each replicate, the raw results of which are given in 
Appendix 2. 
 
The concentration-response for each pulse exposure experiment was determined using logistic 
regression. Following this, the hypothesis of no-difference between the exposure phases for 
each experiment was evaluated using the GLM approach described in Chapter 3, which 
involved likelihood ratio tests for particular parameters in model.   
 
Presentation of the results of each experiment is presented in two parts. The first part 
describes the results and goodness of fit analysis of two separate regressions on the results of 
each exposure phase from each experiment. The second part of the presentation of the results 
consists of an analysis of the difference between the two phases, performed using the Genmod 
procedure in SAS.  
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A final analysis of the trends across all the experiments is also presented with the 
development of a three-dimensional model that relates toxicity with both exposure intensity 
and duration. 
 
For ease of interpretation, the experiments are consecutively numbered from shortest to 
longest exposure time and the results presented in that order, although this numbering does 
not indicate the order in which they were performed. Only the 4 hour pulse duration was able 
to be repeated due to logistical constrains. These experiments (2.14 to 2.17) were actually 
performed first, and used to establish the suitability of the test method. The results of sperate 
analyses of the 4 hour experiments are presented, as is a pooled analysis, the results of which 
are used as the 4 hour values in the investigation of overall trends.  
 
The mortality for the recovery phase is presented as total mortality in the test (i.e. exposure 
phase plus additional mortality) for ease of interpretation. 
 
6.3 Results of experiments on the effect of pulse exposure on the 
acute toxicity of 4-Chlorophenol to Daphnia carinata. 
 
6.3.1 The Effects of One Hour Pulse Exposure on the Acute Toxicity of 4-
Chlorophenol to Daphnia carinata (Experiment 2.11). 
 
Separate Analysis of Exposure Phases 
 
The LC50 value and 95% confidence intervals for the 1 hour acute pulse toxicity of 4-CP to 
D. carinata was found to be 16.5 (15.6-17.6) mg/L after the 1 hour pulse exposure and 14.2 
(11.0 - 17.2) mg/L at the end of the 48 hour period. The other potency estimates from this 
experiment are summarised in Table 6.1, together with their respective 95% Fieller 
confidence intervals, where it can be seen that there is some overlap between the values for 
the LC50 and LC90 potency estimates.  
 
 
 
 
 
 
 
Table 6.1: Summary of various Lethal Concentration (LC) values for 4-Chlorophenol acute pulse toxicity to Daphnia carinata.
Immediately after pulse exposure:
End of recovery phase (At 48hrs total test length):
Experiment Pulse (h) LC10 lwr (95%) upr (95%) LC50 lwr (95%) upr (95%) LC90 lwr (95%) upr (95%) LC100 lwr (95%) upr (95%) 
2.11 1 5.35 0 8.95 14.15 11.04 17.21 22.94 19.38 30.44 32.53 26.55 46.81 
2.12 2 5.57 3.21 7.12 11.06 9.88 12.23 16.55 15.02 18.89 22.54 19.95 26.82 
2.13 3 8.31 2.77 10.70 15.51 13.51 18.86 22.71 19.22 32.05 30.56 24.68 47.20 
2.14 4 1.81 0 3.39 5.49 4.09 6.97 9.17 7.54 13.12 13.19 10.44 20.68 
2.15 4 0 0 0 3.19 1.81 4.30 10.31 8.46 13.86 18.09 14.37 25.65 
2.16 4 8.32 4.82 9.90 12.84 11.51 14.75 17.36 15.27 22.52 22.30 18.79 31.60 
2.17 4 3.65 0.62 5.34 8.49 7.13 9.85 13.33 11.66 16.33 18.62 15.79 24.22 
 4hr Average 3.44 1.36 4.66 7.50 6.13 8.97 12.55 10.73 16.46 18.05 14.85 25.54 
 4hr Pooled 3.33 1.92 4.48 8.49 7.52 9.46 13.65 12.51 15.05 19.28 17.58 21.52 
2.18 6 2.03 0.00 4.02 10.24 8.94 11.60 18.45 16.32 21.87 27.42 23.57 33.88 
2.19 12 0.73 0.00 2.82 9.11 7.78 10.45 17.50 15.40 20.86 26.66 22.82 33.12 
2.20 24 3.03 1.94 3.59 4.01 3.42 4.48 5.00 4.53 5.72 6.07 5.43 7.39 
 
Experiment Pulse (h) LC10 lwr (95%) upr (95%) LC50 lwr (95%) upr (95%) LC90 lwr (95%) upr (95%) LC100 lwr (95%) upr (95%) 
2.11 1 14.19 12.57 15.09 16.45 15.61 17.63 18.72 17.56 21.26 21.18 19.39 25.52 
2.12 2 10.58 6.79 11.97 13.16 11.70 14.83 15.73 14.26 20.05 18.54 16.24 26.54 
2.13 3 12.40 5.25 14.23 15.95 14.07 18.83 19.50 17.36 28.95 23.37 19.87 41.07 
2.14 4 7.38 - - 7.50 - - 7.62 - - 7.75 - - 
2.15 4 6.28 3.16 7.77 9.96 8.56 12.14 13.64 11.64 18.82 17.65 14.49 26.63 
2.16 4 11.58 - - 13.93 - - 16.29 - - 18.85 - - 
2.17 4 5.96 4.33 7.00 9.50 8.68 10.32 13.04 12.00 14.68 16.91 15.16 19.89 
 4hr Average 7.80 3.74 7.38 10.22 8.62 11.23 12.65 11.82 16.75 15.29 14.82 23.26 
 4hr Pooled 6.47 2.21 8.65 9.50 7.03 11.98 12.53 10.35 16.82 15.84 13.04 23.02 
2.18 6 9.25 5.75 10.96 13.94 12.51 15.60 18.64 16.68 22.83 23.76 20.48 31.48 
2.19 12 7.13 4.66 8.69 13.66 12.52 14.99 20.19 18.23 23.43 27.31 23.94 33.17 
2.20 24 2.90 1.42 3.85 6.24 5.51 6.97 9.59 8.65 11.03 13.24 11.65 15.89 
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The results of the lack of fit tests for logistic regression of data from Experiment 2.11 are 
given in Table 6.2. This shows that the model fit for the 1 hour pulse phase results was good, 
while the model for the recovery phase was overdispersed. Accordingly, the remainder of the 
results for the 48 hour regression are from an analysis using quasi-likelihoods. The slope null 
hypothesis test for both regressions was significant and is provided in Table 6.3. The intercept 
and slope (conc) parameter estimates are summarised in Table 6.4, with the estimates for both 
regressions being significant.  
 
A plot comparing the two regressions can be found in Figure 6.1, where it is obvious that 
there was a difference in the toxicity response of the two phases, despite slightly higher 
control mortality in the recovery phase (note that there is also increased toxicity at the 5 and 
10 mg/L concentrations). This effect is predominantly evident at concentrations below 10 
mg/L (4-CP) and is noticeable in the included raw data points in Figure 6.1 (and Appendix 2). 
It can also clearly be seen in Figure 6.1 that although the two curves have noticeably different 
gradients and positions, there is considerable overlap of the confidence regions at higher 
concentrations. Thus, if a one-dimensional modelling approach  was applied to test the 
hypothesis of no-difference between the exposure phases (based on overlapping confidence 
intervals in the potency estimates), the null would be accepted in all cases between the 40% 
and 99% mortality levels. 
 
In this Figure, and also in Table 6.1, the estimated upper region of toxicity following the 
recovery phase is less toxic than that for the pulse period. This produces nonsensical results 
which, for the LC90 are not significant, however for the LC100 the confidence intervals do 
not overlap and this estimate should be ignored. This also indicates that the model 
underestimates the toxicity for the recovery phase and that the effect of this is on the 
statistical tests of differences between the curves is, therefore, conservative.  
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Table 6.2 Results of Lack of Fit Tests for logistic regression in SAS Proc Probit showing 
values for Pearson and Log-Likelihood Ratio (Deviance) Chi-Square tests for the effect 
of 4-CP 1 hour pulse exposure to D. carinata. 
 
Time Statistic Value DF Pr > ChiSq 
1h Pearson Chi-Square 3.5688 19 1.0000 
1h L.R.    Chi-Square 3.7025 19 0.9999 
48h Pearson Chi-Square 49.1464 19 0.0002 
48h L.R.    Chi-Square 50.0284 19 0.0001 
 
 
Table 6.3 Results of logistic regression slope null-hypothesis tests (H0: β1=0) in SAS 
Proc Logistic for the effect of 4-CP 1 hour pulse exposure to D. carinata. 
Time Test Chi-Square DF Pr > ChiSq 
1h Likelihood Ratio 250.2831 1 <.0001 
48h Likelihood Ratio 140.1356 1 <.0001 
 
 
Table 6.4 Parameter estimates for logistic regression in SAS Proc Logistic of the effect 
of 4-CP 1 hour pulse exposure to D. carinata 
Time Parameter DF Estimate Standard Error Wald Chi-Square Pr > ChiSq 
1h Intercept 1 -15.9831 3.4258 21.7665 <.0001 
1h Conc 1 0.9714 0.2158 20.2547 <.0001 
48h Intercept 1 -3.5353 0.4992 50.1645 <.0001 
48h Conc 1 0.2499 0.0319 61.3173 <.0001 
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Figure 6.1 Probability plot for experiment 2.11 showing response curve comparison between 1hour pulse and 48hour recovery for acute 
toxicity of 4-Chlorophenol to Daphnia carinata.
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Exposure Phase Comparisons 
The results of a pooled regression performed using the SAS Genmod procedure that 
compared the pulse and recovery phases are given in Tables 6.5 - 6.8. This fitted a model of 
the type explained by Equation 3 (Chapter 3) that contained continuous parameters for the 
effect of concentration (the X terms from Equation 3, Chapter 3) and categorical parameters to 
examine the effect of exposure phase (Time) (the I terms from equation 3). These categorical 
parameters are displayed in Table 6.6, where ‘Time P(1h)’ and ‘Time R(48h)’ refer to the 
coefficients on the dummy variables for the effect of the exposure and recovery phases on the 
intercept respectively (i.e. β2I). The dummy variables for the effect of phase on the slope of 
the regression are termed Conc*time P(1h) and Conc*time R(48h) (i.e. β3IX). Note that 
because there are only two levels of the categorical variable (corresponding to each exposure 
phase) there are only two corresponding values for the intercept and concentration 
parameters. This is displayed by the row of zeros for the 48h terms, the values for which are 
essentially described by the values for the ‘intercept’ (β0) and ‘conc’ (β1) terms. To estimate a 
third parameter for the intercept and concentration can cause the model to be overdetermined 
(often referred to ‘the dummy variable trap’).  
 
The goodness of fit tests (Table 6.5) from this analysis indicate that the model fit was 
reasonable. The magnitude and similarity between the Deviance and Pearson's statistics 
suggest that the analysis was not overdispersed although this is not a conclusive indicator. 
Accordingly, a second analysis was performed where the scale parameter was estimated and 
the results of the Type III analysis of effects from both analyses for presented for comparison. 
All the parameter estimates (Table 6.6), including those explaining the effect of phase 
(‘Time’) were found to be significant. The results from the LR Type III analysis of the effects 
(Tables 6.7 and Table 6.8) confirm the pattern observed in Figure 6.1, namely that there was a 
significant difference between the response curves in both intercept and slope.  
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Table 6.5 The results of Goodness of fit Tests for logistic regression in SAS Proc 
Genmod, showing values for Pearson and Likelihood Ratio (Deviance) Chi-Square tests 
for the effect of 4-CP 1 hour pulse exposure to D. carinata. 
Criterion DF Value Value/DF 
Deviance 38 53.7309 1.414 
Scaled Deviance 38 53.7309 1.414 
Pearson Chi-Square 38 52.7153 1.3872 
Scaled Pearson χ2 38 52.7153 1.3872 
Log Likelihood  -94.7205  
 
 
Table 6.6 Parameter estimates for logistic regression of 4-CP 1 hour pulse exposure in 
SAS Proc Logistic. 
Parameter DF Estimate Standard 
Error 
Wald 95% 
Confidence Limits
Chi-Square Pr > ChiSq
Intercept 1 -3.5353 0.4992 -4.5137 -2.557 50.16 <.0001 
Conc 1 0.2499 0.0319 0.1874 0.3125 61.32 <.0001 
Time        P(1h) 1 -12.4482 3.4622 -19.234 -5.6624 12.93 0.0003 
Time        R(48h) 0 0 0 0 0 . . 
Conc*time   P(1h) 1 0.7215 0.2182 0.2939 1.1492 10.93 0.0009 
Conc*time   R(48h) 0 0 0 0 0 . . 
Scale 0 1 0 1 1   
 
 
Table 6.7 Likelihood Ratio statistics for Type III analysis of effects for 4-CP 1 hour 
exposure in SAS Proc Genmod (Scale parameter held fixed) 
Source DF Chi-Square Pr > ChiSq
conc 1 388.8 <.0001
time 1 36.83 <.0001
conc*time 1 31.25 <.0001
 
 
Table 6.8 Likelihood Ratio statistics for Type III analysis of effects for 4-CP 1 hour 
exposure in SAS Proc Genmod. (Scale parameter estimated) 
Source DF Chi-Square Pr > ChiSq
conc 1 280.27 <.0001
time 1 26.55 <.0001
conc*time 1 22.53 <.0001
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6.3.2 The Effects of Two Hour Pulse Exposure on the Acute Toxicity of 4-
Chlorophenol to Daphnia carinata (Experiment 2.12). 
 
Separate Analysis of Exposure Phases 
The LC50 values and 95% confidence intervals for the 2 hour acute pulse of 4-CP to D. 
carinata were found to be 13.16 (11.70 - 14.83) mg/L for the pulse phase and 11.06 (9.88 - 
12.23) mg/L for the recovery phase. The other potency estimates are summarised in Table 6.1 
together with their respective confidence intervals. It is interesting to note from Table 6.1 that 
there was a large change in LC10 values between the two time periods, with the 48 hour 
values being less than half that for the end of the pulse period, while the LC90 and LC100 for 
the two time periods were relatively similar.  
 
The regression diagnostics and parameter estimates are presented in Tables 6.9, 6.10 and 6.11. 
While the parameters and slopes were significant for both regressions, the initial model fit for 
the pulse phase was overdispersed and hence results from a quasi-likelihood analysis are 
presented for this regression.  
 
Figure 6.2 contains plots of these two regressions and shows that, while there is some overlap 
between the plots at higher concentrations, there is a noticeable difference at lower 
concentrations, similar to the pattern found in Experiment 2.11. It can be seen in this Figure, 
and in the estimates provided in Table 6.1, that in the upper regions of the plot the toxicity 
following the recovery phase is lower than that for the pulse period. However, these 
differences are not significant, as suggested by the overlapping confidence intervals.  
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Table 6.9 Results of Lack of Fit Tests for logistic regression in SAS Proc Probit showing 
values for Pearson and Log-Likelihood Ratio (Deviance) Chi-Square tests for the effect 
of 4-CP 2 hour pulse exposure to D. carinata. 
Time Statistic Value DF Pr > ChiSq 
2h Pearson Chi-Square 43.3555 19 0.0012 
2h L.R.    Chi-Square 21.3331 19 0.3187 
48h Pearson Chi-Square 22.5978 19 0.2555 
48h L.R.    Chi-Square 25.8555 19 0.1343 
 
 
 
Table 6.10 Results of logistic regression slope null-hypothesis tests (H0: β1=0) in SAS 
Proc Logistic for the effect of 4-CP 2 hour pulse exposure to D. carinata. 
Time Test Chi-Square DF Pr > ChiSq 
2h Likelihood Ratio 232.2292 1 <.0001 
48h Likelihood Ratio 168.9835 1 <.0001 
 
 
 
 
Table 6.11 Parameter estimates for logistic regression in SAS Proc Logistic of the effect 
of 4-CP 2 hour pulse exposure to D. carinata 
Time Parameter DF Estimate Standard Error Wald Chi-Square Pr > ChiSq
2h Intercept 1 -11.2346 2.0598 29.7491 <.0001 
2h Conc 1 0.8540 0.1570 29.5968 <.0001 
48h Intercept 1 -4.4286 0.6396 47.9453 <.0001 
48h Conc 1 0.4004 0.0537 55.584 <.0001 
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Figure 6.2 Probability plot for experiment 2.12 showing response curve comparison between 2hour pulse and 48hour recovery for acute 
toxicity of 4-Chlorophenol to Daphnia carinata.
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Exposure Phase Comparisons 
The results of a pooled regression performed using the SAS Genmod procedure that 
compared the pulse and recovery phases is given in Tables 6.12 - 6.15.  
 
The goodness of fit tests (Table 6.12) show that the initial model fit was overdispersed and 
thus the results of the analysis presented are from a regression where the scale parameter was 
estimated. All of the parameter estimates, shown in Table 6.13, were found to be significant, 
including those explaining the effect of phase (Time). The results of Likelihood Ratio tests 
(Table 6.14) of the effects of concentration and phase were also significant and show that the 
difference between the response curves was in both intercept and slope. This confirms the 
observations from Figure 6.2 that significant mortality occurred after the exposure had ceased. 
 
Table 6.12 The results of Goodness of fit Tests for logistic regression in SAS Proc 
Genmod, showing values for Pearson and Likelihood Ratio (Deviance) Chi-Square tests 
for the effect of 4-CP 2  hour pulse exposure to D. carinata. 
Criterion DF Value Value/DF 
Deviance 38 47.1886 1.2418 
Scaled Deviance 38 27.1895 0.7155 
Pearson Chi-Square 38 65.9531 1.7356 
Scaled Pearson χ2 38 38.0014 1 
Log Likelihood  -51.4398  
 
Table 6.13 Parameter estimates for logistic regression of 4-CP 2 hour pulse exposure in 
SAS Proc Logistic. 
Parameter DF Estimate Standard 
Error 
Wald 95% Confidence 
Limits 
Chi-
Square 
Pr > ChiSq
Intercept 1 -4.4288 0.8426 -6.0803 -2.7773 27.63 <.0001 
Conc 1 0.4004 0.0708 0.2617 0.5391 32.03 <.0001 
Time        P(2) 1 -6.806 2.8414 -12.3751 -1.2369 5.74 0.0166 
Time        R(48) 0 0 0 0 0 . . 
Conc*time   P(2) 1 0.4536 0.2186 0.0252 0.8819 4.31 0.038 
Conc*time   
R(48) 
0 0 0 0 0 . . 
Scale 0 1.3174 0 1.3174 1.3174   
 
Table 6.14 Likelihood Ratio statistics for Type III analysis of effects in SAS Proc 
Genmod, showing effects of concentration and time for 4-CP 2 hour pulse exposure. 
Source DF Chi-Square Pr > ChiSq
Conc 1 230.9 <.0001
Time 1 9.24 0.0024
conc*time 1 6.49 0.0109
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6.3.3 The Effects of Three Hour Pulse Exposure on the Acute Toxicity of 4-
Chlorophenol to Daphnia carinata (Experiment 2.13). 
Separate Analysis of Exposure Phases 
The LC50 values and 95% Fieller confidence intervals for the 3 hour acute pulse toxicity of 4-
CP to D. carinata were found to be 15.95 (14.07 - 18.83) mg/L for the pulse phase and 15.51 
(13.50 - 18.86) mg/L after recovery. The other potency estimates from this experiment are 
summarised in Table 6.1 together with their respective confidence intervals. It can be seen 
from this Table that all of the confidence intervals overlap, suggesting that there is no 
difference between the phases.  
 
Tables 6.15, 6.16 and 6.17 present the diagnostics for individual regressions of the data from 
both the pulse and recovery phases. These results show that both models were overdispersed 
(Table 6.15) and that the slope (Table 6.16) and parameters (Table 6.17) were significant for 
both regressions in the subsequent estimation using quasi-likelihoods.  
 
A plot comparing the two phases is given in Figure 6.3, where it appears that both phases 
were quite similar, with their 95% Fieller confidence regions overlapping. This Figure also 
shows that in the upper regions of the plot, the mean response following the recovery phase is 
less toxic than that for the pulse period (also observed in the estimates provided in Table 6.1). 
However, these differences are not significant, as shown by the overlapping confidence 
intervals. 
 
Table 6.15 Results of Lack of Fit Tests for logistic regression in SAS Proc Probit 
showing values for Pearson and Log-Likelihood Ratio (Deviance) Chi-Square tests for 
the effect of 4-CP 3 hour pulse exposure to D. carinata. 
Time Statistic Value DF Pr > ChiSq 
3h Pearson Chi-Square 66.5294 19 <.0001 
3h L.R.    Chi-Square 36.146 19 0.0101 
48h Pearson Chi-Square 40.9442 19 0.0025 
48h L.R.    Chi-Square 43.0917 19 0.0013 
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Table 6.16 Results of logistic regression slope null-hypothesis tests (H0: β1=0) in SAS 
Proc Logistic for the effect of 4-CP 3 hour pulse exposure to D. carinata. 
Time Test Chi-Square DF Pr > ChiSq 
3h Likelihood Ratio 102.8504 1 <.0001 
48h Likelihood Ratio 69.1921 1 <.0001 
 
 
 
 
Table 6.17 Parameter estimates for logistic regression in SAS Proc Logistic of the effect 
of 4-CP 3 hour pulse exposure to D. carinata. 
Time Parameter DF Estimate Standard Error Wald Chi-Square Pr > ChiSq 
3h Intercept 1 -9.8815 1.6915 34.1289 <.0001 
3h conc 1 0.6196 0.1086 32.5525 <.0001 
48h Intercept 1 -4.7354 0.6778 48.8113 <.0001 
48h conc 1 0.3053 0.0485 39.6252 <.0001 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.3 Probability plot for experiment 2.13 showing response curve comparison between 3hour pulse and 48hour recovery for acute 
toxicity of 4-Chlorophenol to Daphnia carinata.
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Exposure Phase Comparisons 
The results of a pooled regression, performed using the Genmod procedure in SAS, which 
statistically compared the pulse and recovery phases are given in Tables 6.18 - 6.21. 
Overdispersion was observed in the initial model fit (Table 6.18) and so the values presented 
are from an analysis where the scale parameter was estimated using quasi-likelihoods. From 
Table 6.19 it can be seen that the regression parameters for the effects of Time are not 
significant. This is also the case with the LR Type III tests shown in Table 6.20 which show 
that the effect of exposure phase on model intercept was non-significant at P = 0.0523, as was 
the effect on slope (P = 0.0782). By way of comparison, the (overdispersed) results of the LR 
Type III tests from the initial model fit (where the scale parameter was held fixed) are 
presented in Table 6.21 and, in this case, the effect of ‘Time’ is significant in both intercept 
and slope. This result, considered along with the barely non-significant P-value and the 
patterns displayed in Figure 6.3, indicates that there was a delayed mortality effect (with 
94.77% probability) but that its statistical significance was obscured by variation in the data.  
 
Table 6.18 The results of Goodness of fit Tests for logistic regression in SAS Proc 
Genmod, showing values for Pearson and Likelihood Ratio (Deviance) Chi-Square tests 
for the effect of 4-CP 3 hour pulse exposure to D. carinata. 
Criterion DF Value Value/DF
Deviance 38 79.2378 2.0852
Scaled Deviance 38 28.0179 0.7373
Pearson Chi-Square 38 107.4736 2.8283
Scaled Pearson χ2 38 38.0019 1
Log Likelihood -44.069
 
Table 6.19 Parameter estimates for logistic regression of 4-CP 3 hour pulse exposure in 
SAS Proc Logistic. 
Parameter DF Estimate Standard 
Error 
Wald 95% 
Confidence Limits
Chi-
Square 
Pr > ChiSq 
Intercept 1 -4.7354 1.1398 -6.9694 -2.5013 17.26 <.0001 
Conc 1 0.3053 0.0816 0.1454 0.4651 14.01 0.0002 
Time        P(3h) 1 -5.1462 3.0644 -11.1524 0.86 2.82 0.0931 
Time        R(48h) 0 0 0 0 0 . . 
Conc*time   
P(3h) 
1 0.3143 0.2 -0.0777 0.7063 2.47 0.1161 
Conc*time   
R(48h) 
0 0 0 0 0 . . 
Scale 0 1.6817 0 1.6817 1.6817   
 
 
 164
 
 
 
Table 6.20 Likelihood Ratio statistics for Type III analysis of effects in SAS Proc 
Genmod, showing effects of concentration and time for 4-CP 3 hour pulse exposure. 
(Scale parameter estimated) 
Source DF Chi-Square Pr > ChiSq
conc 1 60.83 <.0001
time 1 3.77 0.0523
conc*time 1 3.1 0.0782
 
Table 6.21 Likelihood Ratio statistics for Type III analysis of effects in SAS Proc 
Genmod, showing effects of concentration and time for 4-CP 3 hour pulse exposure. 
(Scale parameter held fixed) 
Source DF Chi-Square Pr > ChiSq
conc 1 172.04 <.0001
time 1 10.66 0.0011
conc*time 1 8.77 0.0031
 
 
 
6.3.4 The Effects of Four Hour Pulse Exposure on the Acute Toxicity of 4-
Chlorophenol to Daphnia carinata (Experiments 2.14 - 2.17). 
 
Separate Analysis of Exposure Phases 
As there were four experiments of the 4 hour pulse toxicity of 4-CP to D. carinata the 
summarised results are presented together, including the results of an analysis pooling across 
the experiments.  
 
The LC50 values for the 4 hour acute pulse toxicity of 4-Chlorophenol to Daphnia carinata 
ranged from 7.50 to 13.93 mg/L, with an average of 10.22 (8.62 - 11.23) mg/L and a pooled 
regression value of 9.50 (7.03 - 11.98) mg/L. The LC50 values for the end of the recovery 
phase ranged from 3.19 to 12.84 mg/L, with an average of 7.50 (6.13 - 8.97) mg/L and a 
pooled regression value of 8.49 (7.52 - 9.46) mg/L. These, together with the other potency 
estimates and their 95% Fieller confidence intervals, are summarised in Table 6.1.  
 
Tables 6.23, 6.24 and 6.25 present the diagnostics from individual regressions of the data 
from both the pulse and recovery phases of the four experiments, as well as those for a pooled 
regression of each phase.  
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The pooled regression results presented in Tables 6.1 and 6.22 to 6.25 were obtained using a 
reduced model similar to that specified in Equation 3 (Chapter 3), that contained parameters 
for the effect of concentration and experiment, except that it did not contain an interaction 
term for the effect of 'experiment' on slope as a model containing this term would not 
converge (indicating poor fit). For the pooled regression of the combined recovery phase data 
it was found that the 'experiment' slope term was not significant in the LR Type III analysis of 
effects (Tables 6.22) and consequently the reduced form was a better fit. The regressions of 
both of these models were used to calculate the potency estimates given in Table 6.1 and for 
the plot in Figure 6.4. Note also that the effect of ‘Time’ is not present as the results from all 
four experiments were being pooled only by phase in this part of the analysis (a pooled 
analysis that examined the effect of exposure phase is presented in the next section). 
 
Table 6.22 Results of LR Type III Analysis of Effects from SAS Proc Logistic of 
concentration and experiment factors for pooled logistic regression of 48 hour recovery 
phase data following 4-CP 4 hour pulse exposure. (Scale parameter held fixed) 
Effect DF Wald Chi-Square Pr > ChiSq 
Conc 1 100.4169 <.0001 
Exp 3 46.6976 <.0001 
Conc*Exp 3 6.5686 0.087 
 
Model fit for the pulse phase of Experiments 2.14 and 2.16 was poor and SAS was not able to 
calculate confidence intervals. However, the results from these analyses are still provided 
because they are included in the pooled analysis.  
 
As indicated by the lack of fit test statistics in Table 6.23, overdispersion was observed (and 
subsequently accounted for) in the following regressions: 
- Experiment 2.15 pulse phase; 
- Experiment 2.16 both pulse and recovery phases; 
- Experiment 2.17 recovery phase; and 
- Pooled regression pulse phase only. 
 
 
 
 
 
 
 
 166
 
 
Table 6.23 Results of Lack of Fit Tests for logistic regression in SAS Proc Probit 
showing values for Pearson and Log-Likelihood Ratio (Deviance) Chi-Square tests for 
the effect of 4-CP 4 hour pulse exposure to D. carinata. 
Experiment Time Statistic Value DF Pr > ChiSq 
4h Pearson Chi-Square 0 8 1 
4h L.R.    Chi-Square 0 8 1 
48h Pearson Chi-Square 4.9883 8 0.7588 
2.14 
48h L.R.    Chi-Square 5.5864 8 0.6934 
4h Pearson Chi-Square 35.2457 16 0.0037 
4h L.R.    Chi-Square 19.5006 16 0.2436 
48h Pearson Chi-Square 12.8253 16 0.6855 
2.15 
48h L.R.    Chi-Square 14.172 16 0.5859 
4h Pearson Chi-Square 4293.382 19 <.0001 
4h L.R.    Chi-Square 25.6137 19 0.1413 
48h Pearson Chi-Square 37.2886 19 0.0073 
2.16 
48h L.R.    Chi-Square 22.6458 19 0.2533 
4h Pearson Chi-Square 21.2551 19 0.3229 
4h L.R.    Chi-Square 24.4412 19 0.1798 
48h Pearson Chi-Square 31.4932 19 0.0356 
2.17 
48h L.R.    Chi-Square 31.1622 19 0.0387 
4h Pearson Chi-Square 540.4768 65 <.0001 
4h L.R.    Chi-Square 86.2352 65 0.0402 
48h Pearson Chi-Square 80.1879 65 0.0972 
Pooled  
48h L.R.    Chi-Square 80.2514 65 0.0963 
 
The slope parameters of all the regressions were found to be significantly different from zero, 
as shown in Table 6.24. 
 
Table 6.24 Results of logistic regression slope null-hypothesis tests (H0: β1=0) in SAS 
Proc Logistic for the effect of 4-CP 4 hour pulse exposure to D. carinata. 
Experiment Time Test Chi-Square DF Pr > ChiSq 
4h Likelihood Ratio 134.2155 1 <.0001 2.14 48h Likelihood Ratio 82.3496 1 <.0001 
4h Likelihood Ratio 80.2085 1 <.0001 2.15 48h Likelihood Ratio 43.6984 1 <.0001 
4h Likelihood Ratio 94.7804 1 <.0001 2.16 48h Likelihood Ratio 87.7892 1 <.0001 
4 Likelihood Ratio 185.282 1 <.0001 2.17 48h Likelihood Ratio 150.5658 1 <.0001 
4h Likelihood Ratio 70.4701 4 <.0001 Pooled  
 48h Likelihood Ratio 367.0184 4 <.0001 
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Table 6.25 gives the parameter estimates for all of the 4 hour regressions and shows that they 
are all significant, except for those explaining the contribution of Experiments 2.14 and 2.15 
to the pulse phase of the pooled regression. While this indicates that there is some conformity 
of pulse phase results between Experiments 2.14 and 2.15, it also suggests that there is a lack 
of conformity between the other experiment's contribution to the pooled analysis. This is 
explored further in the analysis below.  
 
Table 6.25 Parameter estimates for logistic regression in SAS Proc Logistic of the effect 
of 4-CP 4 hour pulse exposure to D. carinata. 
Experiment Time Parameter DF Estimate 
Standard 
Error 
Wald Chi-
Square 
Pr > ChiSq
4h Intercept 1 -15.9371 7.1069 5.0288 0.0249 
4h conc 1 2.1323 0.9142 5.441 0.0197 
48h Intercept 1 -3.2764 0.875 14.0207 0.0002 
2.14 
48h conc 1 0.5966 0.1467 16.5469 <.0001 
4h Intercept 1 -5.9497 0.8696 46.8086 <.0001 
4h conc 1 0.5974 0.0943 40.0995 <.0001 
48h Intercept 1 -0.9849 0.2883 11.6698 0.0006 2.15 
48h conc 1 0.3085 0.0549 31.5816 <.0001 
4h Intercept 1 -12.9991 2.48 27.4735 <.0001 
4h conc 1 0.9331 0.1814 26.4479 <.0001 
48h Intercept 1 -6.2399 0.9345 44.5842 <.0001 2.16 
48h conc 1 0.486 0.077 39.783 <.0001 
4h Intercept 1 -5.8914 0.8657 46.3169 <.0001 
4h conc 1 0.6201 0.0874 50.3665 <.0001 
48h Intercept 1 -3.8544 0.5443 50.1445 <.0001 2.17 
48h conc 1 0.4539 0.0586 59.951 <.0001 
Intercept 1 -7.4015 1.859 15.8525 <.0001 
conc 1 0.7247 0.1838 15.5482 <.0001 
Exp 2.15 1 0.3249 0.7818 0.1727 0.6777 
Exp  2.14 1 1.9486 1.1237 3.0073 0.0829 
4h 
Exp   2.16 1 -2.7914 0.974 8.2133 0.0042 
Intercept 1 -3.2412 0.308 110.7312 <.0001 
conc 1 0.4257 0.0376 128.2509 <.0001 
Exp 2.15 1 1.7812 0.2376 56.1838 <.0001 
Exp  2.14 1 0.8858 0.3065 8.354 0.0038 
Pooled  
 
48h 
Exp   2.16 1 -2.2944 0.2658 74.5248 <.0001 
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Figure 6.4 Probability plot for pooled 4hr - pulse experiments showing response curve comparison between 4hour pulse and 48hour 
recovery for acute toxicity of 4-Chlorophenol to Daphnia carinata.
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Exposure Phase Comparisons 
Tables 6.26 to 6.28 present the results from analyses performed in the Genmod procedure that 
investigate and test for differences between the two exposure phases both within and across 
the four, 4 hour pulse toxicity experiments. This analysis involved fitting a model of the type 
explained by Equation 3 (Chapter 3) that contained parameters for the effects of concentration 
and time to each experiment separately and also to all the 4 hour data pooled together. This 
pooled regression contained parameters for the effect of ‘Time’ to test for differences in the 
combined data for the two exposure phases, but did not contain parameters for the effect of 
'experiment'. An analysis was performed that investigated both the experimental and temporal 
factors of interest here in a full model combining all the 4 hour data. However, due to 
variability in the data and insufficient degrees of freedom for testing this many parameters, it 
did not provide useable information and so is not included. 
 
The goodness of fit test statistics for all experiments and the pooled regression are shown in 
Table 6.26. This indicates that in the initial model fit overdispersion may be present in all 
cases except Experiment 2.17 and so all of the analyses were repeated, allowing the scale 
parameter to be estimated. The parameter estimates for Experiment 2.17 were obtained using 
the nominally dispersed model, however the results of LR Type III tests performed using both 
the nominal and extra binomially dispersed models are presented for comparison. 
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Table 6.26 Combined results of the Goodness of fit Tests for logistic regression in SAS 
Proc Genmod, showing values for Pearson and Likelihood Ratio (Deviance) Chi-Square 
tests for the effect of 4-CP 4 hour pulse exposure to D. carinata.  
Experiment Criterion DF Value Value/DF 
Deviance 16 5.5864 0.3492 
Scaled Deviance 16 17.9161 1.1198 
Pearson Chi-Square 16 4.9883 0.3118 
Scaled Pearson χ2 16 15.998 0.9999 
2.14 
Log Likelihood  -68.9911  
Deviance 32 33.6727 1.0523 
Scaled Deviance 32 22.4135 0.7004 
Pearson Chi-Square 32 48.071 1.5022 
Scaled Pearson χ2 32 31.9974 0.9999 
2.15 
Log Likelihood  -96.5806  
Deviance 38 48.2595 1.27 
Scaled Deviance 38 0.4235 0.0111 
Pearson Chi-Square 38 4330.671 113.965 
Scaled Pearson χ2 38 38.0003 1 
2.16 
Log Likelihood  -0.8962  
Deviance 38 55.6033 1.4632 
Scaled Deviance 38 55.6033 1.4632 
Pearson Chi-Square 38 52.7484 1.3881 
Scaled Pearson χ2 38 52.7484 1.3881 
2.17 
Log Likelihood  -122.7215  
Deviance 136 457.1696 3.3615 
Scaled Deviance 136 149.6087 1.1001 
Pearson Chi-Square 136 415.5846 3.0558 
Scaled Pearson χ2 136 136 1 
Pooled 
Log Likelihood  -179.4948  
 
The parameter estimates are given in Table 6.27 and show that the effect of intercept and 
concentration were significant in all cases except for Experiment 2.16. As shown below, this 
poor model fit for Experiment 2.16 only occurred after overdispersion had been accounted for 
in the model, suggesting that excess variability was the cause of the poor fit. The parameter 
estimates also indicate that there is an effect of Time in Experiments 2.15, 2.17 and the 
pooled analysis.  
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Table 6.27 Parameter estimates for logistic regression of 4-CP 4 hour pulse exposure in 
SAS Proc Genmod.  
Experiment Parameter DF Estimate Standard 
Error 
Wald 95% 
Confidence Limits 
Chi-
Square 
Pr > 
ChiSq 
Intercept 1 -3.2764 0.4886 -4.2341 -2.3188 44.97 <.0001 
conc 1 0.5966 0.0819 0.4361 0.7571 53.07 <.0001 
time   P 1 -72.9222 91007.85 -178445 178299.2 0 0.9994 
time   R 0 0 0 0 0 . . 
conc*time    P 1 9.5687 11657.16 -22838 22857.18 0 0.9993 
conc*time    R 0 0 0 0 0 . . 
2.14 
Scale 0 0.5584 0 0.5584 0.5584   
Intercept 1 -0.9849 0.3534 -1.6775 -0.2923 7.77 0.0053 
conc 1 0.3085 0.0673 0.1766 0.4404 21.02 <.0001 
time    P 1 -4.9648 1.123 -7.1658 -2.7639 19.55 <.0001 
time    R 0 0 0 0 0 . . 
conc*time    P 1 0.2889 0.1338 0.0267 0.5511 4.66 0.0308 
conc*time    R 0 0 0 0 0 . . 
2.15 
Scale 0 1.2257 0 1.2257 1.2257   
Intercept 1 -6.24 9.9766 -25.7937 13.3137 0.39 0.5317 
conc 1 0.486 0.8225 -1.1261 2.0981 0.35 0.5546 
time   P 1 -6.759 28.2925 -62.2114 48.6933 0.06 0.8112 
time   R 0 0 0 0 0 . . 
conc*time   P 1 0.4472 2.1044 -3.6774 4.5718 0.05 0.8317 
conc*time   R 0 0 0 0 0 . . 
2.16 
Scale 0 10.6754 0 10.6754 10.6754   
Intercept 1 -3.8544 0.5443 -4.9212 -2.7876 50.14 <.0001 
Conc 1 0.4539 0.0586 0.339 0.5688 59.95 <.0001 
time        P 1 -2.0371 1.0226 -4.0413 -0.0329 3.97 0.0464 
time        R 0 0 0 0 0 . . 
conc*time  P 1 0.1662 0.1052 -0.04 0.3724 2.5 0.1142 
conc*time R 0 0 0 0 0 . . 
2.17 
Scale 0 1 0 1 1   
Intercept 1 -2.1246 0.3171 -2.7461 -1.5032 44.9 <.0001 
conc 1 0.2597 0.0366 0.188 0.3314 50.43 <.0001 
time         P 1 -3.4351 0.8184 -5.0392 -1.8311 17.62 <.0001 
time         R 0 0 0 0 0 . . 
conc*time    P 1 0.2414 0.0792 0.0862 0.3965 9.29 0.0023 
conc*time    R 0 0 0 0 0 . . 
Pooled 
Scale 0 1.7481 0 1.7481 1.7481   
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Table 6.28 presents the results of the Likelihood Ratio tests for concentration and exposure 
phase (Time) for all 4 hour pulse experiments and the pooled analysis. Note that a type III test 
could not be computed for Experiment 2.14 due to the lack of model fit therefore a Type 1 
analysis of effects is presented instead (recall that this was the first pulse experiment 
performed). From Table 6.28 it can be seen that the effects of Time were significant in both 
intercept and slope for all experiments, except 2.16 (which had poor fit) and 2.17, which was 
significant in intercept only. Although there is some variability in the data, overall these 
results, in particular the pooled analysis, provide evidence for a delayed mortality effect 
following 4 hour exposure. It should be noted, however, that this same conclusion would not 
be reached if only the potency estimates or plots of the pooled regression were considered, as 
there is overlap between the two phases.  
 
Table 6.28: Likelihood Ratio statistics for analysis of effects for 4-Chlorophenol 4 hour 
pulse exposure in SAS Proc Genmod, showing effects of concentration (conc) and time. 
Experiment Effect Type Source DF Chi-Square Pr > ChiSq 
conc 1 641.67 <.0001 
time 1 24 <.0001 2.14 Type 1 
conc*time 1 34.57 <.0001 
conc 1 82.38 <.0001 
time 1 33.5 <.0001 2.15 Type 3  
conc*time 1 5.27 0.0216 
conc 1 1.59 0.2077 
time 1 0.08 0.782 2.16 Type 3  
conc*time 1 0.06 0.8128 
conc 1 335.56 <.0001 
time 1 4.37 0.0366 2.17 Type 3 
conc*time 1 2.68 0.1018 
conc 1 243.5 <.0001 
time 1 24.49 <.0001 Pooled Type 3  
conc*time 1 11.15 0.0008 
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6.3.5 The Effects of Six Hour Pulse Exposure on the Acute Toxicity of 4-
Chlorophenol to Daphnia carinata (Experiment 2.18). 
Separate Analysis of Exposure Phases  
The LC50 values and 95% confidence intervals for the 6 hour acute pulse toxicity of 4-CP to 
D. carinata were found to be 13.94 (12.51 - 15.60) mg/L for the pulse phase and 10.24 (8.94 - 
11.60) mg/L for the recovery phase. The other potency estimates are summarised in Table 6.1, 
together with their respective confidence intervals. 
 
Tables 6.29, 6.30 and 6.31 present the output from separate regressions of the data from the 
pulse and recovery phases. They show that there was some overdispersion present in the 
initial model fit for the pulse phase (which was subsequently accounted for) but not for the 
recovery phase. Tables 6.30 and 6.31 show that the slopes for both phases and all parameters 
were significant and that there is considerable difference in the value of the parameters.  
 
In the plot comparing the two exposure phases (Figure 6.5) a clear difference is observed in 
the lower regions of the curves, however, at potency levels above 60%, the 95% confidence 
regions overlap. 
Table 6.29 Results of Lack of Fit Tests for logistic regression in SAS Proc Probit 
showing values for Pearson and Log-Likelihood Ratio (Deviance) Chi-Square tests for 
the effect of 4-CP 6 hour pulse exposure to D. carinata.    
Time Statistic Value DF Pr > ChiSq 
6h Pearson Chi-Square 36.0234 19 0.0105 
6h L.R.    Chi-Square 30.594 19 0.0447 
48h Pearson Chi-Square 25.2976 19 0.151 
48h L.R.    Chi-Square 29.891 19 0.0532 
 
Table 6.30 Results of logistic regression slope null-hypothesis tests (H0: β1=0) in SAS 
Proc Logistic for the effect of 4-CP 6 hour pulse exposure to D. carinata. 
Time Test Chi-Square DF Pr > ChiSq 
6h Likelihood Ratio 118.8345 1 <.0001 
48h Likelihood Ratio 85.8417 1 <.0001 
 
Table 6.31 Parameter estimates for logistic regression in SAS Proc Logistic of the effect 
of 4-CP 6 hour pulse exposure to D. carinata. 
Time Parameter DF Estimate Standard 
Error 
Wald Chi-
Square 
Pr > ChiSq 
6h Intercept 1 -6.5242 0.9412 48.0542 <.0001 
6h Conc 1 0.468 0.0682 47.0285 <.0001 
48h Intercept 1 -2.7397 0.3934 48.4877 <.0001 
48h Conc 1 0.2675 0.0359 55.4077 <.0001 
 
Figure 6.5 Probability plot for experiment 2.18 showing response curve comparison between 6hour pulse and 48hour recovery for acute 
toxicity of 4-Chlorophenol to Daphnia carinata.
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Exposure Phase Comparisons 
A pooled regression that statistically tested the differences between the pulse and recovery 
phases was performed using the Genmod procedure in SAS. In the initial fit of this regression 
overdispersion was observed (Table 6.32), therefore the results presented in Tables 6.33 and 
6.34 are from a regression where the scale parameter was estimated. It can be seen in Table 
6.34 that all parameters are significant, indicating that there is a difference between the 
phases. This was confirmed with likelihood ratio tests (Tables 6.35) that show that intercept 
and slope parameters for Time are significant. This confirms the observations from Figure 6.5 
that significant mortality occurred after exposure had ceased.  
 
Table 6.32 The results of Goodness of fit Tests for logistic regression in SAS Proc 
Genmod, showing values for Pearson and Likelihood Ratio (Deviance) Chi-Square tests 
for the effect of 4-CP 6 hour pulse exposure to D. carinata. 
Criterion DF Value Value/DF
Deviance 38 60.4849 1.5917 
Scaled Deviance 38 37.483 0.9864 
Pearson Chi-Square 38 61.321 1.6137 
Scaled Pearson χ2 38 38.0012 1 
Log Likelihood  -102.1589  
 
Table 6.33 Parameter estimates for logistic regression of 4-CP 6 hour pulse exposure in 
SAS Proc Logistic. 
Parameter DF Estimate Standard 
Error 
Wald 95% 
Confidence Limits 
Chi-
Square 
Pr > 
ChiSq 
Intercept 1 -2.7397 0.4998 -3.7192 -1.7601 30.05 <.0001 
Conc 1 0.2675 0.0457 0.1781 0.357 34.34 <.0001 
Time        P(6) 1 -3.7849 1.2959 -6.3248 -1.245 8.53 0.0035 
Time        R(48) 0 0 0 0 0 . . 
Conc*time   P(6) 1 0.2005 0.098 0.0084 0.3925 4.19 0.0407 
Conc*time   R(48) 0 0 0 0 0 . . 
Scale 0 1.2703 0 1.2703 1.2703   
 
Table 6.34 Likelihood Ratio statistics for Type III analysis of effects for 4-CP 6 hour 
exposure in SAS Proc Genmod. 
Source DF Chi-Square Pr > ChiSq
conc 1 126.83 <.0001
time 1 11.54 0.0007
conc*time 1 4.89 0.027
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6.3.6 The Effects of Twelve Hour Pulse Exposure on the Acute Toxicity of 4-
Chlorophenol to Daphnia carinata (Experiment 2.19). 
Separate Analysis of Exposure Phases 
The LC50 values and 95% confidence intervals for the 12 hour acute pulse toxicity of 4-CP to 
D. carinata are summarised in Table 6.1 together with the other potency estimates and their 
associated confidence intervals. These were found to be 13.66 (12.52 - 14.99) mg/L for the 12 
hour pulse and 9.11 (7.78 - 10.45) mg/L after the recovery period, which is very similar to the 
values obtained for the 6 hour pulse exposure. 
 
The diagnostics for both these regressions show that the fit of both models was reasonable, as 
shown in Table 6.35 (the Probit procedure uses the Pearson χ2 value to discern 
overdispersion), and that the slopes of both curves were significant (Table 6.36). Table 6.37 
presents the parameter estimates for the regression, which are all significant. It can be seen in 
this Table that the intercept value for the pulse phase in nearly double that for the recovery, 
but that the slope coefficients are similar. 
 
Figure 6.6 contains the plot of these regressions and it can be seen that most of the 95% 
confidence regions of the two exposure phases do not overlap although both curves have 
similar slopes. 
 
 
 
Table 6.35 Results of Lack of Fit Tests from logistic regression in SAS Proc Probit 
showing values for Pearson and Log-Likelihood Ratio (Deviance) Chi-Square tests for 
the effect of 4-CP 12 hour pulse exposure to D. carinata. 
Time Statistic Value DF Pr > ChiSq
12h Pearson Chi-Square 25.6181 19 0.1412 
12h L.R.    Chi-Square 29.2685 19 0.0619 
48h Pearson Chi-Square 25.8384 19 0.1348 
48h L.R.    Chi-Square 30.9954 19 0.0404 
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Table 6.36 Results of logistic regression slope null-hypothesis tests (H0: β1=0) in SAS 
Proc Logistic for the effect of 4-CP 12 hour pulse exposure to D. carinata.  
Time Test Chi-Square DF Pr > ChiSq 
12h Likelihood Ratio 92.6941 1 <.0001 
48h Likelihood Ratio 84.5414 1 <.0001 
 
 
 
 
 
Table 6.37 Parameter estimates for logistic regression in SAS Proc Logistic of the effect 
of 4-CP 12 hour pulse exposure to D. carinata. 
Time Parameter DF Estimate Standard 
Error 
Wald Chi-
Square 
Pr > ChiSq 
12h Intercept 1 -4.597 0.6298 53.2754 <.0001 
12h conc 1 0.3366 0.0478 49.6002 <.0001 
48h Intercept 1 -2.3871 0.3628 43.2905 <.0001 
48h conc 1 0.2619 0.0352 55.4086 <.0001 
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Figure 6.6 Probability plot for experiment 2.19 showing response curve comparison between 12hour pulse and 48hour recovery for acute 
toxicity of 4-Chlorophenol to Daphnia carinata.
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Exposure Phase Comparisons 
A pooled regression comparing the pulse and recovery phases was performed using the 
Genmod procedure. The results of goodness of fit tests for the initial model fit suggest that it 
may have been overdispersed. However, this is inconclusive as the estimates based on the 
Pearson statistic are low and therefore the results of analyses with the scaled parameter both 
held fixed and estimated will be presented for the hypothesis tests to compare both cases. 
 
The parameter estimates shown in Table 6.39 suggest that there was an effect of exposure 
phase in intercept, but not in slope. This is confirmed by the results of likelihood ratio tests 
shown in Tables 6.40 and 6.41 (scale parameter fixed and estimated respectively), where 
accounting for extra dispersion provides the same conclusion.  
 
Table 6.38 The results of Goodness of Fit Tests for logistic regression in SAS Proc 
Genmod, showing values for Pearson and Likelihood Ratio (Deviance) Chi-Square tests 
for the effect of 4-CP 12 hour pulse exposure to D. carinata. 
Criterion DF Value Value/DF
Deviance 38 60.2639 1.5859
Scaled Deviance 38 60.2639 1.5859
Pearson Chi-Square 38 51.4565 1.3541
Scaled Pearson χ2 38 51.4565 1.3541
Log Likelihood -184.3565
 
Table 6.39 Parameter estimates for logistic regression of 4-CP 12 hour pulse exposure in 
SAS Proc Logistic. 
Parameter DF Estimate Standard 
Error 
Wald 95% 
Confidence Limits 
Chi-
Square 
Pr > 
ChiSq 
Intercept 1 -2.3871 0.4222 -3.2146 -1.5596 31.97 <.0001 
Conc 1 0.2619 0.0409 0.1817 0.3422 40.92 <.0001 
Time        P(12) 1 -2.2099 0.8458 -3.8677 -0.5521 6.83 0.009 
Time        R(48) 0 0 0 0 0 . . 
Conc*time   P(12) 1 0.0746 0.0691 -0.0607 0.21 1.17 0.2799 
Conc*time   R(48) 0 0 0 0 0 . . 
Scale 0 1.1637 0 1.1637 1.1637   
 
Table 6.40 Likelihood Ratio statistics for Type III analysis of effects for 4-CP 12 hour 
exposure in SAS Proc Genmod (Scale parameter held fixed). 
Source DF Chi-Square Pr > ChiSq
conc 1 177.02 <.0001
time 1 10.63 0.0011
conc*time 1 1.63 0.2011
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Table 6.41 Likelihood Ratio statistics for Type III analysis of effects for 4-CP 12 hour 
exposure in SAS Proc Genmod (Scale parameter estimated). 
Source DF Chi-Square Pr > ChiSq
conc 1 130.72 <.0001
time 1 7.85 0.0051
conc*time 1 1.21 0.2719
 
 
 
6.3.7 The Effects of Twenty-Four Hour Pulse Exposure on the Acute Toxicity of 
4-Chlorophenol to Daphnia carinata (Experiment 2.20). 
 
Separate Analysis of Exposure Phases  
The LC50 values and 95% confidence intervals for the 24 hour acute pulse toxicity of 4-CP to 
D. carinata were found to be 6.24 (5.51 - 6.97) mg/L for the pulse phase and 4.01 (3.42 - 
4.48) mg/L at the end of the recovery period. These values, together with the other potency 
estimates and their associated confidence intervals, are summarised in Table 6.1. 
 
The diagnostic results for both of these regressions are presented in Tables 6.42 6.43 and  
6.44. These show that model fit was good with no significant lack of fit, and all parameters 
and slopes are significant.  
 
The plot of these two regressions (Figure 6.7) shows a large difference between the exposure 
phases particularly in the slopes.  
 
Table 6.42 Results of Lack of Fit Tests for logistic regression in SAS Proc Probit 
showing values for Pearson and Log-Likelihood Ratio (Deviance) Chi-Square tests for 
the effect of 4-CP 24 hour pulse exposure to D. carinata.   
Time Statistic Value DF Pr > ChiSq 
24h Pearson Chi-Square 16.0743 19 0.6523 
24h L.R.    Chi-Square 15.8621 19 0.6665 
48h Pearson Chi-Square 2.1262 19 1 
48h L.R.    Chi-Square 2.2998 19 1 
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Table 6.43 Results of logistic regression slope null-hypothesis tests (H0: β1=0) in SAS 
Proc Logistic for the effect of 4-CP 24 hour pulse exposure to D. carinata.  
Time Test Chi-Square DF Pr > ChiSq 
24h Likelihood Ratio 168.7061 1 <.0001 
48h Likelihood Ratio 226.5392 1 <.0001 
 
 
 
 
Table 6.44 Parameter estimates for logistic regression in SAS Proc Logistic of the effect 
of 4-CP 24 hour pulse exposure to D. carinata 
Time Parameter DF Estimate Standard Error Wald Chi-Square Pr > ChiSq
24h Intercept 1 -4.0991 0.6083 45.413 <.0001 
24h conc 1 0.6567 0.0892 54.1656 <.0001 
48h Intercept 1 -8.9832 2.102 18.2643 <.0001 
48h conc 1 2.2382 0.4677 22.8995 <.0001 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.7 Probability plot for experiment 2.20 showing response curve comparison between 24hour pulse and 48hour recovery for acute 
toxicity of 4-Chlorophenol to Daphnia carinata.
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Exposure Phase Comparisons 
A pooled regression performed in the Genmod procedure statistically compared the pulse and 
recovery phases. The results of this are given in Tables 6.45 - 6.47.  
 
The goodness of fit tests (Table 6.45) show that the initial model fit may have been under-
dispersed and so the results presented are from a re-scaled analysis, where the scale parameter 
was estimated. The parameter estimates (Table 6.46), including those explaining the effect of 
exposure phase (time) were all found to be significant. The results of Likelihood Ratio tests 
were significant for the effects of concentration and time in both intercept and slope. This 
demonstrates that significant mortality occurred during the recovery phase.  
 
Table 6.45 The results of Goodness of fit Tests for logistic regression in SAS Proc 
Genmod, showing values for Pearson and Likelihood Ratio (Deviance) Chi-Square tests 
for the effect of 4-CP 24 hour pulse exposure to D. carinata.  
Criterion DF Value Value/DF
Deviance 38 18.1619 0.4779
Scaled Deviance 38 37.9162 0.9978
Pearson Chi-Square 38 18.2005 0.479
Scaled Pearson χ2 38 37.9967 0.9999
Log Likelihood -152.8403
 
Table 6.46 Parameter estimates for logistic regression of 4-CP 24 hour pulse exposure in 
SAS Proc Logistic. 
Parameter DF Estimate Standard 
Error 
Wald 95% 
Confidence Limits 
Chi-
Square 
Pr > 
ChiSq 
Intercept 1 -8.9839 1.455 -11.8356 -6.1321 38.12 <.0001 
Conc 1 2.2383 0.3237 1.6038 2.8729 47.8 <.0001 
Time        P(24) 1 4.8845 1.5147 1.9158 7.8532 10.4 0.0013 
Time        R(48) 0 0 0 0 0 . . 
Conc*time   
P(24) 
1 -1.5816 0.3296 -2.2276 -0.9356 23.03 <.0001 
Conc*time   
R(48) 
0 0 0 0 0 . . 
Scale 0 0.6921 0 0.6921 0.6921   
 
Table 6.47 Likelihood Ratio statistics for Type III analysis of effects in SAS Proc 
Genmod, showing effects of concentration and time for 4-CP 24 hour pulse exposure.  
Source DF Chi-Square Pr > ChiSq
conc 1 824.59 <.0001
Time 1 17.67 <.0001
conc*time 1 50.17 <.0001
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6.3.8 Trends across experiments 
 
A pooled analysis of all the pulse and recovery data was performed to determine the overall 
effects of pulse exposure and delayed toxicity. This analysis involved the construction of 
three dimensional models of the continuous relationships between concentration, duration and 
mortality, and the fixed effect of ‘phase’ or delayed toxicity. Figures 6.8 and 6.9 contain 
graphical representations of the three-dimensional models for the pulse and recovery phases 
respectively (note that mortality is displayed as LC% in these graphs). In the Figure for pulse 
phase (6.8 ) it can be seen that there is a flat region (LC = 0%) of the curve below around 5 
mg/L and 6 hours that would generally be interpreted as representing ‘safe’ or no - effect 
levels of exposures. However, including delayed effects, as in Figure 6.9, it can be clearly 
seen that this flat or safe region has steepened markedly and that virtually no exposures are 
seen to produce no-effect. Thus, the exclusion of delayed effects is shown to lead to 
underestimation of the toxicity of 4-CP.  
  
Table 6.48 contains the results of Likelihood Ratio tests for the effects of concentration, Time 
and phase in a pooled analysis of all the data. Over-dispersion was accounted for in the fit of 
the model using quasi-likelihood methods and the parameter estimates are given in Table 
6.49. All factors where found to be significant, including the interaction terms, with the ‘F 
values’ column indicating the relative explanatory power of each term in the fit of the model. 
Concentration was (not surprisingly) found to be the most important factor, followed by 
‘phase’ and the interaction of ‘phase’ and concentration. This indicates that the delayed effect 
is very strong (in fact, stronger than ‘Time’) and that there is a significant relationship 
between the magnitude of the delayed effect and the concentration of exposure. There are also 
significant effects of Time and the interactions between Time and phase, concentration and 
Time, and all three. This last interaction is interesting as it indicates that not only is the 
magnitude of the delayed effected related to both the duration and intensity of exposure, but 
that it is related to them in the same way. This is strong evidence for the delayed effect being 
more than random residual toxicity and is suggestive of some underlying causal mechanism.  
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Table 6.48 Likelihood Ratio statistics for Type III analysis of effects in SAS Proc 
Genmod, showing effects of concentration, time and phase across experiments.  
 
Source Num DF Den DF F Value Pr > F Chi-Square Pr > ChiSq 
conc 1 384 255.33 <.0001 255.33 <.0001 
time 1 384 9.93 0.0017 9.93 0.0016 
conc*time 1 384 4.45 0.0356 4.45 0.0349 
phase 1 384 39.1 <.0001 39.1 <.0001 
conc*phase 1 384 23.64 <.0001 23.64 <.0001 
time*phase 1 384 6.64 0.0103 6.64 0.01 
conc*time*phase 1 384 6.23 0.013 6.23 0.0126 
 
Table 6.49 Parameter estimates for three-dimensional model of pulse effects in SAS 
Proc Genmod (P = Pulse and R= Recovery phases).   
 
Parameter DF Estimate Standard Error 
95% Confidence    
Limits 
Chi-
Square 
Pr > 
ChiSq 
Intercept 1 -2.7031 0.281 -3.2539 -2.1523 92.51 <.0001 
conc 1 0.1983 0.026 0.1475 0.2492 58.34 <.0001 
time 1 0.0177 0.0302 -0.0415 0.0768 0.34 0.5584 
conc*time 1 0.0135 0.0043 0.005 0.0219 9.75 0.0018 
Phase (P) 1 -3.6701 0.6594 -4.9625 -2.3777 30.98 <.0001 
Phase (R) 0 0 0 0 0 . . 
conc*phase (P) 1 0.2392 0.0529 0.1355 0.3429 20.43 <.0001 
conc*phase (R) 0 0 0 0 0 . . 
time*phase (P) 1 0.1318 0.0504 0.033 0.2306 6.84 0.0089 
time*phase (R) 0 0 0 0 0 . . 
conc*time*phase (P) 1 -0.0149 0.006 -0.0266 -0.0032 6.23 0.0126 
conc*time*phase (R) 0 0 0 0 0 . . 
Scale 0 1.7106 0 1.7106 1.7106   
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.8 Three dimensional surface plot depicting the effect of concentration and exposure time on the acute toxicity of 4-CP to 
Daphnia carinata following pulse exposure.
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Figure 6.9 Three dimensional surface plot depicting the effect of concentration and exposure time on the acute toxicity of 4-CP to 
Daphnia carinata following recovery period.
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6.4 Discussion 
 
These experiments found that brief pulse exposures of 4-CP could result in significant 
mortality in Daphnia at relatively low concentrations, with the 1 hour LC50 being 16.45 
(15.61 – 17.63) mg/L.  
 
Delayed toxicity was observed following all the different length pulse exposures and this 
effect was statistically significant (P < 0.050) for all but one of the exposure times. 
Furthermore, it was established that the (marginally) non-significant result for the 3 hour 
pulse (P = 0.0523) was the result of allowing for extra variability in the data when fitting the 
model and that a delayed effect was observed in this experiment.  
 
Delayed mortality was found to be significant in the pooled analysis of effects across all of 
the experiments and was also found to have significant interactions with both concentration 
and time. One possible cause of this delayed effect is that the mode of action of 4-CP to 
Daphnia is not simple (polar) narcosis as previously thought. As mentioned above, a number 
of authors have defined narcotics as having non-specific, reversible effects at sublethal 
exposures (Ren 2002c; Ren & Schultz 2002; Schultz 1987; Verhaar et al. 1996). A strict 
interpretation of this would suggest that any toxicity that occurred following the cessation of 
exposure is evidence of a non-narcotic mode of action. Recall also that the organisms were 
allowed to recover and individually observed for around 10 minutes following pulse exposure 
in order to limit residual toxicity effects. Only organisms that were obviously still living and 
freely moving of their own accord were considered ‘alive’ and included in the second phase 
of the experiment. Thus, a non-narcotic or specific mode of action for 4-CP toxicity, which 
had some temporal component, might provide an explanation of the observed effects.  
 
Although it is beyond the scope of this study to determine what the mode of action is, it has 
been suggested that phenols with more than three halogen substituents cause toxicity by 
uncoupling oxidative phosphorylation reactions in the mitochondria that are required for ATP 
synthesis (Ren & Schultz 2002; van Wezel et al. 1995). The observed delayed mortality 
effects in this study might be consistent with a gradual decrease in respiration. The 
differences in sensitivity within the population might then be explained by variation in the 
tissues that were first affected or by the prior metabolic state of the organism. While this does 
not establish that oxidative phosphorylation uncoupling is the mode of action, the observed 
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effects are inconsistent with some other specific MOA, such as neurotoxicity, which would be 
expected to cause toxicity over shorter temporal scales. For example, Naddy et al. (2000) 
found that that there was no latent mortality in Daphnia following pulse exposures to the 
organophosphate insecticide Chlorpyrifos, which is thought to have a specific (neurotoxic) 
mode of action, even after a number of days. Interestingly Zhao and Newman (2004) found 
that Copper Sulfate exposure resulted in significant latent mortality in amphipods, whereas 
exposure to Sodium Pentachlorophenol did not. These findings indicate that delayed effects 
can vary with different toxicants on the same organisms although they do not indicate why.  
 
A second, possible explanation could be that organisms had received a lethal exposure during 
the pulse phase, but that the effects of this were yet to be apparent. As the neonates were not 
fed before or during the experiment the primary route of exposure would have been direct 
uptake from solution and this should have ceased during ‘rinsing’ between phases. 
Consideration of the toxicokinetics, however, suggests that it is possible that lethal quantities 
of the toxicant had been taken into the organism but that these were yet have a fatal effect by 
the end of the pulse phase. If this was the case, the interactions between exposure intensity, 
duration and phase mean that delayed toxicity that resulted from toxicokinetic factors was 
itself highly correlated with both exposure factors, which would also be an interesting result.  
 
Another way to consider the interaction results of the pooled analysis is that the reversibility 
of the ‘polar-narcotic’ effect of 4-CP was not constant or random across time and 
concentration but that it was, in fact, significantly related to both, in the same manner. As 
there has been very little toxicological investigation of the effects and mechanisms of non-
polar narcosis, it is also possible that this is an inherent property of non-polar narcotics.  
 
Determination of exactly what the cause of the delayed effect was is beyond the scope of this 
investigation; however these results and the possible explanations have interesting 
connotations for risk assessment and future research.  
 
Overall, the employment of the GLM statistical methods was successful and provided useful 
information, although there were two instances of poor model fit to the data. These are 
considered to be more of a result of the inherent variability in this type of data, rather than a 
particular problem with the methodology. One difficulty encountered with the pulse 
methodology was that there was little 'control' (through the choice of toxicant concentrations) 
over the range of effect levels that could be obtained, relative to a standard exposure 
experiment. In standard toxicity experiments, range-finding experiments are used to ensure 
that appropriate effects levels are observed to provide sufficient information for the regression 
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to achieve convergence. However, this is more difficult with the pulse design as the range of 
effects covered by each concentration treatment must apply to both exposure phases. A 
consequence of this was that the distribution of the results might provide sufficient 
information for the analysis of the data from one phase, but not the other. This problem was 
noticeable in the degree of variation between the 4 hour pulse experiments (2.14-2.17), where 
the data quality of some of the replicate experiments was found to be low, leading to a poor fit 
for some of the individual response curves (for the reasons mentioned above). However, the 
pooled analysis of all of the 4 hour exposure data was found to have adequate fit which 
explained the patterns in the data, although this variability may have been the cause of the 
lower than expected contribution of ‘Time’ in the pooled analysis. The variability in the data 
quality for the 4 hour pulse experiments was, therefore, not unexpected given that they were 
the first experiments performed with a previously untested method. The data quality of 
subsequent experiments was found to be greatly improved.  
 
Another difficulty that was encountered in fitting the logistic model to the data was a single 
case of underestimation by the model of the toxicity of the recovery phase. However, this 
only occurred for one of the potency estimates (the LC100) for one of the experiments (the 1 
hour pulse exposure) and did not affect the test of differences between the exposure phases 
because the direction of the error was conservative.  
 
It was also found that, for the majority of experiments, determination of differences between 
the exposure phases using some, or all, of the potency estimates calculated would have led to 
erroneous conclusions in support of the null-hypothesis. In comparison to this ‘one-
dimensional’ modelling approach, the two and three dimensional GLM methods employed 
were considerably more powerful for testing the differences between treatments and in 
providing information about the nature of these differences. When combined, they also 
enabled the investigation of patterns across the experiments and the construction of a three-
dimensional model of toxicity. Although there have been other examples of three-dimensional 
modelling in ecotoxicology (Barata et al. 1999; Heijerick et al. 2003), no applications using 
GLMs could be found. 
 
Of the potency estimates considered, the LC10 appeared to be the best indicator of delayed 
effects over the lower range of exposure periods, while the LC50 provided a better indication 
of difference at the higher range of exposures than either the LC90 or LC100. However, none 
of the potency estimates were able to indicate consistently the delayed effects observed from 
the GLM analysis and the plots of the data. Using potency estimates as a basis for comparing 
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and evaluating the toxicity of the chemical (the one dimensional model approach) was found 
to be highly uncertain and frequently lead to false and misleading conclusions.  
 
For a large number of environmental pollutants, whose toxicity is predicted using structural 
and quantum properties, the assumption of a particular mode of action determines which 
model will be used to predict its toxicity (Ren 2002c; Zeeman 1995). As narcosis represents 
baseline toxicity, the erroneous inclusion of a chemical in this category, as opposed to one 
with a specific MOA, will lead not just to underestimation of its toxicity, but also uncertainty 
regarding the actual nature of its toxic effects. Importantly, this not only increases the 
uncertainty in ERA practices but also leads to the underestimation of the possible 
environmental effects of the chemical. The distinction between chemicals with narcotic and 
non-narcotic MOA is particularly significant in ERA because chemicals causing toxicity 
through specific actions are often subject to different regulations and management procedures. 
Considering the consequences of miss-specification of the MOA the findings of this study 
might indicate that the MOA of 4-CP should be investigated further. 
 
The finding that 4-CP caused delayed mortality effects to the daphnids has important 
consequences for the study of the pulse effects of other chemicals. If the toxicity at the end of 
the exposure phase was the only measure of effect, as is often the case with investigation on 
the effect of pulse exposure, the effect of short-term pulse exposure would have been 
significantly underestimated because it would not have considered the toxicity that occurred 
after exposure ceased. Thus, it is possible that there are two sources of uncertainty in the 
prediction of the toxicity of 4-CP using SAR methods, both of which would lead to 
underestimation of effects: miss-specification of the model and failure to consider increased 
toxicity due to the delayed effect.  
 
6.5 Conclusion 
 
This study found that 4-CP caused significant delayed mortality effects in D. carinata 
following 1, 2, 4, 6, 12 and 24 hour pulse exposures and that this delayed effect had a 
significant interaction with both the duration and intensity of exposure. The aims of this series 
of experiments were achieved through the successful development and utilisation of a novel 
test and statistical methods for investigating the effects of pulse and delayed toxicity.  
 
The analysis presented indicated that two and three-dimensional GLM are considerably more 
powerful and informative methods to employ when comparing treatments compared with 
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conventional one-dimensional models, which were sometimes found to lead to misleading and 
erroneous conclusions and increase the uncertainty in risk assessments. The use of three-
dimensional models of toxicity, such as those developed here, would contribute considerable 
new information to risk assessments, which have to date mainly relied on single point-
estimates of toxicity. 
 
While determination of the cause of the observed effects was beyond the scope of this study, 
the results of the 3D modelling in particular show that failure to consider delayed or latent 
toxicity can lead to significant underestimation of toxicity and subsequently lead to as 
increase in uncertainty in risk assessments.  
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Chapter 7. Propagation of uncertainty in ecotoxicological 
risk assessments: a comparison between Probability-Bounds 
Analysis and Bayesian MCMC Methods  
 
7.1 Introduction  
The evaluation of uncertainty in risk estimates is of central importance in ensuring rigor, 
transparency and success in the risk management process (Andrews et al. 2004; Burgman 
2005; Morgan & Henrion 1990; Suter et al. 2000; Winkler 1996). Although risk assessments 
are generally performed under constraints of limited information and resources, their aim is to 
predict the full range of values that could possibly occur, given the data available (Goodman 
2004). Current approaches to using exposure-response and environmental concentration 
information in ecotoxicological risk assessments have involved defining variables 
probabilistically and evaluating risk as joint probability distributions through Area Under the 
Curve (AUC) or Risk Quotient methods (Aldenberg et al. 2002; Van Sprang et al. 2004; van 
Straalen 2002a). Despite wide acknowledgment of the need for uncertainty analysis in risk 
assessments (Aldenberg & Jaworska 2000; Bailar & Bailer 1999b; Burgman 2005; Pastorok 
2002; Suter et al. 2000), to date there have been only a few applications of such techniques in 
ecotoxicology (Aldenberg & Jaworska 2000; Posthuma et al. 2002; Van Sprang et al. 2004; 
Verdonck et al. 2002). Furthermore, it has been recognised that current probabilistic 
formulations involve a number of untested assumptions and may not be amenable to 
uncertainty analysis (Forbes & Calow 2002b; Newman et al. 2002; Suter 1998; Suter et al. 
2002; van der Hoeven 2004; van Straalen 2002a). This study investigates the limitations of 
current practices and develops three new formulations of ecotoxicological risk, two based on 
Probability Bounds analysis and one on Bayesian Markov-Chain Monte-Carlo (MCMC), that 
provide estimates of uncertainty and require few statistical assumptions to be made. This 
study also compares, for the first time, Probability Bounds Analysis (P-bounds) and Bayesian 
MCMC methods for propagating uncertainty. 
Uncertainty in ecotoxicological risk assessments arises from a multitude of sources, including 
(but in no way limited to) natural variability in the sensitivity of organisms to toxicants, 
confounding and modifying factors of toxicity, systematic measurement error, lack of 
knowledge about mechanisms determining toxicity, and extrapolation across spatial, temporal 
and organisational scales. A distinction has been previously made between aleatory 
uncertainty, or the non-reducible inherent variability in a parameter, and epistemic 
uncertainty, or incertitude about the process or situation that should, at least in part, be 
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reducible (Ferson & Ginzburg 1996; Ferson et al. 2003; Regan et al. 2002a). While it is 
important to distinguish between these two sources of uncertainty conceptually, in practice 
the difference may be somewhat intractable (Goodman 2004; Rai et al. 2002) and approaches 
are required that adequately handle both sources simultaneously (Burmaster & Thompson 
1998; Ferson & Ginzburg 1996; Ferson & Hajagos 2004). For example, in the probabilistic 
interpretation of a series of variables, some authors have distinguished between ‘variability’, 
which they describe by the mean fitted response and ‘uncertainty’ as the lack of fit of the data 
to this response (Verdonck et al. 2003b; Verdonck et al. 2002). In this case the aleatory 
uncertainty is that which fits within a pre-described notion of the behaviour of a variable, 
while the epistemic uncertainty is considered to be other factors that cloud our understanding 
of this ‘true’ variability. Without information to the contrary, however, another reasonable 
explanation of this situation is that the variability in the data is greater than that able to be 
described by the assumed model. This amounts to epistemic uncertainty in the model 
formulation affecting our description and understanding of aleatory uncertainty in the data, 
and is similar to the approach taken in many Bayesian analyses (Gelman et al. 2004; Lee 
2004). For ease of description, subsequent use of the term uncertainty will include inherent 
variability unless a distinction is made otherwise. 
While detailed quantification of many sources of uncertainty is beyond the scope of most 
ecotoxicological investigations, it will be shown that significant improvements can be made 
in risk assessments by incorporating the knowable uncertainty that can be estimated from 
standard data sources. Furthermore, it remains important that risk assessments be performed 
within a practical framework that allows for both the treatment of a range of uncertain 
elements (subjective or otherwise) and also the evaluation of critical assumptions.  
This study develops and compares a number of alternative approaches to formulating risk 
models and propagating uncertainty in the estimation of ecotoxicological risk. After setting 
out the theoretical basis for their derivation, these techniques are applied to quantitative risk 
estimation and comparison using the 4-CP acute-toxicity dataset from Chapter 5 and a 
hypothetical environmental concentration distribution (ECD). First, an alternative formulation 
of the joint probabilistic risk calculations currently used in ecotoxicology is presented, which 
is based on EC05 estimates and incorporates their uncertainty (confidence) intervals to 
construct bounds on the sensitivity distribution (SD) and subsequent risk estimates. Second, 
Probability Bounds Analysis is applied within a GLM framework to model risk and 
uncertainty with groups of exposure-response data and to derive bounds on risk estimates for 
a particular ECD. This method is also used to compare the risk of exposure to an ECD for two 
different strains of Daphnia carinata. Third, a Bayesian MCMC approach is applied to a 
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similar GLM framework to determine likelihood and confidence distributions for risk 
estimates to the two Daphnia  strains based on the same ECD. Finally, the results of the joint 
probability, P-bounds and Bayesian approaches are compared. 
 
7.2 Probabilistic Ecotoxicological Risk Assessments: State of the Art  
Current approaches to deriving probabilistic measures of ecotoxicological risk stem from the 
work of Kooijman (1987) and Van Straalen and Denneman (1989), and involves specifying 
both the Sensitivity Distribution (SD) and Environmental Concentration Distributions (ECD) 
as probability distributions (Aldenberg & Jaworska 2000; Aldenberg & Slob 1993; Cardwell 
et al. 1993; Kooijman 1987; Posthuma et al. 2002; Van Sprang et al. 2004; van Straalen 
1990; van Straalen & Denneman 1989; Verdonck et al. 2003a; Verdonck et al. 2002). In this 
formulation the risk is defined as the overlap between these two probability distributions, 
which is also the integral or AUC of the joint probability distribution (Aldenberg et al. 2002; 
van Straalen & Denneman 1989; Verdonck et al. 2002).  A number of graphical 
interpretations of the AUC have been suggested (Soloman et al. 2000; Soloman & Sibley 
2002), although some of these approaches have been found to be mathematically incorrect 
(Verdonck et al. 2003a). Various mathematical formulations of the AUC have also been 
described (Aldenberg & Jaworska 2000; Aldenberg et al. 2002; Cardwell et al. 1993; van 
Straalen 2002a; van Straalen & Denneman 1989; Warren-Hicks et al. 2002). Aldenberg, 
Jaworska and Traas (2002) reviewed these different approaches and found them to be 
mathematically equivalent expressions of the integral of the joint probability distribution, 
which they also note is the chance that one distribution exceeds the other, and may be 
expressed as: 
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Aldenberg, Jaworska and Traas (2002) further describe a simplification of this risk 
formulation, termed the Probabilistic Risk Quotient, where: 
    Risk  = Pr(ECD > SD)  
= Pr(ECD / SD > 1) 
then,  
    Risk  = Pr(log(ECD) – log(SD) >  0)                              (Equation 7.3) 
If both the ECD and SD are assumed to be random (log)normally distributed variables, then 
the result is also a normal distribution with mean, µ=µECD-µSD and standard deviation, 
σ=√(σECD)2+(σSD)2, where µECD and µSD are the means, and σECD and σSD the standard 
deviations, of the log transformed ECD and SD respectively (Aldenberg et al. 2002; 
Verdonck et al. 2003a).  
The introduction of these formulations of ecotoxicological risk provided considerable 
improvement over those applied previously as they incorporated stochastic elements into the 
risk assessment process. However, in these formulations only variability in the mean response 
is considered and not other sources of knowable uncertainty associated with the variables, 
such as inherent variability that is greater than that parameterized by probability distributions 
or uncertainty associated with assumptions of statistical independence and normality. 
Although the potential effects of other sources of uncertainty has been well recognized, 
especially in the formulation of Species Sensitivity Distributions (SSD) (Forbes & Calow 
2002b; Newman et al. 2000; Newman et al. 2002; Suter 1998; Suter et al. 2002), relatively 
few approaches have been suggested to include these in the estimation of risk (Aldenberg & 
Jaworska 2000; Aldenberg et al. 2002; Van Sprang et al. 2004; Verdonck et al. 2003a; 
Verdonck et al. 2002).  
 
7.2.1 Previous Approaches to the Treatment of Uncertainty in Ecotoxicological 
Risk Assessments  
In recognition of the potential uncertainties involved in extrapolating risks from small 
samples of test organisms (such as in an SSD), Aldenberg and colleagues (2000; 2002a) 
describe a sampling theory approach to estimating confidence intervals for percentiles of the 
normal distribution. This uses extrapolation factors derived from the non-central t distribution 
that relate the number of observations in the sample with estimates of confidence in the ‘true’ 
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population percentile. Lookup tables of the extrapolation factors for 90%, 2-sided confidence 
intervals are provided for various percentiles of interest (Aldenberg & Jaworska 2000). These 
authors compared this ‘classical’ approach with a Bayesian formulation of the same 
calculation using non-informative prior distributions and concluded that the results were 
essentially identical (Aldenberg & Jaworska 2000; Aldenberg et al. 2002). Although 
calculations were made for both the forward and reverse situations (i.e. deriving the 
concentration hazardous to a percentile of a population and the fraction affected at a particular 
concentration), only uncertainty in the SSD was considered. 
Verdonck et. al. (2002; 2003) and Van Sprang et. al. (2004) describe a Monte Carlo approach 
to estimating uncertainty in probabilistic risk quotients, which attempts to account for 
uncertainty in both the SD and ECD. In this approach, successive samples are drawn from 
both distributions and used to create a density of values for a distribution of risk quotients. 
This density can then be used to obtain the likelihood that the risk quotient is equal to one. 
Similar Monte Carlo approaches have been widely applied in human health risk assessments 
(Andrews et al. 2004; Brattin et al. 1996; Finkel 1995; Thompson 1999). 
Finally, there are an increasing number of studies that have investigated uncertainties in larger 
and more complex models of exposure and ecological risk (Bartell et al. 2003; Bates et al. 
2003; Breton et al. 2003; Burmaster & Wilson 1998; Crane et al. 2003; Ferson et al. 1996; 
Fogarty et al. 1996; Jager et al. 2001; Landis 2003; Linkov et al. 2001; Merrick et al. 2005; 
Moore et al. 1999; Pastorok et al. 2003; Regan et al. 2002b; Regan et al. 2002c). Many of 
these studies begin to address the ecological aspects of the effects of chemicals, however to 
date there has been little consideration of uncertainty in concentration-response relationships 
within these models or its impact in overall measures of risk. Instead, toxicity information has 
generally been represented as a scalar toxicity reference value or dose.    
7.2.2 Limitations of these Approaches 
While the approaches described above have provided a useful grounding for ecotoxicological 
risk assessments (Forbes & Calow 2002b; Posthuma et al. 2002) they involve a number of 
assumptions to be made that limit their applications in risk management.  
First, a number of authors have noted that the treatment an exposure-response relationship as 
a random variable (such as a probability distribution) may be incorrect (Forbes & Calow 
2002b; Suter 1998; Suter et al. 2002; van der Hoeven 2004; van Straalen 2002b). Particular 
problems with this interpretation include:  
- test species may not represent an unbiased random sample from a larger population of 
potentially affected species; 
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- interactions between species are not considered; 
- different species are treated as equally important and non-dependant on each other in  
a community; and  
- interpretation of the underlying variability generating mechanisms is ambiguous, as is 
the interpretation of the differentiable relationship between the PDF and CDF of the 
SD. 
Further to these points: 
- Sensitivity Distributions are really a function that describes the expected ‘map’ or 
effect for increasing levels of exposure. Standard portrayals of an SD show its values 
over the full range of those possible, whereas the risk is the result of the SD function 
for particular levels of exposure; 
- CDFs must be increasing and thus cannot incorporate alternative exposure-response 
functions (such as hormesis or avoidance);  
- the use of percentile standards that is inherent in these approaches is based on the 
assumption that the loss of some proportion of species is acceptable, and is non-
informative about which species may be lost;  
- the use of SSDs and the focus on changes in the number of species within a 
community assumes that effects on populations are irrelevant. 
It has, however, been argued that the probabilistic interpretation of species sensitivity has 
some utility in representing uncertainty in responses across species and that it is in the 
interpretation of the results of such processes that problems arise (Forbes & Calow 2002b; 
van Straalen 2002a). 
The second limitation of current approaches is in the use of NOEC-type values as summaries 
of exposure-response distributions. Although in practice this has often been necessary due to 
the low availability of other measures of effect in the literature, the use of such scalar values 
is uninformative with regards to levels of uncertainty, especially variability, in the estimates 
(Chapman et al. 1996; Hoekstra & van Ewijk 1993; Newman et al. 2000; van der Hoeven 
1997). This has the flow-on effect that uncertainty within a species’ (or individuals) response 
to a toxicant is ignored in the calculation of risk estimates, even though it is obviously an 
important consideration if the intention is to predict the range of values over which a species 
or community could be susceptible to a toxicant. A number of authors have suggested the use 
of low EC values and whole exposure-response distributions as more informative alternatives 
(Chapman et al. 1996; Chapman et al. 1998; de Bruijn & Hof 1997; van der Hoeven 1997), 
although there have been only a few applications of these in risk assessments to date 
(Englehardt 2004; Nayak & Kundu 2001).  
The third limitation involves statistical and mathematical assumptions in the formulations of 
risk described above. It has been shown that assumptions of one underlying distributional 
type, such as the normal or log-normal, rarely hold when applied to multiple data sets 
(Newman et al. 2000; van der Hoeven 2001, 2004). Importantly, discrepancies caused by 
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these assumptions often have the greatest implications for values in the tails of distribution, 
which is generally the focus of risk assessments (Hattis 1990; Newman et al. 2000). The 
assumption of independence between parameters in probabilistic calculations is also often 
untested or invalid and can lead to underestimation of risks (Ferson 2002; Ferson & Hajagos 
2004). This can lead to significant problems with many applications of Monte Carlo 
techniques, where parameters in a model are assumed to be independent of each other and the 
inclusion correlations between them can be difficult (although there have been treatments of 
this in other areas of risk assessment) (Ades & Lu 2003; Berleant & Zhang 2004; Englehardt 
2004; Ferson 1996; Ferson & Hajagos 2004; Ferson et al. 2003; Nayak & Kundu 2001). 
Further limitations arise from the formulation of the risk model as an integral of two 
probability distributions, as it is difficult to expand the model to incorporate other factors, 
such as modifiers of toxicity or exposure, random effects, population growth rates etc. and 
‘closed form’ or exact solutions to the integral are only available for certain combinations of 
distributions. Risk quotient formulations (including probabilistic approaches) have the 
drawback that they are only informative about risk when the quotient values is one (although 
there may be a likelihood of obtaining this value) and hence cannot provide reliable estimates 
of risk for low exposure scenarios.  
Finally, methods for propagating uncertainty, such as those discussed below, are in practice 
mostly limited to arithmetic operations and may not be appropriate for many graphical and 
derivative based model formulations (Ferson & Ginzburg 1996; Ferson & Hajagos 2004; 
Ferson et al. 2003).   
 
7.3 Methods for Uncertainty Propagation in Risk Assessments  
7.3.1 Intervals and P-Bounds 
Probability Bounds Analysis (P-bounds) is a combination of interval arithmetic and 
probability theory that provides a rigorous method for propagating uncertainty through 
calculations (Ferson 2002). In particular, P-bounds analysis provides solutions to problems 
involving unknown dependencies between variables and uncertainties in the exact nature of 
distributions (Ferson 2002; Ferson & Hajagos 2004). The solving of some key algorithms 
used in the computation of P-bounds (Ferson et al. 2003; Williamson & Downs 1990; Yager 
1986) and the recent development of software that make use of these techniques has enabled 
interval and P-bounds approaches to working with uncertain numbers to be viable techniques 
for use in risk assessments (Ferson 2002; Ferson & Hajagos 2004; Regan et al. 2004; Regan 
et al. 2002b; Regan et al. 2002c). 
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Conceptually, P-bounds might be considered an extension of interval arithmetic. If we 
consider two uncertain numbers, A and B, defined by the respective intervals [a1, a2] and [b1, 
b2], then their sum must lie within the bounds [a1 + b1, a2 + b2], and their product within the 
bounds [min(a1b1, a1b2, a2b1, a2b2), max(a1b1, a1b2, a2b1, a2b2)] (Ferson 2002). Similar rules exist 
for other arithmetic operations and analogous solutions have been developed for convolutions 
of interval-type bounds on whole distributions, referred to as probability boxes (P-boxes) 
(Ferson et al. 2003; Williamson & Downs 1990; Yager 1986). P-bounds analysis has the 
particular advantage over other techniques that it is not necessary to assume independence or 
to know the dependency between the parameters in a model or calculation, because the 
bounds solutions are guaranteed to encompass the true value (Ferson & Hajagos 2004). 
Because P-boxes describe a non-parametric region in probability space, various aspects of 
model and parameter uncertainty can be overcome as assumptions about structure within the 
box are not required. This approach has the distinct advantage that different types or sources 
of uncertainty may be propagated using the same method and that the resultant bounds on a 
variable are the best possible given the information available (Ferson & Hajagos 2004; Ferson 
et al. 2003). P-bounds analysis does have the limitation, however, that the relative likelihood 
of values occurring inside or outside the bounds specified is not part of the assessment.  
There have been very few applications of intervals and P-bounds techniques in risk 
assessments of the effects of exposure, and even fewer in ecotoxicology. Regan, Sample and 
Ferson (2002) applied P-bounds analysis with an exposure model used to determine soil 
screening levels for terrestrial wildlife. Risk was expressed as hazard quotients and the SD 
was represented as a single, minimum toxicity reference value. This study compared P-
bounds with Monte Carlo approaches and showed that significant discrepancies could result 
from unjustified assumptions of independence between parameters (Regan et al. 2002c). 
Regan, Hope and Ferson (2002) compared two-dimensional Monte Carlo and P-bounds 
analysis of a food web exposure model, again using a minimum value toxicity reference 
value, and found similar underestimation of uncertainties even with two-dimensional Monte 
Carlo techniques (Regan et al. 2002b). 
To date (to the author’s knowledge) there have been no applications of these techniques in 
characterising uncertainty in concentration-response distributions nor have they been used to 
describe uncertainty in Generalised Linear Models.  
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7.3.2 Bayesian MCMC Methods 
With the assistance of increased computing power and the refinement of algorithms used in 
Markov-Chain Monte-Carlo estimation procedures, Bayesian approaches to data analysis and 
predictive modelling are becoming a powerful alternative to frequentist or maximum 
likelihood estimation (MLE) approaches (Gelman et al. 2004; Godsill 2001; Lee 2004). The 
reversal of the role of data and model in Bayesian analysis provides a natural framework for 
the examination of uncertainties and assumptions in models (Ades & Lu 2003; Nayak & 
Kundu 2001). Of particular utility in risk assessment applications is the relative ease with 
which correlation structures between parameters can be captured and propagated through 
models (Ades & Lu 2003).  
Bayesian approaches to data analysis have been well documented elsewhere (Congdon 2001, 
2003; Gelman et al. 2004; Lee 2004) and so shall only be covered briefly here. Bayes’ 
theorem states that the posterior probability density P(θ|y) of a parameter θ, given data y, is 
related to the prior probability of the parameter independent of the data P(θ), and the 
likelihood of the data given the parameter P(y|θ): 
P(θ|y) ∝  P(θ) x P(y|θ) 
This general form can be extended to apply to each of the parameters in a model and to make 
predictions for y(ỹ): 
P(ỹ| y)  = ∫ P(ỹ|θ)P(θ|y)dθ              (Equation 7.4) 
Advocates of Bayesian approaches argue that this presents a sensible framework within which 
to be explicit about the prior assumptions of the distribution of parameters within a model and 
also the structure of the model itself in multi-parameter situations (Lee 2004). Much of the 
controversy surrounding Bayesian techniques has stemmed from the use of subjective priors 
or distributions of P(θ), however in many situations, the use of ‘flat’ or non-informative priors 
produces results identical to classical methods.  
Bayesian approaches are increasingly being applied in risk assessments, although to date there 
have been very few applications in ecotoxicology (Aldenberg & Jaworska 2000; Bates et al. 
2003; Merrick et al. 2005; Moore & Elliott 1996; Verdonck et al. 2001). In ecotoxicological 
risk assessments, a basic Bayesian method has been applied to calculating extrapolated 
confidence intervals for the fraction of species affected at particular exposures (Aldenberg & 
Jaworska 2000). A similar approach has also been applied to the determination of compliance 
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with regulatory percentile standards (McBride & Ellis 2001). Nayak and Kundu (2001) 
discuss the use of Bayesian methodology to propagate uncertainty in risk assessments and 
apply these methods to calculating hazard quotients for ingestion exposure in humans. More 
recently, Englehardt (2004) applied a Bayesian dose-response assessment for human health 
risk assessment of viruses, while Goodman (2004) described the combining of dose-response 
and epidemiological data in a Bayesian framework for risk assessment. 
 
7.4 A generalised method for predicting ecotoxicological risk from 
exposure-effects data  
Generalised Linear Models (GLM) and Generalised Linear Mixed Models (GLMM) are a 
versatile, informative and natural approach to modelling exposure effects data. It will be 
shown here that these parametric models can be extended to form the basis of a class of 
predictive models for use in ecotoxicological risk assessments. It will also be shown that these 
approaches are amenable to uncertainty propagation using the techniques outlined above. 
A binomially distributed logit model is the basis for the predictive risk model used here. 
logit(π) = B0 + B1*X                   (Equation 7.5) 
{Where: logit = log(π/1-π), π is the proportion of organisms responding and X is 
concentration of a chemical} 
In both the P-bounds and Bayesian approaches, uncertainty in the model is estimated directly 
from the experimental data and described in distributions for the parameters B0 and B1. 
However, the methods used to estimate and propagate this uncertainty differ. Dependencies 
between the parameters are accounted for in the P-bounds approach by effectively including 
all possible dependencies between the parameters, while in the Bayesian method correlation 
structures are estimated directly from the data and preserved through the calculations of 
predictions.   
Unlike previous ‘joint probability’ approaches to calculating ecotoxicological risk, the 
method described here involves arithmetic operations of probabilistic terms within a 
parametric model. This approach has four main advantages: First, the techniques used for 
propagating uncertainty are more amenable to arithmetic formulation; second, and perhaps 
more importantly, the parametric models used incorporate whole bi-variate exposure-response 
distributions, rather than scalar summary values, and are easily expanded to include more 
terms such as other sources of uncertainty, modifying factors, etc.; third, in many cases we 
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may not be prepared to accept the assumptions made in the probabilistic interpretation of 
sensitivity distributions, as discussed above (Suter 1998); and fourth, this general formulation 
of risk model can handle virtually any form of parameterisation and underlying error-
distribution, including higher-order, non-linear effects and models with mixtures of error 
distributions. 
Although the proposed framework can easily be used to consider uncertainty in the model 
structure, derivation of the logistic model for exposure-response analysis has already been 
treated in Chapter 3. The adequacy of the uncertainty estimation procedure to encompass the 
observed spread of data points is further checked by using visual comparisons. It is worth 
noting that the use of distributions to describe parameters can also account for some aspects 
of incertitude in model structure by describing ‘extra variability’ in the data as uncertainty in 
the parameter estimates (Goodman 2004).   
P-bounds 
In the P-bounds approach the logit model was fit to experimental data using the Genmod 
procedure in SAS version 9.1. Uncertainty in the fit of the model to the data was determined 
using the standard error (SE) values for the parameter estimates (i.e. 95% intervals on the 
mean parameter estimates are ± 1.96*SE) and these were used to described upper and lower 
bounds on the parameters, B0 and B1. Model predictions were then computed with RiskCalc, 
Version 4.0 (Ferson 2002), using the logistic form of the logit transform, given by the general 
form: 
)B B( 10exp1
1~
Xy +−+=                                               (Equation 7.6)         
Or more specifically with bounds of the parameters:  
 
)))SD ,(mean ~ (dist(X)* ]B ,[B   ]B ,[B( MAX][MIN,MAX][MIN,1(MAX)1(MIN)0(MAX)0(MIN)exp1
1~
+−+=y   (Equation 7.7)         
where dist(X) (the ECD) can be any probability distribution (or values) that may also include 
bounds on its parameters (shown as mean and Standard Deviation, although other descriptors 
may be relevant depending on the distribution). A mean predicted response representing the 
results of a Monte Carlo simulation was calculated to enable comparisons to be made with the 
results of P-bounds analysis. 
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A separate P-bounds analysis based only on the EC05 data from each of the experiments was 
also performed to show how this technique can be used to propagate uncertainty in the 
construction of SSD’s and subsequent risk assessments based on current formulations of risk, 
and to provide values for comparison with the method developed here. Best fit probability 
distributions for the EC05 data where obtained using Minitab (Version 14.13). 
Bayesian MCMC 
In the Bayesian approach, model fitting and generating predictions occur simultaneously. 
Although calculation intensive, this has the advantage that correlation structures between 
parameters are preserved and incorporated into the predictions (Ades & Lu 2003). The 
Bayesian techniques used also produce a continuous density of likelihoods, so that any 
probability of observing any effect size can be determined, not just the outer bounds, although 
this comes at the cost of limiting the range of dependencies that could occur. Binomial logit 
models were fit using MCMC techniques in WinBugs Version 1.4 (Speiegelhalter et al. 
2003). Markov-Chain Monte-Carlo techniques are a computational intensive way to 
numerically integrate and fit the various functions required for estimation of Bayesian 
models, when there are no exact or close-form solutions (Speiegelhalter et al. 2003). The 
algorithms applied in MCMC estimation, such as the Gipps sampling method, are iterative 
and involve sequential sampling from approximate distributions for the parameters in a 
model, θ1, θ2,…θn, in order to find the best fitting distribution for the parameters, conditional 
on the data. At each successive iteration, the ‘random walk’ sampling chain is corrected such 
that the next sample draw depends only on the previous value, with the aim that the chain of 
samples eventually converges on the target distribution, P(θ|y). Recall that this is the posterior 
probability density of a parameter given the data, conditional on the other parameters in the 
model.  
The use of Bayesian techniques to estimate logistic models for bioassay data has recently 
been discussed in Gelman et. al. (2004) and Goodman (2004).  
The general model is of the form of Equation 7.5:  
logit (θi) = B0 + B1*Xi             
where θi is the probability of an effect (yi/ni), given concentration Xi, and  logit(θi) = log(θi/1- 
θi). For each replicate, the number of organisms responding yi out of the total ni, is binomially 
distributed (Bin), such that:  
yi|θi ∼ Bin(ni, θi) 
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which gives the posterior distribution: 
P(B0, B1|y, n, X ) ∝  P(B0, B1| n, X ) x P(y |B0, B1, n, X ) 
And the likelihood function: 
∏ −−= iii yniyiyBBl )1()|,( 10 θθ  
i.e. the likelihood l, of the parameters B0 and B1, conditional on the data y,  is given by the 
product (∏) of the binomial probabilities (Gelman et al. 2004; Lee 2004).  
In the iterative MCMC fitting procedure, the parameters to be estimated are defined as nodes 
within an overall model that specifies the full joint probability distribution of all quantities. 
Estimation then seeks to find the posterior density of each parameter, conditional on observed 
quantities (y, the data), the ‘prior’ assumptions, and the other parameters in the model. In this 
study non-informative prior distributions were used for the various parameters. 
Datasets and Analysis 
The experimental datasets used in this study are those described in Chapter 5 on the acute 
toxicity of 4-CP to two strains of Daphnia carinata. A hypothetical normally distributed 
Environmental Concentration Distribution (ECD) used to simulate the effects of exposure and 
to generate risk predictions for all analyses. This distribution also contained uncertainty 
around its mean and standard deviation (SD) to show the utility of the methods developed in 
dealing with uncertainty in all parameters. The ECD is presented as both a mean distribution 
and an uncertain P-box, with a mean of 1.6 (1.5 - 1.7), and SD of 0.5 (0.45 - 0.55).  
In the first analysis presented, EC05 point estimates from experiments on the Greenvale 
Daphnia strain are used to compare SD and risk values determined using log-normal 
distribution fitting, percentile extrapolation and non-parametric, bounded P-boxes based on 
confidence intervals for the EC05 data.  
The second analysis presented involves the use of Probability Bounds analysis to calculate 
and compare risk estimates for the two different strains of Daphnia carinata. P-bounds 
methods are also used in a sensitivity analysis of the relative contribution of different sources 
of uncertainty to incertitude in the final risk estimates. The third analysis applies Bayesian 
methods to a similar risk estimation and comparison process, while the final section of the 
results compares directly the risk estimation methods. 
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7.5 Results 
 
7.5.1 Calculation of Risk Estimates based on EC05 data for the effects of 4-CP to 
D. carinata (Greenvale strain): A comparison of lognormal distribution fitting, 
extrapolation methods and non-parametric P-bounds analysis 
The EC05 values for seven experiments on the acute toxicity of 4-CP to D. carinata 
(Greenvale strain), 95% fiducial intervals, log transformations and sample mean and variance 
are shown in Table 7.1. 
Table 7.1: EC05 estimates from experiments on the acute toxicity of 4-CP to Daphnia 
carinata (Greenvale)  
 
Experiment EC05 (mg/L) Lwr(95%) Upr(95%) log(EC05) 
2.1 1.927 0.7836 2.531 0.2848 
2.2 1.801 0.4935 2.643 0.2556 
2.3 1.093 0.0 2.109 0.03858 
2.4 3.451 0.0 5.127 0.5380 
2.5 3.280 0.9682 4.034 0.5160 
2.6 1.896 1.067 2.465 0.2779 
2.7 1.289 -0.482 2.345 0.1102 
   mean 0.2887 
   SD 0.1868 
 
The results of fitting a (log)normal probability distribution to the EC05 data (in Minitab v.14) 
using the methods described by Aldenberg and colleagues (2000; 2002) are shown as the blue 
line in Figure 7.1. This distribution (normal mean, 0.6648 and SD, 0.4302) was found to be a 
reasonable fit to the data, having an Anderson Darling goodness of fit statistic of 0.326 
(smaller indicates better fit) and a P-value of 0.412 (>0.05) in a lack of fit test. Using the 
factor tables given in Aldenberg (2000; 2002), the extrapolated 5th percentile and its two sided 
90% confidence intervals were calculated to be 0.92289 (0.45036 - 1.3084) mg/L. In order to 
compare this method with bounds based on the 95% fiducial limits for the EC05 data used 
here, the same calculation that Aldenberg and colleagues (2000; 2002) used to construct their 
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extrapolation tables was performed using the Univariate procedure in SAS version 9.1 (SAS 
Institute 2003). This produced the 90% two sided intervals 0.45037 - 1.3084 mg/L, which are 
in accordance with those above, and 95% two sided intervals of 0.35691 - 1.3754 mg/L. 
The results of non-parametric distribution construction using RiskCalc version 4.0 (Ferson 
2002) to the mean EC05 values and their 95% fiducial intervals produced the (red) empirical 
CDF and (magenta) P-box shown in Figure 7.1. The 5th percentile and its corresponding 
bounds from these distributions was found to be 1.0929 (0 - 2.109) mg/L, the mean of which 
is similar to that found using the extrapolation method, although the intervals are clearly 
wider. Examination of this difference in the uncertainty (confidence) intervals between the 
two methods reveals that the width of those obtained using the extrapolation technique is 63% 
smaller than those estimated using P-bounds methods, while the upper bound is 65% lower 
than the P-bounds one. This corresponds to a significant underestimation of uncertainty by the 
extrapolation technique described by Aldenberg and colleagues (2000; 2002) for this data. 
Figure 7.2 compares the three different SD distributions with a hypothetical ECD (mean 
response in green) and its bounds or P-box (cyan). Graphically, it can be seen that the 
magenta P-box, which describes bounds on the EC05 values, completely overlaps the ECD, 
indicating that there is at least a 95% chance of an effect from any exposure based on 
uncertainty estimated directly from the experimental data. Contrary to this observation, the 
(log)normal (blue line) and unbounded ECDF (red line) suggest that exposure of up to 
0.6mg/L should not produce an acute effect and would therefore under-represent the risk.  
Formal calculation of the probability that the ECD equals or exceeds the SD gives the 
following intervals for the different representations of the SD and ECD:  
• Pr(Mean ECD ≥ lognormal(EC05)) = [ 0, 0.7374]  
• Pr(Mean ECD ≥ ECDF(EC05)) =  [ 0, 0.6566]  
• Pr(Mean ECD ≥ P-box(EC05))  = [ 0, 1]  
• Pr(ECD box ≥ lognormal(EC05)) = [ 0, 0.7979]  
• Pr(ECD box  ≥ ECDF(EC05)) = [ 0, 0.7273]  
• Pr(ECD box ≥ P-box(EC05)) = [ 0, 1]  
 
Therefore, the risk of an effect from exposure could be as low as 66% or as high as 100% 
depending on how the EC05 distribution and its uncertainty are characterised.  
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Figure 7.1: A comparison of different methods for describing SD fits to 4-CP EC05 data 
for D. carinata (Greenvale strain). The blue line is a normal distribution fitted to log-
transformed data, the red line a non-parametric distribution (ECDF) of the mean EC05 
values, and the magenta line is a p-box of a mixture distribution of the corresponding 95% 
fiducial intervals.
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Figure 7.2: Comparison of the various SD formulations from Figure 7.1 (as CDFs) 
against a normally distributed ECD (in green) shown with uncertainty bounds (cyan p-
box).
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7.5.2 Applications of two Methods for Propagating Uncertainty in Risk Analysis 
using Generalised Linear Models: a Comparison Between two Strains of a 
Species using Whole Experimental Datasets 
P-Bounds analysis - Greenvale Strain 
The maximum likelihood parameter estimates from a nominally dispersed, Binomial Logit 
GLM fitted to the 4-CP dataset from Chapter 5 for D. carinata (Greenvale Strain) are 
summarised in Table 7.2. This regression is shown in Figure 7.3 along with the original data 
points and 95% confidence limits (CL) based on the standard errors of parameters. Note that 
these confidence bounds are much wider than those given in CHpater 5, which were based on 
Fieller’s theorem. Figure 7.4 compares this (predicted) regression response with the 
hypothetical ECD described above, where the ECD and its bounds (green lines) are 
represented as an exceedence distribution (complementary CDF). Graphically, risk is 
considered as the area of overlap of the two distributions. 
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Figure 7.3: Plot of GLM Logit model for seven experiments on the effects of 4-CP to 
Daphnia carinata (Greenvale strain), showing 95% confidence intervals based on 
standard errors (in blue) and the raw data points.
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Figure 7.4: Logit concentration-response curve for Greenvale Daphnia strain vs
hypothetical environmental concentration distribution (green) shown as an inverse CDF 
(probability of exceedence) with uncertainty (green dashed). Graphically, risk is considered 
as the overlap between the distributions. 
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Table 7.2: Parameter estimates for binomial logit regression of the effects of 4-CP to D. 
carinata  (greenvale). 
 
Parameter DF Estimate 
Standard 
Error Lower 95% CL Upper 95% CL 
Chi-
Square 
Pr>Chi-
Square 
B0 1 -4.598 0.2462 -5.0806 -4.1153 348.67 <.0001 
B1 1 0.9435 0.0502 0.845 1.0419 352.68 <.0001 
 
Substitution of the mean ECD as a normally distributed stochastic parameter (dnorm~(mean, 
SD)) into Equation 7.7, gives: 
 )))0.5 (1.6,~(dnorm*0.9435 -4.598(exp1
1~
+−+=y  
Estimation of ỹ in RiskCalc produces the risk distribution shown (as exceedence) in Figure 
7.5, where the x-axis is the proportion of the population affected and the y-axis is the 
likelihood of this being observed for the given ECD. Based on this result we might expect 
around 10% of the population to be affected less than 0.5% of the time. 
Consideration of the influence of ‘uncertainty’ in the ECD on estimates of ỹ using the bounds 
(P-box) described above yields the following risk model: 
)))][0.45,0.55,([1.5,1.7]~(dnorm*0.9435 -4.598(exp1
1~
+−+=y  
This is shown in green as bounds on the mean response in Figure 7.6, and has a minor effect 
on the risk estimates (around 2-3% increase in the likelihood of a 10% effect).  
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Figure 7.5: Mean risk estimates for the effect of a given distribution of 4-CP exposure 
(ECD) on D. carinata (Greenvale) shown as exceedence. The x-axis is the proportion 
of the population effected and the y-axis is the likelihood of this being observed. 
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Figure 7.6: Risk estimates for the given 4-CP ECD on D. carinata (Greenvale), showing 
mean response (black) and uncertainty bunds based on incertitude in the ECD (green p-
box). 
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Introduction of uncertainty in the SD as 95% CL on the parameters B0 and B1 yields the risk 
model: 
)))0.5 (1.6,~(dnorm* 1.0419] [0.845,  4.1153][-5.0806,-(exp1
1~
+−+=y  
The effect of this uncertainty in the experimental data on the distribution of ỹ is shown as a 
orange P-box in Figure 7.7 (note that this dose not include uncertainty in the ECD). This has a 
much larger effect on the estimates of ỹ, with the upper bound on the likelihood of 10% of the 
population being affected considerably higher at around 26%. 
Finally, inclusion of uncertainty in both the SD and ECD in the model results in the 
formulation: 
))) ][0.45,0.55,([1.5,1.7]~(dnorm * 419][0.845,1.0   4.1153][-5.0806,-(exp1
1~
+−+=y  
The bounds on the risk estimates from this calculation are shown in blue in Figure 7.8. 
Bounds based on uncertainty in the SD (orange) and ECD (green) are also shown (separately) 
for comparison of their relative magnitude. Calculation of the mean likelihood that 5% of the 
population will be affected gives a probability of 0.3838 with an outer bounds interval of [0, 
0.9091]. The likelihood of a 10% effect was found to be 0.02020 [0, 0.4040405]. Thus the 
chance or frequency of a 5% effect may be as high as 90%, or 40% for a 10% effect.  
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Figure 7.7: Risk estimates for the given 4-CP ECD on D. carinata (Greenvale), 
showing mean response (black) and uncertainty bounds based on incertitude in the 
laboratory data (orange p-box). Note that this calculation includes only the mean 
ECD and it’s uncertainty.
Figure 7.8: Risk estimates for the given 4-CP ECD on D. carinata (Greenvale), 
showing mean response (black), bounds for the uncertainty in the ECD (green), 
uncertainty in the laboratory data (orange), and all source combined (blue).
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Probability Bounds Analysis – ARI Strain  
Estimates for a two parameter Binomial logit GLM fitted to the 4-CP dataset for D. carinata 
(ARI Strain) (Chapter 5) are summarised in Table 7.3. A plot of this regression is shown in 
Figure 7.9 along with the original data points and 95% confidence limits (CL) based on 
standard errors. Figure 7.10 compares the experimental predicted response with the 
hypothetical ECD previously described (exceedence CDF, shown in green).  
 
Table 7.3: Parameter estimates for binomial logit regression of the effects of 4-CP to D. 
carinata (ARI Strain) from Chapter 5. 
Parameter DF Estimate Standard Error 
Lower 
95% CL 
Upper 95% 
CL Chi-Square 
Pr>Chi-
Square 
B0 1 -3.4403 0.2558 -3.9416 -2.939 180.94 <.0001 
B1 1 0.6857 0.0462 0.5951 0.7763 220.16 <.0001 
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Figure 7.9: Plot of GLM Logit model (reduced, overdispersed) for four 
experiments on the effects of 4-CP to D. carinata (ARI strain), showing 
confidence intervals based on standard errors in magenta and the raw data points. 
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Figure 7.10: Logit concentration -response curve for ARI strain (with 95% 
confidence intervals) vs hypothetical environmental concentration distribution 
(green) shown as an inverse CDF (probability of exceedence) with uncertainty 
(green dashed). 
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Substitution of the mean parameter estimates into Equation 7.7 gives the mean model: 
))0.5]) (1.6,~(dnorm * 0.6857  -3.4403(exp1
1~
+−+=y  
Shown by the red line in Figure 7.11.  
And the bounded model: 
))) 0.55] [0.45, , 1.7] ([1.5,~(dnorm * 0.7763] [0.5951,   2.939]- , [-3.9416(exp1
1~
+−+=y  
 
Figure 7.11 illustrates the effects of uncertainty in the ECD (green P-box), uncertainty in the 
SD (cyan P-box) and both (magenta P-box). As with the results for the Greenvale Strain, 
uncertainty in the experimental data is greater than the ECD. Calculation of the mean 
probability of a 5% effect gives 0.9697 with a lower and upper bounded interval of [0.3333, 
1], and 0.3333 [0, 0.9697] for a 10% effect. 
Comparison of Risk to Both Strains of Daphnia using P-Bounds  
Figure 7.12 compares the mean risk distributions for the two strains of Daphnia (for the same 
ECD) where the risk to the Greenvale strain (shown in black) appears to be around 10% less 
in magnitude and half as likely than that for the ARI Strain (red line). Comparison of the 
bounds on these distributions (Figure 7.13) reveals that although there is considerable overlap 
between the two regions of probability space, the ARI (magenta) strain may be more than 
50% more likely to be affected 10% more than the Greenvale strain (blue lines).  
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Figure 7.11: Risk estimates for the given 4-CP ECD on D. carinata (Greenvale), 
showing mean response (red), bounds for the uncertainty in the ECD (green), 
uncertainty in the laboratory data (cyan), and all source combined (magenta).
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Figure 7.13: Comparison between mean risk estimates and uncertainty bounds 
for ARI (red with  magenta p-box) and Greenvale (black with blue p-box) strains 
of D. carinata, for a hypothetical 4-CP exposure distribution.
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Figure 7.12: Comparison of mean risk estimates for ARI (red) and Greenvale 
(black) strains of D. carinata, for a hypothetical 4-CP exposure distribution.
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7.5.3 Results of Bayesian MCMC Approach to Risk Modelling and Propagating 
Uncertainty  
Daphnia carinata (Greenvale Strain)  
Results of the Bayesian MCMC risk estimation for the Greenvale Daphnia strain are 
presented in Table 7.4. Note that the values for the regression parameters, B0 and B1, are very 
similar to those found by maximum likelihood (-4.598 and 0.9435 respectively, Table 7.2), as 
is expected with the use of non-informative prior distributions. The node, ‘predval’ is the 
input distribution for the hypothetical ECD (X), while P (ỹ) is the predicted proportion 
affected (risk distribution). Graphical depiction of the distributions for B0 and B1 (Figure 7.14, 
plots A and B) shows that they are reasonably symmetrical, while a plot of their correlation 
(plot D) shows a strong negative relationship (i.e. non-independence). Note that the MCMC 
modelling method applied here estimates the distributions for the parameters directly from the 
data and their prior distributions (which in this case are non-informative) and samples from 
their whole distribution to produce predictions for ỹ, thus propagating various uncertainties in 
the parameters into the risk estimates. Correlations between the parameters are also estimated 
from the data (given the model parameterisation) and preserved in the model (risk) 
predictions.  
The plot of the risk distribution, ỹ, in Figure 7.14 (C), shows the frequency with which 
different proportions of the population would be expected to be affected, given the exposure 
distribution, X (ECD). This is right-skewed, with a mode of 0.044 (or 4.4% of the population), 
which interestingly has the effect that although the mean (4.8%) and mode of the risk is low, 
much larger effects are also possible (although less likely).  
Table 7.4: Results of Bayesian model estimation in WinBugs for risks to D. carinata 
(Greenvale), showing distributions for the parameters B0 (‘alpha’), B1 (‘beta’), input 
exposure distribution for X (predval) and the risk predictor, ỹ (‘P’).  
Node Mean SD MC error 2.50% Median 97.50% 
P (ỹ) 0.04839 0.02414 3.44E-04 0.01617 0.04373 0.1098 
Alpha (B0) -4.601 0.2427 0.008052 -5.102 -4.593 -4.143 
Beta (B1) 0.9441 0.04928 0.001645 0.8515 0.9429 1.045 
Predval (X) 1.595 0.5118 0.005395 0.5937 1.594 2.597 
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Figure 7.14: Results of Bayesian model estimation in WinBugs for risks 
to D. carinata (Greenvale), showing distributions for B0 (‘alpha’, plot A), 
B1 (‘beta’, plot B), ỹ (‘P’, plot C) and the correlation of B1 and B0 (plot D).
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The relative frequency of different effects sizes being observed is explored further in Figure 
7.15 where the proportion affected (x-axis) is shown against the likelihood that the 
corresponding exposure will be exceeded (i.e. the complementary CDF of the risk 
distribution). This Figure is in the same format as the risk plots developed for the P-bounds 
analysis presented above, except that the likelihood of any value occurring can be ascertained, 
not just their bounds. The y-axis depicts the probability that a proportion will be affected, 
while the density of the points in the scatter plot describes the frequency with which these 
effects would be expected to occur, and hence the associated uncertainty. Accordingly, there 
is a greater density of points in the risk curve around the 0.04 - 0.05 effect size mark, 
corresponding to the mean and mode of this distribution as shown in Table 7.4 and Figure 7.4, 
plot C. There is also a greater density in the middle of the curve along its length, representing 
uncertainty around a central tendency. This uncertainty can be seen more clearly in Figure 
7.16 as histograms of vertical ‘cuts’ in the risk distribution for the 5 and 10% effect sizes. 
Comparing these, the 5% effect size (brown histogram) has a higher probability, with a mean 
of 0.3902, but higher Standard Deviation, 0.1104, giving 95% confidence intervals of 0.1738 
to 0.6066 (assuming normality) when compared with the 10% effect ‘cut’ (green histogram) 
which has a mean of  0.04607 (0.0  -  0.1056) and SD of 0.03037.  Thus, the uncertainty is 
also greater for the 5% effect than for the 10%. 
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Figure 7.15: Scatter plot of Bayesian risk density for D. carinata (Greenvale), showing the 
likelihood (y-axis), and associated uncertainty (spread and density of points) that particular 
proportions of the population (x-axis) will be affected.  
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Figure 7.16: Vertical ‘cut’ profiles for 5% (brown) and 10% (green) effects for the Bayesian 
risk density shown in Figure 7.15.
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Bayesian Analysis - ARI Strain 
Table 7.5 and Figure 7.17 give the results of Bayesian risk modelling for the ARI Daphnia 
strain. The values for B0 and B1 are again in accordance with the MLE values (-3.4403, and 
0.6857 respectively) shown in Table 7.3, and are strongly negatively correlated (Figure 7.17, 
D). The node, ‘predval’ is the same exposure distribution (X) used in all the previous analyses 
(the ECD). The mean and median for the risk frequency distribution P (ỹ) appear to be about 
twice the magnitude of those for the Greenvale strain, at close to a 10% effect, and the 
distribution of ỹ is also right skewed (Figure 7.17, C).  
 
Table 7.5: Results of Bayesian model estimation in WinBugs for risks to D. carinata 
(ARI), showing distributions for the parameters B0 (‘alpha’), B1 (‘beta’), input exposure 
distribution for X (predval) and the risk predictor, ỹ (‘P’).  
Node Mean SD MC Error 2.50% Median 97.50% 
P (ỹ) 0.09228 0.0331 5.36E-04 0.04109 0.08785 0.1696 
Alpha (B0) -3.448 0.2518 0.007752 -3.953 -3.439 -2.976 
Beta (B1) 0.6872 0.04529 0.001411 0.6011 0.6859 0.7793 
Predval (X) 1.598 0.5108 0.005577 0.6011 1.595 2.611 
 
 
The resultant risk distribution for the ARI strain is shown in Figure 7.18. Note that there is 
around 100% chance of a 5% effect and some (lesser) likelihood of up to around 25% of the 
population being affected. Compared with the distribution for the Greenvale strain (Figure 
7.15) the values appear to be spread out more, suggesting greater uncertainty. Vertical ‘cuts’ 
of this risk curve are compared in Figure 7.19, with a mean of 0.8540 (0.6319 - 1.0, 95% CL) 
for the 5% and 0.4014 (0.1023 - 0.7005, 95% CL) for the 10% effect sizes. 
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Figure 7.17: Results of Bayesian model estimation in WinBugs for risks to D. 
carinata (ARI), showing distributions for B0 (‘alpha’, plot A), B1 (‘beta’, plot B), ỹ 
(‘P’, plot C) and the correlation of B0 and B1 (plot D).
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Figure 7.18: Scatter plot of Bayesian risk density for D. carinata (ARI), showing the 
likelihood (y-axis), and associated uncertainty (spread and density of points) that 
particular proportions of the population (x-axis) will be affected. 
Figure 7.19: Vertical ‘cut’ profiles for 5% (brown) and 10% (green) effects of the 
Bayesian risk density shown in Figure 7.18.
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Comparison between Risks to Two Daphnia Strains using Bayesian Methods  
Direct quantitative comparison between the two Daphnia strains using Bayesian methods was 
achieved using simultaneous model fitting. This enabled computation of two ‘relative risk’ 
statistics. The first (‘Comp’ in Table 7.6) gives the proportion of estimates (in 10,000 samples 
from the model) in which the risk estimate (ỹ) for the Greenvale Strain (P2) was greater than 
the ARI strain (P1), and was found to be 0.25%.  The second comparison statistics, ‘RR’, 
gives the ratio of the two estimates (P2/P1), or their relative risk, and was found to be 51%. In 
other words, for the same ECD, the population for the Greenvale Strain would only be 
affected half as much as the ARI Strain. The difference in both position and spread between 
the two strains can be seen in the comparison plot (Figure 7.20).  
 
Table 7.6: Bayesian statistics for direct comparison of the risk estimates for two Daphnia 
strains. ‘P1’ is the risk for the ARI Strain, ‘P2’ is for the Greenvale Strain, ‘Comp’ is the 
proportion of estimates for which P2-P1>0, predval is the ECD and RR(P2/P1) is the 
relative risk (computed using 10,000 samples).  
 
Node Mean SD MC error 2.50% Median 97.50% 
P1 0.09162 0.03291 4.26E-04 0.04059 0.08703 0.1686 
P2 0.04767 0.0237 2.32E-04 0.01593 0.04281 0.1071 
Comp(P2-P1) 0.0025 0.04994 5.35E-04 0.0 0.0 0.0 
Predval 1.597 0.5026 0.003405 0.6189 1.593 2.599 
RR (P2/P1)  0.5138 0.142 0.00287 0.2721 0.5009 0.828 
 
 
 
 
 
 
Figure 7.20: Scatter plot comparison of Bayesian risk estimates for Greenvale (Blue) and 
ARI (red) strains of D. carinata. 
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7.5.4 Comparison between the results of Probability-Bounds Analysis and 
Bayesian MCMC methods of Risk Estimation 
Table 7.7 summarises the means, bounds and confidence intervals for the estimated 
probability of 5 and 10% effects on two different strains of Daphnia. These values were 
calculated by taking vertical ‘cuts’ in the risk distributions produced using both P-bounds and 
Bayesian methods.  In general there is very good agreement between the two methods of 
propagating uncertainty. In all cases the P-Bounds approach gives wider intervals than the 
Bayesian estimates, and in all cases the uncertainty intervals are relatively large for both 
methods. This is a particularly interesting result given the relatively large experimental 
dataset used and demonstrates the necessity of utilising all the available data and 
incorporating such uncertainties into risk estimates. 
Table 7.7: Comparison between P-Bounds and Bayesian methods for estimating 
likelihood of 5 and 10% effect sizes for Greenvale (GV) and ARI Daphnia Strains. 
 
Calculation method Effect size Strain Mean Lwr (95%) Upr (95%) 
P-bounds 5% GV 0.3838 0.0 0.9091 
Bayesian 5% GV 0.3902 0.1738 0.6066 
P-bounds 5% ARI 0.9697 0.3333 1.0 
Bayesian 5% ARI 0.8540 0.6319 1.0 
P-bounds 10% GV 0.0202 0.0 0.4041 
Bayesian 10% GV 0.04607 0.0 0.1056 
P-bounds 10% ARI 0.3333 0.0 0.9697 
Bayesian 10% ARI 0.4014 0.1023 0.7005 
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7.6 Discussion  
One of the major limitations of previous approaches to uncertainty analysis in 
ecotoxicological risk assessments has been a focus on describing uncertainty as a lack of fit of 
scalar values to an assumed model, rather than the of uncertainty estimated from the original 
data or other information available. It has been necessary to base previous assessments on 
NOEC type endpoints because of the low level of reporting of other exposure-effect 
information, however, as the use of EC05, EC10 and whole distributions increases, methods, 
such as those developed here, will be required to make full use of the information that they 
contain.  
The analysis applied in this study showed that risk estimates can be significantly 
underestimated when compared to uncertainty limits derived from the original data. For the 
effect sizes shown in Table 7.7 the upper (protective) confidence interval was found to be up 
to 60% higher than the mean by including knowable sources of uncertainty in the analysis. 
Note also that these results are for a relatively large, well replicated dataset with low 
variation. In some risk assessments, confidence greater than 95% might be required, further 
widening the bounds on the risk estimates. Other sources of incertitude, such as extrapolation 
from laboratory to field scales of exposure and effect, are likely to introduce much larger 
uncertainties into the risk assessment process. While accurate prediction of in situ effects may 
not be the goal of many risk assessments, quantification of uncertainty is just as important 
when comparing risks under management scenarios that involve tradeoffs and relative risks.   
The EC05 example was used to demonstrate the effect of uncertainty analysis with current 
SSD techniques (although the data were from experiments on the same species). In this 
example both the ‘standard’ parametric (lognormal distribution) and extrapolation techniques 
underestimated risk when compared to probability bounds derived from fiducial intervals on 
the original estimates. In fact, the extrapolation technique described by Aldenberg and 
colleagues (2000; 2002) was found to underestimate the width of uncertainty intervals by 
63% and the upper bound by 65%.   
 
The described uncertain SSD method can be easily implemented in the calculation of both the 
forward and inverse situations (predicting effects, and setting exposure standards) using 
currently available software, although it should be noted that many of the assumptions 
involved may be incorrect as per any SSD approach (as discussed above). An alternative 
method for deriving SSDs from point estimates (and using them in risk assessments) might be 
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to use the P-Bounds/MLE and Bayesian regression approaches developed here, which do not 
require the same assumptions of the probability distribution approaches.  
 
Species Sensitivity Distribution based approaches to risk assessment have many attractive 
properties, such as being able to extrapolate to community level effects, and have probably 
been quite useful in practice (Forbes & Calow 2002b). However, these and other current 
approaches used in ecotoxicological risk assessments may have some limitations in their 
underlying ecological assumptions. In particular, the notion that the loss of a proportion of 
species is acceptable, without specific regard to either the community structure, which species 
are expected to be lost or the effect on species’ populations, obviously has limited ecological 
relevance, even in the presence of functional redundancy (Suter et al. 2002; van der Hoeven 
2004).  
In comparison to the SSD approach, the more detailed risk modelling described was applied 
to a single species risk assessment situation, where risks to two strains of the same species 
were directly compared. Single species risk assessments are often important in the 
management of threatened or target species and are focused on predicting effects on 
populations, rather than communities (although the methods used may be expanded to apply 
to communities as discussed below). These methods also equally apply to endpoints other 
than acute and a range of distribution shapes, including hormesis. 
Probability Bounds Analysis has not previously been applied to uncertainty analysis using 
GLMs, nor have Bayesian and P-bounds risk analyses been directly compared. The two 
approaches produced surprisingly similar results considering the somewhat disparate theories 
on which they are based. P-bounds analysis was found to consistently produce wider (more 
conservative) bounds on the mean risk estimates than the Bayesian MCMC approach. This 
was expected given the different treatment of dependencies between the parameters by the 
two methods, although it is re-assuring confirmation. Recall that P-bounds accounts for all 
dependencies between the parameters, whereas the Bayesian MCMC approach estimates the 
dependencies between model parameters directly from the data. However, in the Bayesian 
method determination of the correlation structure is dependant on suitable parameterisation of 
the model, although model averaging approaches could be applied to review uncertainty in the 
model structure (Wintle et al. 2003). Both approaches enabled quantification of distributions 
of risk and associated uncertainty, as well as direct quantitative comparisons between 
(sub)species, situations or scenarios. A sensitivity analysis was performed using the P-bounds, 
which showed the relative contribution of different sources of uncertainty to dispersion in the 
risk estimate. A similar analysis would theoretically be possible under the Bayesian 
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framework. However, because of the way that the model is fitted to the data and predictions 
generated simultaneously such an analysis would be much less straight forward.  
In comparing the utility of the two methods, P-bounds has the advantage that few assumptions 
are required for its use and that a number of non-parametric approaches to describing 
variables are also possible. In contrast, Bayesian techniques are able to produce the whole (2nd 
order) distribution of uncertainty, rather than just the outer bounds. By using a GLM 
framework for constructing the risk model, assumptions about the model formulation and 
underlying error distributions are testable through diagnostics statistics and comparison with 
other possible models. Treatment of most underlying distributional assumptions is possible 
with both methods, although this is not such a problem with the Bayesian approach as it 
estimates the parameter distributions directly from the data (and the prior), and virtually any 
model parameterisation is also possible. In practice, the choice of which method to apply 
should be based on what assumptions can be justified and their consequences if false.   
In extending these methods to multi-species or community level risk assessments, a number 
of approaches are possible, depending on the information available, the outcomes required 
and the assumptions that can be justified. If the aim of a risk assessment was to minimise 
effects on a particular species and/or those it depends on (such as a threatened or umbrella 
species) then separate calculation of the risks to the individual species would provide 
information relevant to the management of the situation. If a larger model of the expected 
community sensitivities to exposure was required, a hierarchical approach that formed a 
(community) distribution from underlying (species) distributions could be taken, although this 
may require assumptions to be made about the ‘acceptability’ of effects on populations. 
Bayesian MCMC techniques are quite amenable to hierarchical modelling and it would be 
possible to construct a model of species within a community that might be affected, where 
each underlying population has a cut off for inclusion (e.g. 95% chance of 50% of the 
population affected). Mixture models of different underlying distributions might also be 
suitable for community analysis and treatment of overdispersion in larger datasets. Finally, 
perhaps the preferred approach would be to include the ‘uncertain’ risk distributions as a 
parameter in a larger model of exposure and ecological effect, where the interdependencies 
between species and their populations is considered. 
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7.7 Summary and Conclusion 
This study described the successful development and application of three alternative models 
for ecotoxicological risk. These methods enable quantification of risk distributions, estimation 
of uncertainty from the original data, propagation of this uncertainty through the risk models 
and quantitative comparisons between risk distributions. In developing these alternative risk 
models very few assumptions were made about the underlying distribution of parameters and 
those that were made are easily tested. The approaches developed are also amenable to 
alternative distributional structures, re-parameterisation, inclusion of other estimates of 
uncertainty and do not assume independence between the parameters. In addition, the SSD 
method developed can be applied in the calculation of the both ‘forward’ and ‘inverse’ 
situations (predicting effects, and setting exposure standards), uses currently available 
software and provides a non-parametric approach to integrating uncertainty in point estimates 
into standard risk formulations. Although the examples provided are focused on single species 
populations, the approaches used can be extended to apply to communities or to feed into 
larger models of ecosystem behaviour and risk. 
In all cases, confidence bounds on the risk estimates were found to be large compared to 
either a mean response or standard techniques (including extrapolation). In the GLM analysis 
which used whole exposure-response distributions, mean responses were found to under-
represent uncertainty by up to 60%, while in the EC05 example this Figure was around 27%. 
At worst, this finding suggests that underestimation of risk could be commonplace in 
ecotoxicological risk assessments, and at best it suggests that current approaches to 
uncertainty analysis are inconsistent.   
If the goal of the risk assessment process is to predict the true range of values that could 
possible occur within various practical constraints, then this study clearly demonstrates how 
uncertainty analysis that makes full use of the available data is essential to the success of the 
process. 
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Chapter 8. General Discussion and Conclusions 
 
8.1 Discussion 
 
Risk Models 
Distinctions are often made between aleatory (random) and epistemic (incertitude) sources of 
uncertainty in risk assessments, however, a similar distinction might be made between 
knowable and unknowable sources with respect to the use of the information at hand. The 
applications described in this thesis have primarily considered knowable sources of 
uncertainty and it should be noted that unknowable sources, such as how laboratory results 
extrapolate across scales to the real world, are likely to be larger and more difficult to 
quantify. As discussed in Chapter 2, actual validation of ecotoxicological models may 
sometimes be impractical, in which case hypothesis testing of experimental treatments and 
scenario analysis using risk models are important approaches to testing assumptions and 
reducing uncertainty. Because of the lack of field-based data on ecotoxicological effects, the 
risk models used are necessarily deterministic in formulation (Burgman 2005; Suter 1993). 
Failure to quantify correctly uncertainty in such models means that not only is it unknown 
how the model applies to the real world, but that it is also unknown what confidence can be 
placed in the estimates obtained given uncertainty in the data on which they are based.  
 
There are four main limitations in current formulations of ecotoxicological risk with respect 
to uncertainty analysis: 
i) The NOEC-type scalar values on which risk assessments are based are 
uninformative about uncertainty in the data that they summarise and may 
themselves be inconsistent in their conservatism (Chapman et al. 1996; Suter et 
al. 2002; van der Hoeven 2004);  
ii) Describing uncertainty (or confidence) as a lack of fit of scalar values to an 
assumed model (as in the ANZECC approach) or extrapolated using assumed 
sample distribution-variance relationships (as described by Aldenberg et al (2000; 
2002)) can lead to misleading interpretations, and is also uninformative about the 
uncertainty in the original data (Fox 1999; Suter 1993);  
iii) Monte-Carlo techniques that assume independence between parameters may 
underestimate risks by ignoring dependencies between parameters (Ferson 1996; 
Ferson et al. 2003); and  
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iv) Treatment of Species Sensitivity Distributions (SSD) as a Cumulative 
Distribution Function (CDF) is considered to be mathematically incorrect (Suter 
1998; Suter et al. 2002; van Straalen 2002a). 
 
In this thesis a Generalised Linear Modelling approach is proposed as an alternative, 
congruous framework for the analysis and prediction of a wide range of ecotoxicological 
effects. This approach was used to investigate the results of toxicity experiments on the effect 
of 2,4-Dichlorophenoxyacetic Acid (2,4-D) formulations and 4-Chlorophenol (4-CP, an 
associated breakdown product) on Daphnia carinata.  
 
In the GLM risk modelling approaches developed here, risk is formulated as a deterministic 
function of the exposure-response, which is not expressed as a (cumulative) probability 
distribution. As acute toxicity was the focus of the investigations undertaken in this thesis, a 
binomial logistic GLM formed the basis for the risk model. However, different constructions 
may be more appropriate for other endpoints, such as Poisson distributions for count data, 
higher-order effects for hometic responses, etc. This flexibility in model construction provides 
solutions to a number of the problems with current approaches to risk assessments and allows 
assumptions that are made to be tested.  
 
In addition to developing this alternative formulation of ecotoxicological risk, two innovative 
probabilistic approaches were compared for estimating and propagating uncertainty in this 
model. Unlike previously described methods for propagating uncertainty in ecotoxicological 
models (Aldenberg & Jaworska 2000; Aldenberg et al. 2002; Cardwell et al. 1993; Newman 
et al. 2000; Newman et al. 2002; Soloman et al. 2000; van Straalen 2002a; van Straalen & 
Denneman 1989; Verdonck et al. 2003a; Verdonck et al. 2002; Warren-Hicks et al. 2002), the 
two approaches described here facilitate the treatment of epistemic sources of uncertainty and 
do not assume independence between the parameters. Probability Bounds Analysis and 
Bayesian MCMC methods of characterising and propagating uncertainty produced 
surprisingly similar results, given their different approaches. The P-bounds approach was 
applied along with Maximum Likelihood techniques for model estimation and characterising 
uncertainty, although P-bounds can be derived using any method and arguably deals with 
epistemic uncertainty more thoroughly than most Bayesian analyses. The Bayesian MCMC 
approach, in comparison, has the advantage that model estimation and prediction occur 
simultaneously, and that uncertainties are routinely estimated.  
 
One of the differences between these two approaches is in their treatment of correlations 
between the parameters. Typically, Monte-Carlo based approaches to risk assessment, assume 
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independence between parameters in a risk model. However, there are often correlations 
between parameters in risk models, as found in Chapter 7 (Figure 7.14D and 7.17D). 
Probability Bounds Analysis has the advantage that the resultant bounds on a variable are the 
‘best’ possible, and are guaranteed to contain values that represent all possible dependencies 
between the parameters (Ferson 1996; Ferson & Hajagos 2004). If ignored, the assumption of 
probabilistic independence between parameters can lead to significant underestimation of the 
uncertainties (Regan et al. 2002b; Regan et al. 2003). Bayesian analysis, in comparison, 
estimates the correlations directly from the data, given the model construction. While this has 
the advantage of lower uncertainty estimates, it also requires sufficient data to be available 
from which to calculate correlations, and for the model formulation to be suitable. Both the P-
Bounds and Bayesian approaches to risk assessment developed here have the advantage that 
they do not require assumptions to be made about the shape of the response or underlying 
distributions, and the validity of those that are made is easily checked.    
 
Another difference between the P-Bounds and Bayesian approaches concerns predicting the 
probability of values occurring outside those observed in the original data. In the P-bounds 
approach, the focus is solely on the outer bounds, and the probability of getting results outside 
those bounds is not considered, except in their original formulation. While any method can be 
used to construct bounds (i.e. 99.9% intervals etc.), this is a possible limitation in the 
application of this technique in ecotoxicology, where we explicitly want to consider the 
possibility of values occurring outside the range of those observed. In contrast, the Bayesian 
approach does consider the likelihood of predicted effects as continuous and therefore 
extreme values are possible, although unlikely. Interestingly, this is somewhat of a reversed 
role for Bayesian inference, being more in line with frequentist approaches of estimating 
‘true’ population means. A useful result of the Bayesian output is the ability to investigate 
‘cuts’ in the risk distribution. As shown in Chapter 7, these cuts allow investigation of the 
error distribution which was found to be non-uniform longitudinally, indicating that the 
common assumption of normally distributed errors would have been false, had it been made. 
These issues have not been discussed in the literature surveyed nor have P-bounds and 
Bayesian approaches previously been compared.  
 
A limitation of the proposed modelling approaches, however, is that they require data for the 
whole exposure-response distribution to be available. As this information is not routinely 
reported, although it is routinely collected, there are restricted circumstances in which this 
approach can currently be applied. As the reporting of more than just potency values becomes 
more common, data availability will increase with time.  
 
 237
Another possible limitation to the acceptance of the GLM-based risk modelling approaches 
developed here is that they are focused on single species. SSD methods currently applied 
express results in terms of effects on groups or communities of species, which is attractive 
because it is at the same scale as management and regulation (Suter 1993; van Straalen 
2002a). However, if the previously described ecological limitations of this across-species 
approach are of concern, then each species might need to be considered separately in order to 
avoid making assumptions of equal importance and non-connectivity. One approach to multi-
species inference using the methods developed here would be to construct risk models for 
each species and then combine these in a meta-model of their interconnections or community 
structure. This approach could also easily incorporate population and carrying capacity 
variables, in order to further model possible ecological effects. While our current knowledge 
of the structure and behaviour of ecological systems may not be sufficient to enable the 
detailed modelling of ecological effects, this meta-model approach would allow various 
scenarios to be tested and relative effects to be assessed. Modelling approaches such as these 
should be the focus of future work in this area 
 
In recognition of the lack of data on full exposure-responses, and the current widespread 
utilisation of SSD methodologies, another risk modelling approach was proposed in this 
thesis. This involved the use of Probability Bounds Analysis to construct non-parametric 
uncertainty bounds on an SSD using EC% or LC% estimates and their associated confidence 
intervals, as estimated directly from the data. Parametric formulations of both the mean and 
bounded responses are also possible using this approach, although obviously require 
assumptions about the distribution’s shape. When confidence intervals derived using the 
extrapolation method of Aldenberg et al (2000; 2002) were compared to those calculated 
using the uncertain SSD approach, the extrapolation techniques underestimated the width of 
confidence intervals by 63%, and the upper bound by 65%. This is a significant amount, and 
could potentially have serious environmental consequences. These comparison calculations 
are an example of model-based validation that is informative and important, but rarely 
performed. Because the uncertain SSD approach is based on methods already in use around 
the world it can easily be implemented using currently available software (RiskCalc) and 
commonly reported toxicity values. 
 
Data analysis 
Applications of the GLM framework were also investigated for describing and testing patterns 
in ecotoxicological data. Central to this, was an investigation of the differences between 
frequentist (Maximum Likelihood - ML) and Bayesian Markov-Chain Monte-Carlo (MCMC) 
approaches to statistical reasoning and model estimation. These approaches are inferentially 
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disparate and, in particular, place a different emphasis on aleatory and epistemic uncertainty 
(O'Hagan 2004). 
 
For simple models, Bayesian and frequentist approaches to GLM estimation were found to 
produce very similar results when non-informative prior distributions were used. Potency 
estimates and regression parameters were found to be similar for identical models, signifying 
that Bayesian MCMC techniques are at least a suitable and objective replacement for 
frequentist ML for the analysis of exposure-response data.  
 
Different results were obtained from Bayesian MCMC and ML methods when more complex 
models and data structures were considered. In the analysis of 4-CP toxicity, the treatment of 
different factors as fixed or random, in standard and Mixed-Effect models, was found to affect 
variance estimates to the degree that different conclusions would be drawn from the same 
model, fit to the same data. Associated differences in the treatment of overdispersion between 
ML and Bayesian MCMC analyses were also found to affect results. The issue of 
overdispersion is topical in statistics (Dobson 1990; Lee & Nelder 1996; McCullagh & Nelder 
1989; Piegorsch & Bailer 1997; Venables & Dichmont 2004), however, to date there have 
been few investigations into the ramifications in real data analysis (Browne et al. 2005).   
 
Bayesian MCMC techniques were found to be superior to the ML ones employed for the 
analysis of complex models because they enabled the correct formulation of hierarchical 
(nested) data-structures within a binomial logistic GLM. The increasing number of examples 
of objective Bayesian data analysis are an indication that more researchers are recognising 
their potential as a replacement for more conventional methods (Ades & Lu 2003; Browne & 
Draper 2006; Browne et al. 2005; Englehardt 2004; Gelman 2005; Gelman et al. 2004; 
Goodman 2004; Greenland 2001; O'Hagan 2004). In particular, developments in Bayesian 
MCMC estimation of Hierarchical Mixed-Effects Models overcome many of the problems 
associated with Maximum Likelihood and quasi-likelihood estimation techniques that allows 
proper formulation of data-structures within the model (Browne et al. 2005; Gelman 2005). 
The Deviance Information Criterion (DIC) was also found to provide useful and sensible 
results, although it has not had many applications to date (Congdon 2003; Speiegelhalter & 
Best 2002).  
 
An additional finding concerns the (sometimes large) difference between Fieller’s intervals, 
Standard Errors, and Bayesian Credible intervals as methods for characterising uncertainty. In 
Chapter 5 it was found that pooling data has a significant effect on the width of Fieller 
intervals, which might lead to very different outcomes in a risk assessment. The Standard 
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Errors used to describe that same data in Chapter 7 where much wider, and encompassed the 
spread of the data better. These differences can potentially lead to a number of problems and 
inconsistencies in uncertainty analysis and should be a focus of future research.  
 
8.2 Conclusion  
 
This thesis aimed to investigate approaches to modelling uncertainty in ecotoxicological risk 
assessments. Currently applied methods have been found to be limited, inconsistent, and 
potentially based on false assumptions (Ferson 1996; Suter 1998; Suter et al. 2002; van der 
Hoeven 2004). An alternative approach, based on Generalised Linear Models (GLM), was 
proposed as a framework for the description, testing and prediction of ecotoxicological 
effects.  
 
When applied to the analysis of results from experiments performed on the toxicity of 2,4-D 
formulations and 4-CP to Daphnia carinata, the GLM methods were found to provide new 
insights and tests of effects that would not be possible using standard approaches. These 
techniques were used to show that 2,4-D Amicide formulations were more toxic than the 
Technical Acid, that between-experiment variability could be greater than within-experiment, 
or between-Daphnia strain, that long-term laboratory culture may not affect the sensitivity of 
Daphnia to toxicants, and that the development of three dimensional models could help to 
reduce uncertainty and determine delayed toxicity effects. Bayesian MCMC methods were 
found to be a suitable, objective replacement for Maximum Likelihood techniques, and have a 
number of advantages when extended to more complex hierarchical data-structures and 
Mixed-Effects Models. 
 
Several new approaches to modelling ecotoxicological risk were proposed that provide 
solutions to a number of the problems with previous formulations. The first of these was 
based on current SSD approaches and described how Probability Bounds Analysis could be 
used to propagate uncertainty from the confidence intervals of point estimates to construct 
non-parametric Probability-Boxes around the mean SSD. While this still involves description 
of the SSD as a probability distribution, the results produced by this method are in the same 
format as those currently used in regulatory situations and hence this method should go along 
way to inclusion of uncertainty analysis in standard risk assessments. 
 
The other new approaches to modelling ecotoxicological risk proposed were based on GLM. 
In this formulation, risk is modelled as a deterministic function of the exposure-response, and 
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not expressed as a (cumulative) probability distribution, hence solving one of the main 
mathematical concerns with current methods. This approach allows a wide range of response 
shapes and underlying distributions to form the basis for the risk model, and the assumptions 
made are testable. The risk models proposed can also be easily extended to describe effects on 
communities, include modifying factors, mixed-effects, population growth, carrying capacity, 
species interactions and a range of other variables of interest in ecotoxicological risk 
assessments, and can thus form the basis for a framework of more complex, ecologically 
based risk models. 
 
Probability Bounds Analysis and Bayesian MCMC techniques for propagating uncertainty in 
GLM risk models were compared and both found to be effective, correct and informative 
methods. While the results from these two approaches only varied slightly, P-bounds was 
considered to be the most informative with the least amount of data, while Bayesian 
approaches can easily be extended to model complex, multi-component situations. Bayesian 
MCMC also have the advantage that the same methods and software can be used for data 
analysis and prediction and applied to a wide range of complex situations. It was also found 
that careful consideration should be given to the methods used to characterise uncertainty, to 
ensure that the range of values is encompassed in the required manner. While the proposed 
GLM risk modelling approaches requires data to be available for the full exposure-response, 
the availability of this will increase with time and these methods will be able to form the basis 
of a more sophisticated, ecologically minded approach to risk assessment. 
  
The use of GLM, GLMM, Bayesian MCMC and Probability Bounds Analysis in the 
description and prediction of ecotoxicological effects, were all found to contribute new, useful 
and unique information to risk assessments of the effects of chemicals. In particular, 
Generalised Linear Modelling approaches were found to present a congruous framework for 
analysis and prediction of ecotoxicological effects.  
 
Perhaps the most important point in quantifying and propagating whole distributions of 
effects, and associated uncertainties, is that they can be presented to decision makers and 
stakeholders to allow them to decide what level of confidence and effect is acceptable. By 
pre-defining the required levels of confidence, p-values, statistical tests, relevant effect-sizes, 
etc., non-explicit judgments are made about what effects are acceptable or unacceptable 
(Thompson 1999, 2002). These processes currently tend to be hidden from decision makers 
and stakeholders, and the uncertainties involved are not explicitly calculated, recognised or 
communicated.  
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While the biggest uncertainties in current risk assessment approaches result from a lack of 
data, the approaches developed here should go a long way toward understanding and reducing 
uncertainty with currently available data and provide a basis for inclusion of whole 
distributions of effects as they become available. This framework can then be used to develop 
more complex models of ecological effects and help to bridge the gap between the bioassay 
and the ecosystem.  
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Appendix 1. Chemicals Sources and Purity  
Table A1. List of Chemicals used and suppliers 
Name Fomulae Grade Source 
Acetone CH3COCH3 Analytical Reagent Merck 
Aluminuim Sulfate Al2(SO4)3.18H2O Analytical Reagent UniLab 
4-Aminoantipyrine - Analytical Reagent Sigma 
Ammonium monovanadate (metavanadate) NH4VO3 Analytical Reagent Sigma 
Ampicillian (Austrapen) antibiotic - Injectable CSL 
Boric Acid H3BO3 Analytical Reagent Sigma 
Calcium Carbonate CaCO3 Analytical Reagent Sigma 
Calcium Chloride dihydrate CaCl2.2H2O Analytical Reagent Sigma 
Calcium Hydroxide Ca(OH)2 Analytical Reagent Sigma 
4-Cholorphenol C6H5ClO Analytical Reagent Sigma 
Cobalt Chloride hexahydrate CoCl2.6H2O Analytical Reagent Sigma 
Copper (II) chloride dihydrate  CuCl2.2H2O Analytical Reagent Sigma 
Cyanocobalamin (vitamin B12) C63H88CoN14O14P Analytical Reagent Sigma 
di-Potassium hydrogen phosphate K2HPO4.H2O Analytical Reagent Sigma 
di-Sodium EthyleneDiamineTetraAcetate Na2 EDTA (C10H14O8Na2,2H2O) Analytical Reagent Sigma 
2,4-D Amicide Lo Formulated Product - Commercial Product NuFarm 
2,4-D Technical Acid C8H6Cl2O3 Commercial Product NuFarm 
Diethanol Amine C4H11O2N  Commercial Product NuFarm 
Ethanol CH3CH2OH                                     Analytical Reagent Merck 
Hydrochloric Acid HCl Analytical Reagent BDH 
Iron (III) Chloride hexahydrate FeCl3.6H2O Analytical Reagent Sigma 
Lithium Chloride LiCl Analytical Reagent Sigma 
Magnesium Sulfate heptahydrate MgSO4.7H2O Analytical Reagent Sigma 
Manganese (III) Chloride tetrahydrate MnCl2.4H2O Analytical Reagent Sigma 
N-Glycylglycine C4H8N2O3 Analytical Reagent Sigma 
Nitric Acid HNO3 Analytical Reagent Merck 
Potassium Chloride KCl                                                  Analytical Reagent Sigma 
Potassium dihydrogen phosphate KH2PO4 Analytical Reagent Sigma 
Potassium Ferricyanide K3Fe(CN)6 Analytical Reagent Sigma 
Potassium Iodide KI Analytical Reagent Sigma 
Rubidium Chloride RbCl Analytical Reagent Sigma 
Selenium dioxide SeO2 Analytical Reagent Sigma 
Sodium Bromide NaBr Analytical Reagent Sigma 
Sodium Chloride NaCl Analytical Reagent Sigma 
Sodium Hydrogen Carbonate NaHCO3 Analytical Reagent Sigma 
Sodium Hydroxide NaOH Analytical Reagent BDH 
Sodium Molybdate dihydrate Na2MoO4.2H2O Analytical Reagent Sigma 
Sodium Nitrate NaNO3 Analytical Reagent Sigma 
Sodium Silicate 9 Hydrate (in NaOH) Na2SiO3.9H2O Analytical Reagent Sigma 
Strontium Chloride SrCl2.6H2O Analytical Reagent Sigma 
Thiamine (HCL) (vitamin B1, Aneurin 
hydrochloride) C12H18Cl2N4OS Analytical Reagent Sigma 
Trizma base [tris(hydroxymethyl) aminomethane] C4H11NO3 Analytical Reagent Sigma 
Zinc chloride ZnCl2 Analytical Reagent Sigma 
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Appendix 2. Raw Experimental Results  
Chapter 4- 2,4-D  
Chemical Concentration 
(mg/L) 
Mortality n pH(Start) pH(End) DO%(Start) DO%(End) 
Amicide 0 0 10 7.39 7.27 93.2 84.3 
Amicide 0 0 10 7.39 7.31 93.2 83.2 
Amicide 0 0 10 7.39 7.31 93.2 84.5 
Amicide 75 0 10 7.75 7.27 90.4 81 
Amicide 75 0 10 7.75 7.32 90.4 79.1 
Amicide 75 1 10 7.75 7.34 90.4 81 
Amicide 150 0 10 8 7.47 94.4 84 
Amicide 150 2 10 8 7.48 94.4 80.1 
Amicide 150 5 10 8 7.48 94.4 79.6 
Amicide 300 9 10 7.7 7.63 91.5 73 
Amicide 300 8 10 7.7 7.64 91.5 76.8 
Amicide 300 9 10 7.7 7.63 91.5 76.6 
Amicide 400 10 10 7.7 7.67 87.5 76.3 
Amicide 400 10 10 7.7 7.68 87.5 74.4 
Amicide 400 10 10 7.7 7.69 87.5 74.3 
Amicide 500 10 10 7.75 7.76 86.9 73.2 
Amicide 500 10 10 7.75 7.78 86.9 72.3 
Amicide 500 10 10 7.75 7.77 86.9 72.8 
Amicide 150 5 10 8 7.48 94.4 79.6 
Tech Acid 0 0 10 7.39 7.32 93.2 83.1 
Tech Acid 0 0 10 7.39 7.31 93.2 83.7 
Tech Acid 0 0 10 7.39 7.33 93.2 85.4 
Tech Acid 25 0 10 7.2 7.15 93.5 85.6 
Tech Acid 25 0 10 7.2 7.17 93.5 85.4 
Tech Acid 25 0 10 7.2 7.18 93.5 84.7 
Tech Acid 75 0 10 7.8 7.29 93.4 83.5 
Tech Acid 75 0 10 7.8 7.2 93.4 84.2 
Tech Acid 75 0 10 7.8 7.25 93.4 85.1 
Tech Acid 150 1 10 7.21 7.6 92.3 84.1 
Tech Acid 150 0 10 7.21 7.07 92.3 83.9 
Tech Acid 150 0 10 7.21 7.07 92.3 83.4 
Tech Acid 250 2 10 6.9 7.05 93.5 83.1 
Tech Acid 250 2 10 6.9 7.04 93.5 83.9 
Tech Acid 250 3 10 6.9 7 93.5 81.4 
Tech Acid 324.5 8 10 7.35 7 91.7 84.7 
Tech Acid 324.5 9 10 7.35 7 91.7 82.6 
Tech Acid 324.5 10 10 7.35 7.01 91.7 81.9 
DEA Salt 0 0 10 7.18 7.05 81.3 74.2 
DEA Salt 0 0 10 7.18 7.18 81.3 75.6 
DEA Salt 0 0 10 7.18 7.21 81.3 73.1 
DEA Salt 10 1 10 7.41 7.35 85 80.4 
DEA Salt 10 1 10 7.41 7.34 85 80.6 
DEA Salt 10 1 10 7.41 7.33 85 83.7 
DEA Salt 50 2 10 7.68 7.37 82.1 80.2 
DEA Salt 50 2 10 7.68 7.38 82.1 78.3 
DEA Salt 50 1 10 7.68 7.39 82.1 76.9 
DEA Salt 100 1 10 7.22 7.11 82.2 77.5 
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DEA Salt 100 3 10 7.22 7.14 82.2 77.9 
DEA Salt 100 2 10 7.22 7.39 82.2 75.3 
DEA Salt 200 10 10 7.49 7.23 86.6 77 
DEA Salt 200 8 10 7.49 7.24 86.6 78 
 
 
 
Chapter 5 – 4-CP Amicide 
Strain Experiment Concentration (mg/L) mortality n pH(Start) pH(End) DO%(Start) DO%(End) 
GV 2.1 0 1 10 7.54 6.99 89.70 88.10 
GV 2.1 0 0 10 7.54 7.00 89.70 87.40 
GV 2.1 0 0 10 7.54 7.04 89.70 88.60 
GV 2.1 1.25 0 10 7.00 7.05 88.40 82.30 
GV 2.1 1.25 1 10 7.00 7.05 88.40 86.50 
GV 2.1 1.25 0 10 7.00 7.08 88.40 87.00 
GV 2.1 2.5 2 10 7.16 7.10 88.80 86.70 
GV 2.1 2.5 0 10 7.16 7.12 88.80 86.80 
GV 2.1 2.5 1 10 7.16 7.13 88.80 86.80 
GV 2.1 3.3 2 10 7.29 7.13 90.50 89.50 
GV 2.1 3.3 1 10 7.29 7.12 90.50 89.00 
GV 2.1 3.3 0 10 7.29 7.14 90.50 88.40 
GV 2.1 4.1 2 10 7.39 7.17 90.30 88.10 
GV 2.1 4.1 4 10 7.39 7.18 90.30 89.00 
GV 2.1 4.1 5 10 7.39 7.17 90.30 87.50 
GV 2.1 5 6 10 7.00 7.19 89.00 88.00 
GV 2.1 5 7 10 7.00 7.18 89.00 88.40 
GV 2.1 5 8 10 7.00 7.17 89.00 89.00 
GV 2.1 10 10 10 7.07 7.19 90.60 87.30 
GV 2.1 10 10 10 7.07 7.19 90.60 88.80 
GV 2.1 10 10 10 7.07 7.20 90.60 88.00 
GV 2.2 0 0 10 7.17 6.98 92.00 83.30 
GV 2.2 0 0 10 7.17 7.05 92.00 83.20 
GV 2.2 0 0 10 7.17 7.12 92.00 82.80 
GV 2.2 1 0 10 7.29 7.12 96.40 81.70 
GV 2.2 1 0 10 7.29 7.21 96.40 82.10 
GV 2.2 1 0 10 7.29 7.22 96.40 81.70 
GV 2.2 2 2 10 7.33 7.28 94.60 81.40 
GV 2.2 2 1 10 7.33 7.30 94.60 81.70 
GV 2.2 2 0 10 7.33 7.30 94.60 82.80 
GV 2.2 4 1 10 7.44 7.35 93.40 83.30 
GV 2.2 4 3 10 7.44 7.34 93.40 84.60 
GV 2.2 4 4 10 7.44 7.36 93.40 84.30 
GV 2.2 8 9 10 7.45 7.35 94.80 84.40 
GV 2.2 8 9 10 7.45 7.37 94.80 84.80 
GV 2.2 8 9 10 7.45 7.37 94.80 84.70 
GV 2.2 12 10 10 7.53 7.38 95.20 85.20 
GV 2.2 12 10 10 7.53 7.39 95.20 84.60 
GV 2.2 12 10 10 7.53 7.41 95.20 83.90 
GV 2.3 0 2 10 7.50 7.44 94.60 81.40 
GV 2.3 0 1 10 7.50 7.39 94.60 84.40 
GV 2.3 0 0 10 7.50 7.41 94.60 80.00 
GV 2.3 1 1 10 7.48 7.58 96.60 80.60 
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GV 2.3 1 0 10 7.48 7.58 96.60 80.40 
GV 2.3 1 0 10 7.48 7.61 96.60 79.90 
GV 2.3 2 1 10 7.52 7.48 96.40 79.90 
GV 2.3 2 1 10 7.52 7.50 96.40 78.20 
GV 2.3 2 1 10 7.52 7.50 96.40 79.90 
GV 2.3 4 1 10 7.54 7.52 96.60 77.20 
GV 2.3 4 2 10 7.54 7.56 96.60 80.40 
GV 2.3 4 0 10 7.54 7.55 96.60 78.90 
GV 2.3 8 8 10 7.46 7.60 97.40 78.50 
GV 2.3 8 10 10 7.46 7.61 97.40 76.80 
GV 2.3 8 10 10 7.46 7.61 97.40 80.10 
GV 2.3 12 10 10 7.46 7.61 95.50 79.20 
GV 2.3 12 10 10 7.46 7.60 95.50 78.80 
GV 2.3 12 10 10 7.46 7.61 95.50 79.20 
GV 2.4 0 0 10 7.59 7.62 95.00 79.00 
GV 2.4 0 1 10 7.59 7.61 95.00 78.80 
GV 2.4 0 0 10 7.59 7.62 95.00 78.60 
GV 2.4 1 0 10 7.30 7.90 92.90 84.80 
GV 2.4 1 0 10 7.30 7.89 92.90 82.00 
GV 2.4 1 1 10 7.30 7.92 92.90 82.80 
GV 2.4 2.5 0 10 7.39 7.92 95.00 82.50 
GV 2.4 2.5 0 10 7.39 7.87 95.00 81.30 
GV 2.4 2.5 0 10 7.39 7.83 95.00 81.70 
GV 2.4 5 0 10 7.41 7.83 85.00 82.30 
GV 2.4 5 1 10 7.41 7.82 85.00 81.20 
GV 2.4 5 2 10 7.41 7.82 85.00 80.10 
GV 2.4 10 10 10 7.44 7.80 88.30 81.70 
GV 2.4 10 10 10 7.44 7.80 88.30 81.40 
GV 2.4 10 10 10 7.44 7.81 88.30 79.90 
GV 2.4 25 10 10 7.46 7.78 86.80 80.90 
GV 2.4 25 10 10 7.46 7.78 86.80 80.80 
GV 2.4 25 10 10 7.46 7.77 86.80 78.30 
GV 2.5 0 0 10 7.36 7.23 96.10 91.60 
GV 2.5 0 0 10 7.36 7.28 96.10 86.70 
GV 2.5 0 0 10 7.36 7.32 96.10 83.60 
GV 2.5 1 0 10 7.45 7.33 95.30 83.40 
GV 2.5 1 0 10 7.45 7.39 95.30 80.30 
GV 2.5 1 0 10 7.45 7.38 95.30 79.10 
GV 2.5 5 8 10 7.45 7.42 95.00 81.30 
GV 2.5 5 4 10 7.45 7.43 95.00 80.40 
GV 2.5 5 4 10 7.45 7.45 95.00 78.30 
GV 2.5 6.5 10 10 7.44 7.45 94.60 79.80 
GV 2.5 6.5 9 10 7.44 7.47 94.60 78.80 
GV 2.5 6.5 9 10 7.44 7.48 94.60 79.70 
GV 2.5 8.5 10 10 7.43 7.45 93.90 79.50 
GV 2.5 8.5 10 10 7.43 7.48 93.90 78.70 
GV 2.5 8.5 10 10 7.43 7.48 93.90 78.80 
GV 2.5 10 10 10 7.44 7.52 92.70 78.30 
GV 2.5 10 10 10 7.44 7.51 92.70 77.70 
GV 2.5 10 10 10 7.44 7.50 92.70 76.30 
GV 2.6 0 0 10 7.47 7.16 94.30 84.60 
GV 2.6 0 0 10 7.47 7.10 94.30 86.00 
GV 2.6 0 0 10 7.47 7.21 94.30 85.50 
GV 2.6 1 0 10 7.47 7.41 95.90 83.30 
 269
GV 2.6 1 0 10 7.47 7.48 95.90 82.40 
GV 2.6 1 0 10 7.47 7.46 95.90 82.60 
GV 2.6 2 1 10 7.46 7.47 94.20 81.70 
GV 2.6 2 1 10 7.46 7.50 94.20 82.10 
GV 2.6 2 0 10 7.46 7.47 94.20 82.50 
GV 2.6 3 1 10 7.44 7.50 91.30 82.30 
GV 2.6 3 0 10 7.44 7.49 91.30 80.70 
GV 2.6 3 1 10 7.44 7.47 91.30 80.50 
GV 2.6 4 3 10 7.43 7.47 91.50 80.30 
GV 2.6 4 3 10 7.43 7.46 91.50 80.00 
GV 2.6 4 4 10 7.43 7.46 91.50 79.50 
GV 2.6 5 8 10 7.42 7.49 89.90 80.40 
GV 2.6 5 8 10 7.42 7.47 89.90 79.90 
GV 2.6 5 8 10 7.42 7.45 89.90 79.10 
GV 2.6 6 10 10 7.42 7.43 89.20 77.90 
GV 2.6 6 8 10 7.42 7.40 89.20 77.70 
GV 2.6 6 8 10 7.42 7.39 89.20 78.50 
GV 2.6 7 9 10 7.41 7.41 88.70 79.10 
GV 2.6 7 8 10 7.41 7.40 88.70 77.10 
GV 2.6 7 10 10 7.41 7.39 88.70 77.90 
GV 2.6 8 9 10 7.41 7.41 87.90 77.50 
GV 2.6 8 9 10 7.41 7.39 87.90 77.00 
GV 2.6 8 10 10 7.41 7.38 87.90 76.40 
GV 2.6 9 9 10 7.40 7.40 86.80 76.80 
GV 2.6 9 10 10 7.40 7.40 86.80 76.60 
GV 2.6 9 10 10 7.40 7.39 86.80 76.40 
GV 2.6 10 10 10 7.39 7.38 86.20 77.00 
GV 2.6 10 10 10 7.39 7.37 86.20 77.80 
GV 2.6 10 10 10 7.39 7.37 86.20 76.10 
GV 2.7a 0 0 10 7.98 7.68 96.80 82.30 
GV 2.7a 0 0 10 7.98 7.68 96.80 83.30 
GV 2.7a 0 0 10 7.98 7.69 96.80 83.20 
GV 2.7a 2 0 10 7.93 7.69 90.70 83.10 
GV 2.7a 2 1 10 7.93 7.72 90.70 82.80 
GV 2.7a 2 3 10 7.93 7.74 90.70 82.90 
GV 2.7a 4 2 10 7.93 7.77 90.30 82.00 
GV 2.7a 4 2 10 7.93 7.76 90.30 82.30 
GV 2.7a 4 3 10 7.93 7.75 90.30 81.90 
GV 2.7a 6 6 10 7.90 7.76 89.90 81.40 
GV 2.7a 6 6 10 7.90 7.76 89.90 81.20 
GV 2.7a 6 5 10 7.90 7.75 89.90 81.70 
GV 2.7a 8 9 10 7.88 7.74 89.00 79.60 
GV 2.7a 8 8 10 7.88 7.74 89.00 79.90 
GV 2.7a 8 8 10 7.88 7.76 89.00 79.80 
GV 2.7a 12 10 10 7.84 7.74 88.30 79.90 
GV 2.7a 12 10 10 7.84 7.76 88.30 79.40 
GV 2.7a 12 10 10 7.84 7.77 88.30 78.70 
ARI 2.7b 0 0 10 7.98 7.58 96.80 88.60 
ARI 2.7b 0 0 10 7.98 7.59 96.80 87.20 
ARI 2.7b 0 0 10 7.98 7.58 96.80 84.20 
ARI 2.7b 2 1 10 7.93 7.79 90.70 80.50 
ARI 2.7b 2 1 10 7.93 7.78 90.70 79.10 
ARI 2.7b 2 2 10 7.93 7.79 90.70 79.70 
ARI 2.7b 4 4 10 7.93 7.92 90.30 79.40 
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ARI 2.7b 4 4 10 7.93 7.99 90.30 79.50 
ARI 2.7b 4 5 10 7.93 8.05 90.30 79.20 
ARI 2.7b 6 10 10 7.90 8.07 89.90 79.40 
ARI 2.7b 6 9 10 7.90 8.06 89.90 78.30 
ARI 2.7b 6 8 10 7.90 8.10 89.90 78.50 
ARI 2.7b 8 9 10 7.88 8.10 89.00 79.20 
ARI 2.7b 8 10 10 7.88 8.11 89.00 78.20 
ARI 2.7b 8 10 10 7.88 8.15 89.00 77.10 
ARI 2.7b 12 9 10 7.84 7.95 88.30 78.30 
ARI 2.7b 12 10 10 7.84 7.96 88.30 77.60 
ARI 2.7b 12 10 10 7.84 8.01 88.30 77.00 
ARI 2.8 0 0 10 7.64 7.99 90.90 85.60 
ARI 2.8 0 0 10 7.64 7.88 90.90 88.30 
ARI 2.8 0 0 10 7.64 7.96 90.90 87.90 
ARI 2.8 2 1 10 7.70 7.92 88.50 86.40 
ARI 2.8 2 1 10 7.70 7.91 88.50 83.90 
ARI 2.8 2 0 10 7.70 7.89 88.50 84.60 
ARI 2.8 4 6 10 7.65 7.87 93.70 79.20 
ARI 2.8 4 5 10 7.65 7.89 93.70 80.60 
ARI 2.8 4 6 10 7.65 7.88 93.70 79.60 
ARI 2.8 6 10 10 7.68 7.86 88.80 76.80 
ARI 2.8 6 10 10 7.68 7.85 88.80 75.90 
ARI 2.8 6 10 10 7.68 7.84 88.80 75.50 
ARI 2.8 8 10 10 7.62 7.83 82.90 74.50 
ARI 2.8 8 10 10 7.62 7.82 82.90 74.10 
ARI 2.8 8 10 10 7.62 7.80 82.90 69.90 
ARI 2.8 12 10 10 7.66 7.79 79.00 71.20 
ARI 2.8 12 10 10 7.66 7.79 79.00 69.70 
ARI 2.8 12 10 10 7.66 7.78 79.00 68.60 
ARI 2.8 14 10 10 7.64 7.77 73.00 66.30 
ARI 2.8 14 10 10 7.64 7.77 73.00 66.20 
ARI 2.8 14 10 10 7.64 7.76 73.00 64.80 
ARI 2.9 0 0 10 7.90 8.02 97.10 89.00 
ARI 2.9 0 0 10 7.90 8.02 97.10 88.40 
ARI 2.9 0 0 10 7.90 8.01 97.10 86.50 
ARI 2.9 2 0 10 7.94 8.00 97.10 87.00 
ARI 2.9 2 1 10 7.94 7.99 97.10 85.90 
ARI 2.9 2 0 10 7.94 7.99 97.10 84.80 
ARI 2.9 4 0 10 7.92 7.98 97.00 85.80 
ARI 2.9 4 2 10 7.92 7.97 97.00 84.30 
ARI 2.9 4 1 10 7.92 7.96 97.00 83.90 
ARI 2.9 6 1 10 7.90 7.95 95.40 83.70 
ARI 2.9 6 1 10 7.90 7.94 95.40 83.40 
ARI 2.9 6 1 10 7.90 7.92 95.40 82.40 
ARI 2.9 8 5 10 7.86 7.92 93.80 82.60 
ARI 2.9 8 5 10 7.86 7.91 93.80 82.40 
ARI 2.9 8 4 10 7.86 7.89 93.80 81.00 
ARI 2.9 12 9 10 7.87 7.86 92.60 80.60 
ARI 2.9 12 8 10 7.87 7.86 92.60 80.60 
ARI 2.9 12 9 10 7.87 7.86 92.60 78.80 
ARI 2.9 14 10 10 7.84 7.85 82.60 79.10 
ARI 2.9 14 10 10 7.84 7.84 82.60 78.50 
ARI 2.9 14 10 10 7.84 7.84 82.60 77.40 
ARI 2.10 0 0 10 7.99 7.28 96.30 86.30 
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ARI 2.10 0 0 10 7.99 7.27 96.30 87.30 
ARI 2.10 0 0 10 7.99 7.35 96.30 79.90 
ARI 2.10 3 2 10 7.86 7.30 97.00 84.60 
ARI 2.10 3 3 10 7.86 7.31 97.00 82.60 
ARI 2.10 3 0 10 7.86 7.32 97.00 81.60 
ARI 2.10 4 2 10 7.80 7.33 95.20 81.90 
ARI 2.10 4 3 10 7.80 7.34 95.20 81.70 
ARI 2.10 4 2 10 7.80 7.38 95.20 81.40 
ARI 2.10 5 8 10 7.76 7.36 94.10 82.60 
ARI 2.10 5 8 10 7.76 7.39 94.10 80.10 
ARI 2.10 5 7 10 7.76 7.39 94.10 81.50 
ARI 2.10 6 8 10 7.75 7.39 79.10 82.10 
ARI 2.10 6 9 10 7.75 7.40 79.10 80.30 
ARI 2.10 6 9 10 7.75 7.40 79.10 79.90 
ARI 2.10 7 9 10 7.70 7.41 80.30 81.00 
ARI 2.10 7 8 10 7.70 7.44 80.30 79.40 
ARI 2.10 7 8 10 7.70 7.43 80.30 78.80 
ARI 2.10 8 9 10 7.68 7.45 80.50 79.80 
ARI 2.10 8 10 10 7.68 7.46 80.50 79.70 
ARI 2.10 8 10 10 7.68 7.48 80.50 79.20 
ARI 2.10 9 9 10 7.67 7.48 80.30 81.30 
ARI 2.10 9 9 10 7.67 7.47 80.30 80.60 
ARI 2.10 9 10 10 7.67 7.48 80.30 80.30 
ARI 2.10 11 10 10 7.68 7.50 89.50 79.60 
ARI 2.10 11 10 10 7.68 7.49 89.50 78.20 
ARI 2.10 11 10 10 7.68 7.44 89.50 77.70 
ARI 2.10 14 10 10 7.66 7.51 88.90 77.70 
ARI 2.10 14 10 10 7.66 7.48 88.90 78.10 
ARI 2.10 14 10 10 7.66 7.49 88.90 74.60 
 
 
Chapter 6 – 4-CP Pulse 
Time Phase Concentration (mg/L) mortality n pH(Start) pH(End) DO%(Start) DO%(End) 
1 P 0 0 10 7.38 7.39 89.70 88.10 
1 P 0 0 10 7.38 7.41 97.10 88.40 
1 P 0 0 10 7.38 7.41 73.00 64.80 
1 P 5 0 10 7.45 7.45 88.30 77.60 
1 P 5 0 10 7.45 7.42 95.30 83.40 
1 P 5 0 10 7.45 7.46 85.00 80.10 
1 P 10 0 10 7.47 7.48 79.00 69.70 
1 P 10 0 10 7.47 7.47 79.10 82.10 
1 P 10 0 10 7.47 7.46 94.80 84.80 
1 P 15 2 10 7.48 7.47 95.20 81.90 
1 P 15 3 10 7.48 7.47 96.30 79.90 
1 P 15 1 10 7.48 7.50 96.60 80.60 
1 P 20 9 10 7.51 7.49 97.00 83.90 
1 P 20 10 10 7.51 7.52 80.30 78.80 
1 P 20 10 10 7.51 7.51 96.40 82.10 
1 P 25 10 10 7.51 7.52 89.90 79.40 
1 P 25 10 10 7.51 7.51 92.70 78.30 
1 P 25 10 10 7.51 7.51 89.20 77.90 
1 P 30 10 10 7.53 7.53 89.00 79.80 
1 P 30 10 10 7.53 7.54 96.10 86.70 
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1 P 30 10 10 7.53 7.53 96.40 78.20 
1 R 0 1 10 7.78 7.40 82.60 78.50 
1 R 0 2 10 7.78 7.45 73.00 66.30 
1 R 0 0 10 7.78 7.49 94.60 80.00 
1 R 5 2 10 7.78 7.52 86.80 80.90 
1 R 5 3 10 7.78 7.53 95.90 83.30 
1 R 5 2 10 7.78 7.55 96.60 79.90 
1 R 10 2 10 7.80 7.55 94.30 85.50 
1 R 10 1 10 7.80 7.56 88.70 77.90 
1 R 10 1 10 7.80 7.56 92.70 77.70 
1 R 15 2 10 7.80 7.56 89.90 78.30 
1 R 15 3 10 7.80 7.54 90.60 87.30 
1 R 15 1 10 7.80 7.55 93.90 78.70 
1 R 20 10 10 - - - - 
1 R 20 10 10 - - - - 
1 R 20 10 10 - - - - 
1 R 25 10 10 - - - - 
1 R 25 10 10 - - - - 
1 R 25 10 10 - - - - 
1 R 30 10 10 - - - - 
1 R 30 10 10 - - - - 
1 R 30 10 10 - - - - 
2 P 0 0 10 7.40 7.62 94.20 81.70 
2 P 0 0 10 7.40 7.61 96.40 79.90 
2 P 0 0 10 7.40 7.60 95.00 81.70 
2 P 4 0 10 7.42 7.59 88.80 75.50 
2 P 4 0 10 7.42 7.58 90.70 79.10 
2 P 4 0 10 7.42 7.58 97.10 86.50 
2 P 8 0 10 7.43 7.58 88.90 74.60 
2 P 8 1 10 7.43 7.56 90.50 88.40 
2 P 8 2 10 7.43 7.56 95.40 83.70 
2 P 12 1 10 7.44 7.56 96.80 87.20 
2 P 12 1 10 7.44 7.56 95.00 81.30 
2 P 12 1 10 7.44 7.54 96.80 83.30 
2 P 16 10 10 7.45 7.54 92.70 76.30 
2 P 16 10 10 7.45 7.54 89.00 89.00 
2 P 16 10 10 7.45 7.53 96.60 77.20 
2 P 20 10 10 7.46 7.53 88.70 79.10 
2 P 20 10 10 7.46 7.53 90.90 88.30 
2 P 20 10 10 7.46 7.51 87.90 76.40 
2 P 24 10 10 7.45 7.51 96.40 81.70 
2 P 24 10 10 7.45 7.53 94.60 78.80 
2 P 24 10 10 7.45 7.51 96.40 79.90 
2 R 0 0 10 7.44 7.15 97.00 85.80 
2 R 0 0 10 7.45 7.27 90.70 82.80 
2 R 0 0 10 7.45 7.26 95.20 83.90 
2 R 4 2 10 7.45 7.25 97.10 87.00 
2 R 4 1 10 7.46 7.31 89.00 79.90 
2 R 4 1 10 7.46 7.32 91.50 80.00 
2 R 8 3 10 7.46 7.32 96.10 83.60 
2 R 8 3 10 7.45 7.33 88.50 86.40 
2 R 8 3 10 7.45 7.33 87.90 77.00 
2 R 12 3 10 7.45 7.34 88.80 86.80 
2 R 12 2 10 7.45 7.34 82.60 79.10 
2 R 12 4 10 7.45 7.35 94.60 79.70 
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2 R 16 10 10 - - - - 
2 R 16 10 10 - - - - 
2 R 16 10 10 - - - - 
2 R 20 10 10 - - - - 
2 R 20 10 10 - - - - 
2 R 20 10 10 - - - - 
2 R 24 10 10 - - - - 
2 R 24 10 10 - - - - 
2 R 24 10 10 - - - - 
3 P 0 0 10 7.65 7.82 90.50 89.00 
3 P 0 0 10 7.65 7.87 82.60 77.40 
3 P 0 0 10 7.65 7.88 90.30 81.90 
3 P 3 0 10 7.77 7.81 93.40 84.30 
3 P 3 0 10 7.77 7.79 82.90 74.50 
3 P 3 0 10 7.77 8.78 92.90 82.80 
3 P 6 0 10 7.76 7.77 80.30 80.30 
3 P 6 0 10 7.76 7.76 88.70 77.10 
3 P 6 0 10 7.76 7.74 89.90 79.90 
3 P 9 2 10 7.74 7.73 94.60 81.40 
3 P 9 2 10 7.74 7.73 88.30 81.70 
3 P 9 0 10 7.74 7.73 95.90 82.60 
3 P 12 0 10 7.72 7.73 89.00 88.00 
3 P 12 0 10 7.72 7.70 96.30 86.30 
3 P 12 0 10 7.72 7.70 94.60 82.80 
3 P 15 2 10 7.72 7.70 90.30 79.50 
3 P 15 2 10 7.72 7.69 90.30 87.50 
3 P 15 1 10 7.72 7.69 88.40 87.00 
3 P 18 8 10 7.70 7.68 86.80 76.40 
3 P 18 10 10 7.70 7.68 90.70 79.70 
3 P 18 10 10 7.70 7.68 91.30 82.30 
3 R 0 1 10 7.80 7.81 90.90 85.60 
3 R 0 0 10 7.80 7.79 95.20 85.20 
3 R 0 0 10 7.80 7.81 88.90 77.70 
3 R 3 0 10 7.80 7.80 80.50 79.20 
3 R 3 0 10 7.80 7.80 95.50 79.20 
3 R 3 0 10 7.80 7.80 94.60 81.70 
3 R 6 2 10 7.80 7.80 93.90 78.80 
3 R 6 1 10 7.80 7.80 88.40 82.30 
3 R 6 1 10 7.80 7.78 97.00 81.60 
3 R 9 2 10 7.80 7.80 88.40 86.50 
3 R 9 2 10 7.80 7.80 95.30 79.10 
3 R 9 1 10 7.80 7.80 92.90 84.80 
3 R 12 0 10 7.80 7.80 91.50 79.50 
3 R 12 3 10 7.78 7.78 89.90 81.20 
3 R 12 1 10 7.78 7.78 85.00 81.20 
3 R 15 3 10 7.78 7.78 91.30 80.50 
3 R 15 2 10 7.80 7.77 95.40 82.40 
3 R 15 1 10 7.80 7.78 88.30 81.40 
3 R 18 8 10 7.80 7.78 90.30 82.00 
3 R 18 10 10 7.80 - 96.60 78.90 
3 R 18 10 10 7.80 - 88.50 84.60 
4 P 0 0 10 7.29 7.13 90.50 89.40 
4 P 0 0 10 7.29 7.12 90.50 89.00 
4 P 5 0 10 7.29 7.14 90.50 88.40 
4 P 5 0 10 7.39 7.17 90.30 88.10 
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4 P 10 10 10 7.39 7.18 90.30 89.00 
4 P 10 10 10 7.39 7.17 90.30 87.50 
4 P 25 10 10 7.00 7.19 89.00 88.00 
4 P 25 10 10 7.00 7.18 89.00 88.40 
4 P 50 10 10 7.00 7.17 89.00 89.00 
4 P 50 10 10 7.07 7.19 90.60 87.30 
4 R 0 1 10 7.07 7.19 90.60 88.80 
4 R 0 1 10 7.07 7.20 90.60 88.00 
4 R 5 3 10 7.17 6.98 92.00 83.30 
4 R 5 3 10 7.17 7.05 92.00 83.20 
4 R 10 10 10 7.17 7.12 92.00 82.80 
4 R 10 10 10 7.29 7.12 96.40 81.70 
4 R 25 10 10 7.29 7.21 96.40 82.10 
4 R 25 10 10 7.29 7.22 96.40 81.70 
4 R 50 10 10 7.33 7.28 94.60 81.40 
4 R 50 10 10 7.33 7.30 94.60 81.70 
4 P 0 0 10 7.45 7.41 92.40 90.1 
4 P 0 0 10 7.45 7.41 92.40 90.1 
4 P 0 0 10 7.45 7.41 92.40 90.1 
4 P 2 0 10 7.44 7.42 92.70 89.9 
4 P 2 0 10 7.44 7.42 92.70 89.9 
4 P 2 0 10 7.44 7.42 92.70 89.9 
4 P 4 3 10 7.44 7.43 93.40 91.7 
4 P 4 0 10 7.44 7.43 93.40 91.7 
4 P 4 0 10 7.44 7.43 93.40 91.7 
4 P 6 1 10 7.43 7.43 96.70 90.7 
4 P 6 2 10 7.43 7.43 96.70 90.7 
4 P 6 0 10 7.43 7.43 96.70 90.7 
4 P 8 1 10 7.43 7.42 91.80 91.5 
4 P 8 1 10 7.43 7.42 91.80 91.5 
4 P 8 1 10 7.43 7.42 91.80 91.5 
4 P 12 8 10 7.43 7.42 92.10 90.6 
4 P 12 8 10 7.43 7.42 92.10 90.6 
4 P 12 9 10 7.43 7.42 92.10 90.6 
4 R 0 2 10 7.45 7.69 92.40 84.60 
4 R 0 3 10 7.45 7.71 92.40 83.20 
4 R 0 1 10 7.45 7.69 92.40 82.30 
4 R 2 6 10 7.44 7.61 92.70 80.10 
4 R 2 6 10 7.44 7.64 92.70 81.70 
4 R 2 5 10 7.44 7.66 92.70 81.60 
4 R 4 7 10 7.44 7.60 93.40 82.70 
4 R 4 4 10 7.44 7.55 93.40 82.40 
4 R 4 4 10 7.44 7.56 93.40 83.80 
4 R 6 7 10 7.43 7.54 96.70 85.30 
4 R 6 8 10 7.43 7.53 96.70 84.60 
4 R 6 6 10 7.43 7.52 96.70 84.60 
4 R 8 7 10 7.43 7.51 91.80 80.60 
4 R 8 9 10 7.43 7.51 91.80 82.30 
4 R 8 7 10 7.43 7.49 91.80 81.70 
4 R 12 10 10 7.43 7.41 92.10 82.30 
4 R 12 10 10 7.43 7.48 92.10 81.40 
4 R 12 9 10 7.43 7.49 92.10 83.00 
4 P 0 0 10 8.01 7.97 89.90 83.40 
4 P 0 0 10 8.01 8.03 89.90 85.20 
4 P 0 0 10 8.01 8.07 89.90 86.30 
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4 P 2.5 1 10 7.96 7.97 92.30 88.20 
4 P 2.5 0 10 7.96 7.94 92.30 87.80 
4 P 2.5 0 10 7.96 7.92 92.30 87.80 
4 P 5 0 10 7.96 7.90 93.60 86.70 
4 P 5 0 10 7.96 7.89 93.60 88.80 
4 P 5 0 10 7.96 7.90 93.60 87.60 
4 P 7.5 0 10 7.90 7.85 91.60 86.40 
4 P 7.5 0 10 7.90 7.84 91.60 85.60 
4 P 7.5 0 10 7.90 7.82 91.60 86.50 
4 P 10 0 10 7.82 7.82 92.20 87.60 
4 P 10 0 10 7.82 7.81 92.20 88.80 
4 P 10 0 10 7.82 7.79 92.20 85.90 
4 P 12.5 1 10 7.80 7.80 90.80 85.50 
4 P 12.5 1 10 7.80 7.75 90.80 85.00 
4 P 12.5 1 10 7.80 7.77 90.80 86.10 
4 P 15 7 10 7.75 7.77 92.30 88.20 
4 P 15 8 10 7.75 7.78 92.30 88.30 
4 P 15 10 10 7.75 7.78 92.30 88.10 
4 R 0 0 10 7.64 7.60 97.10 89.00 
4 R 0 0 10 7.64 7.61 97.10 88.40 
4 R 0 0 10 7.64 7.60 97.10 86.50 
4 R 2.5 1 10 7.70 7.60 97.10 87.00 
4 R 2.5 0 10 7.70 7.61 97.10 85.90 
4 R 2.5 1 10 7.70 7.60 97.10 84.80 
4 R 5 0 10 7.65 7.62 97.00 85.80 
4 R 5 0 10 7.65 7.61 97.00 84.30 
4 R 5 0 10 7.65 7.62 97.00 83.90 
4 R 7.5 0 10 7.68 7.66 95.40 83.70 
4 R 7.5 1 10 7.68 7.65 95.40 83.40 
4 R 7.5 0 10 7.68 7.64 95.40 82.40 
4 R 10 1 10 7.62 7.68 93.80 82.60 
4 R 10 2 10 7.62 7.67 93.80 82.40 
4 R 10 3 10 7.62 7.67 93.80 81.00 
4 R 12.5 2 10 7.66 7.78 92.60 80.60 
4 R 12.5 4 10 7.66 7.75 92.60 80.60 
4 R 12.5 5 10 7.66 7.72 92.60 78.80 
4 R 15 7 10 7.64 7.75 82.60 79.10 
4 R 15 8 10 7.64 7.91 82.60 78.50 
4 R 15 10 10 7.64 7.91 82.60 78.50 
4 P 0 0 10 7.94 7.94 93.80 82.60 
4 P 0 0 10 7.94 7.94 93.80 82.40 
4 P 0 0 10 7.94 7.94 93.80 81.00 
4 P 3 0 10 7.91 7.91 92.60 80.60 
4 P 3 0 10 7.91 7.91 92.60 80.60 
4 P 3 0 10 7.91 7.91 92.60 78.80 
4 P 6 2 10 7.81 7.81 82.60 79.10 
4 P 6 2 10 7.81 7.81 82.60 78.50 
4 P 6 1 10 7.81 7.81 82.60 77.40 
4 P 9 8 10 7.78 7.78 96.30 86.30 
4 P 9 1 10 7.78 7.78 96.30 87.30 
4 P 9 3 10 7.78 7.78 96.30 79.90 
4 P 12 10 10 7.76 7.76 97.00 84.60 
4 P 12 7 10 7.76 7.76 97.00 82.60 
4 P 12 6 10 7.76 7.76 97.00 81.60 
4 P 15 10 10 7.72 7.72 95.20 81.90 
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4 P 15 10 10 7.72 7.72 95.20 81.70 
4 P 15 10 10 7.72 7.72 95.20 81.40 
4 P 18 10 10 7.70 7.70 94.10 82.60 
4 P 18 10 10 7.70 7.70 94.10 80.10 
4 P 18 10 10 7.70 7.70 94.10 81.50 
4 R 0 0 10 7.47 7.67 79.10 82.10 
4 R 0 0 10 7.47 7.69 79.10 80.30 
4 R 0 0 10 7.47 7.68 79.10 79.90 
4 R 3 3 10 7.47 7.64 80.30 81.00 
4 R 3 3 10 7.47 7.66 80.30 79.40 
4 R 3 0 10 7.47 7.64 80.30 78.80 
4 R 6 2 10 7.46 7.63 80.50 79.80 
4 R 6 2 10 7.46 7.64 80.50 79.70 
4 R 6 2 10 7.46 7.63 80.50 79.20 
4 R 9 8 10 7.44 7.63 80.30 81.30 
4 R 9 2 10 7.44 7.62 80.30 80.60 
4 R 9 3 10 7.44 7.61 80.30 80.30 
4 R 12 10 10 7.43 7.62 89.50 79.60 
4 R 12 7 10 7.43 7.63 89.50 78.20 
4 R 12 8 10 - - - - 
4 R 15 10 10 - - - - 
4 R 15 10 10 - - - - 
4 R 15 10 10 - - - - 
4 R 18 10 10 - - - - 
4 R 18 10 10 - - - - 
4 R 18 10 10 - - - - 
6 P 0 0 10 7.64 7.56 95.00 78.30 
6 P 0 0 10 7.64 7.53 95.30 80.30 
6 P 0 0 10 7.64 7.52 80.30 81.30 
6 P 3 0 10 7.21 7.51 95.20 84.60 
6 P 3 0 10 7.21 7.50 88.50 83.90 
6 P 3 1 10 7.21 7.46 79.10 80.30 
6 P 6 1 10 7.62 7.45 90.90 87.90 
6 P 6 0 10 7.62 7.44 95.50 79.20 
6 P 6 0 10 7.62 7.43 94.80 84.70 
6 P 9 1 10 7.27 7.40 89.90 81.40 
6 P 9 2 10 7.27 7.41 95.20 81.40 
6 P 9 2 10 7.27 7.41 97.40 80.10 
6 P 12 3 10 7.28 7.41 95.90 82.40 
6 P 12 0 10 7.28 7.41 79.00 68.60 
6 P 12 1 10 7.28 7.40 82.90 74.10 
6 P 15 6 10 7.31 7.43 91.30 80.70 
6 P 15 3 10 7.31 7.44 96.40 81.70 
6 P 15 7 10 7.31 7.43 96.60 80.40 
6 P 18 10 10 7.31 7.41 94.20 82.10 
6 P 18 10 10 7.31 7.42 94.30 84.60 
6 P 18 10 10 7.31 7.43 90.70 83.10 
6 R 0 2 10 7.44 7.40 88.80 86.80 
6 R 0 0 10 7.44 7.40 86.80 76.80 
6 R 0 0 10 7.44 7.40 87.90 77.50 
6 R 3 0 10 7.46 7.40 97.10 84.80 
6 R 3 0 10 7.46 7.40 93.70 79.20 
6 R 3 2 10 7.46 7.38 88.90 78.10 
6 R 6 2 10 7.45 7.36 97.10 89.00 
6 R 6 3 10 7.45 7.37 92.00 83.30 
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6 R 6 4 10 7.46 7.40 95.40 83.40 
6 R 9 5 10 7.46 7.39 88.80 76.80 
6 R 9 5 10 7.46 7.39 88.80 75.90 
6 R 9 6 10 7.45 7.40 96.60 80.40 
6 R 12 6 10 7.45 7.40 93.80 82.40 
6 R 12 7 10 7.45 7.40 88.30 79.40 
6 R 12 3 10 7.46 7.38 89.00 78.20 
6 R 15 7 10 7.42 7.40 89.90 79.10 
6 R 15 5 10 7.39 7.39 86.20 76.10 
6 R 15 7 10 7.39 7.41 90.30 89.00 
6 R 18 10 10 - - - - 
6 R 18 10 10 - - - - 
6 R 18 10 10 - - - - 
12 P 0 0 10 7.71 7.48 94.80 84.40 
12 P 0 0 10 7.71 7.61 94.30 86.00 
12 P 0 0 10 7.71 7.68 93.80 81.00 
12 P 3 1 10 7.65 7.70 92.60 78.80 
12 P 3 1 10 7.65 7.69 94.20 82.50 
12 P 3 0 10 7.65 7.71 90.50 89.34 
12 P 6 1 10 7.64 7.73 90.70 82.90 
12 P 6 2 10 7.64 7.73 88.30 79.90 
12 P 6 2 10 7.64 7.72 97.40 78.50 
12 P 9 1 10 7.67 7.75 96.80 88.60 
12 P 9 2 10 7.67 7.76 92.00 82.80 
12 P 9 1 10 7.67 7.75 88.30 77.00 
12 P 12 2 10 7.67 7.76 95.00 79.00 
12 P 12 1 10 7.67 7.74 92.00 83.20 
12 P 12 4 10 7.67 7.75 94.60 81.40 
12 P 15 4 10 7.68 7.77 89.00 77.10 
12 P 15 4 10 7.68 7.77 88.30 78.70 
12 P 15 6 10 7.68 7.78 94.60 79.80 
12 P 18 10 10 7.67 7.78 97.40 76.80 
12 P 18 10 10 7.67 7.78 79.00 71.20 
12 P 18 10 10 7.67 7.78 89.70 88.60 
12 R 0 0 10 7.65 7.55 96.80 82.30 
12 R 0 0 10 7.65 7.58 97.00 84.60 
12 R 0 0 10 7.65 7.59 89.00 88.40 
12 R 3 2 10 7.64 7.60 90.30 87.50 
12 R 3 3 10 7.64 7.60 96.60 80.60 
12 R 3 0 10 7.64 7.61 94.80 84.80 
12 R 6 4 10 7.67 7.61 82.60 78.50 
12 R 6 6 10 7.67 7.61 97.10 88.40 
12 R 6 5 10 7.67 7.62 95.30 83.40 
12 R 9 3 10 7.67 7.62 88.30 81.70 
12 R 9 6 10 7.67 7.61 85.00 81.20 
12 R 9 6 10 7.67 7.62 94.60 80.00 
12 R 12 5 10 7.68 7.61 93.90 78.70 
12 R 12 5 10 7.68 7.62 94.60 81.40 
12 R 12 8 10 7.68 7.63 88.70 77.90 
12 R 15 6 10 7.67 7.62 95.90 82.60 
12 R 15 8 10 7.67 7.62 88.30 81.40 
12 R 15 7 10 7.67 7.62 80.50 79.20 
12 R 18 10 10 - - - - 
12 R 18 10 10 - - - - 
12 R 18 10 10 - - - - 
 278
24 P 0 0 10 7.39 7.68 93.80 82.60 
24 P 0 0 10 7.39 7.61 89.00 79.20 
24 P 0 0 10 7.39 7.62 95.00 78.80 
24 P 2.5 0 10 7.41 7.58 86.20 77.00 
24 P 2.5 1 10 7.41 7.59 93.90 79.50 
24 P 2.5 0 10 7.41 7.56 89.90 81.70 
24 P 5 3 10 7.42 7.55 88.80 86.70 
24 P 5 3 10 7.42 7.53 89.20 78.50 
24 P 5 5 10 7.42 7.51 86.80 78.30 
24 P 7.5 7 10 7.43 7.51 82.90 69.90 
24 P 7.5 9 10 7.43 7.52 96.80 83.20 
24 P 7.5 8 10 7.43 7.52 73.00 66.20 
24 P 10 9 10 7.42 7.50 96.10 91.60 
24 P 10 8 10 7.42 7.49 89.00 79.60 
24 P 10 7 10 7.42 7.50 88.30 78.30 
24 P 12.5 10 10 7.44 7.50 88.30 79.90 
24 P 12.5 10 10 7.44 7.49 97.00 84.30 
24 P 12.5 10 10 7.44 7.50 86.20 77.80 
24 P 15 10 10 7.46 7.50 90.70 80.50 
24 P 15 10 10 7.46 7.50 94.10 80.10 
24 P 15 10 10 7.46 7.49 80.30 81.00 
24 R 0 0 10 7.45 7.14 93.70 80.60 
24 R 0 0 10 7.45 7.15 90.30 82.30 
24 R 0 0 10 7.46 7.14 97.10 85.90 
24 R 2.5 0 10 7.46 7.17 95.50 78.80 
24 R 2.5 1 10 7.46 7.18 94.10 82.60 
24 R 2.5 0 10 7.45 7.18 89.90 80.40 
24 R 5 9 10 7.45 7.19 85.00 82.30 
24 R 5 9 10 7.45 7.20 80.30 80.60 
24 R 5 9 10 7.46 7.21 89.50 79.60 
24 R 7.5 10 10 7.46 7.21 92.60 80.60 
24 R 7.5 10 10 7.46 7.22 95.00 82.50 
24 R 7.5 10 10 7.45 7.23 95.00 80.40 
24 R 10 10 10 7.45 7.24 90.30 79.20 
24 R 10 10 10 7.45 7.24 97.00 82.60 
24 R 10 10 10 7.45 7.24 80.30 79.40 
24 R 12.5 10 10 - - - - 
24 R 12.5 10 10 - - - - 
24 R 12.5 10 10 - - - - 
24 R 15 10 10 - - - - 
24 R 15 10 10 - - - - 
24 R 15 10 10 - - - - 
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Appendix 3. Examples of Programming code used for 
statistical analysis for SAS Version 9 and WinBugs Version 
1.4. 
 
SAS (Version 9.1) 
 
Basic Logit model fit in the Probit procedure: 
Title 'Logit regression for Experiment  in SAS using Proc Probit'; 
data exp1; 
input conc mort n; 
cards; 
0 0 10… 
<data omitted> 
100 10 10; 
proc probit data=exp1; 
model mort/n=conc / d=logistic covb inversecl lackfit hprob=0.05; 
run; 
 
Logit model fit in the Logistic procedure: 
Title 'Logit regression for exp1  in Proc Logistic'; 
data exp1; 
input conc mort n; 
cards; 
0 0 10… 
<data omitted> 
100 10 10; 
proc logistic data= exp1; 
model mort/n = conc / covb scale=p ; 
run; 
 
Logit model fit in the Genmod procedure: 
Title 'Logit regression for exp1 in Proc Genmod'; 
data exp1; 
input conc mort n; 
cards; 
0 0 10… 
<data omitted> 
100 10 10; 
proc genmod data=exp1; 
model mort/n = conc / dist=b link=logit type1 type3 scale=p; 
run; 
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WinBugs (Version 1.4) 
 
# Reduced Model 
model; 
{ mx<-mean(conc[]) 
for( i in 1 : N ) { 
    X[i]<-(conc[i]-mx) 
    mort[i] ~ dbin(p[i],n[i]) 
 logit(p[i]) <- a1 + (b1*X[i])  
   } 
#Priors 
     a1 ~ dnorm( 0.0,1.0E-6) 
 b1 ~ dnorm( 0.0,1.0E-6) 
#slopes 
 sb1<-step(b1)  
} 
INITS; 
list(a1=0, b1=0) 
list(a1=-1, b1=1) 
list(a1=1, b1=-1) 
DATA; 
list(conc=c(0,…), mort=c(0,…10), n=c(10,…), N=?) 
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# Full Model with random and fixed effects 
model; 
{ mx<-mean(conc[]) 
# nested indexing for random effect 
for(e in 1:10) {  ee[e]~dnorm(0, taue)  }  
for( i in 1 : N ) { 
    X[i]<-(conc[i]-mx) 
 r[i]~dnorm(0, taur) 
 mort[i] ~ dbin(p[i],n[i]) 
 logit(p[i]) <- a1+(b1*X[i])+(ee[exp[i]]*X[i])+r[i]+(a2*strain[i])+ b1*(strain[i]*X[i]))  
} 
#Priors 
a1 ~ dnorm( 0.0,1.0E-6) 
 b1 ~ dnorm( 0.0,1.0E-6) 
 a2 ~ dnorm( 0.0,1.0E-6) 
 b2 ~ dnorm( 0.0,1.0E-6) 
 sdr~dunif(0,100) 
 sde~dunif(0,100) 
 taur<-1/(sdr*sdr)  
 taue<-1/(sde*sde)  
#variance 
 varr<- sdr*sdr  
 vare<- sde*sde 
} 
 
INITS; 
List (a1…) 
 
DATA; 
list(conc=c(0,…), mort=c(0,…10), exp=c(1,…10),  n=c(10,…), N=?) 
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