This paper describes an improved boosting algorithm, the MutualBoost algorithm, and its application in developing a fast and robust Gabor feature based face recognition system. The algorithm uses mutual information to eliminate redundancy among Gabor features selected using the AdaBoost algorithm. Selected Gabor features are then subjected to Generalized Discriminant Analysis (GDA) for class separability enhancement before being used for face recognition. Compared with one of the top performers in the 2004 face verification competition, our method demonstrates clear advantages in classification accuracy, memory and computation. The method has been tested on the whole FERET database using the FERET evaluation protocol. Significant improvement in performance is observed. For example, existing Gabor based methods use a huge number of Gabor features, our method needs only hundreds of Gabor features to achieve very high classification accuracy. Due to substantially reduced feature dimension, memory and computation costs are reduced significantly -only 4 s are needed to recognize 200 face images.
Introduction
pioneered the application of Gabor filters for face recognition. They proposed the Dynamic Link Architecture (DLA), which recognizes faces by extracting Gabor jets at each node of a rectangular grid over the face image. Wiskott et al. (1997) extended DLA and proposed the Elastic Bunch Graph Matching (EBGM) algorithm. This again stores local facial features in a graph data structure. The EBGM algorithm was the top performer in the FERET evaluation contest. However, both DLA and EBGM require extensive amounts of computation (Wiskott et al., 1997) -30 s on a SPARC station 10-512. Gabor filters can also be used to extract features from the face image as a whole. For example, in (Liu and Wechsler, 2002 ) a face image is first convolved with 40 Gabor filters, the extracted high dimensional (160,000+) Gabor features are then subjected to linear discriminant analysis for dimension reduction. Similar work can be found in (Ayinde and Yang, 2002) . Shen and Bai (2004b) extended the Gabor feature space to the kernel space to achieve better classification performance than linear dimension reduction methods. Their method was one of the top two performers in the 2004 face verification competition (Messer et al., 2004) .
Despite robustness, Gabor filter based feature selection methods are normally computationally expensive due to high dimensional Gabor features. To reduce feature dimension, a sampling method is proposed in (Liu et al., 2004) to select 'optimal' positions on a face to extract Gabor features. The same set of Gabor filters, which might not be appropriate, is applied at different locations on the face. A genetic algorithm has also been used to select Gabor features for pixel classification (Campbell and Thomas, 1997) and vehicle detection (Sun et al., 2003) . This basically creates a population of random combinations of features, each of which is considered a possible solution to the feature selection problem. However, the computation cost of this method is very high. Recently, the AdaBoost algorithm has been successfully used to select Haar-like features for face detection (Viola and Jones, 2001 ) and for learning the most discriminative Gabor features for classification (Shen and Bai, 2004a) and recognition (Shen and Bai, 2005) . This allows Gabor filters of different frequencies and orientations to be applied at different locations of the image to extract features. The dimension of Gabor features could thus be substantially reduced.
Though AdaBoost might be more efficient than a genetic algorithm for Gabor feature selection, it is not ideal. Redundancy among AdaBoost selected features has been observed in (Li and Zhang, 2004) and (Aslam, 2000) . Li and Zhang (2004) proposed to use a search algorithm, FloatBoost, to eliminate such redundancy. However, FloatBoost's computational requirement is approximately five times greater than that of AdaBoost. When the number of features is large (160,000+), as is normally the case using Gabor features, FloatBoost training is unmanageable. Feature selection algorithms both effective and computationally efficient in eliminating non-effective classifiers are needed.
We propose in this paper a novel, effective, and efficient Gabor feature selection algorithm, namely, the MutualBoost algorithm. The mutual information between the candidate weak classifier and the selected weak classifiers is examined to avoid redundant classifiers. As a result, the classifiers carrying information already captured by the selected feature/classifiers will be excluded. It should be noted that there are several important differences between MutualBoost and the InfoBoost algorithm (Aslam, 2000) . While InfoBoost uses mutual information between the weak classifier and the class label for weight updating and weak classifier selection, our method uses mutual information between weak classifiers themselves as an additional selection criterion. This is because mutual information between the weak classifier and the class label is not enough to eliminate redundancy among weak classifiers themselves.
The MutualBoost algorithm has been used to develop a fast and robust face recognition method. A small subset of Gabor features capable of discriminating intra-person and inter-person spaces is first learned by MutualBoost, which is then subjected to Generalized Discriminant Analysis (GDA) for further discrimination enhancement. Experimental results show that 200 features are enough to achieve high recognition accuracy. Significant reduction in computation and memory cost has been achieved since the number of convolution operations has been reduced from 163,840 to 200 for 64 · 64 images. Compared with the methods using the whole set of Gabor features, GDA using the selected Gabor features achieves the same accuracy, at substantially faster speed. The method has been tested on the whole FERET database following the FERET evaluation protocol. Improved performance on all test data sets has been observed.
In the following sections, we will first describe (Section 2) how to use Gabor filters for feature extraction. We will then move on to introduce the MutualBoost algorithm (Section 3), before demonstrating an application of the algorithm in face recognition (Section 4). Comparisons of the algorithm with existing approaches can be found in Section 5.
Gabor feature extraction

2D Gabor filters
In the spatial domain, the 2D Gabor filter is a Gaussian kernel function modulated by a sinusoidal plane wave (Daugman, 1988; Kyrki et al., 2004) 
where f is the central frequency of the sinusoidal plane wave, h is the anti-clockwise rotation of the Gaussian and the plane wave, a is the sharpness of the Gaussian along the major axis parallel to the wave, and b is the sharpness of the Gaussian minor axis perpendicular to the wave. c ¼ are defined to keep the ratio between frequency and sharpness constant. Fig. 1 shows four Gabor filters with different parameters in both spatial and frequency domains.
Construction of Gabor features
Image features can be extracted by convolving the image I(x, y) with Gabor filters: O Pðf ;h;c;gÞ ðx; yÞ ¼ I Ã u Pðf ;h;c;gÞ ðx; yÞ ð 2Þ
Usually a number of Gabor filters of different scales and orientations are used. We have designed a filter bank with 5 scales and 8 orientations for feature extraction purposes:
The resultant Gabor feature set thus consists of the convolution results of an input image I(x, y) with all of the 40 Gabor filters: 
The number of Gabor filters to use is the first issue to deal with for feature extraction from images. This depends on the application, but usually 40 filters (5 scales and 8 orientations) are used for face recognition applications (Lades et al., 1993; Wiskott et al., 1997; Liu and Wechsler, 2002; Shen and Bai, 2004b) . Fig. 2 shows the convolution results of a face image with 40 Gabor filters. Thus an image of size 64 · 64 will give a feature vector of 64 · 64 · 5 · 8 = 163,840 dimensions.
The MutualBoost algorithm
For clarity and comparison we will first describe the AdaBoost algorithm. The basic idea behind AdaBoost is to build a strong classifier from a set of weak classifiers. At each round, the AdaBoost algorithm selects the weak classifier with the lowest weighted classification error, and adjusts the weights based on this error. Weight adjustment aims to alter the distribution of training samples such that the weak classifier selected at current round T is ''uncorrelated'' with the class label in the next round T + 1 (Freund and Schapire, 1999; Aslam, 2000) . However, the classifier selected at round T + 1 could be similar to the one selected in a previous round t, 0 < t < T. As a result, many classifiers selected by the AdaBoost algorithm might be similar, so are redundant (Li and Zhang, 2004) . A better solution should be to adjust the weights in such a way that all of the T selected weak classifiers are ''uncorrelated'' with the class label. However, such a T-dimensional optimization problem might be practically intractable, and the solution might not even exist (Kivinen and Warmuth, 1999) .
The proposed MutualBoost algorithm uses mutual information (MI) to eliminate non-effective weak classifiers. Before a weak classifier is selected, the MI between the new classifier and each of the selected ones is examined to make sure that the information carried by the new classifier has not been captured before. At stage T + 1 when T weak classifiers {h v(1) , h v(2) , . . . h v(T) } have been selected, the function for measuring the maximum MIR(h j ) between a candidate classifier h j and the selected classifiers can be defined as follows:
where MI(h j , h v(t) ) represents the mutual information between the two random variables h j and h v(t) . Each weak classifier h : R N ! {À1, 1} is considered as a random variable. The estimate of MI between two such random variables h 1 and h 2 demands information about the marginal distribution p(h 1 ), p(h 2 ) and the joint probability distribution p(h 1 , h 2 ), which could be approximated by histogram estimation. However, it is very difficult to determine the ideal number of bins for the histogram. Though a Gaussian distribution could be assumed, many of the features might not have this property. To reduce the computation of the feature selection process, we focus on random variables with binary values only, i.e. h 1 2 {À1, 1}, h 2 2 {À1, 1}. The probability distribution p(h 1 , h 2 ) could thus be stimated by simply dividing the number of possible cases by the total number of training samples. For example, the possible cases will be {(À1, À1), (À1, 1), (1, À1), (1, 1)} for the joint probability of two binary random variables.
To determine whether the new classifier is redundant or not R(h j ) is compared with a pre-defined threshold mutual information (TMI). If it is larger than the TMI, the information carried by the classifier has already been captured. Besides MI, the classification error of the weak classifier is also taken into consideration, and only those classifiers with insignificant errors are selected. The features thus selected will also be non-redundant. Details of the algorithm are listed in Fig. 3 .
Selecting Gabor features for face recognition
Since the MutualBoost algorithm addresses two-class problems, the multi-class face recognition problem is reformulated in the difference space (Phillips, 1999) , which models dissimilarities between two facial images.
The Gabor feature difference space
Two classes, dissimilarities between sample faces of the same person (intra-personal space) and dissimilarities between faces of the different people (extra-personal space) are defined. The two Gabor feature difference sets: CI (intra-personal difference) and CE (extra-personal difference) can be defined as
where I p and I q are the facial images from person p and q, respectively, and G(AE) is the Gabor feature extraction operation as defined in the previous section. While the first set CI shows the facial difference between the same individual, the second set CE gives the dissimilarities among facial images from different subjects. Each of the M samples in the difference space can now be described as
where N is the dimension of extracted Gabor features and g j = (jG(I p ) À G(I q )j) j . For a training set with L facial images for each of the K person, K L 2 samples could be generated for class CI while KL 2 À K L 2 samples are available for class CE.
Weak classifier learning
Once a set of training samples with class labels (intraperson, or extra-person) {(x 1 , y 1 ), . . . , (x M , y M )} is given, a large number of candidate weak classifiers h j need to be designed to produce a strong classifier. Given a sample x i ¼ ½g 1 g 2 Á Á Á g j Á Á Á g N in the Gabor feature difference space, each weak classifier is designed to be a simple threshold function using a single feature -if the difference is less than a threshold, the prediction is set as À1, otherwise it is set as 1.
Since we are only interested in selecting Gabor features in this application, the threshold k j is simply determined by the centre of the intra-personal sample mean and extra-personal sample mean,
where m and l is the number of extra-and intra-personal difference samples, respectively. The set of candidate weak classifiers is now represented by N random variables with binary values; the MI between a candidate classifier and the selected classifiers can easily be calculated and MutualBoost as described in Fig. 3 can be applied thereafter. The Gabor features thus selected carry important information required to predict whether the sample is an intrapersonal difference, or an extra-personal difference. Based on the fact that face recognition is actually to find a match with the least difference, the selected Gabor features can be used for face recognition.
GDA enhancement
The selected Gabor features can be enhanced using Principal Component Analysis (PCA) or Linear Discriminant Analysis (LDA) before being used for classification. Recently, kernel methods have been successfully applied to solve pattern recognition problems because of their capacity in handling nonlinear data. By mapping sample data to a higher dimensional feature space, effectively a nonlinear problem in the original image space is turned into a linear problem in the feature space (Scholkopf et al., 1999) . Principal Component Analysis (PCA) or Linear Discriminant Analysis (LDA) can be performed in the feature space resulting in Kernel Principal Component Analysis (KPCA) and Generalized Discriminant Analysis (GDA) (Baudat and Anouar, 2000) . As a generalization of LDA, GDA performs LDA on sample data in the high dimension feature space F via a nonlinear mapping /. However, it is very difficult to find such a mapping. To circumvent this problem and make the algorithm computable in the feature space F, the kernel method is adopted in GDA: the dot product of two samples in the feature space can be computed via a kernel function if the function satisfies the Mercer's condition (Scholkopf et al., 1999) . The most widely used kernel functions are the polynomial kernel k(x, y) = (x AE y) d and the RBF kernel k(x, y) = exp(Àkx À yk 2 /r). By integrating the kernel function into the withinclass variance S w and between-class variance S b of the samples in F, GDA can successfully determine the subspace to maximize the ratio between S b and S w . Experiments show that GDA is able to extract nonlinear features and thus provide better recognition rates than KPCA and the linear methods in applications such as face recognition (Shen and Bai, 2004b) . Therefore, we applied GDA to the selected Gabor features for face recognition. The GDA subspace is first constructed from the training image set and each image in the gallery is projected onto the subspace. The similarity between any two facial images can then be determined by the normalized correlation distance between them.
Experimental results
We first analyse the performance of our algorithm using a subset of FERET database, which is a standard testbed for face recognition technologies (Phillips et al., 2000) . 600 frontal face images corresponding to 200 subjects are extracted from the database for the experiments -each subject has three images of size 256 · 384 with 256 gray levels. The images were captured at different photo sessions so that they display different illumination and facial expressions. Two images of each subject are randomly chosen for training, and the remaining one is used for testing. Fig. 4 shows the sample images from the database. The first two rows are the example training images while the third row shows the example test images. The following procedures were applied to normalize the face images prior to the experiments:
• The centres of the eyes of each image are manually marked.
• Each image is rotated and scaled to align the centres of the eyes.
• Each face image is cropped to the size of 64 · 64 to extract facial region.
• Each cropped face image is normalized to zero mean and unit variance.
Selected Gabor features
The randomly selected 400 face images (two images each subject) are used to learn the most important Gabor feature for intra-personal and extra-personal face space discrimination. As a result, 200 intra-personal face difference samples and 1600 randomly generated extra-personal face difference samples are used for feature selection. We first applied AdaBoost on the training samples to select 200 Gabor features. To show redundancy among AdaBoost selected features (weak classifiers), the maximum MI R(h j ) for each selected feature is shown in Fig. 5a . It can be observed that some of the features are highly redundant, e.g. the MI of features with numbers 149, 177 and 180 is greater than 0.99. The redundancy among selected features increases with the number of features; it is this undesired redundancy that we aim to reduce. We have also shown the MI data for features selected using MutualBoost in Fig. 5b (with TMI = 0.1). Due to the introduction of TMI, all the selected features now show MI values of less than 0.1 and thus we can conclude that the features are non-redundant. Gabor features in different scales and orientations. As shown in this figure, features in low frequency bands are selected much more frequently than those in high frequency bands. On the other hand, the majority of the discriminative Gabor features have orientations around p/4, 3p/8, p/2 and 5p/8. The training images used in our experiments are all frontal view facial images, with depth rotation in the z-axis less than 10°. If the depth rotation rises to more than 30°, it will be very difficult to extract features invariant to such large pose variations. To cope with the significant local variance across large pose variations, it might be necessary to learn different features using images of varied pose.
Complexity of the algorithm
Due to the introduction of mutual information, MutualBoost requires longer training times than that required by AdaBoost. However, the only extra computation is a loop to calculate MI values for redundancy checking, see Fig. 3 for details. Table 1 shows the Average Number of Loops (ANL) required in each iteration and the corresponding TMI. This shows that the computation added by the introduction of MI is actually very low (ANL is normally less than 10). As a result, the training time required by the proposed algorithm is only about 0.1 times greater than that of AdaBoost. As seen from the table, the higher the value of TMI, the less ANL is required, i.e. the faster is the training speed. In fact, AdaBoost can be seen as a special case of MutualBoost when the value of TMI is set as 1. In this case, the features, or weak classifiers selected by the proposed algorithm will be the same as those chosen by AdaBoost.
Recognition performance on the subset of FERET database
We now apply the method to face recognition. In one experiment, 200 Gabor features selected by AdaBoost (AdaGabor) and MutualBoost (MutualGabor) with TMI = 0.1 are used for similarity comparison. The normalized correlation distance measure and the nearest neighbor classifier are used. Fig. 8a shows the recognition performance of AdaGabor and MutualGabor on the 200 test images, the highest accuracies achieved for both algorithms are 93% and 95%, respectively. Since the MI values for all of the first 60 features are quite small, MutualBoost starts by picking up much the same features as AdaBoost. However, once the number of features increases, AdaBoost starts to pick up highly redundant features. The improved recognition rate accuracy over AdaBoost justifies MutualBoost as the more effective in eliminating redundancy.
In the next series of experiments, we perform GDA on the selected Gabor features (MutualGabor-GDA) for face recognition. To show the robustness and efficiency of the proposed method, we also perform GDA on the whole Gabor feature set (Gabor-GDA) for comparison purposes. Downsampling is adopted to reduce feature dimension to a certain level, see (Shen and Bai, 2004b) for details. Note that the method Gabor-GDA developed by us is one of the top two performers in the recent face authentication competition (Messer et al., 2004) . Normalized correlation distance measure and the nearest neighbour classifier are used for both methods. The maximum dimensions of GDA subspace for MutualGabor-GDA and Gabor-GDA are 110 and 199, respectively. It can be observed from Fig. 8b that MutualGabor-GDA performs a little better than Gabor-GDA. 99.5% accuracy is achieved when the dimension of the GDA space is set as 70, while Gabor-GDA needs 80 to achieve 97% accuracy. The comparison shows that some important Gabor features may have been missing during the downsampling process. Many remaining features are, on the other hand, redundant. We also compare the computation and memory cost of Gabor-GDA and MutualGabor-GDA in Table 2 . This shows that MutualGabor-GDA requires significantly less computation and memory than Gabor-GDA, e.g. the number of convolutions to extract Gabor features is reduced from 16,3840 to 200. Although the Fast Fourier Transform (FFT) could be used here to replace the convolution process, the feature extraction process still takes about 1.5 s in our C implementation whilst the 200 convolutions takes less than 4 ms. For Gabor-GDA with downsample rate = 16, the feature dimension is reduced to 10,240, which is still 50 times of the number of dimension as for MutualGabor-GDA. As a result, MutualGabor-GDA is much faster in training and testing. While it takes Gabor-GDA 275 s to learn the GDA subspace using the 400 training images, it takes MutualGabor-GDA only about 6 s. MutualGabor-GDA also achieves substantial recognition efficiency -only 4 s are required to recognize the 200 test images. The computation time is recorded in Matlab 6.1, with a P4-1.8 GHz PC.
Recognition performance on the whole FERET database
We test the MutualGabor-GDA algorithm on the whole FERET database. According to the FERET evaluation protocol, a gallery of 1196 frontal face images and 4 different probe sets should be used for testing. The numbers of images in different probe sets are listed at Table 3 , with example images shown in Fig. 9 . Fb and Fc probe sets are used for assessing the effects of facial expression and illumination changes, respectively. Dup I and Dup II consist of images taken on different days from their gallery images, particularly, there is at least a one year gap between the acquisition of the probe image in Dup II and the corresponding gallery image. A training set consisting of 736 images is used to select the most informative Gabor features and construct the GDA subspace (Beveridge and Draper, 2003) . As a result, 592 intra-personal and 2000 extra-personal samples are produced to select 300 Gabor features using the sample generation algorithm and information theory. During the development phase, the training set is randomly divided into a gallery set with 372 images and a test set with 364 images to decide the RBF kernel and dimension of GDA for optimal performance. The same parameters are used throughout the testing process. Performance of the algorithm is shown in Table 4 , together with that of the main approaches used in FERET evaluation (Phillips et al., 2000) , and the approach that extracts Gabor features from local variable feature points (Kepenekci et al., 2002) . The results show that our method achieves the best result on all of the test sets, due to the robustness of selected Gabor features against variations in facial expression and illumination. Particularly, the performance of our method is significantly better than all other methods on Dup II. The Elastic Bunch Graph Matching (EBGM) method, which is based on elastic graph matching, is the runner up. However, EBGM requires intensive computation for both Gabor feature extraction and graph matching. Our method is much faster and much more efficient. Note that while EBGM locates the face automatically by graph matching, our method needs an additional eye location process.
Conclusion
A novel feature selection algorithm has been proposed in this paper. By introducing mutual information into AdaBoost, the proposed MutualBoost algorithm can reduce redundancy among selected features. The algorithm has also been successfully applied to selecting Gabor features for face recognition. Experimental results show that MutualBoost selected features are less redundant and can achieve higher recognition accuracy than those by AdaBoost. Based on this algorithm, a fast and robust method for face recognition has also been developed. Gabor features characterising intra-personal and extra-personal face difference spaces are first learned by MutualBoost, which are then subjected to Generalized Discriminant Analysis for dimension reduction. The normalized correlation distance measure and the nearest neighbour classifier are used in our system. Comparison with one of the top face recognition systems shows that, our algorithm achieved substantial speed and memory efficiency without any loss of accuracy -the MutualGabor-GDA algorithm achieved 99.5% recognition accuracy on the 600 FERET database images using only 70 features. Only 4 s are required to recognize 200 face images. The method has also been tested on the full FERET database and the results show that our algorithm achieves better performance on all test data sets than the top performing method in the FERET evaluation -the Elastic Graph Matching algorithm. Particularly, our method gives significantly better performance on the most difficult test set Dup II. 
