Abstract-Although fuzzy support vector machine introduces the fuzzy membership degree in maximizing the margin and improves performance of classifier, it has not fully considered the position of training samples in the margin. In this paper, a double margin (rough margin) based fuzzy support vector machine (RFSVM) algorithm is presented by introducing rough set into fuzzy support vector machine. Firstly, we compute the degree of fuzzy membership of each training sample. Secondly, the data with fuzzy memberships are trained to obtain the decision hyperplane that maximizing rough margin method which contains the lower margin and the upper margin. In this algorithm, points in the lower margin have major penalty than those in the boundary in the rough margin. Finally, experiments on several benchmark datasets show that the RFSVM algorithm is very effective and feasible relative to the existing support vector machines.
I. INTRODUCTION
Support vector machine is firstly proposed by Vapnik et al for binary-class classification problem in 1995 [1] [2] [3] . It has superior performance than traditional learning algorithms and has drawn the concern of many scholars in recent years. Support vector machine is based on Statistical Learning Theory (SLT) on (VC) dimension [4] deciding a confidence interval term and structural risk minimization (SRM) principle minimizing the upper bound of the generalization error. Support vector machine introduces a kernel tick to deal with non-separable problem. It maps points in the input space into a higherdimensional feature space such that the binary-class classification problem are indeed linearly separable or linearly approximately separable through a nonlinear map, and then finds an optimal separating hyperplane that maximizes the margin between two classes in the highdimensional feature space. However, there are still have two questions needed to be further study which are how to effectively expand the binary-class classification problem to multiclass classification problem and how to overcome sensitivity or overfitting due to noises and outliers in optimal hyperplane.
About the first problem, many scholars expand binaryclass classification to multiclass classification problem, wherein one-against-one (1-a-1) and one-against-all (1-ar) are common methods which transform multiclass classification problem into binary-class classification problem. Hsu and Lin studied a comparison of methods for multiclass support vector machines such as oneagainst-all, one-against-one, directed acyclic graph SVM (DAGSVM) [5] . To deal with unclassifiable region, Inoue and Abe proposed fuzzy support vector machine for multiclass problem [6] . This method uses fuzzy membership to resolve unclassifiable regions. In Ref. [7] , the authors proposed a new fuzzy membership function in the nonlinear fuzzy support vector machine. Moreover, Yan and He propose a new method-multiclass fuzzy support vector machine of dismissing margin (DFSVM) based on class-center [8] .
To the second problem, many scholars put forward a lot of variant SVM. In traditional support vector machine, each input point is fully assigned to one of two classes wherein some noises and outliers are ignored in training set. Therefore, it results in overfitting problem to some extent. In fact, only few input points can decide the hyperplane. In more and more real-world applications, the effects of the training points, especially noises and outliers, are different. Aimed at these problems, Lin and Wang introduced fuzzy set theory into support vector machine to overcome the sensitivity of noises and outliers to optimal hyperplane, called fuzzy support vector machine (FSVM) [9] . Fuzzy support vector machine associates a fuzzy membership with each input point such that different examples make different contributions to the learning of optimal surface. Other scholars combined FSVM with genetic algorithms (GA) [10] to improve the generalization performance of SVM. However, these need a prior knowledge of the distribution of training set. Wu and Law proposed fuzzy support vector regression machine with Gaussian noises on triangular fuzzy number space to forecast fuzzy nonlinear system [11] .
The rough set theory [12] is a powerful preprocessing tool to find out knowledge from an amount of uncertain and incomplete data and is applied to the support vector machines to reduce the features of data to process and eliminate redundancy. At the same time, it also improves performance of the classical support vector machines. To deal with the overfitting problem of the traditional support vector machine, Zhang and Wang proposed a rough margin based support vector machine [13] . In this paper, we propose a double margin based fuzzy support vector machine by combination of rough theory and fuzzy support vector machine, namely a double margin (rough margin) based on fuzzy support vector machine (RFSVM). The proposed method not only inherits the characteristic of the FSVM method, but also considers the effects of decision hyperplane depending on the position of training samples in the rough margin. So presented method further reduce overfitting due to noises or outliers.
This paper is organized as follows. In section 2, a brief review of support vector machine is described. In Section 3, we describe the proposed RFSVM in detail which contain both binary classification and multiple classification RFSVM. In the following section, we evaluate our method on benchmark data sets and compare it with the existing support vector machine. Some conclusions are given in the final section.
II. SUPPORT VECTOR MACHINES ALGORITHM
In this section, we briefly describe the support vector machines in binary classification problems.
Given a dataset of labeled training points (x 1 , y 1 ), (x 2 , y 2 ),…, (x l , y l ), where ( , )
Supposed training data are linearly separable. That is to say, there is some hyperplane which correctly separates the positive examples and negative examples. The point x lying on the hyperplane satisfies <w, x>+b = 0, where w is normal to the hyperplane. In this case, support vector machine algorithm finds the optimal separating hyperplane with the maximal margin. When the training data are linearly non-separable or approximately separable, it is needed to introduce the trade-off parameter. When the training data is not linearly separable, support vector machine learning algorithm introduces kernel strategy that maps the input data to a higher-dimension feature space z by using a nonlinearly mapping function ( ) x ϕ and then the data in feature space z is indeed linearly or approximately separable. All training data satisfy the following decision function 1,
All training points satisfy the following inequalities:
In fact, it can be written as 
To solve optimal problem, we introduce Lagrange multiplier to transform the primal problem (3) into its dual problem that becomes the following quadratic programming (QP) problem: 
Thus, constructing optimal hyperplane is equivalent to solve the following optimization problem: 
The corresponding dual problem is as following:
To overcome the difficulty of the value of chosen parameter C, an alternative classifier model, called ν-SVM was proposed and developed [14] [15] [16] . In this model, C is replaced by a more meaningful parameter (0, 1) ν ∈ , which is the lower and upper bound on the number of training points that are support vectors and that lies on the wrong side of the hyperplane, respectively.
The primal optimization problem of this algorithm becomes 2 , , , 1
where variables , , ,
The dual problem of this primal optimal problem can be solved by the following quadratic optimization problem:
In many practices, training points are not fully assigned to one class of two classes, so Lin and Wang proposed fuzzy support vector machine (FSVM) [8] . Given labeled each training point associate with a fuzzy membership, namely (x 1 ,y 1 ,s 1 ),(x 2 ,y 2 ,s 2 ),…,(x l ,y l ,s l ), where ( 
where C is a constant. Finding the optimal hyperplane can be solved by constructing a Lagrange function and transformed the primal problem into the following dual problem: . (13) To deal with overfitting problem due to noises or outliers in support vector machine, Zhang and Wang proposed a rough margin based support vector machine (RMSVM) [13] . In this paper, they considered the training points with different effects on the learning of the separating hyperplane depending on their positions in the rough margin. It searches the optimal separating hyperplane that maximizes the rough margin which contains the lower and upper margin. The primal optimization problem of RMSVM can be defined as 
The point x i with the corresponding to 0 The design of fuzzy membership function is the key to the fuzzy algorithm using fuzzy technology. In this paper, we use class center method to generate fuzzy membership. 
B. Multiple Classification Case
In this section, we extend binary-class classification of rough margin to multi-class classification and implement it on one-against-all and one-against-one methods in detail.
The one-against-all method constructs p RFSVM, where p is the number of classes. The ith RFSVM is trained with all training point in the ith class with positive class, and all other training points are considered as negative class; at the same time, we computed fuzzy membership of each training point and the position of the rough margin of training set. p -RFSVM algorithm obtains linear decision function 
Ⅳ. EXPERIMENTAL RESULTS AND ANALYSIS
We conduct some experiments on benchmark datasets to test performance of RFSVM algorithm and compare it with other related approaches which include rough margin based support vector machine (RMSVM), ν-SVM, fuzzy support vector machine (FSVM) and Standard SVM. Experiments are conducted on 16 different data sets from UCI [17] , Statlog [18] and TKH96a [19] . Details about these data sets are given in Table I . In selected data sets, the number of features has a large range. In experiments, we use randomly selected techniques to evaluate the performance of an algorithm. In random selecting approach, dataset is divided into two parts: training and testing set.
For each dataset of all experiments, the experiments are repeated ten times using randomly selected training and testing sets (70% of the examples for training and 30% for testing) from each dataset. At the same time, we compute the predicted accuracy of each testing set every time. The parameter C is fixed on 100 and 10. For each dataset, the best parameter value ν is used for training. In most cases, the selected optimal parameter ν of ν-SVM was between 0.3 and 0.6. For RFSVM, the ν value is also within the range of 0.3-0.6 and δ is within 3.0-15. In our experiments, RFSVM and RMSVM use exactly the same parameter values on each dataset. In the experiments, we use Gaussian kernel,
The experimental results are shown in Table II and Fig.  1 . The average classification accuracies of each algorithm are presented in Table II . The best result in each dataset using different algorithm is shown in boldface. It is seen by Table II that RFSVM outperforms the other support vector machine learning algorithm in most cases. In addition, RFSVM usually improves the classification results of the fuzzy support vector machine. In some cases, the improvement is very large such as Fourclass, German and Heart. Especially Australian, Diabetes, Fourclass, German, and Liver-disorders have smaller standard deviation.
The experimental results in Table II demonstrate that in most cases RFSVM beats ν-SVM. Similarly, RFSVM usually outperforms RMSVM and standard SVM. These conclusions are further validated by Fig. 1 . This means that for given dataset, introducing the rough margin and fuzzy membership is a good choice. The classification accuracies of RFSVM, RMSVM, ν-SVM, FSVM-100 (C=100), SVM-100(C=100), FSVM-10(C=10) and SVM-10(C=10) on each dataset with 10 times are shown in Fig. 2 , where the digit 1-7 in the xaxis represents different classifiers respectively and the yaxis presents the classification accuracy of repeated 10 times. To test whether the new proposed algorithm is superior to current algorithm, two-pairs t-test is performed among RMSVM and other algorithms which contain RMSVM, ν-SVM, FSVM-100, SVM-100, FSVM-10, and SVM-10. Results are presented in Table III . It was shown that for all datasets the differences between the results obtained by two compared classifiers were statistically significant (significance p < 0.05). From the point of view of statistics, win means that RFSVM algorithm is significantly better than any other algorithm; when tie appear, it shows that there is no obvious difference between two algorithms; but when significance is loss, the performance of RFSVM algorithm is inferior other binary classification support vector machine algorithm. Besides above experiments with binary classification, we also perform some experiments on multi-class datasets. RFSVM is also compared with multiclass fuzzy support vector machine (FSVM) and multiclass support vector machine (SVM) on one-against-all method and one-against-one method. We set C=100 in default. For each algorithm, we estimate the generalized accuracy using same kernel function, kernel parameters γ and cost parameters C in multiclass FSVM and multiclass SVM. Experimental results are shown in the Table IV. It can be seen that the accuracy obtained by RFSVM is same or even better compared with FSVM and SVM aimed at both the one-against-one method and one-against-all method.
Similarly, we give the average accuracy and standard deviation as shown In Fig. 3 and Fig. 4 . The x-axis represents the classifiers, namely RFSVM, FSVM and SVM. The y-axis represents the average accuracy and standard deviation of ten times on random selecting method. Multi-class RFSVM improves the generalization ability compared with multi-class support vector machine and fuzzy support vector machine, although it has larger standard deviation than the others. 
Ⅴ. CONCLUSIONS
The support vector machine is a powerful tool for classification. However, the final decision function obtained by the support vector machine depends on few extreme value points, which makes the support vector machine sensitive to outliers or noises in the training set. In this paper, following the rough theory, we propose a double margin (rough margin) based fuzzy support vector machine that combines the notion of rough set with the fuzzy support vector machine to deal with the outlier sensitivity problem of fuzzy support vector machine, and then we design a classifier building method based on fuzzy support vector machine. The key idea of building the classifier is to find suitable fuzzy membership function and controlled parameter. This combination allows us adaptively consider more data information in the construction of the optimal hyperplane. The double margin (rough margin) based fuzzy support vector machine depends on the number of training set and the position of training data in rough margin. In this RFSVM, it consists of three regions: positive region, negative region and boundary region. It makes the original crisp margin become rough margin, the lower margin and the upper margin. The user can control the parameter ν and δ . One advantage of this method is that the classifier RFSVM is effective and robust with respect to misclassification and it considers the position of rough margin in fuzzy support vector machine. The experimental results on 16 datasets demonstrate that the generalization performance of RFSVM is better than the other SVM classifiers.
