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Stanford University‡
Consider a contraction operator T over a Polish space X with
a fixed point x⋆. Assume that one can approximate the operator
T by a random operator Tˆn using n ∈ N independent and identi-
cally distributed samples of a random variable. Consider the sequence
(Xˆnk )k∈N, which is generated by Xˆ
n
k+1 = Tˆ
n(Xˆnk ) and is a random se-
quence. In this paper, we prove that under certain conditions on the
random operator, (i) the distribution of Xˆnk converges to a unit mass
over x⋆ as k and n goes to infinity, and (ii) the probability that Xˆnk
is far from x⋆ as k goes to infinity can be made arbitrarily small
by an appropriate choice of n. We also find a lower bound on the
probability that Xˆnk is far from x
⋆ as k → ∞. We apply the result
to study probabilistic convergence of certain randomized value and
Q-value iteration algorithms for discounted and average cost Markov
decision processes.
1. Introduction. Let (X , ρ) be a complete separable metric (Polish)
space with metric ρ. Let T : X → X be a contraction operator over this
space, that is, there exists an α ∈ [0, 1) such that for any x, y ∈ X , we have
ρ(T (x), T (y)) ≤ αρ(x, y).
According to the Banach contraction mapping theorem, for any starting
point x1 ∈ X , the sequence generated by xk+1 = T (xk), k ∈ N converges to
the unique fixed point x⋆ of T . Many recursive algorithms in optimization,
such as value and policy iteration algorithm, gradient descent algorithms,
primal-dual algorithms etc., can be viewed in this manner. In some cases,
evaluating T (x) may be computationally challenging, particularly when it
involves computing expectations of certain functions of random variables.
For such cases, numerous approximation algorithms have been suggested,
in which we use a sample average approximation for approximating the ex-
pectation in the operator T . This makes each iteration of the algorithm
an application of an independent random operator Tˆ instead of T at ev-
ery instance of the algorithm. Intuitively speaking, such iterated random
operators leads to a random sequence that drifts towards the fixed point
1
imsart-aap ver. 2014/10/16 file: main-randop18aap_v5.tex date: February 13, 2019
2x⋆ of T . The goal of this paper is to develop a framework of probabilis-
tic contraction analysis methods for analyzing the convergence behavior of
such iterated random operators. We introduce notions of probabilistic fixed
points of random operators and provide sufficient conditions under which
iterated random operators converge to such probabilistic fixed points.
A motivation for development of the said technique is to devise a concep-
tual framework for analyzing stochastic recursive algorithms in various ma-
chine and reinforcement learning problems. Stochastic recursive algorithms
are being developed rapidly for such problems. Formal convergence analysis
lags numerical evaluation, since convergence of the (random) sequence is
typically proved via custom-tailored arguments based on either martingale,
stochastic approximation, or other dynamical properties of the underlying
stochastic process. It can be argued that the pace of innovation would be
even quicker if there was a common framework within which convergence
analysis of various algorithms could be performed quickly. Indeed, such a
goal has been expressed recently for deterministic optimization algorithms
[23, 2].
Indeed, Diaconis and Freedman in their seminal paper [8] set out such
a framework for analysis of iterated random operators that arise in various
stochastic recursive algorithms. They analyzed the Markov chain generated
by iterated random operators using a “backward iteration” argument, and
proved geometric convergence to an invariant distribution of the resulting
Markov chain. While the rate of convergence could be inferred, it is not
helpful when one is interested in sample complexity bounds for stochastic
algorithms and determine how far the Markov chain is from the fixed point
of the deterministic contraction operator.
This paper aims to develop a new convergence analysis framework for iter-
ated random operators within which a large variety of stochastic/randomized
recursive algorithms can be analyzed, which also yields non-asymptotic rates
of convergence. This new class of techniques can be viewed as ‘probabilistic’
counterparts of the contraction arguments that are typically used for conver-
gence analysis of deterministic iterative algorithms. The key in the analysis
is construction of a stochastically dominating Markov chain which makes
the proof argument not too difficult to operationalize. Let us illustrate some
application problems through three examples.
Example 1: Consider the infinite horizon discounted cost dynamic program-
ming problem in which sk ∈ S is system state, ak ∈ A is control ac-
tion, c(s, a) is the one stage cost, γ ∈ (0, 1) is a discount factor, and
xk+1 = g(sk, ak, zk) gives transition dynamics, where zk ∈ Z is the exoge-
nous noise variable. Let π(a|s) denotes a stationary policy, and let Π denote
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3the set of all such stationary policies. The goal of the decision maker is to
minimize the total discounted cost by solving the following minimization
problem:
V ∗(s) = inf
π∈Π
E
[ ∞∑
k=0
γkc(Sk, Ak)|s0 = s,Ak ∼ π(·|Sk)
]
.
The optimal value function V ∗ is a fixed point of a contractive operator T ,
which is defined as
[T (V )](s) = inf
a∈A
{
c(s, a) + γE [V (g(s, a, Z))]
}
.
The operator T is called the Bellman operator. It is not difficult to show that
T is a contraction operator over the normed vector space V := {V : S → R}
endowed with the sup norm. The computation of the optimal value function
V ∗ is the limit of
Vk+1(s) = [TVk](s) = inf
a∈A
{c(s, a) + γE [Vk(g(s, a, Z))]},
This is often approximated using empirical Bellman operator, defined as
Vˆk+1(s) = [Tˆ
n(Vˆk)](s) = inf
a∈A
{
c(s, a) + γ
1
n
n∑
i=1
Vˆk(g(s, a, Zi))
}
,
where {Zi}ni=1 are independent samples of the noise variable. At every iter-
ation k, we draw {Zi}ni=1 independently from the past samples. Note that
Tˆ n is a random operator now, and in fact, E
[
[Tˆ n(V )](s)
]
6= [T (V )](s).
The sequence Vˆ0, Vˆ1, . . . yields a Markov chain sequence. It is natural to
ask what can we say about how far Vˆ nk is to V
∗ as k → ∞ for a given n,
and also as n→∞.
Based on the example above, we observe some important properties of
the empirical operator Tˆ . First, for every v ∈ V and ǫ > 0, the empirical
operator satisfies a probabilistic contraction property :
PCP1 : lim
n→∞P
{
‖Tˆ n(v)− T (v)‖ > ǫ
}
= 0.(1)
In addition to this, it is not difficult to prove that for fixed noise samples
that generates the empirical operator Tˆ n, it is a contraction operator over
the space V with contraction coefficient γ.
We now consider relative value iteration for average cost case MDP.
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4Example 2. Consider the same setting as above, but instead of the discounted
cost MDP, we will consider the average cost scenario. The decision maker
aims at minimizing the average cost:
V ∗(s) = inf
π∈Π
lim
K→∞
E
[
1
K + 1
K∑
k=0
c(Sk, Ak)|s0 = s,Ak ∼ π(·|Sk)
]
.
Under some conditions on the MDP’s state transition function (called unichain
condition), one can show that V ∗ exists. In this case, the optimality condi-
tion is given a tuple (V ∗, g∗), where V ∗ is the optimal value function and g∗
is a real number called optimal gain. The Bellman operator T satisfies the
following property:
V ∗(s) + g∗ = [T (V ∗)](s) = inf
a∈A
{
c(s, a) + E [V ∗(g(s, a, Z))]
}
.
Under the unichain condition, one can show that T is a contraction operator
over a quotient space with span seminorm (the details are provided later in
Subsection 4.5). Here, the span seminorm is defined as
span(V ) = max
s∈S
V (s)−min
s∈S
V (s).
The computation of the optimal value function V ∗ is the limit of the follow-
ing iterative process, which is known as relative value iteration
Vk+1(s) = [T (Vk)](s) = inf
a∈A
{c(s, a) + E [Vk(g(s, a, Z))]} − inf
s∈S
Vk(s).
In this case, if the expectation operator is difficult to evaluate, then the
empirical relative value iteration is defined as
Vˆk+1(s) = [Tˆ
n(Vˆk)](s) = inf
a∈A
{
c(s, a) +
1
n
n∑
i=1
Vˆk(g(s, a, Zi))
}
− inf
s∈S
Vˆk(s),
where again, {Zi}ni=1 is a sequence of independent and identically distributed
samples of the noise variable. These noise samples are generated from scratch
at every iteration k.
Once again, we see that Tˆ n is a random operator now. As we see in
Subsection 4.5, we show using our technique that Vˆ nk as k, n→∞ converges
to V ∗.
The empirical operator Tˆ n in the example above also satisfy the property
stated in (1), where the norm is replaced with span seminorm. However, as
we show in Subsection 4.5, the operator Tˆ n fails to be a contraction map.
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5In fact, we show that if αˆn denotes the Lipschitz coefficient of Tˆ n, then it
satisfies a probabilistic contraction property,
PCP2 : lim
n→∞P {αˆ
n > 1− δ} = 0 for all δ > 0.(2)
As we see in one of the main results proved in this paper, the two prop-
erties, mentioned in (1) and the above expression, are crucial in bounding
the probability of empirical Markov chain being far from the optimal value
function as iterations go to infinity. We next consider another example of
stochastic gradient descent, where this framework is applicable.
Example 3: Consider minx∈Rn E [f(x,W )]1, where W is a random variable
uniformly distributed in the interval [0, 1] and f is convex and differentiable2
in x. We can use the gradient descent method as follows:
xk+1 = xk − βE [∇xf(x,W )]
∣∣∣
x=xk
=: T (xk),
where T : Rn → Rn is the gradient descent map and β > 0 is the step
size or “learning rate”. Evaluating E [∇xf(xk,W )] for every k ∈ N may be
computationally challenging, so we can use i.i.d. samples Wk,1, . . . ,Wk,n to
approximate the map T with Tˆ nk as follows:
(3) Xˆnk+1 = Xˆ
n
k −
β
n
n∑
i=1
∇xf(Xˆnk ,Wk,i) =: Tˆ nk (Xˆnk ),
where the samples used to generate the random operators Tˆ nk and Tˆ
n
l for
l 6= k are independent. Further, we note here that for any x ∈ Rn, we have
E
[
Tˆ nk (x)
]
= T (x) for every k ∈ N. Define x⋆ := argminx∈Rn E [f(x,W )].
We would like to know how close the sequence (Xˆnk )k∈N thus generated is
to x⋆. More importantly, we want to obtain an upper bound on the limit of
P
{
ρ(Xˆnk , x
⋆) ≥ ǫ
}
for ǫ > 0 as k →∞ and n→∞.
Let us now formulate the problems precisely. Let (Ω,F ,P) be a standard
probability space. Define Tˆ nk over this probability space such that (a) for
each n ∈ N, the operators Tˆ nk (x) and Tˆ nk′(x) are independent of each other
for k 6= k′ for all x ∈ X , and (b) for every x ∈ X and k ∈ N, ρ
(
Tˆ nk (x), T (x)
)
is small in some sense (which will be introduced in Section 2). We will inves-
tigate the convergence properties of the (random) sequence Xˆnk+1 = Tˆ
n
k (Xˆ
n
k ).
1We assume a minimum exists.
2Since f is convex and differentiable in x, we have ∇xE [f(x,W )] = E [∇xf(x,W )] for
every x ∈ Rn. The proof of this equality follows from monotone convergence theorem.
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6The two questions we address in this paper are:
(i) For a fixed n, one can view the sequence (Xˆnk )k∈N as an X -valued Markov
chain. Does this Markov chain admit an invariant distribution? If it does,
say πn, then does the sequence of invariant distributions (πn)n∈N converge
to a limit as n goes to ∞? Moreover, under what conditions do we have
limn→∞ πn = δx⋆ , where δ(·) is the Dirac measure.
(ii) For a fixed n, what is an upper bound on lim supk→∞ P
{
ρ
(
Xˆnk , x
⋆
)
≥ ǫ
}
,
where ǫ > 0?
Related Work. Many machine learning algorithms use stochastic gra-
dient descent methods to converge to an optimal solution [22] (or an ap-
proximately optimal solution). For instance, while training neural networks
or in logistic regression with large amounts of data, batch gradient de-
scent, stochastic variance reduced gradient descent methods [7, 11], etc.
have been used that also feature iterated random maps with varying val-
ues of n. Stochastic gradient descent based methods can also be viewed
within the framework of iterated random operators, as we have discussed
above. Reinforcement learning algorithms can also be viewed within the
above framework of iterated random maps, as we have shown in the case
of empirical value iteration above. The issue of convergence of the sequence
generated through iterated random operators has been previously studied in
[14, 25, 26, 3] using stochastic approximation techniques [16, 4]. The conver-
gence analysis of iterated operators within these domains is done either via
custom arguments that exploit the problem structure (like convexity, strong
convexity, etc.), or use certain well-known convergence theorems, some of
which we review below.
For deterministic optimization and control algorithms, the convergence
analysis may be largely classified into three categories: (i) Identifying each
iteration as a monotone operator (with certain contraction-like properties)
[23, 19, 2] with fixed point theory as the bedrock principle. (ii) Viewing
each iteration as an evolution equation of a dynamical system, with Lya-
punov Stability Theory [15] as the bedrock principle. (iii) In many cases,
a more direct/alternative methods, e.g., based on exploiting linearity (in-
cluding frequency domain methods) that do not fall into either of the above
categories.
For stochastic optimization, control, and machine learning algorithms, the
convergence analysis of the random sequence generated by the algorithms
typically use the following techniques. (i) Supermartingale convergence the-
orem [3, 18] type arguments proves that the random sequence converges to
random variable almost surely. While this yields a powerful convergence re-
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7sult for general stochastic processes, it fails to inform us about the properties
(distribution, mean, etc.) of the limiting random variable. (ii) If the random
sequence is a Markov process, then Foster-Lyapunov techniques [5, 17, 9]
can be used to ascertain the existence of an invariant distribution of the
limiting random variable. Unfortunately, such techniques are much more
difficult to use (than in the deterministic setting) since one needs to devise
an appropriate Lyapunov function for the theory to work. (iii) Stochastic
approximation scheme is a popular method to design algorithms for various
problems mentioned above. Unfortunately, the requirement on the summa-
bility properties of the step sizes used (thay they converge fast enough to
zero asymptotically but not too fast) [16, 4] often leads to algorithms that
are rather slow in practice. In practice, constant stepsizes are used (which
don’t satisfy the summability properties) and don’t guarantee convergence
but perform much better. (iv) Random dynamical systems [1] also studies it-
erated random maps and the orbit (the random sequence) generated by such
maps. The goal of this literature is to characterize how the sequence would
behave, and understand dynamical properties (bifurcation, limit points, in-
variant distribution) of the resulting sequence. This theory also falls short
of determining the distance between the sequence and the fixed point of the
operator.
Besides the above techniques, the analysis of random sequence generated
by iterated random operators have been looked at from a different point of
view in [8]. In this paper, the authors study a similar problem as we study:
when does iterated random operators, where the random operator at each
iteration is independent of the past operators, converges. As we state above,
such iterated random operators leads to a Markov chain, and the authors
characterize conditions under which the Markov chain admits an invariant
distribution. They show that if the Lipschitz coefficient of the random op-
erators satisfy certain average contraction property, then the distribution of
the Markov chain converges geometrically to the invariant distribution of
the iterated random operators. While the result itself is very elegant and
useful, it does not yield any insight about how far the tail of the random
sequence is with respect to the fixed point of the map T .
In [12], the authors devised a convergence analysis technique for empirical
dynamic programming algorithm within the context of finite state finite ac-
tion MDPs. They cast the algorithm within the iterated random operators
framework. Under the assumption that the random sequence is bounded
almost surely by a constant (and some other assumptions), they carry out
the convergence analysis via a novel stochastic dominance technique. This
paper is partly inspired by this work, and extends the convergence guar-
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8antee in [12] to more general spaces with operators satisfying more general
properties.
To sum up, the emphasis here is to devise probabilistic contraction analy-
sis method for iterated random operators and to quantify the probability of
a random sequence being far from the fixed point of the original contraction
operator. In this process, we also devise sufficient conditions under which for
a fixed n, the random sequence Xˆnk has an invariant distribution as k →∞,
and the invariant distributions itself converges to the unit mass over the
fixed point as the number of samples n→∞.
1.1. Outline of the Paper. In Section 2, we state the two main results
of this paper: Theorem 1 delineates the conditions under which the conver-
gence of πn to δx⋆ in weak topology is established. It’s proof is provided
in Section 3. We apply this result on empirical dynamic programming for
Markov decision problem with discounted cost case, and show that the se-
quence generated by empirical Bellman operators converge in probability to
the optimal value function.
In Section 2, Theorem 2 bounds lim supk→∞ P
{
ρ
(
Xˆnk , x
⋆
)
≥ ǫ
}
for ǫ > 0.
To prove the result in Section 4, we use the theory of stochastic dominance
[24] to derive a lower bound on the probability of error being larger than ǫ
in the limit k →∞. We apply the result to empirical dynamic programming
for Markov decision problem with average cost case to arrive at the rate of
convergence of the iterates to the optimal value function. In Section 5, we
study the convergence analysis of empirical Q-value iteration. Finally, we
present some concluding thoughts in Section 6.
2. Main Results. In this section, we state the two main results of this
paper. Recall that since (Tˆ nk )k∈N is a sequence of random maps, it generates
a random sequence Xˆnk+1 = Tˆ
n
k (Xˆ
n
k ), which may not converge in the limit,
and thus, may not have a fixed point. However, as we show below, under
sufficient restrictions on the random maps, the sequence will drift towards
the fixed point x⋆ of T . To build the intuition for the result, we first discuss
some notions of probabilistic fixed points, as proposed in [12].
2.1. Probabilistic Fixed Points: Definitions. Following two notions of prob-
abilistic fixed points for iterated random maps were proposed in [12].
Definition 1. We say that a point x¯ ∈ X is strong probabilistic fixed
point of {Tˆ nk }k∈N if for every ǫ > 0 and k ∈ N, we get
lim
n→∞P
{
ρ(Tˆ nk (x¯), x¯) > ǫ
}
= 0.
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9Definition 2. We say that a point x¯ ∈ X is weak probabilistic fixed
point of {Tˆ nk }k∈N if for any initial point x0 ∈ X and for every ǫ > 0, the
sequence Xˆnk satisfies
lim
n→∞ limk→∞
P
{
ρ(Xˆnk , x¯) > ǫ
}
= 0.
2.2. Existence of Invariant Measures. In the following result, we identify
sufficient conditions on the random maps so that the distribution of the
Markov chain (Xˆnk )k∈N converges to an invariant distribution π
n as k →∞.
Moreover, we show that the sequence of invariant measures is tight, and
as a consequence, converges to the δx⋆ in the weak topology. The key to
proving this result is the assumption that Tˆ nk is a continuous map, which
implies that the Markov chain (Xˆnk )k∈N is a Feller chain, and then we can
use Foster-Lyapunov theorem based arguments to establish the existence of
invariant measures.
Below, we outline the assumptions on the random operators.
Assumption 1. The following holds:
(i) X is a locally compact separable Polish space. The map T : X → X is
a contraction operator with contraction coefficient α ∈ (0, 1) and fixed
point x⋆ ∈ X .
(ii) For every n ∈ N, Tˆ nk : X → X is continuous.
(iii) There exist functions g : X → [0,∞), V : X → [0,∞) and a constant
c, both possibly dependent on x⋆, such that we have — (a) for every
k ∈ N, {x ∈ X : V (x) ≤ k} is compact; and (b) for every n ≥ 1, we
have
E
[
g
(
Tˆ nk (x)
)] ≤ g(x) − V (x) + c.(4)
(iv) For every ǫ > 0 and compact set K ⊂ X , there exists M ∈ N, possibly
dependent on ǫ and K, such that for all n ≥M
sup
x∈K
E
[
ρ
(
Tˆ nk (x), T (x)
)]
< ǫ.
Remark 1. In Assumption 1(iii)(b) above, we only need the statement
to hold for n sufficiently large.
Using the assumptions above, we now prove the existence of stationary
distributions πn and that the sequence of stationary distributions (πn)n∈N
converges weakly to δx⋆ , the Dirac measure over x
⋆.
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Theorem 1. Let µnk ∈ ℘(X ) denote the probability measure of the (X -
valued) random variable Xˆnk , where Xˆ
n
k+1 = Tˆ
n
k (Xˆ
n
k ). If Assumption 1 holds,
then
1. There exists a measure πn ∈ ℘(X ) such that µnk converges weakly to
πn as k →∞.
2. πn converges weakly to δx⋆ as n→∞. Thus,
lim
n→∞ limk→∞
πnk
w
= δx⋆ ,
where
w
= denotes the equality in the weak topology.
3. The fixed point of T is the strong and weak probabilistic fixed point of
the random operators {Tˆ nk , N ∈ N, k ∈ N}.
While the above theorem establishes the convergence properties of the
distribution of the iterates, it does not provide any useful insight about the
rate of convergence, that is, a bound on πn(ρ(Xˆn∞, x⋆) ≥ ǫ). To derive such
bounds, we need to place some assumptions on the operators Tˆ nk that are
not very restrictive as compared to the Assumption 1 above.
2.3. Existence of Probabilistic Fixed Point. One of the challenge with
obtaining πn(ρ(Xˆn∞, x⋆) ≥ ǫ) is that the Markov chain Xˆnk sits in a Polish
space, and thus, having such an estimate appears difficult using the Markov
chain theory. Instead, we use stochastic dominance based argument to derive
such a bound. In this process, we show that the weak probabilistic fixed point
of (Tˆ nk )n,k coincides with the fixed point of T . First, we need to place the
following conditions on the random operators.
Assumption 2. The following holds:
(i) T : X → X is a contraction operator with contraction coefficient α < 1.
Let x⋆ denote the fixed point of T .
(ii) For any k ∈ N, x ∈ X and ǫ > 0,
lim
n→∞P
{
ρ
(
Tˆ nk (x), T (x)
)
≥ ǫ
}
= 0.
(iii) Let αˆnk denote the contraction coefficient of Tˆ
n
k . Then, for any k ∈ N
and δ ∈ (0, 1 − α),
lim
n→∞P {αˆ
n
k ≥ 1− δ} = 0.
(iv) There exists w¯ > 0 such that ρ(Tˆ nk (x
⋆), T (x⋆)) ≤ w¯ almost surely.
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Theorem 2. If Assumption 2 holds, then x⋆ is the strong and weak
probabilistic fixed point of {Tˆ nk , N ∈ N, k ∈ N}.
Further, fix κ > 0 and pick ǫ ∈ (0, κ2 ], δ ∈ (0, 1 − α) such that ⌈2δ ⌉ ≤ κǫ .
Pick pnǫ,δ satisfying
pnǫ,δ ≤ P
{
αˆnk ≤ 1− δ, ρ
(
Tˆ nk (x
⋆), T (x⋆)
)
≤ ǫ
}
.
Then, for n sufficiently large,
lim sup
k→∞
P
{
ρ
(
Xˆnk , x
⋆
)
> κ
}
≤ 1− (p
n
ǫ,δ)
w(
pnǫ,δ
)w ,
where w =
⌈
w¯
ǫ
⌉
.
In order to prove the above theorem, we show that error Enk = ρ(Xˆ
n
k , x
⋆)
is stochastically dominated by a Markov chain constructed over the space of
natural numbers. Note here that although (Xˆnk )k∈N is a Markov chain, the
error process {Enk }k∈N need not be a Markov chain. For n sufficiently high,
the Markov chain we construct has an invariant distribution. The invariant
distribution allows us to compute an upper bound on the probability of
asymptotic error being greater than ǫ. Through this approach, we can also
compute the rate of convergence as n→∞, provided pnǫ,δ can be computed.
We note here that while proving that x⋆ is a weak probabilistic fixed point
requires substantial effort, the fact that it is a strong probabilistic fixed point
follows immediately from Assumption 2 (ii). Indeed, for any ǫ > 0, we have
lim
n→∞P
{
ρ
(
Tˆ nk (x
⋆), T (x⋆)
)
≥ ǫ
}
= lim
n→∞P
{
ρ
(
Tˆ nk (x
⋆), x⋆
)
≥ ǫ
}
= 0.
3. Existence of an Invariant Measure. In this section, we prove
Theorem 1, i.e., under Assumption 1, the Markov chain Xˆnk admits a sta-
tionary distribution πn as k →∞, which in turn converges to δx⋆ as n→∞.
Due to the assumptions, the Markov chain (Xˆnk ) is a weak Feller chain with
some stability property leading to the existence of an invariant measure as
k → ∞. Then, we exploit Assumption 1(iv) to show that the limit of (πn)
is tight, and that every convergent subsequence of (πn) in weak* topology
converges to δx⋆ . This proves Theorem 1. Our first result is as follows.
Lemma 3. If Assumption 1 Parts (i) and (ii) hold, then for any n ∈ N,
the Markov chain (Xˆnk )k∈N is a weak Feller chain.
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Proof. By Assumption 1(ii), Tˆ nk : X → X is continuous for every n ∈ N.
For any continuous and bounded function f : X → R and n ∈ N, the map
x 7→ E
[
f(Tˆ nk (x))
]
is continuous by dominated convergence theorem. Since
X is a locally compact separable Banach space by Assumption 1(i), the
result follows (see [17, Section 6.1.1, p. 125] for the definition of weak Feller
chain).
Let µnk denote the distribution of Xˆ
n
k , where Xˆ
n
1 is picked according to
some known distribution µn1 .
Lemma 4. If Assumption 1(i)-(iii) holds, then for any n ∈ N, there
exists a measure πn ∈ ℘(X ) such that µnk converges weakly to πn as k →∞.
Furthermore, ∫
X
V (x)πn(dx) ≤ c.(5)
Proof. From Assumption 1(iii) (see (4)), for all n ≥ 1, we have
E
[
g(Tˆ nk (x))
]
≤ g(x) − V (x) + c.
Pick C = {x ∈ X : V (x) ≤ 1 + c}, which is a compact set by Assumption
1(iii). Then, we have −V (x)+ c ≤ −1+ (1+ c)1{C}(x) for all x ∈ X (we use
the fact that V (x) ≥ 0), which further implies
E
[
g(Tˆ nk (x))
]
− g(x) ≤ −1 + (1 + c)1{C}(x) for all x ∈ X .
The proof of existence of an invariant measure πn follows immediately from
Theorem 12.3.4 in [17, p. 299]. Equation (5) is a direct consequence of As-
sumption 1(iii) and [10, Corollary 4, p. 202].
We now prove that πn converges weakly to δx⋆ . We first prove that (π
n)n≥1
is a tight set of measures. Pick ǫ > 0, n ≥ 1, and l > 0 such that c/l < ǫ.
By Lemma 4 and Markov inequality, we have
πn
(
{x : V (x) > l}
)
= πn(V (Xˆn∞) > l) ≤
∫
X V (x)π
n(dx)
l
< ǫ.
Since {x : V (x) ≤ l} is a compact set by Assumption 1(iii), (πn)n≥1 is
tight, and therefore, admits a convergent subsequence (πni)i∈N by Prohorov’s
theorem. Let π∞ be the limiting measure of (πni)i∈N. We next show that
π∞ = δx⋆ . Let LCb(X ) be the space of functions f : X → R that are
Lipschitz continuous and bounded. To establish π∞ = δx⋆ , we need the
following claim:
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Lemma 5. If Assumption 1 holds, then for every f ∈ LCb(X ),∫
f(T (x))π∞(dx) =
∫
f(x)π∞(dx).(6)
Consequently, π∞ = δx⋆.
Proof. See Appendix A.
Our next goal is to show that x⋆ is the strong and weak probabilistic
fixed point of the random maps. First, let ǫ > 0, κ > 0 and define compact
set K = {x⋆}. Due to Assumption 1 (iv), there exists M ∈ N, possibly
dependent on ǫ, κ and K, such that for all n ≥M
E
[
ρ
(
Tˆ nk (x
⋆), T (x⋆)
)]
= E
[
ρ
(
Tˆ nk (x
⋆), x⋆
)]
< ǫκ.
Using Markov’s inequality, we obtain for n ≥M ,
P
{
ρ(Tˆ nk (x
⋆), x⋆) > ǫ
}
≤
E
[
ρ
(
Tˆ nk (x
⋆), x⋆
)]
ǫ
<
ǫκ
ǫ
= κ.
Since κ can be made arbitrarily small, we conclude that x⋆ is the strong
probabilistic fixed point of {Tˆ nk }k∈N. The fact that x⋆ is a weak probabilistic
fixed point of {Tˆ nk }n,k∈N follows immediately from Lemma 5.
The proof of Theorem 1 is thus complete.
3.1. Application to Empirical Value Iteration: Discounted Cost Case. We
consider here empirical value iteration for a discounted Markov decision
problem. We show that the iterates of empirical Bellman operator converge
in probability as n→∞. The precise problem is formulated below.
Let us consider an infinite-horizon finite Markov decision problem in which
the state and action of the decision maker at time t is denoted by st and
at. The state and action spaces are denoted by S and A, respectively, and
we assume it is finite. We use wt to denote the noise and without loss of
generality, assume wt to be uniformly distributed in the unit interval [0, 1].
The state transition equation is
St+1 = f(St, At,Wt), t ∈ N,
where we assume f : S × A × [0, 1] → S to be a measurable function. The
cost to the decision maker at time t is c(St, At). Given a stationary strategy
γ : S → A, the decision maker’s infinite-horizon discounted cost is given by
J(γ) = lim
t→∞ E
[
t∑
k=1
αkc(Sk, Ak)
∣∣∣∣∣Ak = γ(Sk)
]
.
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We assume that the decision maker minimizes this discounted cost by choos-
ing a strategy γ⋆.
Lemma 6. Consider an discounted cost MDP described above. Then,
there exists a value function v⋆ : S → R such that
v⋆(s) = min
a∈A
(
c(s, a) + αE [v⋆(f(s, a,W )]
)
(7)
for all s ∈ S. Moreover, the optimal decision rule π⋆ for the MDP is given
by
π⋆(s) ∈ argmin
a∈A
(
c(s, a) + αE [v⋆(f(s, a,W )]
)
∀ s ∈ S.
Proof. See Theorem 8.4.3 in [20].
Let V := {v ∈ R|S| : maxs∈S |v(s)| ≤ ‖c‖∞/(1 − α)} denote the space of
value functions with the supremum norm ‖ · ‖ := ‖ · ‖∞. Let T : V → V be
defined as
Tv(s) = min
a∈A
(
c(s, a) + αE [v(f(s, a, Z))]
)
,
where the expectation is taken with respect to the uniform measure over the
random noise W . The nonlinear operator T is called the classical Bellman
operator.
We now describe the value iteration algorithm. This algorithm is used to
compute the value function v⋆ for the discounted cost MDP.
1. Initialization: Pick an ǫ > 0. Initialize k = 0 and v1 = 0.
2. For k ≥ 0: Set vk+1 = Tvk.
3. Stopping criteria: If ‖vk+1 − vk‖ < ǫ, then stop. Pick πǫ as
πǫ(s) = argmin
a∈A
(
c(s, a) + αE [vk(f(s, a, Z)]
)
,
and return it as ǫ-optimal decision rule. Otherwise, k ← k + 1 and go
to Step 2.
Notice that at step k+1, one needs to compute E [vk(f(s, a, Z)]. If computing
E [vk(f(s, a, Z)] is computationally intensive, then one can use i.i.d. samples
of the noise W to compute an approximation of E [vk(f(s, a, Z)]. Let us
define
Tˆ nk v(s) = min
a∈A
(
c(s, a) +
α
n
n∑
i=1
v(f(s, a, Zi))
)
,
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where (Zi)
n
i=1 is a sequence of i.i.d. samples of the random variable W . Con-
sider the following approximate empirical relative value iteration algorithm.
1. Initialization: Pick an ǫ > 0. Initialize k = 0 and vˆn1 = 0.
2. For k ≥ 0: Set vˆk+1 = Tˆ nk vˆnk .
3. Stopping criteria: If ‖vˆnk+1 − vˆnk‖ < ǫ, then stop. Pick πˆnǫ as
πˆnǫ (s) = argmin
a∈A
(
c(s, a) +
α
n
n∑
i=1
vˆnk (f(s, a, Zi))
)
,
and return it as ǫ-optimal decision rule with high confidence. Other-
wise, k ← k + 1 and go to Step 2.
It is easy to show that T : V → V satisfies ‖Tv1 − Tv2‖ ≤ α ‖v1 − v2‖.
Thus, T is a contraction map over the Banach space V. Our main result is
as follows:
Theorem 7. For a fixed n ∈ N, vˆnk converges in distribution to a random
variable vˆn∞ as k →∞. Further, vˆn∞ converges in probability to v⋆ as n→∞.
Proof. We only need to show that Assumption 1 holds for this case. It
is clear that V is a locally compact normed space and T is a contraction
operator with contraction coefficient α. Further, Tˆ nk is also a contraction
operator with contraction coefficient α, and therefore, it is continuous.
Define functions g(v) = V (v) = ‖v − v⋆‖ and c0 = 2‖c‖∞/(1 − α). Note
that {v ∈ V : V (v) ≤ k} is a compact set for any k ∈ [0,∞). Further, we
naturally have for any n ∈ N,
E
[∥∥Tˆ nk (v)− v⋆∥∥]− ‖v − v⋆‖ ≤ −V (v) + c0.
Next, let ǫ > 0 and K ⊂ V be a compact set. Let κ = maxv∈K ‖v‖. Pick
v ∈ K. We have
∥∥Tˆ nk (v) − T (v)∥∥ ≤ α√n maxs,a
∣∣∣∣∣ 1√n
n∑
i=1
(
v(f(s, a, Zi))− E [v(f(s, a, Z))]
)∣∣∣∣∣
≤ α√
n
∑
s,a
∣∣∣∣∣ 1√n
n∑
i=1
(
v(f(s, a, Zi))− E [v(f(s, a, Z))]
)∣∣∣∣∣.
Note that {v(f(s, a, Zi)) − E [v(f(s, a, Z))]}ni=1 is a sequence of zero-mean
i.i.d. random variables with variance at most 4κ2. Thus, for any state action
pair (s, a), 1√
n
∑n
i=1
(
v(f(s, a, Zi))−E [v(f(s, a, Z))]
)
has variance at most
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4κ2. Also note that for any random variable U , we have (E [|U |])2 ≤ E [U2]
by Jensen’s inequality. This yields
E
[∣∣∣∣∣ 1√n
n∑
i=1
(
v(f(s, a, Zi))− E [v(f(s, a, Z))]
)∣∣∣∣∣
]
≤
√
4κ2 = 2κ.
As a consequence of all the facts noted above, for n > (2ακ|S||A|/ǫ)2, we
have
E
[∥∥Tˆ nk (v) − T (v)∥∥] ≤ α√n2κ|S||A| < ǫ.
Since v ∈ K was arbitrary, we have
sup
v∈K
E
[∥∥Tˆ nk (v) − T (v)∥∥] ≤ ǫ.
Since all four assumptions are satisfied by this problem, we use Theorem 1
to conclude both the claims.
4. Convergence to a Weak Probabilistic Fixed Point. We now
turn our attention to proving Theorem 2. Consider the error process as
Enk := ρ
(
Xˆnk , x
⋆
)
. Although we now know conditions under which the
Markov chain (Xˆnk )k∈N admits an invariant distribution, it is hard to com-
pute the functional form of the invariant distribution. If we knew the in-
variant distribution, we could easily calculate the asymptotic distribution of
the error process. Since computation of invariant distribution is difficult in
general, we instead focus on the error process {Enk }k∈N and find an upper
bound on the probability of asymptotic error being large for a given n ∈ N.
4.1. Proof Technique. In order to prove the above theorem, we show that
error Enk is stochastically dominated
3 by a Markov chain constructed over
the space of natural numbers. We prove that if n is sufficiently high, then
the dominating Markov chain has an invariant distribution, which allows
us to compute an upper bound on the probability of asymptotic error to
be greater than some specified threshold. Through this approach, we can
also compute the rate of convergence as n → ∞. We now introduce some
notation and proof technique in greater details below.
3We refer the reader to [24] for definitions about stochastic dominance and related
concepts. Specifically, given two random variablesX and Y defined on the same probability
space, we say that X stochastically dominates Y if P {X > q} ≥ P {Y > q} for all q ∈ R.
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The error evolution can be written as
Enk = ρ(Xˆ
n
k , x
⋆) = ρ(Tˆ nk−1(Xˆ
n
k−1), x
⋆),
≤ ρ(Tˆ nk−1(Xˆnk−1), Tˆ nk−1(x⋆)) + ρ(Tˆ nk−1(x⋆), T (x⋆))
≤ αˆnk−1Enk−1 +W nk−1
where αˆnk−1 denotes the contraction coefficient of Tˆ
n
k−1 and
W nk−1 := ρ(Tˆ
n
k−1(x
⋆), T (x⋆)).
We note here that by Assumption 2(iv), W nk ≤ w¯ almost surely for any
n ∈ N and k ∈ N.
Remark 2. Note that (αˆnk ,W
n
k ) are functions of Tˆ
n
k . Since Tˆ
n
k is not
correlated with Tˆ nj for any j 6= k, we conclude that
(
αˆnk ,W
n
k
)
k∈N is a se-
quence of i.i.d. tuple of random variables. However, for every k ∈ N, αˆnk is
correlated with W nk . 
Fix κ > 0 and pick ǫ ∈ (0, κ2 ], δ ∈ (0, 1−α) such that ηnǫ,δ := ⌈2δ ⌉ ≤ κǫ . We
define a Markov chain (Y nk )k∈N on the set of natural numbers as follows:
Y nk+1 =


ηnǫ,δ with probability p
n
ǫ,δ if Y
n
k = η
n
ǫ,δ
Y nk − 1 with probability pnǫ,δ if Y nk ≥ ηnǫ,δ + 1
Y nk +
⌈
w¯
ǫ
⌉
with probability 1− pnǫ,δ
(8)
If pnǫ,δ ≤ P {αˆnk ≤ 1− δ, Znk ≤ ǫ}, then we show that at every step of the
iteration k, ǫY nk stochastically dominates the error random variable E
n
k ,
that is, for any real number q ∈ [0,∞) and k ∈ N,
P {ǫY nk ≥ q} ≥ P {Enk ≥ q} .
This yields for every k ∈ N, we get
P {Enk > κ} ≤ P {ǫY nk ≥ κ} ≤ P
{
Y nk > η
n
ǫ,δ
}
.
For sufficiently large n, we show that the Markov chain (Y nk )k∈N admits an
invariant distribution, say πn. This implies
lim sup
k→∞
P {Enk > κ} ≤ lim
k→∞
P
{
Y nk > η
n
ǫ,δ
}
= 1− πn(ηnǫ,δ).
Further, as n grows, we show that the invariant distribution at ηnǫ,δ, π
n(ηnǫ,δ),
converges to 1, thereby proving the convergence of the error process Enk to
0 in probability as k →∞ and n→∞.
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4.2. Dominating the Error with the Markov Chain (Y nk ). Recall that
the error evolves as Enk+1 ≤ αˆnkEnk +W nk , where (αˆnk , Znk )k∈N is an i.i.d. se-
quence of random variables. We now introduce an auxiliary random process
(Znk )k∈N, defined as
Zn1 = E
n
1 and Z
n
k+1 := αˆ
n
kE
n
k +W
n
k ,
which implies that Enk+1 ≤ Znk+1 for all k ∈ N. In the next theorem, we
show that ǫY nk stochastically dominates Z
n
k , which in turn stochastically
dominates Enk under a certain assumption on p
n
ǫ,δ.
Proposition 8. Let n be large such that P {αˆnk ≤ 1− δ, Znk ≤ ǫ} > 1/2.
Pick pnǫ,δ ∈ (0.5, 1) such that pnǫ,δ ≤ P {αˆnk ≤ 1− δ, Znk ≤ ǫ} and consider
the Markov chain (Y nk )k∈N constructed in (8). If ǫY
n
1 ≥ En1 , then at every
iteration k, ǫY nk stochastically dominates E
n
k . In other words, for any k ∈ N
and any real number q ∈ [0,∞),
P {ǫY nk ≥ q} ≥ P {Enk ≥ q} .
Proof. See Appendix B.
In the light of the theorem above, we need to know a lower bound on the
joint distribution P {αˆnk ≤ 1− δ, Znk ≤ ǫ} that can be used to determine pnǫ,δ.
We obtain a lower bound by using Fre´chet-Hoeffding theorem.
Lemma 9. For any a1, a2 ∈ [0,∞), we have
P {αˆnk ≤ a1, Znk ≤ a2} ≥ P {αˆnk ≤ a1}+ P {W nk ≤ a2} − 1.
Proof. This is a consequence of Fre´chet-Hoeffding Theorem [21, Theo-
rem 3.1.1, p. 1071].
Suppose that we know the upper bounds γ1(n, δ) and γ2(n, ǫ) on the
probability P {αˆnk > 1− δ} and P {W nk > ǫ}, respectively:
P {αˆnk > 1− δ} ≤ γ1(n, δ), P {W nk > ǫ} ≤ γ2(n, ǫ).
Assume further that γ1(n, δ) → 0 and γ2(n, ǫ) → 0 as n → ∞. We let pnǫ,δ
be defined as follows:
pnǫ,δ = 1− γ1(n, δ) − γ2(n, ǫ).
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This, together with Lemma 9, implies
P {αˆnk ≤ 1− δ, Znk ≤ ǫ} ≥ P {αˆnk ≤ 1− δ}+ P {W nk ≤ ǫ} − 1
≥ 1− γ1(n, δ) − γ2(n, ǫ) = pnǫ,δ.
We make the following observation.
Lemma 10. If Assumption 2 holds, then for any ǫ > 0 and δ ∈ (0, 1−α),
limn→∞ pnǫ,δ = 1.
Proof. The proof essentially follows from Assumption 2. Assumption
2(iii) implies that γ1(n, δ)→ 0 as n→∞ for any δ ∈ (0, 1−α). Assumption
2(iii) implies that γ2(n, ǫ) → 0 as n → ∞ for any ǫ > 0. The proof of the
lemma is complete.
According to the Lemma above, by picking n sufficiently large, pnǫ,δ can
be made as close to 1 as possible. As we show next, for pnǫ,δ sufficiently close
to 1, the Markov chain (Y nk )k∈N admits an invariant distribution.
Proposition 11. Let w :=
⌈
w¯
ǫ
⌉
. If pnǫ,δ > 2w/(2w+1), then the Markov
chain (Y nk )k∈N admits an invariant distribution π
n, with the property
πn
(
ηnǫ,δ
) ≥ 2(pnǫ,δ)w − 1(
pnǫ,δ
)w .
Proof. See Appendix C.
4.3. Proof of the Main Result Theorem 2. We now prove Theorem 2
using Propositions 8 and 11 as follows. Recall that we fixed a κ > 0 and
picked ǫ, δ > 0 such that ηnǫ,δ =
⌈
2
δ
⌉
< κǫ . For n sufficiently large (so that
(pnǫ,δ)
w > 1/2 and pnǫ,δ > 2w/(2w+1)), we can use Proposition 8 to conclude
that for every k ∈ N,
P {Enk ≥ κ} ≤ P {ǫY nk ≥ κ} ≤ P
{
ǫY nk > ǫη
n
ǫ,δ
}
.
From Proposition 11, we conclude that
lim
k→∞
P
{
Y nk > η
n
ǫ,δ
}
= 1− πn(ηnǫ,δ) ≤
(
1− (pnǫ,δ)w
)
(pnǫ,δ)
w
,
where w :=
⌈
w¯
ǫ
⌉
. Consequently, we have
lim sup
k→∞
P {Enk ≥ κ} ≤
(1− (pnǫ,δ)w)
(pnǫ,δ)
w
.
Taking the limit n→∞ on both the sides and using Lemma 10, we conclude
the result.
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4.4. Sample Complexity. The sample complexity result is as follows: For
a fixed κ > 0 and confidence level γ, let nκ,γ be defined as
Nκ,γ = inf
ǫ∈(0,κ/2),δ∈(0,1−α)
{
n ∈ N : P {αˆnk ≤ 1− δ, Znk ≤ ǫ} ≥ w
√
1
1 + γ
,
where w =
⌈ w¯
ǫ
⌉}
.
Then, for any n ≥ Nκ,γ, we have
lim
k→∞
P
{
ρ(Xˆnk , x
⋆) ≥ κ
}
≤ γ.
The proof of the above result follows immediately from Theorem 2 and
Proposition 11.
Example 4: Let us now compute the sample complexity bound for the
empirical value iteration for the discounted Markov decision problem con-
sidered in Subsection 3.1. We restate the space of value functions and the
empirical Bellam operator for the convenience of the reader. Define V :=
{v ∈ R|S| : maxs∈S |v(s)| ≤ ‖c‖∞/(1−α)} to be the space of value functions
with the supremum norm ‖ · ‖ := ‖ · ‖∞. Let T : V → V be defined as
Tv(s) = min
a∈A
(
c(s, a) + αE [v(f(s, a, Z)]
)
,
where the expectation is taken with respect to the uniform measure over the
random noise Z.
Recall that α < 1. Thus, for δ ∈ (0, 1−α), we have αˆnk ≤ α < 1−δ almost
surely. Define W nk as
W nk = ρ(Tˆ
n
k (v
⋆), T (v⋆)) = ‖Tˆ nk (v⋆)− T (v⋆)‖∞,
≤ α
n
max
s,a
∣∣∣∣∣
n∑
i=1
(
v⋆(f(s, a, Zi))− E [v⋆(f(s, a, Z))]
)∣∣∣∣∣.
Using Hoeffding inequality [13] and union bound, we conclude that
P {W nk > ǫ} ≤ 2|S||A| exp
(
− ǫ
2(1− α)2n
2α2|S|2‖c‖2∞
)
Thus, we have
P {αˆnk ≤ 1− δ, Znk ≤ ǫ} ≥ 1− 2|S||A| exp
(
− ǫ
2(1− α)2n
2α2|S|2‖c‖2∞
)
.
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Let us pick ǫ = κ/4 and note that w =
⌈
8‖c‖∞
(1−α)κ
⌉
for this case. Let Nκ,γ be
chosen such that for any n ≥ Nκ,γ , we have
2|S||A| exp
(
− κ
2(1− α)2n
32α2|S|2‖c‖2∞
)
≤ 1− w
√
1
1 + γ
.
Then, for any n ≥ Nκ,γ, we have
lim
k→∞
P {‖vˆnk − v⋆‖ ≥ κ} ≤ γ.
It should be noted that our sample complexity bound for the discounted
cost case is much higher than the tighter bound given in [12, Theorem 3.1].
This is attributed to the substantially general setting we are considering
in this paper, wherein the dominating Markov chain is defined over the
space of natural numbers. Nonetheless, we hope that in the future, one
can potentially consider some other tighter dominating Markov chain and
improve the sample complexity bound.
4.5. Application to Empirical Value Iteration: Average Cost Case. Let
us consider an infinite-horizon finite Markov decision problem in which the
state and action of the decision maker at time t is denoted by St and At. The
state and action spaces are denoted by S and A, respectively. We use Zt to
denote the noise and without loss of generality, assume Zt to be uniformly
distributed in the unit interval [0, 1]. The state transition equation is
St+1 = f(St, At, Zt), t ∈ N,
where we assume f : S × A × [0, 1] → S to be a measurable function. The
cost to the decision maker at time t is c(St, At). Given a stationary strategy
γ : S → A, the decision maker’s infinite-horizon average cost is given by
J(γ) = lim sup
t→∞
1
t
E
[
t∑
k=1
c(Sk, Ak)
∣∣∣∣∣Ak = γ(Sk)
]
.
We assume that the decision maker minimizes this average cost by choosing
a strategy γ⋆.
Let p(j|st, at) denote the transition kernel, which represents the probabil-
ity that the state at time t+ 1 is j ∈ S given that the state and action at
time t is st and at, respectively. We make the following assumption.
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Assumption 3. The MDP is unichain, that is, for every decision rule
π : S → A, the Markov chain (sπt )∞t=1, defined as sπt+1 = f(sπt , π(sπt ), Zt) is
unichain. Furthermore, we have
min
(s,a),(s′,a′)
∑
j∈S
min
{
p(j|s, a), p(j|s′, a′)
}
> 0.

A MDP is said to be unichain if under any (stationary) strategy of the
decision maker, the resulting Markov chain visits all the states infinitely
often. The second part of the assumption states that for any two current
state-action pairs, there exists at least one state j, possibly dependent on
the state-action pairs, such that the probability that the future state is j is
positive. Note that the two parts of the assumptions are not equivalent to
each-other.
Lemma 12. Consider an average cost MDP that satisfies Assumption
3. Then, there exists a value function v⋆ : S → R and a gain g⋆ ∈ R such
that
v⋆(s) + g⋆ = min
a∈A(s)
(
c(s, a) + E [v⋆(f(s, a, Z)]
)
(9)
for all s ∈ S. Moreover, the optimal decision rule π⋆ for the MDP is given
by
π⋆(s) ∈ argmin
a∈A(s)
(
c(s, a) + E [v⋆(f(s, a, Z)]
)
∀ s ∈ S.
Proof. See Theorem 8.4.3 in [20].
Remark 3. It can be readily checked that if v⋆ satisfies (9), then v⋆+λ
also satisfies (9) for every λ ∈ R; thus, v⋆ is not unique, but g⋆ is unique.
We now formulate the relative value iteration algorithm within the oper-
ator framework considered in this paper. Let V := R|S| denote the space of
value functions. Let T : V → V be defined as
Tv(s) = min
a∈A
(
c(s, a) + E [v(f(s, a, Z)]
)
,
where the expectation is taken with respect to the uniform measure over the
random noise W .
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We endow V with the span seminorm span(·), defined as
span(v) = max
s∈S
v(s)−min
s∈S
v(s).
Note that span(v + λ1{|S|}) = span(v). It is shown in [20, Theorem 6.6.2,
Theorem 8.5.2] that T : V → V satisfies
span(Tv1 − Tv2) ≤ α span(v1 − v2),
where α is given by
α = 1− min
(s,a),(s′,a′)
∑
j∈S
min
{
p(j|s, a), p(j|s′, a′)
}
.
Thus, if Assumption 3 holds, then T is a contraction map over the semi-
normed space V. Now, we can define two elements v1, v2 ∈ V to be equivalent,
v1 ∼ v2, if v1 − v2 is a constant function. The quotient space V/ ∼ with the
span seminorm is a Banach space (the seminorm becomes a norm on this
space), and T : V/ ∼→ V/ ∼ is a contraction map.
We now describe (a variant of) relative value iteration algorithm. This
algorithm is used to compute the value function v⋆ for the average cost
MDP.
1. Initialization: Pick an ǫ > 0. Initialize k = 0 and v1 = 0.
2. For k ≥ 0: Set v˜k+1 = Tvk and vk+1 = v˜k+1 −
(
mins∈S v˜k+1(s)
)
1|S|.
3. Stopping criteria: If span(vk+1 − vk) < ǫ, then stop. Pick πǫ as
πǫ(s) = argmin
a∈A
(
c(s, a) + E [vk(f(s, a, Z)]
)
,
and return it as ǫ-optimal decision rule. Otherwise, k ← k + 1 and go
to Step 2.
Notice that at step k+1, one needs to compute E [vk(f(s, a, Z)]. If computing
E [vk(f(s, a, Z)] is computationally intensive, then one can use i.i.d. samples
of the noise W to compute an approximation of E [vk(f(s, a, Z)]. Let us
define
Tˆ nk v = min
a∈A
(
c(s, a) +
1
n
n∑
i=1
v(f(s, a, Zi))
)
,
where (Zi)
n
i=1 is a sequence of i.i.d. samples of the random variable W . Con-
sider the following approximate empirical relative value iteration algorithm.
imsart-aap ver. 2014/10/16 file: main-randop18aap_v5.tex date: February 13, 2019
24
1. Initialization: Pick an ǫ > 0. Initialize k = 0 and vˆn1 = 0.
2. For k ≥ 0: Set ˆ˜vk+1 = Tˆ nk vˆnk and vˆnk+1 = ˆ˜vk+1−
(
mins∈S ˆ˜vk+1(s)
)
1|S|.
3. Stopping criteria: If span(vˆnk+1 − vˆnk ) < ǫ, then stop. Pick πˆnǫ as
πˆnǫ (s) = argmin
a∈A
(
c(s, a) +
1
n
n∑
i=1
vˆnk (f(s, a, Zi))
)
,
and return it as ǫ-optimal decision rule with high confidence. Other-
wise, k ← k + 1 and go to Step 2.
Our main result is as follows:
Theorem 13. If Assumption 3 holds, then v⋆ is the weak probabilistic
fixed point of (Tˆ nk ), that is, for any κ > 0, we have
lim
n→∞ lim supk→∞
P {span(vˆnk − v⋆) > κ} = 0,
Proof. Since Assumption 3 holds, we know that T : V/ ∼→ V/ ∼ satis-
fies span(Tv1−Tv2) ≤ α span(v1− v2). For n sufficiently large, span(Tˆ nv−
Tv) is close to zero with high probability. To see this, note that
span(Tˆ nv − Tv) ≤ 2max
(s,a)
∣∣∣∣∣ 1n
n∑
i=1
v(f(s, a, Zi))− E [v(f(s, a, Z))]
∣∣∣∣∣.
For n sufficiently large, Hoeffding inequality implies
P
{
max
(s,a)
∣∣∣∣∣ 1n
n∑
i=1
v(f(s, a, Zi))− E [v(f(s, a, Z))]
∣∣∣∣∣ ≥ ǫ
}
≤ 2|S||A| exp
(
− 2nǫ
2
‖v‖2∞
)
.
Consequently, limn→∞ P
{
span(Tˆ nv − Tv) ≥ ǫ
}
= 0 for every ǫ > 0.
Let pˆn(·|·, ·) be the transition probability under Tˆ n, and αˆn be the corre-
sponding contraction coefficient, given by
αˆn = 1− min
(s,a),(s′,a′)
∑
j∈S
min
{
pˆn(j|s, a), pˆn(j|s′, a′)
}
,
which follows from Proposition 6.6.1 in [20]. Note that for any three-tuple
j, s ∈ S and a ∈ A, pˆn(j|s, a) converges almost surely to p(j|s, a) as n→∞.
Thus, for n sufficiently large and δ ∈ (0, 1 − α), the probability of αˆn being
greater than 1− δ is vanishingly small. Thus, Theorem 2 implies that v⋆ is
the weak probabilistic fixed point of (Tˆ nk ).
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5. Empirical Q Value Iteration. We study here the empirical Q
value iteration algorithm for the discounted cost Markov decision process
introduced in Subsection 3.1. For disounted cost MDPs, the “optimal” Q
function is defined as
Q∗(s, a) := c(s, a) + γE
[
min
a′∈A
Q∗(f(s, a, Z), a′)
]
,
:= c(s, a) + γE [v∗(f(s, a, Z))] .
Define the operator T on the space of Q functions, defined as Q := {Q :
S × A → R} endowed with the sup norm, as
[TQ](s, a) = c(s, a) + γE
[
min
a′∈A
Q(f(s, a, Z), a′)
]
.(10)
It is immediate that the optimal Q function Q∗ is a fixed point of this map
T : Q → Q, and that T is a contraction operator with contraction coefficient
γ.
Consider an approximate operator
[Tˆ nk Q](s, a) = c(s, a) +
γ
n
n∑
i=1
min
a′∈A
Q(f(s, a, Zi), a
′),(11)
where {Zi} is a sequence of i.i.d. noises. We again would like to understand
the convergence behavior of the iterated maps Tˆ nk Tˆ
n
k−1 . . . Tˆ
n
0 Q0 as k → ∞
for a given n, and also as n → ∞. The following theorem summarizes this
result.
Theorem 14. We have the following three results:
1. The operator T is a contraction with contraction coefficient γ and a
fixed point Q∗.
2. The operator Tˆ nk is a contraction with the contraction coefficient γ.
3. For any Q ∈ Q, limn→∞ P
{
‖Tˆ nk (Q)− T (Q)‖∞ > ǫ
}
= 0.
4. For any Q ∈ Q, ‖Tˆ nk (Q)− T (Q)‖∞ ≤ 2γ‖Q‖∞.
Consequently, Q∗ is both the strong probabilistic fixed point and weak prob-
abilistic fixed point of the random operators {Tˆ nk }n,k∈N.
Proof. The proof of all the assertions are identical to the one made in
Subsection 3.1 in the context of value iteration for discounted cost Markov
decision problems. Statement 3 can be proved either using weak law of
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large numbers for vectors, or using union bound and Hoeffding inequality as
showed in Subsection 4.4. Using statement 4, we can define w¯ = 2γ‖Q∗‖∞.
The fact that Q∗ is a probabilistic fixed point follows immediately from
Theorem 2.
As we can see, for this case, it is easier to check that the Assumptions for
Theorem 2 holds. In contrast, if we were to apply Foster-Lyapunov based
argument on the Q space, then we will need to carefully construct a Lya-
punov function, and then show that the drift conditions are satisfied. This
will, however, only lead to convergence to an invariant distribution (that is,
the distribution of Qˆnk converges to a stationary distribution as k → ∞);
it will not inform us about the probability that the iterates are far from
the optimal Q function. Theorem 2 allows us to obtain a bound on this
probability.
6. Conclusion. In this paper, we have introduced a ‘probabilistic’ coun-
terpart of the contraction arguments that are useful for analyzing many
stochastic recursive algorithms when viewed as iteration of a random opera-
tor. We provided such a method for two characterizations of a probabilistic
contraction property, (1) and (2). These two properties are useful in analysis
of discounted and average cost approximate dynamic programming methods.
They are also useful in analysis of stochastic optimization algorithms.
The probabilistic contraction analysis method provides an alternative to
the Foster-Lyapunov method (that’s rather difficult to use). The method we
propose is not difficult to operationalize, and upon further development, may
provide a useful framework within which a broad class of stochastic recursive
algorithms can be quickly analyzed. The method is also flexible, and allows
for careful constructions of dominating Markov chains so we ascertain the
tightest possible rate of convergence.
The authors hope that this paper will spark further work by others to de-
velop the new method proposed. This also has the potential to systematize
design of stochastic recursive algorithms (which at least for a class of prob-
lems have been based predominantly on stochastic approximations), thus
likely leading to an acceleration in development of such algorithms for vari-
ous important problems in stochastic optimization and control, and machine
and reinforcement learning.
In future work, we will also consider other characterizations of proba-
bilistic fixed points (e.g., a mean square version), and explore application
to analysis of various algorithms for stochastic optimization problems in
machine learning.
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APPENDIX A: PROOF OF LEMMA 5
Let Tˆ n := Tˆ nk . Let us consider the following expression:∫
f(x)πni(dx) =
∫
E
[
f(Tˆ ni(x))
]
πni(dx)
=
∫
f(T (x)) +
(
E
[
f(Tˆ ni(x))
]
− f(T (x))
)
πni(dx).
We next show that
lim
i→∞
∫ (
E
[
f(Tˆ ni(x))
]
− f(T (x))
)
πni(dx) = 0.(12)
Pick ǫ > 0 and a compact set Kǫ ⊂ X such that πni(Kcǫ) < ǫ. This implies∫
Kcǫ
(
E
[
f(Tˆ ni(x))
]
− f(T (x))
)
πni(dx) < 2ǫ‖f‖∞.
Pick Mǫ ∈ N such that for all n ≥Mǫ, we have
sup
x∈Kǫ
E
[
ρ(Tˆ nx, Tx)
]
< ǫ.
Let Lf denote the Lipschitz constant of the function f . Then, for ni ≥M1,
we have ∫
Kǫ
(
E
[
f(Tˆ ni(x))
]
− f(T (x))
)
πni(dx)
≤
∫
Kǫ
LfE
[
ρ(Tˆ ni(x), T (x))
]
πni(dx) ≤ Lf ǫ.
Thus, for any ǫ > 0, there exists Mǫ such that for all ni ≥Mǫ, we have∫ (
E
[
f(Tˆ ni(x))
]
− f(T (x))
)
πni(dx) < ǫ(2‖f‖∞ + Lf ),
which establishes (12). This immediately implies
lim
i→∞
∫
f(x)πni(dx) = lim
i→∞
∫
f(T (x))πni(dx).
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Since f and f ◦ T are bounded continuous functions from X to R, we get
the expression in (6) by taking the limit on both sides above.
Next, we show that π∞ = δx⋆ . Since (6) holds for every f ∈ LCb(X ), we
conclude that the tuple T is a measure preserving map under the measure
π∞, that is, (X , T, π∞) is a measure preserving system. Now note that since
T is a contraction, for every x ∈ X , T k(x) → x⋆ as k → ∞. Consequently,
the only forward recurrent point of T is x⋆. By Poincare recurrence theorem
[6, Proposition 5.4, p. 52]4, π∞-a.e. x is forward recurrent, which implies that
the support for π∞ must be contained in the set of fixed points of the map
T . This implies π∞ = δx⋆ . Now notice that any limit point of the sequence
(πn)n∈N is δx⋆ . Thus, we conclude that the sequence (πn)n∈N converges to
δx⋆ in the weak sense. This completes the proof of the lemma.
APPENDIX B: PROOF OF PROPOSITION 8
Let us define an auxiliary random variable Znk := αˆ
n
k−1E
n
k−1+W
n
k−1 with
Zn1 = E
n
1 ≤ ǫY n1 . We show using induction that at every step k ∈ N, ǫY nk
stochastically dominates Znk , which by definition stochastically dominates
Enk .
Since we have ǫY n1 ≥ Zn1 = En1 , the statement is true for k = 0. This also
implies that for any q ≥ 0,
P {ǫY n1 ≥ q} ≥ P {Zn1 ≥ q} ≥ P {En1 ≥ q} .
Assume that the statement holds up to step k. We next prove the induction
step in two steps.
Step 1: For any q ∈ [0, ǫηnǫ,δ]5, we naturally have
1 = P
{
ǫY nk+1 ≥ q
} ≥ P{Znk+1 ≥ q} ≥ P{Enk+1 ≥ q} ,
because Y nk+1 ≥ ηnǫ,δ by construction.
For the next step, we need the following lemma.
Lemma 15. For any k ∈ N, q ∈
(
ǫηnǫ,δ, ǫ
(
ηnǫ,δ +
⌈
w¯
ǫ
⌉)]
, we have
P {Y nk ≥ q} ≥ 1− pnǫ,δ.
4There are several versions of Poincare recurrence theorem, and the one we use here
requires X to be a second countable Hausdorff space, which is readily satisfied if X is a
Polish space.
5Recall that ηnǫ,δ =
⌈
2ǫ
δ
⌉
.
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Proof. Note that Y nk ≥ ηnǫ,δ almost surely by construction. Pick q ∈(
ǫηnǫ,δ, ǫ
(
ηnǫ,δ +
⌈
w¯
ǫ
⌉)]
. We get
P {Y nk ≥ q} = P
{
Y nk ≥ q, Y nk−1 ≥ ηnǫ,δ
}
,
≥ P
{
Y nk ≥ Y nk−1 +
⌈
w¯
ǫ
⌉∣∣∣∣Y nk−1 ≥ ηnǫ,δ
}
P
{
Y nk−1 ≥ ηnǫ,δ
}
= 1− pnǫ,δ.
The proof of the lemma is complete.
Step 2: In this step, we consider the case of ǫηnǫ,δ < q <∞. We now divide
the proof in two steps in which Enk ≥ ǫηnǫ,δ and Enk < ǫηnǫ,δ.
Step 2(a): Assume first that Enk ≥ ǫηnǫ,δ, which implies Enk ≥ 2ǫ/δ. We
show that ǫ(Y nk+1−Y nk ) stochastically dominates Znk+1−Znk . Since Enk ≤ Znk
almost surely, we have
Znk+1 − Znk ≤ αˆnkEnk +W nk − Enk =W nk − (1− αˆnk )Enk .
Consider the event E = {W nk ≤ ǫ, αˆnk ≤ 1 − δ}. Then, for any ωk ∈ E , we
have
Znk+1 − Znk ≤W nk − (1− αˆnk )Enk ≤ ǫ− δ × 2ǫ/δ ≤ −ǫ.
Now note that Y nk+1−Y nk is almost surely greater than or equal to −1. This
implies for any q′ ∈ (−∞,−ǫ], we have
P
{
ǫ(Y nk+1 − Y nk ) ≥ q′
}
= 1 ≥ P {W nk ≤ ǫ, αˆnk ≤ 1− δ}
≥ 0 = P{Znk+1 − Znk ≥ q′} .
If ωk 6∈ E , then either W nk ≥ ǫ or 1 − δ ≤ αˆnk ≤ 1, and consequently,
Znk+1−Znk may be greater than −ǫ but no greater than w ≤ ǫ⌈w/ǫ⌉. For any
q′ ∈ (−ǫ, ǫ⌈w/ǫ⌉], we have
P
{
ǫ(Y nk+1 − Y nk ) ≥ q′
} ≥ 1− pnǫ,δ ≥ 1− P {W nk ≤ ǫ, αˆnk ≤ 1− δ}
≥ P{Znk+1 − Znk ≥ q′} .
For q′ ∈
(
ǫ
⌈
w¯
ǫ
⌉
,∞
)
, we have
P
{
ǫ(Y nk+1 − Y nk ) ≥ q′
}
= 0 = P
{
Znk+1 − Znk ≥ q′
}
.
Thus, ǫ(Y nk+1−Y nk ) stochastically dominates Znk+1−Znk . Since ǫY nk stochasti-
cally dominates Znk , we conclude that ǫY
n
k+1 stochastically dominates Z
n
k+1.
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Step 2(b): Assume now that Enk < ǫη
n
ǫ,δ, which implies E
n
k <
2ǫ
δ + ǫ.
Consider the event E = {W nk ≤ ǫ, αˆnk ≤ 1 − δ}. Then, for any ωk ∈ E , we
have
Znk+1 = αˆ
n
kE
n
k +W
n
k ≤ ǫ
(
2
δ
− δ
)
≤ ǫηnǫ,δ.
Thus, for any q ∈ (ǫηnǫ,δ, ǫ(ηnǫ,δ + ⌈w/ǫ⌉)], we have
P
{
Znk+1 ≥ q
} ≤ 1− P {W nk ≤ ǫ, αˆnk ≤ 1− δ} ≤ 1− pnǫ,δ,
P
{
Y nk+1 ≥ q
} ≥ 1− pnǫ,δ (from Lemma 15),
which implies that P
{
Znk+1 ≥ q
} ≤ P{Y nk+1 ≥ q}.
Now, if ωk 6∈ E , then Znk+1 ≤ Enk +W nk < ǫ(ηnǫ,δ + ⌈w/ǫ⌉) almost surely.
This yields for any q ∈ (ǫ(ηnǫ,δ + ⌈w/ǫ⌉),∞),
P
{
ǫY nk+1 ≥ q
} ≥ 0 = P{Znk+1 ≥ q} .
Consequently, we proved that ǫY nk+1 stochastically dominates Z
n
k+1. The
induction step is complete, and we conclude the result.
APPENDIX C: PROOF OF PROPOSITION 11
Let (Ω˜, F˜ , P˜) be a standard probability space. On this probability space,
we define two different Markov chains: (Pk) and (Qk). Pick w ∈ N and
p ∈ (0, 1]. Markov chains Pk and Qk, k ∈ N, evolves as
Pk+1 =


0 with probability p if Pk = 0
Pk − 1 with probability p if Pk ≥ 1
Pk + w with probability 1− p
,
Qk+1 =


0 with probability p if Qk = 0
Qk − 1 with probability p if Qk ≥ 1
w
(
⌈Qk/w⌉ + 1
)
with probability 1− p
.
Both Markov chains thus constructed are supported over the space of
non-negative integers. We next have the following claim:
Claim 16. If P1 = Q1, then Qk stochastically dominates Pk for every
k ∈ N.
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Proof. We show that along every sample path, Qk(ω˜) ≥ Pk(ω˜). Suppose
that Pk = Qk = q for some q ∈ N. Then, for any ω˜ ∈ Ω˜, either Pk+1 =
Qk+1 = max{0, q − 1}, or
Qk+1 = w(⌈Qk/w⌉+ 1) ≥ w(Qk/w + 1) = Qk + w = Pk +w.
Thus, Qk+1 ≥ Pk+1. The result then holds from Theorem 1.A.6 in [24].
As a result of the claim above, if both Markov chains (Pk) and (Qk)
admit invariant distributions πP and πQ, respectively, then πP (0) ≥ πQ(0).
We next identify certain sufficient conditions under which the two Markov
chains admit invariant distributions.
Theorem 17. The following holds true:
1. If p > w/(w+1), then the Markov chain (Pk) has an invariant distri-
bution (πP (n))∞n=0.
2. If p > 2w/(2w+1), then Qk has an invariant distribution (π
Q(n))∞n=0.
Proof. We show that both Markov chains are weak Feller chains since
they are defined over a countable state space.
Let γP = (w+1)p−w > 0. Consider VP (i) = (i+1)/γP and compact set
CP = {0}. Then, given Pk = i ≥ 1, we have
E
[
VP (Pk+1)
∣∣Pk]− VP (Pk) = pPk + (1− p)(Pk + w + 1)− (Pk + 1)
γP
= −1.
For Pk = 0, we have
E
[
VP (Pk+1)
∣∣Pk = 0]− VP (0) = p+ (1− p)(w + 1)− 1
γP
= −1 + p
γP
.
Thus, by Theorem 12.3.4 of [17], an invariant probability distribution πP
for the Markov chain (Pk) exists.
Let γQ = (2w + 1)p − 2w > 0. Consider VQ(i) = (i+ 1)/γQ and compact
set CQ = {0}. Then, given Qk = i ≥ 1, we have
E
[
VQ(Qk+1)
∣∣Qk]− VQ(Qk) = pQk + (1− p)(w⌈Qkw ⌉+ w + 1)− (Qk + 1)
γQ
≤ pQk + (1− p)(Qk + 2w + 1)− (Qk + 1)
γQ
= −1.
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For Qk = 0, we have
E
[
VQ(Qk+1)
∣∣Qk = 0]− VQ(0) = p+ (1− p)(w + 1)− 1
γQ
≤ p+ (1− p)(2w + 1)− 1
γQ
= −1 + p
γQ
.
Again, we invoke Theorem 12.3.4 of [17] to conclude the existence of an
invariant probability distribution πQ for the Markov chain (Qk).
We characterize the invariant distribution πQ in the following claim.
Claim 18. Assume that p > 2w/(2w + 1). Then, the invariant distri-
bution of the Markov chain (Qk) satisfies π
Q(0) = 2p
w−1
pw and
πQ(nw + i) = πQ(0)
(1 − p)
pnw+i
(1− pw)n for all n ≥ 0, i ∈ {1, . . . , w}.
Proof. See Subsection C.1 below.
Corollary 19. Assume that p > 2w/(2w + 1). Then, an invariant dis-
tribution πP exists and πP (0) ≥ πQ(0) = 2pw−1pw .
Proof. Note that 2w/(2w + 1) > w/(w + 1) for any w ∈ N. The proof
then follows immediately from Theorem 17 and Claim 18.
It is now easy to observe that if p = pnǫ,δ, then the evolution of Y
n
k is the
same as that of Pnk + η
n
ǫ,δ. Thus, their invariant distribution is a “shifted”
version of the other, that is, πn(i) = πP (i − ηnǫ,δ) for all i ≥ ηnǫ,δ. Thus,
πn(ηnǫ,δ) ≥
2(pn
ǫ,δ
)w−1
(pn
ǫ,δ
)w . This completes the proof of Proposition 11.
C.1. Proof of Claim 18. The invariant distribution πQ exists by The-
orem 17 above. It must satisfy
πQ(0) = pπQ(0) + pπQ(1) =⇒ πQ(1) = (1− p)
p
πQ(0),
πQ(i) = pπQ(i+ 1) for all i ∈ {1, . . . , w − 1},
which implies that πQ(i) = (1−p)
pi
πQ(0) for all i ∈ {1, . . . , w}. Thus, the
statement holds for n = 0 and all i ∈ {0, 1, . . . , w}. For any n = 1, we have
πQ(w) = (1− p)πQ(0) + pπQ(w + 1),
πQ(w + i) = pπQ(w + i+ 1) for all i ∈ {1, . . . , w − 1},
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which implies
πQ(w + 1) =
1
p
(
πQ(w)− (1− p)πQ(0)) = (1− p)
pw+1
πQ(0)(1 − pw)
πQ(w + i) =
(1− p)
pw+i
πQ(0)(1 − pw) for all i ∈ {1, . . . , w}.
Consequently, the statement holds for n = 1 as well. We now prove the
result for arbitrary n ≥ 2. Suppose that the result holds for all m ≤ n − 1
and i ∈ {1, . . . , w}. Then, we have
πQ(mw + 1) + . . .+ πQ(mw + w)
=
(1− p)
pmw+w
πQ(0)(1 − pw)m (1 + . . .+ pw−1) ,
=
1
p(m+1)w
πQ(0)(1 − pw)m+1.(13)
Next, we have
πQ(nw) = (1− p)
(
πQ((n− 2)w + 1) + . . .+ πQ((n− 2)w +w)
)
+ pπQ(nw + 1),
=
(1− p)
p(n−1)w
πQ(0)(1 − pw)n−1 + pπQ(nw + 1),
πQ(nw + i) = pπQ(nw + i+ 1) for all i ∈ {1, . . . , w − 1}.
Using similar approach as for the previous cases, we have
πQ(nw + 1) =
1
p
(
πQ((n − 1)w + w)− (1− p)
p(n−1)w
πQ(0)(1 − pw)n−1
)
,
=
1
p
× (1− p)
pnw
πQ(0)(1 − pw)n−1 (1− pw) ,
πQ(nw + i+ 1) =
1
p
πQ(nw + i) =
(1− p)
pnw+i+1
πQ(0)(1 − pw)n,
which holds for all i ∈ {1, . . . , w− 1}. Thus, the statement is true for n. By
the principle of mathematical induction, the statement is established.
We can now compute πQ(0) by noting that
πQ(0) + πQ(0)
∞∑
m=0
1
p(m+1)w
(1− pw)m+1 = 1,
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where we used (13). The above expression yields
πQ(0)
(
1 +
1−pw
pw
1− 1−pwpw
)
= πQ(0)
pw
2pw − 1 = 1,
which implies πQ(0) = 2p
w−1
pw . The proof of the claim is complete.
Note that for πQ(0) to be non-negative, we need pw ≥ 0.5. We show in
the following remark that this is indeed true as long as p ≥ 2w/(2w + 1).
Remark 4. We show that if p > 2w/(2w + 1), then pw > 0.6, which
further implies πQ(0) > 0. To establish this result, we prove that the map
r 7→ (1 + 1r )r is monotonically increasing in r ∈ (1,∞). Indeed,
d
dr
(
1 +
1
r
)r
=
(
1 +
1
r
)r (
ln
(
1 +
1
r
)
− 1
r + 1
)
.
Now, since for t ∈ (1, 1 + 1r ), t < r+1r or 1t > rr+1 , we have
ln
(
1 +
1
r
)
− 1
r + 1
=
∫ 1+ 1
r
1
(
1
t
− r
r + 1
)
dt > 0.
Thus, ddr
(
1 + 1r
)r
> 0, which implies
(
1 + 1r
)r
is monotonically increasing
in r in the domain [1,∞). Thus, if p > 2w/(2w + 1), we have
pw ≥ 1
(1 + 12w )
w
=
1√(
1 + 12w
)2w ≥ limr→∞ 1√(1 + 1r )r =
1√
e
≈ 0.606.
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