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In this paper, we propose a new method based on the latest natural language processing 
technology and statistical mathematical methods for analyzing patent invention contents, and 
evaluate the usefulness of the proposed method using Japanese patent data. As a result, the 
usefulness of the proposed method was confirmed in the visualization of the distribution of the 
invention contents of patents and the search for similar patents. In addition, the proposed 
method shows that patents by individuals and universities are distributed in a wide range of fields 
in Japan, while company patents are intensively applied in specific fields. 
Information related to research and development is strategically important for companies, and 
is often hidden inside the company as internal information. However, when a patent application 
is filed, the contents of the invention are widely disclosed. For this reason, patent data is a 
valuable source of information for analyzing technology trends in individual companies, 
industries and, in some cases, the entire country. In addition to the novelty and inventive step of 
the invention, industrial applicability is required as a constituent of patent rights. Therefore, 
compared to information published as scientific and technical papers, patent information 
contains information that is closer to industry, in other words, closer to innovation such as new 
products. 
On the other hand, since the data size of patents is enormous, it is difficult to simply classify 
based on the similarity of the contents in terms of calculation cost. In order to deal with these 
problems, this paper tried to analyze patent data by using natural language processing techniques 
such as distributed expressions and statistical mathematical techniques such as high-dimensional 
vector neighborhood search and dimension compression. First, a vector space model of patent 
contents was created through distributed representations using titles and abstract sentences in 
the publication information of the Japanese Patent Office. Next, using the vector space model of 
this patent content, we tried clustering patents, extracting neighboring patents, and measuring 
the distances between patents. Furthermore, the characteristics of patents by applicant type 
(individual, company, university, etc.) were clarified using this information. 
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た，WIPO（世界知的所有権機関）は近年 AI に関するレポートを取りまとめた[WIPO 
19]。これらのレポートにおいては，対象となる分野（例えば AI）に関する特許を抽出す
ることが必要となるが，その際には IPC（国際特許分類）コードをベースとした検索式
（IPCより細かい特許庁ごとの技術分類，例えば JPOの FI (File Index)や USPTOの





























許の場合は 1．IPC分類や Fタームなど何らかのキーワード・分類を⽤いるもの[元橋 














の⼿法である Jaccard 係数や cos(コサイン)類似度を⽤い，特許間の相関⾏列を求めてマ






■ 単純な cos 類似度が有する⼀般的な課題 











例えば，「みかん」という単語が 3 回，「りんご」が 1 回出てくる⽂書 Aと，「みか
ん」が 2 回，「りんご」が 3 回出てくる⽂書 Bの類似度を計算したいとする。 
 




およそ 0.8 程度となり，類似度は約 0.8 若しくは約 80%の類似度といえる。 

























































ったことが実現する[⼩柴 19, 椿 19]。 
こうした背景から，論⽂やファンディング研究課題，国会会議録など科学技術イノベ
ーション政策関連のテキストデータについても分散表現を⽤いた分析が⾏われている[⼩






















データの期間は公開⽇ベースで 2005年 1⽉から 2019年 4⽉末⽇まで，種別としては
「A」公開特許公報，公表特許公報および「S」再公表特許に分類されているものを対象
とした2。結果，対象となる公開特許公報の件数は 4,069,503件となっている。 
期間毎のデータの件数について，図 3−1，3−2に⽰す。  
 
 









2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019
公開年 0 0 0 0 0 354,900 353,100 336,797 312,443 303,486 288,450 259,700 257,455 258,913 241,728 213,433 197,998 212,880 191,516 68,740
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 8 
また形態素解析器（MeCab4 ＋ mecab-ipadic-neologd[Sato15, Sato16, Sato17]）を⽤
い，名詞句のみを抽出し，学習させることにした。 
結果，140,638単語について 300次元の分散表現を得た。  
これらの分散表現について K-means++[Arthur 07]を⽤いて 16分類し，UMAP 










図 3−4： 2次元圧縮した単語分散表現とクラスタ IDの対応 
 
 
図 3−5： ID0 
 








































































































































































































































































































































































































図 3−7： ID2 
 
図 3−8： ID3 
 
図 3−9： ID4 
 
図 3−10： ID5 
 
図 3−11： ID6 
 



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































図 3−13： ID8 
 
図 3−14： ID9 
 
図 3−15： ID10 
 
図 3−16： ID11 
 
図 3−17： ID12 
 




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































図 3−19： ID14 
 







































































































































































































































































































































































































































































































図 3−21： 特許分散表現（300次元）の 2次元圧縮表⽰ 
  




図 3−23： ID0 加⼯ 
 
図 3−24： ID1 電⼦回路 
 
図 3−25： ID2 半導体 
 
図 3−26： ID3 バイオ 
 
図 3−27： ID4 ゲーム 
 
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































図 3−29： ID6 情報 
 
図 3−30： ID7 画像 
 
図 3−31： ID8 画像 
 
図 3−32： ID9 流体 
 
図 3−33： ID10 ⾞両 
 
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































図 3−35： ID12 光学 
 
図 3−36： ID13 化合物 
 
図 3−37： ID14 モータ 
 




























































































































































































































































































































































































































































































































































































































































































































































































































































も 128分類を採⽤して⽐較を⾏った。なお 128分類を採⽤している意図は 126に最も近
い 2の乗数で，切りが良いということのみに起因し，他意は無い。 
結果を図 3−40および図 3−41に⽰す。  
 
図 3−40： 128のクラスターと IPC分類の対応（1） 
  
図 3−41： 128のクラスターと IPC分類の対応（2） 
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ある程度の相関が伺える。⼀⽅で，例えば 128分類側の番号で 4から 9のクラスタのよ
うに 128分類の複数のクラスタが IPCのひとつのクラスタに強く結びついているものも





3.4.2. 時系列変化を表現（5 年ごと） 
次に，特許分散表現空間の時系列での変化について⽰す。 
ここでは特許データを，公開年ベースで 1．2005年から 2009年まで，2．2010年か
ら 2014年まで，3．2015年から 2019年まで，の 3区間に分割して⽰す。2019年につい
ては 4⽉末までのデータのため区間 3のみ他の区間に⽐べて 8ヶ⽉ほど期間が短い点に
は注意が必要である。また「S」再公表特許のうち公表年が 2005年以前のもの(6,290件)
は全て 2005年に計上する。 




図 3−42： 2009年までの特許分散表現 
 
図 3−43： 2014年までの特許分散表現 
 





















ば，[Younge 2016]では⽶国特許約 530万件特許間の距離を計算し約 300TBのデータに
なったとしているが，我々の試⾏では計算結果を保持しないためその容量を圧縮すること






許分散表現の上位 200件の IDとを⽐較した。結果は⼀致率 98.27% となっており，これ
は 200件のうち，3-4件が漏れている程度といえる。なお，1,000サンプルから全件に対




7 近傍 10 点を取得させた際，データセットとして 10 点は確実に返却されるが，その際，データセット















































































次に NGTによって得られた近傍 200特許（約 470万件のそれぞれの特許について距
離で 200番⽬までのもの）の状況について⾒た。図 4−6は近傍 200特許のうち，距離が
最も近いもの（1），10番⽬のもの（10）及び距離が最も遠い（200番⽬のもの，200）と
の間の距離について⼗分位値を⾒たものである。例えば，最も近いものとの距離について
は，全体の 10％（約 470万特許のうち約 47万件）のものが 0.007 以下であることを⽰し
ている。同様に 200番⽬のものの第⼀⼗分位値は 0.058なので，近傍 200番⽬までの距
離を算出することで，全体の 90％の特許がその特許から距離 0.058 以下のものをすべて
抽出できているということである。なお，200件というのは 470万件の 0.004％なので，
図 4−1の 10万ペアのランダムサンプルでいうと約 4件が 200番⽬までの近傍特許の対














































図 5−3：出願⼈タイプ別の出願後 5年以内の近傍 200特許との距離の分布 
 
近傍距離を図 5−4，図 5−5に⽰す。図 5−4，図 5−5は出願前後 5年以内に出願さ







図 5−4：出願⼈タイプ別の出願前後 5年以内の距離 0.05以内の特許数 
 
 


























表 5－1：前後 5 年以内に出願された近傍特許数のポアソン回帰分析結果 
  Before 5 years After 5 years 
  d<0.01 d<0.05 d<0.1 d<0.01 d<0.05 d<0.1 
IND 0.938*** -0.439*** -0.280*** 1.051*** -0.432*** -0.316*** 
 [0.120] [0.015] [0.004] [0.140] [0.017] [0.004]    
COM 1.689*** 0.765*** 0.132*** 1.599*** 0.876*** 0.180*** 
 [0.103] [0.010] [0.003] [0.122] [0.011] [0.003]    
PRI 0.322*** 0.084*** -0.013*** 0.527*** 0.083*** -0.028*** 
 [0.124] [0.013] [0.004] [0.151] [0.016] [0.004]    
UNI 0.000 0.000 0.000 0.000 0.000 0.000 
 [.] [.] [.] [.] [.] [.]    
IUC 0.400*** 0.424*** 0.037*** 0.594*** 0.528*** 0.055*** 
 [0.127] [0.012] [0.004] [0.146] [0.013] [0.004]    
granted 1.118*** 0.055*** -0.006*** 0.868*** 0.119*** 0.050*** 
 [0.009] [0.001] [0.001] [0.013] [0.001] [0.001]    
Constant -22.740 1.176*** 2.982*** -24.500 0.674** 2.705*** 
 [13580.500] [0.209] [0.078] [45769.200] [0.268] [0.091]    
IPC 
subclass Yes Yes Yes Yes Yes Yes    
N 254,651 254,651 254,651 254,651 254,651 254,651 
Standard errors in brackets     




表 5－2：前後 5 年以内に出願された近傍特許数のポアソン回帰分析結果 
（近傍特許数が切断されているケースを除く） 
  Before 5 years After 5 years 
  d<0.01 d<0.05 d<0.1 d<0.01 d<0.05 d<0.1 
IND 0.938*** -0.462*** -0.147*** 1.051*** -0.467*** -0.242*** 
 [0.120] [0.019] [0.008] [0.140] [0.021] [0.009]    
COM 1.689*** 0.798*** 0.284*** 1.599*** 0.863*** 0.274*** 
 [0.103] [0.013] [0.007] [0.122] [0.014] [0.007]    
PRI 0.322*** 0.305*** 0.042*** 0.527*** 0.274*** -0.030*** 
 [0.124] [0.017] [0.009] [0.151] [0.019] [0.010]    
UNI 0.000 0.000 0.000 0.000 0.000 0.000 
 [.] [.] [.] [.] [.] [.]    
IUC 0.400*** 0.454*** 0.135*** 0.594*** 0.507*** 0.156*** 
 [0.127] [0.016] [0.009] [0.146] [0.017] [0.010]    
granted 1.118*** 0.031*** 0.005*** 0.868*** 0.120*** 0.071*** 
 [0.009] [0.002] [0.001] [0.013] [0.002] [0.002]    
Constant -22.740 1.200*** 2.849*** -24.500 0.708*** 2.631*** 
 [13580.500] [0.209] [0.079] [45769.200] [0.268] [0.092]    
IPC 
subclass Yes Yes Yes Yes Yes Yes    
N 254,651 240,941 92,783 254,651 240,941 92,783 
Standard errors in brackets     




















表 5−3の第 2 列は近傍 200特許に出願前の特許が含まれない特許を除いた 2010年出
願特許の分析結果，第 3 列・第 4 列は 2004年以降の出願特許を全て含んだ分析結果を⽰




  [1] [2] [3] [4] 
 year=2010 year=2010 year>=2004 year>=2004 
    cens==0   cens==0 
IND -0.095*** -0.088*** -0.070*** -0.058*** 
 [0.028] [0.028] [0.008] [0.007] 
COM -0.391*** -0.377*** -0.354*** -0.335*** 
 [0.023] [0.023] [0.006] [0.006] 
PRI -0.268*** -0.275*** -0.138*** -0.135*** 
 [0.032] [0.032] [0.009] [0.009] 
UNI 0.000 0.000 0.000 0.000 
 [.] [.] [.] [.] 
IUC -0.178*** -0.178*** -0.170*** -0.168*** 
 [0.032] [0.031] [0.009] [0.009] 
granted -0.086*** -0.084*** -0.116*** -0.110*** 
 [0.005] [0.005] [0.001] [0.001] 
Constant -2.881*** -2.888*** -2.325*** -2.347*** 
 [0.357] [0.348] [0.081] [0.078] 
IPC 
subclass Yes Yes Yes Yes 
Year Yes Yes Yes Yes 
N 249,754 236,791 3,471,632 3,293,477 
Standard errors in brackets 
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