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Abstract
We study the localization of a cluster of activated vertices in a graph, from adaptively designed com-
pressive measurements. We propose a hierarchical partitioning of the graph that groups the activated
vertices into few partitions, so that a top-down sensing procedure can identify these partitions, and hence
the activations, using few measurements. By exploiting the cluster structure, we are able to provide local-
ization guarantees at weaker signal to noise ratios than in the unstructured setting. We complement this
performance guarantee with an information-theoretic lower bound, providing a necessary signal-to-noise
ratio for any algorithm to successfully localize the cluster. We verify our analysis with some simulations,
demonstrating the practicality of our algorithm.
1 Introduction
We are interested in recovering the support of a sparse vector x ∈ Rn observed through the noisy linear
model:
yi = a
T
i x+ i
Where i ∼ N (0, σ2) and
∑
i ||ai||2 ≤ m. This support recovery problem is well-known and fundamental
to the theory of compressive sensing, which involves estimating a high-dimensional signal vector from
few linear measurements [5]. Indeed if x is a k-sparse vector whose non-zero components are ≥ µ, it is
now well known that one cannot identify these components if µσ = o(
√
n
m log(n/k)) and one can if
µ
σ =
ω(
√
n
m log n), provided that m ≥ k log n [14]. Indeed if x is a k-sparse vector whose non-zero components
are≥ µ, it is now well known that one can identify these components if and only if µσ = o(
√
n
m log(n)) and
m ≥ k log(n/k) [1, 14].
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Setting Necessary Sufficient
Passive, unstructured
√
n
m log n [1]
√
n
m log n [1]
Adaptive, unstructured
√
n
m [2]
√
n
m log k [7]
Adaptive, structured
√
n
m (Thm. 4)
√
n
m log(ρ log n) (Prop. 3)
Table 1: Compressed Sensing landscape.
We build upon the classical results of compressive sensing by developing procedures that are adaptive
and that exploit additional structure in the underlying signal. Adaptivity allows the procedure to focus mea-
surements on activated components of the signal while structure can dramatically reduce the combinatorial
search space of the problem. Combined, both ideas can lead to significant performance improvements over
classical compressed sensing. This paper explores the role of adaptivity and structure in a very general
support recovery problem.
Active learning and adaptivity are not new ideas to the signal processing community and a number of
papers in recent years have characterized the advantages and limits of adaptive sensing over passive ap-
proaches. One of the first ideas in this direction was distilled sensing [8], which uses direct rather than
compressive measurements. Inspired by that work, a number of authors have studied adaptivity in com-
pressive sensing and shown similar performance gains [6, 7, 10]. These approaches do not incorporate any
notion of structure.
The introduction of structure to the compressed sensing framework has also been explored by a number
of authors [12, 4, 3]. Broadly speaking, these structural assumptions restrict the signal to a few of the
(
n
k
)
linear subspaces that contain k-sparse signals. With this restrictions, one can often design sensing procedures
that focus on these allowed subspaces and enjoy significant performance improvements over unstructured
problems. We remark that both Soni and Haupt and Balakrishnan et. al. develop adaptive sensing procedures
for structured problems, but under a more restrictive setting than this study [12, 3].
This paper continues in both of these directions exploring the role of adaptivity and structure in recov-
ering activated clusters in graphs. We consider localizing activated clusters of nodes whose boundary in the
graph is smaller than some parameter ρ. This notion of structure is more general than previous studies, yet
we are still able to demonstrate performance improvements over unstructured problems.
Our study of cluster identification is motivated by a number of applications in sensor networks measure-
ment and monitoring, including identification of viruses in human or computer networks or contamination
in a body of water. In these settings, we expect the signal of interest to be localized, or clustered, in the
underlying network and want to develop efficient procedures that exploit this cluster structure.
In this paper, we propose two related adaptive sensing procedures for identifying a cluster of activations
in a network. We give a sufficient condition on the signal-to-noise ration (SNR) under which the first proce-
dure exactly identifies the cluster. While this SNR is only slightly weaker than the SNR that is sufficient for
unstructured problems, we show via information-theoretic arguments that one cannot hope for significantly
better performance.
For the second procedure, we perform a more refined analysis and show that the required SNR depends
on how our algorithmic tool captures the cluster structure. In some cases this can lead to consistent recovery
at much weaker SNR. The second procedure can also be adapted to recover a large fraction of the cluster.
We also explore the performance of our procedures via an empirical study. Our results demonstrate the gains
from exploiting both structure and adaptivity in support recovery problems.
We put our results in context of the compressed sensing landscape in Tables 1 and 2. Here k is the cluster
size and, in the structured setting, ρ denotes the number of edges leaving the cluster. In the unstructured
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Graph Structure Necessary Sufficient
2-d Lattice Rectangle 1k
√
n
m [3]
1
k
√
n
m [3]
Rooted Tree Rooted subtree
√
k
m [13]
√
k
m log k [12]
Arbitrary Best case 1k
√
n
m log((ρ+ k) log n)
Table 2: Adaptive, Structured, Compressed Sensing.
setting, Wainwright, and later Aeron et al., studied the passive support recovery problem while Haupt and
Nowak consider the adaptive case [14, 1, 7]. These works analyze algorithms with near-optimal performance
guarantees. Our work provides both upper and lower bounds for the adaptive structured setting. Focusing on
different notions of structure, Balakrishnan et. al. give necessary and sufficient conditions for recovering a
small square of activiations in a grid [3] while Soni and Haupt analyze the recovery of tree-sparse signals [12,
13]. Our work provides guarantees that depends on how well the signal is captured by our algorithmic
construction. In the worst case, we guarantee exact recover with an SNR of
√
n
m log(ρ log n) (Proposition 3)
and in the best case, we can tolerate an SNR of 1k
√
n
m log((ρ+ k) log n) (Theorem 5). It is worth mentioning
that [12] obtains better results than ours, but study a very specific setting where the graph is a rooted tree
and the signal is rooted subtree.
2 Main Results
Let C? denote a set of activated vertices in a known graph G = (V,E) on n nodes with maximal degree
d. We observe C? through noisy compressed measurements of the vector x = µ1C? , that is we may select
sensing vectors ai ∈ Rn and observe yi = aTi x + i where i ∼ N (0, σ2) independently. We require∑
i ||ai||2 ≤ m so that the total sensing energy, or budget, is at most m. We allow for adaptivity, meaning
that the procedure may use the measurements y1, . . . , yi−1 to inform the choice of the subsequent vector ai.
We assume that the signal strength µ is known. Our goal is to develop procedures that successfully recover
C? in a low signal-to-noise ratio regime.
We will require the set C?, which we will henceforth call a cluster, to have small cut-size in the graph
G. Formally:
C? ∈ Cρ = {C : |{(u, v) : u ∈ C, v /∈ C}| ≤ ρ}
Our algorithmic tool for identification of C? is a dendrogram D, a hierarchical partitioning of G.
Definition 1. A dendrogram D is a tree of blocks {D} where each block is a connected set of vertices in G
and:
1. The root of D is V , the set of all vertices, and the leaves of the dendrogram are all of the singletons
{v}, v ∈ G. The sets corresponding to the children of a block D form a partition of the elements in D
while preserving graph connectivity in each cluster.
2. D has degree at most d, the maximum degree in G.
3. D is approximately balanced. Specifically the child of any block D has size at most |D|/2.
4. The height L of D is at most log2(n).
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Figure 1: A dendrogram for the 2× 4 lattice graph.
Algorithm 1 Exact Recovery
Require: Dendrogram D and sensing budget m, fail-
ure probability δ.
set α = m4n log2 ρ , τ = σ
√
2 log((dρL+ 1)/δ).
(1) Let D be the root of D.
(2) Obtain yD =
√
α1TDx+ D
(3) If yD ≥ µ
√
α|D| − τ add D to the estimate Cˆ.
(4) If τ ≤ yD ≤ µ
√
α|D| − τ recurse on (2)-(4)
with D’s children.
Output Cˆ.
See Figure 1. We will see one way to construct such dendrograms in Section 2.3. Note that the results
of Sharpnack et. al. imply that one can construct a suitable dendrogram for any graph [11]. By the fact that
each block of D is a connected set of vertices, we immediately have the following proposition:
Proposition 2. A block D is impure if 0 < |D ∩ C?| < |D|. For any C? in Cρ at most ρ blocks are impure
at any level in D.
2.1 Universal Guarantees
With a dendrogramD, we can sense with measurements of the form 1D for a parent blockD and recursively
sense on the children blocks to identify the activated vertices. This procedure has the same flavor as the
compressive binary search procedure [6]. Specifically, fix a threshold τ and energy parameter α and when
sensing on block D obtain the measurement
yD =
√
α1TDx+ D (1)
If τ < yD < µ
√
α|D| − τ continue sensing on D’s children, otherwise terminate the recursion. At a fairly
weak SNR and with appropriate setting for τ and α, we can show that this procedure will exactly identify
C?:
Proposition 3. Set τ = σ
√
2 log((dρL+ 1)/δ). If the SNR satisfies:
µ
σ
≥
√
8
α
log
(
dρL+ 1
δ
)
(2)
then with probability≥ 1−δ, Algorithm 1 recovers C? and using a sensing budget of at most 3nα log2(dρ).
We must set α ≤ m3n log2(dρ) so we do not exceed our budget of m. With the this setting, the SNR
requirement is:
µ
σ
≥
√
24n
m
log2(dρ) log
(
dρL+ 1
δ
)
Algorithm 1 performs similarly to the adaptive procedures for unstructured support recovery. For con-
stant ρ, the SNR requirement is ω(
√
n
m log log2 n) which is on the same order as the compressive binary
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search procedure [6] for recovering 1-sparse signals. For k-sparse signals, the best results require SNR of√
n log k
m which can be much worse than our guarantee when k ≥ log n and ρ is small [10, 7].
Thus, the procedure does enjoy small benefit from exploiting structure, but the generality of our set
up precludes more substantial performance gains. Indeed, we are able to show that one cannot do much
better than Algorithm 1. This information theoretic lower bound is a simple consequence of the results from
Arias-Castro et. al. [2].
Theorem 4. Fix any graph G and suppose ρ ≥ d. If:
µ
σ
= o
(√
n
m
)
then infCˆ supC?∈Cρ P[Cˆ 6= C?]→ 12 . Therefore no procedure can reliably estimate C? ∈ Cρ.
The lower bound demonstrates one of the fundamental challenges in exploiting structure in the cluster
recovery problem: since Cρ is not parameterized by cluster size, in the worst case, one should not hope for
performance improvements that depend on cluster size or sparsity. More concretely, if ρ ≥ d, the set Cρ
contains all singleton vertices, reducing to a completely unstructured setting. Here, the results of Davenport
and Arias-Castro imply that to exactly recover a cluster of size one, it is necessary to have SNR of
√
n
m [6].
Moreover, nothing in our setup prevents G from being a complete graph on n vertices, which also reduces
to the unstructured setting.
The inherent difficulty of this problem is not only information-theoretic, but also computational. The
typical way to exploit structure is to scan across the possible signal patterns, using the fact that the search
space is highly restricted. Unfortunately, Karger proved that the number of cuts of size ρ is Θ(nρ) [9],
meaning that Cρ is not very restrictive. Even if we could efficiently scan all patterns in Cρ, distinguishing
between two clusters with high overlap would still require high SNR. As a concrete example, Balakrishnan
et. al. showed that localizing a contiguous chain of activations in a line graph is impossible when µσ =
o(max{ 1k
√
n−k
m ,
√
1
m}) [3]. The second term arises from the overlap between the contiguous blocks and is
independent of both k and n, demonstrating the challenge in distinguishing these overlapping clusters.
2.2 Cluster-Specific Guarantees
The main performance bottleneck for Algorithm 1 comes from testing whether a block of size 1 is active or
not. If there are no such singleton blocks, meaning that the cluster C? is grouped into large blocks in D, we
might expect that Algorithm 1 or a variant can succeed at lower SNR. We formalize this idea here, analyzing
an algorithm whose performance depends on how C? is partitioned across the dendrogram D.
We quantify this dependence with the notion of maximal blocks D ∈ D which are the largest blocks that
are completely active. Formally D is maximal if D ∩ C? = D and D’s parent is impure, and we denote
this set of maximal blocksM. If the maximal blocks are all large, then we can hope to obtain performance
improvements.
The algorithm consists of two phases. The first phase (the adaptive phase) is similar to Algorithm 1.
With a threshold z, and energy parameter α, we sense on a block D with
yD =
√
α1TDx+ D
If yD > z we sense on D’s children and we construct a pruned dendrogram K of all blocks D, for which
yD > z. The pruned dendrogram is much smaller than D but it retains a large fraction of C?.
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Algorithm 2 Approximate Recovery
Require: Dendrogram D, sensing budget parameters α, β.
Set α, z as in Theorem 5. Initialize K = ∅.
(1) Let D be the root of D.
(2) Obtain yD =
√
α1TDx+ D.
(3) If yD ≥ z add D to K and recurse on (1)-(3) with Ds children.
Construct U an orthonormal basis for span{1D}D∈K.
Sense y =
√
βUTx+  and form xˆ = Uy/
√
β.
Output Cˆ = argmaxC⊆[n]
1TC xˆ
||xˆ||
√
|C| .
Since we have significantly reduced the dimensionality of the problem we can now use a passive local-
ization procedure to identify C? at a low SNR. In the passive phase, we construct an orthonormal basis U
for the subspace:
{1D : D ∈ K}
With another energy parameter β, we observe yi =
√
βuTi x+i for each basis vector ui and form the vector
y =
√
βUTx +  by stacking these observations. We then construct the vector xˆ = Uy/
√
β. With the
vector xˆ we solve the following optimization problem to identify the cluster ([n] = {1, . . . , n}):
Cˆ = argmaxC⊆[n]
1TC xˆ
||xˆ||√|C|
which can be solved by a simple greedy algorithm. A detailed description is in Algorithm 2. For a more
concise presentation, in the following results, we omit the dependence on the maximum degree of the graph,
d. This localization guarantee is stated in terms of the distance d(Cˆ, C?) , 1− |Cˆ∩C?|√
|Cˆ||C?|
.
Theorem 5. Set z so that P[N (0, 1) > σz] ≤
√
5−1
d and
1
α =
m
n log2((ρ+ k) log n)
, β =
m
(ρ+ k)polylog(n, ρ)
where k = |C?|. If
µ
σ
= ω
(
(ρ+ k)polylog(n, ρ)√
mk
+
√
n log2((ρ+ k) log n)
m|Mmin|2
)
where Mmin = argminM∈MM , then d(Cˆ, C
?)→ 0 and the budget is O(m).
The SNR requirement in the theorem decomposes into two terms, corresponding to the two phases of the
algorithm, and our choice of α and β distribute the sensing budget evenly over the terms, allocating O(m)
energy to each. Note however, that the first term, corresponding to the passive phase, has a logarithmic
dependence on n while the second term, corresponding to the adaptive phase, has a polynomial dependence,
so in practice one should allocate more energy to the adaptive phase. With our allocation, the second term
usually dominates, particularly for small ρ and k, which is a regime of interest. Then the required SNR is:
1We provide exact definitions of α and β in the appendix.
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Setting µσ
One maximal block ω
(
1
k
√
n
m log(k log n)
)
Uniform sizes ω
(
ρ
k
√
n
m log(k log n)
)
Worst Case ω
(√
n
m log(k log n)
)
Table 3: Instantiations of Theorem 5
µ
σ
= ω
(
1
|Mmin|
√
n
m
log2((ρ+ k) log n)
)
To more concretely interpret the result, we present sufficient SNR scalings for three scenarios in Table 3.
We think of ρ  |C?|. The most favorable realization is when there is only one maximal block of size k.
Here, there is a significant gain in SNR over unstructured recovery or even Algorithm 1.
Another interesting case is when the maximal blocks are all at the same level in the dendrogram. In this
case, there can be at most ρd maximal blocks since each of the parents is impure and there can only be ρ
impure blocks per level. If the maximal blocks are approximately the same size, then |Mmin| ≈ k/ρ, and
we arrive at the requirement in the second row of Table 3. Again we see performance gains from structure,
although there is some degradation.
Unfortunately, since the bound depends on Mmin, we do not always realize such gains. When Mmin is
a singleton block (one node), our bound deteriorates to the third row of Table 3. We remark that modulo
log log factors, this matches the SNR scaling for the unstructured (sparse) setting. It also nearly matches the
lower bound in Theorem 4.
Theorem 5 shows that the size of |Mmin| is the bottleneck to recovering C?. If we are willing to tolerate
missing the small blocks we can sense at lower SNR.
Corollary 6. Let C˜ =
⋃
M∈M,|M |≥tM and k = |C?|. If:
µ
σ
= ω
(
(ρ+ k)polylog(n, ρ)√
mk
+
1
t
√
n
m
polylog(n, ρ, j, t)
)
then with probability 1− o(1), d(Cˆ, C˜)→ 0 and n→∞.
In particular, we can recover all maximal blocks of size t with SNR on the order of O˜( 1t
√
n
m ), which
clearly shows the gain in exploiting structure in this problem.
2.3 Constructing Dendrograms
A general algorithm for constructing a dendrogram parallels the construction of spanning tree wavelets in
Sharpnack et. al. [11]. Given a spanning tree T for G, the root of the dendrogram is V , and the children are
the subtrees around a balancing vertex v ∈ T . The dendrogram is built recursively by identifying balancing
vertices and using the subtrees as children. See Algorithm 4 for details. It is not hard to verify that this
algorithm produces a dendrogram according to Definition 1.
3 Experiments
We conducted two simulation studies to verify our theoretical results and examine the performance of our
algorithms empirically. First, we empirically verify the SNR scaling in Proposition 3. In the second ex-
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Algorithm 3 FindBalance
Require: T a subtree of G and initialize v ∈ T arbitrarily .
(1) Let T ′ be the component of T \{v} of largest size.
(2) Let w be the unique neighbor of v in T ′.
(3) Let T ′′ be the component of T \{w} of largest size.
(4) Stop and return v if |T ′′| ≥ |T ′|.
(5) v ← w. Repeat at (1).
Algorithm 4 BuildDendrogram
Require: T is a spanning tree of G.
Initialize D = {{v : v ∈ T }}.
Let v be the output of FindBalance applied to T .
Let T1, . . . , Tdv be the connected component of T \ v and add v to the smallest component.
Add {v : v ∈ Ti} for each i as children of T to D.
Recurse at (2) for each Ti as long as |Ti| ≥ 2.
periment, we compare both of our algorithms with the algorithm of Haupt and Nowak [7], which is an
unstructured adaptive compressed sensing procedure with state-of-the-art performance.
In Figure 2 we plot the probability of successful recovery of C? as a function of a rescaled parameter.
This parameter θ(n,m, ρ, µσ ) =
µ
σ
√
m
n log2 ρ log(ρ logn)
was chosen so that the condition on the SNR in Propo-
sition 3 is equivalent to θ = c for some constant c. Proposition 3 then implies that with this rescaling, the
curves should all line up, which is the phenomenon we observe in Figure 2. Here G is the two dimensional
torus and D was constructed using Algorithm 4.
In Figure 3 we plot the error, measured by d(Cˆ, C?), as a function of m for three algorithms. We use
both Algorithms 1 and 2 as well as the sequentially designed compressed sensing algorithm (SDC) [7],which
has near-optimal performance for unstructured sparse recovery. Here G is the line graph, D is the balanced
binary dendrogram, and ρ = 2 so each signal is a contiguous block.
In the first figure, k = 10 and since the maximal clusters are necessarily small, there should be little ben-
efit from structure. Indeed, we see that all three algorithms perform similarly. This demonstrates that in the
Figure 2: Probability of success for Algorithm 1 as a function of the θ = µσ
√
m
n log2 ρ log(ρ log(n))
for the
torus.
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Figure 3: Error as a function of m for n = 512 and k = 10, 50 (top, bottom) demonstrating the gains from
exploiting structure. Here G is a line graph and ρ = 2, resulting in one connected cluster.
absence of structure, our procedures perform comparably to existing approaches for unstructured recovery.
When k = 50 (the second figure), we see that both Algorithms 1 and 2 outperform SDC, particularly at low
SNRs. Here, as predicted by our theory, Algorithm 2 can identify a large part of the cluster at very low SNR
by exploiting the cluster structure. In fact Algorithm 1 empirically performs well in this regime although we
do not have theory to justify this.
4 Conclusion
We explore the role of structure and adaptivity in the support recovery problem, specifically in localizing a
cluster of activations in a network. We show that when the cluster has small cut size, exploiting this structure
can result in performance improvements in terms of signal-to-noise ratios sufficient for cluster recovery. If
the true cluster C? coincides with a dendrogram over the graph, then weaker SNRs can be tolerated. These
results do not contradict the necessary conditions for this problem, which shows that one cannot do much
better than the unstructured setting for exact recovery.
While our work contributes to understanding the role of structure in compressive sensing, our knowledge
is still fairly limited. We now know of some specific instances where structured signals can be localized at a
very weak SNR, but we do not have a full characterization of this effect. Our goal was to give such a precise
characterization, but the generality of our set-up resulted in an information-theoretic barrier to demonstrating
significant performance gains. An interesting direction for future research is to precisely quantify settings
that are not too general nor very specific when structure can lead to improved sensing performance and to
develop algorithms that enjoy these gains.
A Proof of Theorem 4
The proof is a simple extension of Theorem 2 from Davenport and Arias-Castro [6]. In particular, if ρ > d
then Cρ contains all one-sparse signals. Restricting to just these signals, the results from [6] imply that we
cannot even detect if the activation is in the first or second half of the vertices unless µσ ≥
√
n
m . This results
in the lower bound.
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If we are also interested in introducing the cluster size parameter k we are can prove a similar lower
bound by reduction to one-sparse testing. If ρ > kd then all
(
n
k
)
support patterns are in Cρ so we are again
in the unstructured setting. Here, the results from [2] give the lower bound.
If ρ < kd then we are in a structured setting in that not all
(
n
k
)
support patterns are possible. However, if
we look at the cycle graph, each contiguous block contributes 2 to the cut size, so if ρ ≥ 4 we are allowed at
least two contiguous blocks. If k−1 of the activations lie in one contiguous block, then the last activation can
be distributed in any of the n − k + 1 remaining vertices. Even if the localization procedure was provided
with knowledge of the location of the k − 1 activations, an SNR of µσ ≥
√
n−k
m would be necessary for
identifying the last activation.
B Proof of Proposition 3
Recall that for any block D that we sense, we obtain yD =
√
α1TDµ1C? + d. Consider a single block D,
Gaussian tail bounds reveal the following facts:
1. If D ∩ C? = ∅, then with probability ≥ 1− δ, yD ≤ σ
√
2 log(1/δ).
2. If D ∩ C? = D, then with probability ≥ 1− δ, yd ≥ µ
√
α|D| − σ√2 log(1/δ).
3. Otherwise, with probability 1− δ: µ√α− σ√2 log(1/δ) ≤ yD ≤ µ√α(|D| − 1) + σ√2 log(1/δ).
The above facts reveal that if:
µ
σ
≥ 2
√
2 log(1/δ)
α
then we will correctly identify if D is empty, full or impure. Assuming we perform this test correctly, we
only refine D if it is impure, and Proposition 2 reveals that at most ρ clusters can be impure per level. For
each of these ρ clusters that we refine, we search on at most dmax clusters at the subsequent level. The total
budget that we use is (recall that L is the height of D):
L∑
l=0
αmin{n, ρd n
2l
} = α
log2(ρd)−1∑
l=0
n+
L∑
l=log2(ρd)
ρdn
2l

= α
n log2(ρd) + L−log2(ρd)∑
l=0
ρ
2log2(ρd)
n
2l

≤ α(n log2(ρd) + 2n) ≤ 3αn log2(ρd)
Setting α as in the Proposition makes this quantity smaller than m. Finally, we take a union bound over the
ρdL+ 1 blocks that we sense on (ρdL per level not counting the root and one more for the root) and plug in
our bound on α to arrive at the final rate of:
µ
σ
≥
√
24n log2(ρd) log((ρdL+ 1)/δ)
m
The threshold τ is specified to ensure that that failure probability for all of the tests is at most δ. In the
algorithm, thresholding at τ and µ
√
α − τ favors identifying clusters as impure over identifying them as
pure. In practice these thresholds may improve performance because it is worse to incorrectly mark an
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impure block as pure (leading to incorrect recovery of the cluster) than it is to incorrectly mark a pure block
as impure (leading to an increase in measurement budget). Using these thresholds has no ramifications on
our theory.
C Proof of Theorem 5
To prove Theorem 5 we must analyze each phase of the procedure. We first turn to the adaptive phase. By
setting the threshold z correctly, we retain a large fraction of C? while removing a large number of inactive
nodes. We call the set of blocks retained by the adaptive phase K and we measure the fraction of C? lost by
the projection onto the basis U for the subspace spanned by the blocks in K. In the passive phase, we use
the fact that |K| is small to bound the MSE of the reconstruction E||xˆ − x||2. We then translate this MSE
guarantee into an error guarantee for Cˆ.
Throughout, let r denote the total number of impure blocks in the dendrogram and let L denote the height
of D. Note that r ≤ ρL and L ≤ dlog2 ne. Recall that k = |C?|.
With all the results in the following sections we will be able to bound d(Cˆ, C?) with probability≥ 1−3δ
as:
d(Cˆ, C?) ≤ 4
µ2k
||xˆ− µ1C? ||2 (3)
≤ 4cσ
2|K|
µ2kβ
+
4L
δ
exp
{−1/8α|Mmin|2µ2/σ2} (4)
≤ 8cσ
2L2(3rd log(rdL/δ) + k)2
µ2km
+ (5)
+
4L
δ
exp
{
− 1
48
m|Mmin|2µ2/σ2
n log2(4rd
2 log(rdL/δ) + k)
}
(6)
Here Equation 3 follows from our analysis of the optimization phase (Lemma 10), and Equation 4 follows
from the bounds in Section C.2. The last step follows by plugging in bounds on α and β if we want to
allocate m/2 energy to each phase. Specifically the bound on α comes from Lemma 9 while the bound
for β comes from Lemma 7. Lemma 9 shows that the energy used in the first phase of the algorithm is
≤ α(3n log2(4rd2 log(rdL/δ) + k)) and allocating m/2 energy to this phase gives the bound on α. On
the other hand Lemma 7 shows that the after the adaptive phase, the pruned dendrogram contains at most
L(3rd log(rdL/δ) + k) blocks, which is precisely the dimensionality of the subspace we sense over in the
passive phase of the procedure. To summarize, setting:
α ≤ m
6n log2(4rd
2 log(rdL/δ) + k)
(7)
β ≤ m
6rdL log(rdL/δ) + 2Lk
(8)
ensures that the sensing budget is no more than m.
We obtain the final result by plugging in the bounds on L ≤ dlog2 ne and r ≤ ρdlog2 ne. With these
bounds, the first term is o(1) as long as:
µ
σ
= ω
(
ρd log22 n log(ρd log
2
2 n/δ) + k log2 n√
mk
)
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The second term is o(1) when:
µ
σ
= ω
(
1
|Mmin|
√
n
m
log2(ρd
2 log2 n log(ρd log
2
2 n/δ) + k) log(log2 n/δ)
)
Note that we can only apply Lemma 10 if the right hand side of Equation 3 is ≤ 1. However if µ/σ meets
the above two requirements, then that quantity is going to zero, so for n large enough this will certainly be
the case.
C.1 The Adaptive Phase
Our analysis will focus on recovering maximal blocks D ∈ D, which are the largest blocks that contain only
activated vertices. Formally, D is maximal if D ∩C? = D and if D’s parent contains some unactivated ver-
tices. We are also interested in identifying impure blocks, (blocks that partially overlap with C?). Suppose
there are r such impure clusters.
The first lemma helps us bound the number empty nodes that we retain:
Lemma 7. Threshold at σz where P[N (0, 1) > z] ≤ q and:
q =
√
5− 1
2dmax
Then with probability ≥ 1 − δ the pruned dendrogram contains at most 3rd log(rdL/δ) + |C?| blocks per
level for a total of at most L(3rd log(rdL/δ) + |C?|).
Proof. For the first claim, we analyze the adaptive procedure on an empty dendrogram, showing that we
retain no more than 3 log(L/δ) per level. The proof is by induction on the level l. Let the inductive hypoth-
esis be that tl ≤ 3 log(L/δ) where tl is the number of nodes retained at the lth level. Then by the Chernoff
bound,
P[tl − Etl ≥ ] ≤ exp{ −
2
3Etl
}
Etl can be bounded by dqtl−1 since each of the blocks that we retain at the l − 1st level can have at most d
children and since we retain each block with probability q in expectation. With a union bound across all L
levels, we have that with probability ≥ 1− δ:
tl ≤ dqtl−1 +
√
3dqtl−1 log(L/δ)
Applying the inductive hypothesis and the definition of q:
tl ≤ 3 log(L/δ)(dq +
√
dq) ≤ 3 log(L/δ)
Thus for each empty dendrogram, we retain at most 3L log(L/δ).
Each of the r impure clusters can spawn off at most d empty subtrees in the dendrogram. Taking a union
bound over each of these rd empty subtrees shows that at most 3rdL log(rdL/δ) empty blocks are retained.
There are at most |C?|L active blocks, which gives us a bound on the size of K.
Next we compute the probability that we fail to retain a maximal cluster:
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Lemma 8. For any maximal cluster M , the probability that M /∈ K is bounded by:
P[M /∈ K] ≤ L exp{−1/2(√α|M |µ/σ − z)2}
as long as
√
α|M |µ > σz.
Proof. We fail to retain a maximal cluster M if we throw away any of its ancestors in the dendrogram. All
the ancestors of M have at least M activations so EyD ≥ µ
√
α|M | for each of M ’s ancestors. All yD have
the same variance σ2. By a union bound and Gaussian tail inequality the failure probability is at most:
P[M /∈ K] ≤ LP[yM < σz] ≤ L exp{−1/2(
√
α|M |µ/σ − z)2}
To complete the adaptive phase, we must set α so that we use at most half of the budget.
Lemma 9. The energy used in the adaptive phase is:
α(3n log2(4rd
2 log(rdL/δ) + |C?|))
Proof. At level l we retain at most 3rd log(rdL/δ) empty blocks, so we sense on at most 3rd2 log(rdL/δ)+
(d− 1)ρ empty blocks (the at most ρ impure blocks could spawn off up to d− 1 empty ones). We also sense
on at most ρ impure blocks and also sense every completely active block. In total we sense on no more:
3rd2 log(rdL/δ) + dρ+ |C?| ≤ 4rd2 log(rdL/δ) + |C?|
blocks (ρ ≤ r) at the l + 1st level. Since each block at the lth level has size at most n/2l we can bound the
total energy as:
α
L∑
l=0
min{n, (4rd2 log(rdL/δ) + |C?|) n
2l
}
≤ α
(
n log2(4rd
2 log(rdL/δ) + |C?|) +
∞∑
l=0
n
2l
)
≤ α (3n log2(4rd2 log(rdL/δ) + |C?|))
Here to arrive at the second line, we noticed that at the top levels, sensing on all of the blocks is a sharper
bound than the one we computed which produces the first term. The second term comes from the fact that
since we sense a constant number of blocks at each level, the budget is geometrically decreasing.
In particular setting:
α =
m
6n log2(4rd
2 log(rdL/δ) + |C?|)
the budget for the adaptive phase is ≤ m/2.
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C.2 The Passive Phase
In the passive phase, we need to compute two key quantities, (1) the energy of 1C? that remains in the span
of K and (2) the estimation error of the projection that we perform. Recall that the space we are interested in
is U = span{1D}D∈K and let U be a basis for this subspace. Let Mˆ denote the maximal clusters retained
in the adaptive phase whileM denotes all of the maximal clusters. Throughout this section let x = µ1C? .
Since {1M}M∈Mˆ is a subspace of U we know that:
||PU1C? ||2 ≥
∑
M∈Mˆ
(
|C? ∩M |√|M |
)2
=
∑
M∈Mˆ
|M |
which means that (using Lemma 8):
E||(I − PU )1C? ||2 ≤ E
∑
M/∈K
|M | =
∑
M∈M
|M |P[M /∈ K]
≤
∑
M∈M
|M |L exp{−1/2(√α|M |µ/σ − z)2}
≤ |C?|L exp{−1/2(√α|Mmin|µ/σ − z)2}
Since q is a constant, z is also constant. If µ/σ > 2z/(|Mmin|
√
α) (this will be dominated by other
restrictions on the SNR) then this expression is bounded by:
≤ |C?|L exp{−1/8α|Mmin|2µ2/σ2}
Applying Markov’s inequality, we have that with probability ≥ 1− δ:
||(I − PU )1C? ||2 ≤ |C
?|L
δ
exp{−1/8α|Mmin|2µ2/σ2}
Now we study the passive sampling scheme. If y =
√
βUTx+  where  ∼ N (0, σ2I|K|) then:
xˆ =
√
1/βUy = PUx+
√
1/βU
So that:
||xˆ− PUx||2 = 1
β
||U||2 = 1
β
||z||2
where z ∼ N (0, σ2I|K|) is a |K|-dimensional Gaussian vector. Concentration results for Gaussian vectors
(or Chi-squared distributions) show that there is a constant c such that for n large enough ||z||2 ≤ cσ2|K|
with probability ≥ 1− δ.
Putting these two bounds together gives us a high probability bound on the squared error (note that the
cross term is zero since xˆ ∈ U ):
||xˆ− x||2 ≤ ||xˆ− PUx||2 + ||(I − PU )x||2
≤ cσ
2|K|
β
+
|C?|Lµ2
δ
exp{−1/8α|Mmin|2µ2/σ2}
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C.3 Recovering C?
The error guarantee of the optimization phase is based on the following lemma:
Lemma 10. Let Cˆ denote the solution to:
argmaxC⊂[n]
xˆT1C
||xˆ||√|C|
then if 4||x− xˆ||2 < µ2|C?|:
d(Cˆ, C?) , 1− |Cˆ ∩ C
?|√
|Cˆ||C?|
≤ 4||xˆ− x||
2
2
µ2|C?|
Proof. It is immediate from the definition of the d-distance that:
d(Cˆ, C?) , 1− |Cˆ ∩ C
?|√
|Cˆ||C?|
=
1
2
|| 1Cˆ√
|Cˆ|
− 1C?√|C?| ||2
By virtue of the fact that Cˆ solves the optimization problem, we also know:
|| 1Cˆ√
|Cˆ|
− xˆ||xˆ|| ||
2 = 2− 2 xˆ
T1Cˆ
||xˆ||
√
|Cˆ|
≤ || 1C?√|C?| − xˆ||xˆ|| ||2
Which, when coupled with the first identity gives us:
d(Cˆ, C?) =
1
2
|| 1Cˆ√
|Cˆ|
− 1C?√|C?| ||2 ≤ 2|| 1C?√|C?| − xˆ||xˆ|| ||2
This follows by adding and subtracting xˆ/||xˆ|| and applying the triangle inequality to
√
d(Cˆ, C?). Call
θ = ∠(1C? , xˆ). Then we have:
|| 1C?√|C?| − xˆ||xˆ|| ||2 = 2− 2 cos θ
||x− xˆ||2 = ||x||2 + ||xˆ||2 − 2||x||||xˆ|| cos θ
||x− xˆ||2
||x||||xˆ|| =
||x||
||xˆ|| +
||xˆ||
||x|| − 2 cos θ
On the right hand side is an expression of the form 1/a + a. This is ≥ 2 for a ≥ 0 as it is in this case, and
with this in mind we see that:
d(Cˆ, C?) ≤ 2 (2− 2 cos θ) ≤ 2||x− xˆ||
2
||x||||xˆ||
Looking just at the denominator of the right hand side, we can lower bound by:
||x||||xˆ|| ≥ ||x||2 − ||x||||x− xˆ|| ≥ 1
2
µ2|C?|
Where in the first step we used the triangle inequality, and in the second we used that ||x|| = µ√|C?| and
the assumption whereby 4||x− xˆ||2 ≤ µ2√|C?|. Plugging this in to the bound on d(Cˆ, C?) concludes the
proof.
15
C.4 Proof of Corollary 6
The proof of the corollary parallels that of the main theorem. In the adaptive phase, we instead show that
with high probability we retain all clusters of size≥ t for some parameter t. Then since we are not interested
in recovering the smaller clusters, we can safely ignore the energy in C? that is orthogonal to U . This means
that the approximation error term from the previous proof can be ignored.
Lemma 11. With probability ≥ 1− δ we retain all clusters of size ≥ t as long as:
µ
σ
≥ 1
t
√
α
(
z +
√
2 log(
Lk
tδ
)
)
Proof. As in the proof of Lemma 8 we can proceed with a union bound. For a single block of size ≥ t:
P[M /∈ K] ≤ LP[yM < σz] ≤ L exp{−(
√
αtµ/σ − z)2/2}
There are at most |C?|/t = k/t such maximal blocks so with a union bound, we arrive at the claim.
The results from the adaptive phase show that all of the sufficiently large maximal clusters are retained
in K. If we let C˜ = ⋃M∈M||M |≥tM then ||(I − PU )1C˜ ||2 = 0 with probability ≥ 1 − δ. Applying the
results from passive phase, in particular Lemma 10 we have:
d(Cˆ, C˜) ≤ 4σ
2
µ2k
2c|K|2
m
Plugging for |K| using the same bound as before, and setting α as we did before gives the corollary.
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