Abstract. We consider terms of simply typed lambda calculus in which copy of a subterm may not be inserted to the argument of itself during the reduction. The terms form wide class which includes linear terms. We show that corresponding variant of the dual interpolation problem i.e. problem in which all expressions can be restricted to terms of this kind. Thus the model for this kind of expressions can admit fully abstract semantics.
Introduction
The higher-order matching problem (HOM) consists in solving certain equations in the simply typed λ-calculus. The equations have the form M . = N where the unknowns occur only in the term M . HOM is a restricted version of the higherorder unification problem (HOU) which has several applications in the field of automated theorem proving. Unfortunately, the higher-order unification problem has been proved undecidable [Gol81] . Despite this sad result HOU has attracted a significant attention and is used as a tool in automated theorem proving (e.g. in Isabelle [Pau89] ) and higher-order logic programming (e.g. in λ-Prolog [MN88] ). As a special case of HOU the higher-order matching problem can be applied in various situations in these areas (see e.g. [Har96] ).
The higher-order matching problem has also connections with semantics of the simply typed λ-calculus [Sta82] . It is strongly connected with the problem of λ-definability. The problem of λ-definability is to decide whether a given function from some function space over a finite base can be defined by a λ-term. The problem of λ-definability is undecidable which corresponds to the fact that there is no way to precisely describe a fully-abstract model for the simply typed λ-calculus [Loa01] . The higher-order matching problem defines a stronger notion of definability for which it is not known if it is decidable. Semantical investigations in simply typed lambda calculus have some practical impact as they are strongly connected to the area of program transformations (see e.g. [dMS01] ).
The higher-order matching problem has a long history. The problem was posed by G. Huet in his PhD thesis [Hue76] . It was considered in some older papers ( [Wol89, Bax76] ), but it gained more attention in the last years. V. Padovani presented a new approach to higher-order matching. He proved that higher-order matching is decidable without restriction on the order but with a restriction on the term N -it must be a single constant of a base type [Pad95a] . In addition, R. Loader presented [Loa] the undecidability of unrestricted higher-order matching, but for β-equality (the standard formulation requires βη-equality). This was supplemented by results that take into account restrictions on domains of solutions [dG00, DW02, SSS02] . This paper expands significantly the technique used in [Pad95a] and proposes a new interesting class of terms. Informally, a term M is self-independent when in each self-independent context and for each subterm N of the term if the evaluation of the subterm N is executed somewhere in the reduction then all its arguments may not contain a copy of N . For example the term λx : (α → α) → α → α.x(λz 1 .f (z 1 , z 1 ))a is self-independent since the only self-independent terms that can be substituted for x are the identity, and the constant term and these can only result in forgetting of most of the term of in copying a to z 1 . Accordingly the term
is not self-independent, as in one if possible contexts (when the identity is substituted for x) the term f occurs in the argument of the first z 1 . This class extends the class of linear terms. Moreover, presented proof gives a nice syntactical characterisation of this class. We present a proof of decidability for the dual interpolation problem with an additional restriction on solutions and instances -they must be self-independent terms. This result extends to higher-order matching for this kind of expressions.
Preliminaries
Assume we are given a set B of base types. Let T B be the set of all simple types over B defined as the smallest set containing B and closed on →. We shall often omit the subscript B if B is clear from the context or unimportant.
In this paper we limit ourselves to the case where B is a singleton {ι}. The set of simply typed terms is defined based on the set of pre-terms. The set λ elements of λ * → are denoted by s, s 1 , . . . , t, t 1 , . . . etc. The notion of a closed term is defined as usual, similarly the set FV(M ) of free variables in M . The symbol Const M denotes the set of constants occurring in M .
We denote by T (τ, C) the set of all closed terms of type τ built-up of constants from the set C. The notion of sorted set is of some usefulness here. The family of sets T C = {T (τ, C)} τ ∈T B is an example of a sorted set. We adopt standard ∈ notation to sorted sets.
The term Const M denotes the set of constants that occur in M . This notation is extended to sets (and other structures) of terms.
The order of a type τ , denoted by ord(τ ) is defined inductively as
The notion of order extends to terms and pre-terms. We define ord(M) = ord(τ ) or ord(t) = ord(τ ), where τ is the type of M or t respectively.
The notion of β-reduction (→ * β ) is defined as a congruent extension of the re-
= N ] denotes substitution of N for x with usual renaming of bounded identifiers. We sometimes write substitutions in the prefix mode as in S(N ).
The notion of βη-reduction (→ * βη ) is defined as a congruent extension of the above-mentioned → β relation supplied with an additional rule λx.M x → η M where M has no occurrence of x. In this paper, we deal with terms in β-normal, η-long form. The β-normal, η-long form for a term M is denoted by NFL(M ).
We call an instance of the higher-order matching problem each pair of simply typed λ-terms M, N . We usually denote them as M . = N . A solution of such an instance is a substitution S such that S(M ) = βη N . We often restrict ourselves to the case when N has no free variables. This restriction is not essential. Definition 1 (the higher-order matching problem) The higher-order matching problem is a decision problem -given an instance M . = N of the higher-order matching problem whether there exists a solution of
An interpolation equation is a pair of terms, usually written xN 1 · · · N k . = N , such that x is the only free variable in the left-hand side of the equation.
Let E, E of interpolation equations such that there exists a variable x which occurs free in the left-hand side of each equation in E ∪ E . We call E, E an instance of the dual interpolation problem. We also call E, E a dual set.
A solution of such an instance is a term P such that for each equation
The dual interpolation problem is a decision problem -given an instance E, E of the dual interpolation problem whether there exists a solution of E, E .
The dual interpolation problem and the higher-order matching problem are connected in the following way: Theorem 1. The problem of higher-order matching reduces to the dual interpolation problem.
Proof. See [Pad95b, Pad96] or [Sch01] .
Self-independent terms
We define self-independent terms by means of a marked reduction:
where the substitution [x := N ] is defined so that (P ) is not capture avoiding.) All terms of a base type are self-independent. We say that a term M is self-independent if for each sequence N 1 , . . . , N n of self-independent terms the outmost-leftmost reduction of each term M N 1 · · · N n : ι where ι is a base type and M ∈ M # (M ) does not include a term with a subterm being a selfdependency.
Tools and definitions

Addresses in terms
Let t be a pre-term. We say that a sequence γ of natural numbers is an address in t iff -γ = ε (the empty sequence) or -γ = i · γ where t = λx 1 . . . x m .u 0 u 1 · · · u n together with 0 ≤ i ≤ n and γ is an address in u i .
The set of all addresses in t is written as Addr(t). The prefix order on addresses is written as γ γ . The strict version is denoted as γ ≺ γ . We say that a subterm u is pointed out by an address γ in t iff -u = t where t = λx 1 . . . x m .t , the term t does not begin with λ and γ = ε, -or u = t where t = λx 1 . . . x m .u 0 u 1 · · · u n , and γ = i · γ together with 0 ≤ i ≤ n and γ (u i ) = t .
We write γ(t) to denote u. A graft of a term u in t at an address γ is a term t defined as
We denote t as t[γ ← u]. We sometimes use the notation t[c ← u] where c is a constant. This means that the term u is grafted on every occurrence of the constant c. Let C be a set of fresh constants. We say that a pre-term u is a C-pruning of a pre-term t iff
where c ∈ C and u is a C-pruning of t.
Let t and t be C-prunings of a term t. We say that t t iff Addr(t ) ⊆ Addr(t ). This pre-order may be viewed as an extension of the prefix order on sequences. Thus, we denote this relation by the same symbol. The strict version of the order is denoted by ≺. The above-mentioned notions easily extend to λ-terms, sets of λ-terms and sets of pre-terms.
Matrix notation
Every finite sequence of terms of the same type is called a column. We denote columns by symbols like V, W etc. The symbol V i denotes the i-th element of the column V . The height of a column V is the length of the sequence V . It is denoted by |V |. As all the elements of a column V have the same type, we may use the notion of a type of the column V . When V has a type τ then we denote this fact as V : τ . We say that V is a constant column when all its elements are the same.
Every finite sequence of terms is called a row. We denote rows by symbols like R, Q etc. The symbol R i denotes the i-th element of the row R. The width of a row R is the length of the sequence R and is denoted as |R|. The operation of concatenation of columns W, W or rows R, R is denoted as W W or RR .
Every finite sequence of columns is called a matrix. We denote matrices by symbols like M, N.
The symbol M i denotes the i-th column of M. The symbol M j i denotes the j-th element of the i-th column of M. Similarly, M i denotes a row defined as (M i ) j = M i j . Let M be a matrix and W a column of a base type. We define a set of equations with the matrix M and results W as
We denote the set of equations as [xM .
= W ]. We extend the notation NFL(M ) to vectors, rows and matrices: NFL(V M 1 · · · M n ), NFL(M R) and NFL(M M). The notation Const M extends to matrices and vectors and means the set of constants occurring in the supplied matrix or vector.
Approximations
We say that a pair W, W of columns is constant iff W is constant as a column and
of equations for the solution M is any pair of columns W 1 , W 2 of the heights |W 1 |, |W 2 | such that -there exists an {a, b, 0, . . . , l}-pruning M of M such that for each equation
We denote by N W1 W2 the set Const W1 W2 ∩ (N ∪ {a, b}).
For the sake of notational convenience we assume that for each approximation, the set N W W ∩ N is an initial connected subset of N, e.g. {0, 1, 2} or {0, 1}. 
Let W, W be a pair of columns with a type τ 1 → · · · → τ n → ι. We say that a pair of columns V, V is a splitting pair of columns for W, W iff there exist terms M 1 , . . . , M n such that the pair of columns
Accessibility
= W ] be a set of interpolation equations. We say that an address γ is accessible in a term M wrt. E iff
has an occurrence of c, where c is a fresh constant of a base type.
We say that an address is totally accessible iff for each equation in E the condition (1) holds.
We say that an address is totally head accessible iff for each equation in
, where c is a fresh constant. Without loss of generality we may assume that c is a constant of the base type.
Let E, E be a dual set and M its solution. We say that an occurrence γ is totally head accessible wrt. the dual set iff it is totally head accessible wrt. E and E .
Observational equivalence
We introduce a notion of observational equivalence. This notion is very closely related to the dual interpolation problem. Roughly speaking, solutions of an instance of the dual interpolation problem form an equivalence class in this relation.
Let R = {R τ } τ ∈T be an indexed family of sets containing λ-terms, and satisfying conditions 1. all terms in R are in β-normal, η-long form, 2. for each term M ∈ R, there exists an α-representant s M of M such that for each subterm t of the pre-term
Such a set is called an observable.
The notion of an observable gives rise to a variation of the dual interpolation problem and the higher-order matching problem.
An instance of the dual interpolation problem for an observable R is a pair of sets E = E, E of interpolation equations such that there exists a variable x which occurs free in the left-hand side of each equation in E ∪ E and all right-hand sides of E ∪ E belong to R.
The dual interpolation problem for an observable R is to decide whether an instance of the dual interpolation problem for the observable R has a solution. Definition 3 (the higher-order matching problem for an observable) An instance of the higher-order matching problem for an observable R is a pair of simply typed λ-terms M, N where N ∈ R.
The higher-order matching problem for an observable R is to decide whether a given instance of the higher-order matching problem for the observable R has a solution.
The notion of an observable is also a base for a pre-order and an equivalence relation which, in turn, allow us to define a semantic structure for the simply typed λ-calculus. Definition 4 (observational pre-order) For each observable R we define an observational pre-order with respect to R as the relation R on λ-terms such that M R M iff M and M have both the type σ → τ , and for each sequence of terms N 1 , . . . , N n with appropriate types and n ≥ 1 we have that if For each observable R we define an observational equivalence with respect to this observable as the relation on closed terms ≈ R such that
More details concerning this equivalence are in [Sch01] .
There is an algorithm which for a type τ = τ 1 → · · · τ n → ι and complete sets of representants of ≈ R classes for types τ 1 , . . . , τ n generates a set C of instances such that for each ≈ R class A in the type τ there is an instance E A such that terms of A are the only solutions of E A .
Proof. Easy conclusion from [Sch01] .
Transferring terms
The proof in this paper is based on the following schema: We define transferring terms. We show that each solvable dual interpolation instance has a solution of this form. As the form is quite simple, we are able to enumerate the terms and this gives a proof that the dual interpolation problem is decidable.
This section contains the crucial definition of transferring terms. The definition is a little bit tedious, but we shall explain some of its elements later on in this section.
Definition 6 (transferring terms)
Let n, m ∈ N and let C be a set of constants. A closed term M : τ 1 → · · · → τ p → ι is an (n, m, C)-transferring term iff 1. M = λy 1 . . . y p .M and M is a term over C without any occurrence of y i where i = 1, . . . , p, or 2. M = λy 1 . . .
-f ∈ C has a type σ 1 → · · · → σ k → ι, and -M i = λz 1 . . . z r .M i where M i does not begin with λ, and -λy 1 . . . y p .M i are (n i , m, C i )-transferring terms, and -n i < n, and
where -y = y 1 , . . . , y p ; -each M i is a closed term over C ∪ {a, b, 0, . . . , l}; -each constant 0, . . . , l occurs only once in y i M 1 · · · M k ; -N a and N b are (n a , m a , C)-transferring and (n b , m b , C)-transferring respectively;
-N j is (n j , m j , C)-transferring for each j; -n a , n b ≤ n; -m a + m b ≤ m and m a , m b = m; -n j < n and m j ≤ n.
Sometimes when (n, m, C) are unimportant or clearly seen from the context, we shorten the name to transferring.
Suppose that case (3) is abridged so that there are no constants from N. The resulting term M may be presented as
Consider λzz j z .M i . In this term, none of occurrences of z j in M i is in a subterm beginning with y l from y. When this constraint is applied, the number of occurrences of variables from y in an (n, m, C)-transferring term M is bounded by m.
This simple picture is contaminated by the presence of constants from N. We allow these constants to occur in subterms of M beginning with variables y l from y. This adds some flexibility and, consequently, expressive power to our terms. This flexibility is restricted, though. We have to pay for blocks that declare these variables with coins kept in n.
We sometimes treat informally this particular form of λ-terms as a syntactic form. In this syntactic notation, all substitutions from case (3) are actually present in a term. Formal development of this approach would involve a formalism similar to explicit substitutions formalisms.
Transferring terms and dual interpolation
Here is a theorem that relates the dual interpolation problem to transferring representatives. This is the central theorem of the paper.
Theorem 3. Let E be an instance of the dual interpolation problem. If M is a solution of E then there exist n, m ∈ N together with a set of constants C and an (n, m, C)-transferring term M such that M is a solution of E, too.
Moreover, n, m, C depend recursively on E.
In order to prove this theorem we need two lemmas that enable some cleaning of sometimes excessively complicated terms.
Skipping unimportant variables
The induction step in the proof of Theorem 3 consists in splitting a dual set and finding transferring solutions for the results of the split. These solutions are based on a term M that solves the whole set at the very beginning. This term is too complicated to be a compact solution of the split sets. During the process of construction of transferring solutions for them, we have to compact M in several different ways. This section is devoted to the major step of the compactification.
Below, we use C-prunings for C = {a, b} ∪ N. Thus we shorten the name C-pruning to pruning here. We impose a constraint on the shape of prunings performed on solutions. Constants from N may occur only once.
First of all, we have to determine what we want to skip.
Definition 7 (an unimportant occurrence)
, and let M be a pruning of M that gives a minimal approximation of W, W . An occurrence γ · 0 of a variable z in M is unimportant iff -γ is totally head accessible, and -there is γ = 0 such that γ · γ is an occurrence of a variable bound on γ and γ · γ is totally head accessible.
Note that unimportant occurrence has always the shape γ · 0. We say that an unimportant occurrence γ · 0 is maximal if there is no unimportant occurrence γ · γ · 0 where γ ε.
, where W, W is a non-constant pair of columns. If M = λy.z M 1 · · · M k is a minimal pruning of M that gives minimal approximation of W, W wrt. E, then -either there exists j such that M j , M j is a pair of splitting columns for W, W , -or there is an address γ in M that points to a constant f ∈ Const M that is totally head accessible.
Proof. The general idea is that we get rid of unimportant occurrences which can be evaluated. This is the place where the definition of self-independent terms plays crucial role.
Proof of Theorem 3:
The aforementioned lemma allows to prove the main theorem of the paper. This is done by splitting dual interpolation instances. The way the split is done is controlled by the shape of minimal approximation for the hypothetical solution. Details are in appendix.
Decidability
We have to provide yet another characterisation of solutions for the higher-order matching problem in the case of self-independent terms. This characterisation relies strongly on some constructions for observables.
Definition 8 (pruned observable)
Let R be an observable. The observable R C is called a pruning of R if it contains all the C-prunings of terms from R.
Note that R ⊆ R C for each C.
Definition 9 (observable for terms) Let T be a set of terms. R T is a minimal observable containing T .
Definition 10 (pseudo transferring terms) Let R be a finite observable, n, m ∈ N, and C be a set of constants. A term M : τ 1 → · · · → τ p → ι is a pseudo (n, m, C)-transferring term for the observable R iff 1. M = λy 1 . . . y p .M and M is a term over constants from C without any occurrence of y i , 2. M = λy 1 . . . y p .f M 1 · · · M k , where f ∈ C has a type σ 1 → · · · → σ k → ι and λy 1 . . . y p .M i are pseudo (n i , m, C i )-transferring terms for the observable R with n i < n and C i = C ∪ {z 1 , . . . , z r } where M i = λz 1 . . . z r .M i and M i does not begin with λ.
where -y = y 1 , . . . , y p ; -z 0 , . . . , z l have order less than the order of y i ; -λz i1 . . . z i k .M i are pseudo (n i , m i , C ∪ {a, b})-transferring terms for the observable R {a,b} , where n i is the maximal number of equations in a dual set Echaracterising a single equivalence class as in Theorem 2, and m i is the maximal total size of right-hand sides in such an E -N a and N b are pseudo (n a , m a , C)-transferring and pseudo (n b , m b , C)-transferring respectively for the observable R; -T is a set of terms such that R T R; -for each j the term N j is pseudo (n j , m j , C)-transferring for the observable R T . -n a , n b ≤ n; -m a + m b ≤ m and m a , m b = m; -n j is the number of equations in a dual set characterising an equivalence class of observational equivalence for R T and m j is the total size of right-hand sides in the aforementioned dual set.
Sometimes when (n, m, C) are unimportant or clearly seen from the context, we shorten the name to pseudo transferring.
We have the following theorem:
Theorem 4. If a dual interpolation set E for an observable R has an (n,m,C)-transferring solution M then it has a pseudo (n,m,C)-transferring solution, too.
We are now ready to conclude with the following theorem.
Theorem 5. The dual interpolation problem for self-independent terms is decidable.
Proof. The decision procedure consists in enumerating all possible pseudo transferring terms for the type of the head variable in an instance of the dual interpolation problem. This may be done recursively according to the definition of pseudo transferring terms.
As an easy corollary we obtain.
Theorem 6. Higher-order matching for self-independent terms is decidable.
A Proofs
The proofs presented here are only to support the validity of the presented material. They will not be submitted as a part of the paper.
The following lemma allows us to state that absence of unimportant variables guarantees that we are able to construct a splitting column.
, where W, W is a non-constant pair of columns. If M = λy.z M 1 · · · M k is a minimal pruning of M that gives a minimal approximation of W, W wrt. E and M does not contain unimportant occurrences of any variable from y, then terms M i do not contain occurrences of variables from y. Proof. Existence of such a variable means that 0 is unimportant. Details follow.
Suppose, contrary to our claim, that γ = p · γ is an address in M of a term that starts with a variable y j ∈ y. W.l.o.g. we may assume that γ is a -minimal address of this kind. As this address is not unimportant, 1. either γ is not totally head accessible, 2. or the term pointed out by γ is totally head accessible and there is no γ · γ totally head accessible.
Case (1). We replace the term at γ with a, b or one of constants from N so that the constraints on pruning and approximation are fulfilled. We obtain this way either an approximation which is less than the original one or a pruning which is less than M . This contradicts our assumption that M is a minimal pruning of M that gives a minimal approximation.
Case (2). In this case 0 is an unimportant occurrence. Details are left for the reader.
Proof of Lemma 1:
The proof is by induction on the number of variables in M that do not play an essential role in constructing the minimal approximation of W, W . These variables do not serve as places where a decision is made or places where some symbols are arranged for right-hand sides of equations. They may only produce some terms that are used later on. We can simulate this behaviour by replacing a corresponding variable with an appropriately modified solution of E. This solution contains complete information about the term that will be used later on. A more detailed presentation goes hereafter.
The proof is by induction on the number p of unimportant occurrences of variables from y in M .
Case p = 0. Lemma 2 implies that the head symbol z is either a constant f ∈ Const M or a variable y j ∈ y. The last case implies immediately that M j is a splitting column with arguments M 1 , . . . , M k . Case p > 0. Let k · γ · 0 be a maximal address of an unimportant variable z ∈ yx in M (x are declared on k · γ). We have
where -M i = λz 1 . . . z ri . M i are closed terms over constants Const i , and M i does not begin with λ; -ε(N δ ) begins with a symbol from yx or with a constant, and δ is totally head accessible; -x δ are declared in zM 1 · · · M r on the path between γ and δ.
We have several cases according to the form of N δ .
1. The head symbol of N δ is a constant. The form of (2) implies that M can be presented as
where M 1 , . . . , M r , N δ are corresponding prunings of M 1 , . . . , M r , N δ and
is a suitable context. The term N δ begins with a constant. This term cannot be a constant term (with no occurrences of variables from yxx δ ), since W, W is not a constant pair. This means that N δ begins with a function symbol. Similarly, the function symbol starts N δ . This means that the address δ · 0 is a path to a totally head accessible constant function symbol. 2. The head symbol of N δ is x ∈ yx. We define a context C γ [•] as follows:
It is easily verified that M new is a solution of E. It is so because M is selfindependent. Let
with c 1 , . . . , c p ∈ {a, b}∪N and the constants c 1 , . . . , c p inserted so that conditions for pruning and approximation are met. Note that M new is a pruning of M new . It is not possible that only one constant in {c 1 , . . . , c p } is totally head accessible, since otherwise γ is not the maximal occurrence of an unimportant symbol.
The term M new is a non-trivial pruning. Triviality of M new implies either triviality of M or that k ·γ is not a maximal address of an unimportant variable.
As M new is a non-trivial pruning, we have a minimal non-trivial pruning M new of M new wrt. W, W . The term M new has strictly less occurrences of unimportant variables than M . Thus, we can apply the induction hypothesis and obtain that either some M j is a splitting column or that there exists an address γ in M new which is an occurrence of a totally head accessible constant symbol f . If
Proof of Theorem 3:
We define the value n as the number of symbols in W, W , the value m as the number of equations in E, the value h as the height of M , and the set C as the set of constants in E.
The proof is by induction wrt. lexicographic order on triples n, m, h . If W, W is a constant pair of columns, then M = λy.W 1 is a transferring solution.
If m = 1, then M = λy.W 1 is a transferring solution provided that E = ∅. If n, m, h > 1, 1, 1 , then we have two subcases Case when certain M j , M j are splitting columns for W, W . The definition of splitting columns says that there exist terms P 1 , . . . , P r such that NFL(M j P 1 · · · P r ) = W and NFL(M j P 1 · · · P r ) = W where W , W is an approximation of W, W . We produce on the basis of E new dual sets of equations E a , E b , E 0 , . . . , E l . These sets are defined as E c = E c , E c where We establish sets of equations
n) and k ∈ N}.
