Abstract. We explore how to build a vector field from the various functions involved in a given mathematical program, and show that locally-stable equilibria of the underlying dynamical system are precisely the local solutions of the optimization problem. The general situation in which explicit inequality constraints are present is especially interesting as the vector field has to be discontinuous, and so one is led to consider discontinuous dynamical systems and their equilibria.
Introduction
It is well-known that the mathematical program
for a given smooth function f , is intimately connected to the underlying (gradient) dynamical system x ′ = −∇f (x).
Locally stable equilibria for this system correspond to local stable solutions of the optimization problem above. If constraints are an important part of our optimization problem, it is not clear if locally stable solutions of the corresponding mathematical program might exactly be the locally stable equilibria for a certain dynamical system.
To make the issue clear, let us focus on the following mathematical program (1.1) Minimize in x ∈ R N : f (x) subject to h(x) = 0, where both f, h are smooth real functions. In the statement that follows, 1 designates the identity matrix of size N × N , and a ⊗ b = a T b is the rank-one matrix which is the tensor product of two vectors in R N . Then:
(1) Equilibria of Ψ are exactly the points x which are feasible, h(x) = 0, and are solutions of the underlying Karush-Kuhn-Tucker system ∇f (x) + λ∇h(x) = 0.
(2) The set of locally-stable equilibria of Ψ are precisely the local solutions of the mathematical programming problem (1.1).
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Note that the second term in Ψ is the orthogonal projection of ∇f onto the orthogonal complement of the subspace spanned by {∇h(x)}.
Proof. The proof is elementary. The proposed vector field Ψ is smooth (continuous) under the assumption that ∇h never vanishes. Suppose first that h(x) = 0, ∇f (x) + λ∇h(x) = 0.
It is immediate to check that such x must be an equilibrium point for Ψ. Conversely, if Ψ(x) = 0, then it is clear that ∇f (x) + µ∇h(x) for some real µ. But in this case the second term in Ψ (the projection onto the orthogonal complement of {∇h(x)} vanishes, and so, since ∇h(x) cannot be the zero vector, we should necessarily have h(x) = 0.
For the stability part, we utilize a typical argument based on the use of Lyapunov functions. It is a modification, though elementary, of the standard strategy. We will be using this technique later on as well. Consider the two (partial Lyapunov) functions h(x) 2 and f (x), itself. Observe first that ∇(h 2 ), Ψ = −2h 2 |∇h| 2 ≤ 0, because ∇h(x), (1 − H(x))∇f (x) T = 0, H(x) ≡ ∇h(x) |∇h(x)| ⊗ ∇h(x) |∇h(x)| , and so integral curves for Ψ can only have accumulation points in the feasible manifold h(x) = 0. But once in the manifold h = 0,
and so integral curves of Ψ over the feasible manifold h = 0 will minimize f over that manifold. Recall that
It is clear, after this proof, how the vector field Ψ has been tailored precisely to have as stable limit points the (local) solutions of the mathematical program.
Under further constraints, global stability may be established.
and ∇h never vanishes. If there is a unique solution for the corresponding mathematical programming problem (1.1), then every integral curve of the associated vector field Ψ converges to such a unique solution.
The main concern in this contribution is to extend these ideas for a typical non-linear mathematical program in full generality
are smooth, and comply with typical constraint qualifications that will be indicated appropriately. In particular, we would like to understand the different role played by inequality and equality constraints. Note that the vector field in (1.2) is continuous provided that ∇h never vanishes. This is the situation for problems with just equality constraints, as we will briefly sketch in Section 2. However, when, in addition to equality, there are also inequality constraints, the corresponding vector field cannot be continuous (though it is piecewise continuous). Associated with (1.3), our proposal consists in considering the vector field
where
This vector field is clearly not continuous. This fact leads us to the theory of discontinuous dynamical systems. Despite the fact that this is a rather specialized area which is not a typical part of dynamical system theory, the subject is rather well understood, at least as long as our needs are concerned here. The standard reference for this subject is [2] , although there are very nice recent accounts ( [1] ). See [3] for an example of the current interest on discontinuous dynamical systems. After dealing with the general situation for mathematical programs with no inequality constraints in Section 2, we introduce the general problem and the proposal for the underlying (discontinuous) vector field (1.4) for it in Section 3. In Section 4, we gather some discussion, and recall the main concepts and results concerning discontinuous dynamical system. This material is taken essentially from [2] . For such systems, there is a number of generalized notions of solutions across an interface of discontinuity. The one relevant for our purposes is the one introduced by Filippov leading to the notion of sliding modes. It is apparently also the one suitable for mechanics ( [1] ). After that, Section 5 contains a preliminary discussion when there is just one inequality constraint present. It serves us as an initial, simplified way of grasping how the concept of Filippov solution fits so well to our task. Section 6 extends those ideas to the full, general mathematical program. Finally, Section 7 focuses on the particular case of linear programming.
The equality situation
Let us first deal with the situation of a mathematical program in which no inequality is involved, but we could have as many as necessary equality constraints
, are smooth. Note that the Jacobian matrices ∇f , ∇h are 1 × N -, and n × N -matrices, respectively.
The generalization of the results in the Introduction to this more general setting is pretty straightforward. Consider the vector field Ψ :
For Ψ to be well-defined and continuous, we need f and h to be continuously differentiable, and the constraint qualification that the n × n-matrix ∇h(x)∇h(x) T be invertible for all x ∈ R N . As above, the second term in Ψ accounts for the projection, onto the orthogonal complement of the subspace generated by the gradients of the constraints, of ∇f . For future reference, we will put
For the sake of completeness, we restate a proposition and corollary as in the Introduction.
Proposition 2.1. Suppose that the functions involve in (2.1) are continuously differentiable, and the n × n-matrix ∇h(x)∇h(x) T is always invertible, so that the associated vector field Ψ is well-defined and continuous. Then:
(2) The set of locally-stable equilibria of Ψ are precisely the local solutions of the mathematical programming problem (2.1).
Corollary 2.2. Suppose, in addition to the required smoothness, that f :
and ∇h∇h T is always non-singular. If there is a unique solution for the corresponding mathematical programming problem, then every integral curve of the associated vector field Ψ converges to such a unique solution.
A discontinuous vector field
From now on, we focus on a general mathematical program involving both equality and inequality constraints
The situation is considerably more complex. Let us recall the well-known Karush-Kuhn-Tucker optimality conditions that local solutions of this optimization problem must verify (under suitable constraint qualifications), and that we would like to reproduce for equilibria of a suitable vector field. Those are
Bear in mind that ∇f is a 1 × N -matrix (a vector in R N ), while ∇g and ∇h are m × N -, and n × N matrices, respectively; µ ∈ R m , λ ∈ R n . In addition, the point x must, of course, be feasible g(x) ≤ 0, h(x) = 0.
As with the equality situation, and in order to organize the presentation through succesive steps of increasing complexity, let us start by considering the case with one single inequality constraint
where as above f :
Our proposal is to take
There are various aspects of main concern here to begin with. This vector field is not continuous: the hypersurface g = 0 is the surface of discontinuity. Depending on whether we approach it from above g > 0, or from below g < 0, the values of Ψ do not match. It is, hence, not standard how integral curves and equilibria for this kind of vector fields are treated, or even defined. But even more disturbing is the fact that it is not at all clear how the non-negativity of multipliers µ is going to arise. Fortunately, the theory of discontinuous vector fields that we need is already at our disposal ( [2] ), though it may not be part of the usual background of analysts. We turn to revise the main facts and tools we need.
Filippov solutions for discontinuous vector fields
One important basic reference for solutions of discontinuous dynamical systems is [2] . This is especially so because we are interested precisely in Filippov solutions of discontinuous dynamical systems. There are various different notions for solutions of such systems. But the one introduced by Filippov is the one that better suits our discussion here. There are however more recent presentations of the main ideas for discontinuous dynamical systems that we will mainly follow in this section. In particular, we will take some basic material from [1] . There are many applications in which discontinuous dynamical system occur. We refer to [1] for a rather interesting discussion of relevant examples. Sliding modes is an important term in this field.
The basic starting point to understand solutions to discontinuous dynamical systems (and of Filippov solutions in particular) is the notion of differential inclusion
where now the right-hand side is not simply a map from R N into R N , but rather a full subset of R N is associated with each vector in R N . The differential inclusion itself asks for an absolutely continuous path x : J → R N (J is some fixed interval in R) so that the derivative x ′ belongs to F(x) for a.e. t ∈ J. This kind of solutions are typically called Carathéodory solutions for (4.1). As a matter of fact, one can consider Carathéodory solutions for discontinuous vector fields
by simply demanding that this equality holds for all times except a subset of vanishing measure, x is absolutely continuous, and x(0) = x 0 . Alternatively, x is required to comply with the integral form of the system
for all times t ∈ J. The existence of Carathéodory solutions for (4.1) requires some properties of the set-valued map F. A typical existence theorem is the following. We just state the autonomous version which suffices for our purposes in this work. Suppose we begin with a discontinuous dynamical system (4.3)
with F not continuous, but has certain manifolds of discontinuity of various dimensions in such a way that surfaces of lower dimension are intersections of surfaces of higher dimension in a typical hierarchical fashion. Though more complicated situations can be considered, we will restrict attention to this kind of piecewise continuous vector fields. These actually cover many situations of practical interest. It is in fact the one treated explicitly in Theorem 4, pag. 115, of [2] . One then defines the Filippov extension of F to be the set-valued map F : R N → 2 R N given by the rule:
(1) F(x) = {F (x)} if F is continuous at x; (2) F(x) is the convex hull of all possible accumulation points of F (y) as y → x.
In the particular situation that F is piecewise continuous, in a point of discontinuity the possible accumulation points is a finite set of vectors, so that the above existence Theorem 4.1 can be applied to obtain integral curves for the Filippov differential inclusion for F.
We are now concerned about uniqueness. For this we further assume that the surfaces of discontinuity of F are smooth and non-singular, so that we can talk about their tangent planes at all of their points. In this situation we can be more precise about Filippov solutions of (4.3). We would like to make a particular selectionF of F for each point x of discontinuity of F , according to the following rule.
For each point x of discontinuity of F that belongs to a certain smooth surface S of discontinuity of the least possible dimension, we takeF (x) as the intersection of the Filippov extension F(x) with the tangent plane of S at x. Note thatF (x) could be empty or set-valued itself. Filippov solutions for (4.3) are then Carathéodory solutions for
In particular, the set of times for whichF (x) is empty has to be of null measure for solutions. Theorem 4, pag. 115 in [2] is a uniqueness result for this kind of solutions. However, it holds under rather restrictive and technical hypotheses which are too rigid for our purposes. This comment is also valid for Proposition 5, pag. 53 of [1] . Indeed, this uniqueness is somehow associated with stability in the sense that unstable equilibria admit several integral curves emanating from them.
To avoid these difficulties, we do not place ourselves in that context but, to make things simpler, admit that eventually we may have several integral curves through some starting points. Finally, (Filippov) equilibria for (4.3) are points x such that 0 ∈F (x), and (locally) stable equilibria are such points x, with 0 ∈F (x), so that integral curves starting on neighboring points converge to x, even though we may have several integral curves starting from the same vector.
The case with a single inequality constraint
Let us apply the previous ideas to the vector field suggested earlier. Recall that we will be using the notation
for the projection matrix onto the subspace generated by {∇h(x)}. Let us designate by H(x) such subspace. For simplicity, some times we will drop the particular vector x where Jacobian matrices are supposed to be evaluated H = H(x), H = H(x), and so on. The matrix 1 − H is the projection onto the orthogonal complement of H. As such, note that
They both are symmetric matrices. The vector field we would like to consider is
that underlies the mathematical program (3.2). For notational convenience, denote Ψ + (x) the limit value of Ψ(x) as x tends to g = 0 being positive, and similarly for Ψ − (x). Assuming that all functions involved here are continuously differentiable, and that the matrix ∇h(x)∇h(x)
T is always regular, it is clear, and has already been indicated, that the hypersurface of discontinuity for Ψ is g = 0. Even though Ψ is defined precisely for g = 0, these values are irrelevant and what matters is the limit value of Ψ on the right, and on the left. We would like to prove a result similar to Propositions 1.1 and 2.1.
T is an invertible n × n-matrix for all x ∈ R N ; • ∇g(x) does never belong to H(x) when g(x) = 0.
Then locally-stable equilibria for Ψ (in the generalized sense of Filippov) are exactly the local solutions of the program (3.2). In particular, those equilibria x are feasible points, g(x) ≤ 0, h(x) = 0, which are solutions of the Karush-Kuhn-Tucker optimality conditions
Proof. Assume first that we have a certain admissible vector x ∈ R N which is a solution of (5.1) with µ > 0. Then g(x) = h(x) = 0, and ∇f (x) + µ∇g(x) + λ∇h(x) = 0, for a certain λ ∈ R m . Because this point lies precisely at the surface of discontinuity for Ψ, its Filippov extension on the hypersurface g = 0 is taken to be the intersection of the segment [Ψ + (x), Ψ − (x)] with the tangent plane of g = 0 at that vector x. Notice that h(x) = 0 implies that
and, applying (1 − H(x)) to (5.1), we obtain
This identity implies that the null vector is a convex combination of Ψ + (x), and Ψ − (x). Due to the fact that ∇g(x) does not belong to H(x), the vector Ψ + (x) cannot belong to the tangent space of g = 0 at x, and so the line through Ψ + (x) and Ψ − (x) can only intersect once that tangent plane. But (5.2) implies that such unique intersection has to be the vanishing vector, and so x is an equilibrium point for Ψ (in the sense of Filippov).
The situation with g(x) < 0 corresponds to the case where the constraint g ≤ 0 is inactive, and it leads to the previous framework without inequality constraints.
Conversely, suppose that x is a vector for which the Filippov extension of Ψ vanishes. We treat three different situations.
(1) g(x) > 0. In this situation, equilibria would not be stable. See below the discussion on stability. (2) g(x) < 0. This case, as indicated above, would lead to a solution of (5.1) where the inequality is not active. We refer to the ideas discussed earlier for the situation with no inequality constraints. (3) g(x) = 0. Such a vector x is a root of the Filippov extension to the surface of discontinuity g = 0. As such, the null vector belongs to the convex hull of {Ψ + (x), Ψ − (x)}, i. e.
It is interesting to point out that r cannot be 1 because ∇g(x) cannot belong to the subspace H(x). Hence we can write this identity in the form
This identity leads immediately to (5.1) with µ = r/(1 − r) ≥ 0. It only remains to argue that necessarily h(x) = 0. To this end, observe that once we know that ∇f (x) + µ∇g(x) belongs to H(x), then (1 − H(x))(∇f (x) T + µ∇g(x) T ) = 0, and
because the other contributions drop off. Since the gradients of the components of h are linearly independent, we must have h(x) = 0.
Let us now turn to the important stability issue. As before, g(x) < 0 takes us back to the situation with no inequality constraint that has already been examined. Assume first that g(x) > 0. We would have that
But in a certain neighborhood of such x, the field Ψ is given by
so that Ψ, ∇(|h| 2 ) ≤ 0. In this way, integral curves for Ψ will decrease |h| 2 , and hence if h(x) is not zero the equilibrium would not be stable. Over the manifold h = 0, Ψ = − (1 − H) ∇g T , and this implies that g should decrease along this manifold. Hence if g(x) > 0, the equilibrium point x cannot be stable.
Suppose instead that (5.3) holds, and, in addition, h(x) = 0. It is clear that
because h(x) = 0, ∇g(x) does not belong to H(x), and due to the fact that
Condition (5.4) implies that g acts like a Lyapunov function for Ψ when g > 0 because integral curves for Ψ + will converge to the hypersurface g = 0. Geometrically, (5.4) means that Ψ + (x) points towards the region g < 0. But then condition (5.3) implies that Ψ − (x) points towards the region g > 0, and so integral curves for Ψ − near x will converge to the hypersurface g = 0 as well. On the other hand, it is also straightforward to check that
for all y, and so integral curves at both sides of the singular hypersurface converge to h = 0 as well. We can, therefore, conclude that integral curves for Ψ will accumulate on the surface g = h = 0. Let us finally check that on this surface, when the Filippov extension of Ψ holds so that the segment with end-points Ψ + and Ψ − intersects the tangent hyperplane to the hypersurface g = 0, f is a Lyapunov function. Indeed, suppose that (h = 0)
for some r ∈ [0, 1). We find directly the expressions
The condition 1−r ∈ [0, 1] implies that the denominator in these two fractions ought to be strictly positive. But then, after some careful arithmetic, and bearing in mind that
Hence we have that Ψ, ∇f ≤ 0, as desired.
The full general situation
We treat here the full general problem (3.1) without any restriction on the number of constraints either in the form of equality or inequality. As we have seen in the preceding section, it is not possible to define a corresponding continuous vector field as in the equality-constrained problem. However, it is possible to come up with a discontinuous, but piecewise continuous, vector field which has the required properties. Our proposal for the full general situation is the following. Put
We will take
If is clear that this Ψ is not continuous, although it is piecewise-continuous. Among the manifolds of discontinuity we find the ones determined when some of the inequality constraints become active.
We would like to prove a result similar to Theorem 5.1 but for the general situation when we have various inequality constraints. The discussion in the proof is similar to that of the previous theorem but more involved. In particular, we need to have a clear understanding of the Filippov extension of Ψ to the surfaces of discontinuity. Note that in this situation we have surfaces of discontinuity of all dimensions N − 1, N − 2, . . . , 1, 0.
There are two different kinds of points where the field Ψ is discontinuous: either G(x) > 0 but at least two of the components of g(x) have the same value than G(x); or else, G(x) = 0. In the region G(x) < 0, Ψ is continuous. Let us try to understand the Filippov extension of Ψ in those two situations.
(1) G(x) > 0, and the cardinal of the set I(x) is at least two. It is elementary to check that the Filippov extension of Ψ(x) is
where co indicates the convex hull of the set. Suppose that the null vector belongs to this extension so that
Because the first term belongs to H(x) but the second one lies in its orthogonal complement, both terms must vanish, and so h(x) = 0, and
We would like these equilibria to be unstable. (2) G(x) = 0. In this case the Filippov extension is the convex hull of the set that incorporates, in addition to
T . We would like equilibria in this range of vectors to be stable.
T is an invertible n × n-matrix for all x ∈ R N ;
• for each x where G(x) = 0, the intersection of the subspaces H(x) and the one spanned by {∇g i (x) : i ∈ I(x)} is the trivial subspace; • the null vector is never in the convex hull of the set {∇g i (x) : i ∈ I(x)} when G(x) = 0. Then locally-stable equilibria for Ψ (in the generalized sense of Filippov) are exactly the feasible points x, g(x) ≤ 0, h(x) = 0, which are solutions of the Karush-Kuhn-Tucker optimality conditions
corresponding to a local solution of (3.1).
Proof. By the discussion prior to the statement of this result, it is clear that we would like to have stable equilibria when G(x) = 0, and unstable equilibria for G(x) > 0. The situation G(x) < 0 takes us back to the equality-constraint case. Just as in the proof of Theorem 5.1, we proceed in three steps. 1. Assume x is a feasible solution of (6.1), so that G(x) ≤ 0, but in fact G(x) = 0. Then the strictly positive multipliers µ i should correspond to i ∈ I(x). By applying (1 − H(x)) to the main vector equation, we obtain
The condition on the signs of µ just mentioned, implies that the null vector is a convex combination of the vectors generating the Filippov extension of Ψ at such x. Therefore, this vector x is an equilibrium point for Ψ (in the sense of Filippov) . Recall that h(x) = 0. 2. Conversely, suppose now that x is an equlibrium for the Filippov extension of Ψ with G(x) = 0. The condition of being an equlibrium for Ψ at a point of discontinuity, implies that
Note that α > 0, for the situation α = 0 is impossible under our assumptions for the inequality constraints. This identity among the gradients of f and the g i 's leads to
But since the left-hand side belongs to H, and the right-hand side to its orthogonal complement, conclude that in fact
In particular, because ∇h(x) cannot be the null vector, h(x) = 0. Besides
Dividing through by α > 0, and renaming terms, we finally arrive at
for appropriate µ ≥ 0, and λ, with µg(x) = 0.
3. We finally turn to the important stability issue. Let x be such an equilibrium point for (the Filippov extension of) Ψ, and let x be a nearby point. We can have various possibilities. First, suppose that h(x) is not the zero vector. It is clear that, as indicated already earlier, Ψ(x), ∇h(x) is negative, so that integral curves will tend to a point where h vanishes. We can therefore put h(x) = 0. Suppose, in addition, that G(x) > 0 having h(x) = 0 (in particular if G(x) > 0), because some g i (x) > 0, and I(x) = {i}. Again, it is clear that Ψ(x), ∇g i (x) ≤ 0 becasue Ψ(x) = −(1−H)∇g i . This could occur for more than one component when G(x) = g i (x) for several indices i. But the sets of those points x's in a vicinity of x where this happens have zero measure, and by continuity we would also have that integral curves for Ψ would have to decrease all those g i 's. Therefore, integral curves would tend to G = 0. In particular, stable equilibria x cannot occur when G is strictly positive as desired. If G(x) < 0 (having h(x) = 0), then Ψ(x), ∇f (x) ≤ 0 and integral curves move decreasing f . Finally, suppose G(x) = h(x) = 0. In a suitable vicinity of x, I(x) = I(x) because these sets of indices are finite. Therefore, the Filippov extension in such points x will correspond to a certain convex combination of {∇g i (x) : i ∈ I(x)} and ∇f (x), belonging to the tangent space of the manifold {g i (y) = 0 : i ∈ I(x)} at x. This implies that We conclude in this case that 
Linear programming
Our last section is devoted to writing explicitly the field Ψ for a linear programming problem, and check hypotheses so that Theorem (6.1) can be applied. As indicated in the Introduction, we plan to focus more fully in linear programming from this perspective in the near future.
Consider the general linear programming problem Then we have a corollary of Theorem 3.1 applied to (7.1).
Corollary 7.1. Suppose that
• the matrix AA T is an invertible n × n-matrix; • for each x where G(x) = 0, the intersection of the subspaces H, spanned by the rows of A, and the one spanned by the rows i of B where B i x − b i = G(x), is trivial; • the null vector is never in the convex hull of the set {B i } for i ∈ I(x) when G(x) = 0. Then every integral curve for Ψ (in the Filippov sense) converges to an optimal solution of (7.1), if such linear programming problem admits optimal solutions. In particular, if it has a unique solution, every integral curve of Ψ converges to such a solution.
When (7.1) has a unique solution, it will be a global equilibria for the corresponding discontinuous dynamical system. If, on the contrary, problem (7.1) does not admit a solution or it is unfeasible, then the field Ψ cannot have equilibria, and integrals curves either have to veer off to infinity, or they may tend to limit cycles. It may be worth to explore the non-continuous dynamics underlying linear mathematical programming problems. Even for very simple examples, the dynamics may be far from trivial (see [3] ).
