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Abstract
Let L be the operator defined on C2 functions by
Lf(x) =
∫
[f(x+ h)− f(x)− 1(|h|≤1)∇f(x) · h]
n(x, h)
|h|d+α(x) dh.
This is an operator of variable order and the corresponding process
is of pure jump type. We consider the martingale problem associated
with L. Sufficient conditions for existence and uniqueness are given.
Transition density estimates for α-stable processes are also obtained.
Subject Classifications: Primary 60J75; Secondary 60G52
Keywords: martingale problem, symmetric stable processes, jump process, transi-
tion density, homogeneous distribution.
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1 Introduction
We consider pure jump Markov processes corresponding to the following
infinitesimal generator:
Lf(x) =
∫
[f(x+ h)− f(x)− 1(|h|≤1)∇f(x) · h] n(x, h)|h|d+α(x)dh. (1.1)
The processes behave like a Le´vy process at each point x, but which process
varies from point to point. Note that our operator L can be of variable
order, i.e. α(x) is a function of x. In the case that either n(x, h) or α(x)
is a constant, the corresponding process is called stable-like process. The
1(|h|≤1)∇f(x) ·h term is omitted if α(x) < 1. The question considered in this
paper is the following. Is there a process corresponding to the operator L,
and if so, is there a unique process ?
In order to answer these questions, we consider the martingale problem
associated with L. Let Ω = D[0,∞) be the space of paths that are right
continuous with left limits, and let Xt : Ω → R be defined by Xt(ω) = ω(t).
Let Ft be the smallest right continuous σ-field containing σ(Xs, s ≤ t). We
say a probability measure P solves the martingale problem for L starting at
x0 if
(i) P(X0 = x0) = 1, and
(ii) for every f ∈ C2b , f(Xt)−f(X0)−
∫ t
0
Lf(Xs)ds is a P-local martingale.
The purpose of this paper is to give sufficient conditions for the existence
and uniqueness of the solution to the martingale problem for pure jump
processes of variable order.
There are only a very few papers [B2], [Kl], [Km], [Ne], [Ts], [Ue] that
handle variable order terms without assuming a considerable amount of con-
tinuity in the x variable. Among the first is Bass [B3]. The infinitesimal
generators of the processes considered there are given by
Af(x) =
∫
[f(x+ h)− f(x)− f ′(x)h1([−1,1])(h)]v(x, dh). (1.2)
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As the result of a series of works [B1], [B2], [B3] on stable-like processes in
the 1980’s, Bass [B3] handle the martingale problem for pure jump processes
with variable order using the Fourier transform.
Interested readers can find more details about jump processes in [B5].
In Bass [B3] a condition is given for uniqueness, and it is stated there
that there is no great difficulty in extending this to higher dimensions. Un-
fortunately, the condition given is in terms of the second derivative of the
ratio of Fourier transforms, and can really only be applied in the case where
the jump kernel is of the form c|h|−1−α(x) dh for a suitable function α(x). In
recent years there has been considerable interest in operators whose jump ker-
nel is of the form n(x, h)/|h|d+α(x) dh, where n is a function that is bounded
above and below; see [BBCK], [BL], [BT], among others. For this reason it is
desirable to give a criterion for uniqueness directly in terms of the functions
n and α(x), and that is the main purpose of this paper.
The cases we consider in this paper are for multidimensional processes
and are much more general than [B3]. We do a perturbation of a multidi-
mensional stable-like process. The difficulty in this approach is threefold.
The first difficulty is that we have to establish new estimates on the transi-
tion densities of multidimensional symmetric stable processes. Secondly, the
multidimensional case is much more singular than the one-dimensional case.
Lastly, the Fourier transform is hard to work with in our case. Fortunately,
we are mostly able to avoid the use of the Fourier transform.
There are two perturbations involved in our proof. We first view L as a
perturbation of stable-like processes, then we treat stable-like processes as a
perturbation of stable processes.
The rest of the paper is organized as follows. Section 2 contains notation,
definitions, and statement of results. Section 3 contains estimates on tran-
sition densities of α-stable processes. Some key estimates are obtained in
Section 4. Section 5 consists of the proof of uniqueness.
2 Preliminaries
We use the letter c with subscripts to denote finite positive constants whose
exact values are unimportant and may change from line to line. We use
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Cb to denote the space of bounded continuous functions on R
d, and C2b to
denote the space of bounded continuous functions on Rd that have bounded
continuous derivatives up to second order. The notation C∞ denote the
collection of functions that have continuous derivatives of any order. Let Cc
denote the space of functions in Cb with compact support and similarly let
C∞c and C
2
c denote the collections of functions in C
∞ and C2, respectively,
with compact support. We denote sup
x
|f(x)| by ‖f‖. We use |x| to denote
the Euclidean norm for x ∈ Rd. The notation := is to be read as ”is defined
to be.” For two real numbers a and b, a ∧ b := min{a, b}. For a function f
on Rd, its Fourier transform fˆ is defined by
fˆ(u) :=
∫
Rd
eiu·xf(x)dx, u ∈ Rd.
A multidimensional symmetric stable process of index α is a Le´vy process
Xt such that
E eiu·Zt = e−t|u|
α
.
The Le´vy measure for such a process is given by cα
|h|d+α
dh, where cα is a
constant depending only on α. This follows because the Le´vy-Khintchine
formula says that
E eiu·Zt = e−tΦ(u),
where
Φ(u) =
∫
|h|6=0
(eiu·h − 1− iu · h1(|h|≤1)) cα|h|d+αdh.
With a change of variables h = v
|u|
and the fact h/|h|d+α is odd, we have
Φ(u) = |u|α
∫
|v|6=0
(e
i u
|u|
·v − 1− i u|u| · v1(|v|≤|u|))
cα
|v|d+αdv = c|u|
α.
For the existence of a solution to the martingale problem, we need the
following assumptions.
Assumption 2.1 Suppose
(a) for all x, there exist positive constants c1, c2 such that c1 ≤ n(x, h) ≤ c2.
(b) Lf is continuous whenever f ∈ C2b .
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For the uniqueness of the solution to the martingale problem for L as
defined in (1.1), we need the following assumption.
Assumption 2.2 Suppose
(a) there exist positive constants c1, γ and ǫ and a Dini continuous function
ξ : Rd→(0,∞) such that for all x, |n(x, h)− ξ(x)| ≤ c1(1 ∧ |h|ǫ);
(b) 0 < α = inf
x
α(x) ≤ sup
x
α(x) = α < 2;
(c) β(z) = o(1/| ln z|) as z→0, where β(z) = sup
|x−y|≤z
|α(x)− α(y)|;
(d)
∫ 1
0
β(z)
z1+γ
<∞.
We say a function ξ(x) is Dini continuous if∫ 1
0
ψ(z)
z
dz <∞, where ψ(z) = sup
|x−y|≤z
|ξ(x)− ξ(y)|.
We also temporarily assume the following on ξ(x).
Assumption 2.3 There exists a positive constant ζ such that
|ξ(x)| ≤ ζ, x ∈ Rd.
Our existence theorem is the following.
Theorem 2.4 Suppose that Assumption 2.1 holds. Then for every x0 ∈ R
there exists a solution to the martingale problem for L starting from x0.
Proof. Bass [B3] gives a complete proof for the existence for one-dimensional
case and it has no difficulty to extend the same proof to higher dimensions.
The idea in the proof is to construct a sequence of tight probability measures
Pn and show there is a subsequence of Pn which converges to P, a solution
to the martingale problem.

Our main result for uniqueness is the following.
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Theorem 2.5 Suppose that Assumption 2.2 holds. Then for each x0 the
martingale problem associated with the operator L starting at x0 has a unique
solution.
The conditions in our uniqueness theorem are quite mild. A recent paper
by Barlow et al [BBCK] indicates that uniqueness can fail if one only requires
that n(x, h) be bounded.
3 Transition densities of α-stable processes
In this section, we will obtain a power series expansion for the transition
density of a symmetric stable process in d dimensions.
The estimate (3.2) on the transition density of a symmetric stable process
is known; see Kolokoltsov [Kl, Proposition 3.1]. But we prove it using a
different approach. Our approach allows us to obtain an estimate on the
second derivative of transition density pt(x, y) by differentiating the power
series.
Let 0 < α < 2 be fixed, let Xt be a multidimensional symmetric α-stable
process, and let pt(x, y) be the transition density of Xt. The characteristic
function of X1 is E exp(iuX1) = exp(−|u|α). Let u = (u1, u2, ..., ud) be a
vector and β = (β1, β2, ..., βd) be a multi-index with nonnegative integers
entries; define the size of a multi-index β by |β| = |β1|+ ...+ |βd| and define
uβ =
∏d
j=1 u
βj
j and ∂
βf = ∂β11 ...∂
βd
d f . Since u
β exp(−|u|α) is integrable for
all multi-indices β, p1(0, x) has bounded partial derivatives of all orders. We
have the following estimates. The proof partially follows [Gr].
Proposition 3.1 There exist positive constants c1 and M1 such that if |x| ≥
M1,
p1(0, x) = (2π)
−d
∞∑
k=1
cd,kα
k!
|x|−(d+kα), (3.1)
where cd,kα = 2
kαπ−d/2 Γ((d+kα)/2)
Γ(−kα/2)
. Furthermore
|p1(0, x)| = c1|x|−(d+α)(1 + o(1)). (3.2)
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Before we proceed to the the proof, we give a definition of a homogeneous
distribution which is needed in our proof.
Definition 3.2 Suppose f is in the Schwartz class. For z ∈ C, a homoge-
neous distribution uz is defined as follows:
uz(f) =
∫
Rd
π
z+d
2
Γ( z+d
2
)
|x|zf(x)dx. (3.3)
It is clear that the integral converges for Re z > −d. We would like to
extend the definition of uz(f) to all z ∈ C. Let Re z > −d and N be a fixed
positive integer. For f in the Schwartz class, rewrite the integral in (3.3) as
follows.
∫
|x|<1
π
z+d
2
Γ( z+d
2
)
|x|z
{
f(x)−
∑
|β|≤N
(∂βf)(0)
β!
xβ
}
dx (3.4)
+
∫
|x|<1
π
z+d
2
Γ( z+d
2
)
|x|z
∑
|β|≤N
(∂βf)(0)
β!
xβdx (3.5)
+
∫
|x|≥1
π
z+d
2
Γ( z+d
2
)
|x|zf(x)dx. (3.6)
Suppose Re z > −N − d − 1. Since the difference inside the brackets of
(3.4) is bounded by a constant multiple of |x|N+1, the integral in (3.4) is a
well defined analytic function. It is obvious that the integral in (3.6) is also
well defined since f is in the Schwartz class. For the integral in (3.5), we use
polar coordinates to get
π
z+d
2
Γ( z+d
2
)
∑
|β|≤N
(∂βf)(0)
β!
∫ 1
0
∫
S
(rθ)βrz+d−1dr dθ,
=
π
z+d
2 (∂βf)(0)
Γ( z+d
2
)
1
β!
(
∫
S
θβdθ)
∫ 1
0
r|β|+z+d−1dr,
=
π
z+d
2 (∂βf)(0)
β!Γ( z+d
2
)
∫
S
θβdθ
|β|+ z + d. (3.7)
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The integral in (3.7) is zero when |β| is odd. If |β| is even, ( |β|+z+d)−1 has
a simple pole at z = −d − |β| for |β| ≤ N and even. We know that Γ( z+d
2
)
also has a simple pole at z = −d − 2j, j = 1, 2, ...[N
2
]. These poles exactly
cancel with each other. We therefore see that the integral in (3.3) is a well
defined analytic function when Re z > −N − d − 1. Since N was arbitrary,
(3.3) is well defined for all z ∈ C.
We have the following lemma.
Lemma 3.3 For all positive integers k
lim
ǫ→0
∫
Rd
e−iux|u|kαe−ǫ|u|2/2du = (2π)−d cd,kα|x|(d+kα) .
Proof. First we look at a more general case of the above. For all z ∈ C and
f in the Schwartz class, we will use polar coordinates x = rθ and u = tϕ.
The following is justified by Fubini and rotational invariance.∫
Rd
|u|zfˆ(u)du =
∫
Rd
∫
Rd
|u|zeix·uf(x) dx du
=
∫ ∞
0
∫
S
∫ ∞
0
∫
S
eirtθ·ϕ dϕ td+z−1dt f(rθ)dθ rd−1 dr
=
∫ ∞
0
r−(d+z)
∫
S
∫ ∞
0
∫
S
eitθ·ϕ dϕ td+z−1 dtf(rθ) dθ rd−1 dr
=
∫ ∞
0
r−(d+z)
∫
S
∫ ∞
0
∫
S
eitϕ1 dϕ td+z−1dt f(rθ)dθ rd−1dr
= cd,z
∫ ∞
0
r−(d+z)
∫
S
f(rθ)dθ rd−1dr
= cd,z
∫
Rd
|x|−(d+z)f(x)dx,
where ϕ1 is the first coordinate of ϕ,
σ(t) =
∫
S
eitϕ1dϕ. (3.8)
and
cd,z =
∫ ∞
0
∫
S
eitϕ1dϕ td+z−1dt =
∫ ∞
0
σ(t)td+z−1dt. (3.9)
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Next we need to show that cd,z is bounded for some range of z’s. After
doing a change of variable, we get
σ(t) =
∫ 1
−1
eitsωd−2(
√
1− s2)d−2 ds√
1− s2 = cdJd−2(t).
Using the asymptotics for Bessel functions, we get that |σ(t)| ≤ ct−1/2 when
d− 2 > −1/2. If −d < Re z < −d+ 1/2, then
|cd,z| ≤
∫ ∞
0
|σ(t)|tRe z+d−1dt
≤
∫ 1
0
ωd−1t
Re z+d−1dt+ cd
∫ ∞
1
tRe z+d−3/2dt
<∞.
Since the function z→ ∫
Rd
|u|zfˆ(u)du− cd,z
∫
Rd
|x|−(d+α)f(x)dx is entire and
vanishes for −d < Re z < −d + 1/2 and every f in the Schwartz class, it
must vanish everywhere.
Now letting z = kα for k = 1, 2, ... and f(y) = f(y − x) = e−|y−x|2/2ǫ, we
obtain∫
Rd
e−iu·x|u|kαe−ǫ|u|2/2du = cd,kα(2πǫ)−d/2
∫
Rd
|y|−(d+kα)e−|x−y|2/2ǫdy. (3.10)
Letting ǫ→0 in (3.10), we have
lim
ǫ→0
(2π)−d
∫
Rd
e−iu·x|u|kαe−ǫ|u|2/2du = (2π)−dcd,kα|x|−(d+α). (3.11)

We now prove Proposition 3.1.
Proof. By the Fourier inversion theorem, we know that
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p1(0, x) =
( 1
2π
)d ∫
Rd
e−iu·xe−|u|
α
du
= lim
ǫ→0
(2π)−d
∫
Rd
e−iu·x(e−|u|
α − 1)e−ǫ|u|2/2du
+ lim
ǫ→0
(2π)−d
∫
Rd
e−iu·xe−ǫ|u|
2/2du
= I1 + I2.
Looking at I2,
I2 = lim
ǫ→0
(2πǫ)−d/2e−|x|
2/2ǫ = 0 if x 6= 0. (3.12)
Next, looking at I1 and using the Taylor expansion of e
x, we get
I1 = lim
ǫ→0
(2π)−d
∞∑
k=1
∫
Rd
e−iu·x(−1)k |u|
kα
k!
e−ǫ|u|
2/2du. (3.13)
Then applying Lemma 3.3 in (3.13), we have
I1 = (2π)
−d
∞∑
k=1
(−1)k cd,kα
k!
|x|−(d+kα)|x|−(d+α). (3.14)
The first part of Proposition 3.1 is now proved by combining (3.12) and
(3.14).
It remains to show
∞∑
k=2
(−1)k cd,kα
k!
|x|−(d+kα) = O(|x|−(d+2α)).
As we can see from Remark 5.1,
cd,kα = 2
kαπ−d/2
Γ((d+ kα)/2)
Γ(−kα/2) .
For convenience, we set the series coefficients (−1)k cd,kα
k!
= ak for any k.
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By Stirling’s formula, we have
lim
x→∞
Γ(x+ 1)
(x
e
)x
√
2πx
= 1.
Applying Stirling’s formula and the fact that α
2
< 1, we get
lim
k→∞
ak+1
ak
= lim
k→∞
Γ(d+(k+1)α
2
)
(k + 1)Γ(d+kα
2
)
= lim
k→∞
1
k + 1
((d+ kα)/2 + α/2− 1
(d+ kα)/2− 1
)(d+kα
2
+
α
2
−1
)((d+ kα)/2 + α/2− 1
e
)α/2
= eα/2 lim
k→∞
kα/2−1
= 0.
This completes the proof of Proposition 3.1. 
An alternative approach is to view the symmetric stable process as Brow-
nian motion subordinated by a one-sided one-dimensional stable process of
index α/2, and to use the known density for these one-sides processes. Al-
though there is an explicit expression available for the latter, it is given as
an infinite series, so this method does not seem any shorter or simpler than
ours.
4 Estimates
In this section, we will obtain some key estimates, which will be used in our
proof of uniqueness.
Proposition 4.1 There exists a positive constant c1 > 0 which depends on
d and α such that
11
(a) |p1(0, x)| ≤ c1(1 ∧ |x|)−(d+α) and for k = 1, 2,
|∂kp1(0, x)| ≤ c1(1 ∧ |x|−(d+α+k)).
(b) |pt(0, x)| ≤ c1t−d/α
(
1 ∧ (t1/α|x|−1))(d+α) and for k = 1, 2,
|∂kpt(0, x)| ≤ c1t−(d+k)/α
(
1 ∧ (t1/α|x|−1))(d+α)+k.
Proof. (b) follows from (a) by scaling. For (a), the first estimate is just a
restatement of Proposition 3.1. We have the full expansion in Proposition
3.1. Differentiating it with respect to x and following a similar argument to
proving (3.14) gives the case k = 1, 2. 
Fix λ > 0, and for bounded f let
Rλf(x) = E
∫ ∞
0
e−λtf(Xt)dt =
∫
rλ(x− y)f(y)dy. (4.1)
where Xt is a symmetric stable process, pt(0, x) is its transition probability,
and rλ(x) =
∫∞
0
e−λtpt(0, x)dt. We also let
Mzf(x) =
∫
[f(x+ h)− f(x)− 1(|h|≤1)∇f(x) · h] ξ(z)|h|d+α(z)dh. (4.2)
for f ∈ C2b . Observe that in (4.2), z is a parameter and Mzf is a function
only of x ∈ Rd.
We will investigate the operatorMy, which is the generator of a symmetric
stable process of fixed order α(y). In this case, the operator My has Le´vy
measure ξ(y)
|h|d+α(y)
dh. We define Rcλ and rλ,cy by (4.1) when the process Xt of
(4.1) is generated by My.
We have the following estimates regarding the resolvent density of Rcλ,
where for convenience we write α in place of α(y).
Proposition 4.2 There exists a positive constant c0 ∈ (0,∞) such that the
following hold:
(a) rλ,cy (x) ≤ c0( 1λ |x|−2α ∧ 1)|x|−d+α;
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(b)
∑
i |∂rλ,cy (x)/∂xi| ≤ c0( 1λ |x|−2α ∧ 1)|x|−d+α−1;
(c)
∑
i,j |∂2rλ,cy (x)/∂xi∂xj | ≤ c0( 1λ |x|−2α ∧ 1)|x|−d+α−2.
Proof. We will only prove part (a), the others being similar. We know by
Proposition 4.1 that there exists a positive constant c1 such that pt(0, x) ≤
c1t
−d/α(1 ∧ (t1/α)|x|−1)(d+α). Then
rλ,cy (x) =
∫ ∞
0
e−λtpt(0, x)dt
≤ c1|x|−(d+α)
∫ |x|α
0
te−λt dt+ c1
∫ ∞
|x|α
e−λtt−d/αdt
≤ I1 + I2.
First, we consider |x| ≥ 1. For I1,
I1 ≤ c2|x|−(d+α)
∫ |x|α
0
e−λt/2dt ≤ c3λ−1|x|−(d+α).
Next, since e−λ|x|
α ≤ c4|x|−α when |x| ≥ 1,
I2 ≤ c5|x|−d
∫ ∞
|x|α
e−λtdt ≤ c6λ−1|x|−de−λ|x|α ≤ c7λ−1|x|−(d+α).
Summing I1 and I2, we get for |x| ≥ 1,
rλ,cy (x) ≤ (c3 + c7)λ−1|x|−(d+α).
A similar proof also works for |x| ≤ 1. Again look at I1 and I2.
I1 ≤ c1|x|−(d+α)
∫ |x|α
0
te−λt dt ≤ c8|x|−d+α,
and
I2 ≤ c1
∫ ∞
|x|α
t−d/αe−λtdt ≤ c9e−λ|x|α
∫ ∞
|x|α
t−d/α dt = c10|x|−d+α.
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Summing I1 and I2, we get for |x| < 1,
rλ,cy (x) ≤ (c8 + c10)|x|−d+α.
The two cases above prove the estimates. 
Let ϕ be an even radial nonnegative C∞ function with support in B(0, 1/2)
and
∫
ϕ(x)dx = 1. Define ϕε = ε
−dϕ(x/ε). Let λ ∈ [1,∞) be fixed. Define:
rλ,εy = E
x
∫ ∞
0
e−λtϕε(X
y
t )dt, (4.3)
where Xyt is a stable process generated by (4.2) with Le´vy measure
c
|h|d+α(y)
dh
Then we have the following estimates on rλ,εy .
Proposition 4.3 There exists a positive constant c0 ∈ (0,∞) such that the
following hold:
(a) rλ,εy (x) ≤ c0( 1λ |x|−2α ∧ 1)|x|−d+α;
(b)
∑
i |∂rλ,εy (x)/∂xi| ≤ c0( 1λ |x|−2α ∧ 1)|x|−d+α−1;
(c)
∑
i,j |∂2rλ,εy (x)/∂xi∂xj | ≤ c0( 1λ |x|−2α ∧ 1)|x|−d+α−2.
Proof. Again, we will only prove part (b) as the others are similar. To get
estimates on rλ,εy (x), we write
|rλ,εy (x)| =
∣∣∣ ∫ rλ,cy (x− u)ϕε(u)du∣∣∣
≤
∣∣∣ ∫ (rλ,cy (x− u)− rλ,cy (x))ϕε(u)du∣∣∣+ ∣∣∣
∫
rλ,cy (x)ϕε(u)du
∣∣∣
= I1 + I2.
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We estimate I1 first.
I1 ≤
∫
|u|≤ |x|
2
∣∣(rλ,cy (x− u)− rλ,cy (x))ϕε(u)∣∣du
+
∫
|u|
2
<|u|≤ 3|x|
2
∣∣(rλ,cy (x− u)− rλ,cy (x))ϕε(u)∣∣du
+
∫
|u|>
3|x|
2
∣∣(rλ,cy (x− u)− rλ,cy (x))ϕε(u)∣∣du
= I11 + I12 + I13.
Since sup
|u|≤ |x|
2
|rλ,cy (x− u)− rλ,cy (x)| ≤ c1|u|
∑
i
|∂rλ,εy (x/2)/∂xi|, we have
I11 ≤ c1
∑
i
|∂rλ,εy (x/2)/∂xi|
∫
|u|≤
|x|
2
|u|ϕε(u)du ≤ c2|rλ,εy (x/2)|.
As for I12, since ϕε(x) has support B(0, 1/2ε), we have
I12 ≤
∫
|x|
2
<|u|≤ 3|x|
2
{|rλ,cy (x− u)|+ |rλ,cy (x)|}ϕε(u)du
≤ c3|rλ,cy (x)|.
Looking at I13, since |x− u| > |x|/2 when |u| > 3|x|/2, we have
I13 ≤ c4|rλ,cy (x)|
∫
|u|> 3|x|
2
ϕε(u)du ≤ c5|rλ,cy (x)|.
It is easy to see that I2 = r
λ,c
y since
∫
ϕ(x)dx = 1. Using Proposition 4.2
and combining with the estimates for I1 and I2 finishes the proof.

Corollary 4.4 There exists a positive constant c0 ∈ (0,∞) such that the
following hold:
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(a) rλ,εy (x) ≤ c0 1λ |x|−d−α;
(b)
∑
i |∂rλ,εy (x)/∂xi| ≤ c0 1λ |x|−d−α−1;
(c)
∑
i,j |∂2rλ,εy (x)/∂xi∂xj | ≤ c0 1λ |x|−d−α−2.
Proof. The Corollary follows easily by looking at small |x| in Proposition
4.3. 
We now have the following proposition.
Proposition 4.5 If Assumption 2.2 (a) holds, there exist positive constant
η and k1 ∈ (0.∞) such that
|(L −Mx)rλ,εy (u)| ≤ k1
1
|u|d+α(x)−α(y)−η , |u| ≤ 1,
|(L −Mx)rλ,εy (u)| ≤
k1
λ
1
|u|d+α(x)+α(y) , |u| > 1.
In particular, for all u
|(L −Mx)rλ,εy (u)| ≤
k1
λ
1
|u|d+α(x)+α(y) .
Proof. For convenience, we set
J(u, h) = rλ,εy (u+ h)− rλ,εy (u)−∇rλ,εy (u) · h1(|h|≤1) (4.4)
When |u| ≤ 1, we have
|(L−Mx)rλ,εy (u)|
=
∣∣∣ ∫ J(u, h)n(x, h)− ξ(x)|h|d+α(x) dh
∣∣∣
≤
∫
|h|≤ |u|
2
∣∣∣J(u, h)n(x, h)− ξ(x)|h|d+α(x)
∣∣∣dh+ ∫
|u|
2
<|h|≤ 3|u|
2
∣∣∣J(u, h)n(x, h)− ξ(x)|h|d+α(x)
∣∣∣dh
+
∫
|h|> 3|u|
2
∣∣∣J(u, h)n(x, h)− ξ(x)|h|d+α(x)
∣∣∣dh
= I1 + I2 + I3.
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First of all, looking at I1, by Assumption 2.2 (a) and Proposition 4.3 we
have
I1 ≤ c2 sup
B(u,|u|/2)
|∂2rλ,εy (z)|
∫
|h|≤ |u|
2
1
|h|d+α(x)−2−ǫdh ≤
c3
|u|d+α(x)−α(y)−ǫ .
Next for I2, by Proposition 4.3 we have
|J(u, h)| ≤ c4|u|d−α(y) +
c5
|u+ h|d−α(y) .
Thus we have
I2 ≤
∫
|u|
2
<|h|≤ 3|u|
2
{ c4
|u|d−α(y) +
c5
|u+ h|d−α(y)
} |n(x, h)− ξ(x)|
|h|d+α(x) dh
≤ c6|u|d+α(x)−α(y)−ǫ +
c7
|u|d+α(x)−ǫ
∫
|u|
2
<|h|≤ 3|u|
2
1
|u+ h|d−α(y) dh
≤ c8|u|d+α(x)−α(y)−ǫ .
For I3, there are two cases.
Case 1: If 3|u|
2
< 1, we break I3 into two pieces as follows:
I3 =
∫
3|u|
2
<|h|≤1
|J(u, h)| |n(x, h)− ξ(x)||h|d+α(x) dh+
∫
|h|>1
|J(u, h)| |n(x, h)− ξ(x)||h|d+α(x) dh
= I31 + I32.
We assume α(x) ≥ 1, then
I31 ≤
∫
3|u|
2
<|h|≤1
{ c9
|u+ h|d−α(y) +
c10
|u|d−α(y) +
c11|h|
|u|d−α(y)+1
}
|h|−d−α(x)+ǫdh
≤ c12|u|d+α(x)−α(y)−ǫ +
c13
|u|d−α(y)+1
∫
3|u|
2
<|h|≤1
|h|−d−α(x)+1+ǫdh
≤ c12|u|d+α(x)−α(y)−ǫ/2 +
c13
|u|d+α(x)−α(y)−ǫ/2
∫
3|u|
2
<|h|≤1
|h|−d+ǫ/2dh
≤ c14|u|d+α(x)−α(y)−ǫ/2 ,
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since |h|−α(x)+1+ǫ/2 ≤ |u|−α(x)+1+ǫ/2 if 3|u|
2
< |h|.
If α(x) < 1, the situation is even simpler as we can drop ∇rλ,εy (u) ·h1(|h|≤1)
term from J(u, h).
When |h| > 1 > 3|u|
2
, we have |u+ h| > |u|
2
, so
rλ,εy (u+ h) ≤
c15
|u|d−α(y) .
Therefore
I32 ≤ c16|u|d−α(y)
∫
|h|>1
|h|−d−α(x)+ǫdh
≤ c16|u|d−α(y)
∫
|h|> 3|u|
2
|h|−d−α(x)+ǫdh.
≤ c17|u|d+α(x)−α(y)−ǫ .
Case 2: If 3|u|
2
≥ 1, then we have
I3 ≤ c18 rλ,εy (u)
∫
|h|> 3|u|
2
|h|−d−α(x)−ǫdh ≤ c19|u|d+α(x)−α(y)−ǫ ,
since
sup
Rd\B(u,3|u|/2)
|rλ,εy (x)| ≤ c rλ,εy (u)
and |h|−d−α(x) ≤ |h|−d−α(x)−ǫ when |h| > 1.
Since |u|ǫ ≤ |u|ǫ/2 when |u| ≤ 1, summing the above gives
|(L −Mx)rλ,εy (u)| ≤ k1
1
|u|d+α(x)−α(y)−ǫ/2 , |u| ≤ 1.
We finish the proof for the first assertion of the proposition by setting η = ǫ/2.
Similar arguments prove the estimate for large |u|. The second assertion can
be similarly proved by using Proposition 4.3 when we estimate |J(u, h)|. We
leave the details to the reader. 
We set
Myzf(x) =
∫
[f(x+ h)− f(x)− 1(|h|≤1)∇f(x) · h] ξ(y)|h|d+α(z)dh.
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Proposition 4.6 If Assumption 2.3 holds, there exist a positive constant
κ2 ∈ (0.∞) such that
|(Mx −Myx)rλ,εy (u)| ≤ κ2 |ξ(x)−ξ(y)||u|d , |u| ≤ 1,
|(Mx −Myx)rλ,εy (u)| ≤ κ2λ |u|−d−2α, |u| > 1.
In particular, for all u
|(Mx −Myx)rλ,εy (u)| ≤ κ2λ |u|−d−2α.
Proof. The proof follows closely the proof of Proposition 4.5 and the fact
that |u|−α(x) ≤ |u|−α when |u| ≥ 1, where α = inf
x
α(x).

Here is another estimate.
Proposition 4.7 If Assumption 2.2 and 2.3 hold, there exist a positive con-
stant κ3 ∈ (0.∞) such that
|(Myx −My)rλ,εy (u)| ≤ κ3
|α(x)− α(y)|
|u|d+|α(x)−α(y)|
∣∣ ln |u|
2
∣∣ |u| ≤ 1,
|(Myx −My)rλ,εy (u)| ≤
κ3
λ
1
|u|d+2(α(x)∧α(y))
∣∣ ln |u|
2
∣∣ |u| > 1.
In particular, for all u
|(Myx −My)rλ,εy (u)| ≤
κ3
λ
1
|u|d+2(α(x)∧α(y))
∣∣ ln |u|
2
∣∣.
Proof. The only difference between the previous proposition and this one is
how we do the perturbation. In the previous Proposition 4.5, the difference
of the kernels of the two operators is
n(x, h)− ξ(x)
|h|d+α(x) .
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Here the difference of kernels between two operators is
ξ(y)
|h|d+α(x) −
ξ(y)
|h|d+α(y) .
The proof we carry out is similar to that of Proposition 4.5.
By Assumption 2.3, ξ(x) is bounded above.
When |u| ≤ 1, where J(u, h) is defined in (4.4), we have
|(Myx −My)rλ,εy (u)| =
∣∣∣ ∫ J(u, h)[ ξ(y)|h|d+α(x) − ξ(y)|h|d+α(y)
]
dh
∣∣∣
≤ c1
∫
|h|≤
|u|
2
∣∣∣J(u, h)[ 1|h|d+α(x) − 1|h|d+α(y) ]
∣∣∣dh
+ c1
∫
|u|
2
<|h|≤ 3|u|
2
∣∣∣J(u, h)[ 1|h|d+α(x) − 1|h|d+α(y) ]
∣∣∣dh
+ c1
∫
|h|> 3|u|
2
∣∣∣J(u, h)[ 1|h|d+α(x) − 1|h|d+α(y) ]
∣∣∣dh
= I1 + I2 + I3.
Without loss of generality, we may assume that α(x) > α(y) in the fol-
lowing proof.
First of all, looking at I1, by Proposition 4.3 we have
I1 ≤ c2 sup
B(u,|u|/2)
|∂2rλ,εy (z)|
∫
|h|≤
|u|
2
1
|h|d+α(x)−2
∣∣∣1− |h|α(x)−α(y)∣∣∣dh
≤ c3 |α(x)− α(y)||u|d−α(y)+2
∫
|r|≤ |u|
2
∣∣∣|r|2−α(x) ln |r|∣∣∣dr
≤ c4 |α(x)− α(y)||u|d+α(x)−α(y)
∫
|r|≤ |u|
2
∣∣∣ ln |r|∣∣∣dr.
≤ c5 |α(x)− α(y)||u|d+α(x)−α(y) ,
using |r|2−α(x) ≤ |u|2−α(x) on r ≤ |u|
2
and the integrability of ln x when x is
small.
Next for I2, by Proposition 4.3, we have
|∇rλ,εy (u) · h1(|h|≤1)| ≤ c6|u|−d+α(y), |u|2 ≤ |h| ≤ 3|u|2 .
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Therefore we have
I2 ≤ c7
∫
|u|
2
<|h|≤
3|u|
2
{ 1
|u+ h|d−α(y) +
1
|u|d−α(y)
}∣∣1− |h|α(x)−α(y)∣∣
|h|d+α(x) dh
≤ c8 |α(x)− α(y)||u|d+α(x)
∫
|u|
2
<|h|≤
3|u|
2
1
|u+ h|d−α(y)
∣∣ ln |h|∣∣dh
+ c9
|α(x)− α(y)|
|u|d+α(x)−α(y)
∫
|u|
2
<|h|≤ 3|u|
2
∣∣ ln |h|∣∣dh
≤ c10 |α(x)− α(y)||u|d+α(x)−α(y)
∣∣ ln |u
2
|∣∣.
Next for I3, there are two cases.
Case 1: If 3|u|
2
< 1, we break up I3 as follows:
I3 =
∫
3|u|
2
<|h|≤1
∣∣∣J(u, h)[ c1|h|d+α(x) − c1|h|d+α(y)
]∣∣∣dh
+
∫
|h|>1
∣∣∣J(u, h)[ c1|h|d+α(x) − c1|h|d+α(y)
]∣∣∣dh
= I31 + I32.
Then
I31 ≤ c11 sup
Rd\B(u,
3|u|
2
)
|∂2rλ,εy (x)| |α(x)− α(y)|
∫
3|u|
2
<|h|≤1
∣∣∣ ln |h||h|d−2+α(x)
∣∣∣dh
≤ c12 |α(x)− α(y)||u|d+α(x)−α(y)
∫
|h|≤1
∣∣ ln |h|∣∣dh
≤ c13 |α(x)− α(y)||u|d+α(x)−α(y) .
When |h| > 1 > 3|u|
2
, we have |u+ h| > |u|
2
, so
rλ,εy (u+ h) ≤
c14
|u|d−α(y) .
Recall that α = inf
x
α(x).
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Then
I32 ≤ c15 |α(x)− α(y)||u|d−α(y)
∫
|h|>1
|h|−d−α(x)∣∣ ln |h|∣∣dh
≤ c16 |α(x)− α(y)||u|d−α(y)
∫
|h|> 3|u|
2
|h|−d−α(x)+α/2dh
≤ c17 |α(x)− α(y)||u|d+α(x)−α(y)−α/2
≤ c18 |α(x)− α(y)||u|d+α(x)−α(y) ,
using |u|α/2 ≤ 1 when |u| ≤ 1.
Case 2: If 3|u|
2
≥ 1, then we have
I2 ≤ c19|α(x)− α(y)|rλ,εy (u)
∫
|h|>
3|u|
2
|h|−d−α(x)∣∣ ln |h|∣∣dh
≤ c20 |α(x)− α(y)||u|d−α(y)
∫
|h|>
3|u|
2
|h|−d−α(x)+α/2dh
≤ c21 |α(x)− α(y)||u|d+α(x)−α(y) ,
since |u|α/2 ≤ 1 when |u| ≤ 1.
Summing up the above proves the estimate for |u| small. Following similar
arguments proves the estimate for large |u|. 
Lemma 4.8 If r ≤ 1 and β(r) is defined as in Assumption 2.2 and satisfies
the condition in Assumption 2.2 (b), then there exists a constant κ4 such that
(i) r−1−β(r)+ǫ ≤ κ4r−1+ǫ;
(ii) β(r)r−1−β(r) ≤ κ4 β(r)r .
Proof. By Assumption 2.2 (c), β(r) ln(r)→ 0 as r → 0, and then rβ(r) → 1
as r → 0. The lemma follows easily. 
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Proposition 4.9 Suppose Assumption 2.2 and 2.3 hold. Let g ∈ C2 with
compact support. There exists a positive constant λ˜ such that
∣∣∣ ∫ (L −My)rλ,εy (x− y)g(y)dy∣∣∣ ≤ 12‖g‖, if λ ≥ λ˜.
Proof.
∣∣∣ ∫ (L −My)rλ,εy (x− y)g(y)dy∣∣∣ ≤ ∣∣∣
∫
(L−Mx)rλ,εy (x− y)g(y)dy
∣∣∣
+
∣∣∣ ∫ (Mx −Myx)rλ,εy (x− y)g(y)dy∣∣∣
+
∣∣∣ ∫ (Mx −My)rλ,εy (x− y)g(y)dy∣∣∣
= J1 + J2 + J3.
By Proposition 4.5, Lemma 4.8 and the fact α = inf
x
α(x) < 2,
J1 ≤ ‖g‖
∫
|x−y|λ
1
4≤1
κ1
|x− y|d+α(x)−α(y)−η dy
+ ‖g‖
∫
|x−y|λ
1
4>1
κ1
λ
1
|x− y|d+α(x)+α(y)dy
≤ ‖g‖
∫ λ− 14
0
c1
rβ(r)+1−η
dr + c1‖g‖
∫ ∞
λ−
1
4
λ−1
1
r1+2α
dr
≤ c2‖g‖(λ−
η
4 + λ−1+α/2).
Taking λ large enough, say λ ≥ λ1, such that
J1 ≤ 1
6
‖g‖.
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By Proposition Assumption 2.2 and Proposition 4.6,
J2 ≤ ‖g‖
∫
|x−y|λ
1
4≤1
κ2
ξ(x)− ξ(y)
|x− y|d dy
+ ‖g‖
∫
|x−y|λ
1
4>1
κ2
λ
1
|x− y|d+2αdy
≤ c3‖g‖
∫ λ− 14
0
ψ(r)
r
dr + c3‖g‖
∫ ∞
λ−
1
4
λ−1
1
r1+2α
dr
≤ c4‖g‖
(
λ−1+α/2 +
∫ 1
0
ψ(r)
r
1(0,λ−1/4)(r)dr
)
. (4.5)
Letting λ→∞, the first term of (4.5) goes to 0. By the Dini Continuity of
ξ(x) and the dominated convergence theorem, the second term of (4.5) also
goes to 0.
Now take λ ≥ λ2 such that
J2 ≤ 1
6
‖g‖.
Lastly, by Proposition 4.7 and Lemma 4.8,
J3 ≤ ‖g‖
∫
|x−y|λ
1
4≤1
κ3
α(x)− α(y)
|x− y|d+α(x)−α(y)
∣∣ ln |y|
2
∣∣dy
+ ‖g‖
∫
|x−y|λ
1
4>1
κ3
λ
1
|x− y|d+2α
∣∣ ln |y|
2
∣∣dy
≤ c5‖g‖
∫ λ− 14
0
β(t)
t1+β(t)
| ln t|dt+ c5‖g‖
∫ ∞
λ−
1
4
λ−1
1
t1+2α
| ln t|dt
≤ c6
( ∫ 1
0
β(t)
t1+γ
1(0,λ−1/4)(t)dt+
∫ ∞
λ−1/4
λ−1
1
t1+2α
| ln t|dt). (4.6)
Since | ln t| ≤ t−γ as t→0 and | ln t| ≤ tγ as t→∞ for any γ > 0.
By Assumption 2.2 and the dominated convergence theorem, the first term
of (4.6) goes to 0 as λ→∞.
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For the second term of (4.6), we only need to take care of the convergence
of integral at 0 and∞. If we choose r < min(2α, 4−2α) and by the dominated
convergence theorem, the second term goes to 0 as λ→∞.
Now taking λ ≥ λ3 such that
J3 ≤ 1
6
‖g‖.
The proof is completed by taking λ˜ = max(λ1, λ2, λ3). 
5 Uniqueness
Now we are ready to show the uniqueness of the solution for the martingale
problem. Let Pxi , i = 1, 2 be two solutions to the martingale problem starting
at x. Let Ri be the corresponding resolvents.
If f ∈ C2 with bounded first and second derivatives, by the definition of
the martingale problem
f(Xt)− f(X0)−
∫ t
0
Lf(Xs)ds = martingale.
Taking expectations with respect to Pxi ,
E if(Xt)− f(x) = Ei
∫ t
0
Lf(Xs)ds.
Multiplying by λe−λt, integrating over t from 0 to ∞, and using Fubini’s
theorem gives for i = 1, 2
λRif − f(x) = Ei
∫ ∞
0
λe−λt
∫ t
0
Lf(Xs)ds dt
= Ei
∫ ∞
0
∫ ∞
s
λe−λtLf(Xs)dt ds
= Ei
∫ ∞
0
e−λsLf(Xs)ds
= Ri(Lf).
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Then we have
Ri((λ− L)f) = f(x) for i = 1, 2. (5.1)
Set R△ = R1 −R2. Taking the difference in (5.1) implies
R△((λ−L)f) = 0. (5.2)
Let g be a C2 function with compact support and let
fε(x) =
∫
(rλy ∗ ϕε)(x− y)g(y)dy. (5.3)
Note fε(x) is in C
2 with bounded first and second derivatives. Applying
(5.2), we have
R△((λ−L)fε) = 0. (5.4)
Proof of Theorem 2.5.
Set
θ = ||R△|| = sup
||f ||≤1
|R△f |.
Note |R△f | ≤ (2/λ)||f ||, so θ <∞.
Let g be a C2 function with compact support and let fε be defined by
(5.3). From (5.4), we get
|R△g|
= |R△((λ−L)fε)−R△g|
= |R△
∫
(λ−My +My − L)rλ,εy (x− y)g(y)dy−R△g|
≤ |R△(A1 − g)|+ |R△A2|
= I1 + I2,
where
A1 =
∫
(λ−My)rλ,εy (x− y)g(y)dy
A2 =
∫
(My − L)rλ,εy (x− y)g(y)dy.
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First, we look at I1. Since (λ−My)rλ,εy = ϕε, then
A1 =
∫
ϕε(x− y)g(y)dy = g ∗ ϕε.
We have
lim sup
ε→0
|R△(g ∗ ϕε)−R△g| = 0,
since g ∗ ϕε→g uniformly.
Finally, let us look at I2. By Proposition 4.9 and take λ ≥ λ˜, we have
I2 ≤ 1
2
θ‖g‖.
Then
|R△g| ≤ |R△(A1 + A2)|
≤ 1
2
θ||g||.
Taking the sup over g ∈ C∞c , what we get is θ ≤ 12θ. Since θ <∞, we must
have θ = 0, i.e. R1f = R2f . By the uniqueness of the Laplace transform,
we have E 1f(Xt) = E 2f(Xt) for almost every t. Since the paths of Xt are
right continuous and f is continuous, then we have equality for all t. That
the finite dimensional distributions under Px1 and P
x
2 are the same for each x
now follows by using the Markov property.
Lastly, we need to do a localization argument. Since ξ(x) is Dini Contin-
uous, there must be a neighborhood of x0 such that Assumption 2.3 holds.
This means that we have local uniqueness for the martingale problem for L
started at x0. Then we follow some standard arguments; see, e.g., Chapter
VI of [B4] to complete the proof of Theorem 2.5. 
Remark 5.1 We could actually compute the constant c1 in Proposition 3.1
as a consequence of calculating cd,kα by looking at the function f(x) =
e−|x|
2/2. Use polar coordinates to get
ωd−1(2π)
d/2
∫ ∞
0
rz+d−1e−|r|
2/2dr = cd,zωd−1
∫ ∞
0
r−z−d+d−1e−|r|
2/2dr.
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Do a change of variable s = r2/2 and use the definition of the gamma function
to get
cd,z = 2
(d+z)πd/2
Γ((z + d)/2)
Γ(−z/2) .
Replacing z by kα, we have
cd,kα = (2π)
−d2(d+kα)πd/2
Γ((d+ α)/2)
Γ(−kα/2) = 2
kαπ−d/2
Γ((d+ kα)/2)
Γ(−kα/2) .
In particular,
c1 = −cd,α = 2απ−d/2Γ((d+ α)/2)−Γ(−α/2)
We see this makes sense since Γ(−α/2) is finite for 0 < α < 2.
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