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Abstract- The problem of determining the region of entropic
vectors is a central one in information theory. Recently, there
has been a great deal of interest in the development of non-
Shannon information inequalities, which provide outer bounds to
the aforementioned region; however, there has been less recent
work on developing inner bounds. This paper develops an inner
bound that applies to any number of random variables and
which is tight for 2 and 3 random variables (the only cases
where the entropy region is known). The construction is based
on probability distributions generated by a lattice. The region is
shown to be a polytope generated by a set of linear inequalities.
Study of the region for 4 and more random variables is currently
under investigation.
I. INTRODUCTION
Let Xl,. ., Xn, be a collection of n jointly distributed
finite-alphabet random variables and consider the 2n -1
dimensional vector whose entries are the joint entropies of
each non-empty subset of these n random variables. Any
2n -1 dimensional vector that can be constructed from the
entropies of n such random variables is referred to as entropic.
Characterizing the region of entropic vectors has long been an
interesting open problem. Many issues in information theory
and probabilistic reasoning such as optimizing information
quantities or characterizing the compatibility of conditional
independence relations involve, or are closely related, to this
problem. Moreover, characterizing this region is fundamental
in the sense that many network information theory problems
can be formulated as linear optimization problems over this
region. Thus, determining this region can lead to the solution
of a whole host of information-theoretic problems. On the
other hand many proofs of the converse of coding theorems
involve information inequalities, the complete set of which can
be found as a result of characterizing this region.
In [1], Yeung refers to the space of entropic vectors as F*
The work of Han, Fujishige, Zhang and Yeung, [2], [3], [4],
[5], [1] has resulted in the complete characterization of Fn for
n = 2, 3 and their relation to polymatroids and submodular
functions. In particular, if we let AV {1, ..., n}, a, 3 C JV,
X = {Xi: i C a} andX = {Xi: C 1}, itis clear
that the entropy H(X,) = H(a) (for simplicity) satisfies the
properties
1) H(0) = 0
2) For a C /3: H (a) < H(3)
3) For any a, 3: H(a U 3) + H(a n 3) < H(a) + H(/3)
the last of which is referred to as the submodularity property.
The above inequalities are referred to as the basic inequalities
of Shannon information measures (and are derived from the
positivity of conditional mutual information). Any inequalities
that are obtained as positive linear combinations of these are
simply referred to as Shannon inequalities. The space of all
vectors of 2_ 1 dimensions whose components satisfy all
such Shannon inequalities is denoted by Fn. It has been shown
that [5] F2 = F2 and 73 = 13, where 13 is the closure of
F3. However, for n = 4, recently several "non-Shannon-type"
information inequalities have been found that demonstrate that
F4 is strictly smaller than F4 [5], [6], [7], [8], [9].
Although these non-shannon type inequalities give outer
bounds for F4, its complete characterization remains an open
problem. The non-Shannon inequalities have also proven
useful in deriving various outerbounds for different network
information theory problems [10], [11]. However, there has
been much less focus on determining inner bounds on Fn
[4], [12]. These would be of great interest since they would
yield achievable rate regions for many network information
theory problems. The focus of this paper will therefore be on
determining an inner bound on F* with two goals in mind: an
inner bound that can be extended to any n, and that can be
easily expressed (the inner bound that we shall later give is a
polytope, i.e., defined by a set of linear inequalities).
We should mention that in this paper, we shall focus on
normalized entropy vectors which we define as follows:
h(a) l NH(Xc), (1)
where N is the alphabet size of the Xi (it can be assumed
wlog that the alphabet size is equal for all the Xi by simply
adding letters with zero probability wherever necessary).
Definition ] (Normalized-Entropic Vectors): Any vector
V e 72 1 which can be regarded as the normalized entropy
vector of some collection of n random variables, for some
value of N, is called normalized-entropic (or just entropic
when there is no ambiguity). We will denote the space of
normalized-entropic vectors by Qn.
There are several reasons for considering this normalized
version: it is often the normalized version that comes up in
capacity calculations (where the normalization represents the
number of channel uses), it makes the entropy region finite,
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and makes the proof of the convexity of the closure of Qn
trivial. Indeed if h(X,) and h(Y3) are the entropies of the Xi
and Yi, each with alphabet size N, and Ny, then by making
n, independent copies of the X's and ny independent copies
of the Y's, so that the overall alphabet size becomes N7n N
we obtain the normalized entropy
nxlogNx h(Xc,) + n.ylogNy h(Yo)
nx logNx + ny logny nx logNx + nyjlogrnyhY)(2)
which since nx and ny are arbitrary, implies that one can get
arbitrary close to any point on the convex hull of hx and hy
and this implies the convexity of the closure of Qn
The following theorem states the connection between Qn
and F*, proof of which we omit for brevity:
Theorem ] (Qn and 17): Define the ray of a set S as
ray(S) {aXa > 0, X C S}. (3)
Then we have
ray(Q*) = F*: (4)
i.e., the ray of Qn is the closure of F*
The remainder of the paper is organized as follows. The
next section studies quasi-uniform distributions, which will be
the building blocks for our construction. Section III contains
the main results of our paper, especially the construction of
entropic vectors using lattice-generated probability distribu-
tions. Section IV makes the construction explicit for 2, 3 and
4 random variables and shows that it achieves the full entropy
region for n = 2, 3.
II. QUASI-UNIFORM DISTRIBUTIONS
One way of characterizing F* is through determining its
kissing hyperplanes:
aTH , a cHe > (5)
for a e 7Z2 -1 and for all H e EP. To determine the value
of -y, one needs to perform the optimization
mini: aoHo. (6)HGn aciv
One of the difficulties in performing this optimization is that
the alphabet size of the underlying distribution is arbitrary.
Nonetheless, if we restrict the alphabet size of each Xi to N
and attempt to optimize over the unknown joint distribution
PXN (xg) then the KKT conditions necessitate that
1
Eao log c()= c if PXN (XA)#O, (7)
for some constant c. The KKT conditions imply that, rather
than searching over all possible distributions Px (xAg), we
need only search over those distributions that satisfy (7).
Of course, there can be many solutions to (7). However, a
rather obvious solution and one that does not depend on a,
the normal vector of the hyperplane is the following: for any
a C N:
Px,, (x) = cc, or 0 (8)
for some constant c,z, independent of the point xei e
{1, ...., N}I'l. In other words, these are distributions that take
on zero or a constant value for all possible marginals, px, ( ).
Such distributions are referred to as quasi-uniform [13].
Computing the entropy for quasi-uniform distributions is,
of course, straightforward:
H(a) = log1
ca
(9)
Let An denote the space of entropy vectors generated by quasi-
uniform distributions. Then the remarkable result of [14], [13]
is that
Theorem 2 (Quasi-Uniform Distribution): con(An) = F,
i.e., the convex closure of An is the closure of F*n.
In other words, considering quasi-uniform distributions is
sufficient for characterizing P7. As a result, these are the
distributions we will henceforth focus on.
III. DISTRIBUTIONS FROM LATTICES
Determining all quasi-uniform distributions appears to be a
hopelessly complicated combinatorial problem. Since we are
looking for a construction that can be generalized to any n,
it seems reasonable that we need to impose some structure.
Some circumspection suggests the use of a lattice structure.
Recall that we can generally represent the points generated
by a lattice in an n dimensional space as follows:
x = Mn, (10)
where x C 7R' are points in the lattice, M C Zn xn is
the so-called lattice-generating matrix, and n e zn is an
integer vector. Since the points we are interested in belong
to {1,... ,N}'n, we require that x have integer entries. We
will therefore henceforth assume that M has positive integer
entries, so that M C A/n x n. We will refer to the lattice
generated by M as L(M).
Definition 2 (Lattice-Generated Distribution): A probabil-
ity distribution over n random variables with alphabet size
N each, will be called lattice-generated, if for some lattice
L(M), we have
PX(XA) = C,
a constant, whenever xA C {0, ... , N i}n n L(M) and
PXAN (x) = 0,
otherwise.
Now we need a few lemmas.
Lemma ] (Bezout Identity): The following equality holds
for 2-by-2 lattices.
(F llI1 M12 1 [gcd(MlIi,Mli2) 0
L M21 M22 ] ) ([ M21x + M22y MldM22-M21MI2
(11)
where x and y are integers found from the Bezout identity
M11X + M12y = gcd(Mll, M12).
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Proof: Follows from post-multiplication by the unimodular
tri [ x -M12/gcd(Mjj,M12) 1.
Lemma 2 (Lower Triangularization): Any lattice generat-
ing matrix with non-negative integer entries can be lower
triangularized without changing the resulting lattice.
Proof: Follows from repeated use of Lemma 1 in a fashion
akin to QR factorization. U
Lemma 3 (Lattice-Generated Quasi- Uniform Distributions):
A lattice-generated distribution is quasi-uniform if the lattice
has a period that divides N. The latter is true if, and only if,
the matrix M-1N has integer entries.
Proof: Assume the lattice M has a period that divides N. This
is true if, and only if, for every x e L(M) the point x + Nei
belongs to L(M) for all i = 1,... n, where ei is the i-th
unit vector with one in the i-th position and zeros elsewhere.
In other words, if there exists an integer vector n such that
Mn x, there should also exist an integer vector n' such that
Mn' x+Nei. But n' = M-lx+M- Nei = n+M- Nei,
which implies that M-1Nei should have integer entries for
all i and establishes the second claim.
We now need to show that the resulting distribution is quasi-
uniform. To this end, note that
Pxj (x) = X, PXN (X) =c 1
XAN-a XAN-auPXA (Xpxg X X )x:) 0
which implies that a distribution taking on only the values 0
and c is quasi-uniform if, and only if, for every value x, for
which px, (xc,) is nonzero, the number of xA c, for which
PXN (Xa, XArg ) is non-zero should be constant.
Now partitioning the lattice-generating matrix according to
a and ac =V a and lower-triangularizing using Lemma 2
yields
1xc Mc , nc, (12)
Any value of Xc that yields a non-zero pxa (xc,) is one
for which n, = MO-, xc, is an integer vector. Therefore so
is the vector M,.c,M 1 xc,. Thus, the number of xc, for
which PXAF(xC,, C,) is nonzero is given by the number of
xc, in {O,...,N
-11 for which Mc,,c,noc = xc,-
Ma,eiMj-X1 x has an integer solution in n,,. However, since
the lattice is periodic with period dividing N, this number is
independent of the integer shift Mc,,c,M, 1 xc,.
Lemma 3 tells us that we should focus on lattice-generating
matrices such that M-1N has integer entries. The next lemma
of this section shows us how to extract the entropies from the
lattice generating matrix M.
Lemma 4 (Entropy Extraction): Consider a lattice-
generated distribution with period dividing N. Then the
normalized entropy of any collection of random variables Xc,
is given by lgdtM,
h(ac) =a l ogN (13)
where Mc,,c, is found from the lower triangularization of the
lattice-generating matrix in (12).
Proof: The distribution is quasi-uniform and so the entropy
h(a) is simply the log of the number of non-zero points
in the distribution Px,(xc,). The total number of points is
NlHl and the volume of the basic volume element in the
lattice corresponding to the variables xc, is well known to
be detMc,,c,. This gives the total number of non-zero points
in the distribution as N1Hl/detMc,,c,, which yields the desired
result. U
Remark: In a more general setting, (12) can be written as
follows:
xac j MacIj nac (14)
Using the Smith-McMillan form [15] for matrix M, (13) can
be equivalently stated as:
h(a) |a~ loggcd( all lao x oa minors of Mo,) (15)h(a)a
~~~logN (5
which is often easier to compute.
Let A, denote the space of entropy vectors obtained from
lattice-generated quasi-uniform distributions.
Theorem 3 (An Inner Region for Entropic Vectors):
con(An) C Qn where con(.) represents the convex closure.
Proof: Follows straightforwardly from the convexity of Qn.
.
Our last result states that the obtained inner region is a
polytope. However, we will omit the proof for brevity.
Theorem 4: The region con(An) is a polytope for all n.
IV. EXPLICIT CONSTRUCTIONS
Now that we have described our general construction, we
will study the consequences for n = 2, 3, 4 random variables.
A. Two Random Variables
Without loss of generality we can assume that the 2-by-2
lattice-generating matrix is lower triangular
M=
i (16)
We should remark that for any integers Mi it is always
possible to find a large enough integer N and positive rational
numbers -ytj such that Mij = Nmij. Furthermore, for large
enough N it follows that gcd(NNjh, N YkW) = Nmin(ijj ,kl)
which considerably simplifies the gcd calculation. Since we
are studying normalized entropies, increasing N comes at no
cost and so we will assume all of the above. We will therefore,
henceforth assume that
M= N N22 (17)
We first need to enforce the condition that the generated
distribution be quasi-uniform. From Lemma 3 this means that
the matrix
NM-1= Nl-
" 0 1
N1 '-Y" -722+21 Nl'-222 (18)
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must have integer entries. Since N is large enough this implies
the inequalities
TlK< I '722 <- I , y1 + 722 <- + 721- (19)
Using Lemma 4 the corresponding entropies are readily seen
to be
hi =: 1 -'ll
h2 I= min('y21,'22)
h12 = 2 -,yll- 'TY22
(20)
Thus the space A2 is described by (20) along with the
constraints (19).
The region A2 may not be convex, due to the min(.)
operator in h2. In fact, it is not hard to show that the convex
hull of (19-20) is
{h = I -yii h2 =: I - 721, h12 =2 '-Tll - '722
0 <-
-41,722 <- I , ° <- 721 <- '22 , 'Yll + 'T22 <- I + 'T21(21)
Theorem 5:
conA2 = Q2
Proof: Any hij obtained from (21) is an entropy vector by
construction. Conversely, for any entropy vector satisfying 0 <
h1, h2 < 1 and h1, h2 < h12 < hi + h2 a valid set of 'yjjs
from (21) can be found. U
six tYij parameters) whereas the entropy vectors are seven-
dimensional. However, the convex hull is seven-dimensional
and consists of the convex hull of four (polytope) regions. The
first three regions satisfy the constraints (23), as well as,
hi =11-yi
h2 = 1 - 721
h3 = 1 - 731
hl2= 2-Yll- '22
hl3 2 -Tyll- 'T32
hl23= 3 -yll- 'Y22 - 'Y33
However, region I has
|h23
72 1 + 732
region II has
|h23
'T21 + '732
and region III has
{ 'T21 + Th23
lT21 + T32
2 - y21 - '32
< Y22 +Y31
2 - '22 - '31
> '722 +'731
2 - '21 - 'T33
'T22 +'731
(25)
(26)
(27)
(28)
B. Three Random Variables
Again, without loss of generality we may assume
Na11
M= N 21
L Na31
0
N 22
N 32
(22)
]
N03
Insisting on quasi-uniformity by forcing the elements of
M-1N to be integers (Lemma 3) yields the linear constraints:
o < Tij < 1
'Tii+ jj -'ij<i>
'711+ '722 +'733 - '21 - '32 <
Extracting the entropies using Lemma 4 yields
hi = 1-'ii
h2 = 1 - min('y21,'y22)
h3 = 1 - min('y31,'32,'33)
h12 =2
-y1-i 22
h13 = 2 - 71i - min(732,733)
(23)
(24)
h23=
{2 - min(Q21 + 732,722 + 731,33 -+ min(Q21,'22))
if '21 +q32 # 722 + 731
2
-)33 - min(Q21, 22)
if
-21 +-32 = Y22 +Y31
h123= 3 -'yll- 'Y22 - '33
The space A3 is described by (24-23). The region is clearly
non-convex. Furthermore, it is six-dimensional (since there are
The fourth region is characterized by 'p21 > 'p22 and '33 >
'31 > 7Y32. Interestingly, the convex hull of these four regions
is Q3.
Theorem 6:
conA3 = Q3
Proof: Clearly, conA3 C Q3 since, by construction, all vectors
in conA3 are entropic.
To prove the other direction consider the region defined by
1
0
0
1
0
1
1
0
1
0
1
1
0
1
0
0
1
0
1
1
1
1
1
0
1
1
1
1
0
1
1
1
1
1
1
1
0
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
2
2
2
2
ki
k2
k3
k4
k5
k6
k7
k8s
(29)
where ki > 0. Each column vector in the matrix on the RHS
can be seen to be generated by a lattice-generated distribution
(just check!). Therefore the region must be a subset of A3. If
we write the above matrix equation as
h [A a k Ak + aks,
which, since the first seven columns of the matrix on the RHS
is invertible, we can further write
A- h - A-'ak8 = k > 0.
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Computing A-1 and A-1ak8, yields
O O 0 0 -1 0 1 h0O
O O 0 0 0 -1 1 h2 0
0 0 0 -1 0 0 1 h3 0
-1 0 0 1 0 1 -1 h12 > k8
0 -1 0 1 1 0 -1 h23 ks
O O -1 0 1 1 -1 h3l ks
1 1 1 -1 -1 -1 1 h123 ks
(30)
The point is to show that for any entropic vector h one can find
a non-negative k8 such that above inequalities are satisfied.
The first three are clearly satisfied. The next three are satisfied
provided
k8 < min(-hi + hij + hki- hik), (31)
and the last inequality if
k8 > - hi + hij -hijk (32)
i i,j
It is straightforward to show that the upper bound on kS
exceeds the lower bound and so the region for k8 is non-empty.
Furthermore, by the submodularity of the entropy function, the
upper bound is non-negative, which implies that a non-negative
kS can always be found. This concludes the proof. *
C. Four Random Variables
For four random variables, we assume
M=F
N-1" 0
N 21 N 22
N 31 N 32
N 41 N 42
o o
o o
N733 0
N 43 N 44 1.
The conditions from Lemma 3 translate to:
0 <'i < 1,
"Yii +'jj -"ij<l i>j
"'ii + 3'jj + 'Ykk- 'ij - yjk < 1 > j> k
711 + 722 + 733 + 744 - '721 - '732 -743 < 1, (34)
The extraction of the entropies for 4 variables is more
involved as it can be seen from the following:
h4 = 1 - min('741,'742,'743,'744)
h14 = 2
h24 = 2
711 - min('742,'743,'744),
min('721 + min('742, '743, '744),
'722 + minf('741,'743,'744))
h34 = 2 - min(y31 + min(Qy42, /43,744),
'732 + min('74l,'743,'744),
'733 + min(741,'742,'744))
h24 3-3-C11- '722- min(Q-43,'-44)
h134 = 3 '-7j1 -min(y32 + min('y43, '44),
7W + min(-'42, -N44)) (35)
h234 = 3 -min(y- + min(Qy21 + '742, 'T22 + '741),
- + 744+ min(->21, y22 ),
min(-743, '744)
+ min('721 + 732, 722 +'31))
h1234 4 '-yll-7 '22- 'T33- '44
These equations along with (24) give the whole set of equa-
tions for 4 variables. Note from (15) that whenever a minor
is zero that case should be considered separately in the above
equations. The space described by (35) is clearly non-convex
and so, as in the case with three random variables, we must
focus on its convex hull.
The most efficient ways of doing so and the tightness of
the inner bound are under study. Nonetheless, since the region
is a polytope it should allow for the computation of inner
bounds on a wide class of network problems via simple linear
programming.
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