In this paper, we focus on linear complexity measures of multidimensional sequences over finite fields, generalizing the one-dimensional case and including that of multidimensional arrays (identified with multidimensional periodic sequence) as a particular instance. A cryptographically strong sequence or array should not only have a high linear complexity, it should also not be possible to decrease significantly the linear complexity by changing a few terms. This leads to the concept of the k-error linear complexity. We make computations for some typical families of multidimensional arrays to confirm that they have a large k-error linear complexity for small k. Particularly, we give lower and upper bounds on the expected values of the linear complexity and k-error linear complexity of multidimensional arrays.
Introduction
One-dimensional families of sequences with low auto-and cross-correlations have extensive applications in modern communications. Meanwhile, digital watermarking, which has been used to provide copyright protection, certificates of authenticity, access control, audit trail and many other security features, requires multidimensional arrays (identified with multidimensional periodic sequences) with similar properties. There are several constructions of these objects proposed by Oscar Moreno, Andrew Tirkel et al. [2, 17, 18, 27] based on the method of composition. The essential ingredients are a column sequence with low off-peak autocorrelation and a shift array which is applied as a cyclic shift to the column sequence to form a multidimensional array. These arrays are available in many more sizes than their classical counterparts.
arXiv:1803.03912v2 [math.NT] 12 Apr 2018
Recently [8] , the concept of linear complexity of one-dimensional sequences has been extended to higher dimensions. The measure is invariant under well-orderings of the arrays (including the Chinese remainder process for two-dimensional periodic sequences [18] ). Moreover, computations for the Moreno-Tirkel arrays [18] suggest that these arrays have high linear complexity and this complexity remains high as the array size tends to infinity. Note that linear complexity close to half the length of the sequence or half the size of the array is optimal for video watermarks, because there are always parts of a video which have low contrast within a frame or regions which change slowly with time. This exposes sections of a watermark to an attacker, who may try to reverse the whole watermark from such sections. Therefore, some of the Moreno-Tirkel arrays can be inherently more secure when they are used as arrays for watermarking or as sequences for wireless communications.
Optimal linear complexity is a necessary but not sufficient condition for a cryptographically strong sequence or array. Changing a few terms should not cause significant decrease of the linear complexity. This requirement leads to the concept of k-error linear complexity defined by Stamp and Martin [26] , which is based on the sphere complexity due to Ding, Xiao, and Shan [4] . Note that, in practice, changes in the bitstream can occur due to noise, multipath, or other distortion in the wireless channel.
In multimedia watermarking, the watermark is usually affected by the presence of the media and distorted by such processes as compression and quantization, so an attacker can only access the watermark array corrupted by some errors.
In this paper, continuing previous work [8] , we define the linear complexity of multidimensional sequences, including that of multidimensional arrays as a particular example and introduce the k-error linear complexity of such arrays. Numerical results are also obtained for the Moreno-Tirkel arrays, which together with the cited article [8] suggest that these arrays not only exhibit a high linear complexity but also have a large k-error linear complexity. Moreover, we present some lower and upper bounds on the expected values of the linear complexity and k-error linear complexity of these arrays in the sense of probability.
The paper is organized as follows: Section 2 recalls some basic definitions, such as multidimensional sequences, linear complexity and k-error linear complexity. The proof of main results are based on combinatorial analysis, which are included in Section 3 for convenience to the reader. Section 4 gives lower and upper bounds for the linear complexity and k-error linear complexity of multidimensional arrays. Finally, Section 5 describes the Moreno-Tirkel arrays, which are an interesting family of arrays with many applications, and numerical results for this family are given in Section 6.
Preliminaries

Multidimensional sequences
Let N 0 be the set of non-negative integers and F q the finite field of q elements. For an integer n ≥ 1, an n-dimensional sequence over F q is a mapping s : N n 0 → F q . We write m m m = (m 1 , . . . , m n ) for the elements of N n 0 and the correspondent element in the n-dimensional sequence is denoted by s(m m m). Further, let F q [X 1 , . . . , X n ] be the polynomial ring in variables X 1 , . . . , X n over F q . A monomial in that ring has the form
where X X X = (X 1 , . . . , X n ) and j j j = (j 1 , . . . , j n ) ∈ N n 0 . Let F q [X 1 , . . . , X n ] act on the sequence s as follows. For any
let P s be the n-dimensional sequence defined by
We denote by I(s) the set of polynomials P ∈ F q [X 1 , . . . , X n ] for which P s = 0. Clearly, each polynomial in I(s) actually represents a linear recurrence of s. In fact, I(s) is an ideal of the ring F q [X 1 , . . . , X n ], so the quotient F q [X 1 , . . . , X n ]/I(s) is well defined (and is an F q -linear space). If the quotient space F q [X 1 , . . . , X n ]/I(s) has finite dimension (say d), we say the sequence s is an n-dimensional recurrence sequence of order d. We refer to the survey by Schmidt [24] for a general introduction to this topic. When n = 1, this definition recovers the so-called linear recurrence sequence; see the book by Everest et al. [5] for an extensive introduction. Moreover, for an ideal I, the quotient space F q [X 1 , . . . , X n ]/I has finite dimension if and only if there is a nonzero polynomial in I ∩ F q [X i ] for each i = 1, . . . , n. Particularly, the sequence s is said to be periodic if there is an n-tuple (T 1 , . . . , T n ) of positive integers such that the binomials X T 1 1 − 1, . . . , X Tn n − 1 belong to I(s), that is, the sequence is periodic in every dimension. Then, we call (T 1 , . . . , T n ) a period of s. Periodic sequences of dimension two are called doubly-periodic sequences, a largely studied object with use in algebraic coding theory [7, 21] .
An n-dimensional array A of size T 1 × · · · × T n can be naturally extended to an ndimensional sequence:
(Note that (T 1 , . . . , T n ) is a period of s A .) In the following, we identify A with s A . Conversely, we can view every periodic sequence as the extension of an array. Hence, we can identify multidimensional periodic sequences with multidimensional arrays.
The concept of multidimensional sequences we deal with must not be confused with that of multisequences, which consists of finitely many parallel streams of one-dimensional sequences [16] .
Linear complexity
Recall that, in dimension one, the linear complexity of a periodic sequence coincides with its order. Similarly, we define the linear complexity of a multidimensional sequence s to be its order (as defined above), denoted by L(s). So, the only sequence with linear complexity equal to zero is the zero sequence. The linear complexity of an n-dimensional array A is defined as the linear complexity of s A .
A definition of linear complexity for multidimensional arrays (that is, periodic sequences) has been employed in [8] to test the security of some multidimensional watermarks proposed by Moreno and Tirkel [18] , which is in fact equivalent to our definition. We remark that the definition we give above is more formal and more general than that in [8] , because it is a purely algebraic definition and it does not need to assume that the sequence is periodic. However, it is easier to desing an algorithm building on the definition in [8] : the cardinality of a Delta set, as explained below.
Fix a monomial order
The maximum term of f with respect to < τ of a polynomial f is called the leading term, and the corresponding monomial, denoted by Lm(f ), is the leading monomial of f .
A Gröbner basis of a non-zero ideal I of F q [X 1 , . . . , X n ] (with respect to < τ ) is a polynomial set G(I) = {g 1 , . . . , g m } which generate the ideal I and such that, if f ∈ I, there is a polynomial in G(I) whose leading monomial divides Lm(f ). A basis G(I) is reduced if, for each i = 1, . . . , m, the polynomial g i is monic and its leading monomial does not divide any non-zero term of the other basis elements. There is exactly one reduced Gröbner basis of I with respect to < τ .
Writting Lm(I) = {Lm(f ) : f ∈ I}, and define the Delta set of I as
is not divisible by the leading monomial of any polynomial in G(I). The Delta set depends on the chosen monomial order < τ , but the cardinality of the Delta set does not depend on < τ and thus is an ideal invariant. We refer to the book by Cox, Little, and O' Shea [3] for more details.
Let s be a multidimensional periodic sequence with period (T 1 , . . . , T n ). Then, the polynomials X
Tn n − 1 are elements of the ideal I(s), and so its Delta set, denoted by ∆(s), is finite. Moreover, the linear complexity of the sequence satisfies
Furthermore, L(s) is the minimum number of initial terms which generate the whole sequence through the linear recurrences represented by the polynomials in I(s) (or equivalently, the polynomials in G(s)). Such initial terms are exactly:
The linear complexity profile of n-dimensional sequences can be defined in a similar way. For m m m ∈ N n 0 , let I m m m (s) be the set of polynomials P which satisfies P s(j j j) = 0 for every j j j < τ m m m and Lm(I m m m (s)) consists of the leading monomials of the elements I m m m (s). The Delta set is then defined as above. The Sakata algorithm [22, 23] can be used to calculate the linear complexity profile, and we can use this quantity to measure the security.
Remarks on the linear complexity
In the litetature, there coexist several definitions of linear complexity for two dimensional binary finite sequences, one of them proposed by Gyarmati, Maudit, and Sárközy [9, 10] . However, these definitions are hard to be extended to higher dimensions. We opt instead to define the linear complexity of a finite multidimensional sequence as that of its periodic extension. We claim that the linear complexity in this sense is at most the value resulting from the compared definition in [9] . In fact, our linear complexity is the minimal number of initial terms which generate the whole sequence through all possible linear recurrences, while the other equals the minimal number of initial terms generating the whole sequence by a specific linear recurrence.
Besides, if T 1 , . . . , T n are pairwise coprime, any n-dimensional sequence s of period (T 1 , . . . , T n ) can be converted into a one-dimensional sequence t of period
Since T 1 , . . . , T n are pairwise coprime, there is a one-to-one correspondence between the terms of s and t. So, the shortest linear recurrence generating t can be converted into a linear recurrence which generates s. Hence,
Computing the linear complexity
There are several algorithms to compute a Gröbner basis for the ideal I(s) associated to a periodic sequence s and its Delta set ∆(s). For example, the extension by Sakata [23] , of an earlier two-dimensional version [22] . Also, in Rubio's thesis [20] , a Gröbner basis for I(s) is computed by reducing a matrix whose rows consist of mappings of the sequence s.
Here is the sketch of a procedure to obtain the linear complexity of a multidimensional sequence s [8]:
2. Compute a Gröbner basis with respect to < τ for the ideal I(s).
3. The exponent vectors of monomials that are not multiples of the leading monomials of the elements in the Gröbner basis form the Delta set ∆(s).
The linear complexity of s is the cardinality of the set ∆(s).
Recall that, although the Delta set depends on the monomial order that has been chosen, its size depends only on the ideal and not on the set of generators and hence is an invariant.
The k-error linear complexity
Let s be an n-dimensional periodic sequence with period (T 1 , . . . , T n ) and an integer k ≤ T 1 · · · T n . The k-error linear complexity L k (s) of s is the smallest linear complexity among those sequences which differ from s in k or fewer terms from a period:
It follows from the definition that
As before, we define the k-error linear complexity of an n-dimensional array A, as the k-error linear complexity of its periodic extension s A .
Due to better alternatives, we calculate the k-error linear complexity using the definition, that is, we calculate the linear complexity of each array obtained by changing at most k terms of the original array. This is a handicap for computations, which are practical only for a small range of the value k. We leave as an open problem to design efficient algorithms for computing the k-error linear complexity.
Some counting results
In this section, we establish a couple of results regarding the amount of monomial ideals in a polynomial ring and the size of reduced Gröbner bases, which are used later on. Here, F stands for an arbitrary field.
Recall that an ideal of the polynomial ring F[X 1 , . . . , X n ] is a monomial ideal if it is generated by monomials. A monomial lies in an ideal generated by some monomials if and only if it is divisible by one of them. Besides, a polynomial lies in a monomial ideal if and only if all of its monomials do; see [3, Chapter 2, §4].
In particular, for any integer N > 1, there exists a number c depending on n, N such that for any K ≥ 1,
Proof. We first recall a result from number theory. Given a positive integer m, let P (m) be the number of ways to write m as a sum of positive integers (each way is called a partition of m). By a well-known result of Siegel (see [1, Theorem 14 .5]), we know that
Now, given a monomial ideal I of F[X 1 , . . . , X n ] such that the dimension of the quotient space F[X 1 , . . . , X n ]/I over F is equal to K, we must have that for each i = 1, . . . , n, there exists an integer m i ≥ 1 such that X m i i ∈ I and X m i −1 i ∈ I, and these integers satisfy
In fact, the quantity m 1 + · · · + m n + 1 − n is the number of polynomials of the form X j i , i = 1, . . . , n and j = 0, . . . , m i − 1. Clearly, m i ≤ K for each i = 1, . . . , n.
Let B(I) be the monomial basis of the quotient space F[X 1 , . . . , X n ]/I over F. That is, every element in B(I) is a monomial not contained in I and is of the form X Denote by S K the set of n-tuples m m m = (m 1 , . . . , m n ) of positive integers satisfying the condition (2). Obviously, we have |S K | ≤ K n . Now, we transfer the problem to estimate the number of monomial ideals corresponding to the n-tuples in S K as in (2), which will give the desired upper bound.
In other words, fixing an n-tuple m m m = (m 1 , . . . , m n ) ∈ S K , we need to count the number of monomial ideals I such that |B(I)| = K, X 
By assumption, the monomials in B(I) are of degree between 0 and m 1 + · · · + m n − n. Denote D = m 1 + · · · + m n − n. By (2), we have
Since 1 ∈ B(I), to obtain a choice for B(I) we need to choose k i monomials of degree
Then, by counting the possibilities of B(I), the number of such monomial ideals I does not exceed
Now, we need to estimate k 1 +···+k D =K−1 1, that is, the number of D-tuples (k 1 , . . . , k D ) of non-negative integers such that
corresponds to a partition of K − 1. Conversely, for each partition of K − 1 with the form K − 1 = p 1 + · · · + p j with j ≤ D and positive integers p 1 , . . . , p j , it contributes to at most D! such tuples (k 1 , . . . , k D ). Hence, using (1) we obtain
Combining (3) with (4), we deduce that the number of such monomials ideals I corresponding to the fixed n-tuple m m m is less than
which, together with D ≤ K −1 and multiplied by K n , gives the desired upper bound.
The estimate in the previous lemma might be not tight, but is sufficient for our purpose. Proof. First, we can assume, without loss of generality, that I is a monomial ideal. Because the dimension of the quotient space F[X 1 , . . . , X n ]/I over F equals that of the quotient by the ideal generated by the leading monomials of the polynomials in the reduced Gröbner basis G(I) of I. Under that assumption, G(I) is a set of monomials. Clearly, the equality holds when n = 1. For K = 1, G(I) = {X 1 , . . . , X n }, so the inequality is indeed an equality. For fixed n ≥ 2, the assertion |G(I)| < (n − 1)K + 1 is proven by induction on K ≥ 2.
For K = 2, the monomial basis for F[X 1 , . . . , X n ]/I over F is {1, X i } and G(I) = {X 1 , . . . , X i−1 , X 2 i , X i+1 , . . . , X n } for some 1 ≤ i ≤ n, so n = |G(I)| < 2(n − 1) + 1 = 2n − 1. Now, for general K ≥ 3, take the maximal element with respect to the graded lexicographical order of the monomial basis for
Consider the monomial ideal J generated by X j X j X j and the monomials in G(I). Notice that the only monomials that can be in G(I) but not in the reduced Gröbner basis G(J) are
In fact, we have 
Upper bounds
The following result [11, Theorem 2] gives a dispersion measure for the arithmetic mean of equidistributed random variables.
Lemma 3 (Hoeffding inequality). Let X 1 , . . . , X d be d independent random variables with the same probability distribution, each ranging over the real interval [a, b], and let µ denote the expected value of each of these variables. Then, for every > 0, the probability
Using this lemma, we derive an upper bound, valid with large probability, on the linear complexity of periodic sequences.
Theorem 4. Let µ be the expected value of the linear complexity of a T 1 -periodic sequence under the uniform probability distribution. Then, for fixed > 0, there is a constant C( ) such that, if an n-tuple (T 1 , . . . , T n ) of positive integers satisfies T 1 · · · T n > C, then choosing each periodic sequence of period (T 1 , . . . , T n ) s : N n 0 → F q with equal probability 1/q T 1 ···Tn , we have the probability
Proof. This result is a straight-forward consequence of Lemma 3, taking as random variables the linear complexity of the sequences by considering the T 1 -periodic sequences defined by fixing all coordinates but the first one.
More precisely, we denote by L m 2 ,...,mn (s) the linear complexity of the one-dimensional sequence defined bys(m) = s(m, m 2 , . . . , m n ), where m 2 , . . . , m n are fixed. The following inequality holds
is the minimal number of initial terms which can generate the whole sequence through all possible linear recurrences. Then, it suffices to show that
. . .
However, the inequality above follows directly from Lemma 3 by noticing that each L m 2 ,...,mn (s) takes values in the interval [0, T 1 − 1] and has expected value µ.
We remark that there is an available formula in [14, Theorem 1] for the expected value of the linear complexity of periodic (one-dimensional) sequences.
In addition, since the linear complexity we work with is not greater than the measure defined in [9] and pointed out in Section 2.3, the upper bound for linear complexity of two-dimensional binary sequences given by Gyarmati et al. [10, Theorem 3] remains valid in our setting under the assumptions there.
Lower bounds
This subsection is devoted to prove a lower bound for the linear complexity of multidimensional periodic sequences (including multidimensional arrays) valid with large probability. Although our results are not as strong as those by Gyarmati et al. [10, Theorems 1 and 3], they still suggest the average value of linear complexity shall be large.
Theorem 5. For fixed 1 , 2 > 0, there is a constant C( 1 , 2 , n, q) such that, if an ntuple (T 1 , . . . , T n ) of positive integers satisfies T 1 · · · T n > C, then choosing each periodic sequence of period (T 1 , . . . , T n ) s : N n 0 → F q with equal probability 1/q T 1 ···Tn , we have the probability
Proof. First, we estimate the number of (T 1 , . . . , T n )-periodic sequences with a fixed linear complexity K. Let s be such a sequence and G(s) be the reduced Gröbner basis of the ideal I(s) with respect to the graded lexicographic order of F q [X 1 , . . . , X n ]. Let J(s) be the monomial ideal generated by the leading monomials in G(s). Note that the dimension of the quotient space F q [X 1 , . . . , X n ]/J(s) over F q is exactly L(s), that is, K. By Lemma 1, the number of possibilities of the monomial ideal J(s) is less than
which is also an upper bound for the number of possibilities of the leading monomials in G(s). Besides, when the leading monomials in G(s) are fixed, the number of all the monomials not dividing the fixed leading monomials is exactly K, as indicated in Section 2.2. Then, using Lemma 2, the number of non-zero coefficients appearing in the polynomials of G(s), without counting the leading coefficients, is upper bounded by
Hence, combining (6) with (7), the number of possibilities of the polynomials in G(s) is less than cq
Notice that the sequence s is generated by K initial terms and using the linear recurrences represented by the polynomials in G(s). So, by (8) the number of (T 1 , . . . , T n )-periodic sequences s with L(s) = K is less than
Write
If the event considered in (5) does not hold for some sequence s, then there is an integer K ≤ H such that L(s) = K. Thus, using (9) we deduce that
So, for large enough
This completes the proof.
Similarly, we can get a lower bound for the k-error linear complexity of multidimensional periodic sequences with large probability.
Theorem 6. Fixed any 1 , 2 > 0, there are numbers 3 ( 1 ) and C( 1 , 2 , 3 , n, q) such that if an n-tuple (T 1 , . . . , T n ) of positive integers satisfies T 1 · · · T n > C and a nonnegative integer k satisfies k < 3 T 1 · · · T n , then choosing each periodic sequence of period (T 1 , . . . , T n ) s : N n 0 → F q with equal probability 1/q T 1 ···Tn , we have the probability
Proof. For two periodic sequences s and σ of period (T 1 , . . . , T n ), we define
For a (T 1 , . . . , T n )-periodic sequence s such that L k (s) ≤ H, there is another sequence σ with the same period and having the linear complexity
Conversely, if a (T 1 , . . . , T n )-periodic sequence σ is fixed, then a periodic sequence s satisfying (10) can be obtained from σ by changing σ(m 1 , . . . , m n ) for at most k of the
Note that if 3 is small enough in terms of 1 and T 1 · · · T n is large enough in terms of 1 , 3 and q, it follows from k < 3 T 1 · · · T n that
Then, combining (11) with (9), we obtain
where c is some absolute constant depending on q, n. So, for T 1 · · · T n large enough, we have
which in fact completes the proof.
Constructions
In this section, we describe two typical families of multidimensional arrays proposed by Moreno and Tirkel [18] and further studied in [8] .
The idea on all of the constructions is to start with a column, with good properties and use different shift version of it to fill the array. The shifts are given by another "array", which is called the shift array. This method to generate new array is the "composition method" and it is presented in the next section in a formal way.
General description
From now on, p denotes a prime and q = p r is a prime power. We denote by F q the finite field of q elements. For q = p, we represent the elements of the finite field by integer numbers in the range {0, . . . , p − 1} and vice versa. Let α be a generator of the (cyclic) multiplicative group F * q , i. e. a primitive element. For β ∈ F * q , the discrete logarithm of β to the base α, written as log α β, is the unique integer 0 ≤ d ≤ q − 2 such that α d = β. By convention, we set log α 0 = ∞. Elements of F q are easily identified with r-dimensional vectors with entries in F p , we explain this identification as follows. We consider the elements F q = {β 0 , β 1 , . . . , β q−1 } using a basis {γ 1 , . . . , γ r } of F q over F p ; for 0 ≤ m < q,
A popular choice in implementations is to use a basis of the form {1, α, . . . , α r−1 } and then transfer F q to an r-dimensional vector space over F p as described above.
We define the so called shift array, which is a mapping
For any β m ∈ F q and its coordinate (m 1 , . . . , m r ) described as in (12) We illustrate the above exposition with an example mentioned in [2, 8, 17] . The shift array and the Sidelnikov sequence are used to generate a three-dimensional array, which is shown in the solid form in Figure 1 . The array is generated by first placing a column of length 8 below every entry in the grid (corresponding to the shift array). The column contains all zeros if the entry is not defined (corresponding to the element 0 ∈ F q ) and contains otherwise a solitary one in the position determined by the entry in the corresponding grid location. This is illustrated in Figure 1(d) . Finally, Figure 1 (e) shows each column being replaced by a shifted Sidelnikov sequence.
Family A: Exponential quadratic shift
Take a, b, c ∈ F q with a = 0. Let
where (m 1 , . . . , m r ) refers to the coordinate of X ∈ F q in the array associated to F q . A(m 1 , . . . , m r ) takes the values 0, 1, 2, . . . , q − 2, ∞, where ∞ results from the argument of the log function being equal to 0. This family is essentially equivalent to a construction due to Kamaletdinov [13] , which, however, does not follow the pattern explained in the previous section. 
Numerical results
This section is devoted to computer simulations of the k-error linear complexity of different families of arrays. These families have been conjectured to have high linear complexity, based on computations for some sizes. Implementations of linear feedback shift registers requiring many initial values are less efficient than hard coding the array elements. However, it is possible to try finding arrays with less linear complexity, different only in k elements, and hard coding only those elements. For this reason, we calculate which is the minimum number of changes in the array necessary to decrease its linear complexity, using a depth-first search strategy.
The Sakata algorithm is computationally intensive, especially in the case of multidimensional arrays above three dimensions. In our computations, we have used the graded lexicographical monomial order, because it is the most efficient. It is possible to use other monomial orders [19] . For the column sequence S mentioned in the constructions of Section 5.1, we choose the binary Legendre sequences. Besides, we choose log α (X 2 + X) to construct the shift array for Family A, and log α (1/X) for Family B.
For the k-error linear complexity of both two-dimensional families, choosing p = 17, we have computed the exact values for k = 0, 1, . . . , 48; see Figure 2 . This figure shows that few changes in the array does not result in significant changes of the linear complexity.
For k = 1, 2, we have calculated the k-error complexity for all primes between 7 and 120 for arrays in Families A and B, and it is always equal to the linear complexity of the corresponding array.
An implementation of the Sakata algorithm can be found in https://cloud.sagemath. com/projects/2315c7a3-1cf9-4ce2-aec7-6866beafa05b/files/Sakata%20Algorithm. sagews together with a simple implementation of arrays that is found in https://cloud. sagemath.com/projects/2315c7a3-1cf9-4ce2-aec7-6866beafa05b/files/multiarrays. py. 
