Abstract. The mod 4 valued quadratic forms defined by E. H. Brown, Jr. are studied. A classification theorem is proven which states that these forms are determined by two things: whether or not their associated bilinear form is alternating, and the rj-invariant of Brown (which generalizes the Arf invariant of an ordinary quadratic form). Particular attention is paid to a generalization of Witt's extension theorem for quadratic forms. Some applications to selforthogonal codes are sketched, and an exposition of some unpublished work of E. Prange on Witt's theorem is provided in an appendix.
Introduction
Quadratic forms over fields of characteristic two have a long and distinguished history. Dickson [5] classified nonsingular quadratic forms over the finite fields GF(2k) of characteristic two. Arf [2] , generalizing work of Witt [21] , showed that the maximal totally isotropic subspaces for a nonsingular quadratic form have a well-defined dimension. Arf also defined an invariant of quadratic forms which distinguishes inequivalent forms, at least if the field is perfect.
More recently, Quillen used the above information about quadratic forms to help calculate the cohomology rings of extra-special two-groups [18] . In related work, the author has shown that the doubly-even self-orthogonal error-correcting codes can be interpreted as totally isotropic subspaces for the quadratic forms associated to certain extra-special two-groups [23] .
One fact of life in dealing with quadratic forms over fields of characteristic two is that the associated bilinear form is necessarily alternating. In certain topological applications involving the cup product on mod 2 cohomology, alternating bilinear forms are unnecessarily restrictive. To remedy this situation, Brown [3] generalized the definition of quadratic forms over Z/2 by allowing the quadratic form to take values in Z/4. Brown then defined a Z/8-invariant o of Z/4-valued quadratic forms which generalized the Arf invariant.
The purpose of this paper is to prove theorems for Brown's Z/4-valued quadratic forms which are the analogs of the theorems of Dickson and Arf mentioned above. In more detail, the contents of this paper are as follows. In §2, we review the basic terminology of quadratic forms, both standard and Z/4-valued, as well as Brown's invariant a . A classification theorem for Z/4-valued quadratic forms is proved in §3. Nonsingular quadratic forms are characterized by the type of their associated bilinear form (whether alternating or not) and their ff-invariant. In §4, an extension theorem for isometries is proved which generalizes theorems of Witt and Arf. There are obstructions to extending isometries, and the statement of the extension theorem follows Pless [14, 15] and unpublished work of Prange [17] . Since Prange's proof is of independent interest, we include it in an appendix. Finally, in §5, the dimensions of maximal isotropic subspaces are determined, and some coding theoretic applications are discussed.
Remark. Although ordinary quadratic forms will be defined over any field K of characteristic two, there has been a conscious decision to state most known results only for the case K = Z/2 and to provide a reference for the general case. This is justified: the main topic of the paper is Brown's Z/4-valued quadratic forms, and these forms generalize only the K = Z/2 case. On the other hand, the exposition of the version of the extension theorem due to Prange, which appears in the Appendix, will be over an arbitrary K, since the general version of this work would be otherwise unavailable.
Quadratic forms
Throughout this paper, K will denote an arbitrary field of characteristic two. Let F be a finite-dimensional vector space over K, say n = dim V , and let B be a symmetric bilinear form on V with values in K. B is nonsingular if, for any nonzero u £ V, there exists v £ V with B(u, v) ^ 0.
The following definition is standard. A function Q : V -► K is an ordinary quadratic form on V associated to B if Q(Xu + pv) = X2Q(u) + n2Q(v) + XpB(u, v), for all u, v £ V, X, p £ K. Q is said to be nonsingular if B is nonsingular.
Note that Q(0) -0 and that taking u -v, X -p -1 implies that B(u, u) = 0, for all u £ V . Consequently, a necessary condition for B to be the bilinear form associated to an ordinary quadratic form Q is that B be alternating.
When Q is nonsingular, V has even dimension n = 2m, since B is then a nonsingular symplectic form on V . If the field K is a finite field GF(2k), Dickson [5, §199] proved that Q is characterized by a normal form. In the case where K -Z/2, a suitable choice of basis for V allows Q to have the form m ß(M) = 5Z"2'-iM2' i=l or the form m-\ Q(") = 5Z U2i-\U2l + U2lm_x + Ulm~\U2m + U2lm , ¡=1 where the u¡ are the coefficients of u with respect to the particular basis. These two normal forms can be distinguished by their Arf invariants in Z/2, denoted ArfQ, which are 0 and 1, respectively.
Remark. For general K, the Arf invariant is an element of K modulo elements of the form X + X2. Nonsingular quadratic forms over a perfect field K are classified by their Arf invariants. There is the weaker notion of nondefective quadratic forms in the literature [7, §1.16] , and the Arf invariant actually classifies nondefective quadratic forms. We shall not have occasion to use this more general notion, (see [2; 10, §1.12; 11; 22] ). Brown [3] generalized the definition of a quadratic form over Z/2 in order to allow nonalternating bilinear forms to be associated to a quadratic form. The price paid is that the quadratic form now takes values in Z/4. To be more precise, we follow Brown [3] .
The vector space V and bilinear form B are now defined over Z/2. Let j: Z/2 -> Z/4 be the unique nontrivial group homomorphism (;'(1) = 2). A Z/4-valued quadratic form Q on V associated to B is a function Q: V -> Z/4 such that
for all u, v £ V . Q is said to be nonsingular if B is nonsingular. Note that ß(0) = 0 and that setting u = v implies that 2Q(u) = jB(u, u), for all u £ V.
If Q,■: Vj -► Z/4 are two such quadratic forms (i = 1, 2), Qx is isomorphic to ß2 if there is a linear isomorphism T:V\ -» V2 such that Q\ = ß27\ (ßi + Qi): F, © F2 ^ Z/4 is defined by (ß, + Q2)(u, v) = ß,(w) + Q2(v).
(-Q\)(u) = -Q\(u). ßiß2: V\ <g> V2 -> Z/4 is the unique quadratic form such that QiQ2(u®v) = Ql(u)Q2(v).
Because ß has values in Z/4, one expects that the sum J2uev /<2(w) > where i = \/-T, will be an invariant associated to Q. The following theorem, due to Brown [3, Theorem 1.20] , summarizes the situation.
Theorem (Brown) . There is a unique function a from nonsingular quadratic forms to Z/8 satisfying:
(1) If Qi is isomorphic to Q2,then o(Q\) = tr(ô2).
(2) <T(ßl+ß2) = ff(ßl) + <x(Ö2).
(3) <x(-ßi) = -<x(ßi). we see that ß is completely determined by its values on the orthogonal basis elements. Since 2Q(e¡) = jB(e¡, e¡) = 2, Q(e¡) = ±1 . We will say that ß has type (p, q) if Q(e¡) = 1 for p of the basis elements and Q(e¡) = -I for q of the them. Of course, p + q = dim V . It follows immediately from property (8) of Brown's theorem that if ß has type (p, q) = (p, dim V -p), then a(Q) = (2p -dim V) mod 8.
It is important to realize that the type (p, dim V -p) of ß depends upon the choice of orthogonal basis for V . In fact, p is only well defined mod 4. To see this, suppose that dim V > 4, p > 4, and that ex, e2, ey, e* all have Qvalue +1. Define new vectors f -e2+ey-\-e^ , /2 = e\+ey+e¡,, fy -e\+e2+e^, U = ex + e2 + ey, f5 = e5, ... , fn = e" . Then /,, f2, ... , /" is another Borthogonal basis for V , and each of f , /2, fy, ft, now has ß-value -1 . In terms of the /-basis, ß has type (p -4, dim V -p + 4). In characteristic two, a symmetric bilinear form of trace type is alternating, so this generalization does not remedy the obstruction difficulties in characteristic two.
In the early 1960s, the extension problem for nonalternating ß in characteristic two was solved by work of Wall [20] , Pless [14, 15] , and Prange [17] . The obstruction to solving the extension problem was identified as the subspace I(V)-1, where I(V) is the subspace of ß-null vectors. (More generally for hermitian forms, the obstruction is the space orthogonal to the subspace of vectors u whose value B(u, u) is a trace in K.) Dieudonné [6, §27] had already identified I(V) n /(F)1-as an obstruction. The subspace I(V)L is fixed pointwise by every ß-isometry. As long as /: W -* F is compatible with I(V)-1 being fixed pointwise, / can be extended.
Obstructions to extending ß-isometries.
In treating the case of Z/4-valued quadratic forms, we shall need to understand the obstructed extension problem for nonalternating ß 's.
We assume that ß is a nonsingular symmetric bilinear form on V over K of characteristic two. Let Theorem. Suppose that Q is a nonsingular Z/4-valued quadratic form on the Z/2-vector space V. Let W\ and W2 be subspaces of V, and suppose that f: W\ -> V is a Q-isometry with image W2 = f(Wx). Then f can be extended to a Q-isometry f: V -* V if and only if Wx n I(V)1-= W2 n I(V)1-and f restricted to WiCil(V)1-is the identity. Proof. Because any ß-isometry is also a ß-isometry, the conditions stated are necessary (see Wall's lemma of the previous subsection). For the converse, we modify the proof for ordinary quadratic forms due to Chevalley [4, §1.4] (also see [7, § §1.11 and 1.16] ). Before launching into the proof, let us remember the classification of Z/4-valued quadratic forms from §3. If the bilinear form ß is alternating (and nonsingular), then ß is just an ordinary quadratic form and Chevalley's proof applies. Notice that if ß is alternating, then I(V) = V, so that I(V)1 = Va--0, and there is no obstruction.
The theorem only needs to be proved, now, for the case when B is not alternating. V then admits an orthonormal basis e\,e%,... , e" , where dimV = n . Denote by 1 the "all-one" vector e\+e2Jt-\-e".
Since F is a vector space over Z/2, B(u, u) = B(u, 1), for all u £ V. Consequently, I(V) = (I)-1, and I(V)1 is the one-dimensional subspace spanned by 1. We now seek to extend /' to F by finding z jt z satisfying: z, z 0 W[, z + z orthogonal to £/', B(z, a) = B(z,b), and ß(z) = ß(z). Fix any z € F, z 0 IF/. Because IF/ has codimension one in F over Z/2, we can write z = z + e, for some as yet undetermined e £ W[. We need to see if e £ W[ can be chosen in such a way as to guarantee that the extension conditions above will be satisfied. In particular, we need e / 0.
In order that z + z = e be orthogonal to U', we need e £ U'± . We write e -Ç(a + b) + r\c. 
Applications and examples
In this final section, we discuss some aspects of isotropic subspaces for Z/4-valued quadratic forms and their relationships to coding theory. In particular, we determine the maximal dimension of a ß-isotropic subspace, where Brown's rj-invariant will play an important role. One corollary will be a generalization of the coding theory result that doubly-even self-dual binary codes occur only in dimensions divisible by 8. Proposition. If a subspace W c V is Q-isotropic, then W is also B-isotropic.
Proof. Let W\, W2 £ W. Since IF is a subspace, w\ + w;2 e W. The result follows from the formula ß(«ii + w2) = ß(ttii) + Q(w2) + jB(wi, w2). O A ß-isotropic (resp., ß-isotropic) subspace W c V is said to be a maximal ß-isotropic (resp., ß-isotropic) subspace if IF is not a proper subspace of another ß-isotropic (resp., ß-isotropic) subspace, i.e., if W c Z , where Z is also ß-isotropic (resp., ß-isotropic), then IF = Z . An important corollary of Witt's theorem is that maximal isotropic subspaces have the same dimension.
Theorem. Let W\, IF2 be two maximal Q-isotropic (resp., B-isotropic) subspaces of V. Then dim IF] = dim IF2. Proof. Without loss of generality, suppose that dim Wx < dim W2 . Let /: IF] -* W2 be any injective linear transformation. Because the subspaces are isotropic, / is an isometry for ß (resp., for ß ). By Witt's theorem, / extends to an isometry /: F -» F. Then f~x(W2) is an isotropic subspace which contains W\. Because IF] is maximal, IF] = /_1(IF2), and dim IF] = dim IF2, as desired. G For a fixed vector space V, denote by i(Q) (resp., i(B) ) the dimension of a maximal ß-isotropic (resp., ß-isotropic) subspace of V. We shall refer to i(Q) (resp., i(B) ) as the Witt index of ß (resp., ß). Of course, the theorem above says that the Witt index is well defined. The Witt indices i(Q) and i(B) will be computed below.
Coding theory. We review quickly some relevant material from coding theory. A useful reference is [12] , especially Chapters 1 and 19. We still denote by V a Z/2-vector space of dimension dim V -n .
Any linear subspace IF of F is called a binary linear code. Now suppose that ß is a nonsingular, nonalternating bilinear form, with e\, e2, ... , e" a fixed orthonormal basis for V. In terms of this basis, ß is just the standard Z/2-valued dot product. If an element u £ V is expressed in terms of the orthonormal basis as u -J2"=i ui^i, then the weight wt(w) equals the number of nonzero coefficients u¡. Note that wt(w) = B(u, u) mod 2, so that every element of a self-orthogonal code has even weight. A self-orthogonal code IF is called doubly-even if every element w £ W satisfies v/t(w ) = 0 mod 4. Self-orthogonal codes have been studied extensively, with [12, 16, 23] being useful references for our purposes.
There are two ways to interpret doubly-even self-orthogonal codes as isotropic subspaces for quadratic forms: in terms of ordinary quadratic forms and in terms of Z/4-valued quadratic forms. For the first interpretation, let I{V) = {ue V | B(u,u) = 0}.
Every self-orthogonal code is contained in I(V). Because I(V) consists of those elements of F having even weight, we define ß on I(V) by Q(u) = ±wt(w) mod 2, u£l(V).
One can verify that ß is an ordinary quadratic form on I(V) with ß its associated bilinear form. Quillen [18] described the Arf invariants for these ß 's, and we shall provide an alternate calculation below. The second interpretation avoids the contrivance of having an ordinary Q being defined on I(V) by using Z/4-valued quadratic forms directly on V.
Simply let Q(u) = wt(w) mod 4, u £ V.
By property (8) of Brown's theorem, ß is a Z/4-valued quadratic form with rr(ß) = dim F mod 8. A ß-isotropic subspace, being ß-isotropic, is a selforthogonal code; that it is also doubly-even is clear. Proof. Let ß denote the nonsingular bilinear form associated to ß. If ß is alternating, then dim V = n = 2k is necessarily even, ß is just an ordinary quadratic form, and a(Q) is just the Arf invariant, as in property (7) The result is now apparent. D
Calculation of the Witt index. We now wish to calculate the Witt indices i(Q) and i(B) over
The following corollary generalizes the coding theory result that a doublyeven self-dual code can occur only in a space V whose dimension is a multiple of 8.
Corollary. Suppose Q is a nonsingular Z/4-valued quadratic form on a Z/2-vector space V, with associated bilinear form B. Then there exists a Q-isotropic subspace W of V which is self-dual (i.e., W = IFX) if and only if a(Q) = 0 mod 8.
Proof. Self-duality implies that dim V = n is even and equal to 2 dim IF. Among the admissible dimensions for maximal ß-isotropic subspaces from the theorem, we clearly need dim IF = n/2, in which case a(Q) = 0, 1, 7 mod 8. From property (6) of Brown's theorem, we are reminded that a(Q) = dim V mod 2. Since dim V is even, o(Q) = 0 mod 8 is forced.
Conversely, if er(ß) = 0 mod 8, then dim V is even and i(Q) = [n/2] = n/2. Thus any maximal ß-isotropic subspace is self-dual. D Some calculations of Arf invariants. We mentioned above, in connection with doubly-even self-orthogonal codes, that these codes can be interpreted both as ß-isotropic subspaces for the Z/4-valued quadratic form Q(u) = wt(w) mod 4 on V, as well as ß-isotropic subspaces for the ordinary quadratic form Q(u) = 5 wt(i/) mod 2 on I(V). Quillen described the Arf invariants of the ordinary quadratic forms in [18, §2] , and here we provide an alternate calculation, using the cr-invariant.
Property (11) If « is even, 1 6/(F) and ß is singular on I(V). We must next distinguish two cases which depend on the value of ß(l). ß(l) = « mod 4, so ß(l) = 0 if n = 0 mod 4, and ß(l) = 2 if « = 2 mod 4. When ß(l) ^0 ( « = 2 mod 4 ), ß is said to be a defective quadratic form [7, §1.16] ; this case lies outside the scope of our theory.
When ß(l) = 0 ( n = 0 mod 4 ), then we can reduce to the nonsingular case by working with the induced quadratic form Q' on the quotient space N = I(V)/(\).
Modulo (1), every element of I(V) of weight > «/2 is equivalent to one of weight < «/2 (just add 1 ). In addition, every element u of weight precisely «/2 such that B(u, e") -1 is equivalent to the element u + 1 of weight «/2 but with ß(n+l, e") = 0. So, to calculate S(Q'), we sum only over elements of /(F) with weight < «/2 or with weight = «/2 and B(u, en) = 0.
But this yields exactly half of 5(ßi) ! Thus 5(ß') = \S(QX) = \y>(n)2n¡2 = X(n)V2dimN, and a(Q') = 0 if « = 0mod8, a(Q') = 4 if n = 4 mod 8.
These correspond to Arf invariants 0 and 1, respectively.
We summarize these results in the following proposition.
Proposition. Let V have dimension «, and let Q be the ordinary quadratic formón I(V) defined by Q(u) = 5 wt(«) mod 2.
(1) If n is odd, then Q is nonsingular, and Arf(ß) = 0 if n = 1,1 mod 8, Arf(ß) =1 if n = 3, 5 mod 8. Final example. It was proved in the classification results of §3 that if ß was not alternating, then ß had a certain type (p, « -p), where p was uniquely determined mod 4. We wish to exploit the mod 4 ambiguity of p to give a final example.
If V has dimension dim V = « and ß is not alternating, then F admits an orthonormal basis ex, e2, ... , en . If a Z/4-valued quadratic form ß has ß as its associated bilinear form and Q has type (p, n -p), then we can assume that ß(e,) = 1, for i = 1,2,... then ß has type (8k, 0), and IF becomes a product of A: copies of the extended Hamming code E$ (see [16] or [23, 3.14] ). We invite the reader to experiment with other changes of basis in order to produce other doubly-even self-dual codes.
Appendix. Prange's proof of Witt's extension theorem In this appendix we include an exposition of a proof of Witt's extension theorem for ordinary quadratic forms in characteristic two due to E. Prange [17] . There are many interesting ideas in Prange's proof; among them are: considering the graph of the isometry, showing that the graph is totally isotropic, and phrasing the extension conditions for the isometry in terms of orthogonality properties of the graph. These ideas deserve a larger audience. Since Prange never published his proof, the author hopes that the following exposition of Prange's work will fill a gap in the literature and be useful to other mathematicians.
Notation is as in §4. Recall the statement of the theorem.
Theorem. Suppose that B is a nonsingular symmetric bilinear form on the vector space V. Let Wx and W2 be subspaces of V, and suppose that f:Wx->V is an isometry, with image W2 = f(Wx). Then f can be extended to an isometry f:V -» V if and only if Wx n /(F)x = W2 n /(F)x and f restricted to Wx n I(V)1-is the identity. (This uses IFX c Wx, and so IF2X c W2.) Thus dim(G + N) = n. But dimGx = 2«-i is greater than « = dim(G+N) whenever t < n , i.e., whenever IF] is a proper subspace of V . Thus, extensions always exist whenever Wx is a proper subspace of V . D
