The recognition of user intentions is an important feature for humanoid robots to make implicit and human-like interactions possible. In this paper, we introduce a formal view on user-intentions in human-machine interaction and how they can be estimated by observing user actions. We use Hybrid Dynamic Bayesian Networks to develop a generic model that includes connections between intentions, actions, and sensor measurements. This model can be used to extend arbitrary human-machine applications by intention recognition.
INTRODUCTION
An important goal for the design of intelligent user interfaces for human-machine interaction is to succeed the mere execution of explicit user commands. Accepting implicit commands as well as not directly observable desires of the user are key factors for making interactions with robots more appealing and comfortable. Humans use implicit clues or estimations of their partner's "state of min" in everyday communication with other humans (Breazeal, 1999) . Hence, humanoid robots can gain a lot of acceptance, when cooperating with them is as intuitive as cooperating with other humans. In order to achieve this, the user interface must respond to implicit information and predict hidden, or not directly observable demands of the user. In other words, the robot must recognize the user's intention.
Incorporating information on a user's intention into user interfaces opens a wide field of applications. One of the most popular approaches in recognizing user intentions is the Lumière project of Microsoft research (Horvitz et al., 1998) . They use Bayesian Networks to estimate the goals of a user.
In this paper we describe the application of Hybrid Dynamic Bayesian Networks for recognizing user intentions. Hybrid means the simultaneous treatment of continuous-and discrete-valued states in one model. * This work was supported in part by the German Research Foundation (DFG) within the Collaborative Research Center SFB 588 on "Humanoid robots -learning and cooperating multimodal robots".
Using a hybrid approach is extremely important for robots operating in real world domains, since both continuous-and discrete-valued states appear in almost every scenario that combines high level action representations and low level sensor measurements.
Furthermore, we focus on tracking temporally evolving aspects like successive actions performed by the user. In order to improve the estimate concerning the hidden intentions, we study the application of dynamic models.
The remainder of this paper is organized as follows. Section 2 gives a formulation of the problem to be solved followed by our idea on how to recognize user intentions in section 3. In section 4 we give an introduction to Hybrid Dynamic Bayesian Networks. The generic model we propose for intention recognition is shown in section 5 followed by an example in section 6. Section 7 concludes the paper and gives a short outlook on future topics.
PROBLEM FORMULATION
The intention of a user in general is a hidden state that cannot be observed directly. Hence, technical systems like robots have a problem in deciding what the user really wants them to do, when they are not instructed explicitly via remote control or voice commands. An example for this is a household assistant robot that carries a pot of tea. If the user carries a tray with a cup on it, the robot has to decide whether the user wants some fresh tea in his cup or if the pot has to be put on the tray.
On the other hand, user actions are recognizable (not hidden), since they produce observable events. These observable events may stem from all imaginable modes of human communication. They involve verbal, as well as non-verbal modalities like gestures or facial expressions.
The task is to find a model that characterizes the human user, based on his/her intentions, while considering the actions a user can perform as a consequence of these intentions. This is called a forward model, since it covers only causal dependencies, namely the dependency of actions upon intentions.
RECOGNIZING INTENTIONS FROM ACTIONS
We address the recognition of user intentions as an algorithmic reasoning process that infers hidden intentions from observed actions. Since observations made by a robotic system, as well as the correlation between intentions and actions suffer from uncertainties, we propose the application of a probabilistic model.
Hidden Markov Models (HMM) are well known stochastic models for collecting information sequences over time in order to make estimates on hidden states (Rabiner, 1989) . Unfortunately, they provide only a relatively simplistic way for describing causal structures. More sophisticated models are provided by autoregressive HMMs or factorial HMMs. The first kind treats the dependency between successive measurements, whereas the second kind is concerened with multiple sequences of hidden states jointly causing a common measurement.
All these models (HMM, AR-HMM, and factorial HMM) can be viewed as members of the Dynamic Bayesian Networks family (DBN) (Roweis and Ghahramani, 1999) . DBNs of arbitrary structure provide a higher flexibility in modeling than generic HMMs, since they exploit the causal dependency structure of the given domain.
In literature DBNs are often limited to discretevalued domains (Korb and Nicholson, 2003) and hybrid Networks are only considered for special cases (Murphy, 2002) . It is obvious, that the domain of human-robot interaction can only be described by a joint set of continuous and discrete variables. Sensor measurements and the corresponding probabilistic models for example rely heavily on physical laws that are based on continuous scales like meters, degrees, and so on. Higher level or semantic aspects of human behavior are often expressed by discrete variables. Hence, hybrid DBNs are very important for intention recognition in human-robot cooperation.
In this paper we present a new approach for user intention recognition based on Hybrid Dynamic Bayesian Networks. The proposed approach uses Gaussian mixture densities, i.e. sums of weighted Gaussian densities, to describe continuous uncertainties. Discrete uncertainties are described by sums of weighted Dirac pulses.
BAYESIAN NETWORKS
Bayesian Networks are considered to be an efficient representation of joint probabilities, exploiting causal dependencies in a domain (Pearl, 1988) . This is achieved by representing the causal dependency structure of a domain by means of a directed acyclic graph (DAG). Each variable in such a domain is depicted by a node in this graph and every edge stands for a direct dependency between two variables. Hence, this graph is often referred to as dependency graph. The dependency between two variables x and y denoted by an edge from node x to node y is modelled by a conditional probability function f (y|x). Since the direction of the edge represents the causal dependency of y upon x, we call this a probabilistic forward model. To describe the joint probability of all variables in the system, not all possible combinations of variables and their states have to be addressed. It is sufficient to consider the conditional probability for each variable given its parents in the graph.
The first Bayesian network models were limited to discrete valued domains and their likelihood functions were given by conditional tables. The most common approach for evaluating discrete networks by means of message passing (Pearl, 1988) . In this approach observations or measurements are incorporated into the according nodes. These nodes send message probabilities to their adjacent nodes, depending on the modeled conditional probabilities. In this way the information travels through the network.
This approach was extended to continuous networks (Driver and Morrell, 1995) , where Gaussian mixtures were used to approximate the conditional density functions and to represent the messages traveling through the network.
Hybrid Bayesian networks today consider often only linear dependencies by using so called cgpotentials (Lauritzen, 1992) . Nonlinear dependencies cannot be covered in this type of model The treatment of nonlinear dependencies between variables requires more complex density representations than offered by cg-potentials. Approximating the conditional density functions by means of Gaussian mixtures is a well known approach (Driver and Morrell, 1995) . We extended this approach tow hybrid domains (Schrempf and Hanebeck, 2005) . Since this is the approach we propose for intention recognition, we give a short introduction in the next subsection. 
A Hybrid Bayesian Network
Every node in the network stands for a random variable that can be either continuous or discrete. This is shown in figure 1 . The nodes in box shape are discrete, whereas continuous nodes have a round outline. Every edge from a node x to a node y in the graph stands for a conditional density function f (y|x). The simultaneous treatment of continuous and discrete variables used in our approach requires the consideration of two distinct cases, which are shown in figure 1. For the parent nodes u 1 , . . . , u m and the child nodes y 1 , . . . , y m we assume a partition into continuous (u 1 , . . . , u n or y 1 , . . . , y n ) and discrete (u n+1 , . . . , u m or y n+1 , . . . , y m ) variables.
Hybrid Bayesian Networks require hybrid conditional density functions to capture the relationship between continuous and discrete variables. These densities describe the probability of a continuous or discrete random variable, depending on the state of a set of mixed parent variables. Mixed means the set of parent variables contains continuous and discrete variables as well. We defined a hybrid conditional density in (Schrempf and Hanebeck, 2004) as 
where N (x, μ, σ) is a Gaussian density over x with mean μ and variance σ. In the discrete case we use sums over weighted Dirac pulses
The formulae for message passing in a hybrid Bayesian Network of this kind are given in (Schrempf and Hanebeck, 2005) .
Dynamic HBNs
So far, we only considered static HBNs as we neglected the temporal behavior of the network. To capture the evolution of a network over time we use Dynamic Bayesian Networks (DBNs) as proposed in section 3. DBNs are time-discrete models, representing the network at several time-steps while connecting the network of time-step t with the network in step t+1 via edges pointing from t to t+1. The edges connecting two time-steps represent the transition model known from HMMs or linear dynamic systems.
Whenever we use discrete and continuous valued variables in a DBN simultaneously we call it a Hybrid Dynamic Bayesian Network (HDBN). The processing scheme for HDBNs that we propose for intention recognition is described in section 5.3.
INTENTION RECOGNITION
In this section we present a generic HDBN model to be applied to intention recognition. The model is shown in figure 2. The shape used for the representation of the nodes indicates that every node can be of continuous or discrete type. Hence, the network is hybrid. We first consider the part of the model that is time invariant. We call this part the causal intratime model. It includes all solid black edges in one time-step of figure 2.
User intentions are often influenced by external circumstances. In other words, the intention is affected by the environment the user acts in. We cover these environmental influences by a node containing "domain knowledge". This knowledge can be given in Figure 2 : The generic HDBN model for intention recognition features one node for the hidden intention state in every time step. Possible actions are given as nodes depending on the intention. The outline of the nodes denote that they are of continuous or discrete type (hybrid network). one node or be split into several nodes, when the pieces of information are independent. It is also possible to have a full-featured Bayesian subnetwork to reason about the domain. In this case it is only important that the dependency of the intention on this domain is given in the model.
The hub of the subnetwork at every time step, although not the root node, is a node that stands for the user's intention. This is a hidden state, which cannot be observed directly. For most applications, this node is discrete, since there are distinct intentions that need to be distinguished. Nevertheless, it is possible to define continuous intentions, since we are using a hybrid network. This is useful when the user intention is a specific adjustment on a continuous scale, for example a desired temperature.
A user performs actions depending on the intention. These actions do not depend on other actions in the same time step. This does not mean that these actions are mutually exclusive! The key point here is, that the actions depend causally on the intention and not vice versa. We cover this fact by the application of a probabilistic forward model f (action i |intention) for every known action i . Due to the power of probabilistic reasoning we are able to infer the intention from information on performed actions.
Humans seem observe actions of other humans directly, although they may fail in some cases. This is due to the fact that observation is a cognitive process, which is based on sensory stimuli. Robots, have to reconstruct observations from sensor measurements, too. Hence, we need an additional layer (measurement nodes) in our network. Here we can apply standard measurement models known from dynamic systems theory.
The temporal part of our model is called the causal inter-time model. This comprises the dashed grey edges in figure 2 pointing from time-step t to timestep t+1.
To represent temporal behavior of a user, we introduce an edge from the intention node in time-step t to the intention node in time-step t+1. This enables us to cope with a user "changing his/her mind".
Actions may depend on the actions performed in the preceding time step. Hence, an edge from every action to its corresponding node in the next step is drawn. These edges contain information on how likely it is, that the same action is performed twice, given a certain intention. Edges from one action in times step t to a different action in time step t+1 are possible as well, introducing information on the likelihood of successive actions.
Since sensor measurements depend only on the action at the current time step and not on previous measurements, no edges are drawn from a measurement in time step t to the corresponding measurement in time step t+1.
Model Structure
Most aspects of the structure of the described model are predefined. There are only a few structural decisions to be made when applying the model to a specific scenario.
1. The intentions to be recognized must be chosen.
They are modeled as states of the intention variable.
2.
A model for the domain knowledge must be given as described above.
3. The possible actions of the user must be added, each with an appropriate measurement model.
Measurement Model
Figure 3: Block diagram of intention forward model.
Model Parameters
The parameters of the model govern the conditional probability functions characterizing the dependency between the variables. In general there are two ways of obtaining parameters.
1. An expert can model the parameters "by hand". The parameters are then manually adjusted to represent the expert's knowledge of the dependency between the variables. 2. The parameters can be "learned" from observed training data for example with the ExpectationMaximization algorithm (EM) (Poland and Shachter, 1993) . One of the big advantages of the presented model is that small parts can be modeled independently. For instance, the possible actions are independent of each other. They only depend on the intention. This provides the flexibility to mix expert models and learned models. It is also possible to add (learn) new actions without altering the whole network.
The Estimator
To explain the intention estimator, we introduce an alternative way of describing our model. A block diagram representation is shown in figure 3 . In this diagram i t is the intention variable, a t a vector of actions, and m t is the measurement vector. The domain knowledge is given by the variable d t . The first and the second block contain the conditional densities for i t and a t . The vector representation of actions was chosen just for convenience. Since the actions are independent they could be modeled by multiple separate blocks. The dashed box at the end describes a standard measurement model for actions with additive noise v t . If the measurement function g(a t ) is not known, the dashed block can be subsumed by a conditional density block like the first two.
The estimator computes a probability density over the intention i t given the measurement vectorm t and the domain knowledged t . A graphical representation is given in figure 4 . The BF-and BB-blocks depict a Bayesian forward and Bayesian backward inference respectively. In this way the density f (i t ) is calculated via intermediate densities f (a t ), f 1 (i t ), and
Figure 4: The estimator computes a probability density over the intention i t based on the current domain knowledge d t and the measurements m t via intermediate densities f (a t ), f 1 (i t ), and f 2 (i t ). It consists of Bayesian forward (BF) and Bayesian backward (BB) inference blocks.
The intermediate densities are multiplied, which is indicated by the dot in the circle. The dark blocks indicate the fusion of information from time-step t with information from time-step t−1. This is to emphasize the fact that prediction-and filter-step are processed simultaneously.
EXAMPLE
The generic HDBN model can be used in many scenarios. For implementing the model for a real robotics application, the first step consists in finding the possible user intentions to be recognized and the actions a user can perform concerning these intentions. The intentions and actions build the backbone of the HDBN. In addition it has to be decided, whether the corresponding random variables are continuous or discrete.
In the next step the likelihood functions for the actions given the intention are assigned. This can be done by hand when expert knowledge is available, or data driven methods have to be used as pointed out above.
The measurement nodes for every action have to be modeled according to the available sensors. For a technical system like a robot, user actions are hidden states as well. Hence, a measurement model is required. Figure 5 shows an example for an intention recognition HDBN in a household robot scenario. In this example the robot has to recognize, whether the user wants to fill the dishwasher or to lay the table. These intentions are modeled as states of a discrete intention node. The actions to be observed are the user opening the cupboard or the dishwasher, when the user grabs a plate, and the location of the user. Domain knowledge is incorporated since the intention depends on the room the user is in. Available sensors are video cameras, a laser scanner, and an audio system.
CONCLUSIONS
In this paper a generic model for estimating user intentions by observing user actions has been presented. Since there is not only one possible sequence of actions for the user to reach the goal, a stochastic approach has been chosen to model the relation of intentions, actions, and corresponding sensor measurements. A Dynamic Bayesian Network (DBN) approach has been proposed for modeling. DBN provide a flexible way to exploit the causal dependency structure of arbitrary systems or domains. Due to this flexibility it is possible to extend the model in local parts without the need to alter the global model. A hybrid DBN (HDBN) has been presented to allow for simultaneous treatment of continuous and discrete random variables.
The presented model permits to incorporate intention recognition into arbitrary applications of humanmachine interaction, due to its universality. Estimating a user's goals in a graphical user interface on a computer from tracking mouse actions is possible as well as a humanoid robot that recognizes user intentions. The model is highly flexible, since it can be extend very easily. New actions can be added without touching the whole model. The proposed scheme for modeling conditional densities even reduces the effort for adding new recognizable intentions to adding one conditional density per action.
In the future we will study methods for learning and adapting the parameters of the model from data. Methods for the automatic appending (structure learning) of actions and intentions is also an open question.
