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1 Introduction
This paper is devoted to operator approach to quantization of the Chern-Simons
theory, sometimes called Combinatorial Quantization. From a more mathematical
perspective this is the same as quantization of the algebra of functions on the
moduli space of flat connections on a Riemann surface. In [2], [3] we suggested
the definition of the moduli algebra which solves this problem and investigated
some elementary properties of this object.
In order to make the paper more accessible to the reader, we collect in Part 1
some motivations which lead to the idea of Combinatorial Quantization (following
[21]) and some results and constructions from [2], [3]. This provides a background
for the further consideration. We formulate the main results in Section 4.
In Sections 5-8 we deal with the representation theory of the moduli algebra.
All unitary representations are classified for moduli algebras corresponding to
surfaces of any genus with arbitrary number of marked points. The results are in
agreement with other methods of quantization of the moduli space, like geometric
quantization [9] and Conformal Field Theory [43].
Section 9 includes results on the action of the mapping class group of the
surface on the quantized moduli space. As the mapping class group is acting on the
moduli space of flat connections before quantization, it is natural to expect that
this action survives in the quantum case. This is confirmed by the experience of
Conformal Field Theory and we will indeed establish this result in the framework
of Combinatorial Quantization. Unitary generators of the mapping class group
action are described as elements of the moduli algebra by explicit formulae. They
are proved to satisfy the relations for the (unique) central extension of the mapping
class group.
In this work we extensively use certain results and ideas of the recent papers
related to the program of Combinatorial Quantization [21], [11], [2], [3], [12], [7],
[40], [5].
2
Part I
Background Review
2 Chern-Simons Theory and the Moduli Space of
Flat Connections
The Chern-Simons theory is constructed by the following data. We pick up some
semi-simple Lie algebra G, a coupling constant k and a 3-manifoldM . The Chern-
Simons action is a functional of a G-valued gauge field A on M and has the form
CS(A) =
k
4π
Tr
∫
M
(A ∧ dA+
2
3
A3). (2.1)
We do not describe truly exceptional properties of this action and of the corre-
sponding theory and refer the reader to the original papers and numerous reviews.
Let us only mention that for G being a compact Lie algebra, k is required to be
integer in order to ensure the global gauge invariance.
When the manifold M has a structure of a direct product of a 2-dimensional
surface and a segment of a real line, the Chern-Simons theory admits a Hamil-
tonian interpretation. As in any topological theory, the Hamiltonian is equal to
zero. The action (2.1) induces a symplectic structure on the space of connections
[8]:
Ω =
k
4π
Tr
∫
Σ
δ1A ∧ δ2A. (2.2)
This symplectic form is invariant with respect to gauge transformations
Ag = gAg−1 + dgg−1. (2.3)
An easy check shows that the moment map for the gauge group action is propor-
tional to the curvature
F = dA+A2. (2.4)
The condition
F = 0 (2.5)
emerges as a constraint from the Chern Simons action. From this analysis we see
that the phase space of the Chern Simons model is a quotient of the space of flat
connections (2.5) over the gauge group action (2.3). In this paper we often refer
to this space as moduli space which should always be understood as a moduli
space of flat connections on a Riemann surface.
3
2.1 Combinatorial description
Let us introduce a more efficient finite-dimensional description of the moduli space
which will be of use throughout the paper. At the same moment we introduce
moduli spaces on surfaces with marked points. Let G be a semi-simple connected
simply-connected Lie group corresponding to the Lie algebra G and Σg,m be a
surface of genus g with m marked points. Assign a conjugacy class Cν ∈ G to the
ν’s marked point. Denote π = πg,m the fundamental group of the surface Σg,m.
The group π may be generated by 2g +m invertible generators ai, bi, i = 1, . . . , g
and lν , ν = 1, . . . ,m subject to the relation
[bg, a
−1
g ] . . . [b1, a
−1
1 ]lm . . . l1 = id . (in π) (2.6)
Here [x, y] stays for the group commutator xyx−1y−1.
Definition 1 The moduli space of flat connectionsm
{Cν}
g,m on the Riemann surface
of genus g with m marked points is defined as
m{Cν}g,m = {ρ ∈ Hom(π,G), ρ(lν) ∈ Cν}/G . (2.7)
Here the group G acts on the space of representations of π by conjugations
ρg(x) = g−1ρ(x)g . (2.8)
In order to make contact with the definition which involves flat connections
we represent generators of π as circles on Σg,m intersecting at the base point on
the surface. Then a flat connection A induces a representation of the fundamental
group via
Mν = ρ(lν) = Hol(A, lν) ;
Ai = ρ(ai) = Hol(A, ai) ; (2.9)
Bi = ρ(bi) = Hol(A, bi) .
Here Hol(A, x) is a holonomy of the connection A along the cycle x. Connection
A being flat, ρ satisfies the defining relation
M = [Bg, A
−1
g ] . . . [B1, A
−1
1 ]Mm . . .M1 = id . (in G) (2.10)
The case of a surface with marked points requires some further comment. The
marked points are deleted from the surface and the condition of flatness does not
hold there. In general we permit the curvature to develop δ-function singularities
at the marked points:
F =
∑
ν
Tνδ
(2)(z − zν) . (2.11)
Here Tν ’s are elements of the algebra G. However, if one permits arbitrary Tν ’s,
the space of all connections fails to be symplectic. It regains this property if we
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fix conjugacy classes of Tν in G. This condition may be naturally derived from the
Chern-Simons action functional in the same fashion as one obtains the flatness
condition for a surface without marked points [17].
Assume that we have fixed some conjugacy classes for Tν ’s in the modified
flatness condition (2.11). Then via equations (2.9) one can define a subset of
representations of the fundamental group of a surface with marked points. It
is easy to check that the condition (2.11) implies that ρ(lν) belong to certain
conjugacy classes in the group G as it is stated in the definition of the moduli
space. In fact, one can get the conjugacy class of ρ(lν) by applying the exponential
map exp : G → G to the conjugacy class of Tν . In this way we obtain a family of
symplectic spaces labeled by two nonnegative integers (genus and the number of
marked points) and by conjugacy classes attached to the marked points.
Notations (2.9) prove to be quite useful when constructing functions on the
moduli space. Take any function f on the the direct product of 2g +m copies of
the group G which is invariant with respect to simultaneous conjugations of the
arguments
f(g−1g1g, . . . , g
−1g(2g+m)g) = f(g1, . . . , g(2g+m)) . (2.12)
Define a function f(ρ) on the space of representations via
f(ρ) = f(M1, . . . ,Mm, A1, B1, . . . , Ag, Bg). (2.13)
It is easy to see that this function descends to the quotient space. In fact, any
analytic function on the moduli space may be obtained in this way.
2.2 Poisson structure of the moduli space
As the quantization program which we are going to develop is close to deformation
quantization, we describe the Poisson bracket on the moduli space defined by
Atiyah-Bott symplectic structure. This Poisson bracket was described in [23].
However, we use another description of the same object which was especially
designed for the needs of deformation quantization [21].
Let us introduce some useful notations. We define left and right invariant
differential operators on a Lie group with values in the dual space to its Lie
algebra:
< ∇Lf(g), X > =
d
dt
f(e−tXg)|t=0 ;
< ∇Rf(g), X > =
d
dt
f(getX)|t=0 . (2.14)
As we work with semi-simple algebras, one can introduce a nondegenerate
Killing form K ∈ G ⊗ G. Let us consider one more element r ∈ G ⊗ G. It is called
classical r-matrix if it satisfies the classical Yang-Baxter equation in U(G)⊗3:
[r12, r13] + [r12, r23] + [r13, r23] = 0 . (2.15)
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Here we denote r12 = r ⊗ 1, r13 and r23 are constructed in a similar way. For
any solution r of the classical Yang-Baxter equation one can construct another
solution r′ which is obtained by permutation of two copies of G. Let us prepare
their symmetric and antisymmetric combinations
rs =
1
2
(r + r′) , ra =
1
2
(r − r′) . (2.16)
In general, neither ra nor rs satisfy the classical Yang-Baxter equation.
In order to describe the Poisson bracket on the moduli space we use its descrip-
tion via representations of the fundamental group from the previous subsection.
As the space of representations is embedded into G2g+m, it is convenient to order
the 2(2g +m) covariant differential operators in the following way
∇2ν−1 = ∇
Mν
R , ∇2ν = ∇
Mν
L for ν = 1, . . . ,m ;
∇m+4i−3 = ∇
Ai
R , ∇m+4i−1 = ∇
Ai
L for i = 1, . . . , g ; (2.17)
∇m+4i−2 = ∇
Bi
R , ∇m+4i−1 = ∇
Bi
L for i = 1, . . . , g .
One can rewrite the condition for a function f on G2g+m to be invariant in the
sense of (2.12) as
2(2g+m)∑
s=1
∇sf = 0 . (2.18)
With these notations we present a description of the Poisson structure on the
moduli space.
Theorem 2 (Fock-Rosly [21]) Let r ∈ G ⊗ G be a solution of the classical Yang-
Baxter equation. Assume that its symmetric part coincides with the Killing bilin-
ear rs = K. Introduce a Poisson bracket on G
2g+m by the following formula
{f, h} =
1
2
∑
i
< r,∇if ∧ ∇ih > +
∑
i<j
< r,∇if ∧ ∇jh > . (2.19)
This Poisson bracket restricts to the space of functions which are invariant with
respect to simultaneous conjugations. Being mapped to the moduli space by means
of equation (2.13), the bracket (2.19) coincides with the canonical Poisson bracket
defined by the Atiyah-Bott symplectic structure.
The Poisson bracket (2.19) may be easily evaluated for simplest functions
on G2g+m. Examples of such functions are given by matrix elements of Mν , Ai
and Bi evaluated in some irreducible representations. We denote a matrix which
represents some X ∈ G in the representation τI by XI . Applying a pair of
representations τI and τJ to the classical r-matrix we produce rIJ = (τI⊗τJ)(r).
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It is convenient to introduce tensor notations X1 = X ⊗ 1, X2 = 1 ⊗X . Let us
give some examples of Poisson brackets for particular matrix elements:
{
1
M
I
ν ,
2
M
J
µ} = r
IJ
1
M
I
ν
2
M
J
µ−
1
M
I
νr
IJ
2
M
J
µ
−
2
M
J
µr
IJ
1
M
I
ν+
1
M
I
ν
2
M
J
µr
IJ for ν < µ ;
{
1
M
I
ν ,
2
M
J
ν } = r
IJ
1
M
I
ν
2
M
J
ν−
1
M
I
νr
IJ
2
M
J
ν
−
2
M
J
ν (r
′)IJ
1
M
I
ν+
1
M
I
ν
2
M
J
ν (r
′)IJ ; (2.20)
{
1
A
I
i ,
2
B
J
i } = r
IJ
1
A
I
i
2
B
J
i −
1
A
I
i r
IJ
2
B
J
i −
2
B
J
i (r
′)IJ
1
A
I
i+
1
A
I
i
2
B
J
i r
IJ .
As one can see, a Poisson bracket of two matrix elements is quadratic in matrix
elements of the same representations. Classical r-matrices rIJ and (r′)IJ play the
role of structure constants in this Poisson bracket algebra. This point is the most
important observation of [21] as it makes it possible to proceed with quantization
of the algebra of functions on the moduli space.
Matrix elements of Mν , Ai, Bi which we considered so far do not define func-
tions on the moduli space as they are not invariant with respect to conjuga-
tions. Let us remark that the Poisson bracket (2.19) is not conjugation invariant.
Nevertheless it may be consistently restricted to the set of conjugation invari-
ant functions which means that a Poisson bracket of two such functions is again
conjugation invariant. Conjugation invariant functions are produced as linear
combinations of elements
trJ
(
C1[I1, . . . , I2g+m|J ]M
I1
1 . . .M
Im
m A
Im+1
1 . . . B
I2g+m
g C2[I1, . . . , I2g+m|J ]
∗
)
for arbitrary sets of labels {Iν}, J and two intertwiners C1, C2 : V I1 ⊗ . . . ⊗
V I2g+m 7→ V J .
As we have seen in the previous subsection, any invariant function on G2g+m
defines a function on the moduli space. In fact, we restrict an invariant function
to the subset defined by the conditions (cp. formula 2.10 for notations)
Mν ∈ Cν , M = 1 . (2.21)
By the theorem of Fock and Rosly this restriction is consistent with the structure
of the bracket. This means that constraints (2.21) are preserved by Hamiltonian
flows produced by invariant functions. As it is stated in Theorem 2, the resulting
bracket on the moduli space coincides with the canonical one.
3 Quantization of the Moduli Space
As we mentioned above, the structure constants of Poisson algebra (2.19) are
defined by a couple of classical r-matrices r and r′. The key point in the quan-
tization procedure is the fact that we know a family of solutions of the quantum
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Yang-Baxter equation
R12R13R23 = R23R13R12 (3.22)
labeled by a parameter h so that
RIJ |h→0 = I + hr +O(h
2) . (3.23)
We assume that RIJ exist for any I and J and that they are represented by
matrices in the same spaces as rIJ . Our intention is to replace the Poisson algebra
with structure constants r, r′ by an associative algebra with structure constants
R,R′. A natural framework for this construction is provided by the theory of
quasi-triangular Hopf algebras.
3.1 Quasi-triangular Hopf algebras
The objects we wish to investigate later are associated with a quantum symmetry
algebra G. More precisely, G is a ribbon Hopf-*-algebra, i.e. a ∗-algebra G with
co-unit ǫ : G 7→ C, co-product ∆ : G 7→ G ⊗ G, antipode S : G 7→ G, R-matrix
R ∈ G ⊗ G and the ribbon element v ∈ G. We do not want to spell out all
the standard axioms these objects have to satisfy in order to give a ribbon Hopf
algebra (for a complete definition see e.g. [37]). Let us stress, however, that we
deal with structures for which the co-product ∆ is consistent with the action
(ξ ⊗ η)∗ = η∗ ⊗ ξ∗ for all η, ξ ∈ G
of the *-operation ∗ on elements in the tensor product G ⊗ G. This case is of
particular interest, since it appears for the quantized universal enveloping algebras
Uq(G) when the complex parameter q has values on the unit circle [33].
Given the standard expansion of R ∈ G ⊗ G, R =
∑
r1σ ⊗ r
2
σ, one constructs
the elements
u =
∑
S(r2σ)r
1
σ . (3.1)
Among the properties of u (cp. e.g. [37]) one finds that the product uS(u) is in
the center of G. The ribbon element v is a central square root of uS(u) which
obeys the following relations
v2 = uS(u) , S(v) = v , ǫ(v) = 1 , (3.2)
v∗ = v−1 , ∆(v) = (R′R)−1(v ⊗ v) . (3.3)
The elements u and v can be combined to furnish a grouplike unitary element
g = u−1v ∈ G. Examples of ribbon-Hopf-*-algebras are given by the enveloping
algebras of all simple Lie algebras [37].
In the following we make several additional assumptions about the ribbon Hopf
algebra G. To begin with, we will assume that G is semisimple. More restrictions
will be imposed in subsection 3.4 .
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For every equivalence class [J ] of irreducible *-representations of G we pick a
particular representative τJ with carrier space V J . The tensor product τI ✷× τ
J
of two representations τI , τJ of the semisimple algebra G can be decomposed
into irreducibles τK . This decomposition determines the Clebsch-Gordon maps
Ca[IJ |K] : V I ⊗ V J 7→ V K ,
Ca[IJ |K](τI ✷× τ
J )(ξ) = τK(ξ)Ca[IJ |K] . (3.4)
The same representations τK in general appears with some multiplicity N IJK . The
superscript a = 1, . . . , N IJK keeps track of these subrepresentations. It is common
to call the numbers N IJK fusion rules. Normalization of these Clebsch Gordon
maps is connected with an extra assumption. Notice that the ribbon element v is
central so that the evaluation with irreducible representations τI gives complex
numbers vI = τ
I(v). We suppose that there exists a set of square roots κI , κ
2
I = vI ,
such that
Ca[IJ |K](R′)IJCb[IJ |L]∗ = δa,bδK,L
κIκJ
κK
. (3.5)
Here R′ =
∑
r2σ ⊗ r
1
σ and (R
′)IJ = (τI ⊗ τJ )(R′). The adjoint of the Clebsch
Gordon map is meant with respect to the standard scalar product on V I ⊗ V J
induced by the scalar products on V I , V J . Let us analyze this relation in more
detail. As a consequence of intertwining properties of the Clebsch Gordon maps
and the R-element, τK(ξ) commutes with the left hand side of the equation.
So by Schurs’ lemma, it is equal to the identity eK times some complex factor
ωab(IJ |K). After appropriate normalization, ωab(IJ |K) = δa,bω(IJ |K) with a
complex phase ω(IJ |K). Next we exploit the ∗-operation and relation (3.3) to
find ωab(IJ |K)2 = vIvJ/vK . This means that (3.5) can be ensured up to a
possible sign ±. Here we assume that this sign is always +. This assumption was
crucial for the positivity in [2]. It is met by the quantized universal enveloping
algebras of all simple Lie algebras because they are obtained as deformations of
Hopf-algebras which clearly satisfy (3.5). As a consequence of the normalization
equation (3.5) and the equation ∆(e) = e⊗e we obtain the following completeness∑
K,a
κK
κIκJ
(R′)IJCa[IJ |K]∗Ca[IJ |K] = eI ⊗ eJ . (3.6)
We wish to combine the phases κI into one element κ in the center of G, i.e.
by definition, κ will denote a central element
κ ∈ G with τJ (κ) = κJ . (3.7)
Such an element does exist and is unique. It has the property κ∗ = κ−1.
The antipode S of G furnishes a conjugation in the set of equivalence classes of
irreducible representations. We use [J¯ ] to denote the class conjugate to [J ]. Some
important properties of the fusion rules N IJK can be formulated with the help of
this conjugation. Among them are the relations
NKK¯0 = 1 , N
IJ
K = N
JI
K = N
JK¯
I¯ . (3.8)
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The numbers vI are symmetric under conjugation, i.e. vK = vK¯ .
The q-trace of an element X ∈ End(V K) is defined by
trKq (X) = tr
K(XτK(g)) (3.9)
where g = u−1v is the grouplike element introduced above. Let us also mention
that the q-trace of the identity map eK ∈ End(V K) computes the “quantum
dimension” dK of the representation τ
K [37], i.e.
dK ≡ tr
K
q (e
K) . (3.10)
The numbers dK satisfy the equalities dIdJ =
∑
N IJK dK and dK = dK¯ . In general,
the quantum dimensions dI differ from the dimensions δI of the representation
spaces V I .
3.2 The graph algebra Lg,m
Equipped with the technique and notations of the preceeding subsection we in-
troduce a quantized version of the Poisson algebra (2.19) on G2g+m. This is the
first step towards quantization of the moduli space.
Definition 3 (Graph algebra Lg,m) The graph-algebra Lg,m is an associative
algebra generated by matrix elements of M Iν , A
I
i , B
I
i ∈ End(V
I) ⊗ Lg,m, ν =
1, . . . ,m, i = 1, . . . , g. The superscript I runs through the set of irreducible rep-
resentations of a quantum symmetry algebra G with R-element R. Elements in
Lg,m are subject to the following relations
1
M
I
νR
IJ
2
M
J
ν =
∑
Ca[IJ |K]∗MKν C
a[IJ |K] , (3.11)
1
A
I
iR
IJ
2
A
J
i =
∑
Ca[IJ |K]∗AKi C
a[IJ |K] , (3.12)
1
B
I
iR
IJ
2
B
J
i =
∑
Ca[IJ |K]∗BKi C
a[IJ |K] , (3.13)
(R−1)IJ
1
A
I
iR
IJ
2
B
J
i =
2
B
J
i (R
′)IJ
1
A
I
iR
IJ , (3.14)
(R−1)IJ
1
M
I
νR
IJ
2
M
J
µ =
2
M
J
µ(R
−1)IJ
1
M
I
νR
IJ for ν < µ . (3.15)
(R−1)IJ
1
M
I
νR
IJ
2
A
J
j =
2
A
J
j (R
−1)IJ
1
M
I
νR
IJ for all ν, j , (3.16)
(R−1)IJ
1
M
I
νR
IJ
2
B
J
j =
2
B
J
j (R
−1)IJ
1
M
I
νR
IJ for all ν, j , (3.17)
(R−1)IJ
1
A
I
iR
IJ
2
A
J
j =
2
A
J
j (R
−1)IJ
1
A
I
iR
IJ for i < j , (3.18)
(R−1)IJ
1
B
I
iR
IJ
2
B
J
j =
2
B
J
j (R
−1)IJ
1
B
I
iR
IJ for i < j , (3.19)
(R−1)IJ
1
A
I
iR
IJ
2
B
J
j =
2
B
J
j (R
−1)IJ
1
A
I
iR
IJ for i < j , (3.20)
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(R−1)IJ
1
B
I
iR
IJ
2
A
J
j =
2
A
J
j (R
−1)IJ
1
B
I
iR
IJ for i < j . (3.21)
Now we motivate and discuss some pieces of this long definition.
First of all, the most part of defining relations are quantized counterparts of
Poisson brackets (2.19). Let us pick as example equation
(R−1)IJ
1
A
I
iR
IJ
2
B
J
i =
2
B
J
i (R
′)IJ
1
A
I
iR
IJ . (3.22)
In order to recover the Poisson algebra one has to use the standard Ansatz of
quantum mechanics (axiomatized by the deformation quantization theory).
Definition 4 Let X and Y be elements of an associative algebra defined over
formal power series in h. Assume that this algebra becomes abelian for h = 0 and
XY − Y X = hZ1 + h
2Z2 + . . . . (3.23)
Then the Poisson bracket of X and Y is defined as
{X,Y } = Z1 . (3.24)
Applying this definition to equation (3.22) we expand quantum R-matrices
into the power series in h. As a coefficient at h0 we discover the commutator of
1
AIi and
2
BJi which fits to the l.h.s. of (3.23). To evaluate the first order in h we
use formula (3.23) and recover the Poisson bracket as presented in the r.h.s. of
the last equation in (2.20).
What seems to be missing in this picture is counterparts of mutual Poisson
brackets of matrix elements of the same holonomy. Let us temporarily reintroduce
these missing relations:
(R−1)IJ
1
A
I
iR
IJ
2
A
J
i =
2
A
J
i (R
′)IJ
1
A
I
i (R
′−1)IJ ,
(R−1)IJ
1
B
I
iR
IJ
2
B
J
i =
2
B
J
i (R
′)IJ
1
B
I
i (R
′−1)IJ , (3.25)
(R−1)IJ
1
M
I
νR
IJ
2
M
J
ν =
2
M
J
ν (R
′)IJ
1
M
I
ν(R
′−1)IJ .
Together with other quadratic relations of the last definition, equations (3.25)
provide a quantization of the Poisson bracket (2.19). Let us mention that in fact
formula (2.19) encodes the same number of equations as (3.14-3.21) together with
(3.25). Quantum exchange relations look somewhat more complicated only for
notational reasons.
The key observation which one can make looking at the quadratic relations
(3.14-3.21), (3.25) is the presence of the Hopf algebra symmetry in the graph
algebra. More explicitly, let ξ be an element of G and
∆(ξ) =
∑
ξ1σ ⊗ ξ
2
σ. (3.26)
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The action of ξ on the generators of Lg,m is defined as follows:
ξ(M Iν ) =
∑
σ
τI(S(ξ1σ))M
I
ν τ
I(ξ2σ) ,
ξ(AIi ) =
∑
σ
τI(S(ξ1σ))A
I
i τ
I(ξ2σ) , (3.27)
ξ(BIi ) =
∑
σ
τI(S(ξ1σ))B
I
i τ
I(ξ2σ) .
One can continue this action to the whole of Lg,m using the property of generalized
derivations [39]
ξ(XY ) =
∑
σ
ξ1σ(X)ξ
2
σ(Y ) . (3.28)
HereX and Y are arbitrary elements of Lg,m. Formulas (3.27) and (3.28) provide a
proper generalization for the quantized case of simultaneous conjugations (2.12).
Quadratic exchange relations which define the algebra Lg,m are invariant with
respect to the action of the quantum symmetry in the following sense. For each
of them
ξ(l.h.s) = ξ(r.h.s) (3.29)
for any ξ ∈ G.
There is no surprise that we discover the quantum invariance in the quadratic
exchange relations. Indeed, they are defined by the same set of R-matrices as the
quasi-triangular Hopf symmetry algebra.
In fact, we can make the quantum description closer to the classical one if we
trade the action of G for the coaction of the dual Hopf algebra G∗. The latter is
generated by the matrix elements of gI ∈ End(V I)⊗ G∗. Among the others they
satisfy quadratic exchange relations
RIJgIgJ = gJgIRIJ . (3.30)
These are famous defining relations for the algebra of functions on a quantum
group.
It is easy to check that the mapping g : Lg,m → G∗ ⊗ Lg,m defined as
M Iν → (g
I)−1M Iν g
I ,
AIi → (g
I)−1AIi g
I , (3.31)
BIi → (g
I)−1BIi g
I
preserves exchange relations. The formalism (3.31) is more transparent. In par-
ticular, it has been extensively used in [12] for description of lattice gauge models
with quantum gauge group. However, in view of the generalizations for the quasi-
Hopf algebras, we stick to the more formal definition of the quantum invariance
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which involves the action of G rather than the coaction of G∗. Let us stress that
these two approaches are completely equivalent.
Now we can explain the origin of the first three relations in the definition of
the graph algebra. Before quantization holonomies Mν , Ai and Bi take values in
the group G. This implies that matrix elements of the same holonomy in different
representations are not algebraically independent. More explicitly, a product of
two matrix elements of some holonomy matrix in two different representations
may be decomposed into a sum of certain matrix elements by means of Clebsch-
Gordon maps:
1
M
I
ν
2
M
J
ν =
∑
Ca0 [IJ |K]
∗MKν C
a
0 [IJ |K] . (3.32)
Here the Clebsch-Gordon maps with the subscript 0 refer to the undeformed Lie
group G.
Relations of the type (3.32) do not hold in the quantized algebra. They would
contradict e.g. the quadratic exchange relations (3.25). The first three relations
in the definition of the graph algebra provide a proper substitute for (3.32). They
are chosen to be consistent with the symmetry Hopf algebra action (3.27), (3.28)
on the graph algebra. Equations (3.25) follow from the multiplication laws (3.11-
3.13). That is why we do not include (3.25) into the basic definition.
3.3 Integration and ∗-properties of graph algebras
This subsection is devoted to the ∗-operation and the integration measure on the
graph algebras. These two objects are useful technical tools in the analysis of
the representation theory. Also, the ∗-operation is important for the physical
interpretation as an algebra of observables of a quantum system is always a ∗-
algebra.
Let us recall that we assume consistency of the co-product for the Hopf sym-
metry algebra with the special kind of ∗-operation which reverses the order in
the tensor product (see subsection 3.1). As a consequence of this choice the alge-
bra Lg,m is not equipped with a natural ∗-operation. However, we can save the
situation using the following trick.
The algebra G acting on Lg,m, we can define a semi-direct product Sg,m of
these two objects. It is generated by the elements ξ ∈ G and by the elements of
Lg,m. In order to describe the commutation relations of the symmetry generators
and the matrix elements of quantized holonomies it is convenient to introduce the
generating matrices µI(ξ) ∈ End(V I)⊗ G for the symmetry algebra:
µI(ξ) = (τI ⊗ id)∆(ξ) . (3.33)
The cross relation between ξ and quantum holonomies in Sg,m look like
µJ(ξ)MJν = M
J
ν µ
J(ξ) , (3.34)
µJ(ξ)AJi = A
J
i µ
J(ξ) , µJ(ξ)BJi = B
J
i µ
J(ξ) . (3.35)
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The semi-direct product Sg,m is already a ∗-algebra. The ∗-operation on G
coincides with the genuine ∗-operation of the symmetry algebra. It is continued
to the quantum holonomies as [2]:
(M Iν )
∗ = σκ(R
I(M Iν )
−1(R−1)I) ,
(AIi )
∗ = σκ(R
I(AIi )
−1(R−1)I) , (3.36)
(BIi )
∗ = σκ(R
I(BIi )
−1(R−1)I) .
Here we introduced (M Iν )
−1, (AIi )
−1, (BIi )
−1 ∈ End(V I)⊗ Sg,m being the unique
solutions of M Iν (M
I
ν )
−1 = eI = (M Iν )
−1M Iν , A
I
i (A
I
i )
−1 = eI = (AIi )
−1AIi and
BIi (B
I
i )
−1 = eI = (BIi )
−1BIi . The symbol σκ stays for the automorphism of Sg,m
obtained by conjugation with the unitary element κ ∈ G,
σκ(F ) = κ
−1Fκ
for any F .
Another important object which may be introduced for Sg,m is an invariant
integration measure. We define a linear functional ω : Sg,m → C as
ω( M I11 . . . B
Im+2g
g ξ ) = ǫ(ξ)
m+2g∏
s=1
δIs,0 . (3.37)
Formula (3.37) is defined on the set of monomials which span the algebra Sg,m.
So, ω is continued to the whole algebra as a linear functional. The integral (3.37)
may be restricted to the algebra Lg,m. There it furnishes the quantum analog of
the multidimensional Haar measure on Gm+2g. In particular, one can formulate
the invariance of ω as
ω(ξ(X)) = ǫ(ξ) ω(X) (3.38)
for any ξ ∈ G and X ∈ Lg,m.
Usually an interplay between the ∗-operation and the integration is the positiv-
ity property of the Hermitian scalar product defined by the integration functional
(X,Y ) = ω(X∗Y ) .
However, this property never holds on Sg,m as ω always has a big kernel in G. On
the other hand, one can not formulate positivity on Lg,m as this is not a ∗-algebra.
So, instead of the usual positivity we formulate the following substitute.
Theorem 5 (Positivity [2]) Assume that the quantum dimensions of all irre-
ducible representations of the Hopf symmetry algebra G are strictly positive
dI > 0 for every I . (3.39)
Then the restriction of the integral ω to Lg,m is positive in the following sense
ω(X∗X) ≥ 0 for all X ∈ Lg,m
and ω(X∗X) = 0⇒ X = 0 . (3.40)
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One can find a proof of this theorem in [2].
Let us remark that the element X∗ does not belong to Lg,m. So, we need
the bigger algebra Sg,m in order to make sense of (3.40). In fact, this kind of
positivity on the level of graph algebras will be sufficient to provide positivity of
the integration measure on the quantized moduli algebras.
3.4 The moduli algebra
The construction of the moduli space starting from G2g+m involves two additional
steps. First, one has to restrict the consideration to the subspace of invariant
functions. Next, one imposes the conditions (2.21). We should find quantum
counterparts of both operations.
It is straightforward to generalize the first step.
Definition 6 (Algebras Ag,m) Ag,m is defined as a subalgebra of elements A ∈
Lg,m which are invariant with respect to the natural action of G, i.e. ξ(A) = Aǫ(ξ)
for all A ∈ Ag,m and ξ ∈ G.
Since elements ξ ∈ G act trivially on Ag,m, the semi-direct product of G and
Ag,m coincides with the usual Cartesian product G × Ag,m and hence the ∗-
operation on Sg,m furnishes a ∗-operation on Ag,m. Then the modified positivity
which we defined on Lg,m ensures the usual positivity property of ω on Ag,m. Let
us also remark that elements of Ag,m are linear combinations of expressions of the
form:
trJq
(
Cq1 [I1, . . . , I2g+m|J ]M
I1
1 . . .M
Im
m A
Im+1
1 . . . B
I2g+m
g C
q
2 [I1, . . . , I2g+m|J ]
∗
)
.
Here trq is the q-trace, C
q
1 , C
q
2 are intertwining operators for the Hopf algebra
action. For generic values of q one can establish an isomorphism of the linear
spaces Ag,m and A0g,m. The latter is the space of conjugation invariant analytic
functions on G2g+m. Obviously, this isomorphism can not be lifted to the level of
algebraic structures as the space of functions is abelian whereas Ag,m is not.
To perform the second step of the reduction to the moduli space we single
out a particular graph algebra corresponding to one marked point on a Riemann
surface.
Definition 7 (Loop algebra L) The loop algebra L is an associative algebra iso-
morphic to the graph algebra L0,1. It is generated by matrix elements of the
monodromies M I ∈ End(V I)⊗ L.
Closely related to L is the abelian fusion (or Verlinde) algebra.
Definition 8 (Fusion (or Verlinde) algebra) Let G be semi-simple (quasi-) Hopf
∗-algebra. Its fusion (or Verlinde) algebra V is an abelian ∗-algebra spanned by the
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set of generators cI . Here I runs through the set of all irreducible representations
of G. The multiplication law and the ∗-operation in V are defined as follows:
cIcJ =
∑
N IJK c
K and (cI)∗ = cI¯ . (3.41)
One can employ the q-traces trIq to construct central elements c
I ∈ L from the
monodromies M I
cI = κItr
I
q(M
I) . (3.42)
In [3] we have demonstrated that the elements (3.42) generate the Verlinde alge-
bra.
It is important that under certain conditions (for details see Section 5) the
representations of the loop algebra L and of the corresponding Verlinde algebra V
may be labeled by the same set of labels as the representations of the symmetry
algebra G. Here we describe the representations of the Verlinde algebra by explicit
formulas.
Let us introduce a (possibly infinite) matrix
sIJ = (trIq ⊗ tr
J
q )(R
′R) (3.43)
with rows and columns labeled by the representations of G. Equations
ϑJ(cI) =
sIJ
dJ
(3.44)
define the set of representations of the Verlinde algebra. We shall see that in a
quite general situation this set of representations is complete.
It is convenient to introduce a special notation for the relations
ΦJ = {cI = ϑJ (cI)} (3.45)
which restricts the generators cI to a certain representation. Imposing these
central relations we may get ideals in both V and L.
Returning to arbitrary values of g and m we introduce m + 1 embeddings of
L into Lg,m defined by
eν(M) = Mν for ν = 1, . . . ,m ;
e0(M) = [Bg, A
−1
g ] . . . [B1, A
−1
1 ]Mm . . .M1 . (3.46)
If necessary, these embeddings may be lifted to the corresponding semi-direct
products with the symmetry algebra.
The embeddings (3.46) provide a set of elements in Ag,m
cIν = κItr
I
q (M
I
ν ) , ν = 0, . . . ,m . (3.47)
It was shown in [3] that all of them belong to the centre of Ag,m. In particular,
they commute with each other. Now we are ready to define the moduli algebra.
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Definition 9 (Moduli algebra) Let G be a quasi-triangular Hopf symmetry alge-
bra, Σg,m be a closed oriented 2-dimensional surface of genus g with m marked
points and I1, . . . , Im be a set of m irreducible representations of G assigned to the
marked points. The moduli algebra M
{Iν}
g,m is defined by these data as a quotient
of the invariant algebra Ag,m,
M{Iν}g,m = Ag,m/{Φ
0(M0),Φ
Iν (Mν), ν = 1, . . . ,m}. (3.48)
Here 0 labels the trivial representation of G. The moduli algebra MIνg,m inherits
the *-operation and the positive integration functional ω from Ag,m.
In fact, relations ΦI are proper quantum counterparts of fixing the eigenvalues
of the corresponding quantum holonomy. In particular, the set of relations Φ0
is equivalent to M I = κ−1I e
I for any I. The scalar factor κI gives a ‘quantum
correction’ to the classical flatness condition M I = eI .
3.5 The finite-dimensional case
As we already mentioned, we are mostly concerned with the case of q being a
root of unity. Then one can not view the moduli algebra as a deformation of the
algebra of functions on the moduli space. Instead, one can reverse the logic and
reinterpret the definition of the graph algebra. The latter is defined by choosing
a Riemann surface with marked points, a ribbon Hopf ∗-algebra and a set of
representations of this algebra, one representation for each marked point. The
main ingredient in these data is the ribbon Hopf algebra. Instead of looking what
happens to the the moduli algebra at roots of unity we look at the symmetry Hopf
algebra, define it at roots of unity and thus induce a new definition of the moduli
algebra. Here we follow this strategy. However, the relation between the moduli
algebras at generic q and at roots of unity still needs to be clarified.
The first important observation is that at roots of unity quantum universal
enveloping algebras have a big centre [13]. A natural object is a quotient over
certain central relations which is already finite dimensional [31]. This is a moti-
vation to consider symmetry Hopf algebra with only finite number of irreducible
representations.
To ensure the positivity of ω (see Subsection 3.3) we require the quantum
dimensions of all irreducible representations to be strictly positive
dI > 0 for all I . (3.49)
In fact, this requirement may be satisfied only at roots of unity. Let us remark
that there are still indecomposable representations with vanishing quantum di-
mensions. We will deal with them later in this subsection.
As the number of representations is finite, one can introduce a normalization
constant
N ≡ (
∑
K
d2K)
−1/2 <∞ . (3.50)
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It is useful to have a matrix SIJ which differs from sIJ by this scalar factor:
SIJ ≡ N (tr
I
q ⊗ tr
J
q )(R
′R) . (3.51)
We assume that the matrix S is invertible. A number of standard properties of S
can be derived from the invertibility (and properties of the ribbon Hopf-*-algebra).
We list them here without further discussion. Proofs can be found e.g. in [22].
SIJ = SJI , S0J = NdJ ,∑
J
SIJSKJ = δIK ,
∑
J
SIJSJK = CIK , (3.52)
∑
K
N IJK SKL = SJLSIL(NdL)
−1
with CIJ = N
IJ
0 . For the relations in the second line, the existence of an inverse
of S is obviously necessary. Invertibility of S is also among the defining features
of a modular Hopf-algebra in [38]. The last equation in the set (3.52) is usually
referred to ‘diagonalization’ of fusion rules [42].
In the finite-dimensional situation on can consider certain linear combinations
χK of the cI ,
χK = NdKSKIc
I¯ .
Here N = (
∑
d2I)
−1/2 and SKI are components of the S-matrix (3.51). The
projectors χK are central, orthogonal projectors, i.e. (χK)∗ = χK and χKχL =
δK,Lχ
K ( see [3]). They represent characteristic functions for the 1-dimensional
ideals in the Verlinde algebra corresponding to the representations considered in
the previous subsection.
One serious technical problem which arises when we consider quantum uni-
versal enveloping algebras at roots of unity is the fact that they loose semi-
simplicity. In particular, finite-dimensional Hopf algebras under discussion are
not semi-simple. This problem may be cured in two different ways. One way
is to work with non semi-simple algebras. Then the resulting moduli algebra is
expected to have a big ideal formed by functions which include matrix elements
of indecomposable representations. If one wants to introduce the moduli algebra
as a ∗-algebra this ideal should be factored out. We refer to this operation as
truncation.
Another way is to force the universal enveloping algebra to be semi-simple
[33]. Technically, one moves to the class of quasi-Hopf algebras and relaxes the
axiom
∆(e) = e ⊗ e . (3.53)
This defines a class of weak quasi-Hopf algebras. Then a non semi-simple Hopf
algebra may be replaced by a weak quasi-Hopf algebra in the following way. One
factors out all the elements which vanish in all irreducible representations. The
resulting object is by definition semi-simple. All its representations are completely
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reducible. In the case of quantized universal enveloping algebras these are so called
physical representations related to Conformal Field Theory. New semi-simple
symmetry algebras are also called truncated. They do not satisfy the axioms
of the Hopf category. In particular, the co-multiplication still may be defined
but it is not co-associative. We refer the reader to the original paper [33] for a
more detailed account. It is a conceivable conjecture that looking at the moduli
algebras corresponding to truncated quantum symmetries is equivalent to dealing
with truncated moduli algebras defined by a non semi-simple quantum symmetry.
Admitting weak quasi-Hopf algebras we have to prove that moduli algebras
may be defined by these data. This has been done in [2], [3]. The qualitative
difference is that the graph algebra now is only quasi-associative. Indeed, it is
designed as an algebra of the objects covariant with respect to the symmetry
action. As the co-multiplication of the symmetry algebra is quasi-co-associative,
the multiplication of tensors is forced to be quasi-associative. However, the moduli
algebra is always an associative algebra.
All our results are valid for truncated weak quasi-Hopf symmetry algebras.
This includes the most interesting cases of Uq(G) at roots of unity which correspond
to quantization of the Chern-Simons theory for integer values of k and for the
compact Lie group G. However, for pedagogical reasons we work throughout the
paper with the unrealistic case of a semi-simple Hopf algebra with finite number of
irreducible representations. A more sophisticated version of the same calculations
goes through for the case of weak quasi-Hopf algebras. In the end of the paper
we comment on the most important changes in the consideration.
4 Summary of Results
4.1 Representation theory of the moduli algebra
The moduli algebra M
{Iν}
g,m corresponding to the truncated universal enveloping
algebra Uq(G) is supposed to coincide with the algebra of observables of the Chern-
Simons theory. Naturally, its ∗-representations may be considered as candidates
for the role of the Hilbert space in this model.
Assuming that we construct the moduli algebra starting from a semi-simple
quasi-triangular (quasi)-Hopf algebra with only finite number of representations
we arrive at the following result.
Theorem 10 (Representations of the moduli algebra) For any set of represen-
tations I1, . . . , Im assigned to the marked points there exists a unique irreducible
*-representation of the moduli algebra M
{Iν}
g,m which acts in the space
W 0g (I1, . . . , Im) = Inv(V
I1 ⊗ . . . V Im ⊗ℜ⊗g) (4.54)
where ℜ = ⊕IV
I ⊗ V I¯ .
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Here Inv stays for invariant subspace with respect to the natural action of the
symmetry algebra.
It is remarkable that the moduli algebra has a unique representation. Thus, it
is identified with the full matrix algebra with the natural ∗-operation and may be
regarded as an algebra of observables of some quantum mechanical system with a
finite-dimensional space of states. Apparently, this is the case of the Chern-Simons
theory in the Hamiltonian formulation.
The space ℜ which enters the definition of W 0g (I1, . . . , Im) is an analog of the
regular representation of a finite or a compact Lie group.
We shall show explicit formulas for the action of M
{Iν}
g,m in the representation
(4.54). Let us only remark that there is an important difference between the
moduli algebras of zero and nonzero genus. The first ones involve only R-matrices
in the expressions for the matrix elements of their representations. However, when
the genus of the surface is nontrivial, the knowledge of Clebsch-Gordon maps is
required.
4.2 The action of the mapping class group on the moduli
algebra
There is an important structure on the moduli space which we did not touch
before. The moduli space of flat connections on a surface Σg,m carries the action
of the pure mapping class group PM(g,m) of the surface. The pure mapping
class group is a subgroup of the mapping class group M(g,m) which preserves
the order of marked points. PM(g,m) acts by automorphisms of the fundamental
group of the surface. This action lifts to Hom(π,G) as
ρη(x) = ρ(xη) for all x ∈ π1(Σg,m) . (4.55)
Here ρ is a representation of π in G, x is an element of the fundamental group
and η is an element of the mapping class group. As η defines an automorphism
of π, this action descends to the moduli space.
In the course of quantization symmetries are usually very important as they
give us guidelines which features of the classical theory should be preserved by
quantization. The action of the mapping class group on the moduli space of flat
connections preserves the symplectic structure. So, we should expect that this
action lifts to the quantized algebra of functions on the moduli space. This is
indeed the case. We need some more notations to describe this action.
The pure mapping class group may be generated by so called Dehn twists.
A Dehn twist corresponds to a circle on a Riemann surface. The mapping class
group transformation includes cutting the surface along this fixed circle, relative
rotation of the boundaries of the cut by the angle of 2π and gluing the sides of the
cut back together. Thus one defines a smooth mapping of the surface into itself
which does not belong to the connected component of the identical mapping.
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As a first step we define a Verlinde subalgebra in the moduli algebra for each
circle on a Riemann surface. A circle on a surface (or, more exactly, its homotopy
type) defines a conjugacy class in the fundamental group. Let us take any element
x of this conjugacy class and represent it as a word in the generators of the
standard basis lν , ai, bi. As an example let us pick up an element
x = l1b1a1 . (4.56)
Now we define a bunch of quantum holonomy matrices via
XI = κ−2I M
I
1B
I
1A
I
1 . (4.57)
Here I is as usual a representation of the symmetry algebra. In the standard way
we define the generators of the Verlinde algebra
cI(x) = κItrqX
I (4.58)
corresponding to the circle x. One can easily repeat this procedure for an arbitrary
circle on the surface. The choice of the representative in the conjugacy class
appears to be irrelevant for the definition of cI due to the properties of the q-
trace. We refer to Section 9 for the general rule of counting extra κI factors.
The last ingredient which we need is a particular element in the Verlinde
algebra defined as
hˆ(x) =
∑
I
v−1I χ
I(x) . (4.59)
Here projectors χI are constructed of cI as in the previous section.
We collect the main results concerning the action of the mapping class group
in the following theorem.
Theorem 11 The moduli algebra M
{Iν}
g,m corresponding to a surface of genus g
with m marked points carries a natural action of the pure mapping class group
PM(g,m) which preserves the order of the marked points. PM(g,m) acts by
inner automorphisms of the moduli algebra. The unitary generator of a particular
Dehn twist defined by a circle x on the surface is given by hˆ(x). This gives rise to
a projective representation of the mapping class group which is unitary equivalent
to the one described in [37].
4.3 Comparison to other approaches
We can compare the Combinatorial quantization approach of this paper to two
other quantization schemes.
Let us recall that the Hilbert space of the Chern-Simons theory has been
identified with the space of conformal blocks in the WZW Conformal Field Theory
corresponding to the same group G and with the same value of the coupling
constant k [43]. The guess about the relation of the CS and WZW systems
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has been explained in the framework of Geometric Quantization [9]. Technically
speaking the space of conformal blocks may be characterized as a space of solutions
of certain linear differential equations. In the simplest case of the 2-dimensional
surface being a sphere with marked points, these equations were suggested in [30]
and usually called Knizhnik-Zamolodchikov (KZ) equations.
One can notice that the dimension of the representation space (4.54) coincides
with the Verlinde formula for the dimension of the space of conformal blocks.
The natural isomorphism between these two spaces emerges when one considers
certain asymptotics of the KZ-equations [15]. This is one of the aspects of the
relation between quantum groups and Kac-Moody algebras discovered in [27]. The
particular case of roots of unity has been worked out in [20]. We expect that the
general results of [27, 20] imply the identification of the geometric quantization
and quantum group pictures for the space of conformal blocks. However, the
current status of this construction is not clear to us.
Another approach which we follow quite closely is deformation quantization.
The r-matrix presentation of the Poisson brackets on the moduli space is espe-
cially designed to make deformation quantization easy. It is natural to conjecture
that for generic values of the deformation parameter q the moduli algebraM
{Iν}
g,m
provides a deformation quantization of the algebra of functions on the moduli
space.
As was recently discovered [19], the deformation quantization is uniquely de-
fined by choosing a symplectic connection on the phase space. It is an intriguing
question what kind of connection on the moduli space chooses the Combinatorial
quantization.
Part II
Representation Theory of the
Moduli Algebra
Our basic strategy in this part on the representation theory of graph- and moduli
algebras is to study very simple building blocks of the graph algebra first and
then to put the pieces together for the full theory to emerge. The simple building
blocks are the loop algebra L = L0,1 (section 5) and the AB- (or handle-) algebra
T = L1,0 (section 7). A bunch of loop algebras L may be combined into a multi-
loop algebra Lm = L0,m (section 6). From this one obtains the moduli algebras
associated with a punctured sphere. Section 8 concludes the representation theory
of moduli algebras with a complete description for arbitrary genus g. The relation
of this theory with representations of the mapping class group is explained in
Section 9.
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5 The Loop Algebra and its Representations
This section contains an extensive treatment of the loop algebra L which will be
the most fundamental building block in all the subsequent discussion. The main
aim is to develop a complete representation theory for L. In passing we note some
results on Gauss decompositions in the third subsection.
5.1 The loop algebra L
The loop algebra L already appeared in Section 3.2 and 3.4 as a special example
of graph algebras, namely L0,1. It is generated by matrix elements of the mon-
odromies M I ≡ M I1 ∈ End(V
I) ⊗ L. In this simple case of a graph algebra,
monodromies only have to obey functoriality,
1
M
IRIJ
2
M
J =
∑
Ca[IJ |K]∗MKCa[IJ |K] . (5.1)
Such relations were discussed at length in Section 3.2. For the covariance proper-
ties of monodromiesM I and the action of the ∗-operation on S0,1 ⊃ L, the reader
is referred to Sections 3.2, 3.3.
To motivate the results we are about to see in this section, let us pick up some
traces that were laid in the first part. It was already noticed in Section 3.2 that
functoriality on the loop (eq. (5.1)) determines the following exchange relations
for the monodromy
(R′)IJ
1
M
IRIJ
2
M
J =
2
M
JRIJ
1
M
I(R′)IJ . (5.2)
Relations of this form were found to describe the quantum enveloping algebras of
simple Lie algebras [36], which are our main examples for the quantum symmetry
G. Thus – following the ideology of [18] – one expects that the deeper investigation
to be carried out below will reveal an isomorphism between L and G (at least up
to some subtleties). This expectation gains further support from our discussion
in Sections 3.4 and 3.5 where we found that the following elements
χK = NdKSKI¯c
I = NdKκISKI¯tr
I
q (M
I)
form a set of orthogonal projectors in the center of the loop algebra. Since these
characteristic projectors χK are labeled by the same index as the irreducible rep-
resentations of G, a close correspondence between representations of G and L is
quite plausible.
These remarks, however, have to be taken with a little grain of salt. For the
isomorphism of G and L to hold, we have to restrict ourselves to the unrealistic
case of a finite-dimensional algebra G without truncation. If the tensor product of
representations of the symmetry algebra G is truncated, the linear dimension of
L is strictly smaller than the dimension of G, thus making an isomorphism of the
two spaces impossible. Still a close relation between their representation theories
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will persist so that the lesson we learn here in the non-truncated case is not in
vain. We will return to this discussion only in Section 10 when we explain the
adjustments which are required to treat truncated structures.
5.2 Representation theory of the loop algebra L
Now let us turn to our the main result in this section. We wish to consider the
representation theory of L. Since we suspect a close relation between G and L,
it should be possible to construct representations of L in the same spaces V I
in which we already have representations τI of the symmetry algebra G. The
following theorem gives a concrete formulation of this idea.
Theorem 12 (Representations of the loop algebra) The loop algebra L has a
series of representations DI realized in the representation spaces V I of the under-
lying quasitriangular Hopf algebra G. In such a representation, the generators of
L can be expressed as
DI(MJ ) = (κJ)
−1(R′R)JI .
DI extends to a *-representation of the semi-direct product S0,1 ≡ L ×S G by
means of the formula
DI(ξ) = τI(ξ) for all ξ ∈ G .
Compatibility with the ∗-operation on S0,1 means in particular that D
I(M∗) =
(DI(M))∗ for all M ∈ L.
Proof: To prove consistency with the multiplication rule (5.1) let us evaluate
the l.h.s. of (5.1) in the representation DL
DL(
1
M
IRIJ
2
M
J) = (κIκJ)
−1(R′13R13R12R
′
23R23)
IJL
= (κIκJ)
−1(R′13R
′
23R12R13R23)
IJL
= (κIκJ)
−1(R12R
′
23R
′
13R13R23)
IJL
= (κIκJ)
−1(R12(∆⊗ id)(R
′R))IJL .
We used the Yang Baxter equation for R twice and inserted quasi-triangularity
in the last line. Now one proceeds with the help of equation (3.6).
= (κK)
−1
∑
Ca[IJ |K]∗Ca[IJ |K]((∆⊗ id)(R′R))IJL
=
∑
(κK)
−1Ca[IJ |K]∗(R′R)KLCa[IJ |K]
= DL
(∑
Ca[IJ |K]∗MKCa[IJ |K]
)
.
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To see that DI can be extended to S0,1 we have to check consistency of DI with
the covariance properties (3.34) of monodromies. Acting with DI on eq. (3.34)
we obtain
(τJ ⊗ τI)(∆(ξ))κ−1J (R
′R)JI = κ−1J (R
′R)JI(τJ ⊗ τI)(∆(ξ))
which holds due to the standard intertwining property of R. So let us finally show
that DI is a ∗-representation. Because (MJ)−1 is represented by κJ ((R′R)−1)JI
one gets
DI((MJ)∗) = κJκ
−1
I R
JI(R−1(R′)−1)JI(R−1)JIκI
= κJ ((R
′)−1R−1)JI = (κ−1J (R
′R)JI)∗
= (DI(MJ))∗ .
This concludes the proof of the proposition.
Having constructed a series of representations of L, it is instructive to look at
the central elements cJ (given by eq. (3.42)) and evaluate them in these repre-
sentations. Using the definition (3.51) of the matrix SJI we can express the value
of the central element cJ in the representation DI as follows
DI(cJ ) =
SJI
NdI
.
Evaluation of the elements χK = NdKSKJ¯c
J shows that they are characteristic
projectors for our representations,
DI(χK) =
dK
dI
SKJSJ¯I = δK,I . (5.3)
Actually the χK provide a complete set of minimal central projectors in L:
Lemma 1 The set of representations {DI} is faithful on L, i.e. for any nonzero
element X ∈ L there is at least one label I such that DI(X) is nonzero. In absence
of truncation this implies that the representations DI are irreducible.
Proof: Let δI denote the dimension of V
I . In order to prove the irreducibility
we have to investigate the space DI ⊂ End(V I) obtained as the image of L under
DI . The assertion of the lemma holds, if DI has the dimension δ2I , i.e. if D
I is
the full matrix algebra on V I . It will be fundamental to notice that the space
End(V I) carries a representation adI of the symmetry Hopf-algebra G,
adI(ξ)bI ≡
∑
τI(ξ2σ)b
IτI(S(ξ1σ)) for all b
I ∈ End(V I) .
With respect to this action, the space End(V I) decomposes into a direct sum
of subspaces one for every irreducible representation in the decomposition of the
tensor product
(τ I¯ ✷× τ
I) ∼=
⊕
N II¯K τ
K .
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The corresponding irreducible subspaces SI(K, a) of End(V I) are labeled by pairs
K, a such that Ca[II¯|K] 6= 0. Now let us fit the space DI of representation
matrices of L into this picture. Elements in DI are obtained from the components
of
DI(MJ) = κ−1J (R
′R)JI ,
where J runs through all possible labels. If the standard intertwining relation
∆(ξ)R′R = R′R∆(ξ) is written in the somewhat non-standard form∑
(e⊗ ξ2σ)R
′R(e⊗ S(ξ1σ)) =
∑
(S(ξ1σ)⊗ e)R
′R(ξ2σ ⊗ e) ,
one concludes that DI ⊂ End(V I) is invariant under the action adI of the algebra
G. So the before mentioned decomposition of End(V I) induces a decomposition
of the subspace DI ⊂ End(V I).
Elements in the irreducible subspaces SI(K, a)∩DI of End(V I) are constructed
from representations matrices of the loop algebra L as
DI(C[II¯ |0]MJ(R′)II¯Ca[II¯|K]∗) . (5.4)
We wish to show that for every pair K, a such that Ca[II¯|K] 6= 0 at least one
element of the form (5.4) is nonzero. Equivalently, we have to find one set of
labels J, L, b so that the maps EIJab (K|L) : V
K 7→ V L defined by
EIJab (K|L) ≡ C
b[J¯J |L]DI(C[II¯ |0]MJ(R′)II¯Ca[II¯ |K]∗)(R′)J¯JC[J¯J |0]∗
do not vanish. A simple calculation shows
τL(ξ)EIJab (K|L) = E
IJ
ab (K|L)τ
K(ξ) .
It follows with the help of Schurs’ lemma that EIJab = δK,Le
IJ
ab (K). The complex
number eIJab (K) determines whether the map E
IJ
ab (K|L) vanishes or not.
In conclusion we find that the space DI is equal to End(V I), if and only if for
every pair K, a such that Ca[II¯|K] 6= 0 there is a pair J, b such that eIJab (K) is
nonzero. In fact, if the stated condition is satisfied, it guarantees the existence of
at least one element in SI(K, a) ∩ DI . Considering that G acts on both SI(K, a)
and DI , we can conclude SI(K, a)∩DI = SI(K, a) so that DI = End(V I) follows
from
⊕
K,a S
I(K, a) = End(V I).
A long but straightforward calculation indeed shows that∑
b,J
eIJab (K)(e
IJ
ab (K))
∗vJd
2
J 6= 0 .
This means that sufficiently many numbers eIJab (K) are nonzero and establishes
the irreducibility of DI .
The whole set of representations DI of L maps the loop algebra L to the
algebra
⊕
I End(V
I). Since L is spanned by the matrix elements of monodromies
MJ ∈ End(V J ) ⊗ L it has the dimension
∑
J δ
2
J . The latter coincides with the
dimension of the space
⊕
I End(V
I) of representation matrices so that the set
{DI} is faithful.
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5.3 Gauss decomposition and loop-symmetry isomorphism
The previous lemma has two prominent consequences which we would like to men-
tion in passing, even though they will not be used later. They can be regarded as
a refinement of the technique developed by Faddeev, Reshetikhin and Takhtajan
in [18]. First we can exploit Lemma 1 to introduce the quantum Gauss decompo-
sition for the matrix generators of the loop algebra. All representations DI of L
are irreducible so that there are elements MJ± ∈ End(V
J)⊗ L with the property
DI(MJ+) = (R
′)JI , DI(MJ−) = (R
−1)JI .
The elementsMJ± are clearly invertible, i.e. there exist elements (M
J
±)
−1 such that
MJ±(M
J
±)
−1 = eJ = (MJ±)
−1MJ±. If we evaluate the product (κJ)
−1MJ+(M
J
−)
−1
in the representation DI , it is found to agree with the representation matrix of
MJ ,
DI(κ−1J M
J
+(M
J
−)
−1) = κ−1J (R
′R)JI = DI(MJ) .
From faithfulness of the representation theory (Lemma 1) we conclude that the
matrix generators satisfy κ−1J M
J
+(M
J
−)
−1 =MJ .
Corollary 13 (Gauss decomposition) In absence of truncation there exist ele-
ments MJ± ∈ End(V
J )⊗ L such that
MJ = κ−1J M
J
+(M
J
−)
−1, (5.5)
where (MJ−)
−1 ∈ End(V J )⊗ L is the inverse of MJ−.
A second consequence of Lemma 1 was already motivated by our discussion in
the first subsection.
Corollary 14 (Loop-symmetry isomorphism) In absence of truncation the sym-
metry Hopf-algebra G is isomorphic (as a Hopf-*-algebra) to the algebra L gener-
ated by matrix elements of M I ∈ End(V I)⊗ L subject to the relations
1
M
IRIJ
2
M
J =
∑
Ca[IJ |K]∗MKCa[IJ |K] ,
and supplied with the following co-product, co-unit, antipode and *-operation
∆(M I) = κ−1I M
I
+M˜
I(M I−)
−1 ,
ǫ(M I) = κ−1I e
I ,
S(M I+) = (M
I
+)
−1 , S(M I−) = (M
I
−)
−1 ,
(M I)∗ = σκ((M
I
−)
−1(M I)−1M I−) .
Here M I± are the Gauss components of M
I and σκ is conjugation with κ regarded
as an element in L. On the right hand side of the first relation, the factors are
elements in End(V I)⊗L⊗L. M I+, (M
I
−)
−1 are supposed to have trivial entry in
the last component while M˜ I ≡
∑
mσ ⊗ e ⊗Mσ with e being the unit in L and
M I =
∑
mσ ⊗Mσ ∈ End(V I)⊗ L.
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Proof: To understand the formulas for the action of the co-product, co-unit etc.,
one has to evaluate them in the representations DI . On representation spaces
they turn into standard relations for the R-matrix, co-unit ǫ etc. of the quantum
symmetry G. Faithfulness of the representation theory allows to transport the
results back to the level of algebras L,G.
6 The Moduli Algebra on a Sphere with Marked
Points
We will now extend our analysis to some kind of multi-loop algebra. In the termi-
nology of Part 1, the main actor of this section is the graph algebra L0,m which
is assigned to an m-punctured sphere. This leads us to our simplest examples of
moduli algebras. We will be able to give a complete description of their repre-
sentations theory. The section also contains a proof of the first pinching theorem
that was used in [3] to normalize the Chern-Simons measure ωCS .
6.1 The graph algebra Lm
A full definition of the graph algebra Lm = L0,m was given in Section 3.2. It is
generated by matrix elements of a family of monodromies M Iν , ν = 1, . . . ,m. In
addition to the usual functoriality, these monodromies are subject to the following
exchange relations,
(R−1)IJ
1
M
I
νR
IJ
2
M
J
µ =
2
M
J
µ(R
−1)IJ
1
M
I
νR
IJ if ν < µ . (6.1)
As one can see, the graph algebra Lm contains a bunch of loop algebras. For fixed
subscript ν, the matrix elements ofM Iν generate a subalgebra L(Mν) of Lm which
is isomorphic to the loop algebra L. It was suggested in Section 3.4 to construct
the elements
cIν = κItr
I
q (M
I
ν ) . (6.2)
For fixed index ν, they certainly generate a fusion algebra and commute with every
element in L(Mν). Moreover, using the equation trIq (M
I
ν ) = tr
I
q
[
(R−1)IJM IνR
IJ
]
we infer from eq. (6.1) that
cIνM
J
µ =M
J
µ c
I
ν for ν < µ
and the same for µ > ν. This means that the cIν provide a large family of central
elements in the graph algebra Lm. Needless to say that we can pass to charac-
teristic projectors χKν with the same transformation that was used in Section 3.5.
From these remarks we certainly expect representations of the graph algebra Lm
to be labeled by tuples (I1, . . . , Im). This will be confirmed in the next subsection.
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6.2 Representation theory of the graph algebra Lm
Let us turn to the representation theory of Lm. Our strategy is to construct the
representations in tensor products
ℑ(I1, . . . , Im) = V
I1 ⊗ . . .⊗ V Im (6.3)
of the representations spaces of the underlying Hopf algebra G. To state the
formulas we introduce the notation DIνν for the representation D
Iν of the νth
copy L(Mν) ⊂ Lm of the loop algebra on the ν
th factor in the tensor product
(6.3), i.e. for every X ∈ L(Mν),
DIνν (X) = idI1 ⊗ . . .⊗ idIν−1 ⊗D
Iν (X)⊗ idIν+1 ⊗ . . .⊗ idIm .
Given a set of labels I1, . . . , Im, it is convenient to use ıν , ν = 1, . . .m, as a
shorthand for the representations ı1 = ǫ and
ıν(ξ) = (τ
I1
✷× . . . ✷× τ
Iν−1)(ξ) ⊗ idIν ⊗ . . .⊗ idIm (ν ≥ 2)
of the Hopf algebra G on the tensor product V I1 ⊗ . . .⊗V Im . (τI1 ✷× . . . ✷× τ
Iν−1 )
is the ordinary tensor product of representations τI1 through τIν−1 of G. The
representation ı = ım+1 coincides with the natural action of G in the space
ℑ(I1, . . . , Im). With these notations we are prepared to define representations
of Lm.
Theorem 15 (Representations of the algebra Lm) The algebra Lm has a series
of representations DI1,...,Im realized in the tensor product (6.3) of representation
spaces of the underlying quasi-triangular Hopf algebra G. In such a representation
the generators of Lm can be expressed as
DI1,...,Im(MJν ) = (τ
J ⊗ ıν)(R
′)DIνν (M
J
ν )(τ
J ⊗ ıν)((R
′)−1) .
These representations extend to the semi-direct product Sm ≡ Lm ×S G with the
help of
DI1,...,Im(ξ) = ı(ξ) for all ξ ∈ G .
The set of representations {DI1,...,Im} is faithful on Lm. In absence of truncation
this implies that the representations DI1,...,Im are irreducible.
A more explicit formula for the action of M Iν involves the elements Kn ∈
G⊗(n+1) with K1 = e⊗ e and
Kn = (Kn−1 ⊗ e)R
′
1n for n ≥ 2 .
Using the definition of ıν , D
Iν
ν and quasi-triangularity one may derive that
DI1,...,Im(MJν ) = (κJ)
−1(KνR
′
1(ν+1)R1(ν+1)K
−1
ν ⊗ e
(m−ν))JI1...Im ,
where e(n) is the unit element in G⊗n.
We are certainly interested in the ∗-properties of the representations DI1,...,Im .
They are described by the following proposition.
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Proposition 16 (Scalar product for ℑ(I1, . . . , Im)) Suppose that τ, τ ′ are two *-
representations of the Hopf algebra G on Hilbert spaces V, V ′. With (., .) denoting
the standard scalar product on V ⊗ V ′, the formula
〈v1, v2〉 ≡ (v1, (τ ⊗ τ
′)(Rη)v2) ,
with η ≡ ∆(κ)(κ−1 ⊗ κ−1)
defines a (positive definite) scalar product for elements v1, v2 ∈ V ⊗ V ′. The
tensor product (τ ✷× τ
′) is a *-representation of G with respect to 〈., .〉. Iteration
gives a scalar product 〈., .〉 on ℑ(V1, . . . , Vm). With respect to this scalar product,
the DI1,...,Im are ∗-representations.
Scalar products of this type have been proposed by Durhuus et al. [16]. They
are motivated by the fact that tensor products τ ✷× τ
′ of ∗-representations are
incompatible with the ∗-operation when we use the scalar product (., .) on V ⊗V ′
to give sense to ((τ ✷× τ
′)(ξ))∗. To avoid confusion we would like to stress that
the two different scalar products (., .) and 〈., .〉 furnish two different notions of
“adjoint” for linear maps X : V ⊗ V ′ 7→ V ⊗V ′. The adjoint with respect to (., .)
is denoted by ∗ and was used e.g. in Ca[IJ |K]∗. For the new adjoint provided by
〈., .〉 we will occasionally employ the symbol †.
Proof: The proof of Proposition 16 and the main statements in Theorem 15
is rather standard and we can leave it as an exercise. Let us, however, give some
arguments which establish the irreducibility statement in Theorem 15.
For this purpose, we count the number of linear independent elements in the
image of the representation DI1,...,Im and show that it is given by
∏
ν δ
2
Iν
=
dim(ℑ(I1, . . . , Im))2. We do this by induction over m. The case m = 1 has
been dealt with in Lemma 1. So suppose that the representation DI1,...,Im of the
set Lm is irreducible. The representations DI1,...,Im,Im+1 can be restricted to the
first m monodromies. This restriction coincides with DI1,...,Im acting on the first
m factors of the tensor product V I1 ⊗ . . .⊗ V Im+1 . So by assumption we already
found δ1 =
∏m
ν=1 δ
2
Iν
linear independent maps. It is worth noticing that all the
maps obtained by representing the first m monodromies act trivially on the last
factor V Im+1 . With this in mind, let us turn to the (m+1)th monodromy MJm+1.
A short calculation shows that they are represented by
DI1,...,Im+1(MJm+1) = (τ
J ⊗ ı⊗ τIm+1)
(
R−123 R
′
13R13R23
)
with ı = (τI1 ✷× τ
I2
✷× . . . ✷× τ
Im ). By Lemma 1 such representation matrices
account for δ2 = δ
2
Im+1
linear independent maps. The latter act in a very special
way on the representation space. In fact, every such map is of the form
(ı⊗ τIm+1)
(
R−1(e ⊗m)R
)
with some m ∈ G.
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Let us finally check that products of basis elements in the two discussed
sets of representation matrices are linear independent. Thereby we will estab-
lish the existence of δ1δ2 =
∏m+1
ν=1 (δIν )
2 linear independent maps in the im-
age of the representation DI1,...,Im and hence the irreducibility. So consider a
basis m
(1)
σ ⊗ eIm+1 , σ = 1, . . . , δ1, in the space of representation matrices for
the first m monodromies and similarly δ2 linear independent maps of the form
(ı ⊗ τIm+1)
(
R−1(e⊗m
(2)
α )R
)
, α = 1, . . . , δ2 which come from representing the
monodromies M Im+1. With these two sets of basis elements, linear relations be-
tween products are of the form∑
σ,α
λσ,α(m
(1)
σ ⊗ e
Im+1)(ı⊗ τIm+1)
(
R−1(e⊗m(2)α )R
)
= 0 .
Let us introduce the expansion R−1 =
∑
s1σ ⊗ s
2
σ. We multiply the equation with
(ı⊗ τIm+1 )(R−1(S(s1σ)⊗ e) from the right and with (ı⊗ τ
Im+1)(e ⊗ s2σ) from the
left and sum over σ. This results in∑
σ,α
λσ,α(m
(1)
σ ⊗ e
Im+1)(ı⊗ τIm+1)(e ⊗m(2)α ) = 0 .
Consequently, the complex coefficients λσ,α have to vanish. This concludes the
proof.
For further considerations we need a specific subalgebra in the graph algebra
L2.
Definition 17 (Diagonal subalgebra Ld2) The diagonal subalgebra L
d
2 ⊂ L2 is
defined as
Ld2 = L2
∑
K
χK1 χ
K¯
2 .
Irreducible representations of the algebra Ld2 are labeled by the index I which
runs through the set of irreducible representations of G. These representations
are realized in the spaces V I ⊗ V I¯ .
6.3 The moduli algebra M{Kν}m
Before we define the moduli algebra, we want to consider the *-algebra Am of
invariants within the space Lm (cp. Definition 6). Since Am is a subalgebra of
Lm, the representations DI1,...,Im can be restricted and furnish representations
of Am on the representation space ℑ(I1, . . . Im). We denote the restricted rep-
resentations by the same letter DI1,...,Im . As a representation of Am, DI1,...,Im
are reducible, or – in other words – DI1,...,Im(Am) has a nontrivial commutant.
Obviously, the latter contains all maps on ℑ(I1, . . . , Im) which represent elements
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in G so that invariant subspaces for the representation of Am are determined by
the decomposition
ℑ(I1, . . . , Im) =
⊕
J
V J ⊗W J (I1, . . . , Im) . (6.4)
Here the sum runs over irreducible representations of G and W J (I1, . . . , Im) are
multiplicity spaces. The decomposition (6.4) is always possible for a semisimple
symmetry algebra G. Because of Proposition 16, the action of G on ℑ(I1, . . . , Im)
is consistent with the adjoint †. This implies that formula (6.4) is compatible with
the scalar product 〈., .〉 on ℑ(I1, . . . , Im) and consequently the multiplicity spaces
W J(I1, . . . Im) come equipped with a canonical scalar product.
Let us argue that the restriction of DI1,...,Im to Am is irreducible on the spaces
W J(I1, . . . , Im). We noticed before that the set of representations {DI1,...,Im} of
Lm is faithful. When we restrict D
I1,...,Im to the subalgebra Am ⊂ Lm, faithful-
ness survives. Now let δ(Dm) denote the dimension of the space of representation
matrices of Am on the direct sum⊕
I,I1,...,Im
W I(I1, . . . , Im) . (6.5)
Because of faithfulness of the representation theory of Am, δ(Dm) is equal to the
dimension δ(Am) of the algebra Am. The latter is easy to compute. Recall that
elements in Am are obtained as linear combinations of
trJq
(
C1[I1, . . . , Im|J ]M
I1
1 . . .M
Im
m C2[I1, . . . , Im|J ]
∗
)
for arbitrary sets of labels {Iν , J} and two intertwiners C1, C2 : V I1⊗ . . .⊗V Im 7→
V J . So we find
δ(Dm) = δ(Am) =
∑
I1,...,Im,J
(
∑
J1,...,Jm−2
∑
N I1I2J1 . . . N
Jm−2Im
J )
2
= dim

 ⊕
J,{Iν}
End(W J(I1, . . . , Im)

 .
This result for δ(Dm) shows that every map on the spaceW
J(I1, . . . , Im) appears
in the image of Am under the representation DI1,...,Im . As a conclusion one
should keep in mind that each space W J (I1, . . . , Im) carries an irreducible *-
representation of Am. Since we are interested in the moduli algebra, we do not
want to formulate this as a proposition.
Let us now pass from Am to the moduli algebras. According to our discussion
in Section 3.4 a moduli algebra is prepared by implementing m + 1 additional
(flatness-) relations. In the finite dimensional case considered here, we may de-
scribe the resulting object with the help of characteristic projectors χI . More
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explicitly, we will need the m characteristic projectors χKνν that were assigned to
the loop algebras L(Mν) in the first subsection. As we have seen there, these char-
acteristic projectors are central in Lm and hence also in Am ⊂ Lm. In addition
to the χKνν , we will employ one more set of elements χ
K
0 ∈ Am that is assigned to
the total product r = lm . . . l1 of loops lm through l1, i.e.
χK0 ≡ NdKSKI¯c
I
0 = NdKκKSKI¯tr
I
q (M
I(r)) (6.6)
with M I(r) = κm−1I M
I
m . . .M
I
1 .
By choice of the factor κm−1I in front of M
I(r), the corresponding elements cI0
generate a fusion algebra. While the elements χK0 are not central in Lm, it was
shown in [3] that they are central in Am. This will be confirmed in the discussion
below.
Now we are prepared to restate Definition 9 of the moduli algebra M
{Kν}
m in
the finite dimensional case.
Definition 18 (Moduli algebra) The moduli algebra M
{Kν}
m of a sphere with m
punctures marked by Kν , ν = 1, . . . ,m, is the ∗-algebra
M{Kν}m ≡ χ
0
0
m∏
ν=1
χKνν Am . (6.7)
Here χKνν , χ
0
0 ∈ Am are the central projectors introduced in the text preceding this
definition.
To determine the representation theory of the moduli algebra we have to eval-
uate the characteristic projectors within the representation DI1,...,Im . Let us start
with χKνν , ν = 1, . . . ,m. It is easy to see that
DI1,...,Im(χKνν ) = δIν ,Kνe
I1 ⊗ . . .⊗ eIm . (6.8)
The reasoning is similar to the derivation of eq. (5.3) and uses that traces
are invariant under conjugation with (τJ ⊗ ıν)(R′) . The formula (6.8) implies
that the *-representation DI1,...,Im of the moduli algebra M
{Kν}
m on the spaces
W J(I1, . . . , Im) is nonzero, if and only if Iν = Kν for all ν = 1, . . . ,m.
Evaluation of χ00 in the representations D
K1,...,Km is more difficult. From for-
mula (6.6) we see that χ00 = N
2dLc
L
0 with c
L
0 = κItr
L
q (M
L(r)). When cL0 is eval-
uated with DK1,...Km using our explicit formulas after Theorem 15 we encounter
the following expression in the argument or the q-trace trLq
KmR
′
1(m+1)R1(m+1)K
−1
m (Km−1R
′
1mR
′
1mK
−1
m−1 ⊗ e) . . . R12
= KmR
′
1(m+1)R1(m+1)(R
′
1m)
−1R′1mR
′
1m(R
′
1(m−1))
−1 . . . R12
= (id⊗∆(m−1))(R′R)
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In the derivation the definition ofKν ∈ G⊗ν was inserted. The result forDK1,...,Km
evaluated on cL0 is
DK1,...,Km(cL0 ) = tr
L
q ((τ
L ⊗ ım)(R
′R)) .
On the multiplicity spaces W J(K1, . . . ,Km) this gets represented by
DK1,...,Km(cL0 )|WJ (K1,...,Km) = tr
L
q ((τ
L ⊗ τJ )(R′R)) .
The same argument that resulted in the formula (5.3) can finally be employed to
conclude
DK1,...,Km(χ00)|WJ (K1,...,Km) = δJ,0idW 0(K1,...,Km) .
So we end up with only one nonzero representation of the moduli algebraM
{Kν}
m
on the space W 0(K1, . . . ,Km). Because of faithfulness of the representations
theory, other representations cannot exist. We may summarize these findings in
the following theorem.
Theorem 19 (Representations of the moduli algebra; genus 0) For any set K1, .
. . . ,Km labeling m points on a Riemann surface of genus 0, there is a unique irre-
ducible *-representation of the corresponding moduli algebra M
{Kν}
m on the space
W 0(K1, ... .,Km) (defined through the decomposition (6.4)). This representation
can be obtained explicitly by restricting the representation DK1,...,Km of Lm to the
moduli algebra M
{Kν}
m .
6.4 The first pinching theorem
The different algebras M
{Kν}
m are related with each other. In fact one can con-
struct various inclusions which are parametrized by the choice of a circle on the
punctured surface. Geometrically, the inclusions corresponds to a pinching of the
surface. We will explain this only for one particular pinching-circle, but the idea
is more general.
To state and prove the first pinching theorem we need to introduce some new
notations. Suppose that X is a subalgebra of an algebra Y. The (relative) com-
mutant of X ⊂ Y will be denoted by C(X ,Y).
Consider the moduli algebra MK1,...,Kmm corresponding to a sphere with m
marked points. Pick up a cycle l = lmlm−1 (i.e. the product of the two elementary
loops lm and lm−1) and construct the fusion algebra V(l) assigned to l, i.e. the
algebra generated by
cI(l) = trIq (M
I
mM
I
m−1) .
We wish to investigate the commutant of V(l) in MK1,...,Kmm . The result is given
by the following theorem.
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Theorem 20 (First pinching theorem) The commutant of V(l) in MK1,...,Kmm
splits into the direct sum of products of moduli algebras corresponding to m − 1
and 3 marked points
C(V(l),MK1,...,Kmm ) ∼=
⊕
K
M
K1,...,Km−2,K
m−1 ⊗M
K¯,Km−1,Km
3 . (6.9)
Here the sum runs over all classes of irreducible representations of the symmetry
Hopf algebra G.
In Topological Field Theory the evaluation of the commutant should be in-
terpreted as a fusion of two marked points into one. One can imagine that we
create a long neck which separates these two points from the rest of the surface.
When we cut the neck, the surface splits into two pieces. The “main part” carries
the rest of marked points and a new one created by the cut. The other piece has
only three punctures, two of them are those that we wish to fuse and the new
one appears because of the cut. Iteration of this procedure results in a product
of 3-punctured spheres.
Proof: The proof consists of two parts. First we construct an embedding Φ
of the algebra on the right hand side of relation (6.9) into the moduli algebra
MK1,...,Kmm . Then we show that the commutant of the image of Φ is isomorphic
to the fusion algebra V(l). By semisimplicity, this is equivalent to the statement
in the theorem.
In preparation let us observe an isomorphism between moduli algebrasM
{Iν}
p
and the algebras
χ
Ip
0
p−1∏
ν=1
χIνν Ap−1 (6.10)
which are obtained from the graph algebras Sp−1 with the help of character-
istic projectors (for notations cp. last subsection). In fact, our discussion of
the representation theory of moduli algebras can be applied to show that alge-
bras (6.10) possess a unique irreducible representation on the multiplicity space
W Ip(I1, . . . , Ip−1). For dimensional reasons, this space is isomorphic to the rep-
resentation space W 0(I1, . . . , Ip) of M
{Iν}
p so that an isomorphism of algebras
follows from Theorem 19. Alternatively, this isomorphism may be obtained from
the results in [3] on the independence of moduli algebras from the choice of the
graph.
Let us consider the graph algebras Lm−2 and L2. Generators for Lm−2 will
be denoted by M˜ Iν , ν = 1, . . . ,m − 2, and for L2 we use Mˆ
I
i , i = 1, 2. Analogous
conventions apply for other elements. In particular we will need our standard
characteristic projectors χ˜Kνν , ν = 0, . . . ,m − 2, in Am−2 ⊂ Lm−2 as well as
χˆ
Km−2+i
i , i = 0, 1, 2, in A2 ⊂ L2.
There is an obvious embedding φ : Lm−2 ⊗ L2 7→ Lm defined by
φ(M˜ Iν ) =M
I
ν , φ(Mˆ
I
i ) =M
I
m−2+i
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for all ν = 1, . . . ,m− 2 and i = 1, 2. The definition of φ implies that
φ(χ˜Kνν ) = χ
Kν
ν , φ(χˆ
Km−2+i
i ) = χ
Km−2+i
m−2+i
where ν ranges over 1, . . . ,m− 2 and i = 1, 2. Consequently, the map φ induces
an embedding
φ :
⊕
K
M
K1,...,Km−2,K
m−1 ⊗M
K¯,Km−1,Km
3 7→ Am
m∏
ν=1
χKνν . (6.11)
In writing this we also used the isomorphism observed in the second paragraph of
this proof.
The result (6.11) is not yet strong enough. In fact we have embedded the direct
sum of moduli algebras on the left hand side into an algebra that is much larger
than the moduli algebra MK1,...,Kmm . Notice that the latter contains a factor χ
0
0
in its definition which does not appear on the right hand side of (6.11). So it
remains to understand why the full matrix algebras
M(K) ≡M
K1,...,Km−2,K
m−1 ⊗M
K¯,Km−1,Km
3
are embedded into the direct summandMK1,...,Kmm ⊂ Am
∏m
ν=1 χ
Kν
ν . The projec-
tion into the moduli algebraMK1,...,Kmm is furnished by the element χ
0
0. It suffices
to show that the unit element in φ(M(K)) is projected to a nontrivial element
of the moduli algebra. If we denote the product of loops lm−2 . . . l1 by l˜ and use
lˆ = lmlm−1, we can write the unit element in φ(M(K)) as χ
K(l˜)χK¯(lˆ). So we
wish to demonstrate that E ≡ χ00χ
K(l˜)χK¯(lˆ) 6= 0. We do this by showing that
ω(E) 6= 0. With the help of Lemma 3 in [3] one obtains indeed
ω(E) = ω(χ00χ
K(l˜)χK¯(lˆ))
=
∑
L
ω(χ00χ
L
0 ) = ω((χ
0
0)
∗χ00) > 0 .
We used that χ00χ
L
0 = δL,0χ
0
0 = (χ
0
0)
∗χ00 and positivity of the functional ω (cp.
Theorem 5). According to our prior remarks we can now conclude that Φ ≡ χ00φ
defines the desired embedding.
Elements in the fusion algebra V(l) over the circle l = lˆ obviously commute
with the image of Φ. We will show now that the moduli algebra M
{Kν}
m con-
tains no other elements with this property. Once more, a comparison of di-
mensions is useful. Indeed, square roots of the dimensions of the matrix blocks
M
K1,...,Km−2,K
m−1 ⊗M
K¯,Km−1,Km
3 add up to the square root of the dimension of
the moduli algebraM
{Kν}
m . This implies that every block is embedded with mul-
tiplicity one into the moduli algebra and hence the commutant of the image of
Φ cannot contain more than the algebra of its minimal central projectors. The
latter coincides with the fusion algebra V(l). This concludes the proof of the first
pinching theorem.
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7 The Handle Algebra and its Representations
Before we get to discuss surfaces of higher genus, we have to introduce one more
elementary building block: the AB- (or handle-) algebra. It will turn out to be
associated to a handle of the surface, much as a loop algebra came with every
puncture. The AB-algebra is a graph algebra – namely the algebra L1,0 – as-
signed to a pair of links winding around a handle. These links correspond to the
a− and b− cycles (hence the name AB-algebra). The main topic is again the
representation theory for the AB-algebra in the second subsection. At the end of
the section, we discuss some properties of the algebra which will be used in the
next two sections.
7.1 The AB-algebra
Following our tradition, let us recall that the AB-algebra T = L1,0 is generated
by matrix elements of two monodromies AI = AI1, B
I = BI1 ∈ End(V
I) ⊗ T . As
usual, the monodromies satisfy functoriality. A more characteristic feature are
the exchange relations between AI and BJ ,
(R−1)IJ
1
A
IRIJ
2
B
J =
2
B
J (R′)IJ
1
A
IRIJ . (7.1)
For a complete description of T = L1,0 including covariance properties and the
∗-operation on S1,0 = T ×S G we refer the reader to Sections 3.2, 3.3.
We recognize two copies of the loop algebra inside the AB-algebra which are
associated with the monodromies AI and BJ . As before one may construct ele-
ments cI from these monodromies. Unlike in the previous section, they turn out
not to be central in the AB-algebra. In fact we will see shortly that T has a trivial
center.
The algebra T is isomorphic to some well-known object. Namely, there are
many ways to identify it with the quantized algebra of functions on the Heisen-
berg double corresponding to the symmetry Hopf algebra G. The Heisenberg
double is a Poisson-Lie counterpart of the cotangent bundle to a Lie group. The
corresponding quantized algebra of functions is a generalization of the algebra of
finite order differential operators on a Lie group. The isomorphism between the
algebra T and the quantized algebra of functions on the Heisenberg double is not
canonical. One of the reasons for that is a wide group of automorphisms of the
AB-algebra T . They will be discussed in the last subsection.
7.2 Representation theory of the AB-algebra
The representation theory of the AB-algebra is closely related to the represen-
tation theory of the underlying Hopf algebra as in the case of the loop algebra.
Here we will find precisely one representation which acts in the space of the regular
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representation of the Hopf algebra G.
ℜ =
⊕
I
End(V I) . (7.2)
Here End(V I) is regarded as a complex vector space. We will introduce a scalar
product on ℜ below.
Theorem 21 (Representation π of the AB-algebra) The AB-algebra T has one
representation π realized on the representation space ℜ. In this representation
there exists a cyclic vector |0〉 such that
π(BI)|0〉 = |0〉(κI)
−1 (7.3)
This property determines the representation π uniquely. π can be extended to
a representation of the semi-direct product T ×S G such that the vector |0〉 is
invariant under the action of elements ξ ∈ G, i.e.
π(ξ)|0〉 = |0〉ǫ(ξ) . (7.4)
The representation π is faithful on T , in absence of truncation it is irreducible.
A representation space of T with properties as specified in the theorem is
generated from the “ground state” |0〉 by application of operators AIcd. So it is
obviously isomorphic to ℜ. Moreover, the exchange relations of monodromies
BJ and AI and the transformation properties of AI together with relations (7.3)
determine the action of matrix elements in BJ and of elements ξ ∈ G on arbitrary
states in ℜ.
π(
2
B
J)(R′)IJπ(
1
A
I)|0〉 = ((R′R)−1)IJ (R′)IJπ(
1
A
I)|0〉κ−1J
π(µI(ξ))π(AI )|0〉 = π(AI)|0〉ǫ(ξ)
with µI(ξ) = (τI ⊗ id)(∆(ξ)) ∈ End(V I) ⊗ G. The action of AJ can be derived
by using functoriality of monodromies AK
π(
1
A
J)RJIπ(
2
A
I)|0〉 =
∑
Ca[JI|K]∗π(AK)|0〉Ca[JI|K] .
Faithfulness and irreducibility of π will be demonstrated at the end of the next
subsection.
From the structure of π we obtain an important consequence in connection
with Theorem 5 in the background review. Let L(A) ⊂ T be the loop algebra
generated by matrix elements of AI . Analogous to eq. (3.37) we define a functional
ωA : L(A) ×S G 7→ C by
ωA(A
Iξ) = δI,0ǫ(ξ) . (7.5)
The positivity result in Theorem 5 furnishes the following proposition.
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Proposition 22 (Scalar product for ℜ) Suppose that a1, a2 are two elements in
ℜ and that they are obtained from the ground state |0〉 by application of A1, A2 ∈
L(A), i.e. π(Ai)|0〉 = ai for i = 1, 2. Then the formula
〈a1, a2〉 ≡ ωA((A1)
∗A2), (7.6)
with ωA given through eq. (7.5), defines a (positive definite) scalar product on ℜ,
iff all quantum dimensions dI are positive. With respect to this scalar product, the
map π : S1,0 = T ×S G 7→ End(ℜ) defined in Theorem 21 is a ∗-representation.
7.3 Embedding the loop algebra into the AB-algebra
The AB-algebra is closely related to the loop algebra considered above. Obvi-
ously, M I 7→ AI as well as M I 7→ BI define embeddings of the loop algebra into
AB-algebra. Here we give a more sophisticated embedding which will be of spe-
cial importance for us. None of the following results has conceptual importance.
Nevertheless the subsection serves a twofold purpose: it provides some more back-
ground material needed in the proofs of the next section and prepares for Section
9 as well. The calculations done here are typical for the discussion of the mapping
class group in our approach.
Lemma 2 (Automorphisms of the AB-algebra) The maps i, j defined by
i(AI) = κ−1I B
IAI , i(BJ ) = BJ ;
j(BI) = κ−1I B
IAI , j(AJ ) = AJ
extend to *-automorphisms of the AB-algebra T .
Proof: It suffices to give the proof for i. To begin with, let us determine the
multiplication rules of the product κ−1I B
IAI .
κ−1I
1
B
I
1
A
IRIJκ−1J
2
B
J
2
A
J = (κIκJ)
−1
1
B
IRIJ
2
B
J(R′)IJ
1
A
IRIJ
2
A
J
= (κIκJ)
−1
∑
Ca[IJ |K]∗BKCa[IJ |K] ·
· (R′)IJCb[IJ |L]∗ALCb[IJ |L]
=
∑
κ−1K C
a[IJ |K]∗BKAKCb[IJ |K] .
This coincides with the multiplication rules for AI . The exchange relations for
κ−1I B
IAI with BJ are
κ−1I (R
−1)IJ
1
B
I
1
A
IRIJ
2
B
J = κ−1I (R
−1)IJ
1
B
IRIJ
2
B
J (R′)IJ
1
A
IRIJ
= κ−1I
2
B
J(R′)IJ
1
B
I
1
A
IRIJ .
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In the process of this calculation we inserted a relation of the type (5.2) which
follows from the operator products of BI . Exchange relations for (κJ)
−1BJAJ
and AI are derived in the same way. They coincide with the exchange relations of
AI and BJ . Consistency with the covariance relations is obvious. So it remains
to discuss the properties of i with respect to the ∗-operation.
i((AI)∗) = i(σκ(R
I(AI)−1(R−1)I))
= σκ(κIR
I(AI)−1(BI)−1(R−1)I) = (i(AI))∗ .
This proves the lemma.
Now let us come to the main theme of this subsection, namely the embedding
of the loop algebra into the AB-algebra.
Lemma 3 Let elements (AI)−1, (BI)−1 ∈ End(V I) ⊗ T be defined through the
equations (AI)−1AI = eI = AI(AI)−1 and (BI)−1BI = eI = BI(BI)−1 as before.
Then the map ˆ̺,
ˆ̺(M I) = κ3IB
I(AI)−1(BI)−1AI (7.7)
extends to an embedding of the loop algebra L into the AB-algebra T . The em-
bedding extends to semidirect products with the symmetry algebra G and respects
the action of ∗.
Proof: We have to determine the multiplication rules for the product on the
r.h.s of equation (7.7). In the proof one first inserts the exchange relation for A
and B in the middle. Then we can use that (BJ )−1(AJ )−1 has the same exchange
relations with AI [BI ] as (BJ)−1 [(AJ )−1] (preceding lemma).
κ3I
1
B
I(
1
A
I)−1(
1
B
I)−1
1
A
IRIJκ3J
2
B
J (
2
A
J)−1(
2
B
J)−1
2
A
J
= (κIκJ)
3
1
B
I(
1
A
I)−1(
1
B
I)−1RIJ
2
B
J(R′)IJ
1
A
IRIJ(
2
A
J)−1(
2
B
J)−1
2
A
J
= (κIκJ)
3
1
B
IRIJ
2
B
J (R−1)IJ(
1
A
I)−1(
1
B
I)−1((R′)−1)IJ ·
·(
2
A
J )−1(
2
B
J )−1(R−1)IJ
1
A
IRIJ
2
A
J .
Finally we use the multiplication rules for AI , BI and κI(A
I)−1(BI)−1. With the
normalization (3.5) this gives
= (κIκJ)
2
∑
Ca[IJ |K]∗BK
κK
κIκJ
κK(A
K)−1(BK)−1
κK
κIκJ
AKCa[IJ |K]
=
∑
Ca[IJ |K]∗(κK)
3BK(AK)−1(BK)−1AKCa[IJ |K] .
To show that ˆ̺ : L 7→ T respects the action of ∗ is straightforward. It uses the
fact that ((AI)−1)∗ = σκ(R
IAI(R−1)I) and ((BI)−1)∗ = σκ(R
IBI(R−1)I).
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Remark: Let us remark that the embedding given by (7.7) is invariant with
respect to automorphisms described in equation (7.7), i.e.
i(ˆ̺(M)) = ˆ̺(M) , j(ˆ̺(M)) = ˆ̺(M) (7.8)
for all M ∈ L. The proof is straightforward. Indeed,
i(κ3IB
I(AI)−1(BI)−1AI) = κ3IB
I(κI(AI)−1(BI)−1)(BI)−1(k−1I B
IAI)
= κ3IB
I(AI)−1(BI)−1AI
and similarly for j instead of i.
For later application we wish to evaluate the image of ˆ̺ in the representation
π.
Lemma 4 The quantum monodromies κ3IB
I(AI)−1(BI)−1AI which appear as the
image of M I under the embedding ˆ̺ : L 7→ T , are represented by
π(κ3IB
I(AI)−1(BI)−1AI) = π(κ−1I (R
′R)I) . (7.9)
Here π is regarded as a representation of the semi-direct product T ×S G and
(R′R)I ≡ (τI ⊗ id)(R′R) ∈ End(V I)⊗ G.
Proof: The computation is done in several steps using the eq. (7.3) for π. To
begin with, let us show that
π((BI)−1AI)|0〉 = π(AI)|0〉κ−3I .
In fact, when a variant of relation (7.1) is applied to the ground state |0〉 and eq.
(7.3) is inserted one obtains
π((
2
B
J)−1(R−1)IJ
1
A
I)|0〉 = (R′)IJπ(
1
A
I)|0〉κI . (7.10)
Suppose that we expand the inverse of the R-matrix according to R−1 =
∑
s1σ⊗s
2
σ.
Now multiply the above equation from the left with τI(S(s1σ)) and from the right
by τJ (s2σ) and sum over σ. Then taking the product of the two components (for
I = J) results in
π((BI)−1AI)|0〉 = τI(r1τσ
2
σS(s
1
σ)r
2
τ )π(A
I )|0〉κI .
Finally, a short computation reveals that r1τs
2
σS(s
1
σ)r
2
τ = u
−1S(u−1) = v−2 = κ−4.
This gives the anticipated formula. As a corollary we note that
π(ˆ̺(M I))|0〉 = |0〉κ−1I .
To proceed with the evaluation of ˆ̺(M I) on more general states, one needs the
exchange relation
ˆ̺(
1
M
I)RIJ
2
A
J (R−1)IJ = (R′
−1
)IJ
2
A
J (R′)IJ ˆ̺(
1
M
I) .
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Its derivation is left as an exercise. From this we may conclude
π(ˆ̺(
1
M
I)RIJ
2
A
J)|0〉 = (R′
−1
)IJπ(
2
A
J)|0〉κ−1I (R
′R)IJ .
We keep the answer in mind while we notice another formula which can be derived
from eq. (7.4) and quasi-triangularity of the R-element.
π(κ−1I (R
′R)IRIJ
2
A
J )|0〉 = (R′
−1
)IJπ(
2
A
J )|0〉κ−1I (R
′R)IJ .
At this point we are prepared to finally prove the irreducibility of π in Theorem
21.
Proof of irreducibility of π: We will show directly that the representation
π is irreducible. Faithfulness follows from a counting argument. The idea of the
proof is this: first we decompose the representation space ℜ into certain subspaces
and show that a subalgebra of T acts irreducibly on these subspaces. Then we
employ this result to show that every vector in ℜ is cyclic. Because of the first
part of the proof, it actually suffices to establish cyclicity for one vector in each
of the considered subspaces.
To begin with, let us note that the monodromies BI can be used to project
onto subspaces of ℜ which are isomorphic to End(V J). The elements
χJB ≡ NdJSJI¯κItr
I
q(B
I)
satisfy π(χJBA
I)|0〉 = π(AI)|0〉δI,J . (7.11)
This follows easily with the help of a formula similar to eq. (7.10) and the ar-
gument after the proof of Theorem 12. The subspaces π(χJB)ℜ carry irreducible
representations of a certain subalgebra in T .
Lemma 5 The map υ : L2 7→ T defined by
υ(M I1 ) = κ
2
I(A
I)−1(BI)−1AI , υ(M I2 ) = B
I
restricts to an embedding of the diagonal subalgebra Ld2 ⊂ L2 into the handle
algebra. The image of Ld2 under υ is represented irreducibly on the subspaces
π(χJB)ℜ ⊂ ℜ.
Proof: It is straightforward to prove that υ gives a homomorphism. In order
to understand that υ furnishes an embedding of Ld2 into T it is sufficient study
the representations of the image υ(Ld2).
We infer from
π((
2
B
J)−1(R′)IJ
1
A
I)|0〉 = κ−1I (R
′R)IJ(R′)IJπ(
1
A
I)|0〉
π
(
(κ2J (
2
A
J )−1(
2
B
J)−1
2
A
J)(R′)IJ
1
A
I
)
|0〉 = (R′)IJπ(
1
A
I)|0〉κ−1J (RR
′)IJ .
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that the action of monodromies BJ and κ2J(A
J )−1(BJ )−1AJ restricts to the sub-
space End(V I) on which χIB projects. To gain a better understanding of this
action, let us map the spaces End(V I) ⊂ ℜ to V I ⊗ V I¯ by means of
wI ≡ κ−3I C[II¯|0](R
′)II¯aIRII¯ ∈ V I ⊗ V I¯
for every aI ∈ End(V I) ⊂ ℜ. It is easy to check that the monodromies BJ and
(AJ )−1(BJ )−1AJ act on wI according to
π(BI)wJ = wJκ−1I (R
′
12R
′
13R13(R
′
12)
−1)IJJ¯ ,
π((AI)−1(BI)−1AI)wJ = wJκ−1I (R
′
12R12)
IJJ¯ .
When these formulas are compared with the expressions in Theorem 15 we see that
the action BJ and (AJ )−1(BJ )−1AJ on End(V I) is equivalent to the action of
the monodromies MJ1 ,M
J
2 ∈ L2 on the space V
I ⊗V I¯ . The latter was considered
in the previous section and is known to be irreducible by Proposition 15. This
proves the lemma.
Now we can go back to discuss the irreducibility of π. We still have to show
that every subspace End(V I) = π(χIB)ℜ contains at least one cyclic vector Ψ
I ∈
π(χIB)ℜ. Since |0〉 is cyclic, it suffices to find elements T
I ∈ T – one for each
vector ΨI – with π(T I)ΨI = |0〉. Using the notation cIA = κItr
I
q (A
I), we choose
ΨI ≡ π(cIA)|0〉 ∈ π(χ
I
B)ℜ. The standard relations c
I
Ac
J
A =
∑
N IJK c
K
A furnish
π(T I)Ψ = π(χ0Bc
I¯
Ac
I
A)|0〉
= π(χ0B
∑
N II¯K c
K
A )|0〉 = π(c
0
A)|0〉 = |0〉
for T ≡ χ0Bc
I¯
A ∈ T . The calculation employs the fact the c
K
A is constructed from
AK so that eq. (7.11) furnishes π(χ0Bχ
K
A )|0〉 = π(χ
0
A)|0〉. This concludes the
proof.
8 The Moduli Algebra for Higher Genera
In this section we consider the most general case of the moduli algebra on a
Riemann surface of arbitrary genus g with an arbitrary number m of marked
points. Our strategy remains similar to preceding sections. We will represent
the graph algebra in certain tensor product of representations of the underlying
Hopf algebra (cf. all previous sections). Having a set of representations of the
graph algebra, we construct the representations of the moduli algebra in the gauge
invariant subspaces of the tensor products (cf. Subsection 6.3).
8.1 Representation theory of the graph algebra Lg,m
The graph algebra Lg,m was defined in Definition 3. Notice that it consists of
m loop algebras (corresponding to the monodromies M Iν ) and g AB-algebras.
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They are pieced together in a rather standard fashion. It will turn out that the
discussion of the representation theory is completely parallel to the corresponding
arguments in Section 6.2.
So let us begin to construct representations of Lg,m. As usual, we will choose
some appropriate representation space of the underlying Hopf algebra G on which
we then realize Lg,m. Let us introduce the symbol ℑg(I1, . . . , Im) to denote the
representation space
ℑg(I1, . . . , Im) = V
I1 ⊗ . . . V Im ⊗ℜ⊗g . (8.1)
With all the experience we gathered in the preceding subsections we can guess
a suitable scalar product for ℑg(I1, . . . , Im) right away. All the m + g factors
within the tensor product (8.1) come with a distinguished scalar product. For
the carrier spaces V I of the representations τJ of the Hopf algebra G this was
part of the input. On ℜ we use the scalar product given through eq. (7.6), so
that the natural action of G on ℜ becomes a *-representation. In conclusion, the
space ℑg(I1, . . . , Im) is a m + g-fold tensor product of Hilbert spaces, each of
which carries a *-representation of G. Now we are in a position to employ the
Proposition 16 to construct a scalar product 〈., .〉 on ℑg(I1, . . . , Im).
ℑg(I1, . . . , Im) has the best chances to carry a representation of Lg,m because
we know already that its first tensor factors V I1⊗ . . .⊗V Im carry a representation
of Lm ⊂ Lg,m. The other part in the tensor product (8.1) is a g-fold tensor
power of the regular representation. Each copy of ℜ can carry a representation
of AB-algebra (Theorem 21). In fact, if Lm and the g copies of the AB-algebra
would come into Lg,m in the form of a Cartesian product, the construction of the
representation would have been obvious. Even though this is not the case, we can
use our previous experience to define representations Λg(I1, . . . , In) of the graph
algebra Lg,m on the spaces ℑg(I1, . . . , In). Let us introduce the notation πi for
the representation π of the ith copy Ti ⊂ Lg,m of the AB-algebra implemented in
the ith copy of ℜ in the tensor product (8.1), i.e. for every T ∈ Ti,
πi(T ) = idI1 ⊗ . . .⊗ idℜi−1 ⊗ π(T )⊗ idℜi+1 ⊗ . . .⊗ idℜg . (8.2)
Another useful object is the following representation of the Hopf algebra G.
1 = ǫ and
i(ξ) = (τ
I1
✷× . . . ✷× πi−1)(ξ)⊗ idℜi ⊗ . . .⊗ idℜg (i ≥ 2)
Here ✷× denotes the tensor product of representations defined through the co-
product in the standard way. The representation  = g+1 coincides with the
natural action of G in the space ℑg(I1, . . . , Im). Now we are ready to formulate a
theorem.
Theorem 23 (Representations of the algebra Lg,m) A representation ΛI1,...,Img of
Lg,m acts in the space ℑg(I1, . . . , Im) by means of the following set of equations.
ΛI1,...,Img (M
J
ν ) = D
I1,...,In(MJν )⊗ id
⊗g
ℜ ,
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ΛI1,...,Img (A
J
i ) = (τ
J ⊗ i)(R
′)πi(A
J
i )(τ
J ⊗ i)((R
′)−1) ,
ΛI1,...,Img (B
J
i ) = (τ
J ⊗ i)(R
′)πi(B
J
i )(τ
J ⊗ i)((R
′)−1) .
ΛI1,...,Img extends to a representation of the semi-direct product Sg,m = Lg,m ×S G
by means of
ΛI1,...,Img (ξ) = (ξ) .
When ℑg(I1, .., Im) is equipped with the scalar product 〈., .〉 as discussed after eq.
(8.1), the map ΛI1,...Img : Sg,m 7→ End(ℑg(I1, . . . , Im)) is a *-representation. The
set of representations {Λ
{Iν}
g } is faithful on Lg,m. In absence of truncation this
implies that the every representation Λ
{Iν}
g is irreducible.
Proof: On the basis of our prior work, there is nothing left to be discussed
here. With the relations (3.16) through (3.20) being of the same type as our well
known eq. (3.15), the proof is straightforward (i.e. essentially identical to the
proof of Theorem 15).
8.2 The moduli algebra M{Kν}g
Having the set of representations ΛI1,...,Img of Lg,m at hand we can proceed as in
Subsection 6.3. So we notice that the space ℑg(I1, . . . , Im) carries a representation
of the gauge invariant subalgebra Ag,m within Lg,m. Under the action of Ag,m
the space ℑg(I1, . . . , Im) splits into a sum of irreducible representations. As is the
case of Lm, this decomposition reads
ℑg(I1, . . . , Im) =
∑
J
V J ⊗W Jg (I1, . . . , Im) , (8.3)
where J runs through all equivalence classes of irreducible representations of G
and W Jg (I1, . . . , Im) are multiplicity spaces. We note that the scalar product
〈., .〉 on ℑq(I1, . . . , Im) restricts to W Jg (I1, . . . , Im) and that these spaces carry an
irreducible *-representation of Ag,m. These representations can be used to obtain
representations of the moduli algebra which we discuss next.
Recall that we have m marked points on the Riemann surface. They are
labeled by K1, . . .Km. Each of these points is surrounded by one of the loops lν .
To implement the corresponding flatness relations in the finite dimensional case,
we use the characteristic projectors χKνν which are constructed from monodromies
M Iν . From the arguments in Section 6.1 one concludes that these projectors are
central in Ag,m ⊂ Lg,m. Still we need one more projector that comes with the
total product rg = [bg, a
−1
g ] . . . [b1, a
−1
1 ]lm . . . l1. As in section 3.5 we define
χK0 ≡ NdKSKI¯c
I
0 = NdKκKSKI¯tr
I
q (M
I(rg)) (8.4)
with M I(rg) = κ
4g+m−1
I [B
I
g , (A
I
g)
−1] . . .M I1 .
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Here [BIi , (A
I
i )
−1] = BIi (A
I
i )
−1(BIi )
−1AIi . The elements χ
K
0 generate a fusion
algebra and are central in Am (see [3]).
Definition 24 (Moduli algebra for arbitrary surface) The moduli algebra M
{Kν}
g,m
of a surface of genus g with m punctures marked by Kν , ν = 1, . . . ,m, is the ∗-
algebra
M{Kν}g,m ≡ χ
0
0
m∏
ν=1
χKνν Ag,m . (8.5)
Here χKνν , χ
0
0 ∈ Ag,m are the central projectors introduced in the text preceding
this definition.
Along the lines of the corresponding discussion in Section 6.3, we can evaluate
the projectors χK ∈ Ag,m on the representation spaces W Jg (I1, . . . , Im). For
the character χ00 one uses the fact that the product M˜
I
i = κ
3
IB
I
i (A
I
i )
−1(BIi )
−1AIi
which is assigned to [bi, a
−1
i ], embeds the loop algebra so that the element assigned
to rg looks as if it would come from m+ g loops. Because of eq. (7.9), this holds
also for the way the elements are represented on ℑg(I1, . . . Im). Consequently, the
evaluation of characters on multiplicity spaces is identical to the calculation we
did in the Section 6.3 and we can state the results right away.
Theorem 25 (Representations of the moduli algebra, genus g) For any set K1,
. . ., Km labeling m points on a Riemann surface of genus g, there is a unique irre-
ducible *-representation of the corresponding moduli algebra M
{Kν}
g,m on the space
W 0g (K1, . . . ,Km) (defined through the decomposition (8.3)). This representation
can be obtained explicitly by restricting the representation ΛK1,...Kmg of Lg,m to
the moduli algebra M
{Kν}
g,m ⊂ Lg,m.
8.3 The second pinching theorem
We would like to extend our description of relations between moduli algebras that
was initiated in Section 6.4. It is obvious how Proposition 20 carries over to the
moduli algebras on higher genus surfaces. But now we have another possibility:
we can also shrink the surface along a circle that wraps around some handle. To
be specific, we chose the fusion algebra V(b1) constructed from the elements BI1
and evaluate its commutant. Recall that V(b1) is generated by
cI = κItr
I
q (B
I
1) .
Proposition 26 (Second Pinching Theorem) The commutant of V(b1) in the
moduli algebra MK1,...,Kmg,m splits into the direct sum of moduli algebras of genus
g − 1 with m+ 2 marked points,
C(V(b1),M
K1,...,Km
g,m )
∼=
⊕
K
MK1,...,Km,K,K¯g−1,m+2 . (8.6)
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Here the sum runs over all classes of irreducible representations of the symmetry
Hopf algebra.
In the language of Topological Field Theory, evaluation of the commutant
corresponds to shrinking the cycle b1 so that we get a surface of lower genus. It
has two marked points at the place where the handle is pinched – one on either
side of the cut. Shrinking all the b-cycles one after another, one produces spheres
with m+ 2g marked points.
Proof: To prove the theorem we proceed as in Section 6.4. Let us first show
how to embed the direct sum on the right hand side of (8.6) into the moduli al-
gebra. The set of matrix generators M Iν (ν = 1, . . . ,m) , κ
2
IB
I
1 (A
I
1)
−1(BI1)
−1, AI1
and AIi , B
I
i (i = 2, . . . , g) can be regarded as an image of the standard generators
of Lg−1,m+2 under a map φ : Lg−1,m+2 7→ Lg,m. φ is not an embedding. But
the proof for Theorem 21 at the end of Subsection 7.3 shows that φ restricts to
an embedding of the direct sum
⊕
KM
{K1,...,Km,K,K¯}
g−1,m+2 into the moduli algebra
M
{K1,...,Km}
g,m (cp. also Lemma 5). Counting dimensions we find that every sum-
mand is embedded with multiplicity one so that the commutant of the image of
φ is exactly the fusion algebra. For details the reader is referred to the proof of
the Proposition 20.
9 Representations of Mapping Class Groups
The action of the mapping class group M(g,m) on the fundamental group of a
surface Σg,m of genus g with m punctures induces an action on the graph algebras
Lg,m, i.e. a homomorphism from M(g,m) into the automorphism group of Lg,m.
In general, only automorphisms corresponding to the pure mapping class group
PM(g,m) ⊂ M(g,m) restrict to automorphisms of the moduli algebras M
{Kν}
g,m .
Since the moduli algebras are simple, every automorphism is inner and can be
implemented by a unitary element. We will give a simple prescription to construct
such unitaries for a generating set of elements in PM(g,m). They will furnish
projective representations of PM(g,m). The latter are equivalent to those found
by Reshetikhin and Turaev [37] (extended to the possible presence of punctures)1.
9.1 Action of the mapping class group on moduli algebras
To begin with, let us recall that the quantum monodromies M Iν , A
I
i , B
I
i ∈ Lg,m
are assigned to the generators lν , ai, bi ∈ π1(Σg,m \D) 2. We want to display this
1As we discussed in [2, 3], our theory generalizes to quasi-Hopf algebras. So the discussion
of mapping class groups covers the extension of the Reshetikhin- Turaev construction found by
Altschuler and Coste [6].
2If we remove a disk D from the surface, the fundamental group is freely generated by
lν , ai, bi. We will later glue the disk back and thereby introduce the relation 2.6
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more clearly in the notations and hence introduce
M I(lν) ≡M
I
ν , M
I(ai) ≡ A
I
i , M
I(bi) ≡ B
I
i .
We can go even further and defineM I(C) for arbitrary elements C ∈ π1(Σg,m \D).
Suppose that C = C1C2 with two elements Ci, i = 1, 2, in the fundamental group
of Σg,m. Then we set
M I(C) ≡ κ
w(C1,C2)
I M
I(C1)M
I(C2) . (9.1)
Here w(C1, C2) = ±1 is determined from the pair (C1, C2) as follows. Suppose
that we have presentations of C1 and C2 in terms of generators l±ν , a
±
i , b
±
i . We
assume that these presentations are reduced so that neighboring elements are
never inverse to each other. From these presentations we extract two generators
ci ∈ {l
±
ν , a
±
i , b
±
i } such that C1 = C
′
1c1 and C2 = c2C
′
2. Without restriction we
can assume that c1 6= c
−1
2 . The weight w that we want to describe satisfies
w(C1, C2) = w(c1, c2). To define the latter we need to introduce two maps t, s
from the set of generators {l±ν , a
±
I , b
±
i } to the integers 1, . . . , 2m+ 4g.
t(lν) = 2ν = s(lν) + 1 , t(ai) = 2m+ 4i = s(ai) + 2 ,
t(bi) = 2m+ 4i− 1 = s(bi) + 2
and t(c−) = s(c) for every c ∈ {l±ν , a
±
I , b
±
i }. Now we can complete the description
of the weight w.
w(c1, c2) ≡
{
+1 if t(c1) < s(c2)
−1 if t(c1) > s(c2)
(9.2)
for all c1, c2 ∈ {l
±
ν , a
±
I , b
±
i }. Our choice of the weight factor in the definition (9.1)
is designed such that all monodromies M I(C) satisfy functoriality. We have seen
particular examples of this in subsection 7.3.
The mapping class group M(g,m) of a surface Σg,m is defined as the group
of diffeomorphisms of Σg,m into itself modulo its identity component. Similarly,
M(g,m;B) is obtained from diffeomorphisms of Σg,m\D which leave the boundary
B = ∂D pointwise fixed. Elements in M(g,m) and M(g,m;B) may interchange
the punctures. This furnishes the usual canonical homomorphism from mapping
class groups into the symmetric group. The kernel of this homomorphism is called
pure mapping class group. We will denote it by PM(g,m) and PM(g,m;B).
It is well known that elements ̺ in the mapping class groupM(g,m;B) of the
m-punctured surface act on the fundamental group π1(Σg,m \D) as outer auto-
morphisms. We will not distinguish in notation between elements ̺ inM(g,m;B)
and the corresponding elements ̺ ∈ Aut(π1(Σg,m \D)). The action of the map-
ping class group on the fundamental group lifts to an action on the graph algebras
by means of the formula
ˆ̺(M I(C)) =M I(̺(C)) for all C ∈ π1(Σg,m \D) .
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Ultimately, we are more interested in automorphisms of moduli algebras. As a
first step in the reduction from the graph algebra Lg,m to the moduli algebras,
one notices that the automorphisms ˆ̺ are consistent with the transformation law
under the action of ξ ∈ G. Consequently, the action of ˆ̺ on Lg,m descends to
an action on Ag,m (for notations compare Section 8). To proceed towards the
moduli algebra, two more steps are necessary. First we have to multiply Ag,m
by the projectors χKνν , then we need to implement flatness for the circle rg =
[bg, a
−1
g ] . . . l1 with the help of χ
0
0. It is intuitively clear that only automorphisms
assigned to elements in the pure mapping class group PM(g,m;B) survive the
first step which corresponds to coloring the punctures. To understand the effect
of χ00, we recall the relation (a proof can be found in [3])
χ00M
L(rg) = χ
0
0κ
−1
L e
L . (9.3)
It implements the defining relation rg = id for π1(Σg,m) into the moduli algebra.
One may check that all the automorphisms constructed from elements in the
(pure) mapping class group respect this relation (i.e. χ00 in invariant under their
action). On the other hand, some of the elements in PM(g,m;B) act trivially
on the moduli algebras because ML(rg) ∼ κ
−1
L e
L. A more detailed investigation
shows that nontrivial automorphisms correspond to elements in PM(g,m). We
formulate this as a proposition.
Proposition 27 (Action of mapping class group) For every ̺ ∈M(g,m;B) there
exits an automorphism ˆ̺ : Lg,m 7→ Lg,m of graph algebras,
ˆ̺(M I(C)) =M I(̺(C)) for all C ∈ π1(Σg,m \D) .
These automorphisms furnish an action of the mapping class group M(g,m;B)
on the graph algebra Lg,m. Automorphisms ηˆ corresponding to elements η ∈
PM(g,m;B) restrict to the moduli algebras M
{Kν}
g,m and give rise to an action of
the pure mapping class group PM(g,m) on moduli algebras.
The proof of this proposition is technically not very difficult. Given an explicit
description of the action of M(g,m;B) on the fundamental group, it is essentially
based on calculations similar to those performed in Section 7.3. Guided by the
explanations above, the reader may try to verify the result. A complete proof will
also appear in [4].
9.2 Projective representations of mapping class groups
In Proposition 27 we obtained an action of the pure mapping class group on
moduli algebras. Let us recall that the moduli algebrasM
{Kν}
g,m are simple so that
all automorphisms are inner. This means that for every element η in the pure
mapping class group there is a unitary element hˆ(η) in the moduli algebra so that
hˆ(η) A = ηˆ(A)hˆ(η) .
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Such elements hˆ provide a projective representation of the pure mapping class
group. In fact, let ηi, i = 1, 2, be two elements in PM(g,m) and denote corre-
sponding elements in the moduli algebra by hˆi = hˆ(ηi). Suppose that the product
ηˆ = ηˆ1ηˆ2 is implemented by hˆ. Then
hˆ∗hˆ1hˆ2 A = A hˆ
∗hˆ1hˆ2
for all elements A ∈M
{Kν}
g,m . Since the moduli algebra is simple, only scalars can
commute with all elements and hence hˆ1hˆ2 = ̟hˆ with a complex number ̟.
In constructing this representation, the only problem is to find explicit expres-
sions for the elements hˆ, at least for a generating set of elements η ∈ PM(g,m).
This is surprisingly simple. Suppose that η is a Dehn twist along the circle x(η).
Let us regard x(η) as an element in the fundamental group so that M I(x(η)) is
well defined. Then we set
hˆ(η) ≡
∑
θ−1NdIvIκItr
I
q (M
I(x(η))) (9.4)
where θ =
∑
NvId
2
I (9.5)
and N = (
∑
d2I)
−1/2. We wish to demonstrate that hˆ(x) is unitary. Setting
cLx ≡ κLtr
L
q (M
L(x)) we obtain
θθ∗hˆ(x)hˆ(x)∗ =
∑ vI
vJ
dIdJN
2cIxc
J
x
=
∑ vI
vJ
dIdJN
2N IJK c
K
x
=
∑
N
1
vK
dISIK¯c
K
x
=
∑
S0ISIK¯
1
vK
cKx
=
∑
C0K¯
1
vK
cKx = 1 .
Here we made use of the following expression for the matrix S
SIK¯ = N
vIvK
vJ
N IK¯J¯ dJ¯ .
Now we recall that ϑ(cIx) = dI defines a representations ϑ of the fusion algebra
V(x) over the circle x. The definition (9.4) shows that in particular ϑ(hˆ(x)) = 1. If
we apply ϑ to the equality 1 = θθ∗hˆ(x)hˆ(x)∗, we see that 1 = ϑ(θθ∗hˆ(x)hˆ(x)∗) =
θθ∗. This means that θ is a phase and hence
hˆ(x)hˆ(x)∗ = θ∗θ = 1 (9.6)
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Notice that hˆ(x) is an element in the fusion algebra V(x) over x. In particular it
can be expressed as a linear combination of the characters χI(x). The outcome
of a short calculation using the same ideas as the above proof for the unitarity of
hˆ(x) is
hˆ(x) =
∑
v−1I χ
I(x) . (9.7)
Our result (9.7) shows that hˆ(x) is simply the inverse of the ribbon element v(x)
over the circle x.
Theorem 28 (Representation of PM(g,m)) Suppose that η ∈ PM(g,m) is a
Dehn twist along the circle x(η) on the surface Σg,m. Then the unitary element
hˆ(x(η)) defined through eq. (9.4) implements the action of η ∈ PM(g,m) on the
moduli algebras, i.e.
hˆ(x(η))A = ηˆ(A)hˆ(x(η))
holds for all elements A in the moduli algebras. The map η 7→ hˆ(x(η)) defines
a unitary projective representation of the pure mapping class group PM(g,m)
(recall that Dehn twists η generate PM(g,m)).
In spite of its appearance, the preceeding Theorem is relatively cumbersome
to prove because a lot of cases have to be investigated separately. To keep this
work compact, we will give the proof elsewhere [4].
9.3 Equivalence with Reshetikhin Turaev representation
We turn now to a more explicit description of the projective representation which
we have just constructed. The plan is to evaluate the action of hˆ(x(η)) on the
states of the CS-theory. This will then allow to compare our representation with
the action of mapping class groups on conformal blocks and the Reshetikhin-
Turaev representation.
Let us begin by stating the main theorem of this section.
Theorem 29 (Equivalence with RT-representation) The projective representa-
tion η 7→ hˆ(x(η)) ∈ Ag,m of the pure mapping class group PM(g,m) is unitarily
equivalent the representation found by Reshetikhin and Turaev in [37].
The rest of the section is devoted to the proof of this theorem. For this
comparison of our representation with the Reshetikhin- Turaev representation
it suffices to evaluate the elements hˆ(x(η)) for a generating set of Dehn twists.
We use a set which consists of Dehn twists ηνp, 1 ≤ ν ≤ m, ν < p ≤ m + 2g
and αi, βi, δi, ei, i = 1, . . . g, along the circles x(ηνp) and x(αi), x(βi), x(δi), x(ǫi).
More precisely we define
x(ηνp) = lplν , x(α1) = lm+1 ,
and x(αj) = lm+2j−1lm+2j−2 for j = 2, . . . , g ,
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x(βi) = ai , x(δi) = l2i−1 ,
x(ǫi) = lm+2i−1 . . . lm+1 for i = 1, . . . , g .
where lν , ν = 1, . . . ,m and ai, i = 1, . . . , g, are defined as before and we introduced
lp,m < p < m+ 2g by
lm+2i−1 ≡ a
−1
i b
−1
i ai , lm+2i ≡ bi
for i = 1, . . . , g. The circles are shown in the Figure 1,2 .
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Fig. 1: Curves x(ηνp), 1 ≤ ν ≤ m, ν < p ≤ m + 2g on a surface Σg,m
with m marked points wrap around the νth puncture and the pth “leg” if
m < p ≤ m+2g. If p ≤ m, x(ηνp) encloses the ν
th and the pth puncture.
✬
✫
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x(δg) x(αi) x(ǫi−1)
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Fig. 2: Curves x(αi), x(βi), x(δi), x(ǫi), i = 1, . . . , g, on a surface Σg,m
along which the Dehn twists αi, βi, δi, ǫi are performed. If there are
punctures on the surface, they are not encircled by the curves.
As in Lemma 5 we can map the representation spaces ℑ(K1, . . . ,Km) ⊗ ℜ⊗g
to
⊕
{Ji}
ℑ(K1, . . . ,Km)⊗V J1 ⊗V J¯1 ⊗ . . .⊗V Jg ⊗V J¯g . This space carries a rep-
resentation DK1,...,Kmg of the graph algebra Lg,m. The representation D
K1,...,Km
g
is unitarily equivalent to ΛK1,...,Kmg .
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Now we evaluate the basic generators of the pure mapping class group in the
representations DK1,...,Kmg .
Lemma 6 In the representations D
{Kν}
g on
⊕
{Ji}
ℑ(K1, . . . ,Km)⊗V
J1⊗V J¯1⊗
. . . ⊗ V Jg ⊗ V J¯g the elements hˆνp ∈ Lg,m, 1 ≤ ν ≤ m, ν < p ≤ m + 2g, are
represented by
D{Kρ}g (hˆνp) =
⊕
{Ji}
(
v−1ν v
−1
p Qνp
)K1...KmJ1J¯1...J¯g
and elements aˆibˆi, dˆi, eˆi, i = 1, . . . , g, are represented by
D{Kρ}g (aˆi) =
⊕
{Jj}
(
v−1m+2i−2v
−1
m+2i−1Q(m+2i−2)(m+2i−1)
)K1...KmJ1J¯1...Jg J¯g
,
D{Kρ}g (bˆi) = θ
−1
⊕
{Jj}
∑
K
NdKvKvJ¯iC[JiJ¯i|0](R
′)JiK(R′)K¯J¯iC[KK¯|0]c ,
D{Kρ}g (dˆi) =
⊕
{Jj}
(vm+2i−1)
K1...KmJ1J¯1...JgJ¯g ,
D{Kρ}g (eˆi) =
⊕
{Jj}
(
v−1m+1..v
−1
m+2i−1Q(m+1)(m+2i−1)..Q(m+2i−2)(m+2i−1)
)K1...J¯g
.
Here hˆνp = hˆ(x(ηνp)), aˆi = hˆ(x(αi)), etc. To simplify the expressions we also used
the element Qνµ ∈ G⊗m+2g ,
Qνµ = R
′
ν(ν+1) . . . R
′
νµRνµ(R
′
ν(µ−1))
−1 . . . (R′ν(ν+1))
−1 ∈ G⊗m .
and C[KK¯|0]c ≡ (R′)KK¯C[KK¯|0]∗
dK
vK
.
Fig. 3,4 give a graphical presentation of the result.
✓
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✑
✏. . .
p ν
❞ ❞
Fig. 3: Pictorial presentation of
Lemma 6. The picture contains m
+ 2g strands, one for every punc-
ture and two for every handle. It
shows the action of ηνp, 1 ≤ ν ≤
m, ν ≤ p ≤ m+2g on states. Over-
and undercrossings correspond to
factors R,R−1 and the open cir-
cle on a line s means multiplication
with v−1Kσ .
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Fig. 4: Pictorial presentation of the action of aˆi, . . . , eˆi on states. Pairs of
strands correspond to the g handles of the surface and describe a map on ℜ.
As usual, over- and undercrossings have to be interpreted as factors R,R−1
and open (closed) circles in a line stay for a factor v−1 (v). Maxima and
minima mean insertion of normalized Clebsch-Gordon maps C[I¯I |0] and
their conjugates.
Proof of the Lemma: The simplest case is the action of ηˆνp for p ≤ m. For
notational reasons we give the proof only in the example ν = 1, p = 3. The general
case can be treated with the same ideas. With the definition (9.4) of hˆ13 and the
formulas in Theorem (15) for the representation on monodromiesM I1 andM
I
3 one
finds
D{Kρ}(hˆ13)
=
∑
N θ−1dIvItr
I
q
[
(R′12R
′
13R
′
14R14(R
′
13)
−1R12)
IK1K2K3
]
=
∑
N θ−1dIvItr
I
q
[
(R′12R
−1
34 R
′
14R14R34R12)
IK1K2K3
]
=
∑
N θ−1dIvItr
I
q
[
(R−134 [(id⊗ id⊗∆)(R
′
13R13)]1324R34)
IK1K2K3
]
.
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For the equalities we used quasitriangularity of R several times and the subscript
1324 means that the second and third component of the expression in brackets are
exchanged. Now let us recall that
∑
N θ−1dIvI tr
I
q((R
′R)I) = v−1 so that
D{Kρ}(hˆ13) =
[
(R−134 [(id⊗ id⊗∆)(e ⊗ e⊗ v
−1)]1324R34)
IK1K2K3
]
= v−1K1v
−1
K3
(R−134 R
′
24R24R34)
IK1K2K3
= v−1K1v
−1
K3
(R′23R
′
24R24(R
′
23)
−1)IK1K2K3 .
We inserted the formula (3.3) for the action of ∆ on the ribbon element v and em-
ployed the Yang Baxter equation. The last formula coincides with the statement
in the Lemma.
To compute the action of the hˆνp, p > m, on states we use a map from the
representation space ℜ of the AB- algebra T to the space
⊕
J V
J ⊗V J¯ described
by
wJ ≡ κ−3J C[JJ¯ |0](R
′)JJ¯aJRJJ¯ ∈ V J ⊗ V J¯ (9.8)
for every aJ ∈ End(V J) ⊂ ℜ. It is easy to check that the monodromies BI and
(AI)−1(BI)−1AI act on wJ according to
π(BI)wJ = wJκ−1I (R
′
12R
′
13R13(R
′
12)
−1)IJJ¯ ,
π((AI)−1(BI)−1AI)wJ = wJκ−1I (R
′
12R12)
IJJ¯ .
These formulas should be compared with the expressions in Theorem 15 for the
representation of monodromies M Iν . The result can easily be generalized to the
case of g handles. We find that the monodromies M I(lp), p > m, act on the
summands in
⊕
{Ji}
ℑ(K1, . . . ,Km)⊗ V J1 ⊗ V J¯1 ⊗ . . .⊗ V Jg ⊗ V J¯g according to
(κI)
−1(KpR
′
1(p+1)R1(p+1)K
−1
p ⊗ e
(m−ν))IK1...KmJ1J¯1...JgJ¯g
for all p ≤ m+2g. The notations were introduced in a remark after Theorem 15.
With this result, the evaluation of hˆνp on states is reduced to the previous case
where p ≤ m.
The evaluation of aˆi, dˆi, eˆi is equally simple since the curves x(αi), x(δi), x(ǫi)
are at most products of elements lp, 1 ≤ p ≤ 2m+g. Details of the straightforward
computation are left as an exercise. Only bˆi requires some new calculation. Since
x(βi) = ai we need to know how hˆ(ai) acts on states. Let us give the answer for
the handle algebra, i.e. g = 1 and bˆ = hˆ(a) = hˆ(a1). When w
J is defined as in
eq. (9.8) a direct calculation establishes
π(bˆ)wJ = θ−1
∑
K
NdKvKvJw
KC[JJ¯ |0](R′)JK(R′)K¯J¯C[KK¯|0]c .
The generalization of this formula to g handles is obvious. This concludes the
proof of the Lemma.
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Proof of Theorem 29: Let us recall how to obtain the Reshetikhin Turaev
representation of the mapping class group. First one presents elements in the
mapping class group by tangle diagrams. For our generating set of Dehn twists
ηνp, αi, βi, δi, ǫi the corresponding diagrams can be found e.g. in [35]. Then the
elements in the diagram are represented by objects associated with a Hopf algebra
G in the usual way (cp. also figure captions for Figure 3,4). This provides us with
a set of maps between representation spaces of G, one for each elements in the
mapping class group.
The formulas for the action of hˆνp, aˆi, bˆi, dˆi, eˆi on states of the Chern Simons
theory were described by the pictures in Figure 3,4. These pictures agree with
the tangle diagrams which present the corresponding elements ηνp, αi, βi, δi, ǫi in
the pure mapping class group. In fact, only the picture for eˆi in Fig. 4 differs
from the generators of the tangle algebra used in [35]. However the two pictures
are equivalent up to a Kirby move [29]. Because the representation constructed
above is projective, application of Kirby moves might change the result by a
phase. More precisely, whenever a manipulation with tangle diagrams involves an
O1 move (i.e. creation or annihilation of a closed circle
❣) we have to encounter
a factor θ±1. The O2 move is respected by the representation and hence does not
produce additional factors. Any manipulation that leads from our picture for eˆi
to the corresponding diagram used by Matveev and Polyak involves one O1 move
and thus gives rise to a factor θ. This concludes the proof of the theorem.
For the torus, the representation space ℜ can be identified with the quantum
symmetry algebra G itself. Our representation π of the mapping class group on ℜ
may then be compared with formulas of Lyubashenko [32], Majid [34] and Kerler
[28] for the action of mapping class groups on Hopf algebras.
10 Comments
10.1 Truncation
All the theory developed above was valid under the assumption that the symmetry
algebras G is semisimple. It is well known that this requirement is not satisfied for
the quantum group algebras Uq(G) when q is a root of unity. To treat this impor-
tant case we proposed (cp. [2]) to use the semisimple truncation of Uq(G), q
p = 1,
which has been constructed in [33]. In this truncation, semisimplicity is gained
in exchange for co-associativity, i.e. the truncated UTq (G) of [33] are only quasi–
co-associative. In addition, the co-product ∆ of these truncated structures is not
unit preserving (i.e. ∆(e) 6= e ⊗ e). This leads to a generalization of Drinfeld’s
axioms [15] and the corresponding algebraic structures were called “weak quasi-
Hopf-algebra” in [33].
Our discussions in [2] and especially in [3] provide all background information
needed in dealing with nontrivial reassociators ϕ, i.e. if the co-product of G is
not co-associative. Using the “substitution rules” from [3], the above discussion
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generalizes to the quasi-Hopf case without any difficulties. Let us just recall
that all graph algebras become quasi-associative and only algebras Ag,m and the
moduli algebras stay associative. On the other hand, the effect of the truncation
∆(e) 6= e ⊗ e is much more subtle and we would like to clarify this with the
following discussion. At some points throughout this paper we explicitly used the
equation δIδJ =
∑
N IJK δK for the dimensions δI of the irreducible representations
τI . This fails to hold in the presence of truncation and we have to encounter the
inequality δIδJ ≥
∑
N IJK δK instead.
A first effect of such truncations is that they reduce the number of linear
independent matrix elements in the quantum monodromies M Iν , A
I
i , etc. beyond
the value of δ2I . In fact one may derive the following relations
τI(S(e1σ))M
I(C)τI(e2σ) =M
I(C) with ∆(e) =
∑
e1σ ⊗ e
2
σ .
Here M I(C) is defined as in eq. (9.1) and may in particular be equal to AIi , B
I
i
or M Iν . Let us shortly sketch the proof under the simplifying assumption that ∆
is co-associative. Since the element e ∈ G is supposed to be the identity in the
graph algebras, we know that M I(C) = eM I(C). From the covariance properties
of monodromies one concludes
M I(C) = τI(S(e11στ ))M
I(C)τI(e12στ )e
2
σ .
This formula is used twice in the following calculation
τI(S(e1ρ))M
I(C)τI(e2ρ)
= τI(S(e1ρ))τ
I(S(e11στ ))M
I(C)τI(e12στ )τ
I(e2ρ)e
2
σ
= τI(S(e11στ ))M
I(C)τI(e12στ )e
2
σ =M
(C) .
The second step simply follows from ∆(e)∆(ξ) = ∆(eξ) = ∆(ξ). We conclude
that M I(C) contains only N II¯K δK ≤ δ
2
I linear independent components. The total
dimension of the algebra L(M(C)) generated by matrix components of M I(C) is
then
∑
I,K N
II¯
K δK .
With respect to Lemma 1, this remark shows that we cannot expect all linear
maps in End(V J) to appear in the image of quantum monodromies under the
representations DJ . However, a careful reexamination of the proof shows that
the faithfulness of the representation theory is still guaranteed. Indeed the same
proof allows us to find
∑
N II¯K δK linear independent representation matrices on a
space V I . The sum of these numbers over I coincides with the dimension of the
the (quasi-associative) loop algebra L (cp. preceding paragraph).
All the proofs we gave in the Section on the genus 0 case were designed so that
they only use the faithfulness. They now carry over to the truncated situation.
Let us emphasize that the irreducibility of representations is not completely lost.
We saw above counting arguments prevent the representations DI of the loop
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algebra L from being irreducible. The same holds true for the multi-loop case.
However, when we descent to moduli algebras, counting arguments allow to derive
irreducibility of the representation theory from the faithfulness much as this was
done in Section 6.3. So the general rule is that irreducibility statements fail on
the level of graph algebras but hold again on the level of moduli algebras.
There is a similar story about handle algebras. We continue to generate the
representation space ℜ from a ground state |0〉 by application of the “creation
operators” AI . From our discussion above, the resulting space has the same
dimension as the loop algebra L(A) associated with monodromies AI , i.e. we find
dim(ℜ) =
∑
I,K N
II¯
K δK . In particular, the space ℜ is no longer isomorphic to⊕
I V
I ⊗ V I¯ . We may, however, write ℜ ∼=
⊕
(V I ⊗ V I¯)′ where (V I ⊗ V I¯)′ is the
subspace of V I ⊗ V I¯ on which D(e)II¯ acts as identity. Our proof at the end of
Subsection 7.3 shows that the representations π of the handle algebra T is still
irreducible. In fact, the projectors χIB now project to the
∑
K N
II¯
K δK-dimensional
subspace (V I ⊗ V I¯)′ of ℜ. Monodromies BJ and (AJ )−1(BJ )−1AJ give rise
to (
∑
K N
II¯
K δK)
2 linear independent maps on (V I ⊗ V I¯)′. So we obtain a full
matrix algebra over this subspace. Irreducibility of π is then obtained as before.
Faithfulness of the representation follows from irreducibility by the usual counting
of dimensions. From this point on, the rest of the discussion – in particular the
representation theory at higher genera – is straightforward.
These remarks suffice to generalize the above theory to weak quasi Hopf al-
gebras and hence to open the way for its application to interesting symmetry
algebras associated with Uq(G), q
p = 1.
10.2 Open problems
In this paper we essentially completed the program of operator quantization of
the Chern-Simons theory. We have defined the algebra of observables equipped
with the ∗-operation and the positive integration functional and developed its
representation theory. It is shown that the list of irreducible unitary represen-
tations matches with the Hilbert spaces produced by Geometric Quantization of
the moduli space of flat connections.
Let us mention here several open problems related to the framework of Com-
binatorial Quantization.
We mentioned in Section 4 that for generic values of q the moduli algebra
M
{Iν}
g,m is isomorphic (as a linear space) to the classical algebra of analytic functions
on the moduli space of flat connections. Eventually, these spaces may be identified
in many ways. However, we can restrict the choice by the following condition. Pick
up some circle x on the surface. Corresponding to this circle one can construct
(see Section 9) a set of elements cI(x) ∈M
{Iν}
g,m via
cI(x) = κI trqM
I(x). (10.1)
The representations of the quantum symmetry algebra for generic q being in one
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to one correspondence with the representation of the group G, one can construct
classical counterparts of elements (10.1):
cI0(x) = trM
I(x). (10.2)
These are already commuting analytic functions on the moduli space.
So, one wishes to construct the map Q which maps classical functions into the
elements of the moduli algebra so that
Q(cI0(x)) = c
I(x) (10.3)
for every x and I. It is not a priori clear that such a map exists. At least we wish
to preserve (10.3) for sufficiently many cycles on the surface.
Another conceptual problem related to the quantized moduli space is the issue
of a differential calculus. The classical moduli space has a rich cohomology theory
[44], [25]. From this perspective it would be interesting to define the correspond-
ing cohomology problem for quantized moduli spaces. One can hope that the
differential calculi on the quantum groups may provide a good starting point.
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