A Convex Approach to Data-driven Optimal Control via Perron-Frobenius
  and Koopman Operators by Huang, Bowen & Vaidya, Umesh
1A Convex Approach to Data-driven Optimal Control
via Perron-Frobenius and Koopman Operators
Bowen Huang, Umesh Vaidya
Abstract—The paper is about the data-driven computation
of optimal control for a class of control affine deterministic
nonlinear system. We assume that the control dynamical system
model is not available, and the only information about the system
dynamics is available in the form of time-series data. We provide
a convex formulation for the optimal control problem of the
nonlinear system. The convex formulation relies on the duality
result in the stability theory of a dynamical system involving
density function and Perron-Frobenius operator. The optimal
control problem is formulated as an infinite-dimensional convex
optimization program. The finite-dimensional approximation of
the optimization problem relies on the recent advances made in
the data-driven computation of the Koopman operator, which
is dual to the Perron-Frobenius operator. Simulation results
are presented to demonstrate the application of the developed
framework.
Index Terms—Data-driven control, Convex optimization, Lin-
ear operator approach.
I. INTRODUCTION
The data-driven control of the dynamical system is a
problem that has attracted tremendous interest from various
research communities. The interest is partly due to easy
access to the data and increased complexity of engineered
systems where analytical models are challenging to obtain or
unknown. The optimal control problem (OCP) is particularly
difficult when the underlying system dynamics is nonlinear
even for the case where the underlying system models are
known. The solution to the OCP involves solving an infinite-
dimensional nonlinear partial differential equation, namely
Hamilton Jacobi Bellman (HJB) equation. The HJB equation
is also at the heart of the variety of reinforcement learning
(RL) algorithm, one of the popular approaches for solving
data-driven OCP [1]. The nonlinear and infinite-dimensional
nature of the HJB equation makes the OCP challenging. There
have been increased research efforts towards the extension
of systematic model-based methods for controlling linear and
nonlinear systems to a data-driven setting.
Progress is made for a class of linearly solvable OCP using
alternate Kullback-Leibler (KL) based formulation of OCP for
stochastic dynamical system and path integral-based numerical
scheme [2]–[5]. In this paper, we provide a convex approach
for the data-driven optimal control for a class of control affine
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deterministic nonlinear system using a linear operator theoretic
framework involving Perron-Frobenius (P-F) and Koopman
operators. For designing the data-driven optimal control, it is
assumed that the analytical model of the system dynamics
is not known, and the only information about the system
dynamics is available in the form of time-series data from
single or multiple trajectories. In particular, we assume that
data can be collected from the control dynamical system for
zero input and unit step input.
The linear P-F and Koopman operators are used to lift
nonlinear dynamics from state space to linear, albeit infinite-
dimensional, dynamics in the space of functions. More re-
cently, the data-driven approach for the approximation of
Koopman operator has attracted a lot of attention for the anal-
ysis of nonlinear systems with applications to power systems
[6], [7], fluid dynamics [8], and robotics system [9]. There
have also been efforts for the use of Koopman operator for
control [10]–[16]. However, unlike an autonomous dynamical
system, lifting of control affine nonlinear system leads to
a bilinear control system, which is hard to control. On the
other hand, the application of linear P-F operator for nonlinear
control was proposed in [17], [18]. The P-F based control
makes use of duality in the stability theory result discovered
in [19] and later generalize using linear operator theoretic
framework in [20], [21]. At the heart of the P-F control result
is the convexity property enjoyed in the co-design problem
of jointly finding the dual stability certificate in the form of
density function or Lyapunov measure and the controller [17],
[22]. This convexity property is exploited for the design of
data-driven stabilization control in [23]. The proposed convex
formulation for the OCP also draws some parallel with the dual
formulation involving occupation measure for the OCP [24]–
[26]. The detailed comparison between these two approaches
is beyond the scope of this paper.
In this paper, we discover a systematic framework based on
the linear operator theory for the data-driven optimal control
of a class of control affine deterministic nonlinear systems.
The computation framework itself exploits the recent advances
in the data-driven approximation of the Koopman operator
and the duality between Koopman and P-F operator for the
finite-dimensional approximation of the P-F operator and its
generator. In particular, the computational framework makes
use of the Naturally Structured Dynamic Mode Decomposition
(NSDMD) [27] algorithm for the approximation preserving
positivity and Markov properties of the linear operators. Time-
series data from single or multiple trajectories corresponding
to a system with zero input and unit step input are used in
the training process for the approximation. The theoretical
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2framework relies on the P-F operator and the density-based
formulation of the OCP in the dual density space. In the
density-based approach, the nonlinear control system is lifted
using a P-F operator. The P-F lifting is instrumental in the
convex formulation of the OCP in the dual space. There are
two main contributions of this paper. First, it provides convex
formulation to the OCP in the dual density space. The second
main contribution is in providing a computational framework
for the data-driven approximation of optimal control using
linear P-F and Koopman operators.
The paper is organized as follows. In Section II, we present
some preliminaries on the linear operator theory and NSDMD
algorithm for the finite-dimensional approximation of the
Koopman and P-F operators. The main results on the formu-
lation of the convex optimization problem for optimal control
are presented in Section III. The computational framework for
the finite-dimensional approximation of the OCP is presented
in Section IV. Simulation results are presented in Section V
followed by remark and conclusion in Section VI.
II. PRELIMINARIES AND NOTATIONS
In this section, we discuss some preliminaries and introduce
some notations, which are used in deriving the main results
on data-driven optimal control. Consider a dynamical system
x˙ = f(x), x ∈ X ⊆ Rn. (1)
We denote by st(x) the solution of the system (1) and N be
the neighborhood of the equilibrium point at the origin. Let
M(X) be the space of measure supported on X, F be the
space of scalar valued functions from X→ R, and L1(X) the
space of integrable functions on X and L∞(X) be the space
of all bounded functions on X. The inner product between
functions will be denoted by 〈ϕ,ψ〉X :=
∫
X
ϕ(x)ψ(x)dx.
Definition 1 (Equivalent Measures). Two measures µ1 and µ2
are said to be equivalent i.e., µ1 ≈ µ2 provided µ1(B) = 0 if
and only if µ2(B) = 0 for all set B ⊂ X.
A. Perron-Frobenius and Koopman Operator
One can associate two linear operators with (1) namely
Perron-Frobenius and Koopman operators. These two oper-
ators lift the nonlinear dynamics from the finite dimensional
state space to the infinite dimensional space of functions.
Definition 2 (Koopman Operator). Ut : L∞(X) → L∞(X)
is defined as
[Utϕ](x) = ϕ(st(x)) (2)
Definition 3 (Perron-Frobenius Operator). Pt : L1(X) →
L1(X) is defined as
[Ptψ](x) = ψ(s−t(x))
∣∣∣∣∂s−t(x)∂x
∣∣∣∣ (3)
where | · | stands for determinant.
These two operators are dual to each other and the duality
is expressed as∫
Rn
[Utϕ](x)ψ(x)dx =
∫
Rn
[Ptψ](x)ϕ(x)dx (4)
The generator for the P-F operator is defined as
lim
t→0
(Pt − I)ψ
t
= −∇ · (f(x)ψ(x)) =: Pfψ (5)
The generator for the Koopman operator is given by
lim
t→0
(Ut − I)ϕ
t
= f(x) · ∇ϕ(x) =: Kfϕ (6)
Property 1. These two operators enjoy positivity and Markov
properties which are used in the approximation.
1) Positivity: The P-F and Koopman operators are positive
operators i.e., for any 0 ≤ ϕ(x) ∈ F and 0 ≤ ψ(x) ∈
F , we have
[Ptψ](x) ≥ 0, [Utϕ](x) ≥ 0, ∀t ≥ 0 (7)
2) Markov Property: The P-F operator satisfies Markov
property i.e., ∫
X
[Ptψ](x)dx =
∫
X
ψ(x)dx (8)
B. Almost everywhere stability and Stabilization
The formulation for the OCP we present in the dual space
is intimately connected to density function and Lyapunov
measure introduced for verifying the almost everywhere notion
of stability defined below.
Definition 4. The equilibrium point at x = 0 is said to be
almost everywhere stable w.r.t. measure, µ, if
µ{x ∈ X : lim
t→∞ st(x) 6= 0} = 0
Following theorem from [19] provide condition for almost
eveywhere stability with respect to (w.r.t.) Lebesgue measure.
Theorem 2. Given the system x˙ = f(x), where f is continuous
differentiable and f(0) = 0, suppose there exists a nonnegative
ρ is continuous differentiable for x 6= 0 such that ρ(x)f(x)/|x|
is integrable on {x ∈ Rn : |x| ≥ 1} and
[∇ · (ρf)](x) > 0 for almost all x. (9)
Then, for almost all initial states x(0), the trajectory x(t)
tends to zero as t→∞.
The density ρ serves as a stability certificate and can be
viewed as a dual to the Lyapunov function [19]. Applying
Theorem 2 to control system, x˙ = f(x) + g(x)u, we arrive at
∇ · (ρ(f + gu)) > 0 for almost all x. (10)
The control synthesis problem becomes searching for a pair
(ρ,u) such that (10) holds. Even though (10) is again bilinear,
it becomes linear in terms of (ρ, ρu). Thus, the density func-
tion based method for control synthesis is a convex problem.
C. Data-Driven Approximation: Naturally Structured Dy-
namic Mode Decomposition
Naturally structured dynamic mode decomposition (NS-
DMD) is a modification of Extended Dynamic Mode Decom-
position (EDMD) algorithm [28], one of the popular algorithm
for Koopman approximation from data. The modifications
are introduced to incorporate the natural properties of these
3operators namely positivity and Markov. For the continuous-
time dynamical system (1), consider snapshots of data set
obtained as time-series data from single or multiple trajectories
X = [x1,x2, . . . ,xM ], Y = [y1,y2, . . . ,yM ] (11)
where xi ∈ X and yi ∈ X. The pair of data sets are assumed
to be two consecutive snapshots i.e., yi =
bs∆t(xi), where s∆t is solution of (1). Let Ψ =
[ψ1, . . . , ψN ]
> be the choice of basis functions. The popular
Extended Dynamic Mode Decomposition algorithm provides
the finite dimensional approximation of the Koopman operator
as the solution of the following least square problem.
min
K
‖ GK−A ‖F (12)
where
G =
1
M
M∑
m=1
Ψ(xm)Ψ(xm)
>,A =
1
M
M∑
m=1
Ψ(xm)Ψ(ym)
>(13)
with K,G,A ∈ RN×N , ‖ · ‖F stands for Frobenius norm.
The above least square problem admits an analytical solution
KEDMD = G
†A. (14)
In this paper, we work with Gaussian Radial basis function
(RBF) for the finite dimensional approximation of the linear
operators. Under the assumption that the basis functions are
positive, like the Gaussian RBF, the NSDMD algorithm pro-
pose following convex optimization problem for the approxi-
mation of the Koopman operator that preserves positivity and
Markov property in Property 1.
min
K
‖ GK−A ‖F (15)
s.t. [ΛKΛ−1]ij ≥ 0, ΛKΛ−11 = 1
where Λ =
∫
X
ΨΨ>dx is a constant matrix, 1 is a vector
of all ones, and G, A are as defined in Eq. (13). The first
and second constraints in (15) ensure that finite-dimensional
approximation preserves the positivity property and Markov
property respectively. The approximation for the P-F operator
and its generator is given by
P∆t ≈ Λ−1K>Λ =: P, PF ≈ P− I
∆t
=: M (16)
Since the basis function are assumed to be positive Gaussian,
the constant Λ matrix can be computed explicitly as
Λi,j = (
piσ2
2
)n/2e
−‖ci−cj‖2
2σ2 , i, j = 1, 2, . . . , N
III. CONVEX FORMULATION OF OPTIMAL CONTROL
PROBLEM
We consider optimal control problem for control affine
system of the form
x˙ = f(x) + g(x)u (17)
where, x ∈ X ⊂ Rn is the state, u ∈ Rp is the control input
and g(x) = (g1(x), . . . ,gp(x)) with gi ∈ Rn is the input
vector field. We make following assumption for (17).
Assumption 1. We assume that the system (17) has locally
stable equilibrium point at the origin when u = 0. We denote
by N the local domain of attraction of the stable equilibrium
point at the origin. Furthermore, the linearization of system
dynamics at the origin is assumed to be controllable i.e., pair
( ∂f∂x (0),g(0)) is controllable.
Remark 3. The assumption 1 is not restrictive. The local
stabilizing controller can be designed again using data if the
equilibrium point for the uncontrolled system is not stable
to begin with. In fact we outline a procedure for the design
of data-driven locally optimal control for all the simulation
examples, where the assumption is not satisfied.
We denote by X1 := X \N , where N is the neighborhood
of the origin (Definition 1). In the following, we assume that
the measure µ ∈ M(X) is equivalent to Lebesgue and that
there exists a density function 0 < h(x) ∈ L1(X) such that
dµ
dx = h(x). Consider the cost function of the form
J(µ) =
∫
X1
∫ ∞
0
q(x) + u>Ru dtdµ(x) (18)
The q : X→ R+ is a positive function such that q(0) = 0 and
R > 0 is positive definite. The objective is to minimize the
cost starting from all initial condition x ∈ X1 and weighted
by measure dµ. The reason for restricting the initial condition
to set X1 will be clarified later in Section III-A. We now make
following assumption on the optimal control.
Assumption 2. We assume that the optimal control input is
feedback i.e., u = k(x) and system (17) with feedback control
input is almost everywhere stable w.r.t. µ, (Definition 4).
We next prove a theorem, the proof of which can be derived
using results reported in [20], [21], however we prove it here
for the sake of completeness.
Lemma 1. If the feedback control system x˙ = f(x) +
g(x)k(x) =: fc(x) satisfies Assumption 2 then
lim
t→∞[P
c
th](x) = 0 (19)
where, h = dµdx and P
c
t is P-F operator for system x˙ = fc(x).
Proof. For any set B ⊂ X1, let Bt := {x ∈ X : st(x) ∈ B},
then
χBt(x) = χB(st(x)) = [UtχB ](x).
Furthermore,
0 = lim
t→∞χBt(x) = limt→∞χB(st(x)) = limt→∞[UtχB ](x)
for all point x such that st(x) → 0. Since the system is a.e.
stable w.r.t. measure dµ(x) = h(x)dx, we have
0 =
∫
X
lim
t→∞[UtχB ](x)h(x)dx =
∫
X
χB(x) lim
t→∞[Pth](x)dx.
The above is true for arbitrary set B ⊂ X1, hence we have
limt→∞[Pth](x) = 0.

Remark 4. The condition in Eq. (19) is also sufficient for
almost everywhere stability. However, to prove the main result,
4we only use necessity. In fact, the main result of this paper
on the convex formulation of the OCP can be proven without
Assumption 2. However, given the data-driven computational
focus of this paper, we will present the more technical results
with less restrictive assumptions in later publication.
With the assumed feedback form of the control input, the
OCP can be written as
min
k
∫
X1
[∫ ∞
0
q(x) + k(x)>Rk(x) dt
]
dµ(x)
s.t. x˙ = f(x) + g(x)k(x) (20)
We now state the main theorem on the convex formulation
of the OCP.
Theorem 5. Under the Assumption 2, the OCP (20) can be
written as following infinite dimensional convex optimization
problem
min
ρ≥0,ρ¯
∫
X1
q(x)ρ(x) +
ρ¯(x)>Rρ¯(x)
ρ
dx
s.t. ∇ · (fρ+ gρ¯) = h (21)
and the optimal feedback control input recovered from the
solution of the above linear program as
k(x) =
ρ¯(x)
ρ(x)
(22)
Proof. With the feedback control input the cost can be written
as
J(µ) =
∫
X1
∫ ∞
0
q(x(t)) + k(x(t))>Rk(x(t))dtdµ (23)
where x(t) is the solution of feedback control system
x˙ = f(x) + g(x)k(x) =: fc(x). (24)
Let Uct and Pct be the Koopman and P-F semigroup for the
feedback control system (24). The cost function can be written
in terms of the Koopman operator as
J(µ) =
∫
X1
∫ ∞
0
[Uct(q + k>Rk)](x) dtdµ (25)
=
∫ ∞
0
〈
Uct(q + k>Rk), h
〉
X1
dt (26)
where 〈·, ·〉X1 stands for inner product between functions and
we have used the fact that dµ = hdx. Using the duality
property between the P-F and Koopman operator, we obtain
J =
∫ ∞
0
〈
q + k>Rk,Pcth
〉
X1
dt =
〈
q + k>Rk, ρ
〉
X1
where we have exchanged the integral over time with integral
over space and defined
ρ(x) :=
∫ ∞
0
[Pcth](x)dt, x ∈ X1 (27)
It follows that ρ(x) is a solution to the following equation
∇ · (fc(x)ρ(x)) = h(x), x ∈ X1 (28)
Substituting (27) in (28), we obtain
∇ · (fc(x)ρ(x)) =
∫ ∞
0
∇ · (fc(x)[Pcth](x))dt
=
∫ ∞
0
− d
dt
[Pcth](x)dt = −[Pcth](x)
∣∣∣∞
t=0
= h(x) (29)
where we have used the infinitesimal generator property of
P-F operator Eq. (5) and the fact that limt→∞[Pcth](x) = 0
from Lemma 1. Furthermore, since h > 0, it follows that ρ > 0
from the positivity property of P-F semigroup Pct . The OCP
can then be written as
min
k,ρ≥0
∫
X1
(q(x) + k(x)>Rk(x))ρ(x)dx
s.t. ∇ · ((f + gk)ρ) = h. (30)
Using the fact that ρ > 0, we can write above problem as
min
ρ¯,ρ≥0
∫
X1
q(x)ρ(x) +
ρ¯>Rρ¯
ρ
dx
s.t. ∇ · (fρ+ gρ¯) = h (31)
where ρ¯(x) = k(x)ρ(x). Once we solve for ρ¯ and ρ, k can
be recovered as k(x) = ρ¯(x)ρ(x)

We next consider the optimization problem with L1 norm
on control input.
min
k
∫
X1
[∫ ∞
0
q(x) + β|k(x)| dt
]
dµ(x)
s.t. x˙ = f(x) + g(x)k(x) (32)
The solution to the above optimization problem can be
obtained by solving the following infinite-dimensional linear
program.
Theorem 6. Under the Assumption 2, the OCP (32) can be
written as following infinite dimensional linear optimization
problem
min
ρ≥0,ρ¯
∫
X1
q(x)ρ(x) + |ρ¯(x)|dx
s.t. ∇ · (fρ+ gρ¯) = h (33)
and the optimal feedback control input recovered from the
solution of the above linear program as k(x) = ρ¯(x)ρ(x) .
Proof. The proof of this theorem follows along the lines of
proof of Theorem 5. 
A. Local Optimal Controller
The density function ρ for the solution of optimization
problem satisfy
ρ(x) =
∫ ∞
0
[Pcth](x)dt
where Pct is the P-F operator for the closed-loop system
x˙ = f(x) + g(x)k(x) and hence ρ serves as an occupancy
measure i.e.,
∫
A
ρ(x)dx =
〈∫∞
0
[UtχA]dt, h
〉
signifies the
amount of time closed-loop system trajectories spend in the set
A with initial condition supported on measure µ. Because of
5this, ρ(x) has singularity at the equilibrium point stabilized
by the closed-loop system. Due to this singularity at the
origin, we need to exclude the small neighborhood around the
origin for the proper parameterization of the density function
ρ in the computation of optimal control. In particular, the
optimization problem (41) and (42) is solved excluding the
small neighborhood around the origin. To ensure optimality at
the origin, we design local optimal control based on the data-
driven identification of linear dynamics around the origin. The
data-driven procedure for local control is outlined in Section
IV-A.
B. Nonlinear Stabilization Using Density Function
The constraints in the optimization problem can be used for
the designing of stabilizing feedback controller. In particular,
almost everywhere stabilizing feedback controller, u = k(x),
for system x˙ = f(x) + g(x)u, can be obtained by solving
following linear inequalities for ρ and ρ¯
∇ · (fρ+ gρ¯) > 0. (34)
The stabilizing feedback controller can be recovered as k(x) =
ρ¯(x)
ρ(x) . On the other hand solving following equation
∇ · (fρ+ gρ¯) = h. (35)
for some positive function h leads to the design of almost
everywhere stabilizing feedback controller w.r.t. measure µ
with density function h i.e., dµ = h(x)dx.
IV. DATA DRIVEN APPROXIMATION OF OPTIMAL
CONTROL
For the data-driven computation of optimal control, we need
to provide finite dimensional approximation of the infinite
dimensional linear program (21) and (33). Towards this goal
we need the data-driven approximation of the generator cor-
responding to vector field f and g i.e., ∇ · (fρ) and ∇ · (gρ¯).
Assumption 3. We assume that the basis functions, ψk(x) for
k = 1, . . . , N are positive and let
Ψ(x) = [ψ1(x), . . . , ψN (x)]
>.
Remark 7. In this paper, we use Gaussian RBF to obtain all
the simulation results i.e., ψk(x) = exp
− ‖x−ck‖
σ2 . where ck is
the center of the kth Gaussian RBF.
Let K0 ∈ RN×N be the finite-dimensional approximation
of the Koopman operator corresponding to uncontrolled dy-
namical system x˙ = f(x). Similarly, let Kj for j = 1, . . . , p
be the Koopman operator for the system with unit step applied
to ith input with all other inputs zero i.e., u = ej and
x˙ = f(x) + g(x)ej . These Koopman operator are obtained
using NSDMD algorithm from section II-C with time series
data generated from the dynamical system with discretization
time-step of ∆t. Corresponding to these Koopman operator,
we can compute the P-F operator as
Pj = Λ
−1K>j Λ, j = 0, 1, . . . , p. (36)
The Λ matrix can be computed explicitly since the basis
functions are chosen to be Gaussian RBF, with entires Λi,j =
(piσ
2
2 )
n/2e
−‖ci−cj‖2
2σ2 , i, j = 1, 2, . . . , N . The approximation of
the P-F generator corresponding to the vector field f is
Pf ≈ 1
∆t
(P0 − I) =: M0 (37)
Using linearity property of the generator it follows that
Pgj = Pf+gj − Pf ≈
Pj −P0
∆t
= Mj , j = 1, . . . , p (38)
Let ρ(x), and ρ¯(x) be expressed in terms of the basis function
h(x) = Ψ>m, ρ(x) ≈ Ψ>v, ρ¯j(x) ≈ Ψ>wj , j = 1, . . . , p(39)
With the above approximation of the generators Pf and
Pgi and ρ, ρ¯ we can approximate the equality constraints in
the optimization problem (21) as finite dimensional equality
constraints.
−Ψ(x)>
M0v + p∑
j=1
Mjwj
 = Ψ(x)>m
We now proceed with the approximation of the cost function.∫
X1
q(x)ρ(x)dx ≈
∫
X
q(x)Ψ>dxv = d>v
where the vector d :=
∫
X
q(x)Ψdx can be pre-computed.
Remark 8. We now assume that the Gaussian radial basis
functions have essentially disjoint support. This will be true if
the centers for the Gaussian RBF are chosen such that their
centers are 3σ distance apart.
With this assumption we can approximate ρ¯jρ = Ψ
>wj
v ,
where we assume element-wise division, hence
ρ¯>Rρ¯
ρ
=
∑
i
∑
j
rijρ¯i
ρ¯j
ρ
≈
∑
i,j
rijw
>
i ΨΨ
>wj
v
where rij = rji.∫
X1
ρ¯>Rρ¯
ρ
dx ≈
∑
i,j
w>i Dij
wj
v
where, Dij =
∫
X1
rijΨΨ
>dx. We have the following ap-
proximation to the optimization problem (21)
min
Ψ>v≥0,wj
d>v +
∑
ij
rijw
>
i Dij
wj
v
(40)
s.t. −Ψ(x)>
M0v + p∑
j=1
Mjwj
 = Ψ(x)>m
Since the basis functions are assumed to be positive, (As-
sumption 3), the approximation for the ρ and ρ¯ in (39) can be
obtained by solving following finite-dimensional problem.
min
v≥0,wj
d>v +
∑
ij
rijw
>
i Dij
wj
v
s.t. −
M0v + p∑
j=1
Mjwj
 = m (41)
6The optimal control is then approximated as u = Ψ>(x)wv ,
where the division is element-wise. Similarly, the finite di-
mensional approximation of the OCP (33) corresponding to
L1 norm on control is given by
min
v≥0,wj
d>v + βc
p∑
j=1
|wj |
s.t. −
M0v + p∑
j=1
Mjwj
 = m (42)
where c =
∫
X1
ψi(x)dx =
∫
X1
ψj(x)dx is a positive constant.
A. Computation of Local Optimal Controller
For the computation of local optimal controller, we identify
local linearized dynamics from data. For the identification of
the linearized dynamics, we again use the same time series
data used in the approximation of the global P-F except that the
basis functions are chosen to be identity function i.e., Ψ(x) =
x and instead of using NSDMD algorithm we use EDMD
algorithm for the Koopman approximation. In particular, let A
and B = [b1, . . . ,bp] are the identified matrix, then following
(12)-(14)-(37)-(38), we have
A =
K>0 − I
∆t
, bj =
K>j −K>j
∆t
, j = 1, . . . , p (43)
where Kj for j = 0, 1, . . . , p are the Koopman approxi-
mation obtained using EDMD algorithm with Ψ(x) = x
basis function and for control input zero and unit step input
ej respectively. Once we have the above local approxima-
tion of the system matrices, the linear quadratic regulator
based local controller is obtained using MATLAB command
lqrd(A,B,Q,R). The existence of local optimal controller is
guaranteed based on Assumption 1. The detailed algorithm is
summarized in Algorithm 1.
V. SIMULATION RESULTS
All the simulation results in this paper are obtained using
Gaussian RBF. Following the rule of thumb are abided in the
selection of centers and σ parameters for the Gaussian RBF.
The centers of the RBF are chosen to be uniformly distributed
in the state space at distance d. The σ for the Gaussian RBF
is chosen such that d ≤ 3σ ≤ 1.5d. The number of basis
functions along each dimension is chosen to be 15 × 15 for
2D example and 8× 10× 10 for 3D examples.
A. Controlled Van der Pol oscillator
x˙1 = x2, x˙2 = (1− x21)x2 − x1 + u (44)
where x ∈ R2 and u ∈ R is the single input. For this example
we consider the OCP with quadratic cost on state, q(x) =
x>x and quadratic cost on control. The finite dimensional
optimization formulation in Eq. (41) is applied for the design
of optimal control.
For the approximation of P-F operator, we applied NSDMD
algorithm using one-step time-series data with 10000 initial
conditions, ∆t = 0.01 (i.e., 104 time-series data samples). In
this example, we are using 225 Gaussian radial basis functions
Algorithm 1: Data-Driven Optimal Control
Data: Generate open-loop time-series data {x0k}Mk=0,
and {xjk}Mk=0 with unit step for input
u = ej , j = 1, . . . , p in (17)
1 , Cost: State cost:q(x), Control Cost: R.
Result: u = k(x)
2 Phase I: PF Approximation
3 Choose N Gaussian Radial basis functions with
centers uniformly distributed in the domain and σ
chosen to satisfy d ≤ 3σ ≤ 1.5d
4 Let x0i be the data with zero input and x
j
i is data
with step input u = ej , i = 1 . . .M, j = 1 . . . p.
5 Obtain Gj and Aj matrices with equation (13).
6 Solving the NSDMD optimization in (15) for the
P-F approximation P0 = ΛK0Λ−1 and M0.
7 Repeat line 4 to 6 with j = 1, 2, . . . , p to get Pj
and Mj
8 end
9 Phase II: Convex Optimization
10 Pick ` = argmini=1,...,N‖ci − xd‖, where xd is the
desired equilibrium point.
11 Compute d =
∫
X
q(x)Ψ>dx and c = (piσ2)(n/2).
12 Remove the `th row and `th column from
Pj ,Mj and Λ to obtain P¯j , M¯j Λ¯ for
j = 1, . . . , p. Remove `th element from d.
13 Solve the convex problem (41) or (42) for
data-driven approximation of ρ, ρ¯, v,w.
14 Insert 0 as `th element such that v,w ∈ RN .
15 For the ith basis function, find the optimal
feedback weight kji =
wi
vi
, i 6= `, and kj` = 0,
j = 1, . . . , p.
16 end
17 Phase III: Local Stabilization Control
18 Use time series data from zero input {x0k}Mk=0 and
unit step input {xjk}Mk=0 for the identification of
local linear system dynamics.
19 Compute the local linear approximation (A,B) by
applying EDMD with Ψ(x) = x as basis function
using formula (43).
20 Obtain the LQR controller Klqr, using MATLAB
command lqrd(A,B,Q,R), where Q = ∂
2q(0)
∂x2 .
21 end
22 Feedback control u = k(x) = [k1(x), . . . , kp(x)]>,
where kj(x) =
{ ∑N
i=1 k
j
iψi(x), ‖x− c`‖ > 3σ
−Klqrx ‖x− c`‖ ≤ 3σ ,
j = 1, . . . , p.
as the basis functions Ψ(x), with the radius σ = 0.2, and the
centers of basis functions are distributed uniformly within the
range of [−2, 2]×[−3, 3]. In Fig. 1a and Fig. 1b we show the
successful simulation results for the comparison of the open
loop and closed trajectories starting from five different initial
conditions in the domain [−2, 2]× [−2, 2].
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Fig. 1: Van der Pol oscillator optimal control
B. Controlled Lorenz system
The control Lorenz system can be written as follows
x˙1 = σ(x2 − x1) (45)
x˙2 = x1(ρ− x3)− x2 + u
x˙3 = x1x2 − βx3.
where x ∈ R3 and u ∈ R is the single input. With the parame-
ter values ρ = 28, σ = 10, β = 83 , and control input u = 0 the
Lorenz system exhibits chaotic behavior. In this 3D example,
we generated the time-series data from 50000 random chosen
initial conditions from [−15, 15] × [−20, 20] × [0, 40] and
propagate each of them for one time step with sampling time
∆t = 0.01s. For this example, we consider optimal control
formulation given in Eq. (32) with state cost q(x) = x>x and
1-norm cost on control. The finite dimensional approximation
for this case is given in Eq. (42). We are using 800 Gaussian
radial basis functions Ψ(x), with σ = 2.5. To validate
the closed-loop control designed using the Algorithm 1, we
perform the closed-loop simulation with L1 norm control
cost in (32). In Fig. 2a and Fig. 2b, we show the open-loop
and closed-loop trajectories starting from five different initial
conditions and the closed-loop trajectories are converging to
the origin, The time trajectories in Fig. 2a show that all the
initial conditions can be stabilized to the origin within 3s with
a minimized control and state-dependent cost.
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Fig. 2: Lorenz system open-loop and closed-loop trajectories
C. 3D system with nonlinear g(x)
The other 3-D example we pick here [29] is with nonlinear
control matrix g(x). The control 3-D system can be written
as follows
x˙1 = −x1 +
(
2 + x23
1 + x23
)
u, x˙2 = x3, x˙3 = x1x3 + u.(46)
where x ∈ R3 and u ∈ R is the single input, and g(x) =
[
2+x23
1+x23
, 0, 1]> is nonlinear control matrix for u. In the 3-D
nonlinear control example, we generated the time-series data
from 50000 random chosen initial conditions from [−5, 5] ×
[−5, 5] × [−5, 5] and propagate each of them for 1 time step
with sampling time ∆t = 0.01s.
The objective of this example is stabilization. We are using
800 Gaussian radial basis functions as the basis functions
Ψ(x), with σ = 0.5, and the centers of basis functions are
distributed uniformly within the range of [−5, 5]× [−5, 5]×
[−5, 5]. In this example, we will apply the stabilization con-
troller design, i.e., solving the convex optimization problem
8as a feasibility problem. For the validation of the closed-
loop stabilization control designed using the Algorithm 1, we
perform the closed-loop simulation with five randomly chosen
initial conditions in the domain [−5, 5]×[−5, 5]×[−2.5, 2.5].
In Fig. 3a and Fig. 3b, we show both the open-loop and
the closed-loop trajectories starting from five different initial
conditions and all the controlled trajectories are converging to
the origin while the uncontrolled trajectories go to infinity. The
time trajectories in Fig. 3a shows that all the initial conditions
can be stabilized to the origin within 10s successfully.
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Fig. 3: 3-D nonlinear control system closed-loop trajectories
VI. CONCLUSION
In this paper, we have provided a convex optimization-
based formulation for the optimal control problem in the dual
density space. We provided a data-driven approach based on
the approximation of the P-F and Koopman operator for the
finite-dimensional approximation of the convex optimization
problem for optimal control design. Future research efforts
will focus on the development of a computationally efficient
numerical scheme and the choice of appropriate basis function
for the implementation of the developed algorithm to a large
dimensional system.
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