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ORDER ONE DIFFERENTIAL EQUATIONS ON NONISOTRIVIAL ALGEBRAIC
CURVES
JAMES FREITAG, TAYLOR DUPUY, AARON ROYER
ABSTRACT. In this paper we provide new examples of geometrically trivial strongly mini-
mal differential algebraic varieties living on nonisotrivial curves over differentially closed
fields of characteristic zero. These are systems whose solutions only have binary algebraic
relations between them. Our technique involves developing a theory of τ-forms, and build-
ing connections to deformation theory. This builds on previous work of Buium and Rosen.
In our development, we answer several open questions posed by Rosen and Hrushovski-
Itai.
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1. INTRODUCTION
The present paper is about a central topic in the theory of algebraic differential equa-
tions: the classification of algebraic relations between solutions of (ordinary) differential
equations. This problem has a long and remarkably deep interaction with model theory,
and our paper builds on this program.
Roughly speaking, our paper gives a concrete criterion, which we demonstrate through
examples, for proving that there are “very few algebraic relations” between solutions of
an order one differential equation, solving several problems of Rosen [Ros07b] (one of
which is also described in [HI03]).
In what follows, we will describe the model theoretic developments which underpin
our paper and make the notion of “very few algebraic relations” precise. For the readers
already familiar with the model theory of differential fields, we give a method of testing
whether a diffferential variety 1 living on an algebraic curve is geometrically trivial.2
Throughout this paper, K denotes a differential field of characteristic zero, and δ de-
notes the derivation. For a set of elements S in a differential field K̂ containing K, we let
K〈S〉 denote the differential field generated by S over K. If X is an irreducible differential
algebraic variety we will let K〈X〉 denote its field of differential functions.
The central object of study in this paper are strongly minimal differential systems (the-
ses are the analogs of curves in algebraic geometry).
Definition 1.1. A differential variety is strongly minimal if adding any additional equa-
tion to the system either yields the original solution set or a system with only finitely
many solutions.
In general, it seems to be a difficult to tell whether a given higher order system of differ-
ential equations gives a strongly minimal differential variety, but it is easy to test whether
an order one differential equation has a strongly minimal solution set; in particular, order
one differential varieties which live on irreducible algebraic curves are strongly minimal
(see Section 4 for precise terminology). Understanding and classifying the strongly mini-
mal differential algebraic varieties is a central question in differential algebraic geometry
and the model theory of differential fields. Though the condition of strong minimality
seems quite restrictive, the geometry of differential varieties of this form is quite rich and
has garnered a huge amount of interest for several reasons which we describe.
Perhaps the first significant appearance of strongly minimal differential varieties were
in the simultaneous papers [She73, Ros74, Kol74] which all proved the nonminimality
1By a differential variety, we mean the zero set of some finite collection of algebraic differential
equations.
2For readers familiar with the papers of [Ume90] and [CW15], these differential algebraic varieties we
construct are irreducible in the sense of the Japanese school, and hence their solutions give rise to new
special functions which are not ”classical”.
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of differential closure of Q. 3 Each of these papers did so by exhibiting a so-called ge-
ometrically disintegrated strongly minimal differential variety defined over Q (this no-
tion is explained in Section 5).4 Later, the geometry of strongly minimal differential vari-
eties played an important role in various number theoretic and diophantine applications
[FS14, Hru96, NP11].
Definition 1.2. A strongly minimal variety X defined by a system of differential equations
over K0 is geometrically trivial if for all differential field extensions K/K0 and all finite
sets S ⊂ X(K̂)
X(K〈S〉alg) = ⋃
s∈S
X(K〈s〉alg).
The condition of geometric triviality can be stated another way: if S ⊂ X(K̂) is a finite
set, K/K0 a differential extension, and
trdeg(K〈S〉/K) < #S =⇒ ∃s1, s2 ∈ S such that trdeg(K〈s1, s2〉/K) < 2.
Inductively one sees this is the same as binary algebraic relations between pairs of solu-
tions accounting for all algebraic relations between collections of solutions.
The closure relation
aclX : P(X(K̂)) → P(X(K̂))
S 7→ aclX(S) := X(K〈S〉alg)
on the strongly minimal variety X satisfies the abstract axioms of a matroid (model the-
orists often call these structures pregeometries) and helps us understand the structure of
strongly minimal sets.
For instance, when the set Y is given by the constants, that is
Y(K) = Kδ := {x ∈ K : x′ = 0},
the same closure operation aclY : S 7→ X(K〈S〉alg) has has a different behavior since the
constants are not geometrically trivial. We have Y(K〈S〉alg) = Kδ〈S〉alg so the algebraic
closure is simply algebraic closure in the field theoretic sense, and it is far from the case
that all algebraic relations between new constants S ⊂ X(K′) = (K′)δ of some differential
field extension K′/K occur as relations between pairs.
The above definitions can be adapted to the general model theoretic context for strongly
minimal sets definable in arbitrary structures. In the late 1980’s a Zilber made a sweep-
ing conjecture (in the general model theoretic context) regarding the matriods given by
strongly minimal sets, which came to be known as the Zilber trichotomy. Roughly, the
conjecture stated that every for every strongly minimal set X,
3We recall that a differential field (K̂, δ) is differentially closed if and only if for every u, v ∈ K{y}
with ordδ(v) < ordδ(u) there is a solution of y ∈ K̂ of u = 0 which is not a solution of v = 0. One
then defines a differential closure of a differential field K to be a field extension K̂/K which is differentially
closed and which can be embedded in any differentially closed extension of K. The differential closure of a
differential field is unique up to isomorphism. The differential closure K̂ of K is calledminimal if there is no
(differential) K-isomorphism of K̂ with a proper subfield of itself. It had been a conjecture of Sacks [Sac72]
that the differential closure of Q¯ was minimal, but [She73, Ros74, Kol74] show this is not true, in contrast
to the case of fields with algebraic closure.
4For example [Ros74] showed that y′ = y3 − y2 was geometrically disintegrated.
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• X is closely related to an algebraically closed field.
• X is closely related to a strongly minimal group.
• X is geometrically trivial.
The conjecture was refuted in general [Hru93], but in an unpublished, but influential
manuscript Hrushovski and Solovic proved a strong version of the trichotomy theorem
in the context ordinary differential varieties.
The important relation for the statement of the theorem is relation of nonorthgonality.
We say X and Y are nonorthogonal if there exists some differential algebraic variety Z
Z
f
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X Y
for which f and g are generically finite (a map h : V →W of differential algebraic varieties
is generically finite provided K〈V〉/K〈W〉 is a finite extension of fields.) 5 If two varieties
are not nonorthogonal then we say they are orthogonal. We remark that the order of a
strongly minimal system is preserved by the relation of nonorthogonality.
Every strongly minimal differential variety, X, is of one of the three types (see [Mar95,
Section 4] for an overview):
I: X is nonorthogonal to the constants; equivalently, geometrically (=after some base
change), X admits a rational first integral. 6
II: X is nonorthogonal to a Manin kernel 7 of a simple Abelian variety which is non-
isotrivial. 8
III: X is geometrically trivial.
Systems of Type I can only occur as the zero set of an order one system (since generically
finite-to-finite correspondences preserve degree and the constants are order one). Systems
of Type II and Type III are orthogonal to the constants. Systems of Type II must be given
by equations of order at least two (since nonorthogonality preserves order and Manin
kernels of simple nonisotrivial abelian varieties are order two by [Bui93, Theorem (0.2)].)
The unpublished result of Hrushovski and Sokolovic gives a remarkably complete clas-
sification of differential varieties of Types I and II [NP11, for a complete description of
the Hrushovski-Sokolovic classification]. No similar classification of geometrically trivial
5Those unfamiliar with these notions could view these are a sort-of generic Backlund equivalence in
the sense of [New85, page 135]. Algebraic geometers may wish to think of this as being generically non-
isogenous (in the sense of curves).
6 The field of rational first integrals is K〈X〉δ. We say X has a rational first integral over K if K〈X〉δ \Kδ 6=
∅. For the equivalence of these two notions see [Jao16, Theorem 2.3.4]. See Lemma 5.3 for the statement in
our application.
7Manin-Kernels are the Kolchin closure of the torsion points of an abelian variety. They were introduced
by [Man65] and are the kernel of differential algebraic homomorphisms to powers of the additive group.
They were studied in the differential algebraic context in [Bui93, Theorem (0.2)]. For results on relating
these object to diophantine geometry we refer the reader to [Maz00].
8Let K be a differential field. An algebraic variety X/K is isotrivial provided if there exists some X0/K
δ
and an isomorphism X⊗K Kalg ∼= X⊗Kδ Kalg. We warn that this notion differs slightly from its usual use in
deformation theory. See [Dup17, Introduction].
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strongly minimal varieties exists, and the study of this class of differential equations has
attracted significant attention in the last several years [NP11, FS14, FM16, Jao16]. The
present paper concentrates on this class of differential varieties with the further restric-
tion that the solution sets live on algebraic curves. We next describe our general approach
and results.
Hrushovski and Itai [HI03] initiated a geometric study of order one differential equa-
tions with constant coefficients. Every irreducible algebraic variety of finite absolute di-
mension is generically in finite-to-finite correspondence with an order one differential
variety (see e.g. [Hru93, Introduction]). Their approach begins with a simple observa-
tion. Let (K, δ) be a differential field and let V ⊂ K̂n be an algebraic variety defined over
the constants of K; then
{(~a, δ~a) |~a ∈ V(K)} ⊆ TV/K
where TV/K denotes tangent bundle of V.
Thus, one might think of differential equations with constant coefficients as specify-
ing algebraic relations between functions corresponding to the coordinates of the tangent
bundle of a variety; for reasons described in the introduction of [HI03], it is also natural
to work with differential forms in the dual of the tangent bundle. In [HI03], they take up
a detailed study of this approach in the case that V = C is an algebraic curve, where they
study pairs (C,ω) where C is an algebraic curve and ω is a differential form. There is a
natural way to associate any order one differential equation with such a pair, and geo-
metric properties such pairs can be used to prove results about the differential equation.
This paper centers around generalizing the approach of [HI03] to the case of order one
differential equations whose coefficients are not necessarily constant.
When one studies order one differential equations with arbitrary coefficients, the situa-
tion is more complicated, and studying pairs (C,ω) does not suffice for reasons that will
be explained later in the paper. Rosen [Ros07b] worked to generalize the setup of [HI03]
by dropping the assumption that the equations have constant coefficients.9 For a variety
X/K with nonconstant coefficients, the sheaf of differential forms is no longer pertinent,
since the derivative of a point on a variety not defined over the constants no longer lies
in the tangent bundle TX/K, but rather a torsor of the tangent bundle τX, called a prolon-
gation or jet space. The associated cohomology class of the torsor in H1(X, TX/K) is the
Kodaira-Spencer class (reviewed in Section 2.2). A certain “dual” of the prolongation is
what [Ros07a] calls the sheaf of τ-forms, and the approach in [Ros07b] centered on study-
ing the properties of this sheaf in order to generalize the results of [HI03]. While neither
the sheaf ΩτX/K nor the torsor τX are new (see for example [Bui94b, BV96, Nog81, MD84]
where ΩτX/K is denoted EX) the explicit use of Ω
τ
X/K as an object “dual” to the torsor
seems to be new (the definition of “dual” in the sense we are using it here can be found
in Section 3.1). The sheaf ΩτX/K under consideration is defined for any algebraic variety
X/(K, δ) and is an extension of the sheaf of differentials ΩX/L by the structure sheaf OX:
0→ OX → ΩτX/K → Ω1X/K → 0.
9[Med07, Med10] established partial analogues of the results in the setting of difference fields (where the
full problem seems much harder); namely the definability of nonorthogonality was established for many
orthogonality classes of difference equations of the form σ(x) = f (x). Later work, [MS09, Theorem 7.6],
established the full characterization for difference equations of that particular form.
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Its class in Ext1OX(Ω
1
X/K ,OX) is, again, the Kodaira-Spencer class (here we use the isomor-
phism Ext1OX(Ω
1
X/K ,OX)
∼= H1(X, TX/K)).
The central thrust of [HI03] was to establish the existence of geometrically trivial strongly
minimal varieties living on curves of genus at least two over the constants using the em-
bedding of a curve into its Jacobian and the behavior of the differentials with respect to
this embedding. In particular for a curve C/K with Jacobian J one makes use of the nat-
ural isomorphisms H1(C,OC) ∼= H1(J,OJ) and H0(C,Ω1C/K) ∼= H0(J,Ω1J/K) to establish
existence of “essential” or “new forms” — forms on the curve that don’t come from pull-
backs frommorphisms of other curves. A similar situation exists in the setting of [Ros07b]
(see Theorem 5.7), however while [Ros07b] introduces some interesting objects it does not
establish the existence of any trivial strongly minimal varieties over curves not defined
over the constants. Our theory allows for this, which we demonstrate with several ex-
amples in Section 4. Here the main obstruction to producing such examples of strongly
minimal varieties seems to be due to the fact that the global geometry of τ-forms is more
complicated than the global geometry of usual differential forms. For instance, [Ros07b,
see the second sentence of the paragraph following Proposition 3.5] asked whether for a
curve C of genus at least two over K, with Jacobian J,
(1.1) H0(C,ΩτC/K)
∼= H0(J,ΩτJ/K).
Here ΩτX/K denotes the sheaf of τ forms on X for a variety X/K. The isomorphism (1.1)
is Theorem 6.1 of the present paper. To establish this result we make use of the functorial
properties of the construction X 7→ ΩτX/K and relate the global geometry of ΩτC/K to ΩτJ/K
using the language of derived categories.
1.1. Organization of the paper. In this paper, we solve two open problems of [Ros07b].
The first problem is the subject of Section 4: find geometrically trivial strongly minimal
varieties living on curves not necessarily defined over the constants. The problem is given
in [HI03, see the fourth paragraph of Section 2] and in more specific terms in [Ros07b,
last sentence of page 2]. We rework the basic theory of τ-forms varying the approach of
[Ros07b]. Using a mixture of our geometric results together with model theoretic tech-
niques and Matsuda’s theory of differential function fields, we then develop a concrete
criterion for the differential equation corresponding to a pair (C,ω) to be geometrically
trivial (Theorem 5.9). Our criterion is often checkable in the case of specific differential
equations, and as a demonstration, we also give several examples of new geometrically
trivial strongly minimal varieties 5.11 5.12.
In Section 6, we prove that the global sections of the sheaf of τ-forms on a curve of
genus 2 or higher are in bijective correspondence with the global sections of the sheaf of
τ-forms of its Jacobian:
H0(C,ΩτC)
∼= H0(J,ΩτJ ),
answering a question of [Ros07b]. Our proof uses the naturality of the Kodaira-Spencer
classes and properties of the Abel-Jacobi map, and is phrased in the language of derived
categories.
Finally, using results of Buium, we end by showing that smooth projective curves C/K
have the identity
h0(C,ΩτC/K) = 2g+ 1− a(Jac♯C),
6
here a(Jac♯C) is the absolute dimension of the Manin kernel of the Jacobian of the curve.
After this is established we discuss how existence of global section of ΩτC/K relate to de-
scent.
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2. BACKGROUND
In this paper, by an algebraic variety (or just variety) is an algebraic set over K, which
is always assumed to be a field of characteristic zero.10 When V is a variety andU ⊂ V is
open, we often view elements f ∈ O(U) as maps f : U → K.
2.1. The first jet space. Let (K, δ) be a differential field. For a variety X/K the first jet
space τX is a “twisted version” of the tangent space TX/K. It is a torsor for TX/K whose
local sections parametrize derivations on the structure sheaf prolonging the derivation δ
on K. We will now review its construction.
For affine schemes X = SpecK[x1, . . . , xn]/( f1, . . . , fe) we have
τX = SpecK[x1, . . . , xn, x˙1, . . . , x˙n]/( f1, . . . , fe, δ( f1), . . . , δ( fe))
where δ( fi) are expanded according to the rules
δ(a+ b) = δ(a) + δ(b)
δ(ab) = δ(a)b + aδ(b)
δ(c) = δ0(c)
these rules hold for a, b ∈ K[x1, . . . , xn, x˙1, . . . , x˙n]/( f1, . . . , fe) and c ∈ K. Here we used
the notation where x˙i = δ(xi). Note that there is a universal derivation
δuniv : K[x1, . . . , xn]/( f1, . . . , fe) → K[x1, . . . , xn, x˙1, . . . , x˙n]/( f1 , . . . , fe, δ( f1), . . . , δ( fe)),
which send an element h ∈ K[x1, . . . , xn]/( f1, . . . , fe) to its formal derivative.
For general schemes, one can check that this definition in the affine situation localizes
well and allows us to define jet spaces in general by gluing. For details on this construc-
tion we refer the reader to [Bui94a, Chapter 3].
The first jet space has the convenient property that order one differential equations
on X correspond to algebraic subvarieties in τX. If Σ ⊂ X is an order one differential
variety then there is a corresponding algebraic variety Σ[1] ⊂ τX (the variety cut out by
the symbols with the primes on it) and
Σ = Σ[1] ∩ exp1(X).
The map exp1 : X → τX is a non algebraic map which takes a points in the base, takes
the derivative of their coordinates and obtains points in the prolongation space. One can
10Usually K will also be a differential field, as we mention below.
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check that this construction is actually independent of coordinates. For details we refer
the reader to [Bui94b, Section 3.8] (here one uses the notation ∇1 in place of exp1).
Let X be a variety over a differential field (K, δ), and suppose δ1 and δ2 are deriva-
tions on the structure sheaf of X prolonging the derivation on K. One can see that their
difference is K-linear so that δ1 − δ2 ∈ TX/K(U). This makes τX a torsor under TX/K in
the category of schemes over X. The classifying element of H1(X, TX/K) for this torsor
is called the Kodaira-Spencer class (associated to the derivation on the base) which we
describe in the next section. For details on this we refer the [Bui94a, Proposition 2.8, page
65].
2.2. Review of Kodaira-Spencer classes. Let pi : Z → S be a morphism of schemes
and let ΩZ denote the cotangent sheaf (whose dual is TZ, the vector bundle representing
Der(Z) the sheaf of derivations on Z). Recall ([Sta17, Tag 01UM - Lemma 28.31.9]) the for
such a morphism we have the relative cotangent sequence
(2.1) pi∗ΩS → ΩZ → ΩZ/S → 0,
which defines the relative cotangent bundle ΩZ/S as the cokernel of the map
(2.2) cpi : pi
∗ΩS → ΩZ.
When pi is smooth the cotangent sequence (2.1) extends to the left by 0. For future refer-
ence we recall that the map (2.2) is defined by
(2.3) cpi : pi
∗dS(h) 7→ dS(pi#h)
for h a local section of OS [Sta17, Tag 01UNM - Lemma 28.31.8] (A morphism for relative
differentials is similarly defined and we denote it by cpi/S.)
We define the (full) Kodaira-Spencer class
(2.4) κpi ∈ Ext1OZ(Ω1Z/S,pi∗ΩS) ∼= H1(Z, TZ/S ⊗OZ pi∗ΩS)
to be the class associated to the extension (2.1) when pi is smooth. Sometimes we use the
notation κZ/S for κpi. The Kodaira-Spencer map
KSpi : TS → R1pi∗TZ/S
is the image of κZ/S under the natural map
(2.5) H1(Z, TZ/S ⊗OZ pi∗Ω1S) → HomOS(TS, R1pi∗TZ/S).
This map (2.5) uses two things: the projection formula ([Sta17, Tag 01E6])
R1pi∗(TZ/S ⊗OX pi∗Ω1S) ∼= R1pi∗TZ/S ⊗OS Ω1S,
and the third map appearing in the five term exact sequence
0→ H1(S,pi∗F) → H1(X,F) → H0(S, R1pi∗F) → H2(S,pi∗F) → H2(X,F)
associated to the Grothendieck spectral sequence for the composition ΓX = ΓS ◦ pi∗. Here
Γ(−) denotes taking global sections and F = TZ/S ⊗ pi∗Ω1S.
The Kodaira-Spencer map has the following description (which follows from a C˘ech
description of the connecting homomorphism in a long exact sequence). If U ⊂ S is
affine open and δ ∈ TS(U) is a derivation then KSpi(δ) ∈ H1(pi−1(U), Tpi−1(U)/U) is given
explictly as follows: For (Vi → U)i∈I a Zariski cover of pi−1(U) by affine opens and
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δi ∈ TX(Vi) lifts of δ ∈ TS(U) (which exist by considering the relative tangent sequence
on affine opens or using the infinitesimal lifting property) then δi − δj ∈ TX/S(Ui ∩Uj)
and hence define the cocycle (δi − δj)(i,j)∈I×I and hence
(2.6) KSpi(δ) := [δi − δj] ∈ H1(X, TX/S).
One can check (as usual in cohomological constructions) that this construction is inde-
pendent of the choices made.
The special case we consider is when S = Spec(K) for (K, δ) our base differential field.
Here we will have Z/K smooth and one may lift the derivation δ to derivations δi on
O(Vi) where (Vi → Z)i∈I is a Zariski open cover. The cohomology class KSZ/K(δ) :=
[δi − δj] ∈ H1(Z, TZ/K), exactly as in (2.6). This actually defines a map KSZ/K : Der(K) →
H1(Z, TZ/K).
We remark that if S is an integral scheme K = κ(S) = κ(η) is the function field of S
(here η denotes the generic point) then
(KSpi)η 7→ KSZK/K
Note that for every open set U ⊂ S we have η ∈ U and a commutative diagram
TS(U)
(KSpi)V
//

H1(pi−1(U), TZ/S)

Der(K)
KSZK/K
// H1(ZK, TZK)
where the vertical arrows are restriction maps. The restriction maps commute on the
various open sets commute and we get a commutative diagram:
TS,η
(KSpi)η
//

(R1pi∗TZ/S)η

Der(K)
KSZK/K
// H1(ZK , TZK)
.
(Here one just recalls that for a sheaf G on Z we have Gz = colimU G(U) where the colimit
(direct limit) varies over open sets U ∋ z).
Theorem 2.1 (Kodaira-Spencer Compatibility). Let piX : X → S and piY : Y → S be
morphisms of schemes. Let f : X → Y be a smooth morphism of S-schemes. We have
f ∗κY/S = d fκX/S ∈ H1(X, f ∗TY/S ⊗OX pi∗XΩS).
This formula is stated (but not proved) for example in [Fal99, Introduction].
The following proof makes use of derived categories. We refer the reader to [Ca˘l05]
for a quick exposition of derived categories. A treatment of triangulated categories can
be found in the Stacks Project as well [Sta17, Tag 05QK - Definition 13.3.2 Defines Tri-
angulated Categories] and Weibel [Wei95]. For our purposes, an important fact is that
given objects F and G in the (bounded) derived category Db(X) of coherent OX-modules
(which is a triangulated category by [Wei95, Corollary 10.4.3]) there is a natural isomor-
phism ([Mur06, Lemma 28])11
(2.7) HomDb(X)(F,G[1])
∼= Ext1X(F,G).
In the special case where we are given an extension of coherent sheaves
0 // G // E // F // 0.
there is an associated distinguished triangle in the derived category
G // E // F.
This triangle may be “rotated” to a new triangle ([Wei95, 11.1.2; T2])
E // F // G[1]
and the morphism F → G[1] corresponds to the class of the extension under the isomor-
phism in (2.7). What’s more, E is completely and functorially determined (in the derived
category) by the map F → G[1] ([Wei95, Remark 10.2.2]).
Proof of Kodaira-Spencer Compatibility. Pulling back the relative cotangent sequence on Y
to X gives an exact sequence of vector bundles
(2.8) 0→ pi∗XΩS → f ∗ΩY → f ∗ΩY/S → 0.
Since the pullback of an extension class is the extension class of the pullback, the class
f ∗κX/S ∈ Ext1X( f ∗ΩY/S,pi∗XΩS)
is the class of (2.8). We have
0 // pi∗XΩS

// f ∗ΩY //
c f

f ∗ΩY/S
c f/S

// 0
0 // pi∗XΩS // ΩX // ΩX/S // 0
.
The maps c f and c f/S are given in equation (2.2). Using
κX/S ∈ Ext1X(ΩX/S,pi∗XΩA) ∼= HomDb(X)(ΩX/S,pi∗XΩS[1])
f ∗κY/S ∈ Ext1X( f ∗ΩY/S,pi∗XΩA) ∼= HomDb(X)( f ∗ΩY/S,pi∗XΩS[1])
we have the following commutative square in Db(X).
f ∗ΩY/S
c f/S

f ∗κY/S
// pi∗XΩS[1]
id

ΩX/S
κX/S
// pi∗XΩS[1]
This implies
d f (κX/S) := κX/S ◦ c f/S = f ∗κY/S.

11[Sta17, Tag 06XQ] defines Ext functors in terms of derived categories.
10
In addition to this compatibility the Kodaira-Spencer class H1(X, TX/K) is the classify-
ing class for τX as a torsor under TX/K.
3. τ-FORMS AND PAIRINGS
This section builds towards Section 5.2, wherewe construct geometrically trivial strongly
minimal varieties not defined over the constants.
3.1. Tau forms. Before defining an extended notion of differential forms we follow a
treatment in [Ros07b] (who references a book of Shafarevich) which presents an inter-
esting description of differential forms in analogy with the definition we give. Given a
morphism ϕ : X → Y we get a map
Tϕ : TX → TY.
Rational functions on X are really rational maps f : X → A1 and using this perspective
we define
d f = pi2 ◦ Tf ∈ K(X).
where Tf is the rational map TX → TA1 ∼= A1 ×A1.
For rational τ-forms, we do the same thing replacing the tangent space functor with the
jet space functor.
For f ∈ K(X) viewed as a rational map f : X → A1
dτ f := pi2 ◦ τ( f )
where τ( f ) : τ(X) → τ(A1) ∼= A1 ×A1 and pi2 : A1 ×A1 → A1 is the natural projec-
tion.
Definition 3.1. Let X be a scheme. The sheaf ΩτX/K is defined to be the sheaf associated
to the presheaf
U 7→ ΩτX/K(U)
where ΩτX/K(U) is the free OX(U) spanned by the set of function {dτ f : f ∈ OX(U)} ⊂
O(τU).
One can write ΩτX/K locally in terms of generators and relations as is done in [Ros07b,
Ros07a, Bui94b].
Let A be a ring over a differential field (K, δ). We define the module ΩτA/K to be the free
Amodule on the symbols {1} ∪ {dτa : a ∈ A}modulo the relations
dτ(ab) = dτ(a)b + adτ(b)
dτ(a+ b) = dτ(a) + dτ(b).
dτ(c) = δ(c)
for a, b ∈ A and c ∈ K. In the notation of Buium, dτ is sometimes just denoted by δ. As
is the case for the module of Kahler differentials, this localizes well which allows us to
define a sheaf ΩτX/K associated to the presheaf
U 7→ Ωτ
O(U)/K
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for a variety X over a differential field K. For those familiar with Buium’s jet space for-
malism we have:
ΩτX/K := F
1
O
[1]
X
where F1O
[1]
X is just the degree one piece of the first jet space (see [Bui94b, Introduction]).
Here O
[1]
X = pi∗OτX where pi : τX → X is the natural map and for d ≥ 0 we define FdO[1]X
as the OX-module generated elements of the form δ( f1)δ( f2) · · · δ( fn) where n ≤ d.
3.2. Universal property of ΩτX/K . It will also be useful to discuss the universal property
of ΩτX/K .
Consider the natural identification of F1O
[1]
X/K
∼= ΩτX/K where F is the filtration by de-
grees is derivations as given in [Bui94b, Introduction]. We let Hom∗A(ΩτA/K, A) denote the
module homomorphisms which factor through ring homomorphisms via the inclusion
F1O
[1]
U/K ⊂ O
[1]
U/K → OU/K.
This just imposes that g ∈ Hom∗A(ΩτA/K, A) satisfies
g(ι(1)) = 1.
The natural isomorphism
Der(O(U)/(K, δK )) → Hom∗O(U)(ΩτU/K(U),O(U))
δ 7→ gδ
is given by
gδ(d
τx) := δ(x)
and the definition of the first jet space.
We can check that this is well-defined: the only relations one needs to consider are of
the form
dτ f (~x) = f δ(~x) +∇ f (~x) · dτ~x.
Such relations are automatically satisfied since ΩτX/K = F
1O
[1]
X/K.
3.3. Extension description of ΩτX/K. We now present an alternative sheaf which we will
show is the same as ΩτX/K. This construction follows Buium (see e.g. [Bui94b, page
799]). Let V be a variety over a differential field (K, δ). Let KSV(δ) ∈ H1(X, TX/K) be the
Kodaira-Spencer class associated to the derivative on the base. We will write EX which is
the abstract extension
(3.1) 0 // OV
ι
// EV
Λ
// Ω1V/K
// 0
associated to the Kodaira-Spencer class KS(δ) ∈ H1(V, TV/K) ∼= Ext1(ΩV/K,OV). The
functorality properties of the Kodaira-Spencer class (which themselves follow from the
functoriality properties of the relative tangent sequence) allow use to define pullbacks for
φ∗EW → EV for morphisms φ : V →W.
Theorem 3.2. For any variety X over a differential field (K, δ)We have a functorial isomorphism
EX ∼= ΩτX/K.
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Proof. We use that F1O
[1]
X
∼= ΩτX/K . The description of ΩτX/K is given in [Bui94b, Proposi-
tion 1.3 (1)] in the special case that M = OX, d = 1, r = 1. 
Remark 3.3. This extension description shortcuts many tedious functorality verifications
in [Ros07a] which are invoked in [Ros07b].
3.4. Fiberwise pairings. For X ⊂ An we have τX ⊂ τAn ∼= Kn × Kn. This allows us to
view points of τX as tuples (a, v) ∈ Kn × Kn.
If we write An = SpecK[x1, . . . , xn] and X = Spec(A) where A = K[x1, . . . , xn]/I then
ΩτX/K is a quotient of
ΩτAn/K = K[x1, . . . , xn] + K[x1, . . . , xn]d
τx1 + · · ·+ K[x1, . . . , xn]dτxn.
And hence all elements are represented by
A+ Adτx1 + · · ·+ Adτxn.
Definition 3.4. Fiberwise pairing is the morphism of varieties defined by
τX× EX → K
(3.2) 〈(~a,~v), b1dτx1 + · · ·+ bndτxn + c〉 =~b(~a) ·~v+ c(~a).
Lemma 3.5. The fiberwise pairing (3.2) is well-defined and independent of the local coordinates.
Proof. Follows directly from the description given in section 3.4. 
Remark 3.6. One could think that the above description depends on the choice of coordi-
nate for A1. IfA1 = SpecK[x] then τ(A1) = SpecK[x, x˙] and the projection pi2 : τ(A
1) →
A1 = SpecK[x˙] is clear.
If on the other handwewrote A1 = SpecK[ax+ b] for a ∈ K× and b ∈ Kwe get another
choice of coordinates. Here we also have τ(A1) = SpecK[ax + b, δ(a)x + δ(b) + ax˙ + b]
and the projection to the second component is shifted: ax˙+ b+ δ(b).
Using the fact that A1 in this context is a ring scheme we have a natural choice of
coordinate given by the “identity element”.
Remark 3.7. The pairing in Definition 3.4 is quite remarkable in that it does not depend on
local trivializations of the jet space.
3.5. Splittings and prolongations. It will be convenient to recognize that local splittings
of the exact sequence
0→ OX → ΩτX/K → Ω1X/K → 0
have the structure of a torsor. It turns out the splittings of this sequence is a torsor under
the relative tangent sheaf isomorphic to the first jet space. This is well-known. We only
introduce here to for the purpose of discussing pairings later.
Demonstration of torsor structure. Let σ1 and σ2 be two splittings. Since σ1 − σ2 has an im-
age in OU it follows that
σ1 − σ2 ∈ Hom∗(ΩU/K,OU) ∼= Der(O(U)/K).
Conversely for ∂ ∈ Der(O(U)/K) and σ a splitting, the map
f∂ + σ
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defines another splitting. Here is how we define f∂: for ∂ ∈ Der(O(U)/K) the map
f∂ : Ω
1
U/K(U) → ΩτU/K(U) given by
f∂(dg) = ι(∂g),
for g ∈ O(U). 
Lemma 3.8. The following are in bijection:
(1) Local sections s : U → τX of pi : τX → X.
(2) Derivations δ˜ ∈ Der(OX(U)/(K, δ)) prolonging the derivation on the base.
(3) Splittings σ of the exact sequence
0 // OU
ι
// ΩτU/K
// Ω1U/K
σ
uu
// 0 .
The isomorphism of torsors. The equivalence of local sections of the jet space and prolonga-
tions is well-known and we omit this. The equivalence of the first and third can still be
found in many places (papers of Buium or Katz or Deligne-Illusie) but we give a proof.
For each such local section we will let δs ∈ Der(OX(U)/(K, δ)) denote the correspond-
ing local prolongation.
Let δ be a prolongation of δK. How the associated splitting is given by
σδ : da 7→ dτa− ι(δ(a)).
Conversely, if σ : Ω1A/K → ΩτA/K is a splitting we define
δσ : x 7→ ι−1(dτx− σ(dx)).
It is clear that δσ lifts the derivation on K and the difference of two such serivations is a
K-linear derivation.
Given δσ we will check that σδσ = σ.
σδσ(dx) = d
τx− ι(δσ(x))
= dτx− ι(ι−1(dτx− σ(dx)))
− σ(dx)
which is the original splitting. We omit the converse. 
4. ODES COMING FROM FORMS
4.1. D-varieties. An introduction to D-Varieties can be found in [Bui93, section 3]. Let
K be a field with derivation δ. A D-scheme (V, δV) is a scheme V/K together with a
derivation on the structure sheaf lifting the derivation on the base. Morphisms (V, δV) →
(W, δW) are morphisms of schemes V → W which are equivariant with respect to the
structure sheaf.
Note that given the universal property of the first jet space, derivations onV are equiva-
lent to sections of τV. That is if δuniv : OV → pi∗OτV is the universal derivation prolonging
V and s : X → τ(X) is a section then we have the relation
δX = s
♯ ◦ δuniv.
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This means pairs (V, δV) are just equivalent to pairs of sections (V, s) andmorphisms of
D-schemes and morphism (V, s) → (W, t) are equivalent to diagrams of the form below:
V
s

f
//W
t

τV
τ f
// τW
.
To every D-variety (V, s) we may associated a Kolchin closed set
(X, s)♯ = {x ∈ X : exp1(x) = s(x)}.
Lemma 4.1. Every irreducible differential algebraic variety of finite absolute dimension is bira-
tional to one of the form
X = (V, s)♯ = {x ∈ V : exp1(x) = s(x)},
where s is a section s : V → τ(V) and V is a variety.
For a proof of the previous Lemma, see [HI03, Introduction].
Lemma 4.2. If C is an irreducible curve, and (C, s) a D-variety then (C, s)♯ is strongly minimal.
Proof. By [Bui94a, Chapter 3, 3.9] Kolchin closed subvarieties of Σ = (C, s)♯ ⊂ X corre-
spond to reduced closed subschemes Y ⊂ C whose structure sheaf morphism is a mor-
phism of D-modules (D-subvarieties). Here the D-scheme structure on C is, of course,
given by s. 
4.2. Varieties with forms. We consider the category Var♯ of pairs (V, η) consisting of va-
rieties together with rational forms. A morphism
(V1, η1) → (V2, η2)
will be a rational map ϕ : V1 → V2 such that
ϕ∗η2 = η1.
4.3. D-varieties vs varieties with forms. In this section suppose that C is a curve. This is
essential for the following discussion.
Let η ∈ ΩτC/K(U) where U ⊂ C is some open. We will show how to associate to η a
derivation δη:
η 7→ δη.
We use η to get a map q : O[1](U) → O(U) = O[1](U)/〈η〉 and hence defining a deriva-
tion prolonging the derivation on the base via the universal property of jet spaces. The
derivation is
δη = q ◦ dτ.
This gives use D-scheme (X, δη) and hence a differential algebraic variety after looking as
solutions.
Remark 4.3. Alternatively, forU ⊂ C open onemay view η ∈ ΩτC/K(U) \O(U) as inducing
a splitting of Λ : ΩτC/K(U) → Ω1C/K(U). By Section 3.5 we know that splittings are the
same as trivializations of the first jet space which are the same as derivations.
15
Conversely, suppose that instead of starting with an element of Ωτ
K(C)/K
we are given
a derivation and hence by Section 3.5 a local splitting σU of Λ : Ω
τ
C/K(U) → Ω1C/K(U).
Then for each ω ∈ H0(U,Ω1C/K) we may construct σU(ω) a global section and a pair
(U, σU(ω)).
The constructions are only inverse to each other where σU(ω) is a local generator
(meaning we need to remove the zero locus of ω). Also, if ω′ ∈ H0(U,Ω1C/K) is an-
other local generator, then there exists some f ∈ OC(U) such that ω′ = fω. This in turn
implies that
fσU(ω) = σU(ω
′).
It is our aim in the next sections to prove a converse of this. First, to simplify notation on
open sets, for η ∈ Ωτ
K(C)/K
we will let
(C, η)♯ = (U, η)♯
where U is the maximal domain of definition for η.
4.4. New and old forms. The aim of the next several sections is to give a short rigorous
proof of the fact that “new rational equivalence classes” of elements of forms in Ωτ
K(C)/K
are inject into orthogonality classes of strongly minimal differential algebraic varieties
living on C.
In this section, we will assume (K, δ) is a differential field of characteristic zero with
the property that there is some t ∈ K such that δ(t) = 1. Also curves are assumed to be
smooth and projective.
Definition 4.4. Let C/K be a curve over a differential field K.
(1) A differential form ω ∈ Ω1
K(C)/K is old if there exists a morphism of curves g : C →
C′ of degree at least two and some ω′ ∈ Ω1
K(C)/K
such that ω = g∗ω′. A differential
form which is not old will be called new.
(2) A τ-form ω ∈ Ωτ
K(C)/K
is old if there exists morphism g : C → C′ of degree at least
two and some ω′ ∈ Ωτ
K(C′)/K such that ω = g
∗ω′, where η ∈ Ωτ
K(W)/K
. A τ-form
which is not old will be called new.
Remark 4.5. [HI03] used the terminology “essential” for new. The term “new” is already
in use in the modular forms literature and there could be potential interation between this
current area and quasi-modular forms.
It will be important to consider rational equivalence classes of rational τ-forms. For
η1, η2 ∈ ΩτK(V)/K we will write
η1 ∼ η2 ⇐⇒ ∃ f ∈ K(V), fη2 = η2.
For η ∈ Ωτ
K(V)/K
we let
[η] = {η′ ∈ ΩτK(V)/K : η ∼ η′}.
Definition 4.6. We call [ω] global if [ω] = [ω1] for some ω1 ∈ H0(X,ΩτX/K).
We will call a class [ω] new if ∀ω1 ∈ [ω], ω1 is new.
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4.5. Order one ODEs with constant coefficients and differential forms. Let (K, δ) be
a differential field. Let C/Kδ be defined over over the constants. The derivation gives a
section of the tangent bundle of a variety, and so one takes a differential form η ∈ Ω1
K(C)/K
studies the points
(4.1) (C, η)♯(K̂) = {x ∈ C(K̂) | 〈η, exp1(x)〉 = 1}.
It is the case that irreducible every order one differential variety, except the constant
points of a curve, defined over Kδ, can be written in the form (C,ω)♯ (up to finitely many
points).
Theorem 4.7 ([HI03]). Let C be a curve over a differential field K. If ω ∈ Ω1
K(C)/K
new, then
(C,ω)♯ is geometrically trivial.
Theorem 4.8. [HI03] Let C/k be a curve of genus at least two. There is a countable union
S = ∪lSl of proper subspaces of H0(Ω1,C) such that any 1-form outside of S is essential.
This result gives examples of many trivial strongly minimal varieties living on any
curve C over k of genus≥ 2. Rosen [Ros07b] generalized large portions of theHrushovski-
Itai work to the case of τ-forms on curves defined over arbitrary differential fields, but
was not able to establish the existence of trivial strongly minimal systems.
4.6. Order one ODEs and τ-forms. Let ω ∈ Ωτ
K(C)/K
be a nonzero τ-form.
Lemma 4.9. There is a faithful functor from the category of D-varieties to the category of varieties
equipped with a extended differential form via associating s with any non-fiber constant τ-form ω
such that ω(s) is zero almost everywhere.
The choice of ω is not uniquely determined, but it is easy to see that any two such
choices ω1 and ω2 have the property that
(C,ω1)
♯ ∼ (C,ω2)♯
Remark 4.10. This formalism is slightly different than the one laid out in [HI03], where the
setup actually excluded the case that the strongly minimal variety in question was equal
to C(Kδ). In this setup, that case is subsumed.
4.7. Forms on curves.
Lemma 4.11. Let X/K be an integral variety over a differential field.
(1) Let U ⊆ X be an open subset of a variety where the sequence (3.1) splits. If η1, . . . , ηn ∈
ΩτX/K(U) reduces to a basis for Ω
1
X/K(U) as an O(U) module then
ΩτX/K(U)
∼= O(U) + O(U)η1 + · · ·+ O(U)ηn
where the sum is free.
(2) If η1, . . . , ηn ∈ ΩτK(X)/K reduce to a basis of Ω1K(X)/K then
Ω1K(X)/K = K(X) + K(X)η1 + · · ·+ K(X)ηn ,
and the sum is direct.
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Proof. The proofs in both of these cases are exactly the same.
Let η be a τ-form. Let η be its reduction as a Kahler form (andwrite ηi for the reductions
of ηi). By hypothesis we may write
η = f1η1 + · · ·+ fnηn.
We now have
Λ(η − f1η1 − · · · − fnηn) = 0
by exactness η − f1η1 − · · · − fnηn = ι(g) which shows η has the approprate form.
By the property that the ηi’s are a basis for the usual forms we get uniqueness of the
f ’s. By injectivity of ι we get uniqueness of g. 
Lemma 4.12. Let C be a curve and η1, η2 ∈ ΩτK(C)/K \ K(C). We have
(4.2) (C, η1)
♯ ∼ (C, η2)♯ ⇐⇒ ∃ f ∈ K(C) η2 = fη1
Proof. Suppose (C, η1)
♯ ∼ (C, η2)♯. By Lemma 4.11 we have η2 = fη1 + g for some f , g ∈
K(C). At each v ∈ τC with pi(v) = x ∈ C we have
〈η2, v〉 = f (x)〈η1 , v〉+ g(x).
Here we used linearity of the pairing (section 3.4). Since 〈η1, v〉 and 〈η2, v〉 have the same
zero set, we must have g and hence
〈η2, v〉 = f (x)〈η1 , v〉 = 〈 f (x)η1, v〉
which implies that η2 = f (x)η2 since by section 3.1, one of the ways to view τ-forms is as
functions on the first jet space. 
Remark 4.13. We now have a well-defined procedure for associating strongly minimal
varieties living on C a new class of forms in Ωτ
K(C)/K
.
4.8. Behavior under rational maps.
Lemma 4.14. [[Ros07b, starting on page 12]] Let g : C → C′ be a non-constant morphism of
curves. Let ω ∈ Ωτ
K(C)/K
and ω′ ∈ Ωτ
K(C)//K
.
(1) ω := g∗ω′ =⇒ g−1((C′,ω′)♯) = (C,ω)♯.
(2) g((C,ω)♯) ∼ (C′,ω′)♯ =⇒ [ω] = [g∗ω′].
(3) g((C,ω)♯) = (C′,ω′)♯ and ω′ global =⇒ [ω] global
Proof. (1) We have
〈g∗ω, exp(c)〉 = 〈η, τ(g)(exp(c))〉 = 〈η, exp(g(c)〉
so
c ∈ (C, g∗ω′)♯ ⇐⇒ 〈g∗ω′, exp(c)〉 = 0
⇐⇒ 〈ω′, exp(g(c))〉 = 0
⇐⇒ g(c) ∈ (C′,ω′)♯.
(2) This is Lemma 4.12.
(3) A rational map from a complete curve C is surjective. Then the pullback of ω′ is
global and ω ∼ g∗ω′ by the previous lemmas.

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Remark 4.15. It is natural to ask if there exists a “canonical” representative of birational
equivalence classes of such differential varieties. One can look at the Zariski closure N of
exp1((C,ω)
♯) of the differential variety in τ(X) ⊂ P(EX). We then define Σ = exp−11 (N).
5. A CRITERION FOR GEOMETRICALLY DISINTEGRATED SYSTEMS
The following Lemma is about elimination of imaginaries (the representability of quo-
tients for differential varieties), and is standard. We include it for the reader’s convenience
and to state things in a convenient language.
Lemma 5.1. Let X be an irreducible Kolchin-closed set living on V. Let E be a definable equiva-
lence relation on X with generically finite classes. Then there is a variety W and a rational map
f : V →W
and a Kolchin-closed set Y ⊂ W, a Kolchin closed set Vin f ⊂ V, such that f (X \ Vin f ) ⊂ Y and
f |X : X → f (X) is the canonical quotient map.
Furthermore, if L0 is a differential field over which the X, E,V are defined, then Vin f ,Y,W, f
may be defined over L0 as well.
Proof. Differentially closed fields have elimination of imaginaries (see [Poi00] or [Mar95]
for an account elimination of imaginaries.) The subset of X which consists of elements
in infinite equivalence classes of E is a definable set by uniform bounding in differential
fields [FM16, Theorem 4.3] so there is a L0-definable map from f0 : X → Y0 such that
the fibers of f0 above Y0 are precisely the finite equivalence classes of E. The dataW, f is
uniform in f0 and Y0, and is also defined over L0. The correspondence between finite rank
differential varieties and the category of D-varieties means that when finding a Kolchin-
closed set which lives onW, we might again remove a proper Kolchin-closed subvariety
of Y0 (which again is defined over L0 - specifically in terms of the differential equations, it
involves the vanishing of the ideals and separants of some differential polynomials). As a
final step, one may have to remove the inverse image in X of this exceptional subvariety
of Y. 
5.1. A criterion for disintegration.
Lemma 5.2. Suppose that ω ∈ Ωτ
K(C)/K
and [ω] is new. If E is a (definable) equivalence relation
on (C,ω)♯ such that
piE : (C,ω)
♯ → (C,ω)♯/E
is generically finite then all but finitely many classes have size one.
Conversely, assume that ω is such that every definable equivalence relation on (C,ω)♯ has the
property that almost every class has size one. Then [ω] is new.
Proof. By Lemma 5.1, there is a map to another curve C′ and a τ-form ω′ and g : C → C′
with degree larger than one such that g((C,ω)♯) ⊆ (C′ω′)♯ modulo a finite set. Take the
pullback of ω′ and apply Lemma 4.14 item (2).
For the converse, suppose that ω is the pullback of ω′ on C′ along g : C → C′ of degree
bigger than one. Then generically (in this case cofinitely), the inverse image of a point
of C′ consists of more than one point on C. Let E be the equivalence relation a ∼g b if
g−1(g(a)) = g−1(g(b)). 
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Lemma 5.3. Let C be a curve of genus one or more. Let ω be a τ-form on C. If (C,ω)♯ is
nonorthogonal to the constants (geometrically has rational first integrals) then there is a non-
constant non-identity differential rational map g : (C,ω)♯(K̂) → K̂δ and ω is not new.
Proof. The existence of such a map follows by the definition of non-orthogonality. The
fact that the map is of degree larger than one follows via Riemann-Roch. Writing K̂δ as a
definable set living on P1 yields that ω is equivalent to the pullback of a rational τ-form
on P1since non-orthogonality is witnessed by pullbacks of forms by Lemma 4.14 item
(2). 
In what follows we need two notions and a Theorem.
Definition 5.4. A differential variety X is ℵ0-categorical if for every two countable differ-
entially closed fields K1 and K2 we have X(K1) ∼= X(K2).
Theorem 5.5 (Hrushovski). Every strongly minimal system which is orthogonal to the constant
is ℵ0-categorical.
Reference. For a general statement in the partial differential setting see [FM16, Theorem
6.2]. Hrushovski’s manuscript never actually appeared in print. 
Definition 5.6. A differential system X/K0 is geometrically disintegrated if for all differ-
ential field extensions K/K0 and all b ∈ X(K̂) we have
X(K〈b〉alg) = {b}.
Theorem 5.7. Let K be a finitely generated differential field. Let C/K be a smooth projective curve
of genus one or more. Let ω ∈ Ωτ
K(C)/K
. If [ω] is new then
(1) |(C,ω)♯(K)| < ∞
(2) If C′ = C \ (C,ω)#(K) then (C′,ω)♯ is geometrically disintegrated.
Proof. By Lemma 5.2 we must have that (C,ω)♯ is orthogonal to the constants, and by
[FM16, Theorem 6.2], it follows that (C,ω)♯ is geometrically trivial, ℵ0-categorical, and
#(C,ω)♯(K) < ∞.
Now, every remaining element of (C,ω)♯(K̂) \ (C,ω)♯(K) has the same type over K, and
if two such elements are algebraically dependent by some formula φ(x, y), then φ(x, y) ∨
φ(y, x) defines an equivalence relationwith generically finite classes on (C,ω)♯(K̂) \ (C,ω)♯(K).
The property that every class has size larger than one gives a contradiction. 
The next result follows quickly from Theorem 5.7; giving a direct proof of the next result
would allow one to prove Theorem 5.7 more directly, circumventing the appeal to [FM16,
Theorem 6.2] in the previous proof.
Theorem 5.8. Suppose C is a complete nonsingular curve of genus at least 2. Let ω ∈ Ωτ
K(C)/K
such that [ω] is new. For all curves C′ and forms ω′ ∈ Ωτ
K(C)/K
there is at most one map
g : C′ → C such that ω′ = g∗ω.
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Proof. Suppose that there are two such maps, g1 and g2. Now, one can generically define
a (nonidentity) generically finite-to-finite correspondence between (C,ω)♯ and itself, x 7→
g2(g
−1
1 (x)). This is impossible by Theorem 5.7, since after removing finitely many points,
(C,ω)♯ is geometrically disintegrated. 
5.2. Criteria for geometric triviality and examples. In this section, we give a concrete
criterion for when a set of the form (C,ω)♯ is geometrically trivial; the criterion can be
practically applied to test whether a given definable set is nonorthogonal to the constants.
We also give a concrete criterion for a form to define a new class.
Assume through the section that C and ω are defined over K.
Theorem 5.9. The definable set (C,ω)♯ is not geometrically trivial if and only if one of the fol-
lowing holds:
(1) There is a regular map defined over K, f : C → P1 such that ω ∼ f ∗(dx + a) for some
a ∈ K.
(2) There is a regular map defined over K, f : C → P1 such that ω ∼ f ∗(dx+ ax) for some
a ∈ K.
(3) There is a regular map defined over K, f : C → E, where E is the elliptic curve given in
an affine chart by y2 = λz(z− 1)(z− β) for λ, δ ∈ K and ω ∼ f ∗(dy− z).
Proof. By [FM16, Theorem 6.2], any order one differential variety is either ℵ0-categorical
(and thus geometrically trivial) or nonorthogonal to the constants (= geometrically has
a rational first integral). If (C,ω)♯ is non weakly orthogonal to the constants (=has a
rational first integral), then there is some new transcendental constant f with respect to
the derivation induced by δ on the function field, K〈(C,ω)♯〉 = K(C), (which is a δ-field)
of C. Then f : C → P1 and since f is a constant, the image f ((C,ω)♯) ⊂ P1 under f is
given by (P1, dτx)♯. Thus, case (1) holds with a = 0.
Now, assume that (C,ω)♯ is nonorthogonal, but weakly orthogonal to the constants.
Then, by [Poi01, Propositions 2.21 to 2.23], there is a K-definable equivalence relation E
on (C,ω)♯ such that (C,ω)♯/E admits the regular action of an infinite K-definable group
G. By elimination of imaginaries, quantifier elimination, and Lemma 5.1, we can assume
that E is given by the fibers of a K-definable function f : (C,ω)♯ → (C1,ω1)♯ and so
ω ∼ f ∗ω1 and G acts by birational transformations on C1.
Then the group of automorphisms of K(C1) with the differential structure specified by
ω1 over K is infinite. So, by Matsuda’s Theorem, [Mat79, Main Thm], K(C1) must be of
the form K(v) with one of the following holding:
(1) v′ = a.
(2) v′ = av.
(3) K(C1) is a differential elliptic function field.
In case v′ = a, the projective closure of locus of differential polynomials over K vanishing
at v is given by (P1, dτx − a)♯, and so by Lemma 4.14 item (2), ω ∼ f ∗(dτx − a). Thus,
case (1) holds.
In the case that v′ = av, the projective closure of locus of v over K is given by (P1, dτx−
ax)♯, and so by Lemma 4.14 item (2), ω ∼ f ∗(dτx− ax). Thus, case (2) holds.
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In the third case, we have that K(C1) = K〈y〉, where y′ = z and y2 = λz(z − 1)(z− β)
for some λ, β ∈ K, and so the projective closure of the locus of (y, z) over K is given by
(C, dy− z)♯ where C is the elliptic curve given by y2 = λz(z− 1)(z− β). By Lemma 4.14
item (2), ω ∼ f ∗(dy− z). 
Lemma 5.10. Let C ⊆ P2 be given by the vanishing of p(x, y) away from the hyperplane at
infinity and let ω ∼ g(x, y)dτx+ 1. Assume that C has genus at least two and J(C) is simple.
The set (C,ω)♯ is not geometrically trivial if and only if one of the two conditions holds:
(1) There is f ∈ K(C) and a ∈ K such that g =
∂ f
∂x +
∂ f
∂y
(
− ∂p∂x
∂p
∂y
)
f δ − a =
d
dx ( f )
f δ − a .
(2) There is f ∈ K(C) and a ∈ K such that g =
∂ f
∂x +
∂ f
∂y
(
− ∂p∂x
∂p
∂y
)
f δ − a f =
d
dx ( f )
f δ − a f .
Proof. Simplicity precludes map to an elliptic curve. Let C be a curve of genus g. Suppose
that there was a map C → E where E has genus 1. This induces a morphism Jac(C) →
Jac(E) = E. If B is the kernel of Jac(C) → E we have dim(B) + 1 = g. Hence B ( Jac(C)
is an abelian subvariety which gives a contradiction.
Now, the result follows by computing the pullbacks of the forms in cases 1) and 2) of
Proposition 5.9. Suppose that case 1) of Proposition 5.9 holds. Then ω ∼ f ∗(dτx− a) for
some f ∈ K(C). 
The main utility of Proposition 5.9 and Corollary 5.10 is that the results allow one to
build concrete examples of trivial strongly minimal varieties; one of the main drawbacks
of Rosen’s work [Ros07b] generalizing the approach of Hrushovski and Itai [HI03] is that
it did not allow one to give any specific examples of trivial strongly minimal varieties (or
even prove that they exist). To demonstrate the usefulness of Corollary 5.10 for building
trivial strongly minimal varieties, consider the case that K = C(t), in which we have that
f δ =
∂ f
∂t = ft. Letting C be a curve over K = C(t) of genus at least two and ω = gd
τx+ 1,
Corollary 5.10 says that (C,ω)♯ is geometrically trivial unless there is f ∈ K(C) and a ∈ K
such that either
(1) There is f ∈ K(C) and a ∈ K such that g =
d f
dx
ft − a .
(2) There is f ∈ K(C) and a ∈ K such that g =
d f
dx
ft − a f .
For a fixed g ∈ K(C), this amounts to checking that if any of the systems of partial dif-
ferential equations (for each choice of a, there is a system in case (1) and case (2)) has a
solution f ∈ K(C). For various choices of g, it is possible gain enough knowledge about
the solutions of the system to see that this is impossible. We will give a series of examples
next demonstrating this after we describe the general approach.
Let C ⊆ P2 be an arbitrary curve over K = C(t) of genus at least two, with simple
Jacobian. Consider the rational τ-form ω = g(x, t)dτx + 1 with g(x, t) ∈ K(C). We
will consider the second case of Corollary 5.10. We need to analyze the solutions of the
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differential equation:
ux − gut − agu = 0,
which are not constant with respect to x. We will apply the method of characteristics to
our particular examples, but first we explain the general technique.
Consider the equation
(5.1) a(x, t)ux + b(x, t)ut + c(x, y)u = f (x, y).
We will perform an analytic change of variables z1(x, t) and z2(x, t) such that the Jacobian
of z1, z2 is nonzero (at least on some region D ⊆ C in which we are interested in obtaining
solutions). Then let w(z1, z2) := u (x(z1, z2), t(z1, z2)) . Our equation (5.1) can be rewritten
as:
(5.2) awx + bwt + cw = f .
Note that
wx = wz1(z1)x + wz2(z2)x
wy = wz1(z1)t +wz2(z2)t.
If we choose z2 so that a(z2)x + b(z2)t = 0, then (5.2) becomes
(5.3) (a(z1)x + b(z1)t)wz1 + cw = f .
If we write each of the functions A = a(z1)x + b(z1)t, c, and f as functions of z1 and z2,
then we will have an equation of the form
(5.4) Awz1 + cw = f .
So, we have reduced our partial differential equation to an ordinary one; if we can de-
termine the solutions to our equation (and the analogous equation from the first case, we
will be able to test whether the differential variety (C,ω)♯ is orthogonal to the constants.
Example 5.11. Consider the τ-form
ω =
(
x+ 1+ e · x
2tx(x+ 1)
)
dτx+ 1
on our curve C ⊆ P2. We will use the same notation from the previous paragraphs. First
we will show how to rule out case 2) of Corollary 5.10. Consider the differential equation
(5.1) in this case:
(5.5) ux −
(
x+ 1+ e · x
2tx(x+ 1)
)
ut +
(
x+ 1+ e · x
2tx(x+ 1)
)
a(t)u = 0.
Set z2 = t
2 + log(x) + e log(x+ 1) and z1 = x. Writing x and t as functions of z1, z2, we
have x = z1 and
t =
√
z2 − log(z1)− e log(z+ 1).
By direct calculations:
ux = wz1 +
(
z1 + 1+ e · z1
2
√
z2 − log(z1)− e log(z1 + 1)z1(z1 + 1)
)
wz2
ut = wz2 .
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Now (5.5) becomes
wz1 +
 z1 + 1+ e · z1
2
(√
z2 − log(z1)− e log(z1 + 1)
)
z1(z1 + 1)

· a
(√
z2 − log(z1)− e log(z1 + 1)
)
w = 0.
So we have
−
 z1 + 1+ e · z1
2
(√
z2 − log(z1)− e log(z1 + 1)
)
z1(z1 + 1)
 a(√z2 − log(z1)− e log(z1 + 1))) dz1
=
dw
w
.
So, the analytic solutions of equation (5.5) are given by
log(w) = A
(√
z2 − log(z1)− e log(z1 + 1)
)
+ c1(z2)
w = e
c1(z2)+A
(√
z2−log(z1)−e log(z1+1)
)
where c1 is an arbitrary analytic function of a single variable and A(t) is the antiderivative
of a(t). Transforming back to the (x, t), domain, we have
u(x, t) = ec1(t+log(x)+e log(x+1))+A(
√
t).
Recall that we wish to show that no such function u(x, t) ∈ K(C) ⊆ C(x, t)alg. For
a contradiction, suppose that there is some u(x, t) of the specified form such that u ∈
C(x, t)alg. Then ddx (u) ∈ C(x, t)alg and
d
dx
(
ec1(t+log(x)+e log(x+1))+A(t)
)
= ec1(t+log(x)+e log(x+1))+A(t) · d
dx
(c1 (t+ log(x) + e log(x+ 1))) .
So, we can see that ddx (c1 (t+ log(x) + e log(x+ 1))) ∈ C(x, t)alg. Then since
d
dx
(c1 (t+ log(x) + e log(x+ 1))) = c
′
1 (t+ log(x) + e log(x+ 1)) ·
(
1
x
+
e
x+ 1
)
,
and
(
1
x +
e
x+1
)
∈ C(x, t)alg, wemust have that c′1 (t+ log(x) + e log(x+ 1)) ∈ C(x, t)alg.
Either c′1 ∈ C or c′1 is nonconstant. First assume that c′1 is nonconstant. In this case, for
generic choice of d ∈ C, we have that c3(z) := c′1 (z+ log(d) + e log(d+ 1)) ∈ C(z)alg. So,
we must have that c3 and thus c
′
1 are algebraic functions of their independent variable.
But, this contradicts the assertion that c′1 (t+ log(x) + e log(x+ 1)) ∈ C(x, t)alg, because
then for generic choice of d1 ∈ C, c′1 (d1 + log(x) + e log(x+ 1)) ∈ C(x, t)alg, which is
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clearly impossible. So, we must have that c′1(z) = d (since we are interested only in solu-
tions which are not constant with respect to x, we can assume that d 6= 0) for some d ∈ C,
and so c1(z) = dz+ b for some b ∈ C. In this case, we have
ed(t+log(x)+e log(x+1))+b+A(t) = xd · (x+ 1)d·e · h(t)
where h is a function of t. But now either d or d · e must be irrational, and so it is not the
case that u ∈ C(x, t)alg. Thus, case 2) of Corollary 5.10 does not hold for our choice of g.
Next, we will show how to rule out case 1) of Corollary 5.10. The analogous equation
we are seeking algebraic solution of is now given by
ux − gut − ag = 0.
The analysis is largely the same as case 2) given above, and so we omit the details, but a
general solution to the equation is given by:
u(x, t) = A(t) + C1(t+ log(x) + e log(x+ 1)),
where C1 is an arbitrary analytic function of a single variable. Again if we are to have
u(x, t) ∈ C(x, t)alg then we also must have ddx (u(x, t)) ∈ C(x, t)alg. But
ux = C
′
1 (t+ log(x) + e log(x+ 1)) ·
(
1
x
+
e
x+ 1
)
,
so C′1(t + log(x) + e log(x + 1)) ∈ C(x, t)alg and we reach a contradiction by the same
argument as in case 2) above.
Thus, we have shown that (C,ω)♯ is strongly minimal and geometrically trivial.
A similar analysis to the previous example is possible for a wide variety of other exam-
ples, using Corollary 5.10. For instance:
Example 5.12. Consider the rational τ-form
ω =
(
3x2
3t2
+
1
3t2(x+ 1)
)
dτx+ 1
some curve C ⊆ P2. The analysis is similar to the previous example so we will omit some
details, and the analog of equation (5.5) is:
(5.6) ux −
(
3x2
3t2
+
1
3t2(x+ 1)
)
ut +
(
3x2
3t2
+
1
3t2(x+ 1)
)
a(t)u = 0.
We consider the substitution given by setting z1 = x and z2 = t
3 + x3 + log(x + 1).
Then x = z1 and t =
3
√
z2 − z31 − log(z1 + 1). After substitution and simplification (5.6)
becomes
(5.7) wz1 +
1
3 3
√
z2 − z31 − log(z1 + 1)
2
(
3z21 +
1
z1 + 1
)
a( 3
√
z2 − z31 − log(z1 + 1))w = 0.
And the solutions of (5.7) are given by
(5.8) w = eA(
3
√
z2−z31−log(z1+1))+c(z2),
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where A is an antiderivative of a and c is an arbitrary analytic function. And so Equation
5.6 has solutions
(5.9) u = eA(
3√t)+c(t3+x3+log(x+1)).
By the same argument as in the previous example, there is no such u ∈ C(x, t)alg. Simi-
larly to the previous example, there are no algebraic solutions of the equation
ux −
(
3x2
3t2
+
1
3t2(x+ 1)
)
ut − a (t) = 0.
Thus by Corollary 5.10, (C,ω)♯ is trivial and strongly minimal.
One can formulate a criterion similar to Corollary 5.10 for a given strongly minimal
variety of the form (C,ω)♯ , where C ⊆ P2 is a curve of genus at least two with simple
Jacobian, to be strictly disintegrated. We now assume that K is some subfield of mero-
morphic functions on an open connected subset of C, and the derivation δ is given by ddt .
Given such a curve C, and ω ∼ hdτx+ 1, since C has simple Jacobian, there are no maps
C → C1 where C1 has positive genus. So, by Theorem 5.7, in order to show that (C,ω)♯
is strictly disintegrated, we need only show that there is no map f : C → P1 and τ-form
ζ on P1 such that ω = f ∗(ζ). Let ζ ∼ dx+ g(x). Now work on an affine open subset of
C with local coordinates x, y, and suppose that C is defined by the vanishing of p(x, y).
Applying the formula for the pullback,
(5.10) f ∗(dx+ g(x)) = fxdτx+ fydτy+ f δ + g( f )
Regarding y as a function of x and t (and t as constant with respect to x), we have that:
f ∗(dx+ g(x)) =
d f
dx
dτx+ fy
dy
dt
+ f δ + g( f )(5.11)
=
d f
dx
dτx+
d f
dt
+ g( f ).(5.12)
Now by Lemma 4.12 we can see that since
d f
dxd
τx+
d f
dt + g( f ) ∼ hdτx+ 1, wemust have
h(x) =
d f
dx
d f
dt + g( f (x))
.
So, we have established the following result:
Theorem 5.13. Let C be a curve of genus at least two with simple Jacobian. Let ω be the ∼-class
of τ-forms containing hdτx+ 1 where h ∈ K(C). Then (C,ω)♯ is not strictly disintegrated if and
only if there is some g ∈ K(x) and f ∈ K(C) such that h = fx
ft+g( f )
.
6. GLOBAL NEW FORMS
In this section we prove the existence of new global τ-forms. This answers Rosen’s
question.
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6.1. Global forms on the curve = global forms on the Jacobian. As in Section 2.2, we
will make use of derived categories in the proof of the following theorem.
The following answers a question posed in [Ros07b].
Theorem 6.1. Let C be a smooth projective curve over K of genus ≥ 2, J its Jacobian. Then the
Abel-Jacobi embedding j : C → J determines an isomorphism
H0(C,ΩτC)
∼= H0(J,ΩτJ ).
Proof of Theorem 6.1. Let j : C → J be an Abel-Jacobi map. The corresponding morphisms
j∗ΩJ → ΩC,
j∗OJ [1] → OC[1]
in Db(C) give a commuting square
(6.1)
HomDb(C)(j
∗ΩJ , j∗OJ [1]) HomDb(C)(ΩC, j∗OJ [1])
HomDb(C)(j
∗ΩJ ,OC[1]) HomDb(C)(ΩC,OC[1]).
α γ
δ
β
The maps α and γ are isomorphisms since the natural map ε : j∗OJ → OC is an isomor-
phism of OC-modules. For all varieties X/K we will abuse notation letting KSX(D) ∈
Hom(ΩX ,OC[1]) denote the class of KSX/S(D) ∈ H1(X, TX) under the isomorphism
Hom(ΩX/S,OX[1]) = Ext
1(ΩX/S,OX) = H
1(X, TX/S).
By Theorem 2.1 we have
j∗KSJ(D) = α ◦ ε−1(KSC(D)).
Since the sheaf of differentials and and structure sheaf are functorial and the definition
of extended differentials we have the commutatitive diagram
0 // OC // Ω
τ
C
// ΩC
0 // OC
OO
// j∗ΩτJ // j
∗ΩJ
OO
which we view as a diagram in Dbqc(C) = D(C).
By [Wei95, Definition 10.2.1; TR3], there exists a map ν filling in the diagram
0 // OC // Ω
τ
C
// ΩC
0 // OC
OO
// j∗ΩτJ //
ν
OO
j∗ΩJ
OO
.
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By [Wei95, Definition 10.2.1; TR2] we may rotate the diagram to get:
0 // OC // Ω
τ
C
// ΩC
KSC/K(D)
// OC[1]
0 // OC
OO
// j∗ΩτJ
ν
OO
// j∗ΩJ
OO
j∗KSJ/K(D)
// OC[1]
OO
and this map is identified with the Ext1 class of the sequence.
Applying Hom(OC,−) to the above diagram and using standard identifications gives
0 // H0(C,OC) // H
0(C,ΩτC)
// H0(C,ΩC)
KSC(D)
// H1(C,OC)
0 // H0(C,OC)
OO
// H0(C, j∗ΩτJ )
ν
OO
// H0(C, j∗ΩJ)
OO
KSJ(D)
// H1(C, j∗OJ)
OO
,
where we have abused notation letting v denote Hom(OC, v). The 5-lemma then proves
H0(C,ΩτC)
∼= H0(C, j∗ΩτJ ).
Using the diagram induced by pullbacks
0 // H0(C,OC) // H
0(C, j∗ΩτJ ) // H
0(C, j∗ΩJ)
j∗KSJ(D)
// H1(C, j∗OJ)
0 // H0(J,OJ)
OO
// H0(J,ΩτJ )
//
OO
H0(J,ΩJ)
OO
KSJ(D)
// H1(J,OJ)
OO
we similarly obtain
H0(C, j∗ΩτJ ) ∼= H0(J,ΩτJ )
from another application of the 5-lemma. This concludes the proof. 
6.2. Hrushovski-Itai type criteria for global new forms. In this section we apply The-
orem 6.1 to give an extended a criterion of [HI03] for the existence of new forms to the
non-constant coefficient case.
Theorem 6.2 ([Bou97, P3,page 180]). Let A be an abelian variety over K. There are only count-
ably many connected abelian subvarieties of AKalg.
Idea. The key fact one needs is that torsion points are countable and dense inside abelian
subvarieties. 
Theorem 6.3 ( [HI03][Lemma 2.13] ). (1) If A is an abelian variety then the collection of old
forms N ⊂ H0(A,ΩτA/K is at worst a countable union proper subspaces if h0(A,ΩτC/K) ≥
2.
(2) Let C/K be a curve. The collection of N ⊂ H0(C,Ω1C/K) of old forms at worst the
countable union of proper subspaces provided h0(C,Ω1C/K) ≥ 2 is of dimension bigger
than two.
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Proof. (1) If η is a global 1-form of C which is old there exists a degree greater than
one map f : C → C′ such that η = f ∗ξ. Recall that global one forms on C are
exactly the invariant differential forms on J where J is the Jacobian of C. Using the
Abel-Jacobi map and functorality we can write
η = j∗Jac( f )∗ξ,
where Jac( f ) : J → J′ is the induced map on and j : C → J is the Abel-Jacobi map.
In particular for all old η there exists some A ( J such that
η ∈ VA = {pi∗Aω;ω ∈ Ω1(J/A)/K(J/A)} = {s ∈ Ω1(J) : s|A = 0}.
Then we have
N =
⋃{VA : A ⊂ J and A 6= J}
Since there are only countably many Abelian subvarities we are done.
(2) The proof is the same as in part 2.

Remark 6.4. IfC is a curve with a simple Jacobian, every nonzero global section of H0(C,ΩτC/K)
is new.
6.3. Global new forms, the Manin kernel and cupping with Kodaira-Spencer. We now
describe the extent to which there exist elements of H0(C,ΩτC/K) which are new. This
question is tricky as it may be the case that all elements of H0(C,ΩC/K) are pulled back
from isotrivial curves.
It turns out that this question is related to questions about differential algebraic loci in
the moduli of abelian varietys and invariants like the absolute dimension of Manin Ker-
nels of abelian varieties. For an introduction to Manin-Kernels see [Bui92, Bui93, Mar95].
Lemma 6.5. (1) Let A/K be an abelian variety.
(6.2) h0(ΩτA/K) = 2g+ 1− a(A♯).
(2) In particular if C/K is a curve
h0(ΩτC/K) = 2g+ 1− a(Jac♯X).
Proof. For any variety X/K we have an exact sequence of vector bundles
0→ OX → ΩτX/K → Ω1X/K → 0
where the extension class is KSX(δ). Taking the associated long exact sequence in sheaf
cohomology gives
H0(OX) → H0(ΩτX/K) → ker(c : H0(Ω1X/K) → H1(OX))
where the map c is given by c(ω) = ω ⌣ KS(δ) we denote the rank of the cup product
map c by rk(KSX(δ)) This means that
(6.3) h0(ΩτX/K) = 1+ g− rk(KSX(δ)).
In the case that X is an abelian variety, we have by [Bui92, V, (3.18) and (3.19)]
(6.4) a(X♯) = g+ rk(KSX(δ))
Putting these both together gives our formula. 
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In the proof of Lemma 6.5 introduced the invariant rk(KSX(δ)). Wewill follow [Ros07a,
section 5] and call this the Kodaira-Spencer rank ( in [Bui93, Introduction] the invariant
rk(KSX(δ)) is called the δ-rank).
How does the Kodaira-Spencer rank control the dimension of H0(X,ΩτX/K)? In general
given E which can be written as an extension
0→ E′ → E → E′′ → 0
, if one has an explicit description of H0(E′′) one can try to lift these to global section to
E by locally solving for the components of E′ that “correct” these lifts. It turns out that
these corrections give rise to a cohomology class and a map
c : H0(X, E′′) → H1(X, E′).
Here is what this looks like in our application: let ω ∈ H0(X,Ω1X/K). Let (Ui → X)i∈I be
a Zariski affine open cover such that the sequence
(6.5) 0→ OX(Ui) → ΩτX/K(Ui) → Ω1X/K(Ui) → 0
splits. This means that for each Ui there exists some ηi ∈ H0(Ui,ΩτX/K) which lifts ω|Ui .
In order for a global lift η to exist the cohomology class
c(ω) := [ι−1(ηi − ηj)] ∈ H1(X,O)
must vanish. One can check that the map
c : H0(X,Ω1X/K) → H1(X,ΩτX/K)
is well-defined.
Here is how the Kodaira-Spencer class fits into this picture: given local splittings σi
of the sequence (6.5) one can take ηi = σi(ω|Ui) as above. One then finds that ηi −
ηj = (σi − σj)(ω|Uij)which, using the equivalence between splittings an local derivations
(Lemma 3.8) allows us to see that
c(ω) = KSX(δ) ⌣ ω.
This explains precisely why elements in the kernel of c lift to elements of H0(X,ΩτX/K).
The next example shows that computation of the map c using C˘ech open sets may
require some hard work.
Example 6.6. Consider a hyperelliptic curve
U : y2 = F(x)
where deg(F) = 2g+ 2. Adding a chart at infinity
U∞ : v
2 = F∗(u)
with x = 1/u, y = v/ug+1 and F∗(u) = u2g+2F(1/u). gives a projective model with
precisely two points at infinity. A basis for H0(C,Ω1C/K) is given by
(6.6) ωj = x
j dx
2y
= ug−j−1
du
2v
for j = 0, . . . , g− 1 .
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See [HS13, Exercise A.4.2.f]. In the classical setting one shows that the forms (6.6) are
global using that on U we have
(6.7)
dx
2y
=
dy
f ′(x)
,
where it can be seen that the denominators have no common zeros. In the extended
setting we have
2ydτy = Fδ(x) + F′(x)dτx
which yields a lifted form of (6.7)
(6.8)
dτy
F′(x)
=
Fδ(x)
2yF′(x)
+
dτx
2y
We can write U = U0 ∪ U1 where U0 is the set where y 6= 0 and U1 is the set where
F′(x) 6= 0. One these charts we have lifts of ωj which we will denote by η jU0 and η
j
U1
which are given by
η
j
U0
= xj
dτx
2y
η
j
U1
= xj
dτy
F′(x)
The difference of these two opens is
η
j
U0
− η jU∞ =
Fδ(x)
2yF′(x)
One can see that there is now an obstruction to lifting this form even locally which van-
ishes if F(x) ∈ Kδ[x].
6.4. Global new forms and descent. The above discussion has the following consequence
in terms of descent:
Theorem 6.7. Let X be a smooth projective variety over a differential field (K, δ) of characteristic
zero.
(1) X admits the structure of a global D-variety
(2) X descends to the constants.
(3) ΩτX/K is globally generated.
(4) (If X is a curve) h0(X,ΩτX/K) = g+ 1.
Proof. The fact that (1) and (2) are equivalent follows from the Buium-Ehresman Theorem.
We will show (2) ⇐⇒ (4). It is well-known that for an abelian variety a(A♯) = g if
and only if A is isotrivial. If A = JacX the result follows from (6.2).
Suppose that ΩτX/K is globaly generated by η1, . . . , ηr with r ≥ g + 1. Let η¯1, . . . , η¯r
be the image of these global forms in H0(X,Ω1X/K). By representing a global form ω ∈
H0(X,Ω1X/K) as a sum of ∑ ai η¯i and lifting to ∑ aiηi we get a global splitting. which by
the equivalence of the torsor of splittings and global sections of the jet space (section 3.5)
shows (3) ⇐⇒ (1). 
Consider the following result of Buium:
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Theorem 6.8 ([Bui93]). Let K be a differentially closed field. Let n ≥ 3 and g ≥ 2. Let Ag,n be
the moduli space of principally polarized abelian varieties with level n structure.
There exists an order one Kolchin open subset
Σ ⊂ Ag,n(K)
such that every abelian variety B in Σ we have
a(B♯) = 2g.
This could be viewed as evidence for the (possibly false) stronger statement:
(*) Every simple nonisotrivial abelian variety B has a(B♯) = 2g
Under condition (*), one can show that every global τ-form on a curve comes from a
pull-back of a curve defined over the constants.
Theorem 6.9. Suppose (*). Let K be a differential field.
(1) Any abelian variety A/K we have
a(A♯) = 2(g− g0) + g0
where g0 is the dimension of the K
δ-trace of A.
(2) For all η ∈ H0(C,Ω1C/K) there exist some C′/Kδ, some η′ ∈ H0(C′,Ω1C′/K) and a map
g : C → C′
such that η = g∗η′.
Proof. Suppose A is simple and nonisotrivial. By (*) we have a(A♯) = 2g or 0. If a = 2g, by
(6.2) h0(ΩτA/K) = 1 so we only get elements of K ⊂ H0(ΩτA/K). If a = g then h0(ΩτA/K) =
1+ g and the variety descends.
Suppose now A is isogenous to a product of abelian varieties. Let B′ and B be two
isogeny factors with B′ simple. By inductive hypothesis all the elements of H0(ΩτA/K)
coming from B component are from isogeny factors which descend. By inductive hy-
pothesis we may apply the same argument to B′.
The second statement follows trivially from the first using Theorem 6.1 and the fact that
every factor of a Jacobian is a Jacobian itself by considering the image of the curve in the
abelian variety (if the image is singular we may resolve it). 
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