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Self-consistent-field (SCF) approximations formulated using Hartree–Fock (HF) or Kohn–Sham Density
Functional Theory (KS-DFT) both have the potential to yield multiple solutions. However, the formal re-
lationship between multiple solutions identified using HF or KS-DFT remains generally unknown. We in-
vestigate the connection between multiple SCF solutions for HF or KS-DFT by introducing a parametrised
functional that scales between the two representations. Using the hydrogen molecule and a model of elec-
tron transfer, we continuously map multiple solutions from the HF potential to a KS-DFT description. We
discover that multiple solutions can coalesce and vanish as the functional changes, forming a direct anal-
ogy with the disappearance of real HF solutions along a change in molecular structure. To overcome this
disappearance of solutions, we develop a complex-analytic extension of DFT — the “holomorphic DFT” ap-
proach — that allows every SCF stationary state to be analytically continued across all molecular structures
and exchange-correlation functionals.
I. INTRODUCTION
Solving the electronic Schrödinger equation1 remains
a fundamental challenge in quantum chemistry, in prin-
ciple enabling an exact theoretical description of chem-
ical properties and reactivity. However, exact solu-
tions remain elusive beyond the simplest of chemical
systems.2 Research has therefore focused on exploiting
physical and chemical understanding to develop ap-
proximations to the exact electronic structure.3 At the
heart of most approximations lies the self-consistent
field (SCF) approach,4 usually through the form of
Hartree–Fock (HF) or Kohn–Sham Density-Functional
Theory (KS-DFT). However, beyond simply providing a
‘reference state’ for correlated approaches,5 the SCF ap-
proximation is itself a rich theory with the potential to
provide chemical insights into excited states6 and reac-
tive bond-breaking processes.7
SCF methods are usually presented as iterative ap-
proaches. On each iteration, the electron density ob-
tained from the previous step is used to build an ap-
proximate electronic potential that is then used to re-
optimise the electron density or wave function as an in-
put for the next iteration. This process is repeated until
self-consistency is reached.4 Alternatively, the SCF en-
ergy can be considered as a non-linear function of the
one-electron density, with the global minimum corre-
sponding to the approximate electronic ground state.
Besides the global minimum, this non-linear function
can possess several stationary points that each represent
an optimal SCF state and correspond to local minima,
maxima, or saddle points of the SCF energy.8–10
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Historically, the existence of multiple SCF solutions
has been considered as a computational obstacle, par-
ticularly when the lowest energy HF ground state is
required11–14 or during ab initio molecular dynamics
simulations involving molecules with multiple low-
lying states.15 Alternatively, recent research has devel-
oped and exploited physical interpretations of multiple
SCF solutions themselves.6,16 For example, encouraged
by new computational methods that make identifying
higher energy stationary points relatively routine,6,10
multiple SCF solutions have been used as mean-field
approximations to excited states.6,16,17 Furthermore, the
similarities between dominant electron configurations
in strongly correlated molecules and multiple HF states
have motivated their use as a basis for multireference
ground- and excited-state wave functions. Since each
HF solution comprises an independent set of molecu-
lar orbitals (MOs), these multireference calculations take
the form of a nonorthogonal configuration interaction
(NOCI).10,18,19 However, in many cases, these applica-
tions have been hindered by the disappearance of SCF
solutions at so-called Coulson–Fischer points as molec-
ular structure changes, with the low-lying unrestricted
(UHF) states in H2 providing the archetypal example.20
Recently, holomorphic Hartree–Fock (h-HF) theory
has been developed as a method for extending real HF
states into the complex plane, beyond the Coulson–
Fischer points at which they vanish in conventional
HF.21–24 In h-HF, the complex-conjugation of orbital
coefficients is removed from the conventional energy
function to define a complex-analytic analytic continu-
ation of the conventional HF equations.21–23 The result-
ing h-HF stationary points then exist across all molec-
ular geometries, allowing methods such as NOCI to
be generalised as alternatives to conventional multiref-
erence approaches such as the complete active-space
SCF framework.19,22 Furthermore, h-HF theory has pro-
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2vided extensive insight into the fundamental nature of
multiple SCF solutions, revealing that discrete HF so-
lutions can be connected as one continuous structure
in the complex plane24 and allowing new symmetries
to be identified that ensure real HF energies with non-
Hermitian Fock matrices.25
HF theory represents only one example of the SCF
approximation and, as a mean-field method, fails to ac-
curately reproduce the electron-electron correlation that
is essential for the correct prediction of chemistry.4,26–28
An alternative approach, DFT has been developed to
capture electron correlation in the SCF framework.29,30
DFT approximations generally utilise empirical energy
functionals of the electron density to describe the most
physically relevant electron correlation effects.31,32 The
relative accuracy, low-order scaling, and computational
simplicity of DFT has led to its widespread applica-
tion as one of the most popular electronic structure
techniques.33
In principle, the SCF nature of DFT can also produce
multiple stationary points with the same potential ap-
plications as multiple HF states. For example, higher
energy solutions can be exploited as approximations to
excited states through the ∆SCF framework.34–37 How-
ever, the behaviour of multiple DFT solutions as the
molecular structure or chosen functional changes, and
their relationship to standard HF solutions, appears rel-
atively unexplored. This lack of knowledge is both sur-
prising and concerning given that certain DFT solutions
are known to also disappear at Coulson–Fischer points,
leading to kinks and discontinuities along the corre-
sponding potential energy surfaces.38 We therefore be-
lieve that a detailed investigation into the relationship
between multiple HF and DFT solutions is well over-
due.
In this work, we aim to extend our understanding of
multiple DFT solutions by following solutions along a
path between HF theory and DFT. In Section II the re-
lationship between the solutions in HF and two fun-
damental DFT functionals are investigated for a typical
electron transfer model.7 We find that DFT solutions can
coalesce and vanish in exactly the same manner as real
HF solutions. Motivated by this discovery, in Section
III and beyond we investigate a holomorphic extension
of DFT with the potential to analytically continue DFT
solutions across all molecular structures. In doing so,
we reveal fundamental relationships between the SCF
states of DFT functionals and those of HF, laying the
foundation for a more informed exploitation of multiple
DFT solutions in chemical applications.
II. SCALING BETWEEN HARTREE–FOCK AND DFT
HF theory provides the foundation for almost all so-
phisticated wavefunction-based electronic structure cal-
culations. The inadequacies in the HF description of
molecules have been well-investigated and thus, al-
though it does not produce the exact electronic en-
ergy, crucial understanding can be obtained from a
HF calculation.4 It is therefore interesting to investigate
how SCF states evolve from this approximate but well-
defined HF description to (hopefully) more accurate,
but often empirical DFT functional.
The electron transfer model C7H6F4•+ studied by
Jensen et al.7 provides an interesting case-study for com-
paring the HF and DFT approximations. In this model,
a single electron transfers from one carbon-di-fluoride
group to its symmetric counterpart along a collective
reaction coordinate (see Figure 1). When applying HF
theory, three chemically relevant SCF states can be iden-
tified corresponding to the symmetry-broken diabatic
electron donor (D) and acceptor (A) configurations, and
a third delocalised symmetric state (E) that represents
the transferring electron. All three states are stationary
solutions to the real HF equations at the minimum en-
ergy crossing point (MECP) of the D and A states. How-
ever, as the molecule distorts away from the MECP to-
wards the donor or acceptor structure, the A/D and E
configurations coalesce and vanish. These properties of
the real HF states were described in detail in Ref. 7, al-
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FIG. 1: Electronic energies along the electron transfer
reaction trajectory for the model electron transfer
system shown. The donor (D) and acceptor (A) states
are interconverted by symmetry at the transition state,
while the E state is symmetric across all geometries.
Real HF energies (solid lines) have previously been
reported in Ref. 7 and are plotted relative to the
minimum energy of the E state. Dashed lines indicate
the holomorphic continuation of a given state into the
complex plane, where only the real component of the
h-HF energy is plotted. Only one low-energy state can
be identified using B3LYP-DFT, and this is plotted
relative to its minimum energy.
3though we can now report the existence of the complex-
valued h-HF extensions shown in Figure 1.
Alternatively, the B3LYP-DFT functional only yields
one low-lying stationary state with an electron density
at the MECP that most closely resembles the E state (or-
ange line in Fig. 1). This DFT solution predicts a sin-
gle energy minimum along the reaction coordinate, pro-
viding a contrasting picture to the electron transfer pre-
dicted by the symmetry-broken HF states (although the
reaction trajectory is not optimised for the B3LYP en-
ergy). It is not immediately obvious which features of
the HF and B3LYP potentials cause these qualitatively
different energy surfaces, or which potential would pro-
vide the most faithful representation of the electron
transfer process. However, it is surprising that the mul-
tiple symmetry-broken HF states, which appear to re-
semble diabatic electron transfer configurations, appear
completely absent in the B3LYP-DFT description.
To understand why these additional states no longer
exist using B3LYP-DFT, we follow the real HF states as
the SCF approximation is continuously scaled from HF
to DFT. Unless otherwise stated, all further calculations
are performed at the MECP geometry where the rele-
vant HF states exist and the D and A states become de-
generate. For simplicity, we consider the minimal STO-
3G basis rather than the cc-pVDZ basis used by Jensen
et al.,7 although this does not change any qualitative fea-
tures of the SCF solutions.
The relationship between HF theory and DFT can be
seen when the HF4 and KS-DFT30,31 equations are writ-
ten respectively as[
−1
2
∇2 + veN(r) + j(r) + kˆ(r)
]
φHFi (r) = e
HF
i φ
HF
i (r)
(1a)[
−1
2
∇2 + veN(r) + j(r) + vXC(r)
]
φKSi (r) = e
KS
i φ
KS
i (r).
(1b)
Here, the electronic kinetic operator − 12∇2, electron-
nuclear potential veN(r), Coulomb potential j(r) and the
respective exchange operator kˆ(r) and exchange corre-
lation potential vXC(r) are applied to the HF orbitals
φHFi (r) or the KS orbitals φ
KS
i (r) to obtain the Lagrange
multipliers eHFi or e
KS
i . Each molecular orbital is ex-
panded in terms of the m-dimensional finite basis set
with the orbital coefficients cµ··i as
φi(r) =
m
∑
µ
χµ(r)c
µ·
·i , (2)
where the atomic orbitals (AOs) and MOs are given
by χµ(r) and φi(r) respectively. Herer we employ
the nonorthogonal tensor notation defined Ref. 39, and
apply the Einstein summation convention whenever
summation is not indicated explicitly. These HF and
DFT equations can be conceptually unified by intro-
ducing a parametrised exchange-correlation operator
vˆXC(r; q) that interpolates between HF exchange and
DFT exchange-correlation with the form
vˆXC(r; q) = (1− q) kˆ(r) + q νXC(r). (3)
A scaling parameter of q = 0 corresponds to a pure HF
calculation, while q = 1 refers to a pure DFT calcula-
tion. Individual ground- and excited-state SCF solutions
can then be traced between different functionals using
the maximum overlap method (MOM),6,40 where non-
Aufbau optimisation is achieved by selecting the new oc-
cupied orbitals on each SCF iteration according to their
overlap with the occupied orbitals on the previous iter-
ation.
As the physical functional evolves, the relationship
between different SCF solutions can be visualised by
considering a similarity measure for two SCF states κ
and λ. Here we apply the distance measure introduced
by Thom et al.,10 which uses the density matrices κP and
λP to define the distance between two N-electron states
as
d2κλ =
∥∥∥κP− λP∥∥∥2 = N − κPµνSνσλPστSτµ. (4)
The density matrix for a given state κ is defined in terms
of the occupied MO coefficients (κc)µ··i as
κPµν = (κc)µ··i (
κc∗)·νi· , (5)
where Sνσ denotes the AO overlap matrix, and the sum-
mation of repeated indices is implicit. The second equal-
ity in Eq. (4) bounds the distance measure as d2κλ ∈
[0, N], giving the distance measure in units of ‘electron
number’.
We first consider scaling between HF and the an-
alytic Local Density Approximation (LDA) exchange
functional.41 At the MECP, the three SCF states A, D,
and E simultaneously coalesce as q scales between the
HF and LDA-exchange description, as demonstrated in
Figure 2a where the distance measure between the states
falls to zero at the point of coalescence. This three-fold
coalescence occurs at a “confluence” point,23,42 where
the degenerate A and D solutions coalesce with the
higher energy E state to leave only the E state for larger
values of q (black line). In contrast, when the molec-
ular geometry is marginally distorted towards the ac-
ceptor structure, the symmetry-broken D state and the
symmetric E state coalesce and vanish at a “pair annhi-
lation” point,23,42 while the A state can be traced contin-
uously from HF to LDA (Figure 2b). This observation in-
dicates that the single LDA solution is not a direct mirror
of the E state in HF, but evolves continuously from the
A state to the D state as the molecular structure changes.
The LDA-DFT stationary state therefore appears to be-
have as an adiabatic state (as one would expect for states
obtained using the exact functional), in contrast to the
diabatic behaviour of the multiple HF states.
4(a) (b)
FIG. 2: Relative distances of the SCF solutions as the exchange correlation functional is scaled from exact HF
exchange k to the LDA-exchange functional.41. The grey lines between solutions at each plane of constant q
correspond to the square-root of the inter-state distances (4). (a) At the MECP, the E (green line), D (red line), and A
(blue line) states all simultaneously coalesce at approximately q = 0.3 to leave a single SCF solution (black line). (b)
When the structure is distorted towards the acceptor structure, the E (green line) and D (red line) states coalesce
and both vanish at approximately q = 0.3, while the A state (blue line) remains independent across all values of q.
But why do DFT functionals yield adiabatic states
rather than the multiple symmetry-broken diabatic
states observed using HF? One possible explanation for
the coalescence of SCF states is the self-interaction er-
ror (SIE), which is a well-known problem of not only
LDA-DFT but also more elaborate DFT functionals such
as B3LYP.43–46 It has been shown that the exchange con-
tribution of different DFT functionals may include dy-
namic correlation effects through the SIE, and these ef-
fects can dominate the change of electron density be-
tween different correlation functionals.47
To understand how different components in a DFT
functional affect the existence of multiple SCF solutions,
we scale the same electron transfer model between HF
and the popular B3LYP functional33,48,49 and find that
it leads to the same pattern of coalescence between the
three SCF states. We then decompose the B3LYP-DFT
functional into its constituent exchange and correlation
energy contributions and consider scaling between the
HF and B3LYP-DFT potential using only the LYP corre-
lation term (Figure 3b) or the exchange description (Fig-
ure 3c), and the scaling between HF and the full B3LYP
functional (Figure 3a).
When only the LYP correlation term is included (Fig-
ure 3b), the SCF states remain distinct for all values of
the scaling parameter and no coalescence is observed.
In contrast, introducing only the exchange contribution
(Figure 3c) causes all three SCF states to coalesce at ap-
proximately the same scaling level as the full B3LYP pic-
ture. This coalescence demonstrates that the exchange
correlation functional provides the driving force for the
coalescence of states as the SCF approximation is scaled
between HF and B3LYP. Furthermore, inspecting the in-
dividual components of the energy (not shown) reveals
that the magnitude of the total exchange contribution
decreases as one moves from HF to B3LYP. The coales-
cence of the symmetry-broken SCF states is therefore
driven by the overall strength of the exchange interac-
tion. This result is entirely consistent with other in-
stances of symmetry-breaking in HF theory, for example
the emergence of spin-density waves in antiferromag-
netic materials.50
The electron transfer model reveals that smoothly
changing the exchange-correlation functional can lead
to the coalescence of SCF solutions in exactly the same
way as changing the molecular structure. Furthermore,
we have found that the strength of the exchange in-
teraction is a key factor in controlling whether several
symmetry-broken SCF stationary states can be identi-
fied. While there are three distinct solutions using the
HF exchange functional, a small perturbation of this ex-
change description towards DFT is sufficient to collapse
these diabatic solutions onto one adiabatic state. How-
ever, to completely connect the SCF states from HF to
DFT, we require an approach that extends SCF solutions
beyond the scaling levels at which SCF states vanish.
Following the framework of holomorphic HF, we be-
lieve that a holomorphic extension to DFT will allow
SCF states to be analytically continued into the complex
plane, and developing such a method forms the focus
for the remainder of this paper.
5(a) (b) (c)
FIG. 3: Relative distances for the three SCF states in the different scaling modes. (a) Full B3LYP
exchange-correlation functional.48,49 (b) LYP correlation functional:49 No coalescence of the SCF states is observed
and the distance measure remains virtually unchanged. (c) B3LYP exchange functional:48 Coalescence of the three
SCF states occurs in a similar manner to the introduction of the full B3LYP functional.
III. HOLOMORPHIC DENSITY FUNCTIONAL THEORY
Before deriving a holomorphic extension to DFT, we
first review the h-HF approach itself.21–23,51 The origi-
nal motivation for h-HF theory is rooted in the desire
to extend real HF states across all molecular geome-
tries and construct a continuous basis for multirefer-
ence NOCI calculations.52 To extend real HF states be-
yond the Coulson–Fischer points at which they vanish,
the h-HF energy function E˜ is formulated as a complex-
analytic extension of the real HF energy,21,22 given for a
closed-shell N-electron system with m basis functions as
E˜ = Enuc +
m
∑
µν
P˜νµ
(
2hµν + 2jµν − kµν
)
, (6)
where the holomorphic density matrix has been intro-
duced as
P˜νµ =
N/2
∑
i
cν··i c
·µ
i· . (7)
Here, hµν denotes the one-electron integrals and the self-
consistent Coulomb and exchange matrices are defined
in terms of two-electron integrals as
jµν =
m
∑
στ
〈µσ|ντ〉P˜τσ, (8a)
kµν =
m
∑
στ
〈µσ|τν〉P˜τσ. (8b)
By removing the complex-conjugation of orbital coeffi-
cients in the holomorphic density matrix (7), the energy
function (6) satisfies the Cauchy–Riemann conditions53
and becomes a complex-analytic polynomial of the or-
bital coefficients, in contrast to the standard formulation
of the HF energy using complex molecular coefficients
(see Ref. 54). As a result, every real HF state remains a
stationary point of the h-HF energy and, when a real HF
state disappears, its holomorphic counterpart continues
to exist with complex-valued orbital coefficients.19,21–23
Crucially, the fact that E˜ is a polynomial of only the or-
bital coefficients and not their complex conjugates is suf-
ficient to allow a rigorous proof that the number of h-HF
states for two-electron systems is constant for all molec-
ular structures.23,51
As a complex-analytic extension to the real HF en-
ergy, the operator form of the holomorphic energy func-
tion remains the same as the conventional HF energy
function (1a), and can still be written in terms of the
one-electron integrals hµν, and the self-consistent inte-
grals jµν and kµν representing the Coulomb interaction
and the exact exchange term respectively. Furthermore,
the holomorphic electron density matrix P˜νµ can be con-
sidered as a complex-analytic extension of the real den-
sity matrix, although the holomorphic density matrix is
complex-symmetric rather than Hermitian.23
In analogy to h-HF theory, we expect that the holo-
morphic DFT (h-DFT) energy in the Kohn–Sham for-
malism should also form a complex-analytic function
of only the orbital coefficients (and not their complex
conjugates) to ensure that its stationary states never
disappear. However, the form of the DFT exchange-
correlation functional is not known a priori and the
exchange-correlation functional is not necessarily a pure
polynomial of the MO coefficients. Instead, we retain
the DFT tradition of focussing on the electron density
and define the holomorphic electron density ρ˜(r). We
require this holomorphic electron density to depend on
only the orbital coefficients {cµ··i } and not their complex-
6conjugates by defining ρ˜(r) as
ρ˜(r) =
N/2
∑
i
( m
∑
µ
χµ(r)c
µ·
·i
)( m
∑
ν
c·νi· χν(r)
)
=
m
∑
µν
P˜µνχµ(r)χν(r),
(9)
where the holomorphic density matrix, P˜µν, is given by
Eq. (7).
A. Holomorphic Density Fiing
Following the initial h-HF investigation,21 we first at-
tempt to identify h-DFT solutions by analytically solv-
ing the h-DFT equations. Since exchange-correlation
functionals used in DFT often contain fractional ex-
ponents of the electron density, we retain a complex-
analytic polynomial form by introducing density fitting
methods.55–66 For the specific case of the LDA exchange
energy functional ELDAX , given by
ELDAX [ρ] = −
3
4
(
3
pi
) 1
3 ∫
ρ(r)
4
3 d3r, (10)
we express the holomorphic cubed-root electron density
ρ˜(r)
1
3 in a polynomial form as
ρ˜(r)
1
3 =
∞
∑
α
f αξα(r) (11)
where the density-fitting basis functions, ξα(r), are dif-
ferent to the AO basis. The holomorphic LDA exchange
functional E˜LDAX is then expressed as
E˜LDAX [ρ˜
1
3 ] = −3
4
(
3
pi
) 1
3
∫ (
∑
α
f αξα(r)
)4
d3r (12)
= −3
4
(
3
pi
) 1
3
∫
∑
νµστ
f α f β f γ f δξα(r)ξβ(r)ξγ(r)ξδ(r)d
3r
leading to a fourth-order polynomial in the new coeffi-
cient set { f α}. The expansion (11) now allows the holo-
morphic DFT energy E˜ to be expressed as a complex-
analytic polynomial of the MO coefficients {cµ··i } and the
cubed-root electron-density expansion coefficients { f α}.
We therefore expect that this polynomial energy func-
tional will enable complex-analytic continuations of SCF
states in a combined HF and DFT framework to be iden-
tified beyond the points where real SCF states coalesce
and disappear, and our current implementation is de-
scribed in Appendix A.
The most famous example of SCF states coalescing oc-
curs in the bond dissociation of H2, as shown for the
conventional restricted HF and LDA-DFT methods us-
ing the minimal STO-3G basis in Figure 4. A total of n =
4 stationary SCF states can be identified at large bond
lengths, labelled by their molecular structure as σ2g, σ2u
and the two degenerate ionic configurations H±..H∓.23
In both LDA-DFT and HF, the σ2u and H±..H∓ states co-
alesce as the bond length is shortened. The relative be-
haviour of the SCF states is the same for both LDA-DFT
and HF, with the energy ordering and degeneracies of
each state unchanged. However, the absolute LDA-DFT
energies, and therefore the location of the coalescence
point, are shifted compared to the HF energies. In HF
theory, this coalescence point occurs at approximately
1.15 Å, whereas in LDA-DFT it is located at approxi-
mately 0.87 Å.
ᵒ
FIG. 4: Real contribution to the (holomorphic)
electronic SCF energies of H2 along the bond
dissociation coordinate using restricted HF theory
(solid line) and restricted LDA-DFT (dashed line). The
dark green dashed lines correspond to holomorphic
LDA states which are obtained by tracing from
holomorphic HF theory at the indicated points
(R = 0.70 Å and R = 1.10 Å).
The closed-shell SCF wave function for H2 contains
only one doubly occupied spatial orbital φ(r) which can
be expanded in terms of the (real orthogonal) MO basis
using the rotation angle θ as
φ(r) = σg(r) cos θ + σu(r) sin θ (13)
The coalescence of states of H2 for a linear interpola-
tion between HF and LDA-DFT can be visualised by
parametrising the SCF energy surface in terms of the
exchange-correlation scaling q and the orbital rotation
angle θ, as shown in Figure 5. For a given scaling q
or bond length R, the number of real SCF states corre-
sponds to the number of stationary points with respect
to θ. As expected,23 there are four stationary points for
both HF and LDA-DFT at large bond lengths (Figure 5a),
and only two stationary points at the equilibrium geom-
etry while the ionic solutions having vanished at the co-
alescence point (Figure 5c) .
7σ2g
H+ – H–
H– – H+
σ2u
(a) R = 4.00 Å
σ2g
H+ – H–
H– – H+
σ2u
(b) R = 1.10 Å
σ2g
σ2u
(c) R = 0.75 Å
FIG. 5: SCF energy as a function of the rotation angle θ between the symmetry orbitals σg and σu and the scaling
parameter q between HF theory and LDA-DFT as described in Eq. (3). (a) At a bond length of R = 4.00 Å, all four
SCF solutions can be identified. (b) At a bond length of R = 1.10 Å, between the coalescence points of HF and
LDA-DFT, the ionic states appear in the LDA-DFT limit (q = 1) but have already coalesced in a HF framework
(q = 0). (c) In the equilibrium regime at a bond length of R = 0.75 Å, only two stationary points are observed and
the ionic SCF states have vanished in both LDA-DFT and HF.
The bonding σ2g and anti-bonding σ2u states can be
identified for all bond lengths in both HF and LDA-DFT.
In contrast, between the HF and LDA-DFT Coulson–
Fischer points, the ionic states that have disappeared in
the HF framework reappear in the LDA-DFT one (Fig-
ure 5b). This observation is surprising since it is the
opposite scenario to the model electron transfer, where
the symmetry-broken SCF states existed in the HF case
but not LDA-DFT. We believe that different types of SCF
symmetry breaking (eg. singlet or triplet instabilities)
may have distinct coalescence patterns upon scaling be-
tween HF and DFT, in turn suggesting fundamental dif-
ferences in the types of symmetry breaking using vari-
ous functionals. At bond lengths shorter than the coales-
cence point, it it is known that h-HF solutions continue
to exist with complex-valued orbital coefficients.23 We
expect our analytic h-DFT approximation to allow both
real- and complex-valued h-HF stationary states to be
mapped onto the h-LDA states.
Like h-HF theory, we require the density-fitting h-
DFT energy to retain the conventional (real) SCF solu-
tions when they exist. To verify our h-DFT approach,
we therefore applied the density-fitting method to study
paths between the SCF states that are real in both HF
and LDA-DFT. We rewrite the nuclear-attraction energy
Enuc in terms of the density-fitting basis to ensure that
the HF energy is also dependent on the fitting param-
eters f , allowing us to continuously link holomorphic
HF theory and DFT. Comparing the electronic energies
for the σ2g and σ2u states from the holomorphic density
fitting and a reference calculation using Q-CHEM 5.267
demonstrates a sub-mEh agreement for both HF and
LDA-DFT calculations, as shown at R = 6.35 Å in Ta-
ble I. However, although H2 has exactly four true h-
RHF solutions using a minimal basis,23 solving for all
RHF states in the density-fitting implementation leads
to more than four solutions. Many of these solutions
have the same energies as the exact h-HF solutions, and
we believe that the additional solutions arise from im-
plicitly allowing different cubed-roots of the electron
density. Clearly only the real cube-root of the electron
density provides a physical solution since the additional
SCF solutions using the density-fitting equations do not
link to the real-valued HF energies where they exist.
We therefore believe that these additional solutions are
mathematical artefacts, and safely be ignored.
E
(
σ2g
)
E
(
σ2u
)
HF (q = 0.0)
Holomorphic Density Fitting −0.587464 −0.241891
Reference (Q-CHEM) −0.587531 −0.241891
LDA-DFT (q = 1.0)
Holomorphic Density Fitting −0.685653 −0.131509
Reference (Q-CHEM) −0.685748 −0.131498
TABLE I: HF and LDA-DFT energies of the
conventional SCF states computed using the
holomorphic density fitting approach and a reference
calculation using Q-CHEM 5.267 are found to agree
with sub-mEh accuracy at R = 6.35 Å. All energies are
given in atomic units of Hartrees (Eh).
Beyond the coalescence point in HF theory, we can al-
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FIG. 6: Real (a) and imaginary (b) components of the holomorphic electron density ρ˜(r) of the h-SCF state for
different scaling factors q at a bond length of R = 0.70 Å. Real (c) and imaginary (d) components of the holomorphic
electron density ρ˜(r) of the ionic state h-SCF for different scaling factors q at a bond length of R = 1.10 Å. Real (e)
and imaginary (f) components of the holomorphic electron density ρ˜(r) of the h-RHF state at a bond length of
R = 1.10 Å calculated from the AO basis |Ψ〉 (solid line) and the density fitting basis |ξ〉 (dashed line).
ways successfully identify the complex h-HF extension
of the ionic state using the density fitting method. In
principle, the holomorphic density-fitting method there-
fore allows both real and holomorphic SCF states to be
continuously mapped from HF theory to LDA-DFT. In
practice, however, the success of the density fitting de-
pends strongly on the size and choice of the density fit-
ting basis.
To identify LDA extensions of the h-HF state, we first
traced the h-HF solution using the density fitting across
at 0.70 Å, where we expect the complex h-HF state to
evolve continuously into the complex h-LDA solution.
While there are three degenerate density-fitting solu-
tions in the h-HF framework that provide a real holo-
morphic energy which matches with the conventional
h-HF implementation,23 only one of these solutions re-
tains a meaningful holomorphic energy when traced
along to h-LDA-DFT, corresponding to the correct cube-
root density. Tracking the holomorphic ionic state from
HF to LDA-DFT by relaxing the wave function at each
scaling value, we find that the MO coefficients, and
in turn the holomorphic electron density ρ˜(r), do not
9change significantly between the two functionals, as
shown in Figures 6a and 6b. Within the h-LDA-DFT
framework, we then traced this solution along bond dis-
sociation coordinate, giving the binding curve shown
in Figure 4. Surprisingly, the energy of this state did
not converge onto the energy of the conventional ionic
LDA-state at the coalescence point (R = 0.87 Å), as
would be expected for a complex-analytic extension of
the real ionic state.
To understand this effect, we then tracked the h-
HF solution from HF to LDA at a bond length be-
tween the coalescence points of the two potentials (R =
1.10 Å), where the ionic state has already coalesced in
HF theory but remains a real stationary point in the
LDA-DFT framework. For this bond length, there is a
large rearrangement in the holomorphic electron den-
sity and, contrary to what we expect, we recover a
complex-valued holomorphic SCF solution in h-LDA-
DFT as well. The real part of the holomorphic density
(Figure 6c) retains symmetry-broken ionic character in
the limit of a LDA-DFT calculation, as expected since
the ionic LDA-DFT state has not yet coalesced, but re-
duces to a more symmetric distribution in the HF case.
The imaginary component of the holomorphic electron
density ρ˜(r) however remains non-zero when tracking
the holomorphic SCF state from HF to LDA-DFT, even
though the ionic states exist in LDA-DFT (Figure 6d).
This state also yields a complex-valued holomorphic en-
ergy rather than recovering the real-valued ionic LDA-
DFT energy that would be expected. Moreover, its en-
ergy and electron density do not match the h-LDA state
traced from shorter bond lengths, and following this
new solution along the binding curve reveals that it also
does not converge onto the real LDA ionic state (see Fig-
ure 4).
Clearly, the density fitting method is capable of yield-
ing complex h-LDA states, but we have not been able to
find a unique solution that corresponds to a complex-
analytic extension of the real ionic state. The current
density-fitting implementation’s failure to recover the
holomorphic ionic state can be attributed to the fitting
quality for the h-HF electron density. Figures 6e and 6f
compare the real and imaginary part of the holomor-
phic electron density calculated using the MO coeffi-
cients and the density-fitting coefficients. Both real and
imaginary parts are not fitted particularly well using the
Gaussian-like fitting basis, indicating a need for a larger
fitting basis, potentially with a different functional form.
While the density-fitting approach is conceptually exact,
and recovers the desired polynomial electronic energy
functional, it is too numerically challenging to apply in
practice.
B. Holomorphic Kohn–Sham Theory
To overcome the numerical issues of the density fit-
ting approach, we also considered a naïve implemen-
tation of h-DFT by removing any complex conjugation
of the MO coefficients from the SCF energy function.
Following the philosophy of Ref. 22, we simply defined
the h-LDA functional using the holomorphic density de-
fined in Eq. (7). The corresponding restricted SCF en-
ergy surfaces can then be visualised as a function of the
complex rotation angle θ that defines the single occu-
pied orbital Eq. (13), as shown in Figure 7. We find a
remarkable similarity between the topology of the h-HF
and h-LDA energy surfaces for all complex values of θ.
The number of stationary points is the same for both
potentials, with two solutions along the real axis cor-
responding to the σ2g and σ2u states, and two stationary
points with complex-valued orbitals. These complex-
valued stationary points correspond to the holomorphic
extensions of the ionic SCF states, confirming that com-
plex holomorphic extensions can also be identified for
solutions that disappear using the LDA functional.
Analogously to the HF case, the complex h-LDA solu-
tions occur along a line of strictly real energies defined
by θ = pi2 + ϑi, for ϑ ∈ R (red dashed line in Figure 7).
In HF theory, this line has recently been shown to cor-
respond with the conservation of parity-time symmetry
in the molecular wave function,25 providing a weaker
condition than Hermiticity for ensuring real electronic
energies.68 Our observations therefore provide the first
evidence of parity-time symmetry in the DFT frame-
work, paving the way for novel applications of this new
symmetry across single-particle approximations.
Encouraged by the existence of complex stationary
points on the h-LDA energy surface, we implemented
a holomorphic KS (h-KS) approach to iteratively iden-
tify h-DFT solutions. Following the original h-HF SCF
approach,22 the closed-shell holomorphic Fock matrix
for the LDA functional is defined as
F˜µν = hµν + jµν + F˜LDAµν , (14)
where the exchange-correlation contribution69 to the
Fock matrix F˜LDAµν is defined in terms of the holomorphic
density as
F˜LDAµν = −
(
6
pi
) 1
3 ∫
ρ˜(r)
1
3 d3r. (15)
The h-KS algorithm then proceeds in a analogous man-
ner to the h-HF approach,22 with new occupied orbitals
on each iteration selected using a complex-symmetric
extension of the maximum overlap method,6 and con-
vergence accelerated using the DIIS (direct inversion in
the iterative subspace) extrapolation scheme.70 This ap-
proach can be trivially extended to a spin-unrestricted
formalism by defining α and β Fock matrices in terms
of the corresponding α and β holomorphic densities.
The use of the complex-symmetric holomorphic density
matrix is closely related to non-Hermitian extensions
of KS-DFT developed to describe metastable resonance
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FIG. 7: Comparison of the real (top) and imaginary (bottom) components of the (a) h-HF and (b) h-LDA energy
surfaces for a restricted SCF wave function parameterised by the single occupied orbital (13). The parity-time
symmetric line (dashed red) has purely real h-SCF energies. Complex-valued h-HF and h-LDA solutions are
indicated by a green diamond, and occur along the parity-time symmetric line for both potentials. The
symmetry-pure σ2g and σ2u solutions correspond to the red circles at θ = 0 and ±pi/2 respectively.
states,71 although here we do not introduce any complex
absorbing potential.
Taking initial guesses for the optimal orbital coeffi-
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FIG. 8: Binding curves for the eight KS-LDA solutions.
When the real symmetry-broken (sb-) RKS and UKS
solutions disappear, complex-valued h-RKS and h-UKS
solutions continue to exist (dashed lines).
cients from the h-LDA energy surfaces in Figure 7, we
have identified a total of four self-consistent h-RKS so-
lutions at R = 0.70 Å. Two of these solutions have real
orbital coefficients, corresponding to the σ2g and σ2u solu-
tions, while the remaining two have complex-valued or-
bital coefficients and occur as the h-RKS complex conju-
gate pair. In addition, we identified a further four holo-
morphic unrestricted KS (h-UKS) solutions, including
two with complex-valued orbital coefficients that corre-
spond to the h-UHF states seen in previous studies.22 All
eight solutions can then be traced along the full bind-
ing curve by using the converged coefficients at one
geometry as the initial guess at the next geometry, as
shown in Figure 8. Numerical values for the orbital co-
efficients and h-LDA energies of each stationary point
at bond lengths of R = 0.70, 1.10, and 4.00 Å are avail-
able in the Supporting Information. Crucially, we find
that the h-RKS and h-UKS solutions emerge from the
coalescence points at which the real symmetry-broken
ionic (sb-RKS) or diradical (sb-UKS) solutions disappear
respectively. These self-consistent h-KS solutions there-
fore provide the rigorous complex-analytic extensions of
real KS solutions that disappear as the molecular struc-
ture changes.
The iterative h-KS approach now allows the evolu-
tion of all h-HF solutions into the h-LDA functional to
be directly visualised. The corresponding closed-shell
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FIG. 9: Real (a) and imaginary (b) components of the holomorphic electron density ρ˜(r) for the h-RKS solution at
different scaling factors q (bond length: 0.70 Å). Real (c) and imaginary (d) components of the holomorphic electron
density ρ˜(r) for the h-RKS solution at different scaling factors q (bond length: 1.10 Å). The internuclear axis is
aligned with the z-axis.
density for the holomorphic ionic state is illustrated at
bond lengths of 0.70 and 1.10 Å in Figure 9. At the in-
termediate bond length 1.10 Å between the two coales-
cence points, there is now a clear evolution from the
complex-valued h-HF density to the real-valued ionic
KS-LDA density, confirming that the two solutions are
linked across the SCF approximation. Comparing Fig-
ures 6 and 9 demonstrates that the h-RKS solutions at
both 0.70 and 1.10 Å show a more pronounced relax-
ation of the holomorphic density between HF and LDA
than the density-fitting. This greater relaxation is to be
expected if the density-fitting basis is not large enough
to adequately fit the true holomorphic density, as de-
scribed in Section III A.
The rigorous map between multiple HF and DFT so-
lutions finally allows us to understand how the change
in exchange-correlation potential affects the existence
of symmetry-broken SCF solutions in H2. In particu-
lar, the coalescence point for the unrestricted symmetry-
broken solution occurs at a longer bond length in LDA
than HF, in contrast to the coalescence for symmetry-
broken ionic solution that disappears at a shorter bond
length in LDA than HF. This observation suggests that
the LDA exchange-correlation functional disfavours the
spin-symmetry breaking of the low-energy unrestricted
solution, in line with our previous conclusions in the
model electron transfer system (Section II).
IV. CONCLUDING REMARKS
The HF approximation and DFT are often consid-
ered as distinct methods in electronic structure. How-
ever, both approaches intimately linked through the SCF
approximation. While it is well known that the self-
consistency of HF theory can yield several optimal solu-
tions, which may correspond to physically distinct elec-
tronic states, the existence of multiple DFT solutions is
far less understood. Furthermore, to the best our knowl-
edge, direct connections between multiple HF and DFT
solutions have never previously been explored.
In this work, we have performed a first investigation
into the mapping of multiple SCF solutions between the
HF and DFT energy surfaces. Using a model electron
transfer system,7 we have found that the three low-lying
HF states representing diabatic electron transfer config-
urations coalesce onto one DFT state. This single DFT
solution appears to be adiabatic in nature and maps con-
tinuously onto the lowest energy HF state at any geom-
etry. As the SCF approximation is scaled between HF
and DFT, we have shown that the disappearance of two
SCF solutions states occurs in an analogous way to the
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coalescence of real HF states as the molecular structure
changes. Furthermore, we have shown that the coales-
cence of these SCF states is induced by an overall reduc-
tion in the exchange interaction between HF and the cor-
responding DFT functional, highlighting the effect that
this energy contribution has in driving spin-symmetry
breaking.
To extend SCF solutions across all molecular struc-
tures and exchange-correlation functionals, we have de-
veloped two complex-analytic holomorphic extensions
that can be applied in both the HF and DFT frame-
works. from the conventional electron density. The
first approach, based on a density-fitting approxima-
tion, allows the DFT energy to be expressed a complex-
analytic polynomial functional and provides a mathe-
matically rigorous extension to h-HF theory for guar-
anteeing the existence of multiple solutions. However,
solving the density-fitting equations relies on the intro-
duction of auxiliary basis sets and appears to suffer from
severe numerical challenges. In contrast, the second
approach considers a “naïve” extension of h-HF the-
ory whereby the KS-DFT equations are self-consistently
solved using the complex-symmetric holomorphic den-
sity. This h-KS approach requires minimal modifica-
tions to a standard KS-DFT implementation, and ap-
pears to allow complex-valued holomorphic DFT solu-
tions to be uniquely identified beyond the coalescence
points where real DFT solutions coalesce and vanish.
Using the h-DFT method, we have investigated the
complete mapping of the closed-shell states in H2 be-
tween HF theory and LDA-DFT. By considering both re-
stricted and unrestricted SCF solutions, we have identi-
fied fundamental differences in the way that different
types of symmetry breaking evolve between HF the-
ory and DFT. In particular, spin-symmetry breaking in
the ground-state unrestricted SCF solution appears to
be discouraged using the LDA functional, with the co-
alescence point occurring at a larger bond length than
in the HF approximation. On the other hand, spatial-
symmetry breaking in the ionic restricted SCF solution
occurs at a shorter bond length in the LDA functional.
Alongside the model electron transfer model, these re-
sults suggest that different types of symmetry breaking
are induced by changes in different relative components
of the energy, such as the exchange interaction in the
spin-symmetry-broken UHF solution.
The nature of multiple DFT solutions, and their rela-
tionship to multiple HF states, is only beginning to be
understood. Like any single-determinant theory, one of
the major deficiencies of DFT is the challenge of accu-
rately describing static correlation effects.72 Linear ex-
pansions of multiple DFT solutions have already been
proposed as one extension beyond the single-reference
DFT approximation,73 providing a direct analogy to
the construction of multireference NOCI wave func-
tions using multiple HF solutions.52 Complex-valued
h-HF solutions have been essential in the develop-
ment of continuous NOCI basis sets across all molec-
ular structures,19 and it is likely that h-DFT solutions
will serve a similar purpose for multireference DFT ex-
pansions. Furthermore, understanding exactly how the
choice of DFT functional affects the existence or coales-
cence of SCF solutions will be essential if multiple DFT
solutions are to be routinely used to interpret chemical
processes, and we hope to continue this investigation in
future publications.
Finally, it has been suggested that any modern
density-functional approximation must, to some extent,
include nonlocality in the exchange description, as pro-
vided exactly by HF theory.32 While hybrid function-
als achieve this nonlocality by empirically mixing lo-
cal and nonlocal energy contributions, other density
functionals employ use range separation or long-range
correction.74–79 However, the choice of mixing or range
is ultimately made by fitting to empirical data. In con-
trast, we have revealed that the existence of symmetry-
broken DFT solutions that include local or nonlocal
electron densities is strongly dependent on the relative
strengths of the Coulomb and exchange contributions,
and is heavily influenced by the choice of exchange-
crrelation functional. We therefore believe that, by es-
tablishing a universal framework of multiple SCF states
across all molecular structures or exchange-correlation
functionals, the h-DFT approach will provide an entirely
new approach for identifying the “ideal” combination
of locality and nonlocality in DFT functionals through a
theoretically justified, rather than empirical, foundation.
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Appendix A: Implementation of Holomorphic Density
Fiing
The holomorphic DFT as presented here relies on the
method of density-fitting. This requires the introduction
of an additional basis set for fitting the density, with ba-
sis functions ξα(r) and density-fitting coefficients { f α}.
Due to the form of the LDA exchange functional, it is
helpful to fit the cube-root of the density to retain sets
of polynomial equations, rather than the density itself,
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giving
ρ˜(r)
1
3 =
∞
∑
α
f αξα(r). (A1)
Following the form of the Kohn–Sham energy, the holo-
morphic Kohn–Sham energy is given by
E˜KS[ρ˜] = T˜s[ρ˜] + E˜eN[ρ˜] + E˜J[ρ˜] + E˜XC[ρ˜], (A2)
consisting of non-interacting kinetic, electron-nuclear,
and electron-electron Coulomb and exchange-
correlation terms respectively. The holomorphic
form of the latter three is identical to the conventional
expressions, merely substituting the holomorphic
density for the real density.
The non-interacting kinetic energy, T˜s, however, can-
not be expressed polynomially in terms of the DF coef-
ficients, because it depends explicitly upon MO coeffi-
cients, {cµ··i } of the occupied Kohn–Sham orbitals, and
only implicitly depends on the holomorphic electron
density ρ˜. In a two-electron system using a doubly oc-
cupied orbital, the non-interacting kinetic energy can be
expressed exactly in terms of the density as 18
∫ |∇ρ|2
ρ d
3r,
but this form is not amenable to a polynomial form.
We therefore express the holomorphic electronic en-
ergy as a function of both the MO coefficients {cµ··i } and
the set of density-fitting coefficients { f α}. We constrain
these coefficients by attempting to equate the holomor-
phic density derived from the density-fitting with that
derived from the MO coefficients. This constraint de-
fines a unique relation between the two expansion sets
given by
n
∑
µν
cµ··1 c
·ν
1·χµ(r)χν(r) =
m
∑
αβγ
f α f β f γξα(r)ξβ(r)ξγ(r). (A3)
In addition, we equate the total derivative of the density
with respect to one MO coefficient to derive the addi-
tional relation
d
dcµ··1
n
∑
µν
cµ··1 c
·ν
1·χµ(r)χν(r) =
d
dcµ··1
m
∑
αβγ
f α f β f γξα(r)ξβ(r)ξγ(r),
(A4)
that, together with Eq. (A3), fully determines the set of
density-fitting coefficients.
To illustrate our approach, consider a two-electron
system where the electronic energy is described in
terms of both sets of coefficients as E˜({cµ··1}, { f α}). The
lower index of c is restricted to 1 as there is only one
doubly-occupied orbital. The cube-root density given
by ρ˜(r)
1
3 = ∑mα f αξα(r) and the occupied orbital is de-
fined as φ(r) = ∑nµ c
µ·
·1χµ(r). The polynomial system of
equations required to describe the self-consistent field
therefore contains n + m unknowns, and thus identify-
ing a self-consistent solution requires n + m relations .
To set up the determined polynomial system, we de-
rive the set of equations required for this two-electron,
one-orbital system using two AO basis functions. The
set of MO coefficients is given explicitly by {cµ··i } =
{c1··1, c2··1}. The stationary condition if the holomorphic
energy is then given by the vanishing derivatives,
dE({cµ··1}, { f α})
dcµ··1
= 0, (A5)
and the normalization of the orbital leads to the con-
straint
n
∑
µν
c·µ1·Sµνc
ν·
·1 = 1, (A6)
where Sµν = 〈χµ|χν〉 is the AO overlap matrix. The im-
plicit relationship between the two MO coefficients de-
fined by Eq. (A6) allows stationary points to be identi-
fied with the total derivative of the energy with respect
to only one orbital coefficient, as given by Eq. (A5). Fur-
thermore, the derivatives with respect to the density-
fitting coefficients can be derived by exploiting the re-
lationships (A3) and (A4).
Due to the incompleteness of the density-fitting basis,
it may not always be possible to satisfy Eq. (A3). There-
fore, to solve (A3) and (A4), they are projected onto an-
other auxiliary basis |τ〉 defined as
|τ(r)〉 = {τ1(r), ..., τl(r)} (A7)
where the size l of the basis |τ〉 is defined as l = n+m−
2 for a one-orbital two-electron system.
The projection of relations (A3) and (A4) onto the λth
basis function |τλ〉 leads to
n
∑
µν
cµ·1c
ν
·1〈τλ|χµχν〉 =
m
∑
αβγ
f α f β f γ〈τλ|ξαξβξγ〉 (A8)
d
dcµ··1
n
∑
µν
cµ··1 c
·ν
1·〈τλ|χµχν〉 =
d
dcµ·1
m
∑
αβγ
f α f β f γ〈τλ|ξαξβξγ〉.
(A9)
Finally, the basis functions ξ(r) of the density-fitting
expansion and the auxiliary basis τ(r) are defined in re-
lation to the atomic-orbital basis set χ(r). For the inves-
tigated example of LDA-DFT, a possible choice of the
density-fitting basis ξ(r) in relation to the AO basis χ(r)
is ξ(r) = χ2/3(r), with a suitable normalisation factor to
ensure 〈τi|ξiξiξi〉 = 1. The projection basis τ(r) can then
be chosen such that τ(r) = χ2(r).
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