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In this document, we study the linear Schrödinger operator and linear massive Dirac oper-
ator in the L1 → L∞ settings.
In Chapter I, we focus on the two dimensional Schrödinger operator in the weighted
L1(R2) → L∞(R2) setting when there is a resonance of the first kind at zero energy. In
particular, we show that if |V (x)| . 〈x〉−4− and there is only s-wave resonance at zero of






|t|(log |t|)2‖wf‖1, |t| > 2,
with w(x) = log2(2+ |x|). Here Ff = −1
4
ψ〈ψ, f〉, where ψ is an s-wave resonance function.
We also extend this result to matrix Schrödinger equations with potentials under similar
conditions.
In Chapter II, we focus on the two and three dimensional massive Dirac equation with a
potential. In two dimension, we show that the t−1 decay rate holds if the threshold energies
are regular or if there are s-wave resonances at the threshold. We further show that, if the
threshold energies are regular then a faster decay rate of t−1(log t)−2 is attained for large t,
at the cost of logarithmic spatial weights, which is not the case for the free Dirac equation.
In three dimension, we show that the solution operator is composed of a finite rank operator
that decays at the rate t−1/2 plus a term that decays at the rate t−3/2.
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INTRODUCTION
The linear Schrödinger equation,
iψt −∆ψ + V ψ = 0, ψ(0, x) = f(x) (1)
is known as the analogue of Newton’s second law for a quantum system. Its solutions do
not describe trajectory of a particle as in the classical mechanics, but rather describe the
wave function of the system, which carries information about the probability density for
finding the particle at a position at time t. In fact, the square of the absolute value of the
solutions gives this probability density and it holds the L2 conservation;
‖ψ(t, x)‖L2x = ‖f(x)‖L2 . (2)
In the free case (V = 0), the solution is given by the unitary operator e−it∆ acting on















which satisfies the global estimate
‖e−it∆f‖L∞(Rd) . |t|−d/2‖f‖L1(Rd). (4)
The validity of such estimate for the solution of (1) for real-valued V (x) with sufficient
decay at infinity, has been widely questioned. Typically, this decay rate is expressed in
terms of point-wise decay |V (x)| . 〈x〉−β, for some β > 0, where 〈x〉 := (1 + x2)1/2.
It is known that for any potential satisfying |V (x)| . 〈x〉−2− the Hamiltonian operator
1
H := −∆ + V is self-adjoint and asymptotically complete i.e.
L2(Rd) = L2p.p(Rd)⊕ L2a.c(Rd)
where L2p.p(Rd) is the pure point and L2a.c(Rd) is the absolutely continuous subspaces, see
Section 1.2.1.
If V 6= 0, we represent the solution of (1) conventionally as ψ(t, x) = eitHf(x). Due to
possible existence of point spectrum of H, an estimate as in (4) is not true for eitH . For
this purpose, one needs to approach this question either assuming that there is no bound
states or considering the operator eitHPac(H) where Pac(H) is the orthogonal projection
onto the absolutely continuous spectrum of H. In the first chapter of this work, I analyzed
the operator eitHPac(H) in the case that H possesses threshold obstructions at zero energy.
Schrödinger equation is not valid under relativistic limit since it is based on non-relativistic
energy equation. In order to consider the particles moving with relativistic speeds, one
needs to analyze the Klein-Gordon equation,
ψtt = −∆ψ + [m2 + V ]ψ (5)
which is based on the relativistic-energy equation: E =
√
p2 +m2, where p represents the
momentum and m represents the mass. Unlike the Schrödinger equation, the solution of
(5) do not hold the energy conservation. Moreover, a quantum mechanical evolution should
be described with a first order in time differential equation.





αi · pj +mβ (6)
where α = (α0 = β, α1, ..., αd) should be determined comparing the above equation with
E2. Indeed, this requires αj’s to be Hermitian matrices so that one can obtain a self-adjoint
operator. Moreover, one needs to assume
αjαk + αkαj = 2δjk1C2 , 0 ≤ j, k ≤ d. (7)
This relation requires the αj’s to be even dimensional matrices with eigenvalues ±1.



















The translation of (6) to quantum mechanics gives the Dirac equation:
iψt = Dmψ := [−iα · ∇+ βm]ψ, (8)
where αj’s are 2





), Hermitian matrices satisfying (7). Hence, the Dirac
equation with potential is given with
iψt = (Dm + V )ψ, ψ(0, x) = f(x). (9)
It is know that in the free case, the massive Dirac equation (m > 0), behaves like Klein-
Gordon and its solutions satisfy
‖e−itDmf‖L∞ ≤ C|t|−
d
2‖f‖W s,1 , (10)
for any s that satisfies s ≥ d+2
2
for even dimensions and s ≥ d+3
2
for odd dimensions. In
Chapter II, I will present results on extending (10) to eitHPac(H)f(x), where H := Dm+V ,




1.1 History of the Problem
The studies on global dispersive estimates for perturbed Schrödinger equation began in 1991
with the seminal paper of Journé, Soffer and Sogge, [44]. Prior to 1991, the Schrödinger
evolution is studied as a map between exponentially and polynomially weighted L2 spaces
[49, 41, 48, 42], which appear naturally due to limiting absorption principle, i.e. the bound-
edness of the resolvent operators R±0 (λ) := (−∆−(λ±i0))−1 and R±V (λ) := (H−(λ±i0))−1
between certain weighted L2 spaces for λ > 0, [1].
In [44], global estimates as in (4) are studied via Duhamel’s formula when zero energy
is regular, i.e. if there are no resonances and eigenvalues at zero. The definition of the
eigenvalues are clear and the resonances refer to the distributional solutions of (−∆+V )f =
0 in dimension dependent weighted L2 spaces, see Section 1.2.2 for the exact definition and
the classfication. The main result of [44] is the following
Theorem 1.1.1. In dimension d ≥ 3 if V (x) satisfies V̂ ∈ L1(Rd) and 〈x〉αV (x) : Hν →




The results are presented only for d ≥ 3 since the method requires the estimate (1.1) to
have integrable time decay rate at infinity. The condition on the potential arises naturally
as a result of iterated Duhamel’s term. It is worth noting that this estimate does not hold
if there is a resonance at zero energy, [49, 41, 48].
The operator eitH has been also studied utilizing the wave operator; W± = s−limt→±∞ eitHe−it∆
extensively by Yajima for d ≥ 3 [64, 65], Weder and Artbazar for d = 1, [63, 2]. In these
works the Lp boundedness of W± are studied for 1 ≤ p ≤ ∞. In fact, if the wave operator
exists then it satisfies the intertwining property, eitHPac(H) = We
−it∆W ∗. Therefore, the
Lp boundedness of W± implies L
p′ → Lp estimate for the Schrödinger evolution.
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Much of the recent work have its roots in the approach of Rodnianski and Schlag [52],






where Eac is the absolutely continuous part of the spectral resolution. In [52], it was showed
that in dimension three the dispersive estimate (4) is stable under perturbations by small
potentials that belong to the intersection of the Rollnik and the global Kato classes, where











|x− y|2 dx dy.
The estimate in [52] does not require Pac(H) as in (1.1) since under the assumption of
‖V ‖R < (4π)2, −∆ + V is unitarily equivalent to −∆ via the wave operators, and hence it
has no point spectrum.
The assumption on V is later relaxed in [33] and (1.1) is obtained in dimensions one and
three under some pointwise decay on |V |, with the assumption that zero energy is regular.
A similar result is obtained in dimension two in [54]. In a recent work of Goldberg and
Beceanu, [4], the scaling-critical potentials are considered in three dimension. The authors
utilized Wiener algebra in this work.
The main concern for the estimates in dimension one and two is that they are not
integrable in time at infinity. An estimate which is integrable at infinity is very useful in
the study of nonlinear asymptotic stability of (multi-)solitons in lower dimensions.
The earliest integrable decay rate in dimensions one and two was established by Murata
in weighted L2 spaces. In [48, Theorem 7.6], Murata proved the following statement in
polynomially weighted spaces by assuming sufficient decay on V : If zero is a regular point
of the spectrum, then for |t| > 2,






In [56], Schlag improved Murata’s one dimensional result (1.2) to weighted L1 → L∞





provided that |V | . 〈x〉−4.
Murata’s two dimensional result (1.3) was also improved by Erdoğan and Green. In [23],




provided |V | . 〈x〉−β, for some β > 3. Here we define w(x) := log2(2 + |x|).
Notice that all the L1 → L∞ results with the assumption of pointwise decay on V
concerns d ≤ 3. In fact, they may fail if V /∈ C d−32 in dimensions d ≥ 4 due to the counter
example in [31].
Lately, the assumption on the regularity of zero energy is removed and the effect of the
threshold energies, resonances and eigenvalues of −∆ + V at zero, are studied. In [43],
Jensen and Nenciu obtained an expansion for R±V (λ
2) in dimension one and two under the
effect of zero energy. In [28], this idea is combined with the Stone’s formula approach by
Erdoğan and Schlag to analyze the three dimensional Schrödinger evolution. It was proved
that, if zero energy is not regular then there is a time dependent operator Ft such that
sup
t
‖Ft‖L1→L∞ <∞, ‖eitHPac(H)− t−1/2Ft‖L1→L∞ ≤ C|t|−3/2. (1.5)
Similar methods then applied to dimension two [20] and dimension four [25]. In both cases
the integrable time decay rate at infinity is not established even though a time dependent
operator Ft is subtracted as in (1.5).
In [62], the author combined the methods of [20] and [23] and obtained the following inte-
grable time decay rate at infinity in the case of an s-wave resonance for the two dimensional
Schrödinger equation.
Theorem 1.1.2. Let |V (x)| . 〈x〉−β for some β > 4. If there is a resonance of the first







|t|(log |t|)2‖wf‖L1(R2), |t| > 2. (1.6)




where ψ is the canonical s-wave resonance function satisfying ψ − 1 ∈ Lp for all p > 2.
This result is motivated by the fact that ψ = 1 is an s-wave resonance in dimension two
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for the Laplacian and (1.6) with F = −1
4
〈1, f〉 is an immediate consequence of (3) for the
free Schrödinger operator.
Analogous result for the matrix Schrödinger equations with potentials have been es-
tablished in the same paper. The non-self-adjoint matrix Schrödinger operator is defined
as
H := H0 + V =
[








on L2(Rd)× L2(Rd), where µ > 0 and V1, V2 are real valued potentials.
For the spectral purposes, see Section 1.2.3, one needs to assume the followings:
A1. −σ3V is a positive matrix, where σ3 is the Pauli spin matrix β defined in Introduction.
A2. L = −∆ + µ− V1 + V2 ≥ 0;
A3. There are no embedded eigenvalues in (−∞,−µ) ∪ (µ,∞).
The importance of the matrix Schrödinger operator is that it appears naturally as lin-
earization of a nonlinear Schrödinger equation around the (positive) ground state standing
wave. In fact, the assumptions A1 and A2 are known to hold in important examples of
such equations. Moreover, as the potential in the linearized equation arises proportional
to the soliton, potentials in the form of |V1|+ |V2| . 〈x〉−β− for some β > 0 are relevant to
the modulation equations governing the evolution of small solitons, see [29, 24] for further
information.
The result on the matrix Schrödinger equation in [62] is the following
Theorem 1.1.3. Let |V1|+ |V2| . 〈x〉−β− for some β > 4. Under the conditions A1 −A3,














|t|(log |t|)2‖wf‖L1×L1 , |t| > 2.




where ψ is the canonical s-wave resonance function satisfying ψ− (1, 0)T ∈ Lp ×Lp for all
p > 2.
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A similar statement holds if there is a resonance of the first kind at −µ.
Theorem 1.1.2 and Theorem 1.1.3 will be proved in this chapter.
It worths to mention that the four dimensional results in [25] are also improved by Green
and the author, [38]. It was proved that
Theorem 1.1.4. Suppose that |V (x)| . 〈x〉−β. If zero energy is not regular, we have the
expansion
eitHχ(H)Pac(H) = ϕ(t)A0 +O(1/t)A1 +O((t log t)
−1)A2 +O(t
−1(log t)−2)A3
with A0 : L
1 → L∞ is a finite rank operator, A1 : L1 → L∞, A2 : L1w → L∞w−1 finite rank
operators, and A3 : L
1
w3 → L∞w−3, provided β > 0 is large enough. In particular,
• If there is a resonance of the first kind at zero, then if β > 4 for t > 2, the above
expansion holds.
• If there is a resonance of the second kind at zero, then if β > 8 the above expansion
holds and A0 = 0.
• If there is a resonance of the third kind at zero, then if β > 8 the above expansion
holds.
Here the logarithmic weighted spaces defined as
L1wk(R
4) = {f :
∫
R4
wk(x)|f(x)| dx <∞}, L∞w−k(R4) = {g : ‖w−k(·)g‖∞ <∞}
where w(x) = 1 + log+ |x|. The following is also observed in the same paper.
Theorem 1.1.5. Assume that |V (x)| . 〈x〉−12−, and that zero is an eigenvalue of H =
−∆ + V , but not resonance. Further, suppose that
∫
Rn V ψ dx = 0 and
∫
Rn xjV ψ dx = 0 for
each ψ ∈Null H and all 1 ≤ j ≤ 4. Then,
‖eitHχ(H)Pac(H)‖L1→L∞ . |t|−2.




In this section we present some tools from spectral theory which we utilize in the analysis
of perturbed Schrödinger evolution. We start with a definition.
Definition 1.2.1. Let A be a self-adjoint operator with the domain H.
1. The spectrum σ(A) of A is the set of all points λ ∈ R for which A−λ is not invertible.
2. If λ /∈ σ(A) then the inverse of A− λ is called resolvent of A at λ and we represent
it by RA(λ).
It is known that for any self-adjoint operator there is a corresponding spectral measure





which we write symbolically ψ(A) =
∫
ψ(λ)E(dλ), see [50] for more detail. Let
Hpp = {f |d〈f, E(λ)f〉 is pure point},
Hac = {f |d〈f, E(λ)f〉 is absolutely continuous},
Hsc = {f |d〈f, E(λ)f〉 is singular continuous}.
We decompose the spectrum as σ(A) = σpp(A)∪σac(A)∪σsc(A) where σpp(A) = σ{A|Hpp},
σac(A) = σ{A|Hac} and σsc(A) = σ{A|Hsc}. Here σpp(A) corresponds to the eigenvalues of
A. We also define the essential spectrum, σess(A) as the subset of the spectrum that can
not be removed by finite dimensional perturbations.
It is well-known that −∆ is essentially self-adjoint and σ(−∆) = σess(−∆) = σac(−∆) =
[0,∞). We want to perturb −∆ with a real potential so that we can use the representation
(1.7) for H = −∆ + V . Below we confirm that under weak pointwise assumptions on the
potential, say |V (x)| . 〈x〉−β for some β > 2, we have σ(H) = σac(H) ∪ σp(H), with
σac(H) = [0,∞), and the point spectrum consists of a finite collection of non-positive
eigenvalues.
Recall that an operator B is called A bounded if for all u ∈ D(A) one has ‖Bu‖ ≤
a‖Au‖+ b‖u‖, and a is referred as a relative bound. Let V be real valued and ∆-bounded
with relative ∆-bound less than 1, and limx→∞ V (x) = 0. Then by Kato-Rellich, H is
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self-adjoint on D(H) = H2(Rn) with σac(H) = [0,∞), see [39, Theorem 13.5]. Note that
any V holding |V | . 〈x〉−β for β > 0 satisfies this condition.
We call a multiplication operator Agmon potential if V (x) = 〈x〉−1−EW (x) for some E > 0
and for some W that is relatively compact perturbation of −∆, i.e. for all bounded sequence
{un} ∈ D(−∆) ⊂ D(W (x)), the sequence {Wun(x)} has a convergent subsequence. In
particular, V (x) = 〈x〉−1−E is Agmon potential for any E > 0. Agmon, Kato and Kuroda
proved that σsc(H) = ∅ for any Agmon potential, see [51, Theorem XIII.33]
By the Cwikel-Lieb-Rosenblijum bound, see [51, Theorem XIII.12], the number of bound
states of H is finite provided |V | . 〈x〉−2− in d ≥ 3. Moreover, the same estimate holds
for dimension two by Stoiciu, see [53].
Lastly, in [45], Kato proved that H has no eigenvalues in (0,∞) for any V (x) = o(|x|−1).






Here Pλj(H) and Pac(H) are spectral projections onto σp(H) and onto σac(H) respec-
tively. Notice that the first term on the right side of this representation violates any type
of L1 → L∞ estimate with time decay. For this purpose, we rule out the point spectrum
and consider eitHPac(H)f only.
Via Cauchy integral formula, one can represent the spectral measure in terms of the
jump of the resolvent, across the real axis. This representation is known as Stone’s formula












λ/L)〈[RV (λ+ iε)−RV (λ− iε)]f, g〉dλ
for f, g ∈ S(Rd). Here χ1(λ) is a smooth cut-off function supported in a neighborhood of
zero. The free resolvent R0(z) has an explicit integral kernel which arises as a meromorphic
function of
√
z in odd dimensions and of log z in even dimensions. The±iε determines which
branch of these functions is taken in the complex plane. We use the representation R±V (λ)
for the operator limε→0RV (λ±iε), which are know to exist between weighted L2 spaces, see
Section 1.2.2. For simplicity we exchange λ with λ2 and estimate the following oscillatory
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integral:











2)−R−V (λ2)](x, y)dλ. (1.8)
1.2.2 Resolvent expansions
To use the Stone’s formula (1.8) one needs to understand the behavior of R±V (λ
2). The first
step towards this aim is the resolvent identity and its finite iterations:
R±V (λ
2) = R±0 (λ
2)−R±0 (λ2)V R±V (λ2) (1.9)
= R±0 (λ




(−1)l(R±0 (λ2)V )lR±0 (λ2) + (R±0 (λ2)V )kR±V (λ2)(V R±0 (λ2))k
In fact, one could iterate (1.9) infinitely many times and relate R±V (λ
2) to R±0 (λ
2) solely,
however this requires V to be small so that the infinite series is summable. We want to
consider large potentials and therefore we use finite iterations.
Let χ(λ) be a smooth function which is equal to one in 0 ≤ λ ≤ λ1 and zero in λ ≥ 2λ1
for a fixed λ1 > 0. Also let χ̃(λ) = 1−χ(λ). Then we call R±V (λ2)χ(λ) the low-energy part
and R±V (λ
2)χ̃(λ) the high-energy part.
For high energies the behavior of R±V (λ
2) can be understood by means of the limiting
absorption principle. The limiting absorption principle is known as the boundedness of the
resolvent operators between weighted L2 spaces for λ > λ0 > 0. In fact, by the fact that
[R+0 (λ
2)−R−0 (λ2)]f = cλ−1σ̂λSd−1 ∗ f,
one has that the imaginary part of the free resolvent is bounded by a constant depending
on λ from L2,σ to L2,−σ, where L2,±σ = {f : 〈x〉±σf ∈ L2(Rd)} for σ > 1/2. The reason for
that is the well-known trace Lemma, i.e. for a smooth compact hyper surface Γ in Rd
‖f̂ |Γ‖L2(Γ) ≤ C(σ,Γ)‖〈x〉σf‖L2(Rd), σ > 1/2, f ∈ S
gives rise to ‖σ̂Sd−1 ∗ f‖L2,σ . C(σ)‖f‖L2,−σ .
In [1], Agmon extended this estimate to the full free resolvent. Moreover, he showed that
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for potentials satisfying supx(1 + |x|)1+ε|V (x)| <∞ one has
‖〈x〉−σR±V (λ2)〈x〉−σ‖L2(Rd)→L2(Rd) . λ−1, λ > λ0 > 0. (1.10)
Moreover, for the derivatives one has
‖〈x〉−σ∂kλR±V (λ2)〈x〉−σ‖L2(Rd)→L2(Rd) <∞, k = 0, 1, 2, ... σ > 1/2 + k. (1.11)
To understand the behavior of R±V (λ
2) for low energies, we utilize the following symmetric
resolvent identity,
R±V (λ
2) = R±0 (λ
2)−R±0 (λ2)v(U + vR±0 (λ2)v)−1vR±0 (λ2) (1.12)
where v = |V |1/2 and U = sgn(V ). Hence, to analyze the integral (1.8) for small energies,
one needs to understand the behavior of M−1(λ) := (U+vR±0 (λ
2)v)−1 around the threshold
energy, as an operator on L2. This behavior depends on the existence and/or type of the
obstructions.
In d ≥ 3, if zero is regular an expansion for M−1(λ) can be obtained via Neuman series
expansion in a small neighborhood of zero. This is because zero being regular corresponds to
the invertibility of M(0). To see that first notice that if d ≥ 3 then limλ→0R0(λ) = G0(x, y),
see (1.13). Here G0(x, y) is the Greens function for laplacian and given with
G0(x, y) =
{
ln |x− y| d = 2
|x− y|2−d d ≥ 3.
Moreover, M(0) is not invertible on L2, i.e. ∃f ∈ L2 so that (U + vG0v)f = 0 if and only
if G0vf ∈ L2,−σ is a distributional solution to Hψ = 0.
If zero is not regular, i.e. the distributional solutions exist, we introduce the operator S1
as the Riesz projection on to the kernel of M(0) and proceed with inverting (S1 + M(λ))
for 0 < λ 1. This method together with Lemma 2.3.15 below result in an expansion for
M−1(λ) which is valid as λ→ 0+. This expansion depends on the dimension as well as the
type of the obstruction at zero.
The distributional solutions G0vf , described above are known as zero energy resonances.
In addition, if 〈f, v〉 = 0, G0vf is L2 bounded and that corresponds to an eigenvalue.
The characterization of these obstructions can be performed studying the space S1L
2. In
fact, one can see that in dimensions d = 3, 4, S1 is at most one plus the dimension of the
zero energy eigenspace. Furthermore, in dimensions d ≥ 5, a resonance is necessarily an
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eigenvalue.
The invertibility method around zero described above is not directly applicable when
dimension is two. This is because in dimension two R0(0) is not defined, i.e. one has
R0(λ)(x, y) = log(λ) + z +G0(x, y) +O((λ|x− y|)1/2). On the other hand, inserting R0(λ)
into the definition of M(λ) one can see that the singularity as λ → 0 arises in the space
PL2 where P is the orthogonal projection onto v. Therefore, we introduce Q = 1− P and
use the Feshbach formula, see [43, Lemma 2.3]. In particular, we reduce the invertibility
of M(λ) for 0 < λ  1 to the invertibility of Q(U + vG0v)Q. In fact, zero not being
regular in dimension two corresponds to the noninvertibility of Q(U + vG0v)Q on QL
2,
see [43, 20]. If now zero energy is regular, Feshbach formula together with Neuman series
expansion determines the size of M−1(λ) around zero. Otherwise, we introduce S1 as
the Riesz projection on to the kernel of Q(U + vG0v)Q in the space QL
2 and reduce the
invertibility of M(λ) + S1 to the invertibility of Q(S1 +U + vG0v)Q, see Lemma 18 in [20]
or Lemma 1.3.8. This method together with Lemma 1.3.7 below result in an expansion for
M−1(λ) which is valid as λ→ 0+.
Because of the unique feature of the resolvent expansion in dimension two, the character-
ization of obstructions is more complicated than higher dimensions. This characterization
is equal to studying the kernel of Q(U + vG0v)Q whose dimension is at most three plus
the dimension of the zero energy eigenspace, see Theorem 6.2 and Lemma 6.4 in [43]. In
particular, we call ψ an s-wave resonance if ψ ∈ L∞(R2), but ψ /∈ Lp(R2) for any p <∞;
we call ψ a p-wave resonance if ψ ∈ Lp(R2) for 2 < p ≤ ∞, but ψ 6∈ L2(R2).
It is clear from the above description that the expansion of M−1(λ) for 0 < λ  1


























−1(z) = J d2−1





−1 and Y d
2
−1 are the Bessel functions. Specifically, for |z|  1, we have the
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+ Õ(z2 log(z)) (1.15)





−izω−(z), ω±(z) = Õ(z
−1/2). (1.16)
The same equality is valid also for Y d
2
−1(z).










, j = 0, 1, 2, 3, ...
Unless otherwise specified, the notation refers only to derivatives with respect to the spec-
tral variable λ. If the derivative bounds hold only for the first k derivatives we write
f = Õk(g).
We finish this section with the following definitions introduced in [54].
Definition 1.2.2. • Let K : L2(Rd) → L2(Rd) with kernel K(x, y). We say K is







• We say that an operator T : L2(Rd)→ L2(Rd) with kernel T (·, ·) is absolutely bounded
if |T (·, ·)| is bounded from L2(Rd) to L2(Rd).
Note that Hilbert-Schmidt operators and finite rank operators are absolutely bounded.
1.2.3 Matrix Schrödinger operator
For the convenience of the reader we start recalling the matrix Schrödinger operator
H = H0 + V =
[











A1. −σ3V is a positive matrix
A2. L = −∆ + µ− V1 + V2 ≥ 0;
A3. There are no embedded eigenvalues in (−∞,−µ) ∪ (µ,∞).
As it was previously mentioned, assumptions A1 − A3 are known to be satisfied by the
systems that arise from the linearization around a ground state soliton: Suppose that
ψ(t, x) = eitµφ(x), µ > 0, is a standing wave solution of the NLS
∂tψ + ∆ψ + |ψ|2γψ = 0, γ > 0,
with φ the ground state, i.e.,
µφ−∆φ = φ2γ+1, φ > 0.
It is known such φ exist and unique, see for example [57, 7, 15]. Linearizing the given NLS
around φ, one obtains the potentials V1 = (γ+1)φ
2γ and V2 = γφ
2γ. Hence, the assumption
A1 holds. Moreover, L− = −∆ + µ− φ2β ≥ 0 since L−φ = 0.
Unfortunately, the assumption A3: the absence of embedded eigenvalues is still an open
problem. It is known that there can be imbedded eigenvalues for example for V2 = 0; and
V1 large and positive, but in that case the assumption A2 do not hold. In fact, it is believed
that A3 is satisfied by linearized systems as explained above.
In this section we develop some properties of the spectra and resolvents of H under
assumptions A1 − A3 and |V1|+ |V2| . 〈x〉−β for β > 0.





gives the matrix operator
H̃0 :=
[
−∆ + µ 0






Moreover, one has the following equality
(H̃0 − z)−1 =− (H̃0 + z)
[
([(−∆ + µ)2 − z2)]−1 0




[((−∆ + µ)2 − z2)]−1 0
0 [((−∆ + µ)2 − z2)]−1
]
(H̃0 + z).
Hence, σ(H0) = (−∞,−µ] ∪ [µ,∞). We have the following lemma for the spectrum of H.
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Lemma 1.2.3. [29, Lemma 3] Let |V1| + |V2| . 〈x〉−β for some arbitrary β > 0. Then
σess(H) = (−∞,−µ] ∪ [µ,∞). Moreover, σ(H) = −σ(H) = σ(H) = σ(H∗) and σ(H) ⊂
R ∪ iR. The discrete spectrum of H consists of eigenvalues {zj}Nj=1, 0 ≤ N ≤ ∞, of
fine multiplicity. For each zj 6= 0 the algebraic and geometric multiplicities coincide and
Ran(H− zj) is closed. The zero eigenvalue has finite algebraic multiplicity.














V (z)−R−V (z)](x, y)dz. (1.19)
where χµ(z) is a smooth function supported for |z| < z1 for some |z1| > µ and R±V (z) :=
limε→0(H − (z ± iε))−1 for z ∈ (−∞, µ] ∪ [µ,∞). The limiting absorption principle holds
for R0(z) under the assumption of A3, i.e. for |z| > |z0| > µ
‖〈x〉−σR±V (z)〈x〉−σ‖L2×L2→L2×L2 . z−1/2
If in addition β > 1, one can exchange R±0 with R
±
V in the above statement. See Lemma 4,
Proposition 5 and Corollary 6 of [29] for the proof.
Similar to the scalar case, we need to analyze (1.19) separately for z’s that are close to ±µ
and for z’s that are away from ±µ. Whereas, we have the limiting absorption principle for
high energies, we write V = −σ3vv in the view of assumption of A1 and use the symmetric
resolvent identity for small energies. Let v1 = −σ3v and v2 = v, then the entries of v1 and
v2 are real and decay like 〈x〉−β/2. To perform the analysis on the positive branch of the
spectrum, [µ,∞), we move the phase to zero in (1.19) with the change z = µ+ λ2 and use
the symmetric resolvent identity:
R±V (λ
2) = R±0 (λ
2)−R±0 (λ2)v1(I + v2R±0 (λ2)v1)−1v2R±0 (λ2).
Note that to perform the analysis on the negative branch of the spectrum one needs





−1 around zero, according to the type of the obstructions at z = µ. This
process is very similar to the scalar case, but slightly more delicate because of the matrix
forms, see Section 1.3.2 or [29, 24]. Below, in Section 1.3.2 and Section 1.5 we only consider
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the positive portion, similar analysis is valid for negative portion.
1.3 M−1(λ) Expansion
Here we derive an expansion for M±(λ)−1 in dimension two around zero when there is only
an s-wave resonance at zero. This case is also called resonance of the first kind . It is
important to recall that if there is a resonance of the first kind at zero then there is only
one s-wave resonance function up to a multiplicative constant.
1.3.1 Scalar case
The following derivation is similar to that in [23]. However, we need finer control on the
error term E(λ). We start with Lemma 1.3.1 which will be useful for further calculations.
Lemma 1.3.1. Let χ be a smooth cutoff for [−1, 1], and χ̃ = 1 − χ. Define J̃0(z) :=
χ̃(z)J0(z). Then
|J̃0(λr)| . λ1/2r1/2, |∂λJ̃0(λr)| . λ−1/2r1/2, |∂2λJ̃0(λr)| . λ−1/2r3/2.
The bounds hold when J̃0(z) is replaced with Ỹ0(z) := χ̃(z)Y0(z) or H̃0(z) := χ̃(z)H0(z).































log |x− y|f(y) dy, (1.20)










The following lemma and its corollary are from [23].
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g±(λ) +G0(x, y) + E
±
0 (λ)(x, y).
G0(x, y) is the kernel of the operator G0 in (1.20), and E
±
0 satisfies the bounds
|E±0 | . λ
1
2 |x− y| 12 , |∂λE±0 | . λ−
1
2 |x− y| 12 , |∂2λE±0 | . λ−
1
2 |x− y| 32 .
Corollary 1.3.3. For 0 < α < 1 and b > a > 0 we have
|∂λE±0 (b)− ∂λE±0 (a)| . a−
1
2 |b− a|α|x− y| 12+α.
Lemma 1.3.4. Let 0 < α < 1. For λ > 0, one has
M±(λ) = g±(λ)P + T + E±1 (λ).
Here T = U+vG0v where G0 is an integral operator defined in (1.20) and P is the orthogonal

























provided that v(x) . 〈x〉− 32−α−.
Proof. Note that
E±1 (λ) = M
±(λ)− [g±(λ)P + T ] = vR±0 (λ2)v − g±(λ)P − vG0v = vE±0 (λ)v.
Lemma 1.3.2 and Corollary 1.3.3 yield the lemma since v(x)|x− y|kv(y) is Hilbert-Schmidt




The following definitions are from [43].
Definition 1.3.5. (1) Let Q := 1 − P , then zero is defined to be a regular point of the
spectrum of H = −∆ + V if QTQ = Q(U + vG0v)Q is invertible on QL2(R2).
(2) If zero is not a regular point of spectrum then QTQ+ S1 is invertible on QL
2(R2) and
we define D0 = (QTQ+ S1)
−1 as an operator on QL2(R2). Here S1 is defined as the Riesz
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projection onto the Kernel of QTQ as an operator on QL2(R2).
(3) We say there is a resonance of the first kind at zero if the operator T1 := S1TPTS1 is
invertible on S1L
2(R2) and we define D1 as the inverse of T1 as an operator on S1L2.
Remark 1.3.6. 1. We assume that there is a resonance of the first kind at zero. Thus,
QTQ is not invertible on QL2 but QTQ + S1 and T1 := S1TPTS1 are invertible on
QL2 and S1L
2 respectively.
2. If |v(x)| . 〈x〉−2− then the range of S1 − S2 (S2 being the orthogonal projection onto
Ker T1) has dimension at most one, see [43, Theorem 6.2] and [20, Lemma 5.1,
Lemma 5.2]. Since in our case S2 ≡ 0, and since zero is not regular, Range S1 has
dimension exactly one. This fact together with the next remark suggests that if there
is a resonance of the first kind at zero, then the s-wave resonance is one-dimensional.
Also, since Range S1 has dimension exactly one we write S1f = φ〈φ, f〉 for some
φ ∈ S1L2 with ‖φ‖L2 = 1.
3. Theorem 6.2 in [43] also states that for v . 〈x〉−1−, if φ ∈ S1L2, then φ = ωψ for an
s-wave resonance ψ ∈ L∞ such that Hψ = 0 in the sense of distributions. Moreover,





〈v, Tφ〉 = 1‖V ‖1
∫
v(x) Tφ(x)dx. (1.23)
4. Denoting P (x, y) the kernel of P we have P (x, y) = ‖V ‖−11 v(x)v(y). Hence, in light
of second and third remarks above we obtain







The following lemmas are given without proofs.
Lemma 1.3.7. [43, Lemma 2.1] Let A be closed operator on a Hilbert space H and S a
projection. Assume A+ S has a bounded inverse. Then A has bounded inverse if and only
if B := S − S(A+ S)−1S has a bounded inverse in SH and in this case
A−1 = (A+ S)−1 + (A+ S)−1SB−1S(A+ S)−1.
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Lemma 1.3.8. [20, Lemma 2.5] Fix 0 < α < 1, and assume that v(x) . 〈x〉−3/2−α−.
Suppose that zero is not a regular point of the spectrum of −∆ + V , and let S1 be the
corresponding Riesz projection. Then for sufficiently small λ1 > 0, the operators M
±(λ)+S1
are invertible for all 0 < λ < λ1 as bounded operators on L








Here h±(λ) = g


































Proposition 1.3.9. Fix 0 < α < 1, and assume that v(x) . 〈x〉−3/2−α−. If there is a
resonance of the first kind at zero, then B±(λ) = S1 − S1(M±(λ+ S1)−1S1 is invertible on
S1L
2(R2). Moreover,






















+α−(θ − λ)−α|a′±(θ)− a′±(λ))| . 1.
Proof. We apply Lemma 1.3.7 to obtain (suppressing ’±’ notation)




S1 = −h−1(λ)S1SS1 − S1W1(λ)S1
= h−1(λ)S1TPTS1 − S1W1(λ)S1 = −h−1(λ)c20‖V ‖1S1 − S1W1(λ)S1.
The second equality follows from the identity QS1 = S1Q = S1D0 = D0S1 = S1. The third
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also uses the identity PS1 = S1P = 0 and the definition of S. The last equality follows
from Remark 1.3.6 above.
Writing S1W1(λ)S1 = w(λ)S1 (where the function w satisfies the error bound of W1), and
noting that by definition of s-wave resonance c0 6= 0, we obtain −h−1(λ)c20‖V ‖1−w(λ) 6= 0
for sufficiently small λ. Therefore
B(λ)−1 =
1




S1 + a(λ)S1. (1.26)
The bounds on a(λ) follows from the definition of h and the bounds on w.
Using (1.24) and (1.26) in Lemma 1.3.7, we obtain the following expansion for M±(λ)−1:
Corollary 1.3.10. Fix 0 < α < 1, and assume that v(x) . 〈x〉−3/2−α−. For all 0 < λ < λ1,










































As we mentioned before, the analysis below is performed on the positive branch of the
spectrum [µ,∞). The free resolvent R0(z) of matrix Schrödinger equation is given by
R0(z) = (H0 − z)−1 =
[
R0(z − µ) 0
0 −R0(−z − µ)
]
(1.28)
for z /∈ (−∞,−µ] ∪ [µ,∞). Here R0(z) is the scalar free resolvent. Writing z = µ + λ2,
















Note that the bounds
|R2(λ2)(x, y)| . 1 + log− |x− y| . k(x, y),
|∂kλR2(λ2)(x, y)| . 1 k = 1, 2, ... (1.29)
are immediate from the large and small energy expansion of Hankel functions and the fact
that µ is strictly greater than zero.


















Lemma 1.3.11. The following expansion is valid for the kernel of the free resolvent
R±0 (λ
2 + µ)(x, y) = g±(λ)M11 + G0(x, y) + E±0 (λ)(x, y),
where

















and E±0 (λ)(x, y) satisfies the bounds,












2 〈x− y〉 32 .
Corollary 1.3.12. For 0 < α < 1 and d > c > 0 we have,
|∂λE±0 (d)− ∂λE±0 (c)| . c−
1
2 |d− c|α〈x− y〉 12+α.
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V1 + V2 −
√
V1 − V2√














Using symmetric resolvent identity, we have
RV (µ+ λ
2) = R0(µ+ λ
2)−R0(µ+ λ2)v1M±(λ)−1v2R0(µ+ λ2),
where
M±(λ) = I + v2R0(µ+ λ
2)v1.
Employing Lemma 1.3.11,
M±(λ) = g±(λ)v2M11v1 + T + v2E±0 v1
where T has kernel T (x, y) = I + v2(x)G0(x, y)v1(y).
Lemma 1.3.13. Let 0 < α < 1. The following expansion is valid for λ > 0
M±(λ) = −‖a2 + b2‖L1(R2)g±(λ)P + T + E±1 (λ),


























provided that a(x), b(x) . 〈x〉−3/2−α−.
Recall P in the scalar case is defined as projection onto v whereas in matrix case it is
defined as projection onto the span of the vector (a, b)T . In light of this difference we give
the following modified version of Definition 1.3.5. Let Q := 1− P .
Definition 1.3.14. (1) µ is defined to be a regular point of the spectrum of H = −∆ + V
if QTQ is invertible on Q(L2 × L2).
(2) If µ is not a regular point of spectrum then QTQ+ S1 is invertible on Q(L
2 × L2) and
we define D0 = (QTQ+ S1)
−1 as an operator on Q(L2 × L2). Here S1 is defined as Riesz
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projection onto the Kernel of QTQ as an operator on Q(L2 × L2).
(3) We say there is a resonance of the first kind at zero if the operator T1 := S1TPTS1 is
invertible on S1Q(L
2 × L2) and we define D1 as the inverse of T1.
With the following lemma we can have a representation for the space S1 as in the scalar
case.
Lemma 1.3.15. [24, Lemma 4.4] If |a(x)|+ |b(x)| . 〈x〉−1− and if φ ∈ S1( L2×  L2) , then
φ(x) = v2(x)ψ1(x) where ψ1 ∈ L∞ × L∞ and (H0 − µI)ψ1 = 0 in the sense of distribution.
Also we have




Remark 1.3.16. 1. φ(x) = v2(x)ψ1(x) implies that φ(x) = v
T
1 (x)ψ2(x) where
ψ2(x) = G0(x, y)v2φ− (c0, 0)T ,
since v2ψ1 = v
T
1 (−σ3)ψ1 = v T1 ψ2.
2. Let S2 be the orthogonal projection onto Ker T1. Then the range of S1 − S2 has di-
mension at most one. To see this, recall the representation of ψ1 from Lemma 1.3.15.
Note that first, if φ ∈ S2(L2 × L2) then c0 = 0, [20, Lemma 5.3]. Second, if
|a(x)|, |b(x)| . 〈x〉−2− then G0v1φ(x) ∈ Lp×Lp for any p ∈ (2,∞]. Indeed, Lemma 5.1
of [20] suggests that the first entry of G0v1φ is in Lp for any p ∈ (2,∞]. For the sec-





2µ|x−y|) is well-defined as an operator from L2 to L2. Since
φ is in L2 and the entries of v2 are in L
2 ∩L∞ we can conclude that the second entry
of G0v1φ(x) is in L2. Lemma 1.3.15 suggests that the second entry is also in L∞. So
by interpolation G0v1φ(x) ∈ Lp × Lp for any p ∈ (2,∞].
Hence, one has that RankS1 ≤ RankS2 + 1.
3. Since in our case S2 ≡ 0, and since zero is not regular, Range S1 has dimension ex-





where φ is as in the Lemma .1.3.15.






Definition 1.3.14 and Lemma 1.3.15 give us a similar expansion for M±(λ)−1 as in the
Section 2.1. In the expansion ‖a2 + b2‖1 exchanges with ‖V ‖1 due to the definition of
h±(λ) = −‖a2 + b2‖1g±(λ) + c where c ∈ R. Hence, for 0 < λ < λ1, we have
R±V (λ) = R
±
0 (λ














































Here the matrix S has the same definition (1.25) as in the scalar case.
1.4 Proof of the Theorem 1.1.2
In this section we prove that
Theorem 1.4.1. Let α ∈ (0, 1
4
) and |V (x)| . 〈x〉−β for some β > 3 + 2α. Then, we have















〈x〉 32 〈y〉 32
t1+α
. (1.32)
Here F (x, y) = −ψ(x)ψ(y)
4
where ψ is the canonical s-wave resonance function satisfying
ψ − 1 ∈ Lp for all p > 2.
We combine (2.79) with the high energy result obtained in [23]:










∣∣∣∣ . 〈x〉 32 〈y〉 32t3/2
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for |t| > 2.











∣∣eitHPac(H)(x, y)∣∣ . 1
t
from [20] which is satisfied when there is a resonance of the first kind at zero and using the

















, t > 2.
This implies Theorem 1.1.2.
Recall the expansion M−1(λ) from Section 1.3. Substituting the expansion above for
M±(λ)−1 in the symmetric resolvent identity (1.12), we obtain the identity























We estimate the contribution of each term in (1.33) to the Stone’s formula. Simplifying
the boundary terms which appear as operators having 1
t
decay gives us Theorem 2.4.1. The
following proposition takes care of the contribution of the free resolvent in (1.33) to (1.8).















The following two stationary phase lemmas from [23] will be useful for further calcula-
tions.
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∣∣E ′(λ√1 + πt−1λ−2)− E ′(λ)∣∣dλ.
We start with the contribution of h±(λ)S1 from (1.33) to (1.8). Recall that
h±(λ) = g




where c, ai ∈ R. Using the definition (1.13) of free resolvent, we write
R1 := h+(λ)R+0 (λ2)(x, x1)R+0 (λ2)(y1, y)− h−(λ)R−0 (λ2)(x, x1)R−0 (λ2)(y1, y)




[J0(λp)J0(λq) + Y0(λp)Y0(λq)], (1.34)
where p = |x−x1| and q = |y−y1|. We prove the following proposition for the contribution
of R1 to (1.8).
Proposition 1.4.6. For t > 2 and 0 < α < 1
4

























We prove this proposition in a series of lemmas.



























Moreover, (1.35) is valid if one switches the order of J0 and Y0.
To prove Lemma 1.4.7 we need the following slightly modified version of Lemma 3.3 from
[20] which takes its roots from [54]. The claim on the second derivatives are new here and
follows similar to the proof of [20, Lemma 3.3].
Lemma 1.4.8. Let p = |x− x1|, r = |x|+ 1, and
F (λ, x, x1) := χ(λp)Y0(λp)− χ(λr)Y0(λr),
G(λ, x, x1) := χ(λp)J0(λp)− χ(λr)J0(λr).
Then for λ ≤ λ1 and 0 ≤ τ ≤ 1, we have
|G(λ, x, x1)| . λτ 〈x1〉τ ,
|∂λG(λ, x, x1)| . λτ−1〈x1〉τ ,
|∂2λG(λ, x, x1)| . λ−1〈x1〉.
(1.37)
and
|F (λ, x, x1)| .
∫ 2λ1
0
|F (0+, x, x1)|+ |∂λF (λ, x, x1)|dλ . k(x, x1),
|∂λF (λ, x, x1)| . λ−1, |∂2λF (λ, x, x1)| . λ−2+.
(1.38)
Here k(x, x1) := 1 + log
−(|x− x1|) + log+ |x1|, log−(x) = − log(x)χ(0,1)(x), and log+(x) =
log(x)χ(1,∞)(x).
Proof of Lemma 1.4.7. We only prove the assertion (1.35), the second and third assertions
are analogous.
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Recall that we introduced two expansions to J0(λp) (or Y0(λp)); they are when λp . 1 and
when λp & 1. In order to use these expansions in the proper context we need to introduce
χ(λp) and χ(λq) where χ is the same cutoff function defined in the introduction. The
phrasing low and high energy has referred only to spectral variable λ until now. However,
in the following analysis it refers to λp and λq.
We divide the proof into three cases.






λχ(λ) log(λ)Y0(λp)χ(λp)[vS1v](x1, y1)χ(λq)J0(λq)dλdx1dy1. (1.39)





v(x1)[S1](x1, y1)f(y1)dx1dy1 = 0 (1.40)
is satisfied. Using this fact, we can replace Y0(λp)χ(λp) with F (λ, x, x1); and J0(λq)χ(λq)




λχ(λ) log(λ)F (λ, x, x1)G(λ, y, y1)dλ. (1.41)
Letting E(λ) = χ(λ) log(λ)F (λ, x, x1)G(λ, y, y1), we see that E(0) = 0. Then taking τ = 12






2 , (1.42)∣∣∂2λE(λ)∣∣ . λ− 32−k(x, x1)〈y1〉 (1.43)
Using (1.43) and the Mean Value Theorem, we have for a > λ
∣∣∂λE(a)− ∂λE(λ)∣∣ . |a− λ|λ− 32−k(x, x1)〈y1〉,
whose interpolation with (1.42) gives us
∣∣∂λE(a)− ∂λE(λ)∣∣ . |a− λ|αλ− 12−α−k(x, x1)〈y〉 1+α2 . (1.44)












∣∣E ′(λ√1 + πt−1λ−2)− E ′(λ)∣∣dλ.
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To estimate the second integral we have,
λ
(√





















since 0 < α < 1
4
.
Case 2: λp . 1 and λq & 1. The case λp & 1 and λq . 1 is similar. Note that
Lemma 1.4.8 is valid for the low energy. Therefore, we can not use (1.40) to exchange
J0(λq)χ̃(λq) with G(λ, y, y1). Instead, we use the large energy expansion (1.16) of J0(λq)




λχ(λ) log(λ)F (λ, x, x1)J̃0(λq)dλ. (1.45)
Let E(λ) = χ(λ) log(λ)F (λ, x, x1)J̃0(λq). Using the bounds in Lemma 1.4.8 and Lemma






2k(x, x1), (1.46)∣∣∂2λE(λ)∣∣ . λ− 32−k(x, x1)〈y1〉 32 〈y〉 32 . (1.47)
Using the same interpolation argument in Case 1, for a > λ we obtain
∣∣∂λE(a)− ∂λE(λ)∣∣ . |a− λ|αλ− 12−α−k(x, x1)〈y1〉 12+α〈y〉 12+α. (1.48)
Noting E(0) = 0, one can use (1.46) and (1.48) in Lemma 1.4.5 and obtain






Case 3: λp & 1 and λq & 1. In this case we need to use the large energy expansion for
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Note that (1.49) has slightly faster decay than (1.45) in terms of λ. Also the largest
contribution to the weight function comes when both derivatives act on either J̃0 or Ỹ0 as
〈·〉 32 . One can reduce this weight to 〈·〉 12+α using the argument that leads to (1.44) above
and obtain
∣∣∂λE(a)− ∂λE(λ)∣∣ . |a− λ|αλ−α log λ〈x1〉 12+α〈y〉 12+α〈y1〉 12+α (1.50)
for E(λ) = χ(λ) log(λ)Ỹ0(λp)J̃0(λq). Using (1.50) in Lemma 1.4.5, we obtain |(1.49)| .
t−1−α〈y〉 12+α〈x〉 12+α.














for α ∈ (0, 1/4). That yields


























+αv(x1)‖L2x1 . 1. We also used the fact that S1 is absolutely bounded since
it is of finite rank.








. Then for any 0 ≤ τ ≤ 1,
we have
|K(λ, y, y1)| . λτ 〈y1〉τ , |∂λK(λ, y, y1)| . λτ−1〈y1〉τ , |∂2λK(λ, y, y1)| . λ−1〈y1〉.
Proof. Noting that χ ∈ C∞, for the first inequality we use the mean value theorem to
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conclude
|K(λ, y, y1)| =
∣∣χ(λq)− χ(λ(|y|+ 1))∣∣ ≤ λ〈y1〉max
x
|χ′(x)|
. min(1, λ〈y1〉) . λτ 〈y1〉τ .
For the second inequality note that ∂λχ(λq) = qχ
′(λq). For the third equality, we also used
that |K(λ, y, y1)| . 1.
Using the fact that χ ∈ C∞, we obtain
|∂λK(λ, y, y1)| =






min(1, λ〈y1〉) . λτ−1〈y1〉τ .
Finally for the third inequality, note that χ′′(λq) is supported when λ ∼ 1
q
. Using this and
the second derivative of the cut-off functions in terms of λ, we have
|∂2λK(λ, y, y1)| ≤
∣∣q2χ′′(λq)− (|y|+ 1)2χ′′(λ(|y|+ 1))∣∣ . λ−1∣∣q − (|y|+ 1)∣∣.















Proof. The proof is very similar to the proof of Lemma 1.4.7 except in the case when
λp, λq . 1. This is because the identity (1.40) leads to an integral with operators F (λ, x, x1)F (λ, y, y1),
which doesn’t give better decay rate than 1/t. We have to be more careful obtaining the
term behaving like 1/t explicitly.




log |x− x1| log |y − y1|+ A(λ, p, q)
where
A(λ, p, q) := Õ(log λ)[log(λp) + log(λq)] + C
32
To control the contribution of A(λ, p, q), we use the orthogonality property (1.40) as in
the proof of Lemma 1.4.7. We define
Ã(λ) := χ(λp)A(λ, p, q)χ(λq)− χ(λ(|x|+ 1))A(λ, |x|+ 1, |y|+ 1)χ(λ(|y|+ 1).
Then taking τ = 1
2








2 ,∣∣∣∂2λÃ(λ)∣∣ . λ− 32−k(x, x1))k(y, y1)〈x1〉〈y1〉.
Note that these bounds are similar to (1.42) and (1.43) respectively. Therefore, the same







∣∣∣ . t−1−α〈x〉 12+α〈y〉 12+α.









λχ(λ) log |x− x1|χ(λp)[vS1v](x1, y1)χ(λq) log |y − y1|dλdx1dy1. (1.52)

























For the second inequality note that all the cut-off functions are infinitely differentiable.
However two integration by parts would yield too large of a spatial weight. An easy calcu-
lation gives
∣∣∣ ∂∂λ(χ(λ)χ(λp)χ(λq))∣∣∣ . λ− 12 (〈x〉〈x1〉〈y〉〈y1〉) 12 . And for ∂λ(∂λ(χ(λ)χ(λp)χ(λq))λ )
the most delicate term comes when all the derivatives fall on either χ(λp) or χ(λq). But
since χk(λp) for k ≥ 1 is supported when p ∼ 1
λ
we have∣∣∣∣χ(λ)χ′′(λp)p2χ(λq)λ
∣∣∣∣ . λ− 52 〈x〉 12 〈x1〉 12
and that applying Lemma 1.4.5 yields (1.53).
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The final result is therefore obtained as



















which finishes the proof of Lemma 2.1.
Multiplying the boundary term with
‖V ‖1i
32
gives F1 in Proposition 1.4.6.
We next consider the contribution of QD0Q, SS1, and S1S, from (1.33) to (1.8). Let







Note that using this expansion and the projection property of Q the contribution of QD0Q
can be handled as in Proposition 1.4.6. In fact, since (1.54) does not contain the term
Y0(λp)Y0(λq), and since G(0, x, x1) = 0, in the application of integration by parts the
boundary term at λ = 0 is obtained as zero.
Proposition 1.4.11. For t > 2 and 0 < α < 1
4






















































Here the only caveat is that we have S1 only on the right. This allows us to perform
addition and subtraction of J0(λ(|y|+ 1)) and Y0(λ(|y|+ 1)) only on the right side of SS1.
Hence, the proofs for high-low and high-high energy are not affected by this caveat. When




























χ(λp)J̃0(λq) we have E(0) = 0. Using Lemma 1.3.1 and the
fact that (λp) . 1, we obtain







2∣∣∂2λE(λ, p, q))∣∣ . λ− 32−k(x, x1)〈x1〉 32 〈y〉 32 〈y1〉 32 .
Hence, by interpolation for b > λ we have






using Lemma 1.4.5 for α < 1/4. With a similar argument one can show that (1.58) satisfies
the same decay assumption with the same weight function.
For the low-low case first note that S1 being only on the right side of the operator allows
us to exchange J0(λq) with G(λ, y, y1) in (1.55), and Y0(λq) with F (λ, y, y1) in (1.56). The
decay rate of G(λ, y, y1) cancels out the singularity of log λ, which is the dominated term
in the expansion (1.15) of Y0. Therefore, we don’t obtain any boundary term from (1.55)
35
and can bound it by 1
t1+α
with the weight k(x, x1)〈y〉〈x〉. However, this is not the case for
(1.56). The following lemma evaluates the contribution of this term.









Proof. Note that multiplying the boundary term with − i
8
gives the the statement of Propo-
sition 1.4.11.











= −4 G0(y1, y) +O2(log λ+ (λq)2− + (λp)2 log(λq)
)
























Hence, we obtain the inequality (1.59).
For the terms arising from h±(λ)
−1SS1S and h±(λ)





























we have the follow-
ing Proposition, which is the generalized version of Proposition 4.4 in [23].
Proposition 1.4.13. Let 0 < α < 1/4, v(x) . 〈x〉−3/2−α−. For any absolutely bounded
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Finally, the contribution of the error term E(λ)(x, y) can be handled as in Proposition
4.9 in [23]:






λχ(λ)[R+2 −R−2 ]v(x1)E(λ)(x1, y1)v(y1)dλdx1dy1
∣∣∣∣ . 〈x〉 12+α+〈y〉 12+α+t1+α
(1.62)
Using Proposition 1.4.3, Proposition 1.4.6, Proposition 1.4.11, Corollary 1.4.14, and
Proposition 1.4.15 in the expansion (1.12) for R+V −R−V leads us to (2.79) with







Fi − F5. (1.63)
The next proposition calculates F (x, y) explicitly.
Proposition 1.4.16. Under the conditions of Theorem 1.1.2,




where ψ − 1 ∈ Lp for all p > 2.
Proof. Recall that S1 is a projection operator with the kernel S1(x, y) = φ(x)φ(y) for some
‖φ‖L2 = 1. Also, by Remark 1.3.6 if ψ is an s-wave resonance it has the representation
ψ = c0 + G0vφ. Since the operators here are linear we can divide this equality by c0 to
obtain ψ̃ − 1 = 1
c0
G0vφ ∈ ∩p>2Lp.
Using these and the definition (1.21) of G0f(x), F1 can be written as
F1(x, y) = −
‖V ||1
4

























Note that multiplying S by v from the left side cancels a21 and a22; and by S1 from the














For the third equality we used the identities S1D0 = D0S1 = S1 and QS1 = S1. For the
last equality we used Pv = v and the definition of S1. Hence, recalling the definition of
c0 = ‖V ‖−11 〈v, Tφ〉 from Remark 1.3.6 we can write F2(x, y) as







The same calculation shows that








Similarly, using Qv = 0, Pv = v, and S1QD0Q = QD0QS1 = S1, we calculate
F4(x, y) = −
1
4‖V ‖1
〈Sv, S1Sv〉 = −
1
4‖V ‖1
〈φTv, S1Tv〉 = −
1
4‖V ‖1
〈v, Tφ〉2 = −‖V ‖1
4
c20.
For F5(x, y), note that we have v(x) both on left and right side of S. Hence, except P
38
everything vanishes and we obtain
F5(x, y) = −
1
4‖V ‖1
〈v, Sv〉 = − 1
4‖V ‖1
〈v, Pv〉 = −1
4
.
It is easy to see that F5 cancels out the operator coming from the free resolvent in (1.63).
The other four sum up to − c20‖V ‖1
4
ψ̃(x)ψ̃(y) and that establishes the proof.
Proposition 1.4.16 finishes the proof of Theorem 2.4.1.
1.5 Proof of the Theorem 1.1.3
In this section, we prove Theorem 1.5.1 and Theorem 1.5.2.










(λ2 + µ)(x, y)dλ
∣∣∣ . 1|t| .























The statement of Theorem 1.5.1 and Theorem 1.5.2 is established in [24] for F(x, y) = 0
when µ is regular. It was proved that
Theorem 1.5.3. [24, Theorem 1.1] Let |V1| + |V2| . 〈x〉−β for some β > 3. Under the
assumptions A1 − A3, if ±µ are regular points of H = H0 + V , we have
‖eitHPacf‖L∞×L∞ .
1
|t|‖f‖L1×L1 , and (1.65)
‖w−1eitHPacf‖L∞×L∞ .
1
|t|(log |t|)2‖wf‖L1×L1 , |t| > 2. (1.66)
We first prove the statement of Theorem 1.5.2 for λ  1 and combine it with the high
energy result of (1.66). Second, we extend the low energy; when λ 1, results of (1.65) to
the case when there is a resonance of the first kind at µ. Then we conclude Theorem 1.1.3
by interpolation as in the analysis of the scalar case.
39
The proof of Theorem 1.5.2 is similar to the proof of Theorem 2.4.1. The cancellation
property Qv = 0 that we used repeatedly is replaced with
M11v1S1 = S1v2M11 = 0, (1.67)
which allows us to use Lemma 1.4.8 to gain extra time decay. Furthermore, as in the scalar
case, the boundary terms arise only in the low-low energy evolution. For this reason, we
present the proof of Theorem 1.5.2 for the case λp, λq . 1, and omit the cases in which
high energy is involved. For high energies one can apply the same methods that we applied
in the scalar case using the bound (1.29) in addition to the bound (1.16), see [24] for similar
arguments.
For convenience we write
R0(µ+ λ
2)(x, y) = R0(λ
2)(x, y)M11 +R2(λ
2)(x, y)M22. (1.68)






λχ(λ)R1(λ, p, q)[v1S1v2](x1, y1)dλdx1dy1 (1.69)
to (1.19) where






− h−(λ)R−0 (µ+ λ2)(x, x1)R−0 (µ+ λ2)(y, y1). (1.70)
























2)(y1, y)− h−(λ)R−0 (λ2)(x, x1)M11M11R−0 (λ2)(y1, y)
+ [h+(λ)R+0 (λ




2)(y1, y))− h−(λ)R−0 (λ2)(y1, y))]
+ [h+(λ)− h−(λ)]M22M22R2(λ2)(x, x1)R2(λ2)(y1, y)
= A1(λ, p, q) + A2(λ, p, q) + A3(λ, p, q) + A4(λ, p, q).
Note that A1(λ, p, q) is similar to (1.34). Hence, using the projection property (1.67), its










Next we consider A4(λ, p, q). First note that





2µ+ λ2 p)H+0 (i
√
2µ+ λ2 q).
Taking E(λ, p, q) = χ(λ)H+0 (i
√
2µ+ λ2 p)H+0 (i
√









2µ+ λ2|x− x1|)H+0 (i
√
2µ+ λ2|y − y1|)]
∣∣∣ . k(x, x1)k(y, y1),
(1.72)∣∣∣∂( ∂∂λ [χ(λ)H+0 (i√2µ+ λ2|x− x1|)H+0 (i√2µ+ λ2|y − y1|)]
λ
)∣∣∣ . λ−2k(x, x1)k(y, y1).
(1.73)
Hence, using Lemma 2.5.3 with the bounds (1.72) and (1.73) we obtain the contribution of
















For A2(λ, p, q), we have
[h+(λ)R+0 (λ
2)(x, x1)− h−(λ)R−0 (λ2)(x, x1)]R2(λ2)(y1, y)







for some C ∈ C.
Note that we can apply (1.67) to the left side of this sum and replace J0(λp) with
G(λ, x, x1). Hence, Lemma 1.4.5 together with the bounds in (1.29) and in Lemma 1.4.8









) + c+ Õ((λp)2 log(λp))]. Multiplying this with R2(λ
2)(y1, y), we have
− 4G0(x, x1)χ(λp)R2(λ2)(y1, y) + [log λ+ c]χ(λp)R2(λ2)(y1, y)
+ Õ(λp)2 log(λp)χ(λp)R2(λ
2)(y1, y).
Using Lemma 1.4.9 and (1.67), the contribution of the second term to λ integral in (1.69) can




−1−α in a similar way as in A(λ, p, q) in Lemma 1.4.10. And






2k(y, y1) with Lemma 2.5.3.
Finally, for the first term we take E(λ, p, q) = −4G0(x, x1)χ(λp)R2(λ2)(y1, y) and see
E(0, p, q) = iG0(x, x1)H+0 (i
√
2µ q). Using Lemma 2.5.3 with the bounds of R2(λ) and the


























2µ p)M22[v1S1v2](x1, y1)M11G0(y, y1)dx1dy1
+O






Adding up (1.71), (1.74), (1.76), (1.77) gives the statement.
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To find the contribution of the terms SS1 and S1S to (1.19) we define






2)(y1, y)−R−0 (λ2)(x, x1)R−0 (λ2)(y1, y).
Proposition 1.5.5. If |a(x)|+ |b(x)| . 〈x〉− 32−α− where 0 < α < 1
4






































F2(x, y) = −
1
4




Proof. We consider only (1.78). Note that






2)(y1, y)−R−0 (λ2)(x, x1)M11M11R−0 (λ2)(y1, y)]
+ [R+0 (λ





2)(y1, y))−R−0 (λ2)(y1, y))]
= B1(λ, p, q) +B2(λ, p, q) +B3(λ, p, q).














2)(y1, y) we can use the
orthogonality property (1.67) on the left side of S1S and exchange J0(λp) with G(λ, x, x1).





λχ(λ)B2(λ, p, q)[v1S1Sv2](x1, y1)dλ



























Hence, (1.80), (1.81), and (1.82) establishes the proof.













λχ(λ)R3(λ, p, q)v1Sv2(x1, y1)dλdx1dy1, (1.84)
where












Proposition 1.5.6 (Proposition 5.5 in [24]). Let 0 < α < 1/4. If |a(x)| + |b(x)| .





















Corollary 1.5.7. Under the same conditions of Proposition 1.5.6 we have
|(1.83)− 1
t




























The contribution of E(λ)(x, y) can be handled as in Proposition 4.9 in [23] and we can
obtain the following proposition.
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We found the boundary terms Fi(x, y), i = 1, .., 5 that has
1
t
decay for every term
appearing in the expansion (1.31). Also we note that the contribution of free resolvent is















Considering this and the expansion (1.31) we see that the assertion of Theorem 1.5.2 is
satisfied for





Fi(x, y)− F5(x, y).
The following proposition concludes the explicit representation of F(x, y) in Theorem 1.5.2.
Proposition 1.5.9. Under the conditions of Theorem 1.1.3 we have




where (H0 − µI)ψ = 0 in the sense of distribution and ψ − (1, 0)T ∈ ∩p>2Lp × ∩p>2Lp.
Proof. First note that G T0 (x, y) = G0(x, y) and vT2 = v2. Then, recalling the integral kernel
of S1, which is S1(x, y) = φ(x)φ















− (c0, 0)− ψT2 (y)
)
. (1.86)
For the last equality we used the representation of φ from Lemma 1.3.15 and Remark 1.3.16-





is a column vector and
(
− (c0, 0)− ψT2 (y)
)
is a row
vector. Hence, their vector product gives an operator which is represented by a 4 × 4
matrix.
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For F2(x, y), the definition of S1 gives us
F2(x, y) = −
1
4
G0v1S1Sv2M11(x, y) = G0v1S1TPv2M11(x, y)
= −1
4
[G0v1φ](x)〈φ, TPv2M11(·, y)〉 = −
1
4
[G0v1φ](x)〈φ, TP (a, b)T 〉(1, 0)
= −1
4
[G0v1φ](x)‖a2 + b2‖1(c0, 0).
For the second equality, we used the definition of S from Lemma 1.3.8 together with
identities Qv2M11 = 0, S1D0 = D0S1 = S1, and QS1 = S1. For the fourth equality, we
used the fact that T is symmetric and v2M11 = (a, b)















− (c0, 0)− ψT2 (y)
)
. (1.88)















With a same argument as in the Proposition 1.4.16 using the orthogonality property















For the third equality we used the definition of PTφ from Lemma 1.3.15 and the fact
that T is symmetric.
Multiplying (1.86), (1.87), (1.88), (1.90), (1.89) with required constants and summing















As in Proposition 1.4.16, dividing ψ1 by c0 establishes the proof.
Proof of the Theorem 1.5.1
The 1
t
bound for the free resolvent, for a similar error term to E, and for the term h±(λ)
−1S
were examined in [24] in Proposition 5.4, Proposition 7.5, and Proposition 7.2 respectively.
Since the proof of Proposition 7.2 requires the operator S only to be absolutely bounded
it can be extended to the term h±(λ)
−1SS1S.





2)(y1, y)−R−0 (λ2)(x, x1)R−0 (λ2)(y1, y)
= B1(λ, p, q) +B2(λ, p, q) +B3(λ, p, q).
The 1
t
bound for a similar kernel to B1(λ, p, q) is established in Proposition 3.11 in [20]
for the operator QD0Q, SS1, and S1S. Furthermore, Proposition 7.2 in [23] shows that
B2(λ, p, q) and B3(λ, p, q) can also be estimated by
1
t
for the operator QD0Q. Since the
proof of Proposition 7.2 requires the operator QD0Q only to be absolutely bounded it can
be adopted to SS1 and S1S.
Hence, it is enough to establish the 1
t
bound for the operator h±(λ)S1. The following
Proposition will conclude Theorem 1.5.1











Recall the calculation from Proposition 1.5.4
R1(λ, p, q) = A1(λ, p, q) + A2(λ, p, q) + A3(λ, p, q) + A4(λ, p, q).
Not that Theorem 3.1 in [20] establishes the 1/t bound for a similar operator toA1(λ, p, q).
Using (1.67) one can adopt the same proof to A1(λ, p, q).
























The assertion for A4(λ, p, q) follows with ‖v1(x1)k(x, x1)‖L2x1 . 1.
To prove the contribution of the operators A2(λ, p, q) and A3(λ, p, q) we need the following
lemma.











The same bound is valid if A2(λ, p, q) is exchanged with A3(λ, p, q).
Proof. We have to consider the large and the small energy contribution separately.
Case 1: λ|x − x1| . 1. Recall that A2(λ, p, q) = CJ0(λp)(log(λ) + 1)R2(λ2)(y1, y) +
zY0(λp)R2(λ
2)(y1, y) for some C ∈ R and z ∈ C. Taking this expansion and the projection
property (1.67) of S1 into account it is enough to consider the contribution of the following










λχ(λ) log(λ)G(λ, x, x1)R2(λ
2)(y1, y)dλ. (1.92)






































For the last inequality observe that by Lemma 1.4.8 we have |F (λ, x, x1)| . k(x, x1) and
∫ 2λ1
0
∣∣∂λF (λ, x, x1)∣∣dλ . ∫ 2λ1
0
[








|χ(λp)− χ(λq)|dλ . k(x, x1).
To see the last equality note that first integral is bounded by a constant because of the



























λχ(λ) log(λ)[J̃0(λp)− J̃0(λ(1 + |x|)]R2(λ2)(y1, y)dλ. (1.93)
Let s = max(|x − x1|, 1 + |x|) and r = min(|x − x1|, 1 + |x|). Using the large energy
representation (1.16) of Bessel functions and pulling the slower oscillation e±iλr out, (1.93)
can be rewritten as the sum of∫ ∞
0
eit(λ
2±λrt−1)λχ(λ) log(λ)G̃±(λ, s, r)R2(λ
2)(y1, y)dλ, (1.94)
where
G̃±(λ, s, r) := χ̃(λs)ω±(λs)− e±iλ(s−r)χ̃(λr)ω±(λr).
By Lemma 3.7 in [20], for 0 < τ < 1 and λ ≤ 2λ1, G̃±(λ, s, r) satisfies










































Hence, it is enough to show that a(λ) = λχ(λ) log(λ)G̃±(λ, s, r)R2(λ
2)(y1, y) satisfies





2.1 History of the Problem
The mathematical analysis of Dirac operators is considerably smaller than the analysis of
related equations such as the wave, Klein-Gordon and Schrödinger equations. D’Ancona
and Fanelli [17] were the first questioning the pointwise time decay for the three dimensional
perturbed Dirac equation. They proved a time-decay rate of t−1 for large t for the Dirac
equation and related magnetic wave equations provided the potential satisfies a certain
smallness condition. Escobedo and Vega, [30], provided dispersive and Strichartz estimates
for the free Dirac equation in service of analyzing a semi-linear Dirac equation. In [10],
Boussaid proved a variety of dispersive estimates for the three dimensional Dirac equations.
These estimates were both in the weighted L2 setting and in the sense of Besov spaces. In
this paper it was shown that one can obtain faster decay for large t and smaller singularity
as t→ 0 provided the initial data is smoother in the Besov sense. In the two dimensional
case, Kopylova considered estimates on weighted L2 spaces, [46], which had roots in the
work of Murata, [48]. All of the results above assume that the threshold energies are
regular.
In [22], Erdoğan and Green studied the two dimensional Dirac operator in H1 → BMO
settings allowing H to enjoy threshold energy obstruction. In this work, it was also observed
that the obstruction classification of Dm + V at ±m can be performed as in the perturbed
Schrödinger Hamiltonian, see Definiton 2.3.4 for the below mentioned resonance types.
In [22], the authors utilize the following consequence of the derivation of the Dirac equa-
tion
R0(λ) = (Dm + λ)R0(λ2 −m2)
in the Stone’s formula. Here R0(λ) = (Dm−λ)−1 is the free Dirac and R0(λ) : (−∆−λ)−1
is the free Schrödinger resolvent operators. Their method requires that the entries of the
potential V have pointwise decay |Vij(x)| . 〈x〉−3−. However, for the spectral purposes
they also assume self-adjointness and continuity on the potential, see Section 2.2. Their
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result is the following:
If zero energy is regular or if there is a resonance of the first kind at the threshold energies







The appearance of the BMO space was natural in that study due to the free Dirac
resolvent expansion in dimension two. In particular, this expansion contains the kernel
operator |x− y|−1 which does not map L1(R2) to L2loc(R2). This mapping is important to
control the L∞ norm of the Dirac evolution. Instead, |x − y|−1 maps H1 to L2 and that
gives rise to BMO bound on the Dirac evolution by duality.
In [27], we improved this result, that is we show that the H1 → BMO bounds in [22]
remain valid as operators from L1 to L∞, i.e.
Theorem 2.1.1. Assume that the matrix valued potential V (x) is self-adjoint, with contin-
uous entries satisfying |Vij(x)| . 〈x〉−δ for δ > 3. If the threshold energies ±m are regular,
or if there are s-wave resonances only, then the kernel of the solution operator satisfies
∥∥[e−itHPac(H)〈H〉− 72−f∥∥L∞(R2) . 〈t〉−1‖f‖L1(R2).
Second, we show a large time integrable bound holds at the cost of spatial weights. Our
main result is the following logarithmically weighted decay estimate with an integrable
decay rate in t in the case when threshold energies are regular.
Theorem 2.1.2. Assume that the matrix valued potential V (x) is self-adjoint, with contin-
uous entries satisfying |Vij(x)| . 〈x〉−δ for δ > 5. If the threshold energies ±m are regular







2f‖L1(R2), |t| > 2 (2.1)
where w(x) = 1 + log+ |x|.
It is worth noting that the free Dirac equation does not satisfy the estimate above due
to the s-wave resonances.
We also studied the three dimensional massive Dirac equation. In [26], we followed some
strategies from [22] and [28] for the the purpose of putting the dispersive estimates for the
three dimensional massive Dirac equation on the same ground as those for the Schrödinger
equation. We proved that
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Theorem 2.1.3. Assume that V is a Hermitian matrix for which |V (x)| . 〈x〉−β for some
β > 11. Further, assume that there is a threshold resonance and/or eigenvalues, then, there
is a time dependent, finite rank operator Kt satisfying supt ‖Kt‖L1→L∞ . 1, such that∥∥∥[e−itHPac(H)χ(H)− 〈t〉− 12Kt]f∥∥∥
L∞(R3)
. 〈t〉− 32‖f‖L1(R3).
In fact, if there is a threshold resonance but not an eigenvalue, the operator Kt in the
statement can be written as Kt = e
−imtPr + K̃t where Pr is a map onto the threshold
resonance space (see Proposition 2.6.5 below) and K̃t is a finite rank operator satisfying
the family of weighted bounds ‖〈x〉−δK̃t(x, y)〈y〉−δ‖L1→L∞ . 〈t〉−δ for any 0 ≤ δ ≤ 1.
This chapter is organized as follows. We begin in Section 2.2 with preliminaries. In
Section 2.3 we develop expansions for M−1(λ) in dimension two and three respectively.
In Section 2.4-2.6 we prove the dispersive bounds in Theorem 2.1.1-2.1.3 via oscillatory
integral estimates. Finally in Section 2.7 we provide a characterization of the threshold
resonances and eigenfunctions in dimension three.
2.2 Prelimineries
The following identity, which follows from (8)
(Dm − λ)(Dm + λ) = (−iα · ∇+mβ − λI)(−iα · ∇+mβ + λI)






, allows us to formally define the free Dirac resolvent operator in terms
of the free Schrödinger resolvent. That is
R0(λ) = (Dm + λ)R0(λ2 −m2). (2.2)
Throughout this chapter, we use the notation X to describe a Banach space X and the
Banach spaces of CM valued functions with components in X. Let H1(Rn) be the first order
Sobolev space of the CM -valued functions, f(x) = (fi(x))Mi=1, of the spatial variable x =
(x1, x2, x3, ..., xn). Then, the free Dirac operator is essentially self-adjoint on H
1(Rn), its
spectrum is purely absolutely continuous and equal to σess(Dm) = σac(Dm) = (−∞,−m]∪
[m,∞), [61, Theorem 1.1].
We aim to study the dispersive bounds for Dm + V by considering the formal solution
operator e−itH as an element of the functional calculus and use Stone’s formula as in the
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previous chapter. Therefore, we cover some spectral properties of H.
The self-adjointness criteria in Kato-Rellich theorem is applicable in general to pertur-
bation of any self-adjoint operator. Also, by Weyl’s criterion any potential holding
lim
R→∞
‖V χ(|x| > R)R0(z)‖ = 0
leaves the essential spectrum stable. As a result, for any potential |V | . 〈x〉0− H is
self-adjoint with σess(H) = (−∞,−m] ∪ [m,∞), see [61, Theorem 4.7].
Moreover, for the potential we consider, there is no singular continuous spectrum [3, 36],
and no embedded eigenvalues in (−∞,−m) ∪ (m,∞) [12, 9]. It is known that the Dirac
operators can have infinitely many eigenvalues in the spectral gap, see for example [61].
However, for the potential we consider there is only finitely many eigenvalues in the spectral
gap, see [16, 36, 22].
For similar reasons to Schrödinger evolution, we rule out the point spectrum and express













where χm(λ) is a smooth function supported for |λ| < λ1 for some |λ1| > m. Unlike
Schrödinger, the Dirac resolvent does not decay in the spectral parameter λ as λ → ∞
even for the free resolvent, [67]. Hence, Agmon’s bootstrapping argument can establish an
estimate in the form of (1.10) only on compact subsets of the continuous spectrum, see e.g.
[67, 36]. Recently, Erdoğan, Goldberg and Green established
sup
|λ|>λ0>m
‖R±V (λ)‖L2,σ→L2,−σ . 1, σ >
1
2
in any dimension d ≥ 2 in both the massive and massless cases assuming the potential is
continuous. Standard arguments result in
sup
|λ|>λ0
‖∂kλR±V (λ)‖L2,σ→L2,−σ . 1, σ >
1
2
+ k, k = 0, 1, 2, ... (2.4)
We refer [10, 17, 12] to the reader for the other limiting absorption principle results.
One proceeds as in the previous chapter to understand the behavior of R±V (λ). That is
dividing the domain of the integral (2.3) in to energies close to ±m and energies away from
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±m. For the part that energies away from ±m one utilizes iterated resolvent identities
together with limiting absorption principle.
For the part that energies close to zero, notice that writing λ =
√
m2 + z2 for 0 < z  1,
and using (2.2), we can obtain the following series representation for R±0 (λ).
R±0 (λ) =
[













We can then use this expansion in the symmetric resolvent identity and write
R±V (λ) = R±0 (λ)−R±0 (λ)v∗(U + vR±0 (
√
z2 +m2)v∗)−1(z)vR±0 (λ). (2.6)
Here we split the self-adjoint potential V as
V = B∗ΛB = B∗|Λ| 12U |Λ| 12B =: v∗Uv, where
Λ = diag(λ1, λ2, λ3, ..., λM), with λj ∈ R, (2.7)






2 , ..., |λM |
1
2 ),
U = diag(sign(λ1), sign(λ2), sign(λ3), ..., sign(λM)).





m2 + z2) for 0 < z  1. As in the Schrödinger’s case the existence of resonances
and/or eigenvalues at the threshold energy m is related to the invertibility of M(m) on L2.
The process to invert M(λ) for 0 < z  z1 is analogous to the one described in Chapter I.







and consider the invertibility of Q(U + vG0v∗)Q where Q = 1 − P . Here G0 corresponds
to Greens function for the two dimensional free Dirac operator. These operators appear
naturally by (2.5), see Lemma 2.9 and Lemma 2.3.3 below.
One can also study the kernel of M(m) (or Q(U + G0)Q in dimension two) for the char-
acterization of the threshold obstructions, though the rich structure of the Dirac operators
provides additional technical challenges. In fact, in dimension three, there can be a two
dimensional space of resonances and/or finitely many eigenfunctions at the threshold, see
Section 2.7.
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Here we consider the threshold m. In the following sections we perform the analysis
only on the positive portion of the spectrum of H. However, a similar analysis with minor
changes can be performed to obtain an expansion for the negative portion (−∞,−m], see
Remark 2.3.5-1 and Remark 2.3.13.
2.3 M−1(λ) Expansion
2.3.1 Dimension two
The expansions for R±0 (λ) and R±V (λ) we give in this section has been established in [22].
We provide a few modifications that will be needed in Section 2.5.
Recall the following expansion of R0(z
2)
R±0 (z
2) = g±(z) +G0 + Õ2(z
2|x− y|2 log(z|x− y|)) (2.8)
where G0(x, y) and g










g±(z) +G0 + Õ2(z
2|x− y|2 log(z|x− y|))
]
. (2.9)
We employ the following notational conventions. The operators M11 and M22 are defined


































Lastly, we define the function log−(y) := − log(y)χ{0<y<1} and use the following slightly
modified lemma from [22].
Lemma 2.3.1. We have the following expansion for the kernel of the free resolvent, λ =
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√
m2 + z2, 0 < z  1
R±0 (λ)(x, y) = 2mg±(z)M11 + G0(x, y) + E±0 (z)(x, y), (2.10)
where
G0 = −iα · ∇G0 + 2mG0I1 (2.11)
E±0 satisfies the bounds
|E±0 | . zk(|x− y|k + log− |x− y|), |∂zE±0 | . zk−1(|x− y|k + log− |x− y|),
for any 1
2
≤ k < 2. Furthermore, we have
|∂2zE±0 | . z−
1
2 (|x− y| 32 + log− |x− y|).
We note that the bound on ∂2zE
±
0 (z) is new. The proof of this bound follows simi-
larly to the proof of Lemma 2.2 in [22]. We note that the growth in |x − y| occurs from
when derivatives hit the phase in (1.16), specifically From the expansion (1.16), we see
|∂jzR±0 (λ)(x, y)| . z−
1
2 |x− y|j− 12 when z|x− y| & 1.
Remark 2.3.2. Note that using (1.13) one can obtain (with r = |x− y|)
[R+0 (λ)−R−0 (λ)](x, y) = [−iα · ∇+ 2mM11 + Õ(z2)][J0(z)(x, y)]
= 2mM11J0(z) + Õ2(z
2r + z2)
for z|x− y| < 1. For 0 < z  1 we obtain
[R+0 (λ)−R−0 (λ)](x, y) = miM11 + E1(z)(x, y) (2.12)
where
|E1(z)(x, y)| . z
1
2 〈r〉 12 , |∂zE1(z)(x, y)| . z−
1
2 〈r〉 12 , |∂2zE1(z)(x, y)| . z−
1
2 〈r〉 32 .







































We now invert the operator





in a neighborhood of z = 0. Recall thatR0(λ)(x, y) = 2mg±(z)M11+G0(x, y)+E±0 (z)(x, y).
Therefore,
M±(z) = U + vG0v∗ + 2mg±(z)vM11v∗ + vE±0 (z)v∗.
Recalling (2.13), for f = (f1, f2)








a(y)f1(y) + c(y)f2(y) dy.
Thus, we arrive at
vM11v
∗ = ‖(a, c)‖22P, (2.15)
where P is the projection onto the vector (a, c)T . We also define the operators Q := 1−P ,
T := U + vG0v∗, and let
g±(z) := 2m‖(a, c)‖22g±(z).
We have
Lemma 2.3.3. For 0 < z  1, we have
M±(z) = g±(z)P + T +M±0 (z),
where, for any 1
2






. 1, j = 0, 1,
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if |vij(x)| . 〈x〉−
5
2 .
Proof. Note that by (2.14), Lemma 2.3.7, and the discussion above, we have M0 = vE0v
∗.
Therefore the statement for j = 0, 1 and for the second derivative follows from the error
bounds in Lemma 2.3.7, and the fact that (|x− y|` + log− |x− y|)〈x〉−β〈y〉−β is a Hilbert-
Schmidt kernel for β > 1 + ` and ` > −1.
Definition 2.3.4. 1. Let Q = 1 − P . We say that λ = m is a regular point of the
spectrum of H = Dm + V provided that QTQ = Q(U + vG0v∗)Q is invertible on
Q(L2 × L2). If QTQ is invertible, we denote D0 := (QTQ)−1 as an operator on
Q(L2×L2). This is equivalent to the absence of L∞ distributional solutions of Hψ =
mψ, see [22].
2. Assume that m is not a regular point of the spectrum. Let S1 be the Riesz projection
onto the kernel of QTQ as an operator on Q(L2×L2). Then QTQ+ S1 is invertible
on Q(L2×L2). Accordingly, with a slight abuse of notation we redefine D0 = (QTQ+
S1)
−1 as an operator on Q(L2×L2). We say there is a resonance of the first kind at m
if the operator T1 := S1TPTS1 is invertible on S1(L2×L2) and define D1 := T−11 . This
is equivalent to the existence of an s-wave resonance at m but no p-wave resonance
and no eigenvalue, see [22].
Remark 2.3.5. 1. We do our analysis in the positive portion of the spectrum [m,∞)
and develop expansions of RV around the threshold λ = m. One can do a similar
analysis for the negative portion of the spectrum taking λ = −
√
z2 +m2. In this case
the perturbed equation has a threshold resonance or eigenvalue at λ = −m is related
to distributional solutions of (H + mI)ψ = 0, see Section 7 in [22] for a detailed
characterization.
2. The operator S1 is defined to be the Riesz projection on to the kernel of QTQ, see
Definition 4.3 and Remark 4.4 in [22]. In particular, we have that S1 ≤ Q, so for
any φ ∈ S1L2, Pφ = 0, i.e.
M11v
∗φ = 0.
3. The operator QD0Q is absolutely bounded in L
2 × L2, see Lemma 7.1 in [22].
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The following Lemma is a slight modification of Lemma 4.5 in [22]. In particular, we
now need control of the second derivative of E±(z).



















. 1, j = 0, 1, 2
Proof. We consider only the ‘+’ case, the ‘-’ proceeds identically. Let
A(z) = g+(z)P + T =
[




Then by Feshbach formula (see Lemma 2.8 in [20]) we have A−1(z) = h+(z)−1S + QD0Q.
Hence, using the equality




and Neumann series expansion we obtain
(M+(z))−1 = A−1(z)(I + E+0 (z)A
−1(z))−1 = h+(z)−1S +QD0Q+ E
+(z).
Note that as an absolutely bounded operator on L2 × L2, |∂jz{A−1(z)}| . z−j for j =
0, 1, 2. Hence, the bounds on E+0 (z) in Lemma 2.3.7 establish the statement.
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2.3.2 Dimension three
It is well-known (see e.g. [33]) that the resolvent, R±0 (z
2), of the free Schrödinger operator











|x− y|j−1 j = 0, 1, 2, ..., . (2.17)












We also have the following projections Iuc =
1
2
(β + I) and Ilc =
1
2


























Lemma 2.3.7. Let r := |x − y|, λ =
√
z2 +m2, 0 < z < 1. We have the following
expansions for the free resolvent






















, J ≥ 3, (2.21)
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G0(x, y) = (Dm +mI)G0(x, y) = [−iα · ∇+ 2mIuc]G0(x, y)
=
iα · (x− y)
4π|x− y|3 +
mIuc









Gj(x, y) = O(〈x− y〉j−1), j ≥ 3.
for any 0 ≤ ` ≤ 1, where
Proof. We will only prove (2.18) and (2.21) when J = 3. The proof of the other expansions




4π|x− y| = G0 +O(z), and
∇R+0 (z2) = ∇G0 +O(zr−1).
The expansion (2.18) follows immediately by (2.5).




4π|x− y| = G0 + izG1 − z
2G2 − iz3G3 + Õ2(z3+`r2+`), 0 ≤ ` ≤ 1,
∇R+0 (z2) = ∇G0 − z2∇G2 − iz3∇G3 + Õ2(z3+`r1+`), 0 ≤ ` ≤ 1.
Using this in (2.5), we have




(G0 + izG1) + Õ2
(
z3+`r1+` + z3+`r2+` + z4r−1
)
.
Note that (for 0 < z < 1 and 0 ≤ ` ≤ 1)
Õ2
(







Collecting the terms with same z power, and noting that
|∇G3|+ |G3|+ |G1| . 〈x− y〉2
yields the claim.
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Applying (2.7) in three dimension we have
R±V (λ) = R±0 (λ)−R±0 (λ)v∗(M±)−1(z)vR±0 (λ). (2.25)
with
V = B∗ΛB = B∗|Λ| 12U |Λ| 12B =: v∗Uv, where
Λ = diag(λ1, λ2, λ3, λ4), with λj ∈ R,









U = diag(sign(λ1), sign(λ2), sign(λ3), sign(λ4)).
Note that the statement of Theorem 2.1.2 controls operators L1(R3) to L∞(R3), while in
our analysis we invert M±(z) in the L2(R3) setting. Since the leading term of the integral
kernel of R±0 (λ) has size |x−y|−2, see (2.22), it does not map L1(R3) to L2loc(R3). However,
Remark 2.3.10 below shows us the iterated resolvents provide a bounded map between
these spaces. Therefore to use the symmetric resolvent identity, we need two resolvents on
both sides of (M±)−1(z). Accordingly we have
R±V (λ) = R±0 (λ)−R±0 (λ)VR±0 (λ) +R±0 (λ)VR±V (λ)VR±0 (λ).
Combining this with (2.25), we have the identity
R±V (λ) = R±0 (λ)−R±0 (λ)VR±0 (λ) +R±0 (λ)VR±0 (λ)VR±0 (λ)
+R±0 (λ)VR±0 (λ)v∗(M±)−1(z)vR±0 (λ)VR±0 (λ). (2.26)
Lemma 2.3.8. Let |V (x)| . 〈x〉−β where β > 2, let 1 ≤ l, k < 3, with l+k < 9
2














For the proof of Lemma 2.4.3, we use the following lemma from [19].








max(0,k+l−n) |u1 − u2| ≤ 1,
( 1|u1−u2|)
min(k,l,k+l+β−n) |u1 − u2| > 1.
63
Proof of Lemma 2.4.3. Using 2.4.4 we can obtain the following bound when l, k ≥ 1 and




















for any a, b > 0.




















|x− x1|k|x1 − y|l











‖R±0 (λ)VR±0 (λ)‖L2,−σy . 〈z〉
2.












|x− x1|k|y − x1|l
.
This gives the claim by Lemma 2.4.3.
We have developed expansions for R+0 (λ). We next develop expansions for M(z) :=
M+(z) when z > 0 and M(z) := M−(−z) when z < 0. It follows from from (2.16) that
M−(z) = M+(−z).
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Lemma 2.3.11. Let |V (x)| . 〈x〉−β for some β > 0, and define M0 := U + vG0v∗. Then
we have the following expansions for M(z) when |z| < 1.
M(z) = A0 + izvG1v∗ − z2vG2v∗ − iz3vG3v∗ +M0(z),
= A0 + izvG1v∗ − z2vG2v∗ − iz3vG3v∗ + z4vG4v∗ + iz5vG5v∗ +M1(z),
where
M0(z) = Õ2(z
3+) if β > 7 and M1(z) = Õ2(z
5+) if β > 11.
Proof. By the Definition 1.17 it is enough to show that ‖∂kzM0(z)(x, y)‖HS . z(3−k)+ and
‖∂kzM1(z)(x, y)‖HS . z(5−k)+ for the given value(s) of β. Using the expansion (2.21) with
J = 3 and J = 5 respectively, and ` = 0+ we have
|∂kzM0(z)(x, y)| . z(3−k)+
( |v(x)||v∗(y)|




|∂kzM1(z)(x, y)| . z(5−k)+
( |v(x)||v∗(y)|




for k = 0, 1, 2. |v(x)||v
∗(y)|
|x−y| is Hilbert-Schmidt provided |v(x)| . 〈x〉−1−, and for p ≥ 0,
|v(x)||x− y|p|v∗(y)| is Hilbert-Schmidt provided |v(x)| . 〈x〉−p− 32−.
Lemma 2.3.11 together with Lemma 2.3.15 shows that the invertibility of M(z) as an
operator on L2 for small z depends upon the invertibility of the operator M0 on L
2. Before
we discuss the invertibility of M(z) we give the following definitions for resonances at the
threshold λ = m.
Definition 2.3.12. 1. We say that λ = m is a regular point of the spectrum of H =
Dm + V provided A0 = U + vG0v∗ is invertible on L2(R3).
2. Assume that λ = m is not a regular point of the spectrum. Then we define S1 as
the Riesz projection onto the kernel of A0 as an operator on L
2(R3). In this case
A0 + S1 is invertible. Accordingly we define D0 := (A0 + S1)
−1. We say that there
is a resonance of the first kind at the threshold (λ = m) if S1vG1v∗S1 is invertible in
S1L
2, in this case we define D1 := (S1vG1v∗S1)−1.
3. Assume S1vG1v∗S1 is not invertible. Let S2 be the Riesz projection onto the kernel
of S1vG1v∗S1 as an operator on S1L2(R3). Then S1vG1v∗S1 + S2 is invertible on
S1L
2(R3) and we denote D2 := (S1vG1v∗S1 + S2)−1. We say there is a resonance of
the second kind at threshold if S2 = S1 6= 0. If S2 6= 0 and S2 6= S1, we say there is a
resonance of the third kind.
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Remark 2.3.13. 1. We provide a full characterization of the threshold obstructions and
relate them to various spectral subspaces of H = Dm+V in Section 2.7. In particular,
we showed that S1 6= 0, S1 6= S2 corresponds to the existence of a resonance and S2 6= 0
corresponds to the existence of an eigenvalue at the threshold. A resonance of the first
kind indicates that there is a threshold resonance but not an eigenvalue.
2. Note that vG0v∗ is compact and self-adjoint. Hence, A0 is a compact perturbation of
U and it is self-adjoint. Also, the spectrum of U is in {−1, 1}. Hence, zero is the
isolated point of the spectrum of A0 and dim(KerA0) is finite. Since S2 ≤ S1, S2 is
also a finite rank projection. In addition, if there is resonance of the first kind then
the range of S1 is at most two dimensional, see Corollary 2.7.4. Heuristically, the
rank of S1 being at most two corresponds to the possibility of having a ‘spin up’ and
a ‘spin down’ resonance function at the threshold energy.
3. We do our analysis in the positive portion of the spectrum [m,∞) and develop ex-
pansions of RV around the threshold λ = m. One can do the same analysis for the
negative portion of the spectrum taking λ = −
√
z2 +m2. In this case the perturbed
equation has a threshold resonance or eigenvalue at λ = −m is related to distributional
solutions of (H +mI)g = 0.
4. We have
D0S1 = S1D0 = S1,
and similarly for S2 and D2. We prove below that D0 is absolutely bounded. The
absolute boundedness of D1, D2 is clear since they are finite rank operators.
Lemma 2.3.14. The operator D0 is absolutely bounded in L
2(R3).
Proof. Recall that D0 = (U + vG0v∗ + S1)−1. Using the resolvent identity twice we obtain
D0 = U − U(vG0v∗ + S1)U +D0(vG0v∗ + S1)U(vG0v∗ + S1)U. (2.27)
Note that U is absolutely bounded. Also note that since S1 is finite rank, any summand
containing S1 is finite rank, and hence absolutely bounded. Using (2.22), we have
|G0(x, y)| ≤ c1I1(x, y) + c2I2(x, y),
where I1 and I2 are the fractional integral operators. One can see that these two operators
are compact operators on L2,σ → L2,−σ for σ > 1, see Lemma 2.3 in [42]. Therefore vG0v∗
is absolutely bounded.
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It remains to prove that
D0vG0v∗UvG0v∗U = D0vG0V G0v∗U (2.28)
is absolutely bounded. Recalling the definition of G0 given with (2.22) one can see that
the operator vG0V G0v∗U is Hilbert-Schmidt by Lemma 2.4.3 for any |v(x)| . 〈x〉−2−.
Finally, being the composition of a bounded operator, D0, and a Hilbert-Schmidt operator,
vG0V G0v∗U , (2.28) is Hilbert-Schmidt and hence absolutely bounded.
We use the following lemma from [43] to invert the operator A(z) = U+vR0(
√
z2 +m2)v∗
around z = 0, (λ = m).
Lemma 2.3.15. Let F ⊂ C \ {0} have zero as an accumulation point. Let A(z), z ∈ F, be
a family of bounded operators of the form
A(z) = A0 + zA1(z)
with A1(z) uniformly bounded as z → 0. Suppose that z = 0 is an isolated point of the
spectrum of A0, and let S be the corresponding Riesz projection. Assume that rank(S) <∞.




(S − S(A(z) + S)−1S) (2.29)
are well-defined and bounded on H. Moreover, if A0 = A∗0, then they are uniformly bounded
as z → 0. The operator A(z) has bounded inverse in H if and only if B(z) has a bounded
inverse in SH, and in this case
A−1(z) = (A(z) + S)−1 +
1
z
(A(z) + S)−1SB−1(z)S(A(z) + S)−1. (2.30)
Lemma 2.3.16. Suppose that λ = m is not a regular point of the spectrum of H =
Dm + V , with |V (x)| . 〈x〉−β for some β > 0, and let S1 be the Riesz projection from
Definition 2.3.12. Then for sufficiently small z0 > 0 , the operator A(z) + S1 is invertible
for all 0 < |z| < z0 < 1 as a bounded operator on L2(R3)→ L2(R3). Further, one has
(M(z) + S1)
−1 = D0 − iz[D0vG1v∗D0] + z2[D0vG2v∗D0 −D0vG1v∗D0vG1v∗D0]
+ z3Γ0 + Õ3(z




−1 = D0 − iz[D0vG1v∗D0] + z2[D0vG2v∗D0 −D0vG1v∗D0vG1v∗D0]
+ z3Γ0 + z
4Γ1 + z
5Γ2 + Õ5(z
5+) for β > 11.
(2.32)
Here Γ0, Γ1 and Γ2 are z independent absolutely bounded operators.
Proof. We use Neumann series expansion using Lemma 2.3.11. The operators Γ0, Γ1 and
Γ2 are absolutely bounded since they are composition of Hilbert Schmidt operators with
absolutely bounded operators.
The following lemma gives an expansion for M−1(z) for 0 < |z| < z0 when there is a
resonance of the first kind at threshold energy.
Lemma 2.3.17. Let |V (x)| . 〈x〉−7−. If there is a resonance of the first kind at the
threshold λ = m, then
M−1(z) = − i
z
S1D1S1 + E(z)






for k = 0, 1, and ‖|∂2zE(z)|‖L2→L2 . z−1+.





(S1 − S1(M(z) + S1)−1S1)
on S1L
2. Noting that S1D0 = S1 and using (2.31), we have
B(z) = iS1vG1v∗S1 − z[S1vG2v∗S1 − S1vG1v∗D0vG1v∗S1]
+ z2S1Γ0S1 + Õ2(z
2+). (2.33)
Recall by Definition 2.3.12, if there is a resonance of the first kind then S1vG1v∗S1 is
invertible. Hence, B(z) is invertible and for sufficiently small z, we have
B−1(z) = −iD1 + zΓ3 + z2Γ4 + Õ2(z2+). (2.34)
Note that Γi’s in here are composition of z independent, absolutely bounded operators.
The absolute boundedness follows since S1 is finite rank.
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Using this expression together with (2.31) in (2.30), we have










S1D1S1 + zΓ5 + Õ2(z
1+) = − i
z
S1D1S1 + E(z).
The bounds on the operator E(z) follow from (2.31) and (2.34).
The following lemma gives the expansion for M−1(z) in the cases when there is a res-
onance of the second or third kind at the threshold, that is when there is a threshold
eigenvalue.
Lemma 2.3.18. Let |V (x)| . 〈x〉−11−. If there is a resonance of the second or third kind
at the threshold λ = m, then we have






where S2D3S2 and Ω are finite rank operators. Furthermore,
‖ sup
|z|<z0
|∂kzE(z)|‖L2→L2 . 1, for k = 0, 1, and ‖|∂2zE(z)|‖L2→L2 . z−1+.
Proof. Recall that in this case the operator S1vG1v∗S1 is not invertible and we defined S2 to
be the projection on the kernel of S1vG1v∗S1. In the following proof we use Lemma 2.3.15
twice; to first invert B(z) and then to invert A(z).
Noting the leading term of (2.33), in order to use the invertibility of S2 + S1vG1v∗S1 we
invert −iB(z) + S2 on S1L2, and use Lemma 2.3.15 to invert −iB(z), hence B(z). Using
the expansion (2.32) in (2.29) we have
−iB(z) + S2 =[S2 + S1vG1v∗S1] + iz[S1vG2v∗S1 − S1vG1v∗D0vG1v∗S1] + z2Γ6
+ z3Γ7 + z
4Γ8 + Õ2(z
4+).
with Γi absolutely bounded operators independent of z.
We denote D2 = (S1vG1v∗S1 +S2)−1. By Neumann series expansion for small |z| we have
(−iB(z) + S2)−1 = D2 − izD2[S1vG2v∗S1 − S1vG1v∗D0vG1v∗S1]D2




where the Γi’s are absolutely bounded operators independent of z. Then, noting that
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S1S2 = S2S1 = S2, S2D2 = D2S2 = S2,
B1(z) :=
S2 − S2(−iB(z) + S2)−1S2
z
=iS2vG2v∗S2 + S2vG1v∗D0vG1v∗S2 + zS2Γ9S2
+ z2S2Γ10S2 + z
3S2Γ11S2 + Õ2(z
3+)
=iS2vG2v∗S2 + zS2Γ9S2 + z2S2Γ10S2 + z3S2Γ11S2 + Õ2(z3+).
For the third equality we used that G1v∗S2 = 0, (see Corollary 2.7.3). By Lemma 2.7.5,
the operator S2vG2v∗S2 is invertible on S2L2. Letting D3 := (S2vG2v∗S2)−1 we have
B1(z)
−1 = −iD3 + zΓ12 + z2Γ13 + z3Γ14 + Õ2(z3+). (2.36)
Here Γi’s are finite rank operators since S2 is finite rank. Further, they are independent of
z.
Using this expression in (2.30) for (−iB(z))−1 = iB−1(z), we have




(−iB(z) + S2)−1S2(B1(z))−1S2(−iB(z) + S2)−1
]
.
Plugging this in (2.30) we have,











−1S1(−iB(z) + S2)−1S2B−11 (z)S2
(−iB(z) + S2)−1S1(M(z) + S1)−1
]
. (2.37)
Inserting the expansions (2.32), (2.35), and (2.36) in this equality we obtain





Ω + Ω0 + zΩ1 + Õ2(z






Here Ωj’s are absolutely bounded operators independent of z. Also, Ω is a finite rank
operator. Note that by (2.37), Ω is the sum of a composition of z independent operators,
at least one of which is S1 or S2. The fact that S1 and S2 are finite rank operators establishes
the claim.
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2.4 Proof of Theorem 2.1.1
In this section we prove Theorem 2.1.1. We divide this section into three subsections. In
the first two subsections we analyze the low energy portion of the Stone’s formula, (2.3).
First we consider the case when the threshold energies are regular, then the case when
there is a resonance of the first kind.
Theorem 2.4.1. Let |V (x)| . 〈x〉−3−. Then, if the threshold m is regular or if there is






[R+V (z)−R−V (z)](x, y)dλ = O(〈t〉−1). (2.38)
In Section 2.4.3 we prove a high energy result restricted to dyadic energy levels. In










[R+V (z)−R−V (z)](x, y)dλ
∣∣∣∣ . min(22j, 27j/2|t|−1).
Combing these bounds, and summing over j, proves Theorem 2.1.1.
2.4.1 Small energy dispersive estimate in the case that m is regular
As usual we prove Theorem 2.1.1 considering the Stone’s formula. Recalling the symmetric
resolvent identity, (2.25), we have
R±V (λ) = R±0 (λ)−R±0 (λ)v∗M−1± vR±0 (λ).
The contribution of the first term containing only a single free resolvent R0 to (2.38) is
controlled by 〈t〉−1 in Theorem 3.1 in [22]. To control the contribution of the second term
to the Stone’s formula, we use the following expansion of the free Dirac resolvent when
0 < z  1, see (39) in [22],
R±0 (λ) = R1(z) +R±2 (z) +R±3 (z) +R±4 (z) +R±5 (z),
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where
R1(z)(x, y) := −
1
2π
χ(z|x− y|)[−iα · ∇] log(z|x− y|) = i
2π
χ(z|x− y|)α · (x− y)|x− y|2 ,
R±2 (z)(x, y) := χ(z|x− y|)
(
− iα · ∇R±0 (z2)(x, y)
)
−R1,
R±3 (z)(x, y) = χ(z|x− y|)e(z)R±0 (z2)(x, y), e(z) =
√
m2 + z2 −m2 = Õ1(z2),





R±5 (z)(x, y) = 2mI1R±0 (z2)(x, y).
Here ω1 satisfies the same bounds as zω in (1.16). We refer the reader to the discussion
following Theorem 5.1 in [22] for the required bound for the terms that do not involve
R1 or R±4 . These cases boil down to the proof given in [20] for the Schrödinger operator.
Hence, it is suffices to consider the terms containing R1 and R±4 on the left. We start with
proving Theorem 2.4.1 when there is R1 on the left. We write the operator R±0 (λ) on the
right as R1 +R±L,2 +R±H , where R1 is as above and
R±L,2(z)(x, y) := χ(z|x− y|)R±0 (λ)(x, y)−R1(x, y)




where ω̃ satisfies the same bound as ω in (1.16).
Remark 2.4.2. Following the proof of Lemma 2.3.7 in [22] observe that (with r = |x− y|)
R±L,2(z)(x, y) = χ(zr)[2mg±(z)M11 + 2mG0I1] + E±2 (zr), (2.39)
|∂jzE±2 | . zl−j[rl + log− r] for j = 0, 1 and 0 ≤ l < 2.
Hence, we need to understand the contribution of the following term to the Stone’s
formula,
R1v∗M−1± vR0 = R1v∗M−1± vR1 +R1v∗M−1± vR±L,2 +R1v∗M−1± vR±H . (2.40)
In [22], the authors studied the solution operator as an operatorH1 → BMO because the
operatorR1 is not bounded from L1 → L2 or from L2 → L∞. In order to overcome with this
hurdle we use the iterated resolvent identity for the operator M−1± (z) =
(
U + vR±0 (z)v∗
)−1
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rather than iterating the Dirac resolvents, to write
M−1± (z) = U − UvR±0 (z)v∗M−1± (z) and (2.41)
M−1± (z) = U − UvR±0 (z)v∗U + UvR±0 (z)v∗M−1± (z)vR±0 (z)v∗U. (2.42)
These lead us to consider the L1 → L2 norm (or L2 → L∞ norm) of the operator R1VR1
rather than the operator R1.
Using (2.42) we have
R1v∗M−1± vR1 = R1VR1 −R1VR±0 VR1 +R1VR±0 v∗M−1± vR±0 VR1. (2.43)
We note that the first term would not be bounded uniformly in x, y due to the singular
behavior of R1. However, since we take the difference of the ‘+’ and ‘-’ terms in the Stone’s
formula, (2.3), these terms cancel each other. Hence, we consider
R1v∗M−1+ vR1 −R1v∗M−1− vR1 = −R1V [R+0 −R−0 ]VR1
+R1V [R+0 v∗M−1+ vR+0 −R−0 v∗M−1− vR−0 ]VR1. (2.44)
Using the expansion for (M±(z))−1 in Lemma 2.3.6 we write
R1v∗M−1+ vR1 −R1v∗M−1− vR1 = −Γ11 + Γ12 + Γ13 + Γ14,
where














R+0 v∗QD0QvR+0 −R−0 v∗QD0QvR−0
)
VR1, (2.47)
Γ14 := R1VR±0 v∗E±vR±0 VR1. (2.48)
For the second term on the right hand side of (2.40), we use (2.41) to obtain
R1v∗M−1± vR±L,2 = R1VR±L,2 −R1VR±0 v∗M−1± vR±L,2.
Using the expansion for M−1± (z) in Lemma 2.3.6 we write





















R+0 v∗QD0QvR+L,2 −R−0 v∗QD0QvR−L,2
)
, (2.51)
Γ24 := R1VR±0 v∗E±vR±L,2. (2.52)
We will consider the third summand on the right hand side of (2.40) later.































since the integrability of
∣∣∂z[χ(z)Γ(z)]∣∣ implies the boundedness of χ(z)Γ(z) (noting that
χ(1) = 0). This also implies |I(Γ)| . 1 uniformly in x and y.
Therefore, the bound supx,y |I(Γ)| . 〈t〉−1 follows from
sup
x,y
∥∥∂z[χ(z)Γ(z)]∥∥L1z . 1. (2.55)
Below, by showing that (2.55) holds, we prove that I(Γij) = O(〈t〉−1) for each i = 1, 2 and
j = 1, 2, 3, 4.
Before starting to estimate the contribution of these terms, we give the following lemma
which will be used repeatedly in the proofs.
Lemma 2.4.3. Let β > max{2, 2p+ 2}. Then we have∥∥∥∫
R2




for p ≥ −1.
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To prove Lemma 2.4.3, we use the following estimate from [19].








max(0,k+l−n) |u1 − u2| ≤ 1,
( 1|u1−u2|)
min(k,l,k+l+β−n) |u1 − u2| > 1.
Proof of Lemma 2.4.3. We first consider −1 ≤ p ≤ 0. In this case, if p > −1 we use
Lemma 2.4.4 in the x1 integral to see∫
R2
(1 + |x− x1|−1)〈x1〉−β|x1 − x2|p〈x2〉−β/2dx1
. 〈x2〉−β/2〈x− x2〉p . 〈x2〉−β/2 ∈ L2x2 .
On the other hand, if p = −1, we use
1











In which case, we use that Lemma 2.4.4 and the fact that (1 + |x−x2|0−)〈x2〉−β/2 ∈ L2x2 . If
p ≥ 0, we may reduce to the p = 0 case by noting |x1−x2|p . 〈x1〉p〈x2〉p, which necessitates
the larger value of β.
Lemma 2.4.5. Under the assumptions of Theorem 2.1.1 we have I(Γi1) = O(〈t〉−1) uni-
formly in x and y for each i = 1, 2.
Proof. Recall by Remark 2.3.2 that [R+0 −R−0 ](z)(x1, y1) = imM11 + E1(z)(x1, y1), which























z−1/2 max{1, |x− x1|−1}|V (x1)|〈x1 − y1〉1/2|V (y1)|max{1, |y − y1|−1} dx1dy1.
We have ‖max{1, |x−x1|−1}V (x1)〈x1〉‖L1x1 . 1, uniformly in x, and since z
−1/2 is integrable




is in L1 uniformly in x and y. This
yields (2.55) and hence finishes the proof for Γ11.
Now we consider I(Γ12). Using Remark 2.3.2, with r1 = |y − x1|, we have









which implies that on the support of χ(z)
|∂z{[R+L,2 −R−L,2](x1, y)}| . χ(zr1)[zr1 + z] . 1. (2.59)




max{1, |x− x1|−1}|V (x1)|dx1 . 1
uniformly in x and y. This finishes the proof of the lemma.
Lemma 2.4.6. Under the assumptions of Theorem 2.1.1 we have I(Γi2) = O(〈t〉−1) uni-
formly in x and y for each i = 1, 2.

















Using Lemma 2.3.7 with k = 1
2
for R±0 (z)(x1, x2), and recalling the relationship between





















∣∣∣ . |x1 − x2|1/2 + |x1 − x2|−1| log(z)| , ∣∣∣∂z(R−0h− )∣∣∣ . |x1 − x2|1/2 + |x1 − x2|−1z log2(z) .
Using (2.58) and (2.59) we have
∣∣R+L,2 −R−L,2∣∣+ ∣∣∂z(R+L,2 −R−L,2)∣∣ . 1. (2.60)
Recalling Remark 2.4.2 we have{ ∣∣R+L,2∣∣ . | log(z)|+ log−(|y1 − y|),∣∣∂zR+L,2∣∣ . 1z (1 + log−(|y1 − y|)) + |χ′(z|y − y1|)| | log(z)|z . (2.61)
For the second bound above observe that on the support of χ(z)χ(zr) we have | log(r)| .
| log(z)|+ log−(r).
Using these bounds and (2.57) for R1, we obtain (with r0 = |x − x1|, r1 = |x1 − x2|,






































One can see that this is bounded in x and y using Lemma 2.4.3 and the absolute bound-


















Using Remark 2.3.2 we have{ ∣∣R+0 −R−0 ∣∣ . 〈y1 − y2〉1/2,∣∣∂z(R+0 −R−0 )∣∣ . z−1/2〈y1 − y2〉1/2. (2.62)
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Also using Lemma 2.3.7 with k = 1
2
, we have{ ∣∣R+0 ∣∣ . | log(z)|(〈y1 − y2〉1/2 + |y1 − y2|−1),∣∣∂zR+0 ∣∣ . 1z(〈y1 − y2〉1/2 + |y1 − y2|−1). (2.63)
































This finishes the proof for Γ12 using Lemma 2.4.3 as above.
Lemma 2.4.7. Under the assumptions of Theorem 2.1.1 we have I(Γi3) = O(〈t〉−1) uni-
formly in x and y for each i = 1, 2.
Proof. We will give the proof only for Γ23; the proof for Γ
1











∗Q = QvM11 = 0 by definition of the projection Q. Recalling (2.12) we
can replace R+0 (z)(x1, x2)−R−0 (z)(x1, x2) in the first summand with
R+0 −R−0 − imM11 = E1(z) = Õ1(z1/2〈x1 − x2〉1/2).
Similarly, in the second summand we replace R+L,2(z)(y1, y)−R−L,2(z)(y1, y) with
R+L,2 −R−L,2 − imM11χ(z〈y〉)





In the first equality we used (2.58), and the second equality follows from the mean value
theorem.
Combining these bounds with (2.57), (2.61), and (2.63) we obtain (with r0 = |x − x1|,
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One can see that this is bounded in x and y using the integrability of z−1+ on [0, z0],
Lemma 2.4.3, and the absolute boundedness of QD0Q. This finishes the proof.
Lemma 2.4.8. Under the assumptions of Theorem 2.1.1 we have I(Γi4) = O(〈t〉−1) uni-
formly in x and y for each i = 1, 2.
Proof. The proof is similar to the proof of previous three lemmas. Instead of cancella-
tion between ± terms or orthogonality, one uses the smallness of the error term in z, see
Lemma 2.3.6. We omit the details.
To estimate the third term, R1v∗M−1± vR±H , in (2.40) we use Lemma 3.4 from [22].
Lemma 2.4.9. Let φ±(z) :=
√
















Lemma 2.4.10. We have |I(R1v∗M−1± vR±H)| . 〈t〉−1.
Proof. Using (2.41) we have
R1v∗M−1± vR±H = R1VR±H +R1VR±0 v∗M−1± vR±H .


















Here ω̃ satisfies the same bound as ω in (1.16). By using (2.56), we may immediately use
Lemma 2.4.9 and integrate in y1 since (1 + |x− y1|−1)V (y1) ∈ L1y1 uniformly in x.
The second term is bounded similarly. Recall the expansion for M−1± from Lemma 2.3.6
and the expansion in Lemma 2.3.7 for R±0 and the definition of RH . To apply Lemma 2.4.9
to obtain the desired time decay, we need only show that R1VR±0 v∗M−1± v = Õ1(1) in the
spectral variable, and converges in an appropriate sense. The convergence of the spatial
integrals has been established in Lemma 2.4.6 for example. The most simple estimate would
yield thatR1VR±0 v∗M−1± v = Õ1(log z). This bound is not sharp as the log z behavior arises
from when the most singular terms in R±0 (z) and the M−1± (z) interact. However, using the
expansions in Lemma 2.3.7 and 2.3.6, the most singular terms are
R1VR±0 v∗M−1± v = R1V [2mg±(z)M11]v∗QD0Qv + Õ1(1).
Using the orthogonality M11Qv
∗ = 0 the first term vanishes and we have the needed bounds
to apply Lemma 2.4.9.
Lastly we consider the contribution of R±4 v∗M−1± vR±0 to the Stone’s formula, (2.38). As
before we write
R±4 v∗M−1± vR±0 = R±4 v∗M−1± vR1 +R±4 v∗M−1± vR±L,2 +R±4 v∗M−1± vR±H . (2.65)
The proof for the first two terms is similar to the one in Lemma 2.4.10 above involving
RH . It is in fact easier since R4 is comparable to zRH . For the last term we refer the
reader to the portion of the proof of Proposition 5.3 in [22] concerning the operator Γ3. The
statement of this proposition asserts a bound from H1 to BMO, however the argument
yields an L1 → L∞ bound.
2.4.2 Small energy dispersive estimates in the case of an s-wave resonance
We need to consider the following terms (see the expansion given by Lemma 4.6 in [22]):
Γ15 := R1V
(



















Here A = SS1D1S1 + S1D1S1S, which is an absolutely bounded finite rank operator with
no z dependence. However, unlike QD0Q, the orthogonality property holds only on one
side. The other terms in the expansion are similar to the ones we discussed in the regular
case and are controlled by Lemmas 2.4.5–2.4.8.
Lemma 2.4.11. Under the assumption of Theorem 2.1.1 and for each i = 1, 2 we have
I(Γi5) = O(〈t〉−1) uniformly in x and y.
Proof. We only discuss Γ25; the proof for Γ
1

















Since S1 ≤ Q, the proof of Lemma 2.4.7 implies the required bounds for Γ25,1 and Γ25,3 above.
In particular, the bound (2.64) remains valid even with the additional factor of h±(z), as
the polynomial gain in z obtained in the proof suffices to control the logarithmic behavior
of h±(z).
For Γ25,2 observe that h
+ − h− is a constant. We utilize the orthogonality property
M11v
∗Q = QvM11 = 0 to replace R
−
0 with G0 + E−0 , where (see (2.10))
|G0 + E−0 | . |x1 − x2|−1 + |x1 − x2|1/2, |∂z(G0 + E−0 )| . z−1/2(|x1 − x2|−1 + |x1 − x2|1/2).
Similarly we replace R+L,2 with (see Remark 2.4.2)








χ(z〈y〉) log(z〈y〉)− χ(z|y − y1|) log(z|y − y1|)
)
+ E+2 (z|y − y1|).




|F (z, y, y1)|+
∫ z0
0
|∂zF (z, y, y1)|dz . 1 + log(〈y1〉) + log−(|y − y1|).
To see this inequality for ∂zE
+
2 take l = 0+ in Remark 2.4.2 and use the support condition.
Using these bounds and (2.57) for R1, we obtain (with r0 = |x − x1|, r1 = |x1 − x2|,
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One can see that this is bounded in x and y using Lemma 2.4.3 and the absolute bound-
edness of S1D1S1.
Lemma 2.4.12. Under the assumption of Theorem 2.1.1 and for each i = 1, 2 we have
I(Γi6) = O(〈t〉−1) uniformly in x and y.
Proof. We only discuss Γ26; the proof for Γ
1










We note that we can use the cancellation only on one side. When we can only use the
cancellation on the left, we replace R+0 − R−0 with R+0 − R−0 − imM11 as in the proof of
Lemma 2.4.7, and replace R−0 with G0 +E−0 as in the proof of Lemma 2.4.11 for the first and
second summands respectively. If the cancellation is on the right, we replace R+L,2 with F
as in the proof of Lemma 2.4.11, and replace R+L,2−R−L,2 with R+L,2−R−L,2− imM11χ(z〈y〉)
as in the proof of Lemma 2.4.7 for the first and second summands respectively. We leave
the details to the interested reader.
For the remaining terms involving R4 or RH see the previous section and the proof of
Proposition 5.6 in [22].
2.4.3 Large energy dispersive estimates
To prove the large energy dispersive bound uniformly in x and y, we restrict to dyadic
energy levels. In particular, we fix j ∈ N, and let χj(z) be a cut-off to z ≈ 2j, and analyze
the contribution of the operators χj(z)[R+V −R−V ](z) to the Stone’s formula.
We begin by employing the resolvent expansion
R±V (λ) = R±0 (λ)−R±0 (λ)VR±0 (λ) +R±0 (λ)VR±V (λ)VR±0 (λ). (2.70)
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We note that the first two terms are bounded by min(22j, 25j/2|t|−1), see Lemmas 6.3 and
6.4 of [22] respectively. For the final term we have









R±0 VR±V VR±0 (λ)(x, y) dz
∣∣∣∣
. min(22j, 27j/2|t|−1). (2.71)
For the outer resolvents, we will write R0 = RL +RH where
R±L(z)(x, y) = χ(z|x− y|)
(
iα · (x− y)
2π|x− y|2 + Õ1(z(z|x− y|)
0−)
)
= χ(z|x− y|)Õ1(|x− y|−1), (2.72)
R±H(z)(x, y) = e±iz|x−y|w̃±(z|x− y|),
|∂kz [w̃±(z|x− y|)]| . z1−k(1 + z|x− y|)−1/2. (2.73)
The proposition follows from1 Lemma 6.4 in [22] and Lemmas 2.4.16 and 2.4.17 below.
We first give the following two lemmas from [22].































1Lemma 6.4 in [22] asserts a bound in the H1 → BMO setting, however the proof yields an L1 → L∞
bound for R±HVR±V VR±H .
83
then we have the bound∣∣∣∣ ∫ ∞
0
e−itφ±(z)a(z) dz
∣∣∣∣ . min(22j, 2 3j2 |t|−1/2, 22j|t|−1),
where φ±(z) =
√
z2 +m2 ∓ zr
t
.
We are now ready to prove Lemma 2.4.16.
Lemma 2.4.16. Under the conditions of Proposition 2.4.13, we have
sup
x,y
∣∣I(χj(z)R±LVR±V VR±H)∣∣ . min(22j, 27j/2|t|−1).
Proof. Using the resolvent identity, we write
R±LVR±V VR±H = R±LVR±0 VR±H −R±LVR±0 VR±V VR±H . (2.74)
To bound the second summand without the time decay, we use a limiting absorption prin-
ciple for the perturbed resolvent operator of the form:
sup
|λ|>λ0
‖∂kλR±V (λ)‖L2,σ→L2,−σ . 1, σ >
1
2
+ k, k = 0, 1, ... (2.75)
holds for any λ0 > m. This was proved in [18] for k = 0; the case k > 0 follows from this
and the resolvent identity. We note that by equations (2.72) and (2.73), we may write the
resolvent in the middle as
R±0 (z)(x, y) =
iα · (x− y)
2π|x− y|2 + Õ1
(














Here we use (2.72) and (2.76) to see







|V (x1)|(|x1 − x2|−1 + |x1 − x2|
1
2 )|V (x2)| dx1.
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uniformly in x. Similarly, for VR±H the bound in (2.73) implies that
‖V (y1)R±H(z)(y1, y)‖L2,σy1 . z
1/2〈y〉−1/2. (2.78)
We now turn to the time decay. We employ the stationary phase bound in Lemma 2.4.14
by writing








z2 +m2 − z|y|/t
)
,
a(z, x, y) =
zχj(z)√
z2 +m2
[R±LVR±0 VR±V VR±H ](z)(x, y)e∓iz|y|
We choose φ(z) in this way so that the lower bound 1 ≤ φ′′(z), which is needed to apply
Lemma 2.4.14, holds on the support of a(z, x, y). It is also this stationary phase bound






= O(z1/2〈y1〉|y − y1|−1/2).
Using this, (2.77), (2.78), and a similar bound for ∂z(R±LVR±0 V ), we obtain
|a(z, x, y)|+ |∂za(z, x, y)| . 2jχj(z)〈y〉−1/2.
















where z0 = m
|y|√
t2−|y|2
. In the case when z0 is in a small neighborhood of the support of









In the case t 6≈ |y|, we have ∣∣∣∂z (√z2 +m2 − z|y|/t)∣∣∣ & 1.
An integration by parts together with the bounds on a(z, x, y) imply that the integral is
bounded by 22j/t.
The proof for the first summand in (2.74) is similar.
Lemma 2.4.17. Under the conditions of Proposition 2.4.13, we have
sup
x,y
∣∣I(χj(z)R±LVR±V VR±L)∣∣ . min(22j, 27j/2|t|−1).
The proof of this lemma is similar but simpler since R±L has no oscillatory part. By the
resolvent identity we write
R±LVR±V VR±L = R±LVR±0 VR±L −R±LVR±0 VR±0 VR±L +R±LVR±0 VR±V VR±0 VR±L .
The bound (2.77) and a similar one for the z derivative suffice to control each of these
terms via an integration by parts.
2.5 Proof of the Theorem 2.1.2
In this section we show the Dirac evolution can decay faster in time as an operator between
weighted spaces, i.e.
Theorem 2.5.1. Assume that the matrix valued potential V (x) is self-adjoint, with contin-
uous entries satisfying |Vij(x)| . 〈x〉−δ for δ > 5. If the threshold energies ±m are regular
the kernel of the perturbed solution operator satisfies
∣∣[e−itHPac(H)〈H〉−3−](x, y)∣∣ . w(x)w(y)
t log2(t)
+
〈x〉 32 〈y〉 32
t1+
, t > 2.











, a, b > 2.
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2.5.1 Small energy weighted estimates
In this section we will show that






[R+V (z)−R−V (z)](x, y)dz





where w(x) = 1 + log+ |x|.
Using the symmetric resolvent identity as in Section 2.4, we have
R+V (z)−R−V (z) = [R+0 −R−0 ]− [R+0 v∗M−1+ vR+0 −R−0 v∗M−1− vR−0 ]. (2.80)
We start with the contribution of the free resolvent. To establish the time decay we employ
the following oscillatory integral bounds.
Lemma 2.5.3. Let E(z) be supported on the neighborhood (0, z0) for some z0  1. Then,
































































































The last inequality follows from the support condition on E(z) = 0 for z > 1 and the
Fundamental Theorem of Calculus. Finally note that, on the support of E(z), we have
∣∣∣√z2 +m2
z
∣∣∣ . z−1, and ∣∣∣∂z{√z2 +m2
z
}∣∣∣ . z−2,
which yields the claim.







∣∣∣∣ . 1t log2 t .


















The desired bound for the first summand follows by direct calculation. To see the bound














































∣∣∣∣ . 1t log3 t ,
establish the statement.
The following lemma gives the contribution of the free resolvent to (2.79).
















Proof. We use Lemma 2.5.3 for E(z) = χ(z)[R+0 −R−0 ](z)(x, y). By (2.12) we have
χ(z)[R+0 −R−0 ] = χ(z)miM11 + χ(z)Õ2(z1/2〈x〉3/2〈y〉3/2) (2.83)
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Therefore, E(0) = miM11 and |∂kzE(z)| . z1/2−k〈x〉3/2〈y〉3/2 for k = 1, 2. Hence, by






















Our approach for establishing Theorem 2.5.2 will be to control the integrals in (2.53)
directly. Unlike in the proof of Theorem 2.1.1, we need to have the exact form of the
boundary term at z = 0 when integrating by parts. These exact values are critical to
our proofs, and hence our strategy will differ from the previous section. In addition, since
we are considering bounds that can depend on x, y our technical approach and choice of
expansions will differ. Using the expansion in Lemma 2.3.7, (1.20), and expanding G0 into




R±7 := 2mg±(z)M11 + 2mG0I1 + E±0 (z)(x, y).
(2.84)
Here E±0 (z)(x, y) is not identical to the error term in Lemma 2.3.7, however, it satisfies
the same bounds. This is a slightly different decomposition than we use in Section 2.4, in
particular R6 does not depend on z.
Now we consider the second term in (2.80). Using the expansion above we write
R±0 v∗M−1± vR±0 = R6v∗M−1± vR6 +R±7 v∗M−1± vR6
+R6v∗M−1± vR±7 +R±7 v∗M−1± vR±7 . (2.85)
We start estimating the contribution of the last term in the above sum to the Stone’s for-
mula, (2.3). Note that the boundary term appearing in Lemma 2.5.6 cancels the boundary
term appearing in Lemma 2.5.5 above when substituted into (2.80).
Lemma 2.5.6. Let |V (x)| . 〈x〉−5−. Then, for t > 2 we have
I
(















Proof. We note that by (2.84) and Lemma 2.3.6, and recalling that M11v
∗Q = QvM11 = 0,
we have

















Where |Ω0(x, y)| . (〈x〉〈y〉)3/2. The contribution of the log− |x − x1| terms in E±0 , see
(2.84), to Ω0 are easily controlled in the x1 integral since v(·) log− |x− ·| ∈ L2.
Recall that h±(z) = (2mg±(z) + p)‖(a, c)‖2. Also note that using (??) we have g+(z)−
g−(z) = i
2




























Now, recalling (1.20) and the absolute boundedness of S, one can see |G0I1v∗SvG0I1(x, y)| .
(1+log+ |x|)(1+log+ |y|), and |[M11v∗SvG0I1+G0I1v∗SvM11]| . (1+log+ |x|)(1+log+ |y|).
Hence,










The second summand is bounded by (t log2 t)−1(1 + log+ |x|)(1 + log+ |y|) using Corol-
lary 2.5.4, while the third summand is bounded by t−1−(〈x〉〈y〉)3/2 using Lemma 2.5.3. For
















Recalling the definition of P and S in Lemma 2.3.6, we haveM11v
∗SvM11 = M11v
∗PvM11 =
‖(a, c)‖2M11, which cancels the ‖(a, c)‖2 in the denominator of the first summand in (2.87).
This calculation also implies that the second term is bounded by t−2 uniformly in x, y.
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Next we estimate the contribution of the rest of the terms in (2.85) to the Stone’s formula.
By symmetry it is enough to consider the termsR6v∗M−1± vR6 andR6v∗M−1± vR±7 . We start
with R6v∗M−1± vR±7 .
Lemma 2.5.7. Let |V (x)| . 〈x〉−5−. Then, for t > 2, we have
I([R6v∗M−1+ vR+7 − R6v∗M−1− vR−7 ](x, y)) = O








Proof. As in the previous section, since R6 doesn’t map L1 → L2, we iterate resolvent
identities, (2.41), to write







R+0 v∗M−1+ vR+7 −R−0 v∗M−1− vR−7
)
=: −Γ17 − Γ27.
As in the previous lemma, we proceed via integration by parts. Both terms will have a
boundary term of size t−1 when z = 0. As before, we show that these terms cancel, and
the remaining terms decay faster for large t.
We start with Γ17. By (2.12), then using Lemma 2.4.3 we obtain
Γ17 = miR6VM11 + Õ2(z1/2)
∫
R4
[R6V ](x, x1)〈x1 − y〉3/2dx1
= miR6VM11 + Õ2(z1/2)〈y〉3/2.
Using that R6 is independent of z and (2.88) for the first summand, and using Lemma 2.5.3





Next we estimate Γ27. Using Lemma 2.3.7, Lemma 2.3.6, and recalling that M11v
∗Q =
QvM11 = 0, and (2.86), we have
Γ27(z)(x, y)






Ω1(x, y) + Õ2(z
1/2−)Ω2(x, y),
where
Ω1 = R6VM11v∗SvM11 +R6VM11v∗SvG0I1 +R6V G0v∗SvM11 +R6V G0v∗SvG0I1,
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for some absolutely bounded operator, A. Using Lemma 2.4.3, one can see that












Using (2.88), the first summand’s contribution is










Here, we once again used that M11v
∗SvM11 = ‖(a, c)‖2M11. The second summand in Γ27 is
bounded by
(
1 + log+ |y|
)
(t log2 t)−1 using Corollary 2.5.4. The third summand is bounded
by 〈y〉3/2t−1− using Lemma 2.5.3. Adding I(Γ16) to I(Γ27) completes the proof.
Lemma 2.5.8. Let |V (x)| . 〈x〉−5−. Then, for t > 2, we have
I
(
[R6v∗M−1+ vR6 −R6v∗M−1− vR6](x, y)
)
= O(t−1(log t)−2).
Proof. Using the iteration formula (2.42) we consider
− R6V [R+0 − R−0 ]VR6 + R6V (R0VM−1+ vR+0 − R−0 v∗M−1− vR−0
)
VR6 =: Γ18 + Γ28.
As in the Lemma 2.5.7 we estimate Γ18 and Γ
2
8 separately, and show that the leading order
t−1 terms cancel. By (2.12) and Lemma 2.4.3 we obtain
Γ18 = −miR6VM11VR6 + Õ2(z1/2)
∫
R4
R6V 〈x1 − y1〉
3
2VR6dx1dy1







by (2.88) and Lemma 2.5.3.
As in the proof of Lemma 2.5.7, using Lemma 2.3.7, Lemma 2.3.6, and recalling that
M11v










Ω3(x, y) + Õ2(z
1/2−)Ω4(x, y).
where
Ω3 = R6VM11v∗SvM11VR6 +R6VM11v∗SvG0VR6 +R6V G0v∗SvM11VR6
+R6V G0v∗SvG0VR6,

























Thus, (2.88) along with the equality M11v






Adding I(Γ18) to I(Γ
2
8) completes the proof.
2.5.2 Large energy weighted estimates
In this section we investigate the perturbed Dirac evolution at energies separated from the
threshold. We prove the following proposition which implies Theorem 2.5.1 for large energy.
In contrast to the argument in Section 2.4, we do not localize to dyadic frequency intervals
nor employ a specialized stationary phase argument. Since the desired bound allows for
a dependence on x and y, we use the same expansions for the perturbed resolvent for the
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high energy argument in Section 2.4, and obtain the desired time decay by integrating by
parts sufficiently many times.
Proposition 2.5.9. Under the assumptions of Theorem 2.5.1 we have the following bound










χ(z/L)[R+V (λ)−R−V ](x, y)dz
∣∣∣∣ (2.89)
.
〈x〉 32 〈y〉 32
t2
(2.90)
provided the components of V satisfy the bound |Vij(x)| . 〈x〉−5−.
As in previous sections we will estimate the contribution of the terms appearing in the
resolvent expansion (2.70) to (2.89) in a series of lemmas. For the convenience of the reader
we recall (2.70):
R±V (λ) = R±0 (λ)−R±0 (λ)VR±0 (λ) +R±0 (λ)VR±V (λ)VR±0 (λ).
We first note that the contribution of the first term in (2.70) can be handled similarly to







with E(z) = z−3−χ̃(z)[R+0 −R−0 ](z)(x, y). The ample z decay allows us to take L =∞ for
the cut-off χ(z/L). By (2.12) we have




Since the cut-off functions in E(z) are not supported at zero we can integrate by parts twice




We next consider the contribution of the second and third terms in (2.70). We start with
the second term. Recalling R±0 = R±L +R±H , it suffices to consider the contributions of
Γ1 := (R+L −R−L)VR+L , Γ2 := R+LVR+H , Γ3 := R+HVR+H ,
that arise when substituting (2.70) into (2.89).
Lemma 2.5.10. Under the assumptions of Theorem 2.5.1 the following bound holds for
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∣∣∣∣ . 〈x〉 32 〈y〉 32t2 . (2.91)
Proof. For each Γk we will integrate by parts twice. We start with Γ1. By the relationship
(2.2),(2.8) and the fact that
√




α · (x− x1)
|x− x1|2
+ Õ2(z(z|x− y|−1+)). (2.92)
Hence, by Lemma 2.4.4,

































For Γ2 and Γ3 we note that, using R±H(z)(x, y) = e±iz|x−y|w̃±(z|x− y|), one has for z & 1
|∂kz {R±H(z)(x, y)}| . z1/2(|x− x1|−1/2 + |x− x1|3/2) for k = 0, 1, 2. (2.94)
Therefore, Lemma 2.4.4 together with (2.94) and (2.92) gives (r1 = |x− x1|, r2 = |x1 − y|)




























for k = 0, 1, 2. Integration by parts twice gives the statement as in (2.93).










χ(z/L)[R±0 VR±V VR±0 ](x, y)dz
∣∣∣∣ . 〈x〉 32 〈y〉 32t2 .
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Proof. We drop the ± signs in this proof. By the resolvent identity we have
R0VRV VR0 = R0VR0VR0 −R0VR0VR0VR0 +R0VR0VRV VR0VR0.
The contribution of the first two terms to (2.89) can be estimated by 〈x〉3/2〈y〉3/2t−2 as in
the Lemma 2.5.10, noticing that by (2.92) and (2.94) one has
|∂kz {R0(z)(x, y)}| . z1/2(|x− x1|−1 + |x− x1|3/2) for k = 0, 1, 2 , (2.95)
for z & 1. Using these bounds in Lemma 2.4.4 with r1 = |x−x1|, r2 = |x1−y1|, r3 = |y1−y|,
we obtain for k = 0, 1, 2

















Similarly (with r1 = |x− x1|, r2 = |x1 − x2|, r3 = |x2 − y1|, r4 = |y1 − y|.)
|∂kz {[R0VR0VR0VR0](z)(x, y)}| . z2〈x〉3/2〈y〉3/2.
Hence, integration by parts twice establishes the desired bound.
Finally, we will prove the statement for the term containing perturbed resolvent and
establish Proposition 2.5.9 . In order to control this term we recall (2.75),
‖∂kzRV (z)‖L2,σ→L2,−σ . 1, σ >
1
2
+ k, k = 0, 1, 2,
for z & 1.
Using the bound (2.95) in Lemma 2.4.3 one can obtain
















where k = 0, 1, 2, σ = 3
2
+, r1 = |x− x1| and r2 = |x1 − x2|. Therefore, limiting absorption
principle gives (with kj ≥ 0 and k1 + k2 + k3 = 0, 1, 2)
|[∂k1z {R0VR0}V ∂k2z {RV }V ∂k1z {R0VR0}](x, y)| . z2〈x〉3/2〈y〉3/2,
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Integrating by parts as in (2.93) finishes the proof.
Remark 2.5.12. Since our goal is to use the bound we have just proven in Theorem 2.5.1
and interpolate with Theorem 2.1.1, we need not pursue optimal smoothness of the initial
data. We note that, one can prove a bound that is sharper with respect to derivative loss but
with larger spatial weights. This may be achieved by writing R0 = RL +RH and iterating
resolvent identities only R±L in the proof of Lemma 2.5.11 as in the unweighted bound of
Proposition 2.4.13. In particular, under the hypotheses of Theorem 2.1.2,
∥∥〈·〉− 32 e−itHPac(H)〈H〉−2−f∥∥L∞(R2) . 1|t| log2 |t|∥∥〈·〉 32f∥∥L1(R2), |t| > 2.
2.6 Proof of Theorem 2.1.3
In this section we prove Theorem 2.1.3 through a careful analysis of the oscillatory integrals
that naturally arise in the Stone’s formula (2.3). We divide this into three subsections.
First, in Subsection 2.6.1, we consider the Born series terms and show that they satisfy
the bound 〈t〉− 32 as an operator from L1(R3) → L∞(R3). In Subsections 2.6.2 and 2.6.3,
we show that the singular terms that arise in the expansion of the spectral measure when
there are threshold resonances or eigenvalues yield a slower time decay rate, but are finite
rank operators.
Recall the expansion (2.26) for the perturbed resolvent. We have R−0 (z) = R+0 (−z).
Without loss of generality, we take t > 0, the proof for t < 0 requires only minor adjust-
ments. We consider integrals of the form below for the contribution of the finite terms of







)k −R−0 (z)(VR−0 (z))k]dλ.
Recall that λ =
√











)k −R−0 (z)(VR−0 (z))k]dz. (2.96)
We utilize from the following consequence of the classical Van der Corput lemma, [60].
Lemma 2.6.1. If φ : [a, b] → R obeys the bound |φ′′(z)| ≥ t > 0 for all z ∈ [a, b], and if
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2.6.1 The Born Series
We have the following lemma for the finite terms of Born series.














)k −R−0 (VR−0 )k](z)(x, y)dz∣∣∣
. 〈t〉− 32 .














Lemma 2.6.3. We have the following bounds on the first derivative of the difference of
free resolvents.
[R+0 −R−0 ](z)(x, y) = Õ1(z).
Furthermore,





















[R+0 −R−0 ](z)(x, y) =
1
4π



























Using this representation, we express the difference of free resolvents with two pieces. We






satisfies the bound Õ1(z
2). By direct computation, we have
A(z, |x− y|) =
[
α · (x− y)|x− y|
][




First if z|x−y| & 1, using |x−y|−1 . z establishes the desired bound. To see the inequality
for z|x − y| . 1 note that by Taylor series expansion one has s cos(s) − sin(s) = Õ1(s3).
Taking derivative of A(z, |x− y|) we have
∂zA(z, |x− y|) =
(




The desired bound easily follows from this explicit representation.
We move to the second part of (2.99) let







A direct computation shows




|x− y| + (mβ +
√
z2 +m2I) cos(z|x− y|).
As before, considering the cases of z|x− y| & 1 and z|x− y| . 1 separately suffices.
Proof of Proposition 2.6.2. Using the identity (2.97), we fix ` and consider the contribution















For notational convenience let J = {0, 1, 2, . . . , k} \ {`}, J− = {0, 1, . . . , ` − 1} and J+ =
{` + 1, ` + 2, . . . , k}. Note that one of J− or J+ may be empty. We first establish that
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integral is bounded. Using the expansion (2.5), we have (when 0 < z  1)







α · (x− y)
|x− y|
)[
























α · (x− y)














|∂kzH2(z, x, y)| . 1 +
1
|x− y| k = 0, 1, 2 . . .
From this we see, for 0 < z  1,







|x− y|j, j = 0, 1, 2. (2.103)



































dx1dx2 . . . dxk.















first integrating in x`.
To establish the time decay, we integrate by parts once then use Lemma 2.6.1. Integrating


















Note that there is no boundary term since [R+0 − R−0 ] = Õ1(z) by Lemma 2.6.3 and by
Lemma 2.3.7 the free resolvents are bounded with respect to z, and the support of χ. We
consider two cases, if the derivative acts on the difference of resolvents or on a resolvent.
If the derivative acts on the cut-off function, we can easily integrate by parts again with
the existing bounds. We first consider when the derivative acts on difference of resolvents.
From the representation in (2.98), we can write
∂z[R+0 −R−0 ](z)(x`, x`+1) = eiz|x`−x`+1|A1(z, |x` − x`+1|)
+ e−iz|x`−x`+1|A2(z, |x` − x`+1|) + Õ1(z),
with
|∂jzA1(z, |x` − x`+1|)|, |∂jzA2(z, |x` − x`+1|)| . 1, j = 0, 1.







= Õ1(z). With a slight abuse of
notation, we denote both the operators A1 and A2 by a(z). Combining this with (2.101),
















eiz|xp−xp+1|H1(z, xp, xp+1) dz.
We apply Lemma 2.6.1 with
φ(z) = −t
√
z2 +m2 − z
( ∑
j∈J−






where γ ∈ {−1, 0, 1}, and




























































































































〈xr〉−3− dx1dx2 . . . dxk.
Using Lemma 2.4.4, first in x`, we show that the spatial integrals are bounded uniformly
















We finish this subsection with the following general lemma which will be useful in the
following subsections.
Lemma 2.6.4. Assume that the operator E(z) with kernel E(z)(x, y) satisfies (for 0 <
|z| < z0)
‖|∂kzE(z)(x, y)|‖L2→L2 . 1, k = 0, 1, and ‖|∂2zE(z)(x, y)|‖L2→L2 . z−1+.
Also assume that the operators E1(z) and E2(z) satisfy (for some α ≥ 0)∣∣∂kzEj(z)(x, y)∣∣ . (|x− y|−2 + |x− y|α), j = 0, 1, k = 0, 1, and∣∣∂2zEj(z)(x, y)∣∣ . z−1+(|x− y|−2 + |x− y|α), j = 0, 1.














∣∣∣∣∣ . 〈t〉− 32 .
Proof. We start with bound for small t. Using the bounds in the hypothesis for k = 0 and
























Here r1 := |x− x1|, r2 := |x1 − x2|, r3 := |y2 − y1|, r4 := |y1 − y|. We can bound ψ by∥∥∥∫
R3





























Note that using Lemma 2.4.4
∫
R3



























+α + |x− x2|−1〈x2〉−
β
2 ∈ L2x2 ,
uniformly in x provided that β > 2α + 3. This finishes the proof since
∥∥|E(z)|∥∥
L2→L2 is
bounded on the support of χ.
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Now using Lemma 2.6.1 with the phase φ = t
√







Note that using (2.101) and (2.102) we have
|R0|, |∂zR0|,
∣∣∂ze−iz|x−y|R0∣∣, ∣∣∂ze−iz|x−y|∂zR0∣∣ . 1 + |x− y|−2.
The proof now follows from the calculation above for small t; the only difference is, if both
derivatives hit E (or one of E1, E2), the z integral will have a harmless z
−1+ term, which
is integrable on the support of χ(z).
2.6.2 Dispersive estimates when there is a resonance of the first kind
In this subsection we consider the case when there is a resonance of the first kind at
threshold energy, that is when S1 6= 0 and S2 = 0, in which case S1 is rank at most two by
Corollary 2.7.4.
In the previous section we established the contribution of the first three terms in the
expansion (2.26) to the Stone’s formula (2.3). Now we turn to the last term in (2.26), we







[R+0 VR+0 v∗(M+)−1vR+0 VR+0 ](z)
− [R−0 VR−0 v∗(M−)−1vR−0 VR−0 ](z)
]
dz. (2.104)
Recalling the discussion immediately preceeding Lemma 2.3.11, we identify R−0 (−z) =
R+0 (z) =: R0(z). Similarly, M−(−z) = M+(z) := M(z). Hence, by a change of variable










In contrast to the analysis of the Born series in the previous subsection, we extend the
integral to the real line. This will allow us to integrate by parts without boundary terms
and, after a change of variables, use Fourier transform techniques.














By Lemma 2.3.17, |z| ‖M−1(z)(x, y)‖L2→L2 . 1 on the support of χ. Then, by Re-




−1(z)|‖L2→L2‖vR0VR0](y2, y)‖L2y2 . 1,
which shows the boundedness of (2.105) as t → 0. Hence, to establish the claim of Theo-
rem 2.1.2, it will be enough to prove the following proposition for any t > 1.









2 e−imtKt(x, y) +O(t
− 3
2 ),
where the error term holds uniformly in x, y; Kt(x, y) = Pr(x, y) + K̃t(x, y) is a time
dependent operator of rank at most 2 satisfying supt ‖Kt‖L1→L∞ . 1 and |K̃t(x, y)| .















−(R3) ∩ L∞(R3), (Dm + V −mI)ψj = 0,
〈MucV ψi,MucV ψi〉 = ‖MucV ψj‖2C4δij, i, j = 1, 2.
Here c2 = 0 iff rank(S1) = 1.
To establish Proposition 2.6.5, using the expansion in Lemma 2.3.17, it suffices to consider
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The second integral is O(〈t〉−3/2) using Lemma 2.6.4 provided that β > 5. Indeed, the
required bound for E is given in Lemma 2.3.17, and for E1 = E2 = R0 the hypothesis is
satisfied with α = 1 using (2.103).
Now we consider the first integral in (2.106). Using (2.5) for R0(z) and (2.16), and
letting F (x, y) := 1
4π
[iα · (x−y)|x−y|2 + 2mIuc], we have









4π|x− y| . (2.107)
Hence,
R0(z)(x, x1)R0(z)(x1, x2)R0(z)(y2, y1)R0(z)(y1, y)
















, j = 0, 1, 2.
Therefore, for the first term in (2.106) is given by
















E(z)eizθdz = I + II. (2.109)







































The spatial integrals can be estimated as in the proof of Lemma 2.6.4 with α = 0, β > 3,
and E = S1D1S1.
Next we consider the first term in (2.109). Note that this integral can be estimated by
t−
1
2 easily using Lemma 2.6.1 with φ(z) = −t
√
z2 +m2 + zθ. In the rest of this subsection
we establish the properties of the operator which has decay rate t−
1
2 .
For notational convenience, we suppress the integral kernels’ spatial variable dependence,
which should be clear from context. First we assume that at least one of the rj’s is greater




. Hence, we can exchange the largest rj with t to
gain extra time decay. Using an analysis similar to that in the proof of Lemma 2.6.4 one










∣∣∣ . t− 32 .
Now it remains to consider the case when rj  t for all j. We start with the following
lemma.











































For the proof of Lemma 2.6.6 we need the following lemma.
















Proof. By a simple induction argument, it suffices to prove this for n = 2. Without loss of
generality we can also assume that a2 ≥ a1. By the mean value theorem, we have
f(a1 + a2) = f(a1) + f(a2) + [f(a1 + a2)− f(a2)]− [f(a1)− f(0)]− f(0)
= f(a1) + f(a2) + f
′(c1)a1 − f ′(c2)a1 − f(0)
= f(a1) + f(a2) + a1(c1 − c2)f ′′(c)− f(0).
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Here c1 ∈ (a2, a2 + a1) , c2 ∈ (0, a1). Since 0 ≤ a2 − a1 ≤ c1 − c2 ≤ a1 + a2 ≤ 2a2, this
yields the lemma.
Proof of Lemma 2.6.6. For the sake of simplicity we prove the lemma for m = 1. Note
that first, the critical point of φ(z) =
√
z2 + 1− zγ is ω = γ√
1−γ2
. Here ω is defined since
rj  t for all j implies γ = θt  1. We use the change of variables z 7→ z + ω to move the




















(z + ω)2 + 1
dz.






























(g(s) + ω)2 + 1
g′(s).
Note that ψ is supported on {s : |s| . 1}. Since on this set |g(k)(s)| . 1 for all k ≥ 0, we













































Note that for γ  1 we have (1− γ2)− 14 . 1, and
1



































Hence, this term has the contribution O(t−
3
2 ) to (2.110). For the last equality we used the
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fact that ‖∂kzψ‖L1 . 1 uniformly in γ.






























1− γ2χ(γ/4) with γ = θ
t
. Note that f has bounded derivatives. Since
















































































This finishes the proof.
We can now prove the main claim of this subsection.
Proof of Proposition 2.6.5. Using Lemma 2.6.6 we see that the contribution of I in (2.109)















































The last inequality follows from the proof of Lemma 2.6.4 noting that∑
1≤i<j≤4 rirj +
∑4




























In particular, since S1 is of rank at most two, Kt is of rank at most two.
Note that since |x−y|
t


















, 0 ≤ j ≤ 1.
The last equality holds since |x−y|
t
. 1. Using this we write
Kt(x, y) = Ce
−imt[G0V G0v∗S1D1S1vG0V G0](x, y) + K̃t(x, y).
Since
∣∣[|x − y|1+jG0(x, y)]∣∣ . 〈x〉j〈y〉j(1 + |x − y|−1), we employ a similar argument as in
Lemma 2.6.4 to show that |K̃t(x, y)| . 〈x〉j〈y〉jt−j, 0 ≤ j ≤ 1.






where we pick {φ1, φ2} as the orthonormal basis of S1L2. The self-adjointness of S1vG1v∗S1
also allows us to pick the basis so that S1vG1v∗S1 is diagonal in S1L2, i.e.,
〈Mucv∗φj,Mucv∗φi〉 = ‖Mucv∗φj‖2C4δij, i, j = 1, 2. (2.113)




















where a = ‖Mucv∗φ1‖C4 and b = ‖Mucv∗φ2‖C4 . Therefore, the self-adjoint operator S1D1S1












Furthermore, Lemma 2.7.1 gives us that φj = Uvψj for ψj = −G0v∗φj where (Dm + V −
mI)ψj = 0. Using this (2.113) = 〈MucV ψi,MucV ψj〉. Noting that by definition of S1, we
have −S1 = S1vG0v∗U = UvG0v∗S1, we obtain






















(−i) 32 (2π) 12
Pr(x, y).
Finally, note that if S1 is one dimensional it is generated by a single φ(x) with 〈φ, φ〉 = 1.








This finishes the proof of Proposition 2.6.5.
We are now ready to prove Theorem 2.1.2 in the case that there is only resonance at zero.
Using the Stone’s formula, (2.3), and the expansion for the resolvent (2.26), we reduce our
analysis to oscillatory integral bounds. Proposition 2.6.2 suffices to bound the contribution
of the first three terms of (2.26) by 〈t〉− 32 as an operator from L1 to L∞. The contribution
of the final term in (2.26) is controlled by Proposition 2.6.5.
2.6.3 Dispersive estimate when there is a resonance of the second or third
kind at the threshold.
In this section we will investigate dispersive estimate in the case when S2 6= 0. To establish
the claim of Theorem 2.1.2, we devote this subsection to proving
Proposition 2.6.8. Under the assumptions of Theorem 2.1.2, there is a finite rank operator













where supt ‖Kt(x, y)‖L1→L∞ < ∞ and the error term is bounded uniformly in x, y. More-
over, the integral above is bounded uniformly in x, y, t.







The last two terms can be handled similar to those we have already bounded in Subsec-
tion 2.6.2. In particular, the operator with decay rate t−
1
2 is not necessarily rank at most
two, but is finite rank. This is because instead of S1D1S1 here we have Ω, which was shown








[R0VR0v∗S2D3S2vR0VR0](z)(x, y) dz. (2.115)
Using the identity R0 = G0 + [R0 − G0], and noting that S2vG1 = 0 (see Corollary 2.7.3)
we can rewrite
R0VR0v∗S2D3S2vR0VR0 = R0V G0v∗S2D3S2vG0VR0
+R0V G0v∗S2D3S2v[R0 − G0 − izG1]VR0 +R0V [R0 − G0 − izG1]v∗S2D3S2vG0VR0
+R0V [R0 − G0 − izG1]v∗S2D3S2v[R0 − G0 − izG1]VR0. (2.116)





R0 − G0 − izG1
]





Therefore, E1 satisfies the hypothesis of Lemma 2.6.4 with α = 2+. Hence using Lemma 2.6.4
with E1 as above, E = S2D3S2, and E2 = G0 we see that the contribution of the second
summand in (2.116) to (2.115) is O(〈t〉−3/2) provided that β > 7. The contribution of third
and fourth summands can be handled in the same manner.
Now we turn to the first term in the equation (2.116). By Lemma 2.7.6 below, we have
the identity G0v∗S2D3S2vG0 = G0V G0v∗S2D3S2vG0V G0 = −2mPm. Also note that, by
(2.135), we have
G0V Pm = PmV G0 = −Pm.
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= −Pm + [R0 − G0]V Pm + PmV [R0 − G0]−
[R0 − G0]V PmV [R0 − G0]. (2.117)
The contribution of Pm in (2.114) is zero since the integral is an odd principal value integral.
Note that the contributions of the last three terms to the Stone’s formula is bounded for
small t by an argument similar to the proof of Lemma 2.6.4. The following lemma takes
care of the contribution of the second and third terms to (2.116) when t > 1.











PmV [R0 − G0]
]
(z)(x, y)dz (2.118)
is a finite rank operator and ‖K1(t)‖L1→L∞ . t−
1
2 .
Proof. First of all note that Kt is finite rank since Pm is independent of z and finite rank
by Lemma 2.7.6. Therefore, it suffices to bound (2.118) by t−
1
2 uniformly in x, y.
Using the definition of R0(λ), and the equations (2.5), (2.22), we have



























It is easy to see that the contribution of the last term is O(〈t〉− 12 ) by a single application of
Lemma 2.6.1. Note that the uniform bound in x uses the boundedness of eigenfunctions,
see Lemma 2.7.2.








































∣∣∣ . t− 12 ,
uniformly in b. Therefore, by Fubini’s theorem





(|y − y1|−2 + |y − y1|−1)db . t−
1
2 (1 + |y − y1|−1).
Using the boundedness of eigenfunctions and the decay of V , we obtain
|[PmV K̃t](x, y)| . t−
1
2 ,
uniformly in x, y, which finishes the proof.
Now, we consider the contribution of the last term in (2.117) to (2.116) when t > 1.













[R0 − G0]V PmV [R0 − G0]
]
(z)(x, y)dz
∣∣∣∣∣ . t− 32 .
Proof. Using (2.119), we have
R0 − G0
z
= M +N, where

















We will see that the operator M satisfies suitable bounds. However, the operator N does
not, instead we need to use that G1V Pm = im2πMucV Pm = 0 and PmV G1 = im2πPmVMuc = 0.
Hence, we can replace the term N(z, |x− x1|) with
N (z)(x, x1) = N(z, |x− x1|)−N(z, 〈x〉)
on both sides of V PmV .
The following lemma contains the required bounds:
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Lemma 2.6.11. We have


















Õ1(1) + 〈x1〉Õ1(1). (2.122)
The proof of this lemma is given below. We finish the proof of Lemma 2.6.10 using
Lemma 2.6.11.














We only consider the case when the derivative falls on
(
M(z) + N (z)
)
(y, y1). The other















Using Lemma 2.6.11, we can write this integral as












Applying Lemma 2.6.1 with the phase φ(z) = −t
√
z2 +m2 + z|y − y1| and the phase
φ(z) = −t
√
z2 +m2 in each integral respectively, yields the bound
t−
3
2 (〈x1〉+ |x− x1|−1)(〈y1〉+ |y − y1|−1).
This establishes the claim since (〈x1〉+ |x− x1|−1)|V (x1)| ∈ L2x1 uniformly in x.
Proof of Lemma 2.6.11. We start with M . It is clear that second summand in the definition
of M satisfies (2.121) and (2.122). Let p = |x − x1|. The first summand in the definition















α · (x− x1)eizp
p2
= O(p−1). (2.124)
Note that if |z|p & 1, this term is bounded by |z|. If |z|p . 1, then we have eizp =
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1 + izp− 1
2
z2p2 + Õ2(z





























iα · (x− x1)eizp
p
= eizp
iα · (x− x1)
p





The last bound follows by noting that the numerator is Õ1(z
2p2) by a Taylor expansion
when zp . 1.





Then, ignoring the constant factors, N (z) = f(p)− f(q), where q := 〈x〉. Using the mean
value theorem we have
|N (z)(x, x1)| .
|p− q|
|z| maxr
∣∣∣∣izeizr − eizr + 1r2
∣∣∣∣ . |z|〈x1〉. (2.126)
In the last inequality we used the fact that
(





∂zN (z)(x, x1) =
izpeizp − eizp + 1
z2p
− izqe












Finally, note that the inequality (2.126) and the calculation∣∣∣∂zN (z)
z
∣∣∣ = ∣∣∣− 1
z2








This completes the proof of Proposition 2.6.8.
Proof of Theorem 2.1.2. The proof follows as in the case that there is resonance of the first
kind at m using Proposition 2.6.8 instead of Proposition 2.6.5.
Remark 2.6.12. This method also applies to the analysis of the Schrödinger operator con-
sidered in [28] and [66]. In particular, it implies that the t−
1
2 term is a time dependent finite
rank operator when zero is not a regular point of the spectrum. This gives an alternative
proof to Yajima’s theorem in [66]. In [28], such a result was obtained only in the case when
there is a resonance of the first kind.
2.7 Classification of threshold spectral subspaces
Lemma 2.7.1. Assume |v(x)| . 〈x〉− 32−. Then φ ∈ S1L2(R3) \ {0} if and only if φ = Uvψ
for some ψ ∈ L2,− 12−(R3) \ {0} which is a distributional solution of (Dm + V −mI)ψ = 0.
Furthermore, ψ = −G0v∗φ and ψ is a bounded function.
Proof. If φ ∈ S1L2(R3) \ {0}, then by Definition 2.3.12, (U + vG0v∗)φ = 0. Since U2 = I,
φ = −UvG0v∗φ = Uvψ, where ψ := −G0v∗φ. (2.127)
Using (2.22) and (2.2) with λ = m, we obtain
(Dm −mI)ψ = −(Dm −mI)G0v∗φ = −(Dm −mI)(Dm +mI)G0v∗φ
= ∆G0v
∗φ = −v∗φ = −v∗Uvψ = −V ψ. (2.128)
Therefore, (Dm + V − mI)ψ = 0. In the fourth equality above, we used the fact that
∆G0v
∗φ = −v∗φ holds since v∗φ ∈ L2, 32+, see Lemma 2.4 in [41].
Now we prove that ψ ∈ L2,− 12−(R3). Note that












iα · (x− y)v
∗(y)φ(y)






|x− y| =: ψ1 + ψ2. (2.129)
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Since the integrals in equation can be bounded by fractional integral operators, we can
use Lemma 2.3 in [42]. We have ψ1 ∈ L2(R3) ⊆ L2,−
1
2




−(R3) provided |v(x)| . 〈x〉− 32−.
Conversely, assume that φ = Uvψ for some ψ ∈ L2,− 12−(R3) satisfying (Dm+V −mI)ψ =
0. Then φ ∈ L2,1+, and by a calculation similar to (2.128), we have
(Dm −mI)ψ = −V ψ = −v∗φ = ∆G0v∗φ =
− (Dm −mI)(Dm +mI)G0v∗φ = −(Dm −mI)G0v∗φ. (2.130)
Thus, also using (2.2) with λ = −m, we have
∆(ψ + G0v∗φ) = (Dm +mI)(Dm −mI)(ψ + G0v∗φ) = 0.
Noting that ψ + G0v∗φ ∈ L2,−
1
2
−(R3), we conclude that (see [41]) ψ + G0v∗φ = 0. Notice
that this also implies that the free Dirac has no threshold resonances. Therefore,
(U + vG0v∗)φ = vψ + vG0v∗φ = 0,
and hence φ ∈ S1L2.
Since φ = Uvψ, if φ 6= 0, then ψ 6= 0. The reverse implication follows from ψ = −G0v∗φ.
Finally, using (2.127) we have ψ = −G0V ψ. Iterating this identity we obtain ψ =
G0V G0V ψ. Therefore, by a calculation identical to the one in Remark 2.3.10, we see that
ψ bounded.




is a distributional solution of (Dm + V − mI)ψ = 0. Then φ ∈ S2L2(R3) if and only if
ψ ∈ L2(R3). Moreover, any threshold eigenfunction, ψ, is a bounded function.
Proof. The boundedness of ψ and the equality (Dm + V −mI)ψ = 0 were obtained in the
previous lemma. First note that if φ ∈ S2L2(R3), namely S1vG1v∗φ = 0, then
0 = 〈vMucv∗φ, φ〉 = 〈Mucv∗φ,Mucv∗φ〉C4 = ‖Mucv∗φ‖2C4 ,
Hence, Mucv
∗φ = 0. It is also clear that if Mucv
∗φ = 0, then φ ∈ S2L2.
Also note that in the proof of Lemma 2.7.1, we showed that ψ = ψ1+ψ2 and ψ1 ∈ L2(R3).
Therefore it suffices to prove that Mucv
∗φ = 0 if and only if ψ2 ∈ L2. Recalling (2.129) we
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Using [28, Lemma 6] we see that the first integral above is in L2(R3). Since 1〈x〉 6∈ L2(R3),
we conclude that ψ2 ∈ L2 if and only if Mucv∗φ = 0.
A useful consequence of this proof is the following orthogonality condition and the fact
that the rank of S1 − S2 is at most two.
Corollary 2.7.3. We have the identities








Corollary 2.7.4. Assume |v(x)| . 〈x〉− 32−. Then the rank of S1 − S2 is at most two.
Proof. We consider the representation in (2.129). We have already shown that ψ1 ∈ L2.





〈x〉(a1, a2, 0, 0)
T +OL2(1).





∗(y)φ(y)]j dy are finite by the assumed decay of v
∗.
Lemma 2.7.5. Assume |v(x)| . 〈x〉− 52−. Then S2vG2v∗S2 is invertible as an operator in
S2L
2(R3).
Proof. Since S2vG2v∗S2 is a compact operator it is enough to show that its kernel is empty.
Assume that for some φ ∈ S2L2(R3), S2vG2v∗S2φ = 0, i.e., 〈G2v∗φ, v∗φ〉 = 0. By Corol-
lary 2.7.3 G1v∗φ = 0. Using these equalities in (2.20), under the decay condition on |v(x)|




〈[R0(λ)− G0]v∗φ, v∗φ〉 (2.132)
where λ =
√
z2 +m2. The following equality holds for z = iω and 0 < ω  m,
1
z2













2m 0 ξ3 η̄
0 2m η −ξ3
ξ3 η̄ 0 0







m2 − ω2 0 ξ3 η̄
0 m+
√
m2 − ω2 η −ξ3
ξ3 η̄
√
m2 − ω2 −m 0
η −ξ3 0
√
m2 − ω2 −m
 .
Here ξ = (ξ1, ξ2, ξ3) and η = ξ2 + iξ1.









2m+ τ 0 ξ3 η
0 2m+ τ η −ξ3
ξ3 η̄ τ 0
η −ξ3 0 τ
 . (2.133)









|ξ|2(ω2 + |ξ|2) .
Note that the eigenvalues are real and for any ξ 6= 0 they are positive. Hence, K(ω, ξ)
self-adjoint and positive definite for any ξ 6= 0. One can also check that the eigenvalues are
nonincreasing functions of ω ∈ (0,m). Hence, we can use monotone convergence theorem





〈K(ω, ξ) ˆv∗φ(ξ), ˆv∗φ(ξ)〉C4dξ =
∫
R3























Note that this matrix is also self-adjoint and positive definite. Therefore, ˆv∗φ(ξ) = 0.
Since v∗φ(ξ) has L1 entries, v∗φ = 0. Recall that the fact that φ ∈ S1L2(R3) implies that
φ = Uv∗ψ for ψ = −G0v∗φ. Hence, we conclude that φ = 0.







2m 0 ξ3 η̄
0 2m η −ξ3
ξ3 η̄ 0 0




Therefore, for any φ ∈ S2L2 we have




Lemma 2.7.6. The operator Pm = − 12mG0V G0v∗S2D3S2vG0V G0 equals the finite rank,
orthogonal projection in L2(R3) onto the eigenspace of H = Dm + V at threshold m.
Proof. First recall that S2 ≤ S1 is finite dimensional. Using (2.127) we have S2 =
−S2vG0v∗U and consequently
S2vG0V G0 = S2vG0v∗UvG0 = −S2vG0. (2.135)
Similarly, G0V G0v∗S2 = −G0v∗S2. Therefore, Pm = − 12mG0v∗S2D3S2vG0.
Let {φj}Nj=1 be an orthonormal basis for the S2L2(R3), the range of S2. Then, by
Lemma 2.7.1, we have
φj = Uvψj, ψj = −G0v∗φj, 1 ≤ j ≤ N, (2.136)
where ψj ∈ L2, j = 1, 2, . . . , N , are eigenvectors. This implies that he range of Pm is
contained in the span of {ψj}Nj=1.
Since {φj}Nj=1 is linearly independent, we have that {ψj}Nj=1 is linearly independent, and
hence it is a basis for m energy eigenspace. Using the orthonormal basis for S2L
2(R3), we
have that for any f ∈ L2, S2f =
∑N

















This implies the range of Pm is equal to the span of {ψj}Nj=1 and that Pm is the identity
operator in the range of Pm. Since Pm is self-adjoint the assertion of the lemma holds.
Recall D3 := (S2vG2v∗S2)−1. Let A = {Aij}Ni,j=1, B = {Bij}Ni,j=1 be the matrix represen-
tations of S2vG2v∗S2 and D3 with respect to the orthonormal basis {φj}Nj=1 of S2. Using
(2.134) and polarization,









ij = 〈φj, D3φi〉.





























Ai,i0Bj,iAj0,j = −2mAj0,i0 = 〈ψi0 , ψj0〉.
This finishes the proof of the claim and the lemma.
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[25] Erdoğan, M. B., Goldberg, M. J., and Green, W. R. Dispersive estimates for four
dimensional Schrödinger and wave equations with obstructions at zero energy, Comm.
PDE. 39:10 (2014), 1936–1964.
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Schröodinger Operators with Threshold Eigenvalues I: The Odd Dimensional Case. J.
Funct. Anal., 269 (2015), no. 3, 633–682.
[35] Goldberg, M. J. and Green, W. R. Dispersive Estimates for Higher Dimensional
Schrödinger Operators with Threshold Eigenvalues II: The Even Dimensional Case. J.
Spectr. Theory 7 (2017), 33–86.
[36] Georgescu, V., and Mantoiu, M. On the spectral theory of singular Dirac type Hamil-
tonians. J. Operator Theory 46 (2001), no. 2, 289-321.
[37] Green, W. Dispersive estimates for matrix and scalar Schrödinger operators in dimen-
sion five. Illinois J. Math. Volume 56, Number 2 (2012), 307–341
[38] Green, W. and Toprak, E. Decay estimate for four dimensional Schrödinger, Klein-
Gordon and wave equations when there is an obstruction at zero. Differential Integral
Equations, 30(2017), No 5/6 , 329–386
[39] H. Peter, I.M. Sigal Introduction to Spectral Theory Springer-Verlag, New York, 1996
[40] A. Ionescue, W. Schlag Agmon-Kato-Kuroda theorems for a large class of perturbation,
Duke Math.J 11, (2006), 397-440
[41] Jensen, A., and Kato, T. Spectral properties of Schrödinger operators and time decay
of the wave functions. Duke Math. J. 46 (1979), no. 3, 583–611
[42] Jensen, A. Spectral properties of Schrödinger operators and time-decay of the wave
functions. Results in L2(R4). J. Math. Anal. Appl. 101 (1984), no. 2, 397–422.
125
[43] Jensen, A. and Nenciu, G. A unified approach to resolvent expansions at thresholds.
Rev. Mat. Phys. 13, no. 6 (2001), 717–754.
[44] Journ’e, J.-L., Soffer, A., Sogge, C. D. Decay estimates for Schrödinger operators.
Comm. Pure Appl. Math. 44 (1991), no. 5, 573–604.
[45] T. Kato, Growth properties of solutions of the reduced wave equation with a variable
coefficient, Comm. Pure Appl. Math. 12 (1959), 403–425
[46] Kopylova, E. Dispersion estimates for 2D Dirac equation. Asymptot. Anal. 84 (2013),
no. 1–2, 35–46.
[47] J. Krieger and W. Schlag, On the focusing critical semi-linear wave equation. Amer.
J. Math. 129 (2007), no. 3, 843–913.
[48] Murata, M. Asymptotic expansions in time for solutions of Schrödinger-type equations.
J. Funct. Anal. 49 (1) (1982), 10–56.
[49] Rauch, J. Local decay of scattering solutions to Schrödinger?s equation. Comm. Math.
Phys. 61 (1978), no. 2, 149–168.
[50] M. Reed, B. Simon. Methods of Modern Mathematical Physics I: Functional Analysis,
Academic Press, New York, NY, 1981.
[51] M. Reed, B. Simon. Methods of Modern Mathematical Physics IV: Analysis of Oper-
ators, Academic Press, New York, NY, 1972.
[52] Rodnianski, I., Schlag, W. Time decay for solutions of Schrödinger equations with
rough and time dependent potentials. Invent. Math. 155 (2004), no. 3, 451–513.
[53] Stoic, M., An Estimate for the Number of Bound States of the Schrdinger Operator
in Two Dimensions Proceedings of the American Mathematical Society Vol. 132, No. 4
(Apr., 2004), pp. 1143-1151
[54] Schlag, W. Dispersive estimates for Schrödinger operators in dimension two. Comm.
Math. Phys. 257 (2005), no. 1, 87–117.
[55] Schlag, W. Spectral theory and nonlinear PDE: a survey. Discrete Contin. Dyn. Syst.
15 (2006), no. 3, 703-723.
[56] Schlag, W. Dispersive estimates for Schrödinger operators: a survey. Mathematical
aspects of nonlinear dispersive equations, 255–285, Ann. of Math. Stud. 163, Princeton
Univ. Press, Princeton, NJ, 2007.
[57] Strauss, W. Existence of solitary waves in higher dimensions. Comm. Math. Phys. 55
(1977), 149–162.
[58] Soffer, A. Weinstein, M.I Multichannel nonlinear scattering for nonintegrable equations
Comm. Math. Phys. 133 (1990), no. 1, 119-146
126
[59] Soffer, A. Weinstein, M.I Multichannel nonlinear scattering for nonintegrable equations
II. The case of anisotropic potentials and data. J. Differ. Eqs. 98 (1992), no. 2, 376-390
[60] E. Stein, Harmonic analysis real-variable methods, orthogonality, and oscillatory inte-
grals. Princeton Univ. Press, Princeton, NJ, 1993.
[61] Thaller, B. The Dirac equation. Texts and Monographs in Physics. Springer-Verlag,
Berlin, 1992.
[62] Toprak, E. A weighted estimate for two dimensional Schrödinger, matrix Schrödinger
and wave equations with resonance of first kind at zero energy. J. Spectr. Theory 7 (2017),
1235-1284.
[63] Weder, R. Lp − Lp′ estimates for the Schrödinger equation on the line and inverse
scattering for the nonlinear Schrödinger equation with a potential. J. Funct. Anal. 170
(2000), no. 1, 37–68.
[64] Yajima, K. The W k,p- continuity of wave operators for Schrödinger operators.J. Math.
Soc. Japan. 47(1995), no. 1, 551–581
[65] Yajima, K. Lp-boundedness of wave operators for two-dimensional Schrödinger opera-
tors.Comm. Math. Phys. 208 (1999), no. 3, 125–152.
[66] K. Yajima, Dispersive estimate for Schrödinger equations with threshold resonance and
eigenvalue, Comm. Math. Phys. 259 (2005), 475–509.
[67] Yamada, O. A remark on the limiting absorption method for Dirac operators, Proc.
Japan Acad. Ser. A Math. Sci. 69 (1993), no. 7, 243?246.
127
