We have computed two Geophysical Model Functions (one for the vertical and one for the horizontal polarization) for the NSCAT scatterometer by using neural networks. These Neural Network Geophysical Model Functions (NN-GMF) were estimated with NSCAT scatterometer sigma-0 measurements collocated with ECMWF analyzed wind vectors during the period 15 January 1997 to 15 April 1997.
INTRODUCTION
NSCAT is a dual swath, Ku-band, scatterometer which was designed by NASA and constructed under its supervision. The goal was to determine wind vectors over the ocean at global scale with an optimum space and time coverage. NSCAT uses 6 antennae, three for each swath (Fig. 1) . The two mid antennae operate in a dual polarized mode (vertical and horizontal modes) while the four others operate in a vertical polarized mode only. NSCAT has been flying on the Japanese ADEOS satellite from August 1996 up to first July 1997 and gave a very large and unique data set that allows us to determine wind vectors with global coverage. NSCAT stopped functioning the 1st July 1997 due to a power failure of the ADEOS satellite.
Most of the algorithms which have been proposed to compute the wind vectors from scatterometer measurements are based on the inversion of a Geophysical Model Function (GMF) which is a transfer function giving the scatterometer signal (sigma-0) with respect to the wind vector. The determination of an accurate GMF is then of a fundamental interest.
Furthermore the GMFs give useful information on the physical behavior of the scatterometer.
In the present study we determine two GMFs for the NSCAT scatterometer by using Neural Networks (NN-GMF hereinafter), one for vertical polarization denoted NN-GMF-V and one for horizontal denoted NN-GMF-H. As shown in previous works (Woiceshyn et al , 1986; Donelan and Pierson, 1987) these GMFs are expected to be different. The neural networks are calibrated using the analyzed wind vectors of the ECMWF meteorological model collocated with NSCAT scatterometer sigma-0 measurements.
Neural networks (NN hereinafter) are relevant statistical methods to extract information from data when physical phenomena are very complicated and cannot be described in terms of theoretically based analysis. NN provide empirical statistical models estimated from observations in form of continuous functions. Furthermore these functions can be analyzed in order to get information about the physical phenomena we study. The layout of this paper is articulated as follows : in Section 2 we present the geophysical problem. In Section 3 we briefly introduce the NN methodology. The data set used for calibration and validation is described in Section 4. The results are analyzed in Section 5. The variance and the error bars of the NN-GMFs are presented in Section 6. A discussion and conclusion make up Section 7.
THE GEOPHYSICAL PROBLEM
Scatterometers are active microwave radars which accurately measure the power of the back scattered signal versus incident signal in order to calculate the normalized radar cross section (sigma-0) of the ocean surface. To first order the sigma-0 depends on the sea roughness which is related to the wind speed v, on the azimuth angle (which is the horizontal angle between the wind and the antenna beam of the radar) and the incidence angle (which is the angle between the radar beam and the vertical at the illuminated cell) (see Figure 2 ). Other parameters such as the wave height, the wave direction [Donelan and Pierson, 1987; Donelan, 1990; Donelan et al., 1993; Janssen and Woiceshyn, 1992; Nghiem et al., 1993] , rain and sea surface temperature [Donelan and Pierson, 1987; Kahma and Donelan, 1993] are also thought to play some role. These parameters which are thought to act at second order will not be taken into account in the determination of the present GMFs.
There are two different approaches to developing a GMF, the theoretical and the empirical one. The theoretical approach deals with hydrodynamic description of the air/sea interface which specifies the relation between wind and sea surface geometry and expresses the electromagnetic back scattering from the rough air/sea interface [Plant, 1986; Donelan and Pierson, 1987; Chen et al., 1992; Weissman et al., 1994] . This leads to very difficult physical and mathematical descriptions since the physics of the above interactions is insufficiently known to allow the construction of theoretically-based geophysical model functions. The empirical approach has thus been widely used. The aim is to statistically reproduce the relation between the sigma-0 measurements and the wind vectors. The methodology is based on collocations between NSCAT sigma-0 and wind measurements. The accuracy of the GMF is then related to the number of such collocations and the quality of the collocated data set.
Since the GMF depends on three parameters which are the incidence angle, wind speed and wind azimuth, an accurate GMF estimation requires a large number of data. Unfortunately the number of collocations of sigma-0 with wind vector measurements obtained at sea with anemometers fixed on buoys is rather small. An alternative is to use winds obtained from
Numerical Weather Prediction models (NWP) which yields a large number of synoptic winds.
As shown by Liu and Pierson [1994] the use of NWP can introduce systematic biases in the determination of the GMF owing to the discrepancies existing between NWP winds and actual winds. The quality of most of NWP has dramatically improved during the past few years reducing this potential error (Courtier et al, 1998; Andersson et al, 1998) . Besides as mentioned in Stoffelen (1998) NWP models provide a wind estimate at a scale of the order of 100 km which is comparable to the footprint of the scatterometer which is 50 km. These winds are spatial averages contrary to measurements taken by anemometers fixed on buoys which are very local and have provided good estimates of the ESA GMF (CMOD4) and IFREMER GMF (Stoffelen and Anderson, 1998b; Rufenach, 1998) .
We now present the NN-GMF-V and NN-GMF-H for the NSCAT scatterometer. We follow the procedure described in Mejia et al. [1998] to compute the ERS1 scatterometer GMF (NN-ERS1-GMF hereinafter).
DETERMINATION OF THE NSCAT NN-GMFs
Since the NSCAT and ERS1 scatterometers are quite similar, we determine the two NSCAT GMFs using the same methodology as was chosen for determining the GMF of ERS1 [Mejia et al., 1998 ]. Since we assumed that the scatterometer response is a continuous function with respect to , and v, which is a weak constraint, the computed NN-GMFs can be modeled by Multi-Layer Perceptrons (MLP hereinafter) whose inputs are the above variables. Preliminary results using NSCAT data suggest that the architecture of the MLP used for NN-ERS1-GMF is adapted but can be somewhat improved by increasing the number of the hidden layers of the NSCAT NN-GMFs. This is justified by the fact that the NSCAT GMF is more complicated than this of ERS1/2 due to its higher RMS error (as it is shown later) and needs more parameters (each weight of the MLP being considered as a parameter of the GMF). Besides NSCAT is more sensitive to external parameters (rain,.......) than ERS1
which is seen in the larger NSCAT Root Mean Square error (RMS, see Section 5). As in all previous scatterometer GMF determinations (Long 1985 , Bentamy et al. 1994 , Stoffelen and Anderson 1997a , the inputs are the wind speed, the wind azimuth and the incidence angle.
The architectures of NN-GMF-H and NN-GMF-V are very similar; they have an input layer of 4 neurons corresponding to , sin , cos and sin , and an output layer of a unique linear neuron which gives the estimate of the required sigma-0 measurement. Both NN have two hidden layers but with different numbers of neurons on each layer as found by an optimal determination of the architectures. For NN-GMF-V we used eight neurons on the first hidden layer and six in the second, and for NN-GMF-H we used five neurons on the first hidden layer and four in the second. These architectures are presented in Figure 3a and 3b. NN-GMF-V and NN-GMF-H are made of 86 and 44 parameters respectively which have to be estimated from the data. This estimation is made during an optimization phase by using a training data set dedicated to each polarization and an appropriate cost function. As the cost function plays an important role in the minimization, let us focus interest on it. If it is assumed that: 1) For each observation i, the observed sigma-0 , i 0 , can be decomposed in the following manner: 2) The observations of the learning set ( r v i , i ) are chosen independently.
3) The NN-GMFs are well parameterized, i.e. there is no over-training and the neural network output s i is such that that i 0* ≈ s i [Bishop, 1995] It then becomes possible to estimate the a-posteriori probability P(D/W) of the mean of the observation set D constrained by the model which is represented by the weights W ij of the neural network. The associated log likelihood equation is then:
Under the hypotheses 1, 2 and 3, it can be shown that maximizing P(D/W) is equivalent to minimizing the log likelihood equation (2).
Hypotheses 2 and 3 can always be verified. If hypothesis 1 is assumed, equation (2) is the log likelihood and can be taken as a cost function in the computation of the weights of the neural network. Equation (2) is minimized using the W ij (the weights of the neural network) as control parameters [Bishop, 1995] .
From a practical point of view, a crucial problem remains which is to correctly estimate
Var(e i ). Several approximators have been proposed. Among them we can mention the widely used empirical relationship of the form Var(e i ) = (K p ) 2 where the signal to noise ratio (the so-called K p ) is a constant chosen to be equal to 0.1 [Stoffelen and Anderson, 1997b] .
Besides more sophisticated expression have been proposed (Fisher, 1972 , Chi et al, 1986 , Pierson, 1989 where the sigma-0 distribution is Gaussian with a mean equal to i o* and a variance of the form:
where the coefficients and are dependent on the radar design and the measurement signal to noise ratio. The obtained performances of a MLP or any statistical estimator strongly depend on the input parameters and their coding. In order to limit the strong non-linearity of the signal and owing to the large dynamical range of the sigma-0 values which is of several orders of magnitude, we decided to code the sigma-0 in dB as argued by Stoffelen and Anderson [1997a] . Since we work in the dB space, the noise of sigma-0 expressed in dB is not any more
Gaussian [Stoffelen and Anderson 1997b; Rufenach, 1998 ] and equation (2) does not represent the log likelihood function associated to P.
Consequently in a first approach we determine the weighs of the NN-GMFs using a quadratic cost function of the form:
where s d i represents the output computed by the MLP and i d0 the desired output provided by the corresponding data set expressed in dB, the summation being taken over the training set. This cost function has been widely used in neural networks methodology ; it has been shown (Richard and Lipman, 1991) that it gives the a-posteriori probability P(D/W) of the mean of the observation set. Besides, it is noticed that the cost function (4) would correspond to the log likelihood criteria if the noise e i were Gaussian with a constant variance. The quadratic cost function C(W) has been shown to be efficient in determining the ERS1 NN GMF (Mejia et al, 1998) . The efficiency of this simplified cost function can be improved by using a specific data set for training as explained in the following section.
We will use the log likelihood approach in section 6 in order to determine Var(e i ) when the sigma-0 are estimated in linear scale.
THE DATA SET
As already mentioned, the NN-GMFs were computed by using ECMWF analyzed wind vectors collocated with NSCAT recalibrated sigma-0 from December 1996 to May 1997 onto the North Atlantic Ocean (latitude [60N, 20 N] , longitude [100W, 5W]). We used the observed sigma-0 provided by the six antennae for vertical polarization and for the two antennae for the horizontal polarization. The ECMWF North Atlantic Ocean winds are thought to be of good quality owing to the relatively large number of observations, which are assimilated in the model. Since January 1996, the ECMWF model has also been assimilating ERS1/2 scatterometer winds (Courtier et al, 1998; Andersson et al, 1998) , which improves the quality of the ECMWF wind product and reduces the wind error. This error which play a role in the NSCAT GMF determination (Stoffelen and Anderson, 1997b) can be introduced in the cost function by using the covariance matrix of the ECMWF model. But it is difficult to get a simplified accurate estimate of this covariance matrix (Courtier et al, 1998) . This error will not be taken explicitly into account in the present simulation which can be justified by the good quality of the ECMWF wind product during the period under study.
The ECMWF wind components are linearly interpolated to the sigma-0 measurement locations. The collocation was processed by the CERSAT-IFREMER. As found in a preliminary work [Mejia et al., 1997] the different antennas of the two swaths have the same characteristics; we thus decided to compute a unique GMF for each polarization. The overall data set used consists of 10 millions of collocations representing the four sigma-0s and their related incidence angle. From this data set we randomly extracted 265000 collocated data where we tried to equally represent all speeds and directions at each incidence angle in order to get a statistically representative data set without bias. However the number of data with wind speeds higher than 25 ms -1 is small, and wind speed values higher than 30 ms -1 are absent. As the ECMWF winds are noisy at low speed and the corresponding NSCAT small sigma-0 too, we decided to cut the different data set at 2ms -1 . The valid range of wind speed is thus [2 ms -1 , 25 ms -1 ]. This set was used in order to make the calibration (training phase in NN dialect). This equalized training data set partially compensates the use of the simplified cost function (2). An independent test set of 1800000 collocated data was used for estimating the performances of the NN-GMFs. 
ANALYSIS OF NN-GMF-V AND NN-GMF-H
We first tested the validity of the assumptions we made in section 3 in performing a test hypothesis checking the ability of the NN-GMFs to estimate the conditional mean of the sigma-0.
For each incidence angle, the ECMWF wind vectors collocated with the observed sigma-0 are partitioned in 37 × 7 bins of azimuth angle of 10 ° and wind speed of 3 ms -1 each. The wind speed ranges between 3 and 24 ms -1 . In each bin j, we assumed that the observed sigma- 
where k is the number of observed sigma-0 in the bin j.
For each bin j, we have computed the sigma-0 corresponding to the wind vector r v at the center of the bin by using the NN-GMF. Let us denote s j this value in linear scale. We tested the hypothesis that s j represents an estimate of j at a confidence level of 95%. In order to check this, we performed a Student t-test with a significance level α=5% (Kreyzig , 1979) where j is approximated by ˆ j . Figure 4 presents the results of the Student t-test for wind speed between 3m/s and 24m/s at different incidence angles ; the white dots indicating the sample (wind speed and wind direction) where the hypothesis is accepted. The results show that the NN-GMFs estimate the mean value of the sigma-0 with a probability of 95% in most cases.
We then performed several statistical tests in order to check the consistency of NN-GMFs. the consistency of the two NN-GMFs over the whole swath whatever the incidence angle. As seen in Table 1 , the BIAS is small (less than 0.3 dB) except at low wind speeds where it can reach 1dB; the RMS. is of the order of 1 dB except at low wind speeds where it can reach up to 5.6 dB. This phenomena can be seen in Figure 5 and Figure 6 where we present the scatter-plots of the NN-GMF-V and NN-GMF-H computed sigma-0 against the observed NSCAT sigma-0 at three different incidence angles (θ = 22.2°, 36.1°, 49.4°). These scatterplots are centered on the diagonal except at very low values of sigma-0 where we observe the inability of the NN-GMFs to generate low sigma-0 values. An explanation could be the fact that ECMWF winds are noisy at low wind speeds. Both training and test sets were cut at wind speeds less than 2 ms -1 . At 2 ms -1 the NN-GMFs still provide a good estimate of the sigma-0 which is a mean sigma-0 corresponding to a mean wind speed of 2 ms -1 . Due to noise some ECMWF 2 ms -1 wind speed correspond to actual wind speeds less than 2 ms -1 . Their corresponding sigma-0s are thus smaller than those given by the NN-GMFs at a wind speed of 2 ms -1 , explaining the apparent over estimation of NN-GMFs at small sigma-0 values in the scatter plots. As evidenced in the contours, few measurements at low wind speed exhibit this drawback when compared with the all the data involved in these comparisons. A method to partially overcome this problem would be to build GMF forced by the wind components as mentioned in Stoffelen and Anderson (1997b) .
Let us now analyze the physical behavior of the two NN-GMFs. NN-GMF-V and NN-GMF-H are presented in Figure 7 and Figure 8 respectively. These figures display the variations of the two NN-GMFs with respect to the wind azimuth for different wind speeds and at three different incidence angles (22.2°, 36.5°, 49.6°). The NN-GMFs exhibit the classical bi-harmonic modulation with respect to the wind azimuth. As mentioned before this modulation is not imposed a-priori by using a Fourier series decomposition, but result from the neural estimation. At a given wind speed and incidence angle, these curves can be approximated by a Fourier series decomposition of the form:
where the coefficient A 0 corresponds to the mean value of the sigma-0 with respect to the wind azimuth , A 1 is related to the upwind/downwind modulation, A 2 to the biharmonic character of the GMF with respect to . The coefficients A n (n = 0, 1, 2) are complex functions with respect to the incidence angle, the wind speed and the polarization.
The up-wind and down wind of the NN-GMFs are at 0° and 180°as in (5) . The two minima may slightly differ from 90° and 270° and may not be of the same value. This slight difference is due to the fact that we do not impose the location of these minima a priori. A similar behavior was found on ERS1 NN-GMF (Mejia et al , 1998 ) and a sensitivity study on model noise showed that the larger model error bars of the ERS1 NN-GMF were at cross wind values. Thus we think that the slight variation in cross wind position is more related to statistical estimation rather than a geophysical phenomena. A similar behavior was found in
Weisman et al (1994) . Besides it should be noticed that the minimum of the Fourier expansion of the form (5) respectively. These values are in linear scale. As they are quite large, the most probable wind directions might be obtained quite easily in the wind retrieval procedure.
The coefficients A1 and A2 are shown in table 2 for different wind speeds and different incidence angles. They are larger than those of ERS1 (Mejia et al, 1998) showing a benefit of using the Ku band (NSCAT) rather than the C band (ERS1) for scatterometer.
Figure 13 displays a V-H-V NSCAT cone in a three-dimensional sigma-0 space corresponding to the sigma-0 observed at the same wind cell by the three antennas for incidence angles of 27°, 22° and 27° respectively. In this figure, the mid antenna sigma-0 corresponds to the horizontal polarization sigma-0 in order to benefit of the large values of the upwind minus downwind signal which enhances the separation of the two surfaces of the cone. Note the strong non-linearity of the GMFs which is noticeable on the curvature of the generatrix of the cone (a displacement along the generatrix corresponds to a change in the wind speed) and to the variation of the position of the two surfaces with respect to each other at different incidence angles. When compared to the ERS1 cone given in Mejia et al . [1998] , the NSCAT cone is flatter which is due to the arrangement of the NSCAT antennae which are asymmetric (Fig. 1) .
A global comprehension of the physics of the scatterometer can be viewed by drawing a projection of the NSCAT cone like surface onto planes perpendicular to the generatix against the data as done for ERS-1 by Stoffelen and Anderson (1997a) . The problem is more complicated than for ERS-1 since the NSCAT cone like surface is a surface in a four dimensional space (the three vertical polarization sigma-0s and the horizontal one). In Fig 14 Mejia 
DETERMINATION OF THE SIGNAL ERROR BARS
The which was always such that 0.5 < rt < 2.
In Figure 16 we
plot (a) NN-VAR-V against NN-GMF-V and (b) NN-VAR-H against
NN-GMF-H at an incidence angle of 49°. We denote that the trend of the graphs of the NN-VAR relationship are quadratic and of the form of equation (3). The coefficients α, β and γ are dependent of the incidence angle. They are presented in table 3 at three different incidence angles; they are in quite good agreement with those provided by previous authors (Pierson, 1997). As var 1 of the order of 4% (Stoffelen and Anderson, 1997a) and var 2 which can be estimated using the techniques presented in Mejia et al (1998) is less than 10%, the variance var 3 is the most important one. Besides it is noticed that the wavy pattern of the curves is a function of the wind azimuth and wind speed. with respect to the azimuth angle for two distinct wind speed ranges and at an incidence angle of 36.1° against the NSCAT data set. In the same figure we plot bars corresponding to one and two standard deviations for some wind speeds and azimuth angles, the standard deviation being computed from NN-VAR results. It can be seen that the two NN-GMFs fit the data well and that they provide the conditional mean of the measurement as predict by NN theory [Thiria et al., 1993] . Moreover the estimation of the variance is quite realistic.
From the above results it is concluded that the NN-VARs give quite good estimates of the variance of NN-GMFs. The variance depends on the incidence angle, the wind azimuth and the wind speed. Previous estimations of the variance as those of the form described in Section 3 (equation 3) seem a rough approximation of the reality. A more detail analysis of the NSCAT variances will be given in a subsequent paper.
CONCLUSION
As shown in the statistical tests described above, the NSCAT GMFs estimated by using neural networks can be considered as good models of the NSCAT GMFs. Their biases are close to zero and their RMS are small except at low wind speeds. Due to the large temporal and geographical ranges of the data set used for the calibration, they can be considered as mean values corresponding to an average sea state and a mean sea surface temperature of 12°C.
In order to limit the strong non-linearity of the signal and owing to the large dynamical range of the sigma-0 values which is of several orders of magnitude, we decided to code them in dB as argued by Stoffelen and Anderson [1997a, b] . In the dB space the noise is not any more
Gaussian (Stoffelen and Anderson, 1997a, b, Rufenach, 1998) . This coding strongly limits the choice of potential cost functions used in the minimization phase since the log likelihood function (2) does not satisfy the statistical criteria in the dB space for estimating the aposteriori probability P of the mean of the sigma-0 set constrained by the model (W and the (Bishop, 1995) . In fact we have to face a dilemma: either to deal with a MLE estimation in the linear space or to work in the dB space for reducing the complexity of the problem and minimize a simple quadratic cost function. We choose the second solution from a practical point of view (the data are given in dB) and because we do not have a satisfactory representation of the variance of the noise.
The determination of the NN-GMFs is statistical and no a-priori hypotheses were done on their behavior. The biharmonic dependence with respect to the azimuth and the upwinddownwind modulation are retrieved by the two NN-GMFs. The up-wind and down wind maxima are at 0° and 180°. The two minima may differ from 90° and 270° and may not be of the same value. This slight difference is due to the fact that we do not impose the location of these minima a-priori and is embedded in the error bars of the function, as shown in Section 6. A sensitivity study on the error model similar to this done with ERS1 scatterometer data (Mejia et al, 1998 ) also shows some dispersion in the cross wind values. Thus we think that the slight variation in cross wind values is more related to statistical estimation rather than a geophysical phenomenon.
As the dynamical range of the NN-GMF-H is larger than this of NN-GMF-V, the use of two polarizations brings useful information which should improve the wind retrieval as already shown by the very good quality of the NSCAT winds retrieved by JPL NSCAT team.
Since these NN-GMFs are good estimators of NSCAT-GMFs and differentiable functions of the variables ( , and ,) they might be used with efficiency in the wind retrieval algorithms which are based on the inversion of the GMFs.
Due to the flexibility of neural networks we were able to compute the variance of the two GMFs. In particular this leads us to compute the signal to noise ratio (so called K p ) which is a function of the incidence angle, the azimuth angle and the wind speed. The K p values are Table 1a : Bias and RMS of NN-GMF-V at three different incidence angles with respect to the wind speed. N represents the number of data used in each wind speed interval for calibrating NN-GMF-V. Table. 2b . A1 and A2 coefficients of the Fourier series expansion of the NN-GMF-H as a function of the wind speed at different incidence angles. 
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Fig. 13 : Three-dimensional view of a NN-GMF surface corresponding to wind vector solution in the sigma-0 space (σ 1 , σ 2 , σ 3 ), where σ 1 and σ 3 correspond to the vertical polarization at an incidence angle of 27° (fore and aft beams respectively) and σ 2 to the horizontal polarization at an incidence angle of 22° (mid beam). 
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Fig 14 : Simplified projection of the NSCAT cone in the V.V.H. V space against the data corresponding to a wind speed of 8 ms -1 and incidence angles of 27°, 22°, 22° and 27°. The darker the shade, the denser the measurements. The scale is given in thousands of points.
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Fig 18 :NN-GMF-V values for different wind speeds (white and black curve) with respect to the azimuth angle for wind speed ranges of 12ms -1 ± 1ms -1 and 14ms -1 ± 2ms -1 at an incidence angle of 36.1° against the NSCAT data. In the same figure we plot bars corresponding to one and two standard deviation for some azimuth angles, the standard deviation being derived from NN-VAR results. The darker the shade, the denser the measurements. The scale is given in thousands of points.
