Constructing a viscosity solution from a Lagrangian manifold
Define phase space to be the real 2n-dimensional vector space with coordinates (x, p) where x ∈ R n and p ∈ R n . Let M be a Lagrangian submanifold of phase space. This means that M is an n-dimensional submanifold of phase space on which the canonical two-form dp ∧ dx vanishes. It follows that the one form pdx is locally exact on M . For later use, we note some further consequences of the Lagrangian property, all of which can be found in standard references on symplectic geometry such as [11, 13] .
Let I denote a subset of the set {1, . . . , n} andĪ denote its compliment. Let x I denote the set of coordinates {x i : i ∈ I} and pĪ denote the set {p k : k ∈Ī}. Then it follows from the Lagrangian property that, at any point on M , there exists a collection of indices I such that (x I , pĪ ) form a local system of coordinates on M .
This means that M can be covered by an atlas of so-called canonical coordinate charts U I in each of which its immersion into phase space is given by the relations (1.1) xĪ = xĪ x I , pĪ p I = p I x I , pĪ .
Furthermore, it follows that in each coordinate neighbourhood U I , there exists a function S I (x I , pĪ ) satisfying the equation (1.2) dS I = p I dx I − xĪ dpĪ S I is called a generating function for M . Now consider a C 2 real valued Hamiltonian function H(x, p) defined on phase space and suppose that H vanishes on M . For any (x, p) ∈ M , let γ p denote the phase curve corresponding to H which passes through (x, p), i.e. the integral curve for the canonical equations Then γ p lies on M. This fact forms the basis of the classical method of characteristics for constructing local solutions to the Cauchy problem involving the HamiltonJacobi-Bellman (HJB) equation H(x, ∂S/∂x) = 0. Given a suitable initial condition corresponding to a submanifold of M lying transverse to the phase flow for H, a local solution is constructed from M by integrating along the phases curves lying on M. This method breaks down at singular points in the projection of M onto state space.
Viscosity solutions are one of several successful methods for constructing generalised solutions to HJB equations. Details can be found in, for instance, [4, 5, 8] . The basic idea is to approximate a non-smooth solution by smooth functions at a given point and then require the smooth functions to all satisfy an HJB inequality. In particular, for a continuous function W, the subdifferential D − W (x 0 ) of W at x 0 is defined to be the set of all gradients Dϕ(x 0 ) of C 1 functions ϕ such that W ≥ ϕ with W (x 0 ) = ϕ(x 0 ). Then W is said to be a viscosity supersolution if H(x, p) ≥ 0 for all p ∈ D − W (x). The concepts of superdifferential and subsolution are defined analogously, but with the inequalities reversed. W is then said to be a viscosity solution to H(x, ∂W/∂x) = 0 if it is both a supersolution and a subsolution. The power of this concept lies in the fact that it produces very strong existence and uniqueness results, generally identifying a single solution from whole families of possible generalised solutions.
We outline in this section how to extend the method of characteristics on a Lagrangian manifold M to produce a viscosity solution from M irrespective of whether the projection onto state space is well-defined. This work has been reported in detail in [6] and [14] . The construction we describe was already known to produce viscosity solutions in the case of finite time Cauchy problems (e.g. the famous Hopf formula [9, 1] ), but proving this fact relied on the continuity properties of the initial condition for the Cauchy problem. Our approach is independent of any particular variational interpretation and so is applicable also to stationary solutions to HJB equations corresponding to infinite horizon variational problems. The construction we describe is also closely related to the idempotent analytic approach to generalised solutions to HJB equations -see [12, 7] . We return to this point in the third section of the paper.
Our approach is to formulate a set of hypotheses on M and show that, if these are satisfied, then we can construct a viscosity solution from M. We do this in two steps. The first set of hypotheses were formulated by Day in [6] and are as follows.
M covers an open region Ω of state space R n and has no boundary points over Ω.
The technical reasons for making these assumptions can be found in [6] . We only repeat the following comments. Firstly, by the term submanifold, we mean that M is embedded rather than just immersed. Secondly, Hypothesis (3) says that there exists a function S(x, p) defined globally on M which satisfies dS = pdx. Lastly, Hypothesis (4) means that for each x 0 ∈ Ω there exists a δ > 0 and K < ∞ such that |p| ≤ K for all (x, p) ∈ M with x ∈ B δ (x 0 ). It follows that, for all x ∈ Ω, S(x, .) achieves both its maximum and minimum values over all p such that (x, p) ∈ M.
We can express Hypothesis (3) in terms of the local generating functions S I defined above using Cech cohomology. Let U I and U J be any two canonical coordinate charts on M with a non-trivial intersection. Let I 1 = I\J and J 1 = J\I. Then Hypothesis (3) is equivalent to the equation
holding in each such U I ∩ U J . If we define a function S in each chart U I as follows (1.5) S = S I + xĪ pĪ then (1.4) ensures that these definitions agree on pairwise intersections of charts and so we have constructed a smooth function S on the whole of M satisfying dS = pdx. The second set of hypotheses were formulated in [14] and require some preliminary definitions. Reference is made in the following to the notions of upstream and downstream with respect to a neighbourhood U ⊂ M. These will be defined shortly.
Let π denote the projection of phase space onto state space and let Σ ⊂ M denote the set of singular points for π| M . A point x ∈ Ω is a caustic point if there exists a p such that (x, p) ∈ Σ. A point x ∈ Ω downstream (respectively upstream) of U is called an essential caustic if every p at which S(x, .) (respectively −S(x, .)) achieves its minimum over (x, p) ∈ M is such that (x, p) ∈ Σ. Denote the set of essential caustic points by C * . As above, for any (x, p) ∈ M , let γ p denote the phase curve corresponding to H which passes through (x, p).
We also need the definition of Maslov index. This can be found in, for instance, [11, 13] . For our purposes, it is sufficient to note that Σ is known to be an (n − 1)-dimensional two-sided cycle in M. Simple singular points on Σ are defined by the condition ∂x i /∂p i = 0 for some i ∈ {1, . . . n}. The positive side of Σ is then defined to be the side where this derivative is positive. If γ is a curve on M with nonsingular endpoints which only intersects Σ transversely in simple singular points, then the Maslov index of γ is defined to be ind(γ) = ν + − ν − , where ν + is the number of crossings of γ from the negative to the positive side of Σ and ν − is the number of crossings from positive to negative. Note this definition depends on the direction of travel along γ. The index of an arbitrary curve on M is then defined by approximating such a curve with one of the form γ. As an example, the Maslov index of the circle x 2 + p 2 = const traversed anti-clockwise in 2-dimensional phase space is -2. The Maslov index gives rise to a 1-dimensional characteristic cohomology class on M. This class, together with the class on M associated with the 1-form pdx, are obstructions to the construction of global asymptotic solutions to linear PDEs by the WKB method.
We can now state the second set of hypotheses.
Hypotheses 1.2.
(1) The Maslov index of any closed curve on M is zero. (2) There exists a neighbourhood U ⊂ M on which π| M is non-singular and such that π(U ) ⊂ Ω. (3) For any point (x, p) ∈ M with x ∈ Ω, the integral curve γ p passes through U and intersects Σ at most once between (x, p) and U . (4) For any x ∈ Ω downstream (respectively upstream) of U , let (x, p * ) ∈ M be a point at which S(x, .) (respectively −S(x, .)) achieves its minimum over all p such that (x, p) ∈ M . Then the integral curve γ p * does not intersect Σ between (x, p * ) and U . (5) For any x ∈ Ω and any (x, p), (x, q) ∈ M which lie over x, let s and t respectively denote the parameterisations of γ p and γ q given by the phase flow corresponding to H. Then traversing both γ p and γ q in the direction of increasing s and t, respectively, corresponds to travelling either away from U towards both (x, p) and (x, q) or away from both (x, p) and (x, q) towards U .
The above two sets of hypotheses represent a natural abstraction of two main classes of examples. The first class is those arising from finite time variational problems where, if M 0 denotes the Lagrangian manifold corresponding to the initial or final cost term, then M is the (n + 1)-dimensional Lagrangian manifold traced out in R 2n+2 phase space by the evolution of M 0 along the Hamiltonian flow. In such cases, the HJB equation associated with the Cauchy problem is of the form H(t, x, ∂S/∂x) = −∂S/∂t. This is extended to a Hamiltonian in R 2n+2 by taking H + (t, x, σ, p) = σ+H(x, p, t) with H + = 0 on M . Here (t, σ) are the extra canonical coordinates required to extend R 2n phase space to R 2n+2 . This M is clearly simply connected, from which it follows that the 1-form pdx is globally exact and the Maslov index vanishes on closed curves. The neighbourhood U is given by a small neighbourhood of M 0 in the time dimension on M .
As already noted, the conclusions of this paper are easily established in the finite time case via other arguments. However, this is not the case for the second class of examples, namely those arising as stable or unstable Lagrangian manifolds of a hyperbolic equilibrium point ξ of a Hamiltonian system. Such manifolds correspond to stationary solutions to HJB equations arising from infinite time variational problems. Stable and unstable manifolds are not in general simply connected. However, as shown in Section 5 of [6] , it is easy to construct large portions of them which are simply connected by taking that part of M which can be pulled back along the phase flow onto a simply connected neighbourhood of ξ. So again, pdx is globally exact and the Maslov index vanishes on closed curves on M. Since H is constant on phase curves and these all converge to ξ at which H = 0, it follows that H = 0 on M. Also, by definition of a hyperbolic equilibrium, both the stable and unstable manifolds have tangent planes at ξ with well-defined projections onto state space. Thus U can be taken to be a small neighbourhood of ξ on the stable or unstable manifold.
Of the other hypotheses in 1.2, (3) is natural in both cases. In the finite time case, it follows from the fact that every point on M will flow into or out of the initial manifold M 0 under the Hamiltonian flow. In the infinite time case, it follows from the definition of a stable or unstable manifold. The requirement that γ p intersects Σ at most once restricts attention to regions of the manifold on which the Hamiltonian trajectories from U have passed through at most one singularity. Hypothesis (4) is a Jacobi type condition on the absence of conjugate points on the state space projection of phase curves on M on which S is minimised. Hypothesis (5) rules out the possibility of reaching (x, p) from U by following the phase flow in forward time along γ p while reaching (x, q) by following it in reverse time along γ q . This means that all branches of M lying over the same point x ∈ Ω can be given the same H-dependent 'orientation' with respect to U . This allows us to make the following definition. Definition 1.3. If the direction of travel along γ p from U to (x, p) corresponds to following the phase flow for H in forward time then we will say that x is downstream from U , otherwise x is upstream from U .
There are two other hypotheses set out in [14] , namely 5.12 and 5.22, which we do not describe in detail because their statements are technical and would require too much space here. In essence, the first of these is a transversality or general position condition on M. It says that any two points (x, p) and (x, q) on M which project onto the same point x in state space can be connected by a regular curve β lying on M such that β has no self intersections and the image of its projection onto state space is also a regular curve b with no self-intersections, such that b is transverse to π| M along β. This condition on M is called transverse connectivity over regular curve segments in state space. The second hypothesis is essentially a compactness condition on M called regularity at the boundary. It guarantees that b can be extended at both ends such that, outside of a compact interval on b containing x, b is covered by a corresponding extension of β on M consisting of minimising points for S if x is downstream, or for −S if x is upstream of U .
Given the above hypotheses, we can now define our viscosity solution construction.
while if x is upstream of U then define
With this definition we can state the following main result. This was proved in [14] only for dimM ≤ 5, but we give a proof for arbitrary dimension below. Theorem 1.5. W is a locally Lipschitz viscosity solution of H(x, ∂W (x)/∂x) = 0 for all x ∈ Ω downstream of U, and of H(x, −∂W (x)/∂x) = 0 for all x ∈ Ω upstream of U .
As already mentioned, the definition of W on the downstream portion of Ω is similar to constructs used in, for instance, Hopf's formula for generalised solutions to certain HJB equations, as well as in the idempotent analysis approach to finding stationary solutions to certain HJB equations as set out in Section 5 of [7] . The basic idea is to take the minimum of the generating functions for the various branches of M lying over state space.
The definition on the upstream portion can be understood in various ways. A motivational example based on a variational problem is given in Section 5 of [14] . The basic point is that the downstream definition can be applied upstream by reversing time, In order to preserve the orientation of the canonical 2-form ω = dp∧dx−dH ∧dt, the sign of H must also be changed, resulting in a Hamiltonian −H(x, p) which is concave in p. Thus we take the maximum of the generating functions for the branches of M , i.e. our solutionŴ on the upstream portion of Ω is given byŴ = sup S. Now S is still defined via dS = pdx, but having reversed time, our solutionŴ on the upstream portion of Ω is now related to p via p ∼ −∂Ŵ /∂x. At points of non-differentiability ofŴ this relationship is interpreted in terms of sub-and super-differentials. SoŴ solves −H(x, −∂Ŵ /∂x) in the viscosity sense. So if we take W = −Ŵ on the upstream portion of Ω, then by Remark 1.4 of [4] , this is equivalent to W solving H(x, −∂W/∂x) = 0 upstream in the viscosity sense.
The main steps in the proof of the above result are as follows. In Theorems 1 and 2 of [6] , it is shown that: The above results make significant use of the convexity of H. The key result is the last one which also relies crucially on the local Lipschitz continuity of the function W defined by (1.6) and (1.7). This fact is used to show that for any x ∈ Ω, the superdifferential D + W (x) is contained in the convex hull co{p : (x, p) ∈ M }. Since H(x, p) = 0 on M and H(x, .) is convex, it follows that H(x, p) ≤ 0 for all p ∈ D + W (x) which establishes the subsolution property. The proof that the local Lipschitz property required by Theorem 1.8 follows from the above stated Hypotheses 1.1 and 1.2 is given in detail in [14] for dimM ≤ 5. We outline here the main steps in the argument and then show how to extend the result to arbitrary dimension in the next section. By Theorem 1.7 we (in essence) only need to show that W is locally Lipschitz on the set C * of essential caustic points in Ω. We consider two types of singular point on M, folded and non-folded.
It is shown that any folded singularity (x, p) ∈ M cannot be a minimising point for S downstream of U (or for −S upstream of U ). If we suppose that x lies downstream (say), then the proof goes as follows. Firstly, since H is convex, the Maslov index is monotonic along any of the Hamiltonian phase curves lying on M.
In particular, for a point x ∈ Ω lying downstream, if (x, q) ∈ M then indγ q = 0 or +1 when calculated with respect to the direction of the phase flow for H, i.e. from U to (x, q). Recall from Hypothesis 1.2(3) that γ q is allowed at most one intersection with Σ. Furthermore, if (x, q) is a minimising point for S over M, then by Hypothesis 1.2(4), indγ q = 0. Now since the region Ω is open, the points x − se lie in Ω for small s, where e is the vector appearing in the definition of the folded singularity (x, p). Since M covers Ω, there is therefore a branch of M covering these points x − se and not containing the point (x, p). There thus exists a distinct point (x, q) lying on M with the same projection onto state space as (x, p). It can be shown that (x, q) is the limit of a sequence of minimising points for S on M and thus indγ q = 0. This allows for the possibility that π| M is also singular at (x, q).
By the transverse connectivity assumption described above, there exists a regular curve β on M connecting (x, p) to (x, q) and lying over a regular curve b in state space. Now the curve α appearing in the definition of the folded singularity consists of two branches, {α(t) : t ∈ [−1, 0)} and {α(t) : t ∈ (0, 1]}. We can choose the parameterisation of α such that, on one of these branches, say t < 0, the phase curves γ α(t) which connect U to α(t) all satisfy indγ α(t) = 0, while on the other branch, t > 0, they all satisfy indγ α(t) = +1. It can be shown, in a small neighbourhood of (x, p), that β coincides with the branch of α on which indγ α(t) = +1. So for some ε > 0, we can consider the closed curve on M which starts in U, goes along γ α(ε) to α(ε), then along β to (x, q), then back along −γ q to U and then back to its starting point via some curve lying in U. Since the Maslov index on this closed curve is zero, it follows that the index of β must be −1.
We now consider the closed curve C in R 2n phase space formed by the union of β with the straight line segment l from (x, q) to (x, p). Note C does not lie wholly on M. However, since x is constant on l, it follows that
Now we can pull back the curve β on M under the embedding b : [0, 1] → R n to give a curve (in fact a Lagrangian manifold) b * (β) in R 2 phase space which also has Maslov index −1. If (s, r) denote the symplectic coordinates on R 2 phase space, then the above integration around C can be pulled back to an integration of the 1-form rds round a simple closed curve b * (C) in R 2 . This is equivalent to calculating the oriented area of the region bounded by b * (C). The fact that b * (β) in R 2 has index −1 means that b * (C) is traversed anti-clockwise and so this oriented area is negative. It follows that S(x, q) < S(x, p) and so (x, p) is not a minimising point for S on M as required.
So we now know that the set of essential caustics C * contains only images of non-folded singularities. Recall from above the definition of a local bound on M : for each x 0 ∈ Ω there exists a δ > 0 and K < ∞ such that |p| ≤ K for all (x, p) ∈ M with x ∈ B δ (x 0 ). To complete the proof of Theorem 1.5 we make a conjecture in [14] that there exists a uniform m ∈ N on M such that, in a neighbourhood of any non-folded singularity (x 1 , p 1 ), the local generating function S I for M has a minimum envelope W x1 which is continuous as a function of x and grows at rate at most K m , where K is a local bound on M at x 1 . This conjecture is proved for manifolds of dimension ≤ 5 using Arnold's classification of Lagrangian singularities. This gives polynomial normal forms for all possible S I in each dimension up to 5 and allows the required exponent m to be determined exactly for each dimension. This is the only part of the argument which uses the dimension of M .
The
As above, this definition is derived from that of W in (1.6) and (1.7) by reversing time and noting that, in addition,Ŝ = −S. It then follows from the above results thatŴ is a locally Lipschitz viscosity solution of H(x, −∂Ŵ /∂x) = 0 for all x ∈ Ω downstream of U, and of H(x, ∂Ŵ /∂x) = 0 for all x ∈ Ω upstream of U.
Connection with graph selectors
There has been recent intensive study in the literature of Aubry-Mather or weak KAM theory and invariant sets of symplectic twist maps -see the work of S. Aubry, G. Contreras, A. Fathi, R. Iturriaga, K. Khanin, R. Mane, J. Mather, A. Mazel, G. Paternain, M. Paternain, Ya. Sinai and E. Weinan. A common problem in this literature is, given a Lagrangian submanifold M thought of as a multi-valued section of the cotangent bundle T * X on a closed manifold X, how do you select from M a single section or graph over X in a Lipschitz continuous way? The solution adopted in this literature is the so-called graph selector construction of Laudenbach, Sikorav, Chaperon, Viterbo and Oh [2, 10, 15, 17, 18, 19] . We now briefly review this construction, which is formulated in global terms, and then relate it to (1.6) and (1.7) above, which can be thought of as local formulae for selecting a graph from M in a Lipschitz continuous way. We then use these ideas to extend Theorem 1.5 to arbitrary dimensions.
The formulation of the graph selector uses the powerful notion of a generating function quadratic at infinity (gfqi) from symplectic topology. For a closed manifold X and a finite-dimensional real vector space E, a gfqi is a smooth function S : X × E → R such that S(x, ξ) = Q x (ξ) outside a compact subset of X × E, where Q x is a smooth family of nondegenerate quadratic forms on E. Given some technical transversality and regularity conditions on graph(dS), it follows that
is a Lagrangian submanifold of T * X. In this case, we say that S is a gfqi for M. For existence, consider the class L of Lagrangian submanifolds of T * X which are Lagrangian isotopic to the zero section of T * X and, within this, the subclass L 0 of exact Lagrangian submanifolds, i.e. those for which the class defined by the restriction of the Liouville 1-form vanishes. Then it is shown in [18, 3] that any M ∈ L 0 admits a gfqi.
In can now be seen that if M satisfies Hypotheses 1.1 and 1.2 over a region Ω of R n , in particular if the Maslov index vanishes on closed curves on M and the 1-form pdx is globally exact on M, then Ω can be lifted to a closed manifold X and M to an exact submanifold of T * X which admits a gfqi. In other words, the hypotheses of the previous section are a local formulation of the requirement that M ∈ L 0 . For a local generating function S of the form (1.5) in a chart U I we can derive the representation (2.1) as follows. Let E = {pĪ } and S(x, ξ) = S(x I , xĪ , pĪ ) = S I (x I , pĪ ) + xĪ pĪ . Then we have d ξ S(x, ξ) = ∂S I /∂pĪ + xĪ and
which coincides with our earlier representation (1.1) for M.
Following the presentation given in [16] , the graph selector on M can now be defined using the gfqi S : X ×E → R. Fix a scalar product on E and let B x : E → E be a self-adjoint operator such that Q x (ξ) = (B x ξ, ξ). Let E − x be the subspace of E generated by all eigenvectors of B x with negative eigenvalues. Set E a x = {ξ ∈ E : S x (ξ) ≤ a} for a ∈ R and S x (.) = S(x, .). Take N > 0 such that S(x, ξ) = Q x (ξ) whenever |Q x (ξ)| ≥ N. The quadratic forms Q x , x ∈ X all have the same index m. The homology group H m (E Φ(x) = inf{a : A x ∈ Image(I a,x )} is called the graph selector of M associated to the gfqi S. It is a theorem of Sikorav, Chaperon and Oh [2, 15] that for M ∈ L 0 , Φ : X → R is a Lipschitz continuous function which is smooth on an open set X 0 ⊂ X of full measure and satisfies (x, dΦ(x)) ∈ M for all x ∈ X 0 . A proof in terms of gfqi is given in [16] . The set X 0 is the complement of the set of essential caustics C * in X, in the same way as in [6] . On X 0, S x is a Morse function and Φ is a critical value of S x . Also, the proof of the Lipschitz property for Φ, which is given in Proposition 2.6 of [16] , works for arbitrary dimension. It is also shown in [19] that Φ is a viscosity solution when H(x, .) is convex, and in general is not a viscosity solution when H(x, .) is not convex. In the final section of this paper, we present some specific non-convex hypotheses under which Φ is still a viscosity solution.
It can now be seen that W andŴ given by (1.6), (1.7), (1.8) and (1.9) above are local formulae for the graph selector Φ in the cases where x lies downstream or upstream and H is convex or concave in p. The main difference in the approach of [14] is that we did not draw the conclusion, which follows from Hypotheses 1.1 and 1.2, that S is quadratic at infinity, as we were not then aware of this result. Had we done so, then the more efficient proof as outlined in [16] would have applied to establish the results with no restriction on dimension. Instead we formulated the weaker hypotheses of regularity at the boundary and then proved that the set of essential caustics C * , which is the set of points at which the local Lipschitz property for W has to be established in the approach of [14] , only contains images of nonfolded singularities. The non-folded singularities are essentially those with local generating functions S I which are quadratic at infinity in the pĪ variables. The fact that they are non-folded means that xĪ = −∂S I /∂pĪ tends to either ±∞ or ∓∞ as pĪ → ±∞, so S I behaves quadratically as pĪ → ±∞. So the results of [14] can be thought of as showing by direct local argument that the generating function S I is quadratic at infinity at those points at which it is required to prove the local Lipschitz property for W. We can now apply the method of proof of Proposition 2.6 of [16] to this case in order to complete the proof of Theorem 1.5 above. We sketch how this goes.
Proof. Let (x 1 , p 1 ) be a non-folded singularity on M and U be a sufficiently small open neighbourhood of x 1 . Let S I be a local generating function for M at (x 1 , p 1 ). Then as noted above, the function S = S I + xĪ pĪ is quadratic at infinity. We can then apply a smooth family of linear automorphisms F x : E → E such that the functions S(x, .), x ∈ U all equal the same quadratic form Q(.) outside a compact subset of E. There therefore exists a positive constant C such that for all x ∈ U and ξ ∈ E (2.3)
Now fix > 0 and set
for all x ∈ U. If we think of W in terms of its interpretation as a graph selector, then it follows from (2.
for all x ∈ U. By definition, the pair (E , E −N ), and so W (x) ≤ a(x), which yields
Since is arbitrary, it follows that W (x) − W (x 1 ) ≤ C |x − x 1 | for all x ∈ U. We have thus established, for arbitrary dimM, a weaker version of Conjecture 5.29 of [14] as referred to at the end of the previous section. The proof of Theorem 1.7 can then again be reworked to show that W is locally Lipschitz continuous on the whole of Ω. Note, this last fact doesn't follow immediately from the above proof, as it does in [16] , since here we are only using the gfqi property for the local generating function at non-folded singularities, rather than at all x ∈ Ω. Note also that with this weaker version of Conjecture 5.29, we are no longer able to express the local Lipschitz constant at any x ∈ Ω in the form K m where K is a local bound on M at x and m is some uniform exponent on M determined by dimM.
The above proof works with no conditions on the convexity of H. To see what is going on in the particular case where H(x, p) is convex in p for all x ∈ Ω, note that S(x, p) is a critical value of S(x, .) for each p such that (x, p) ∈ M. The value W (x), as defined by (1.6), is then the smallest of these critical values, and is therefore the global minimum of S(x, .), since S(x, p) → +∞ as p → ±∞. So choose some ξ ∈ E such that W (x 1 ) = S(x 1 , p) < S(x 1 , ξ) ≤ a(x 1 ) = W (x 1 ) + . Then by (2.3), S(x, ξ) ≤ a(x) for all x ∈ U and so since W (x) is the global minimum of S(x, .), it follows that W (x) ≤ a(x). Similarly if H is concave, then W (x) is the global maximum of S(x, .). So repeating the above argument, it follows that there cannot exist any ξ ∈ E with S(x, ξ) > a(x), and thus W (x) ≤ a(x) again as required.
Connection with idempotent solutions and tunnelling operators
Our starting point is the results of [7] where they derive the asymptotics (as h → 0) of the low eigenfunctions of the Schrodinger operator by investigating the large time asymptotics of the following equation
Here, x ∈ R n , t > 0, h is a positive parameter, ∆ is the Laplacian and the potential V is a smooth non-negative function with a bounded matrix of second derivatives. The Hamiltonian associated with (3.1) is H = 1 2 p 2 − V (x). Denote by X(t, ξ,p 0 ), P (t, ξ,p 0 ) the phase curve for this Hamiltonian with initial conditions X(0, ξ,p 0 ) = ξ and P (0, ξ,p 0 ) = p 0 . Let S(t, x, ξ) denote the minimal value of the functional
over continuous piecewise smooth curves y(τ ) with fixed end-points y(0) = ξ, y(t) = x. This minimum S(t, x, ξ) is achieved on the state space projection of a phase curve with boundary conditions X(0, ξ,p 0 )) = ξ, X(t, ξ,p 0 ) = x for some p 0 . For small enough t, the initial momentum value p 0 will be unique. However, for large t, there will be multiple trajectories X(t, ξ,p j ) joining the points ξ and x in time t on each of which the above functional takes its minimum value S(t, x, ξ). This is due to the appearance of focal points on the Lagrangian manifold Λ t,ξ traced out in time by the initial manifold Λ 0,ξ = {(x, p) : x = ξ} under the phase flow corresponding to H. Let J i (t, x, ξ) denote the Jacobian
along the trajectory X(t, ξ,p i ). Consider the Cauchy problem for equation (3.1) with initial condition u(t, x, ξ, h)=δ(x − ξ). Then it is shown in Theorem 3 of [7] that the solution to this problem has a global exponential asymptotic (as h → 0) expansion with principal term
They furthermore show in Theorem 4 ibid that the same type of exponential asymptotic holds for more general initial data of the form u| t=0 = ϕ 0 (x) where ϕ 0 is the characteristic function of some bounded domain D.
This asymptotic fundamental solution is derived via the canonical tunnelling operator -see Section 3 ibid. This operator maps functions ϕ defined on Λ t,ξ to functions defined on R n state space as follows. If U I is a canonical coordinate chart on Λ t,ξ , then the action of the tunnelling operator on ϕ| UI can be represented in the form
If U I does not contain any focal points, i.e. I = {1, . . . , n}, then the entropy S and Jacobian J can be expressed as functions of the state variable x as required. If, however, U I does contain focal points, i.e. I ⊂ {1, . . . , n}, then, while the entropy is locally defined as a function on Λ t,ξ via dS = pdx, it is not well defined as a function on R n state space. Similarly with the Jacobian J. This is overcome by translating the chart U I backwards in time by a small amount σ under the Hamiltonian flow given by HĪ = (1/2)Σ i∈Ī p 2 i . This produces a chart in new coordinates which does have a well-defined projection onto state space and in which the action of the tunnelling operator can be represented in the form (3.4) . This is then transformed back to the old coordinates by applying the solving operator exp{−σHĪ } for the heat equation. The resulting integral is expanded asymptotically using the Laplace method. The representations on different charts of Λ t,ξ are shown to agree on pairwise intersections as h → 0 provided the 1-form dS = pdx is globally exact on Λ t,ξ . Finally, at a given x ∈ R n , the contributions from the different charts of Λ t,ξ lying over x are combined using a partition of unity corresponding to the atlas on Λ t,ξ . This results in the expression for u given above in (3.3) . Now, the quasiclassical entropy S appearing in the asymptotic expansion of u is itself the solution of the Cauchy problem involving the HJB equation
with appropriate initial data. It is shown in Section 5 of [7] that the stationary solutions to (3.5) are related to the large time asymptotics of u. This is under the additional assumption that V (x) → ∞ as |x| → ∞ and that V (x) is zero at just a finite number of points ξ 1 , . . . ξ l at each of which the matrix of second derivatives of V is non-singular. The starting point is to re-define (3.2) so that S(t, x, ξ) is the minimal value of the functional
over curves y(τ ) with fixed end-points y(−t) = ξ, y(0) = x. Then, for k ∈ {1, . . . , l}, define
It is pointed out in Proposition 1 of [7] that S k (x) and S(x) are stationary idempotent solutions of (3.5). Furthermore, it is shown in Proposition 3 ibid that S k (x) is the generating function for the essential part of the unstable Lagrangian manifold M through (ξ k , 0). Finally, it is shown in Proposition 5 ibid that if the initial data for equation (3.1) takes the form of the characteristic function of a bounded domain D containing all the equilibrium points ξ 1 , . . . ξ l , then the first term of the logarithmic asymptotics for the solution u has the following limit
(−h log u).
We can now interpret the viscosity solution construction of Section 1 as an idempotent stationary solution when applied to the problem defined above.
Proposition 3.1. Let the potential V satisfy the assumptions set out in this section and suppose that the function W defined in (1.6) is non-negative. Then W is a stationary idempotent solution to (3.5) , in the sense that it is a fixed point of the idempotent resolving operator R t S 0 (x) = inf ξ (S 0 (ξ) + S(t, x, ξ)) for the Cauchy problem given by (3.5) with initial data S| t=0 = S 0 (x).
Proof. The Lagrangian manifold M is made up of the branches of the unstable manifolds through the hyperbolic equilibria (ξ k , 0), so Ω is downstream. The functions S(x, p) for all p s.t. (x, p) ∈ M, which appear in (1.6), are the generating functions of these branches and the inf is taken over all of these to obtain W. In (3.6), the inf is first taken over all branches of M associated with the equilibrium point (ξ k , 0) to produce the function S k (x) for each k ∈ {1, . . . , l} and then the min is taken over the functions S k (x) to obtain S(x). So W = S and the result then follows from the above described properties of S, as stated in Proposition 1 of [7] .
Recall that in a chart U I on M, the variables (x I , pĪ ) form the local canonical coordinate system. With respect to these coordinates, the entropy S(x, p) defined globally on M , when restricted to U I , can be expressed S = S I (x I , pĪ ) + xĪ (x I , pĪ )pĪ . We can also express the Jacobian J on U I in terms of these same coordinates as
We can now state the corresponding version of (3.7) for the viscosity construction.
Proposition 3.2. With the same hypotheses as above, the locally Lipschitz viscosity solution W defined in (1.6) is the logarithmic limit of the solution to the Cauchy problem (3.1) with initial data given by the characteristic function of a bounded domain D containing all the equilibrium points ξ 1 , . . . ξ l . This solution is constructed using a canonical tunnelling operator defined on M via a 1/h-Laplace type transform, rather than a heat transform as above. For x ∈ Ω\C * this limit takes the form
Proof. If the chart U I on M does not contain any focal points, i.e. I = {1, . . . , n}, then the entropy S and Jacobian J can be expressed as functions of the state variable x and the tunnelling operator can be expressed as exp(−S/h) √ Jϕ in U I . If U I does contain focal points, then we take S I and J I defined above to be the entropy and Jacobian respectively in U I . This gives a tunnelling operator exp(−S I /h) √ J I ϕ I locally in U I in terms of the canonical coordinates (x I , pĪ ). This is then transformed back to the state space coordinates {x 1 , . . . , x n } by applying a 1/h-Laplace type transform
If U denotes a chart containing no focal points, then we outline the usual argument to show that the local operators so defined in U and U I agree asymptotically on U ∩ U I as h → ∞. Since M is the unstable manifold, we are downstream and so the unique stationary point of S I +xĪ pĪ with respect to pĪ is a minimum. This occurs at the value of pĪ solving xĪ = −∂S I /∂pĪ . This has a solution because det(∂xĪ /∂pĪ ) is the Jacobian of the change of coordinates in U ∩U I and hence non-zero. At this value of pĪ , we have from above that S I + xĪ pĪ = S, and so the integral can be expanded using the Laplace method. Thus the local expression (3.9) for the operator in U I is asymptotically equal on U ∩ U I to the local operator exp(−S/h) √ Jϕ defined in U. A more notationally complicated argument shows that this tunnelling operator also agrees on intersections U I ∩ U J using the relationship (1.4) . The global tunnelling operator is then defined via a suitable partition of unity {e I } subordinate to the cannonical atlas {U I } on M. For x ∈ Ω\C * , we get the expression above in (3.8) , where the sum over I denotes the sum over charts on M containing points (x, p) projecting onto x. Since W is locally Lipschitz, and thus continuous, on the whole of Ω, it follows that W is the log limit of the solution given by the above tunnelling operator on the whole of Ω.
We can repeat the above analysis on the branches of the stable manifolds associated with the set of equilibrium points (ξ k , 0), k ∈ {1, . . . , l}. In the heat transform approach we would translate forwards in time by a small amount σ under the flow given by HĪ , instead of backwards, and then apply the transform with kernel exp{σHĪ }. In the 1/h-Laplace transform approach, Ω is now upstream. According to (1.7), the correct form of the viscosity solution is inf{−S(x, p)}, since now S < 0. So the local tunnelling operator in U I would have an exponential term of the form exp(S I /h) and we would then apply the Laplace type transform with kernel exp(xĪ pĪ /h). Note, the information required to determine which "side" of the transform to apply is contained in the orientation information in (1.6) and (1.7).
Non-convex Hamiltonians
We now extend the above construction of a viscosity solution on M to a Hamiltonian H(x, p) which is not assumed to be either convex or concave in p for all x, but instead satisfies a more general condition which is defined shortly.
First, recall from Hypothesis 1.2(2) that there is a neighbourhood U on M on which π| M is non-singular. Consider any x ∈ Ω and any (x, p) ∈ M lying over x and, as above, let γ p denote the phase curve corresponding to H which lies on M and connects U to (x, p). If γ p intersects Σ between U and (x, p), then indγ p must equal ±1. Assume in all cases that indγ p is calculated in the direction of the phase flow for H along γ y . If indγ p = +1 and x lies downstream of U, then on passage through Σ in a region round γ p the manifold M folds in the same pattern as occurs if H is convex in the momentum variable at Σ -see Lemma 5.5. of [14] . Similarly, if indγ p = −1, then M folds as if H is concave, and conversely for x upstream. The idea is to label the branches of M according to whether their direction of folding matches that of a convex or concave H as they pass through Σ, and then apply the appropriate form of the construction (1.6), (1.7), (1.8) or (1.9).
To make this work, we impose the following condition on M in the case where there exist (x, p 1 ), (x, p 2 ) ∈ M with indγ p1 = +1 and indγ p2 = −1. The statement of the condition uses the following consequence of the transverse connectivity hypothesis referred to above, namely that given any set of points (x, p i ) ∈ M , (i = 0, . . . , m) with the same projection onto state space, there exists a regular curve β : [0, 1] → M such that β(t i ) = (x, p i ) for some 0 = t σ(0) < t σ(2) < . . . < t σ(m−1) < t σ(m) = 1 and some permutation σ on the set {0, . . . , m}. It follows from the fact that β has no self-intersections and its projection onto state space is a regular curve segment with no self-intersections, that σ is unique up to a reversal in the direction of travel along β.
Hypothesis 4.1. Let x ∈ Ω and (x, p i ) ∈ M , (i = 0, . . . , m) be the set of points lying over x on M. Suppose there exists j, k ∈ {0, . . . , m} with indγ pj = +1 and indγ p k = −1. Let β denote the connecting curve on M referred to above. Then there exists a unique h ∈ {0, . . . , m} (which without loss of generality we can take to be h = 0) such that indγ p0 = 0 and such that (up to a possible reparameterisation of β by s = 1 − t) (i) t σ(j) < t σ(0) for all j ∈ {0, . . . , m} with indγ pj = +1 and (ii) t σ(k) > t σ(0) for all k ∈ {0, . . . , m} with indγ p k = −1.
Note that the existence of at least one point (x, p 0 ) with indγ p0 = 0 follows from 1.2(4). The content of the hypothesis is that there exists a unique such point which separates all the branches on which the curves γ p have positive index from those with negative index. We can now divide the branches of M lying over x into 2 sets M ∨ x and M ∧ x as follows. This definition only applies to points x ∈ Ω over which M is multi-sheeted, since our viscosity solution construction reduces to a classical solution at points over which M is single sheeted. In the multi-sheeted case, at least one of the sheets must have evolved from U by passage through Σ and so there must exist at least one (x, p 1 ) ∈ M with indγ p1 = 0. In colloquial terms, we can call M ∨ x the set of 'convex' branches lying over x as these are reached along phase curves on which H is convex at the point of intersection with Σ. Similarly, we can call M ∧ x the set of 'concave' branches. We can now define our construction of a locally Lipschitz viscosity solution W in the case where H is neither convex nor concave in p. This can be thought of as a local formula for the graph selector in the nonconvex case. Note the value of α x (p 0 ) is undefined for (x, p 0 ) ∈ M − x , but in this case S(x, p 0 ) − S 0 (x) = 0, so it makes no difference whether α x (p 0 ) is taken to be 0 or 1. Note also that W (x) is well-defined at points x ∈ Ω at whichP (x) is multi-valued provided either (x,p) ∈ M ∨ x for allp ∈P (x) or (x,p) ∈ M ∧ x for allp ∈P (x). If however there exists anx ∈ Ω and pointsp 1 ,p 2 ∈P (x) with (x,p 1 ) ∈ M ∨ x and (x,p 2 ) ∈ M ∧ x , then W (x) is not well-defined. This is resolved by setting W (x) = S 0 (x) ifx is downstream and −S 0 (x) ifx is upstream, this being the average of the two possible values for W (x), with the result that W becomes discontinuous atx. We discuss an example at the end which indicates how this situation can be dealt with. However, for the moment we exclude this situation in the following theorem. The proof applies the arguments of the first section separately to the 'convex' and 'concave' branches of M and then makes consistent use of the orientation information underlying (1.6) and (1.7) in order to glue them together. The key point is the assumption in Hypothesis 4.1 that the 'convex' and 'concave' branches can be separated from one another by a branch on which phase curves from U have Maslov index zero.
To understand the above definition, take one case, say x ∈ Ω downstream. If we consider only those points (x, p) ∈ M ∨ x , then (4.1) reduces to (1.6). Of the four possible choices (1.6), (1.7), (1.8) or (1.9), this is the form of W associated with a convex Hamiltonian downstream. This one works on branches in M ∨ x because H is convex when they pass through Σ and is assumed to remain convex thereafter and so, if we are downstream, the correct form of W to use is the one for convex downstream, i.e. (1.6). Note also that this form of W solves the correct equation H(x, ∂W/∂x) = 0. Now consider only those points (x, p) ∈ M ∧ x . In this case, (4.1) reduces to (1.9), which is the form of W associated with a concave H upstream. This one works on branches in M ∧ x because H is concave when they pass through Σ and is assumed to remain concave thereafter. Now we have assumed x ∈ Ω is downstream, but we have defined S by dS = ydx, rather than −ydx as in (1.8) and (1.9) above. So we have to reverse the orientation with the respect to the phase flow to account for the sign change, which means we want the upstream form of W , i.e. (1.9). Note again that this form of W solves the correct equation H(x, ∂W/∂x) = 0. A similar explanation applies if x ∈ Ω is upstream of U.
The reason for introducing the value S 0 into the definition is to allow us to combine the arguments of the previous two paragraphs. We have so far identified that we should take the inf over all the branches in M
