Abstract: Concordancers are tools that display the contexts of a given word in a corpus. Also called key word in context (KWIC), these tools are nowadays indispensable in the work of lexicographers, linguists, and translators. We present an enhanced type of concordancer that integrates syntactic information on sentence structure as well as statistical information on word cooccurrence in order to detect and display those words from the context that are most strongly related to the word under investigation. This tool considerably alleviates the users' task, by highlighting syntactically well-formed word combinations that are likely to form complex lexical units, i.e., multi-word expressions. One of the key distinctive features of the tool is its multilingualism, as syntax-based multi-word expression detection is available for multiple languages and parallel concordancing enables users to consult the version of a source context in another language, when multilingual parallel corpora are available. In this article, we describe the underlying methodology and resources used by the system, its architecture, and its recently developed online version. We also provide relevant performance evaluation results for the main system components, focusing on the comparison between syntax-based and syntax-free approaches.
Introduction
Language technology plays an ever increasing role in today's information society. In this field, the issue of phraseology -knowing how words combine into larger expressions that form the building blocks of language -is of primordial importance. Indeed, identifying the lexical units that compose a text is one of the first steps that must be performed by virtually all language applications (e.g., machine translation), and is arguably a crucial step on which the final performance of these applications depends.
Importantly, knowledge of a word means knowledge of the relations that this word establishes with other words: "You shall know a word by the company it keeps!" (Firth, 1957) . The study of words in context with the help of concordancers -in order to discover how words are actually used, what their typical contexts are, and what expressions they are part of -is a major concern in both theoretically and practically motivated language investigations.
The advent of the computer era and the increasing availability of texts in digital format now allow for virtually unlimited lexical exploration. Yet, this is at the same time one of the biggest issues that users presented with automatically detected word contexts inevitably face. The information comes to them as huge amounts of unstructured data, characterised by a high degree of redundancy.
To help users overcome the problem of information overload, a new generation of concordancers has been developed that is able to pre-process textual data so that the most relevant contextual information comes first (Barnbrook, 1996) . This goal is achieved by using so-called lexical association measures, which quantify the degree of interdependence between words. Such measures rely, for instance, on statistical hypothesis tests, on concepts from information theory, on techniques based on data mining, or various other methods (Evert, 2004; Pecina, 2008) . The main type of information taken into account by these measures is information on word cooccurrence, i.e., how many times a given word has been observed in the context of another word.
In addition to cooccurrence information, linguistic information is nowadays increasingly used by concordancers, as a means to achieve lexical disambiguation and, thus, to provide a more structured presentation of lexical data. As such, many concordancers rely on the linguistic pre-processing of the source corpus, often consisting of part-of-speech (POS) tagging. This morphological analysis helps distinguishing between different categories of a word (a work like step, for instance, can be either a verb or a noun). At the same time, it helps organising multiple morphological variants under the same lemma (thus, step, steps, stepped and stepping are recognised as instances of the same verb, to step). The concordance tools that make of POS information substantially alleviate the tedious task of corpus exploration. Examples of such concordancers include SARA (Aston and Burnard, 1998) , XAIRA (Burnard and Dodd, 2003) , BNCweb (Hoffmann et al., 2008) , and PIE (Fletcher, 2011) , which are designed for accessing the POS-tagged version of the British National Corpus (BNC, 1994) , or WordSmith (Scott, 2004) , MonoConc (Barlow, 2004) , and Wmatrix (Rayson, 2009) , which can be used with other corpora as well.
In this paper, we argue that, given the state of the art in language technologies, the linguistic pre-processing of corpora could also be performed at the syntactic level, not only at the lexical level. Thus, syntactic information is another type of linguistic information that can be taken into account when exploring lexical data via concordancing. As syntactic parsers are now available for more and more languages, 1 there is a growing interest in building concordancers which rely on the syntactic pre-processing of the source corpus. The syntactic analysis helps, first of all, to deal with morphosyntactic variation (thus, contexts like to take appropriate steps, the step he took, and which steps will be taken can all be recognised as relevant to the same multi-word expression, to take a step). Moreover, syntactic analysis leads to a more precise identification of multi-word expressions, as the system takes into account the syntactic proximity instead of the linear proximity between words. Examples of concordancers which integrate syntactic information are the Sketch Engine (Kilgarriff et al., 2004) , based on shallow parsing for a high number of languages, and Antidote RX (Charest et al., 2007) , based on deep parsing for French.
In this article, we present a fully-fledged concordancing system, called FipsCo, which is based on a syntactic approach, similarly to Sketch Engine and Antidote RX. Its main distinctive features are that it relies on deep syntactic parsing, as opposed to shallow parsing as in Sketch Engine; it is multilingual, unlike Antidote RX; and it provides functionalities for parallel concordancing and for multi-word expression translation. The system has been designed as a translation aid tool to be integrated in the workbench of translators from an international organisation. Also, it is integrated into a larger language processing framework developed in our laboratory, and is used as a tool which supports the semi-automatic acquisition of lexical resources needed for various NLP applications.
The article is structured as follows. In Section 2, we review the related work devoted to syntax-based corpus exploration, and, in particular, to exploration aimed at detecting complex lexical units. In Section 3, we introduce the notion of collocation, which is central in relation to corpus-based language studies and concordancing. In Section 4, we outline the architecture and main components of our concordancing system, FipsCo. We proceed by describing in Section 5 the underlying resources and methods used.
We present details on the collocation extraction and collocation translation methods, while paying particular attention at the manner in which a multilingual deep syntactic parser is used to detect the most flexible types of collocations involving long-range dependencies. We also provide details about the evaluation of these methods. In Section 6, we introduce FipsCoWeb, the recently developed online version of the system. Finally, in Section 7 we show how FipsCo and FipsCoWeb are integrated into the larger language processing environment of LATL -the Language Technology Laboratory of the University of Geneva -and in the last section we provide concluding remarks.
Related work
As mentioned in the previous section, an example of syntax-based concordancer is the Sketch Engine (Kilgarriff et al., 2004) . This tool performs a shallow syntactic analysis of the source corpus and applies an association measure derived from pointwise mutual information (Church and Hanks, 1990 ) in order to produce, for a given word, its 'sketch' -a one-page summary of its grammatical and collocational behaviour. Figure 1 shows part of the 'sketch' obtained for the verb reach by considering BNC as the source corpus. Fixed-size concordance lines can be displayed for each of the collocating words, which, in turn, are ordered by syntactic type (verb-object, subject-verb, verb-adverb, etc.) and by association score.
The shallow syntactic analysis of the corpus relies on automatically assigned POS tags for words. This analysis attempts to identify syntactic relations between words by taking into account a limited POS context and applying pattern matching with regular expressions defined over POS tags. The Sketch Engine is multilingual, and has recently been evaluated by expert lexicographers (Kilgarriff et al., 2010) . The evaluation has been performed on English, Dutch, Japanese and Slovene data consisting of the first 20 collocates of 42 headwords (the headwords have been sampled among the nouns, verbs and adverbs with a high, medium and low corpus frequency). It was found that about two thirds of the evaluated results are suitable for inclusion in a dictionary; however, the evaluation disregarded the syntactic label -that is, a pair like reach -agreement was considered as a true positive even if the identified grammatical relation was wrong (e.g., subject-verb instead of verb-object).
Another syntactic concordancer is Antidote RX (Charest et al., 2007) . The underlying syntactic analysis is performed by a dedicated deep parser, capable of recovering word pairs in a syntactic relation even when the words involved are distant in text due to syntactic transformations. The association measure used is log-likelihood ratio (Dunning, 1993) . The pairs with a high association score have been manually validated by expert lexicographers. They are displayed by the system along with usage samples, which have also been manually validated. This system is available for French and has been used to compile a comprehensive dictionary of French cooccurrences. From about 850,000 candidate pairs with a high score, 800,000 pairs have been retained, together with 880,000 corpus examples. Thus, the system precision is very high (around 95%); however, the data evaluated only represents a very small fraction of the total 11 million pairs initially retrieved from the 500 million word corpus used. According to several reports -e.g., Smadja (1993) -even a precision of 40% would be acceptable for lexicographic purposes. In contrast, for the purpose of using the raw (non-validated) results in other NLP applications, a higher precision is arguably desirable, particularly as far as the identified syntactic labels are concerned. In addition to work on syntax-based concordancers, there have also been efforts devoted to building general frameworks for syntax-based corpus exploration (though not necessarily from the perspective of detecting complex lexical units): CQP -Corpus Query Processor (Christ, 1994 ), CQPweb (CQPweb, 2008 , and LSE -Linguist's Search Engine (Resnik and Elkiss, 2005) .
In the next section, we introduce the concept of collocation, which is at the heart of our own approach of syntax-based exploration of (multilingual parallel) corpora for identifying multi-word expressions and, possibly, their translation equivalents.
Collocations
Collocation is a very important linguistic concept, and at the same time one which is quite difficult to characterise and for which there is no unique commonly accepted definition in the present literature. For our purpose, we henceforth adopt the following practically-driven definition: "A collocation is a word combination whose semantic and/or syntactic properties cannot be fully predicted from those of its components, and which therefore has to be listed in a lexicon" (Evert, 2004) .
Consequently, the concept of collocation is allowed here to encompass all syntactic word combinations found in a corpus which are relevant to the studied word from a lexicographic point of view. In accordance with Lea and Runcie (2002) , we consider that collocation refers, broadly, to "the way words combine in a language to produce natural-sounding speech and writing". Therefore, this concept may overlap with concepts which correspond to specific subtypes of multi-word expressions usually not referred to as collocations, such as compounds (e.g., wheel chair), phrasal verbs (e.g., to ask [somebody] out) or certain types of less figurative idioms (to open the door [for sth] "to allow [sth] to happen"). Multi-word expressions, in turn, are understood as "idiosyncratic interpretations that cross word boundaries" (Sag et al., 2002) .
It is well-known that the boundaries between the different subtypes of multi-word expressions are particularly difficult to draw, and they are rather fuzzy (McKeown and Radev, 2000) . From a practical point of view, all multi-word expressions pose similar processing problems, regardless of any finer-grained theoretical classification. Therefore, since our approach is practical, we will refer to the output of our system as collocations, 2 without making more elaborate distinctions. For a detailed discussion on the relation between collocations and other types of multi-word expressions in general, and idioms in particular, the interested reader is referred to Seretan (2011) .
FipsCo: system architecture
The architecture of our syntax-based concordancer, FipsCo, is depicted in Figure 2 . In this section we outline each of the processing modules: collocation extraction, concordancing, manual validation, sentence alignment, parallel concordancing and collocation translation. 
Collocation extraction
The first processing module performs the task of collocation extraction from the source corpus. The input text is first syntactically analysed with a (full) deep parser, then it is processed using standard methods which measure the strength of association between syntactically-related words.
This module includes a file selection sub-module, which allow users to define the source corpus that will be processed. A corpus is, from a practical point of view, a collection of files in a given folder that satisfies user-defined criteria, based on: file location within the given folder, file name, file type, or file last modification date.
The collocation extraction module iteratively processes all the files in the selection, sentence by sentence. Collocation candidates are identified from the parse trees and are incrementally added to previous results until an extraction session ends. At the end of the extraction session, several processing statistics are computed for the source corpus, which are derived from parsing information (e.g., the total number of tokens, sentences, and sentences with a complete parse). Then, the candidates identified are ranked according to the association measure chosen by the user. The measure proposed by default is log-likelihood ratio (Dunning, 1993) , which is argued to be particularly appropriate to sparse lexical data. The collocation extraction method is further detailed in Section 5.2.
Concordancing
The raw extraction results obtained are visually presented to the user by the concordancing module, which implements complex display functionalities. The system displays the collocation candidates extracted from text corpora organised into collocation types (as opposed to tokens). A type conflates all the instances of a candidate pair that have been identified in the source corpus. The collocation types are partitioned into syntactically homogeneous classes, e.g., adjective-noun, adverb-verb, subject-verb, verb-object, etc. They are ranked in the reverse order of their association strength, as given by the particular association measure chosen. Also, collocation types can be filtered according to criteria based on syntactic relation, association score, corpus frequency, composing words, or rank in the output list.
Thanks to the compressed and systematic presentation of syntactically homogeneous lexical data, the users are able to access the most representative contextual information of a word by only consulting a limited amount of text. The data presented to them is manageable, since it is organised and, to a certain extent, free of redundancy -in fact, the possibly very numerous corpus instances (tokens) of a collocation are 'hidden' under a single result (type). Provided that there is lexicographic interest in a type, the users may then display the corresponding tokens to study collocations in context. The concordancer displays various information about the collocation visualised, such as its syntactic type, its association score, its rank in the output list, as well as its status relative to a lexicon of validated collocations.
Manual validation
The manual validation module provides functionalities that allow users to create and maintain a list of manually validated collocations selected among the collocations visualised by the (parallel) concordancing module. An entry contains basic information about a collocation, such as the collocation keywords, lexeme indexes for the participating items, syntactic type, association score, and corpus frequency. Monolingual entries also contain the source sentence of a particular instance, which provides a naturally-occurring usage sample for the collocation. Bilingual entries store, in addition, the target sentence found via alignment, and the translation proposed for the collocation.
Additional information related to a particular collocation instance is stored, namely, the name of the source and target files, the file position of the collocation's items in these files, as well as the start position of the source and target sentences. This information, which is useful for recovering a larger context, is automatically filled in by the system. The entries in the list of collocations that have been validated can be updated, deleted, or saved by the user in a monolingual and in a bilingual collocation lexicon, which can then be interfaced with other NLP systems. 
Parallel concordancing
Collocations are a key factor in producing good quality translations (Orliac and Dillinger, 2003) . Knowledge of how collocations are translated into another language is crucial, as collocations usually cannot be translated literally. Parallel concordancing systems access multilingual parallel corpora in order to give users the possibility to discover translation equivalents for collocations. Our concordancing system include functionalities for parallel concordancing, which are implemented by this module. Figure 3 displays the interface of the parallel concordancer, showing English-French parallel text related to the collocation reach -agreement. The collocation extraction results displayed on the left-hand side have been filtered so that they contain the sought word (in this case, the verb reach) in a specific syntactic configuration (here, the configuration retained is verb-object). According to the association measure applied, agreement is the object that is most strongly related to the verb reach, on the basis of observations made in the Europarl corpus (Koehn, 2005) . The verb-object combination reach -agreement has been detected 191 times in this corpus, and it is, indeed, a lexicographically interesting combination.
The parallel concordancing interface shown in Figure 3 displays the first instance of this collocation type in the corpus. The other instances can be visualised using the browsing arrows. The interface also presents the automatically retrieved French translation of the source sentence, which allow users to find a translation equivalent (here, arriverà un accord, lit., to arrive at an agreement). In a translation environment, multilingual parallel corpora are typically available from translation archives. Thus, by using a parallel concordancer, translators working on a new document may conveniently identify and reuse existing collocation translations.
Sentence alignment
When multilingual parallel corpora are available, the target sentence containing the translation of the visualised source sentence is automatically detected and displayed through parallel concordancing, next to the source sentence. The role of the sentence alignment module is to detect this target sentence on-the-fly, i.e., when users actually visualises the source sentence. The parallel corpora do not need to be pre-aligned, although it should be possible to adapt the system so that it can use pre-aligned corpora as well.
First, the target file corresponding to the source file is found by applying file name mapping rules. Once the target file has been found, the sentence that is likely to be the translation of the source sentence is identified using an in-house sentence alignment method (Nerima et al., 2003; Seretan, 2008) . This method consists of comparing the relative lengths of paragraphs in the source and target documents in order to find a paragraph alignment, and then assuming a 1:1 match for sentences inside a paragraph. The target paragraph is selected as the paragraph whose surrounding paragraphs best fit, in terms of relative lengths, the surrounding of the source paragraph. Compared to other alignment methods -for an account, see, for instance, Véronis and Langlais (2000) -this method is fast and does not require a macro-structural pre-alignment of the documents (at section or paragraph level). Its precision is around 90% on documents relatively difficult to align, which do not preserve the paragraph structure between versions. 
Collocation translation
This module is used to automatically detect a translation for the extracted collocations, when multilingual parallel corpora are available. The collocation translation method makes use of the target sentence contexts found via sentence alignment, the monolingual collocation extraction method (described in Section 5.2), and, optionally, of bilingual dictionaries. It applies a series of filters on the collocations extracted from the target contexts until eventually a single target collocation is retained, which is proposed as a translation equivalent. More details on this method are provided in Section 5.5.
The FipsCo system is freely available for research as a stand-alone tool for the Windows operating system. Its latest developments include the creation of a light-weight online version, FipsCoWeb, which is presented in Section 6.
Underlying resources and methodology
In this section, we present the resources used by our system as well as the methods designed for extracting the most relevant expressions with a given word from a corpus and for detecting their translation equivalents in a multilingual parallel corpus.
Syntactic parsing
The main resource on which the system relies is Fips, a multilingual symbolic parser developed over the past decade in our laboratory (Wehrli, 2007) . This parser is based on generative grammar concepts inspired by The Minimalist Program (Chomsky, 1995) , the simpler syntax model (Culicover and Jackendoff, 2005) , and LFG -lexical functional grammar (Bresnan, 2001) . Fips can be characterised as a strong lexicalist, bottom-up, left-to-right parser. For each input sentence, it builds a rich structural representation, which combines:
• the constituent structure
• the interpretation of constituents in terms of arguments
• the interpretation of elements like clitics, relative and interrogative pronouns in terms of intra-sentential antecedents
• co-indexation chains linking extraposed elements (e.g., fronted NPs and wh-elements) to their canonical positions.
According to the theoretical stipulations on which the parser relies, some constituents of a sentence may move from their canonical 'deep' position to surface positions, due to various grammatical transformations. For instance, in the case of the French sentence shown in example (1), it is considered that the noun objectif moved from its original position of direct object into the surface position of subject due to a passivisation transformation. The parser keeps track of this movement by linking the (empty) object position of the verb atteint to the extraposed noun, objectif. In the normalised sentence representation it builds, the parser identifies this noun as the 'deep' direct object of the verb. Therefore, it succeeds in detecting the combination atteindre-objectif as a verb-object pair.
(1) Son objectifà long terme ne sera pas atteint facilement.
As illustrated by this example, our system is able to cope with syntactic variation, thanks to the syntactic analysis provided by the parser. The sentence normalisation helps to abstract away from the particular surface realisations, and, thus, to detect those collocation instances in the corpus that are more flexible from a syntactic point of view. The role of the syntactic pre-processing is crucial, as it allows the concordancer to highlight syntactically well-formed combinations and to provide highly accurate extraction results (performance evaluation results are reported in Section 5.3). The parser is available for English, French, Spanish, Italian, Greek and German. A number of other languages are currently under development, including Romanian, Romansch, Russian and Japanese. Fips is designed as a generic parsing architecture, coupling a language-independent parsing engine with language-specific extensions. The language-independent part implements the parsing algorithm, which is based on three main types of operations:
1 Project: assignment of constituent structures to lexical entries 2 Merge: combination of adjacent constituents into larger structures 3 Move: creation of chains by linking surface positions of extraposed ('moved') constituents to their corresponding canonical positions.
The language-specific part of Fips consists of grammar rules of a given language and a detailed lexicon for that language. In the formalism used by Fips, the role of most grammar rules is to specify the conditions under which two adjacent constituents may be merged into a larger constituent by an attachment operation (Merge). The lexica are manually built and contain information such as selectional preferences, subcategorisation, and syntactico-semantic features which are useful for informing the syntactic analysis. Currently, for each of the languages supported there are around a hundred attachment rules defined, while the number of lexemes in the lexicon ranges from about 14,000 (for Greek) to about 57,000 (for English), and is in average almost 36,000. The number of inflected forms varies greatly from one language to another -for instance, there are about 103,000 word forms for English and more than 443,000 for German. The construction of the lexicon is supported by a morphological generation tool which creates appropriate lexical entries corresponding to a specified inflection paradigm (when applicable). Unlike other parsers, Fips does not require POS-tagged data as input. The POS is assigned to words during analysis, on the basis of the lexical information and the particular parsing hypotheses which are pursued.
It has been shown (Wehrli, 2007) that the precision of the lexical analysis is very high when the parser manages to produce a complete syntactic analysis. For English and French, for instance, this happens for approximately 80% of the sentences from corpora consisting of newspaper articles. The quality of the syntactic analysis has recently been measured in the framework of two parsing evaluation campaigns for French, EASy and PASSAGE.
4 Conclusive results are not yet available, but a separate task-based evaluation performed in a machine translation setting suggested that in case of complete analysis, the identification of lexical items is very good, as well as the identification of the arguments of predicates (i.e., verbs, predicative adjectives, etc.). For other types of attachments, such as prepositional phrase, as adjuncts or as modifiers of nouns, the results are clearly not at the same quality level.
Insofar as the grammatical coverage is concerned, the parser can cope with a very large number of constructions, but some are still problematic, such as complex coordination, enumeration and some cases of parenthetical structures. Ellipsis is not handled at all at the moment.
Collocation extraction method
As already stated in Section 4, the corpus-based detection of the most important words related to a given word is performed in our system using a collocation extraction method that combines the syntactic analysis provided by the the Fips parser with standard statistical methods able to pinpoint the most strongly associated syntactic combinations.
Thus, in the first extraction step, collocation candidates are identified as combinations of lexical items in predefined syntactic configurations from each sentence of the corpus, by traversing the sentence structure built by the parser. A high number of configurations are taken into account, e.g., for English, adjective-noun, noun-[predicate]-adjective, noun-noun, noun-preposition-noun, noun-preposition, adjective-preposition, subject-verb, verb-object, verb-preposition-argument, verb-preposition, verb-adverb, adverb-adjective, and noun-coordination-noun.
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In the second extraction step, the candidates are ranked according to their association score, as computed using association measures such as log-likelihood ratio (Dunning, 1993) . Our system implements a wide range of other measures that can be used to rank collocation candidates; this measure is proposed by default since it is a well-established measure for collocation extraction.
The output of the extractor is represented by a so-called significance list, which contains at the top the candidates that are most likely to actually constitute collocations. A cutoff point can be applied by the user to the results, in order to retain only the candidates with higher scores. Typically, extraction systems also apply a frequency threshold to eliminate those combinations which occur only few times in the corpus. This is considered necessary because statistical measures are unreliable for low frequency data -more precisely, for combinations occurring less than five times in the corpus (Evert, 2004) . However, we opted for keeping all the candidate data without applying a frequency threshold, since relevant collocations may also be found among combinations occurring only very few times in the corpus.
A frequency threshold can be applied after extraction, depending on the specific measure chosen by users and on the intended use of the data. Another reason for our choice is that the syntactic analysis provides a strong filter on the otherwise huge amount of candidate data, making the statistical computation tractable. In the systems which do not rely on syntax, high frequency cutoffs are mainly used as a means to alleviate the computation by drastically reducing the amount of candidate data to process.
Collocation extraction evaluation
The strength of our extraction method, compared with existing work which is most usually based on POS tagging (Church and Hanks, 1990; Smadja, 1993; Daille, 1994; Justeson and Katz, 1995) , chunking (Krenn and Evert, 2001; Evert, 2004) or shallow parsing (Kilgarriff et al., 2004; Tutin, 2004) , comes from the detailed sentence analysis provided by deep parsing. The global interpretation provided for the input sentences allows our system to be more sensitive to the morphosyntactic context in which collocations occur, compared to shallow parsers, which risk to make wrong decisions favouring local attachments.
Consider, for instance, the words question and asked in the corpus sentence below:
(2) The question asked if the grant funding could be used as start-up capital to develop this project.
Lacking an analysis for a larger text span, shallow parsers would wrongly infer from the sentence fragment the question asked that question and asked are in a verb-object relation. This is because they typically assign to such sentence fragments a passive interpretation ("the question that was asked by somebody"), instead of the correct active interpretation ("the question asks"). It has been argued (Kilgarriff et al., 2010) that the correctness of grammatical information may be of lesser practical relevance, since the mere presence of the component words in a collocation is sufficient for lexicographers to spot that collocation and consider it for inclusion in a lexicon. Nonetheless, the correctness of this information is essential for the language applications which make use of the raw (non-validated) collocation extraction results.
So far, collocation extraction methods based on syntactic parsing have generally been dismissed by language practitioners, since they are considered as too time-consuming and unreliable on unrestricted data, as opposed to syntax-free approaches which are seen as readily available, robust, and able to produce satisfactory results when applied to large data.
To evaluate the performance of our extractor based on deep parsing, we performed several cross-language evaluation experiments in which we compared the two approaches, i.e., the syntax-based approach vs. the syntax-free approach (Seretan, 2008) . For example, in an experiment conducted on English, French, Italian and Spanish data consisting of 2,000 pairs sampled from different levels of the significance list -ranging from top to 10% of the list -we measured the extraction precision by taking into account reference annotations produced by expert linguists. The precision has been computed using three different criteria. First, for reporting the grammatical precision, a pair is considered as a true positive if it is grammatically well-formed. For the multi-word-expression precision, we require it to be judged as interesting from a lexicographic point of view. Finally, for the collocational precision, we require it to comply with the specific collocation definition provided in the framework of the Meaning-Text Theory (Mel'čuk, 1998; Polguère, 2003) .
The difference observed in the performance of the two approaches compared is substantial. The precision obtained was, in all three cases, around 2.5 times higher when parsing information was used. The highest difference was observed for the grammatical precision, which is 2.7 times higher (88.8% vs. 33.2%); the multi-word-expression precision is 2.5 times higher (43.2% vs. 17.2%); and the collocational precision is 2.6 times higher (32.9% vs. 12.8%). Note that the precision figures are lower than those reported in related work (Section 2). This is due, first, to the different manner of sampling data by considering pairs from a larger testbed including low-frequency results, and second, to the stricter evaluation criteria requiring all true positives to have correctly assigned grammatical information.
In addition to precision, recall has also been comparatively evaluated but on a smaller dataset, since a larger evaluation would have required specific annotation resources which are not currently available. Recall has been measured at instance level rather than at type level, as this is arguably a more appropriate strategy (Diab and Bhutada, 2009; Fritzinger et al., 2010) . The results obtained on a dataset of 602 instances are 99% for the syntax-based method and 90.2% for the syntax-free method. The token-based analysis pointed out relative strengths and weaknesses of the two approaches: using a parser leads to some instances being missed because of the inherent mistakes, but not using it leads to more numerous instances being missed because of syntactic variation. The large difference observed in the performance of the two approaches allows us to conclude that a syntactic approach is worth pursuing.
Extracting complex collocations
A peculiarity of the FipsCo system is that it is able to identify complex collocations, which can be seen as structures containing embedded collocations: for instance, reach a turning point is a complex collocation of verb-object type, which contains an embedded adjective-noun collocation, turning point.
The detection of such complex collocations is particularly useful in the case of non-decomposable compounds and that of compositional expressions containing nested compounds. In these cases, it is important to highlight the whole expression rather than its sub-parts (Frantzi and Ananiadou, 1996) . For instance, genetically modified organisms is a compound, and it is desirable to output it as a whole rather than only the sub-part modified organisms. The expression second world war is more compositional, as world war is also a collocation on its own; however, it is still desirable to eliminate second war from the extraction results, if it only occurs as part of the longer expression second world war.
The method of detecting complex collocations, described in detail in Seretan et al. (2003) and Nerima et al. (2010) , is in principle similar to the method used for extracting binary collocations. It consists of treating already extracted collocations as single lexical items, detecting combinations of these collocations in a parse tree, and applying standard association measures on the resulting combinations. Thus, our approach relies on the recursive nature of collocations, which has, in fact, been remarked by theoretical studies (Heid, 1994) but until now not used in practice.
Previous related work has generally focused on the detection of n-grams, i.e., rigid sequences or words (Choueka et al., 1983; Smadja, 1993) . There are also a few exceptions of works that detect less rigid combinations including verbs, by making use of parsed data (Blaheta and Johnson, 2001; Zinsmeister and Heid, 2003) . However, these are limited to combinations made up of three items and to specific configurations, such as verb-preposition-preposition in English (Blaheta and Johnson, 2001) or adjective-noun-verb in German (Zinsmeister and Heid, 2003) .
In contrast, the method we developed is more general, as it allows detecting collocations of virtually unlimited length through iterative embedding of increasingly longer collocations; also, it is not tailored to specific configurations, but allows every configuration actually observed in the parsed (and normalised) sentence representation. Our concordancer includes a dedicated interface for displaying complex collocations, which is similar to the interface shown in Figure 3 .
Collocation translation method
Collocations are semantically transparent expressions, unlike idioms that are more semantically opaque (e.g., to be over the moon 'to be happy', to kick the bucket 'to die'). Therefore, they do not seem to pose problems for translation. Yet, like idioms, collocations are unpredictable for the non-native speaker, this is why they are called 'idioms of encoding' (Makkai, 1972; Fillmore et al., 1988) . In contrast, semantically opaque expressions are also 'idioms of decoding'. Like idioms, collocations have to be known in advance in order to be used as a means of providing text fluency. The particular problem posed by collocations is that they are very numerous (Mel'čuk, 1998) .
The literal translation of collocations is in most cases comprehensible, but it is often felt as inappropriate. For instance, the French collocations grande attention, grande diversité, grande vitesse cannot be translated literally, as *big attention, *big diversity, and *big speed. These examples show that the choice of the right word to use in the target language is often a subtle process, depending on the collocating word.
Our concordancing system include a component module which attempts to detect translation equivalents for collocations by exploiting existing translation archives and using the strategy presented below.
Step 1 Given a multilingual parallel corpus, collocation extraction is performed for the source language and, for each collocation, a limited number of corpus sentences is retrieved (this number was set to 50 in our experiments).
Step 2 The source sentences are aligned using the method described in Section 4.5, and a list of target sentences is obtained for each source collocation.
Step 3 Collocation extraction is performed for the target language from the list of sentences, and a list of potential translations is obtained for each source collocation.
Step 4 A matching is performed between each source collocation and the corresponding list of potential translations, and the item of the list that is most likely to constitute a valid translation is returned as output.
The matching process used in Step 4 consist of applying a series of filters on the list of potential translations, which gradually reduce their number until a single item is retained, which will be proposed as translation. These filters are described below.
This translation method has been evaluated on data from the Europarl corpus (Koehn, 2005) involving 4,000 collocations and a total of 8 language pairs. It achieved competitive performance (89.9% precision and 70.9% recall), despite its simplicity. We believe that this is due to the availability of syntactic information for both the source and target languages. Related work was mostly focused on the translation of noun phrases (Kupiec, 1993; Dagan and Church, 1994) . A method for translating flexible collocations involving verbs has been proposed by Smadja et al. (1996) , which relies on a statistical correlation metric in order to perform the matching. The precision achieved varies between 61% and 77%, depending on the corpus frequency of collocations. This method requires further post-processing of the target collocations in order to decide the correct word order. In our case, this is not necessary thanks to the normalisation provided by the parser. Another method has been proposed by Lü and Zhou (2004) . It extracts collocations from both source and target corpora using a syntax-based approach like ours, and then relies on a statistical translation model to perform the matching. Unlike our method, this method does not require parallel corpora, but the precision obtained is relatively low (51% to 68.2%, depending on the syntactic configuration).
The online version: FipsCoWeb
One of the latest developments of the syntactic concordancer described in the previous sections is related to the creation of an online version, called FipsCoWeb. Figure 4 shows the current interface of the web application built. In this section, we describe the functionalities it provides for server-side collocation extraction and client-side display of the results. FipsCoWeb allows the user to upload a file and to set the most important processing and visualisation parameters, such as the association measure, the cutoff score, and the frequency threshold. After the processing is completed on the server side using the method presented in Section 5.2, the user is presented with the results, as shown in Figure 5 . The user then has the possibility to apply different parameters, to select a given syntactic configuration, and to see actual collocation instances retrieved in the input document. As in the stand-alone version of the system, the words of a collocation are displayed in the sentence context, and they are highlighted for readability (see Figure 6 ). FipsCoWeb currently allows users to upload files containing a maximum of 500,000 million words. This represents a sufficient amount of data for allowing corpus exploration, which is still manageable for an online application. However, smaller documents lead to a more rapid server response time. Since in most cases it is not realistic to obtain an instantaneous server response due to the processing time required, users have the possibility to enter an e-mail address to which a link to the results is sent when the server-side computation is completed. The extraction results are stored on the server and can be consulted later, unless users explicitly clear them.
As for technical details, the web version of the system has been implemented in Component Pascal using BlackBox IDE.
6 The main motivation for this choice comes from the fact that the stand-alone system as well as the syntactic parser themselves have been developed on this platform, which is very stable, produces extremely efficient and compact code, and provides good tools for building graphical interfaces. (Needless to say, any advanced object-oriented platform might have been used for this project.)
The web server itself runs as a BlackBox program, 7 which makes the integration between the various software modules easier. However, this server has certain limitations as far as the parallel processing of large files is concerned. This is why we plan to migrate to a different web server. We also plan to implement the online version of the concordancer as a web service, possibly on a distributed software platform.
Integration into a larger language processing framework
The syntax-based concordancer we presented in this article is part of a larger language processing framework developed in our laboratory, which integrates several other language tools and resources related to the two main tasks undertaken, i.e., natural language analysis and machine translation.
The corpus-based study of words and their collocates has, in our case, a particular practical motivation. The collocations detected using our method based on syntactic parsing are manually validated and added to the lexical database of the parser. They are used as information which guides the sentence analysis performed by the parser, as described in Wehrli et al. (2010) . Syntactic parsing is again used to detect collocations from new corpora, and so on, in a cyclic process.
The collocation translations acquired either manually or automatically are used for expanding the bilingual lexicon of a rule-based machine translation which is based on the parser. In addition, once these collocations have been added to the lexicon, they are used in two applications of terminology assistance, TWiC and TwicPen (Wehrli et al., 2009) . Given a word and the sentence in which it occurs, these applications analyse the sentence, disambiguate the syntactic category of the word, and then look up the lexicon in order to retrieve the entry or sub-entry that is compatible with the context in which the word occurs. If the selected word is part of a multi-word expression, then the systems returns a translation for the whole expression, in addition to the translation of the word in isolation.
Thus, the two applications can be seen as context-sensitive dictionaries. The first application, TWiC, is a web browser plug-in which is automatically activated when the user selects a word on a web page. It retrieves the sentence in which the selected word occurs, then automatically detects its language and performs its syntactic analysis using Fips. A pop-up window then displays the translation of the disambiguated word in the target language chosen by the user.
The second application, TwicPen, is a similar tool which is designed for the readers of printed (off-line) material, instead of online material. The readers can select a text span -e.g., a sentence, sentence fragment, or paragraph -by using a hand-held scanner connected to their PDA or personal computer. The tool interface allows them to advance word by word in the text and see the translation of each word in context, using the same method which is used by the first tool. In addition, the readers may display the translation for the whole text span selected, and compare it with the translation proposed by Google Translate.
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Conclusions
Concordancers are tools that provide a concise presentation for large amounts of lexical data that are nowadays available. The study of words in context with the help of concordancing tools is important from both theoretical and practical perspectives. As such, the information on typical word collocates presented by monolingual concordancers is used, for instance, as raw material in the compilation of lexical databases, tailored either for the end user or for client applications. Moreover, parallel concordancers are particularly important as they transform existing translation archives into valuable bilingual resources exploitable for future translations.
Presenting lexical information in a way that is useful for users or machines inevitably means dealing with complex phenomena that characterise language data, such as ambiguity, sparseness, and the dispersion due to morphosyntactic variation. In order to deal with these issues, modern concordancers integrate a linguistic pre-processing component, activated prior to the typical statistical computation component. Most of the times, the linguistic pre-processing component is, however, limited to morphological analysis -i.e., POS tagging -and it does not take into account the syntactic relation between words, since these are relatively difficult to obtain for large amounts of unrestricted text.
Nonetheless, robust syntactic parsers recently became operational for an increasing number of languages. Consequently, there is a growing interest in creating syntax-based concordancing systems. In this article, we described such a system that relies on syntactic information provided by a deep multilingual parser in order to detect and display collocations with a given word. The system, called FipsCo, has been developed over the past several years at LATL, the Language Technology Laboratory of the University of Geneva. It provides complex functionalities, such as search and filtering, identification of collocations made up of more than two words, parallel concordancing for multilingual parallel corpora, automatic translation of collocations, and creation of a lexical database which can be used as a translation memory database.
Resorting to a 'deep' syntactic parser rather than a shallow parser -or, worse, a simple window of a few words -to identify collocations provides more useful and accurate results and a more appropriate means of corpus exploration. In particular, it makes it possible to recognise collocations even when the composing words are separated by several words or phrases, or when they do not occur in the expected order, as in the case of the example we provided earlier.
In this article, we introduced our approach to syntax-based concordancing and presented a stand-alone concordancing system as well as its recently developed online version. These tools are part of a larger processing framework dedicated to the processing of multi-word expressions, and are being used to compile lexical resources necessary for the two main long-term NLP projects pursued in our laboratory, namely, a multilingual symbolic parser and a machine translation system based on parsing.
We compared our syntax-based approach against syntax-free approaches, and found that there are substantial differences in their performance in favour of the syntax-based approach, both in terms of recall and precision. In particular, we found that the increase in precision is more than double for all the criteria used for judging result pairs: grammaticality, lexicographic interest, and compliance with the Meaning-Text-Theory collocation definition. These results are in line with previous results obtained when using syntactic information for tasks such as term extraction (Maynard and Ananiadou, 1999) , semantic role labelling (Gildea and Palmer, 2002) , and semantic similarity computation (Padó and Lapata, 2007) .
Future work directions include, in particular, pursuing the goal of interoperability between our own language processing framework and other similar frameworks, extending the concordancing system for the languages for which a parser module is currently under development, as well as further exploring the complex interrelation between multi-word expressions and language processing modules.
