In this paper, we rst note that the proof of the quadratic convergence of the quasiNewton method as given in Friedland, Nocedal and Overton 1] is incorrect. Then we give a correct proof of the convergence.
Introduction
Let fA j g n j=1 be n real symmetric n n matrices. To simplify the discussion, we will assume that the given eigenvalues are distinct, i.e. 1 < 2 < < n : (4) and that the Jacobian J(c ) of f(c) at the true solution c is nonsingular. In Friedland, Nocedal and Overton 1], they have proposed to solve the nonlinear system (2) by Newtontype methods. The rst one considered was the Newton method and the second one was a quasi-Newton method based on the inverse power method. It was proved that both methods converge quadratically.
In this paper, we rst note that the proof of the quadratic convergence of the quasiNewton method as given in 1] is incorrect and then we give a correct proof of the convergence.
The outline of the paper is as follows. In x2, we recall the algorithm of the quasi-Netwon method discussed in 1]. In x3 we explain why the proof of the convergence rate as given in Friedland, Nocedal and Overton 1] is incorrect. In x4, we prove the convergence rate by the mathematical induction. Finally concluding remarks are given in x5.
The Algorithms
Since the inverse eigenvalue problem is equivalent to the problem of solving the nonlinear system (2), one can use Newton-type methods to solve it. In this section, we recall two methods discussed in 1].
We note that by using assumption (4) and results on matrix perturbation theory given 
Using (1), (5) and (6) In the following, we will denote the diagonal matrix diag( 1 ; : : : ; n ) by . Here, we remark that the new iterants in both methods actually do not depend on the signs of the eigenvectors or the approximate eigenvectors, because the Jacobians do not change as the signs of the eigenvectors and approximate eigenvectors are changed, see (8) and (12). As in 1], we will ignore the choice of sign of the eigenvectors and the approximate eigenvectors in this paper too.
The Convergence Rate
The convergence rate of both Methods I and II has been studied in 1]. For Method I, the convergence rate is quadratic. In the same paper, it was also proved that the convergence rate of Method II is quadratic.
Theorem 2 Suppose that the inverse eigenvalue problem (2) 
Then it was claimed that X is a skew-symmetric matrix. Hence, by Corollary 3. 
Then by the nonsingularity assumption on J(c ) and (15), the quadratic convergence follows.
We note that the above deduction is incorrect since X is assumed to be a skewsymmetric matrix, which is however not true. The reason is as follows. Since the matrix Q in Method II is computed by one step inverse power method, it is not guaranteed to be orthogonal. Therefore Q T P in general is not an orthogonal matrix. Hence X in general is not a skew-symmetric matrix. Therefore, Corollary 3.1 of 1] cannot be used to derive (15). Moreover, (e X ) ?1 6 = (e X ) T in general and therefore (16) may be incorrect. Thus we cannot obtain the expansion (17) and (19). In particular, we cannot use (19) and (15) to get the required quadratic convergence.
In the remaining of the paper, we will give a proof of this quadratic convergence. We will follow the line of proof given in 1] and use the mathematical induction to prove that if c 1 is su ciently close to c , then the following two inequalities hold for k = 1; 2; : : :: kq 
Here and are constants independent of k. It is clear that (21) implies Theorem 2.
The Mathematical Induction
We assume that (20) and (21) 
Concluding Remarks
In this paper, we have given a correct convergence proof of Method II given in 1]. The convergence rate is still quadratic, even though the method is a quasi-Newton type method. Numerical experiments in 1] have con rmed this convergece rate already. The main idea in our proof is to replace X de ned in (14) by V de ned in (22). They are equal up to the second order of approximation. We note that V is not skew-symmetric as was claimed for X in 1], and hence the diagonal entries of V are not zeros. However, we manage to show that the diagonal entries of V are of second order, see (26) and (27), which is what is required to complete the proof.
The (false) assumption that the matrix X is skew-symmetric was also used in the convergence proof of Method III given in 1]. It seems however that the line of arguments we used here cannot be straightforwardly extended to give a new convergence proof.
