Abstract-In this work, we address the following question: "When can we guarantee the optimality of linear coding at all internal nodes of a network?" While sufficient conditions for linear coding throughout the network are known, it is not clear whether relaxing the linearity constraints at the terminal nodes can result in simpler operations at the internal nodes.
importantly, may or may not be known to us in their entirety. (For a comprehensive tutorial see [9] .) For these reasons, even in the absence of a complete characterization of the rate region, it is desirable to diminish the need for non-Shannon inequalities.
Any network coding solution can be viewed as an optimization over the entropic region subject to constraints imposed by the network topology and the receiver demands. Therefore, the focus has been on characterizing the entropic region. This characterization turns out to be quite difficult, and remains an open problem for more than three variables. Our contribution is to give sufficient conditions under which the Shannon inequalities together with the network constraints result in an outer bound which is completely within the entropic region. In this case, there is no need to consider non-Shannon inequalities. Moreover, properties which apply to the outer bound, immediately apply to any solution for the network. As a result, we are able to prove interesting properties for rate regions on networks with non-multicast demands, a class of networks which is generally unsolved.
The rest of the paper is organized as follows. Section II introduces definitions and previous results. Section III contains the main result. Section IV includes two examples.
II. PRELIMINARIES

A. Networks and Codes
A network is defined as a directed graph (V, E), where V is the set of vertices (nodes) and E ⊆ V × V is the set of edges (links). For each edge e = (a, b) ∈ E, we use o(e) = a and d(e) = b to denote the origin and destination vertices, respectively, of edge e. Associated with each edge e ∈ E is a capacity c(e) ≥ 0. We assume acyclic graphs and noise-free links.
Let {(X 1,i , . . . , X K,i )} 
For each terminal node t ∈ V we useX n i,t to denote the reproduction of X n i found by decoder h n t . We are interested in the set of possible values (c(e)) e∈E for which the sources can be reproduced at the terminals with a negligible error probability. Precisely, we require that for any > 0 there exists a sufficiently large n and a ((2 nR e ) e∈E , n) code with R e ≤ c(e) for all e ∈ E, such that Pr(X n i,t = X n i ) ≥ 1 − for all terminal nodes t and demands i ∈ D(t). We call the closure of this set of rate vectors the set of achievable rates, which we denote by
B. Polymatroids, Entropic and Pseudo-Entropic Vectors
Let N be an index set of size n and N be the power set of N . A function g : N → R defines a polymatroid (N, g) with a ground set N and rank function g if it satisfies the following three conditions [10] :
For any polymatroid g with ground set N , we can represent g by the vector (g(I) : I ⊆ N ) ∈ R 2 n −1 defined on the ordered, non-empty subsets of N . We denote the set of all polymatroids with a ground set of size n by Γ n . Thus w ∈ Γ n if and only if w I and w J satisfy equations (1)-(3) for all I, J ⊆ N , where w I is the value of w at the entry corresponding to the subset I.
Let the ground set N be a set of discrete random variables. For any A ⊆ N , let H(A) be the joint entropy function. Throughout, entropies are measured in bits, thus log() denotes the base-2 logarithm. An entropy vector w is a (2 n − 1)-dimensional vector whose entries are the joint entropies of all non-empty subsets of N . It is well-know that the entropy function is a polymatroid over this ground set N . In fact, the polymatroid axioms are equivalent to the basic information inequalities [9] . However, the opposite is not necessarily true. That is, there exists points w ∈ Γ n (n > 3) for which there is no set of n discrete random variables whose joint entropies equal w. Following [6] , we denote by Γ * n the set of all w ∈ Γ n for which there exists at least one random vector whose joint entropies equal w. A w ∈ Γ n is called pseudo-entropic, while if this w is also in Γ * n it is called entropic. Denote byΓ * n the convex closure of Γ * n . ThenΓ * n = Γ n for n ≤ 3 butΓ * n = Γ n for n > 3 [9] . 
C. Polyhedral Cones
Theorem 1 (Minkowski, e.g. [11] ). For any polyhedral cone
The current literature includes several algorithms (e.g. [11] ) to retrieve one representation of a polyhedral cone from the other. In [12] , the authors used the representation of a polyhedral cone given in Theorem 1 to show that the polymatroid axioms and Ingleton inequality characterize all inequalities for ranks of up to 4 linear subspaces. In this work, we use this representation to analyze network coding solutions.
D. Finite Alphabet Linear Representation
Let L be a linear (vector) space over a finite field F . Let
]). For any finite linear space L over a finite field F or the real line R, and any set of subspaces
Proof: We include here a short description of how to construct a random vector whose entropy vector is proportional to w({L i }). This construction is similar to that in [12, Theorem 2], but our approach facilitates a more straight-forward description of the corresponding source code, which we derive in the next section.
Let
where rank(L i ) = k i and for each l i j we have
The random variable corresponding to L i is defined by
, all with uniform probability, and thus
The following example is useful for understanding the derivations in the next section. Example 1. Let L be a linear space of rank k with subspaces
. Let the corresponding random variables X i , i ∈ {1, 2, 3}, be defined according to (6) . Since each of the vectors ({β
) is a linear combination of the β 1 and β 2 vectors, we have
T , where
Definition 2. Let w be in Γ * n . If there exists a linear space L over a finite field F and n subspaces {L i } n i=1 such that w = αw({L i }) for some α > 0 we say that w has a linear representation over a finite field F . Example 2. Consider the following w ∈ Γ 3 w = (1, 1, 1, 2, 2, 2, 2).
Let e 1 and e 2 be independent vectors over GF (2) .
Thus w is binary linearly representable and by Theorem 2 it is entropic. It is easy to see that w is the entropy vector of (X 1 , X 2 , X 1 ⊕ X 2 ) where X 1 and X 2 are independent uniform random bits. 
Equations (7)- (10) require a few remarks. First, note that R out is a subset of Γ K+|E| , hence w ∈ R out does not necessarily represent an entropic vector. That is, equation (7) should interpreted as follows: in the pseudo-entropy vector w ∈ Γ K+|E| , the entry corresponding to all sources is equal to the sum of the entries corresponding to the individual sources. Had w been entropic, equation (7) would mean H(X
Note that for a network code using a fixed block length n, requiring the independence of (X 1 ) n , . . . , (X K ) n would result in the same linear constraint on the points in Γ K+|E| , namely, equation (7). The rest of the equations have an analogous interpretation. Equation (8) means that the entry corresponding to an outgoing edge of a source node is equal to the entry corresponding to that edge and the sources available at that node. For entropic w, this means that the entropy of the random variable assigned to an edge e for which S(o(e)) = ∅ is zero conditioned on the sources available at o(e). This should be true for any fixed block used, that is, if the sources available at a node are (X i ) n , . . . , (X j ) n , then each outgoing edge if a function of these blocks. Equations (9) and (10) have an analogous interpretation. To conclude, equations (7)-(10) define a polyhedral cone in Γ K+|E| which represents the independence, functional and decoding constraints in the network.
For any subset Q ⊆ R d , denote by Q| A the projection of Q on the set of coordinates A ⊆ {1, . . . , d}. The following lemma gives an outer bound on the rate region of a network. It is very similar to [9, Theorem 15.9] in the usage of the independence, functional and decoding constraints in the network in order to bound the rate region, and is included here for completeness. The main contribution of this work is not the actual outer bound R out , which, in fact, can be replaced by any polyhedral outer bound, but the proof that if the region R out satisfies certain properties (linear representability) then the rate region also has desirable properties. Specifically, if R out is linearly representable, then any point in the rate region can be implemented using simple linear operations in the internal nodes.
The inequalities composing R out are linear, hence result in a polyhedral cone representation for R out and Theorem 1 applies directly, giving
The representation given in (11) is useful because it allows us to easily 1 derive R out for specific small networks (using, for example, the software given in [11] ).
The following theorem is the main result in this work. It gives a sufficient condition under which it suffices to use linear coding operations at all internal nodes. Moreover, under this condition, although to date there is no complete characterization ofΓ * K+|E| , we know that the outer bound on the rate region is completely insideΓ * K+|E| . As a result, no non-Shannon inequalities govern the rate region of the network. NonNeg(w 1 , . . . , w m ) is asymptotically entropic, and hence NonNeg(w 1 , . . . , w m ) ⊆ Γ * l , where l is the size of the ground set. The proof is not, however, a direct extension of [13, Theorem 1] , where the authors prove thatΓ * n is a convex cone. The key is that one cannot use any auxiliary random variable to perform the convex combination between the random vectors since we require that all r η are linearly representable. The complete proof appears in [14] .
Lemma 2 implies that w ∈
proof sketch (Theorem 3): If ω ∈ R, then for any > 0 there exists a block length n, encoding functions g n e such that
where R e is the rate constraint on the edge e, and decoding functions h n t such that ∆ t ≤ , t ∈ T , where ∆ t is the probability of error in reconstructing the demands at terminal t. For information sources X 1 , . . . , X K , this code defines the random vector
whereĝ n e represents the global coding function on edge e. Denote its entropy vector by h Cn . The entropy vector h C n satisfies h C n ∈ Γ K+|E| and h C n ;(( (Xi) n (the entry in h C n corresponding to the joint entropy of all sources is equal to the sum of entropies corresponding to the individual sources). Moreover,
,d(e )=o(e))) (13) and
That is, the entries in h Cn satisfy the functional constraints with equality and the decoding constraint with an inequality (but with a small error when normalized by n). As a result, for large enough n, 1 n h C n is arbitrarily close to the polyhedral cone R out . Since the rays of R out are linearly representable, any point in R out can be approximated by a linearly representable point (Lemma 2). Thus, for any ζ > 0 and sufficiently large n we have
where r ζ ∈ R out is linearly representable. Associated with r ζ are K + |E| random variables X 1 , . . . ,X K , {X e } e∈E , which satisfy the following: The proof of [9, Theorem 15.6 ] is based on mapping the typical sequences of the original sources to those of the new random variables,X i in this case (with the appropriate block length), then, at each internal node, mapping the incoming sequences to the appropriate outgoing sequence using the fact that the functional constraint implies the existence of an appropriate function. Finally, when receiving the indices of the correct typical sequences at the decoders, mapping them back to the original inputs. Thus, we use the first step in the proof of [9, Theorem 15.6 ] to index the typical sequence of sources and map them to the typical (X i ) no , for the appropriate block size n 0 . Now, since auxiliary random variables {X i } are uniform, no compression is required, and the chosen sequence can be sent directly. At any internal node, since the auxiliary random variablesX e corresponding to an edge e are functions of the {X e }, e : d(e ) = o(e), they are linear functions of these variables, and the operation at the internal node is linear. At a terminal t, the values of (X i ) n 0 , i ∈ D(t) are recovered without loss, and translated back to the original typical source vectors.
A consequence of Theorem 3 is that all points in
can be represented as a convex combination of the entropies of m random vectors over a finite alphabet, independently of any block length n. Note that it suffices that the points {w i } m i=1 are entropic, and not necessarily linearly representable. We have 
can be represented as a convex combination of the random variables.
Finally, note that while finding a linear representation for the entropy vectors might require an exhaustive search and is complex for large networks, it is straightforward for small networks and results in non-trivial statements regarding their rate region.
IV. EXAMPLES
In this section, we analyze two examples: the first one is a simple 3-node network for which it is easy to follow the suggested method. Note that if condition (7) is removed, the outer bound applies and it is easy to see what are the points spanning the polyhedral cone and why are they linearly representable. The second example is 4-node network which includes non-multicast demands. Moreover, this is a network for which the cut-set bound does not give tight results. Using the method suggested in this paper, we conclude that the outer bound for the network is linearly representable and Theorem 3 applies. 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1) These pseudo-entropy vectors are easily seen to be linearly where {X i } are random symmetric independent bits.
Example 4. Consider the network given in Figure 2 . This network is analyzed in [9, Section 15.1.1], where it is shown that the min-cut max-flow bound cannot be achieved for this network. Yet, it is not hard to check that the polyhedral cone of the outer bound is linearly representable, hence the results of Theorem 3 apply. This example demonstrates that the condition for linear representability of the outer bound do not coincide with the tightness of the cut-set bound.
