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Abstract 
HromkoviE, .I., C.-D. Jeschke and B. Monien, Note on optimal gossiping in some weak-connected 
graphs, Theoretical Computer Science 127 (1994) 395-402. 
The problems of gossiping and broadcasting in one-way communication mode are investigated. 
Optimal algorithms for gossip problem are known only for the complete graphs, paths, some simple 
trees, and cycles. In this paper some lower bounds on gossiping in graphs with bridges or with edge 
disjoint cycles are proved. A direct consequence of these lower bounds is the construction of optimal 
gossip algorithms for some families of weak-connected graphs. 
Another question considered here is the relationship between the gossip problem and the 
broadcast problem. Gossiping cannot be more than twice as hard as broadcasting, and only for trees 
it is known that gossiping is exactly two times harder than broadcasting. Using the above- 
mentioned lower bounds some other graphs (having cycles) with this property are found. 
1. Introduction 
In this paper we shall investigate the problem of dissemination of information in 
some weak-connected graphs. Assume each node (processor) in a graph G (computing 
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network) has some piece of information. We shall study how efficiently information 
can be spread in G. Specifically we consider the “gossip” problem and the “broadcast” 
problem investigated already in several papers (see, for instance [ 1-13, 15-171). To 
solve a gossip problem for a graph G one has to find such communications via 
undirected edges of G that after these communications each node of G has learned the 
cumulative message (all pieces of information originally distributed in all nodes of G). 
To solve the broadcast (accumulation) problem for a given graph G and a given node 
u of G one has to find a communication strategy such that all nodes learn the piece of 
information residing in II (v learns the cumulative message of G). 
The complexity of broadcasting, accumulation and gossiping can be measured in two 
ways. One way is to consider the number of all messages exchanged among the nodes. 
This message complexity has been investigated in the early 1970s (see, for example 
[2, S]), and we shall not deal with it here. A second complexity measure, which we 
address here, is the number of rounds (communication steps) required to complete the 
task. What can happen in one round depends on the communication mode used. 
In this paper we shall investigate the one-way mode (also called the telegraph 
communication mode) and the two-way mode (also called the telephone communication 
mode). In these modes, in a single round, each node is active only via one of its 
adjacent edges and the communication is one-way and two-way, respectively. One 
assumes that each node active as a sender sends via the given edge the whole 
information it knows in one round (i.e. there is no bound on the number of pieces of 
information submitted in one round via an edge). A survey of investigation of these 
two modes can be found in [9]. 
Let r(G) (r’(G)) denote the necessary and sufficient number of rounds for gossiping 
in G in the one-way (two-way) mode. For a given G and a node v in G we denote 
b,(G)(b:(G)) the complexity of broadcasting for u and G in the one-way (two-way) 
mode. We define b(G) = max {b,(G) 1 u is a node in G} and b’(G)=max(b:(G) 1 u is 
a node in G}. One can easily see that b(G)= b’(G) for each graph G. We note that the 
accumulation (“census”) problem has the same complexity as the broadcast problem 
(to solve the accumulation problem one can take the rounds of a broadcast algorithm 
in a reverse order with messages flowing in the opposite direction), and so we will use 
no special notation for this complexity. We shall also use another measure for 
broadcasting. mb(G) =min {b,(G) I u is a node in G}. We note that both measures for 
broadcasting were already used in the literature, and to see a graph G for which mb(G) 
essentially differs from b(G), one may consider longer paths. 
There are only a few families of graphs for which the exact value r(G,) is known. 
Obviously, r(P,,) = n for n 2 3, where P, is the path (chain) of n nodes. For the complete 
graph K, of n vertices the upper bound on r(K,) and the lower bound on r(K,) differs 
at most by 1 (depending on n) [4-6, 141. Optimal gossip algorithms for some trees can 
be achieved by applying the results presented in [l]. Optimal or almost optimal 
gossip algorithms are designed for two-dimensional grids in [ 11, and for multidimen- 
sional grids in [4]. The last case for which r(G) is known is formulated in the next 
theorem. C, denotes the cycle (ring) of n nodes. 
Optimal gossiping in some weak-connected graphs 391 
Theorem 1.1 (HromkoviE, Jeschke and Monien [lo]). 
(a) r(c,)=n/2+rfi1 - 1 for n even, 
(b) +1)/2+rfi-i/2] ~~(cn)~(4)/2+rJ2(n+l)l for n odd. 
We note that the upper bound and the lower bound in (b) differ at most by 1, and 
that a slightly weaker version of Theorem 1.1 has been proved also in [4]. 
The first aim of our paper is to estimate the exact value of r(G) (in some cases also 
r’(G)) for some further families of graphs. To do it we shall use Theorem 1.1 and some 
lower-bounds arguments. In this way we obtain optimal gossip algorithms for some 
families of graphs which have at least one bridge or at least one cycle which is 
edge-disjoint from all other cycles in the graph. 
The second aim of this paper is to continue in the investigation of the relationship 
between r(G) and mb(G). Obviously, r(G)d2mb(G) for each graph G (the gossip 
algorithms can always be constructed as the concatenation of the accumulation 
algorithm to a node v and the broadcasting algorithm from the node v). An interesting 
question is: for which graphs does r(G)=2mb(G) hold, i.e. for which graphs is the 
simple concatenation of accumulation and broadcasting the optimal gossip algo- 
rithm? Bagchi et al. [l] have shown that r(T) = 2&(T) for any tree T. Here, we 
generalize the lower-bound argument from [l] to show such equality for some 
non-tree graphs (i.e. graphs with cycles). 
2. Results 
First, we give a general lower bound on r(G) for G having a bridge. This lower 
bound relates r(G) to mb(G) and to broadcasting in the components of G. 
Theorem 2.1. Let G be a graph with a bridge (u, u) whose removal (from G) divides 
G into two components G1 and G1. Then 
r(G)>mb(G)+ 1 +min{mb(G,),mb(G,)}. (1) 
Proof. Let T be the time unit in which at least one node of G has learned the whole 
cumulative message (i.e. all pieces of information distributed in G), and no node of 
G knows the cumulative message in the time unit T- 1 (i.e. after T- 1 rounds). Let 
G=(P’,E), G1=(V,,E,), G2=(I/Z,E2), UEV,, IX&, and let VT be the set ofall nodes 
that know the whole cumulative message after T rounds. We shall prove that either 
VT E V, or V, c V, . 
Let us prove this fact by contradiction. Let there exist two nodes VIE Vi n V, and 
v2e V, n VT. Since vi (v2) knows all pieces of information distributed in G2 (G,) after 
T rounds, and the whole information exchange between Gr and Gz flows through the 
edge (u, u), the whole cumulative message has flowed through the edge (v, u) in the first 
T rounds. So, the nodes v and u belong to VT. But this is impossible because when the 
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Fig. 1 
Fig. 2. 
last information exchange between u and u was from u(u) to v(u) in a round T’ d T then 
u(u) has learned the cumulative message already before this information exchange (i.e. 
before the round T). (See Fig. 1.) 
So, we have proved that either V, E VI or V, s V,. Without loss of generality, let us 
assume that VT G VI. Since the nodes in VT c VI know all pieces of information 
distributed in G2 we have that the node VE V, must also know all pieces of information 
distributed in G,. Since v$ Vr, v does not learn at least one piece of information 
distributed in G1 in the first T rounds. So, we need at least 1 +b,(G,) rounds 
to distribute this piece of information in Gz. Clearly, in case VT E & we need at 
least 1 +b,(Gr) rounds to finish the gossiping after T rounds. Since T>&(G) we 
obtain (1.) 0 
Now, let us show that Theorem 2.1 provides optimal lower bound for gossiping on 
some infinite class of graphs. 
Let us consider the graph R’ consisting of two cycles RI and RZ, each with n nodes, 
n even, connected by one edge (a, V) (see Fig. 2). 
Clearly, mb(R,)=mb(R,)=n/2, and mb(R’)=n/2+ 1. 
So, applying Theorem 2.1 (1) we obtain r(R’) B n + 2. 
An optimal algorithm for gossiping concentrates first the cumulative information in 
u in mb(G)=(n/2)+ 1 rounds and then it disseminates the cumulative message from 
u to all nodes in G in mb(G) rounds. 
So, for two connected cycles of the same size we have proved r(G) = 2mb(G), i.e., we 
have found graphs different from trees with the property that gossiping takes two 
times longer than broadcasting. We note that Theorem 2.1 provides optimal lower 
bounds for r(G) of several further graphs (see, for example, some trees, cycles 
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Fig. 3. 
connected by one simple path, etc.). Many of them have also the property: 
r(G)=2mb(G). (To be more precise, all of them for which mb(G)=b,(G,)+l= 
UGz)+ 1). 
Now, let us present a version of Theorem 2.1 providing lower bounds for the 
two-way communication mode. 
Theorem 2.2. Let G be a graph with a bridge (u,u) whose removal divides G into two 
components G1 and G2. Then 
r’(G)3mb’(G)+min{mb’(G,),mb’(G,)}. (2) 
Proof (sketch). As in the proof of Theorem 2.1 it can be proved that either VT E K for 
some i~{1,2} or that I$={u,u}. VT={ , > v u exactly in case when v and u make an 
information exchange in the Tth round. 
Clearly, if I$E F for some i~{1,2), then r’(G)aT+l +mb’(Gj)amb’(G)+ 
mb’(Gj) + 1 for the integer Jo { 1,2}, j # i. 
If VT= {u,u}, then r’(G)> T+max{mb’(G,),mb’(G,)}. 
So r’(G)Bmb’(G)+min{l+mb’(G,), 1+mb’(Gz),max(mb’(G1),mb’(G2))}. 0 
Considering the two connected cycles R’ from Fig. 2, Theorem 2.2 implies an 
optimal lower bound r’(R’)an+ 1. So R’ is an interesting example because the 
two-way mode decreases the complexity of gossiping only by 1. 
Now, we shall investigate gossiping in the so-called “flowers” (“cactuses”). A_flower 
is a graph G = (V, E) which contains at least one cycle (called the center) which is 
edge-disjoint from all other cycles in the graph G. We shall denote by k-$ower any 
flower whose center is a cycle with k vertices. To describe a k-flower we shall use 
a (k+ 1)-tuple ({vi, . . . . uk),Gl,G2, . . . . G,), where 01, . ..) uk form a cycle and 
Gi = (6, Ei) is a component obtained by removing the two edges of the center incident 
with DiE K (see Fig. 3). 
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Theorem 2.3. Let F,=({u,, . . . . v,>, G1, GZ, . . . . GJ, Gi=(K, Ei) be u k-flower such that 
b,,(Gi)=mb(Gi)=mb(Gj)for ~11 i,je{l,...,k}. 
Then, for every k 3 5: 
r(F,)~mb(F,)+mb(G,)+rJ2k- l/21 - 1 for each odd k, and 
r(Fk)),mb(F,J+mb(G,)+rJ2kl - 1 for each even k. 
(3) 
Proof. Let T be the time unit in which at least one node of Fk has learned the 
cumulative message, and no node of Fk knows the cumulative message in the time unit 
T- 1. Let VT be the set of all nodes that know the cumulative message after T rounds. 
Now, let us consider the following cases which will be solved separately. 
(1) 3i~{l, . . ..k} such that VT C_ E and V,n l/i’-{Ui} #8, 
(2) Im,d~{l,..., k},m#d, such that V,n(V,-{v,})#Q, and V,n V,#@, 
(3) VTs (Q,Q> . . ..Uk). 
Obviously, these three cases cover all possible contents of V,. 
(1) Let US first assume V, c I+(Ui} for some i~{l, . . . . k}. Since Ui~V,, Ui does not 
know all pieces of information distributed in Fk. But Vi has to learn all pieces of 
information distributed in nodes in ujzi 4 because all these pieces have to flow 
through Ui to any node in V, G K. So, vi has not learned at least one piece of 
information Ii distributed in K- {Vi}. This fact implies that also no node in ujzi vj 
has learned Ii in the first T rounds. This Ii has to be distributed to all nodes in 
Uj+i j { i> h’ h 9 Vu u w IC re uires at least 1 +Lk/2] +mb(G1) rounds. Since Tamb(Fk) we 
obtain 
G) r(F,)3mb(F,)+mb(Gl)+Lk/2 J + 1. 
Now, let us assume DiE VT and there is a UE VTn E- {Ui}. From the same reasons as 
above ui must learn all pieces of information distributed in nodes ujzi 5 before 
u does. This implies that there is a piece of information Ii originally distributed in 
K- {ui} which is unknown for vi (and also for all nodes in uj+i vj) after T- 1 rounds. 
Thus Di learns li in the Tth round and vi must distribute Ii to all nodes in Ujzi vj, 
which implies the following lower bound on mb(F,): 
(ii) r(F,)~mb(F,)+mb(G,)+Lk/2J. 
(2) Let thereexist m,d~{l,...,k} such that V,n(V,-{u,})#@ and V,n V,#@. We 
shall show that this assumption leads to a contradiction with the definition of VT, i.e., 
we shall prove that case 2 cannot appear. 
Let U,E V,n( V, - {urn}) and let QE VTn Vd. Since u, has learned the cumulative 
message u, has learned in the first T rounds all pieces of information distributed in 
Uj+rn y. Since u,, has learned the cumulative message in the first T rounds v, has 
learned all pieces of information distributed in V,. So, U,E VT. 
Since u,,,#u~ we obtain that u, has learned all pieces of information distributed in 
V, after T’< T rounds. Since v, #u, we obtain that v, has learned all pieces of 
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information distributed in u jrm vj after i% T rounds. Thus, we obtain that v, has 
learned the cumulative message after max { T’, T} rounds. Since max{ T’, i;} < T this 
is a contradiction. 
(3) Let VTE {vl,vz, . . . . vk}. Let T be the minimal number of rounds after that 
the node vi has learnt all pieces of information distributed in ujz, 4. Let 
T,=max{z( l<i<k}. 
Clearly, r(F,J), TM +mb(G1) because there exists at least one mE{ 1, . . . . k} and at 
least one piece I’ of information that no node in V,- {urn} has learned I’ after 
TM rounds. Now, let us prove a lower bound on the number of rounds TM by reducing 
this problem to gossiping in cycles. 
Let T’ be the first round after which at least one vi~{vl, . . . . vk} has learned 
all pieces of information distributed in &. Thus, at the end of the round T’ 
no node viE{Ur,..., vk} has learned the whole information distributed in 4 for 
any j#i. 
Clearly, after TM rounds each cycle node vi, for 1~ i < k, has learned the cumulative 
message. So, some subset of mails made in the gossip algorithm for Fk between the 
round T’+ 1 and the round TM can be viewed as a gossip algorithm for the cycle 
Ck with the nodes vl, . . ..Q. Therefore TM> T’+r(Ck)>mb(G1)+r(Ck), because 
T’>mb(G1). 
Since mb(F,)drk/21+max{b,,(GJ l<i<k}=rk/21+mb(G,), we obtain 
(iii) r(Fk)3TM+mb(GI)>mb(Fk)+mb(GI)+r(Ck)-[k/21. 
Now, it is sufficient to take (i)-(iii), and since k>r(Ck) for any k>,5 we obtain the 
lower bound (3) by applying Theorem 1.1. 0 
Now, let us show that the lower bound proved in Theorem 2.3 is optimal. 
Lemma 2.4. Let Fk=({vl ,..., Vk},Gl, . . . . Gk), Gi =( 6, Ei) be SUCK u k-$ower that 
b,,(Gi)=mb(Gi)=mb(Gj)for all i,jg{l,...,k). Then,for every k>5, k even 
r(Fk)=mb(Fk)+mb(G,)+rd%l -1. (4) 
Proof. An algorithm for gossiping on Fk can work as follows. First, in bui(Gi) = mb(G,) 
rounds, each cycle-node vi accumulates the pieces of information distributed in K. 
Then the optimal algorithms for gossiping on a cycle Ck is used for gossiping the 
cumulative message to the vertices v1 , v2, . . . , vk. Finally, each cycle-node vi sends the 
cumulative message to all nodes in K. 
So, the complexity of our algorithm is mb(G,)+r(C,)+mb(GI)=mb(Fk)+ 
mb(GI)+rJ2kl - 1 because mb(Fk)=k/2+mb(G,). 0 
Note, that one can also directly formulate a version of Lemma 2.4 for odd k’s. 
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3. Conclusion 
We have found some further classes of graphs for which r(G) can be exactly 
estimated and/or r(G)=2mb(G). One interesting problem is to try to estimate r(G) 
also for more strongly connected graphs than the ones considered here. It is especially 
important to do this for some known computing networks. However, this problem is 
difficult since we do not know optimal broadcast algorithms for most of these 
networks [3,9-l 1,15,17], and to estimate b(G) seems in most cases to be much easier 
than to estimate r(G). 
Another interesting problem is to try to find some graphs without bridges with the 
property: r(G) = 2&(G). 
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