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LA CONJECTURE DE KASHIWARA–VERGNE
[d’apre`s Alekseev et Meinrenken ]
par Charles TOROSSIAN
INTRODUCTION
En 1978, M. Kashiwara et M. Vergne ont conjecture´ dans [KV] une proprie´te´ remar-
quable et universelle sur la se´rie de Campbell-Hausdorff d’une alge`bre de Lie re´elle g de
dimension finie. Cette proprie´te´ conjecturale admet comme corollaire l’isomorphisme
de Duflo entre le centre de l’alge`bre enveloppante de g et les invariants de l’alge`bre
syme´trique. Cette conjecture a e´te´ de´montre´e en toute ge´ne´ralite´ par A. Alekseev et
E. Meinrenken en 2005 et publie´e en 2006 a` Inventiones [AM06].
Ce texte se de´compose de la fac¸on suivante ; on rappelle dans un premier temps
des re´sultats e´le´mentaires sur la formule de Campbell-Hausdorff et la syme´trisation.
On introduit ensuite la conjecture de Kashiwara–Vergne, en expliquant ses origines
et ses conse´quences. La troisie`me section est consacre´e a` la preuve d’Alekseev et
Meinrenken. On a re´sume´, dans l’appendice, la construction de Kontsevich pour la
quantification des crochets de Lie qu’il nous a semble´ ne´cessaire de rappeler pour une
bonne compre´hension du texte.
Je remercie A. Alekseev, B. Keller, D. Manchon, F. Rouvie`re et M. Vergne pour leurs
commentaires, suggestions et ame´liorations lors de la relecture de ce texte.
1. FORMULE DE CAMPBELL-HAUSDORFF ET SYME´TRISATION
1.1. La formule de Campbell-Hausdorff
Soit g une alge`bre de Lie de dimension finie sur R. D’apre`s le the´ore`me de Lie, il
existe un groupe de Lie re´el G, connexe et simplement connexe d’alge`bre de Lie g et
une application exponentielle note´e exp
g
qui de´finit un diffe´omorphisme local en 0 ∈ g
sur G.
Il en re´sulte que l’on peut lire la loi de groupe de G en coordonne´es exponentielles.
C’est la fameuse formule de Campbell-Hausdorff. En d’autre termes, pour X, Y proches
de 0 dans g, il existe une se´rie en des polynoˆmes de Lie, convergente et a` valeurs dans
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g, note´e Z(X, Y ) telle que l’on ait
exp
g
(X) ·G expg(Y ) = expg
(
Z(X, Y )
)
.
Les premiers termes de la se´rie de Campbell-Hausdorff sont bien connus et s’e´crivent
(1) Z(X, Y ) = X + Y +
1
2
[X, Y ] +
1
12
[X, [X, Y ]] +
1
12
[Y, [Y,X ]]+
1
48
[Y, [X, [Y,X ]]]−
1
48
[X, [Y, [X, Y ]]] + · · · .
Il existe de nombreuses expressions de Z(X, Y ) en terme de crochets ite´re´s (cf. § 5.1)
ou e´crites de manie`re re´cursive (cf. [Va] page 118). Une difficulte´ majeure concernant
la formule de Campbell-Hausdorff est qu’il n’existe pas de base de l’alge`bre de Lie libre
qui soit particulie`rement commode pour effectuer des calculs(1). La quantification de
Kontsevich donne une autre fac¸on d’e´crire la formule de Campbell-Hausdorff comme
rappele´ en § 4.2.
1.2. Syme´trisation et application exponentielle
La syme´trisation β est un isomorphisme d’espaces vectoriels entre l’alge`bre
syme´trique de g note´e S[g] et l’alge`bre enveloppante de g note´e U(g) ; c’est une
version du the´ore`me de Poincare´-Birkhoff-Witt. La syme´trisation commute a` l’action
adjointe (resp. aux de´rivations adX) et ve´rifie la condition pour X ∈ g,
β(Xn) = Xn.
On en de´duit la formule, pour Xi ∈ g,
β(X1 · · ·Xn) =
1
n!
∑
σ∈Σn
Xσ(1) · · ·Xσ(n).
Il existe plusieurs fac¸ons de voir l’alge`bre S[g] ; comme alge`bre syme´trique, comme
alge`bre des fonctions polynomiales sur g∗, comme alge`bre des ope´rateurs diffe´rentiels
invariants par translation sur g (ie. a` coefficients constants) et enfin comme alge`bre
pour la convolution des distributions de support 0. On peut voir U(g) comme l’alge`bre
enveloppante universelle, l’alge`bre des ope´rateurs diffe´rentiels invariants a` gauche sur
G et enfin l’alge`bre pour la convolution des distributions supporte´es par l’origine de G.
La formule de Taylor e´nonce que l’on a l’e´galite´ de distributions formelles eX = δX ,
avec δX la masse de Dirac au point X . On a donc dans une comple´tion ade´quate
de U(g) :
(2) β(δX) = β(e
X) =
∑
n≥0
Xn
n!
= δexp
g
(X),
(1)Les bases de Hall, par exemple sont de´finies de manie`re re´cursive. Par ailleurs il existe une base
qui permet d’e´crire la formule de Campbell-Hausdorff en utilisant des combinaisons a` coefficients
complexes [Kly].
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ou` δexp
g
(X) est la distribution ponctuelle au point expg(X) dans G.
La syme´trisation envoie donc la distribution δX sur la distribution δexp
g
(X) ; c’est donc
l’application exponentielle au niveau des distributions, car on a (exp
g
)∗(δX) = δexp
g
(X).
On peut ramener, via l’application β, le produit de U(g), en un produit associatif dans
S[g]. C’est l’e´toile produit de Gutt(2) [Gu], re´alisant la quantification par de´formation
de l’alge`bre de Poisson S[g]. On a donc pour w, v dans S[g]
(3) w ⋆
Gutt
v := β−1(β(w)β(v)).
Comme distribution de support 0 on aura donc
Lemme 1.1. — Pour w, v des e´le´ments de S[g], β−1(β(w)β(v)) correspond a` la distri-
bution de support 0 ∈ g de´finie pour f , fonction test sur g, par la formule :
〈 β−1(β(w)β(v)), f 〉 := 〈w(X)⊗ v(Y ), f(Z(X, Y )) 〉.
1.3. Le centre de l’alge`bre enveloppante et l’isomorphisme de Duflo
Comme la syme´trisation β commute aux de´rivations, c’est aussi un isomorphisme
d’espaces vectoriels de S[g]g sur U(g)g (les invariants pour l’action adjointe).
Dans [Du77] en utilisant les ide´aux primitifs dans l’alge`bre enveloppante, Duflo
montre que pour toute alge`bre de Lie de dimension finie sur un corps de caracte´ristique
nulle, S[g]g et U(g)g sont isomorphes comme alge`bres et exhibe un isomorphisme. Ce
re´sultat ge´ne´ralise celui de Dixmier [Dix] dans le cas nilpotent, de Duflo dans le cas
re´soluble [Du70] et d’Harish-Chandra [HC] dans le cas semi-simple et s’inscrit dans
l’esprit de la me´thode des orbites initie´e par Kirillov.
On notera par j(X) le de´terminant jacobien de la fonction exp
g
(cf. § 5.2), a` savoir
la fonction de´finie par
(4) j(X) = detg
(
1− e−adX
adX
)
= exp
(
−trg
adX
2
)
detg
(
sinh(adX
2
)
adX
2
)
.
Cette fonction va intervenir de manie`re cruciale dans la suite.
Notons S[[g⋆]] l’alge`bre des se´ries formelles en les e´le´ments de g∗. La se´rie formelle j
1
2
est donc dans S[[g⋆]]. C’est donc un ope´rateur diffe´rentiel sur g∗ d’ordre infini a` coeffi-
cients constants que l’on note j
1
2 (∂). La formule de Duflo s’e´crit alors pour P ∈ S[g],
γ(P ) := β
(
j
1
2 (∂)P
)
.(5)
(2)C’est a` dire que l’e´toile produit s’exprime comme un se´rie formelle d’ope´rateurs bi-diffe´rentiels sur
g
∗ a` coefficients polynomiaux.
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C’est clairement un isomorphisme d’espaces vectoriels de S[g] sur U(g), qui commute
aux de´rivations adX .
The´ore`me 1.2 ([Du77]). — L’application γ ci-dessus est un isomorphisme d’alge`bres
de S[g]g sur U(g)g.
Ce the´ore`me est non trivial. Dans [Ko] Kontsevich montre par un argument d’homo-
topie que S[g]g et U(g)g sont isomorphes comme alge`bres et en de´duit qu’il s’agit de
l’isomorphisme de Duflo(3) ; ce re´sultat s’e´tend automatiquement aux super-alge`bres de
Lie et Kontsevich montre que les alge`bres de cohomologie H(g, S[g]) et H(g, U(g)) sont
isomorphes(4). Dans [PT] on ve´rifie qu’il s’agit encore de la formule de Duflo e´tendue a`
la cohomologie(5). On dispose donc d’une de´monstration qui n’utilise pas la the´orie des
repre´sentations.
Afin d’e´tendre l’isomorphisme de Duflo aux germes de distributions invariantes, Ka-
shiwara et Vergne sugge`rent dans [KV] une me´thode base´e sur une de´formation de la
formule de Campbell-Hausdorff. Ces techniques sont connues aujourd’hui sous le vocable
“me´thode de Kashiwara–Vergne”. En quelque sorte on cherche a` lire l’isomorphisme de
Duflo sur la formule de Campbell-Hausdorff.
2. LA CONJECTURE COMBINATOIRE DE KASHIWARA–VERGNE
2.1. Notations
Soient (ei)i=1,...,d une base de g, (e
∗
i )i=1,...,d la base duale et X =
∑d
i=1 xiei. Pour
X 7→ A(X) une fonction re´gulie`re de g dans g (c’est a` dire un champ de vecteurs sur
g) on de´signe le champ adjoint associe´ par
(6) [X,A(X)] · ∂X =
d∑
i=1
〈 e∗i , [X,A(X)] 〉
∂
∂xi
.
On note aussi ∂XA la diffe´rentielle de A en X ; c’est une application line´aire de g dans g.
2.2. E´nonce´ de la conjecture combinatoire
Soit g une alge`bre de Lie de dimension finie sur R. Pour X, Y ∈ g on note Z(X, Y )
la se´rie de Campbell-Hausdorff de´finie par
Z(X, Y ) = log
(
exp
g
(X) ·
G
exp
g
(Y )
)
.
(3)L’argument utilise la forme a priori de l’isomorphisme obtenu compare´ a` celui de Duflo.
(4)En degre´ 0 on retrouve les alge`bres d’invariants S[g]g et U(g)g.
(5)Ce re´sultat est aussi cite´ dans [Sh] comme un travail en commun avec Kontsevich, mais non publie´.
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Dans tout ce qui suit nous travaillons au niveau des se´ries formelles mais des argu-
ments e´le´mentaires montrent que toutes les se´ries formelles que nous manipulons sont
convergentes dans un voisinage de (0, 0).
La conjecture combinatoire de Kashiwara–Vergne [KV] s’e´nonce de la manie`re sui-
vante :
The´ore`me 2.1 (Conjecture KV 78). — Notons Z(X, Y ) la se´rie de Campbell-
Hausdorff. Il existe des se´ries F (X, Y ) et G(X, Y ) sur g ⊕ g sans terme constant
et a` valeurs dans g telles que l’on ait
(7) X + Y − log(exp
g
(Y ) · exp
g
(X)) =
(
1− e−adX
)
F (X, Y ) +
(
eadY − 1
)
G(X, Y )
et telle que l’identite´ de trace suivante soit ve´rifie´e
(8) trg(adX ◦ ∂XF +adY ◦ ∂YG) =
1
2
trg
(
adX
eadX − 1
+
adY
eadY − 1
−
adZ(X, Y )
eadZ(X,Y ) − 1
− 1
)
.
Remarque 2.2. — La conjecture porte sur l’existence d’un couple (F,G) de solutions
universelles(6) ve´rifiant les e´quations ci-dessus. Par ailleurs, si un tel couple convient
alors le couple
(G(−Y,−X), F (−Y,−X))
est aussi une solution. On peut donc rechercher des solutions syme´triques c’est a` dire
ve´rifiant G(X, Y ) = F (−Y,−X). Pour de telles solutions on s’aperc¸oit facilement que
les termes a` l’ordre 1 en Y sont uniquement de´termine´s [AP], ce qui peut faire espe´rer
l’unicite´ d’une solution syme´trique(7).
Remarque 2.3. — L’e´quation (7) peut se re´soudre comple`tement dans l’alge`bre tenso-
rielle engendre´e par X, Y . Puis en utilisant l’idempotent de Dynkin (cf. § 5.1) on peut
exhiber toutes les solutions de (7) (cf. [B]). La difficulte´ majeure de cette conjecture est
donc l’e´quation de trace (8).
Remarque 2.4. — Les e´quations (7) et (8) forment un syste`me affine a` coefficients ra-
tionnels. Si on dispose d’une solution a` coefficients re´els, alors il existera une solution
a` coefficients rationnels. Expliciter une solution rationnelle est un proble`me inte´ressant
que l’on peut poser.
(6)C’est a` dire des e´le´ments d’une comple´tion de l’alge`bre de Lie libre universelle engendre´e par X,Y .
L’alge`bre de Lie libre sur un espace vectoriel V est naturellement gradue´e ainsi que son alge`bre enve-
loppante, qui est l’alge`bre associative libre sur V ; par exemple, l’e´le´ment [X,Y ] = XY − Y X est de
degre´ 2. La comple´tion consiste a` conside´rer les se´ries de termes homoge`nes dont les degre´s tendent
vers l’infini [Se].
(7)Ce point est encore conjectural.
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2.2.1. La solution conjecturale de Kashiwara–Vergne. — Dans leur article, Kashiwara
et Vergne proposent un couple syme´trique (F 0, G0) de se´ries de Lie universelles et
montrent, dans le cas re´soluble, que ce couple ve´rifie la condition de trace (8). Nous
suivons l’article [Rou86] qui propose une re´e´criture de ce couple conjectural.
Notons ψ la fonction analytique au voisinage de 0 de´finie par
ψ(z) =
ez − 1− z
(ez − 1)(1− e−z)
.
Soit Z(t) = Z(tX, tY ) et posons
F 1(X, Y ) =
(∫ 1
0
1− e−t adX
1− e−adX
◦ ψ(adZ(t))dt
)
(X + Y )
et G1(X, Y ) = F 1(−Y,−X). Posons alors
F 0(X, Y ) =
1
2
(
F 1(X, Y ) + eadXF 1(−X,−Y )
)
+
1
4
(Z(X, Y )−X)
et G0(X, Y ) = F 0(−Y,−X).(8)
Par construction (cf. [KV], [Rou86]) ce couple (F 0, G0) ve´rifie la premie`re
e´quation (7). Dans leur article Kashiwara et Vergne conjecturent que (F 0, G0) ve´rifie
l’e´quation de trace (8) et ve´rifie ce fait dans le cas des alge`bres de Lie re´solubles.
2.2.2. Historique des re´sultats. — Dans [Rou81], Rouvie`re ve´rifient la conjecture dans
le cas sl(2,R) pour le couple (F 0, G0) ci-dessus.
En 1999 dans [Ve] Vergne de´montre la conjecture dans le cas quadratique, c’est a`
dire pour une alge`bre de Lie munie d’une forme biline´aire invariante et non de´ge´ne´re´e ;
les alge`bres re´ductives mais aussi g⊕g∗ avec g quelconque, sont quadratiques. L’article
[Ve] suit les ide´es de [AM00] concernant l’isomorphisme de Duflo pour les alge`bres
de Lie quadratiques. Dans [AM02] Alekseev et Meinrenken proposent, toujours dans
le cas quadratique, une solution diffe´rente en utilisant la ge´ome´trie de Poisson et le
“Moser trick”. Toutefois dans [AP] il est montre´ que ces solutions du cas quadratique
ne sont pas universelles, c’est a` dire qu’elles ne re´solvent pas la conjecture pour toutes
les alge`bres de Lie.
Enfin A. Alekseev et E. Meinrenken [AM06] ont de´montre´ en mai 2005 la conjecture
combinatoire en utilisant une de´formation de la se´rie de Campbell-Hausdorff de´crite
dans [To] et re´sultant de la quantification de Kontsevich [Ko]. Le lien avec le couple
conjectural (F 0, G0) n’y est cependant pas aborde´.
(8)E´crivons pour simplifier x = adX et y = adY . Des calculs fastidieux dans les anne´es 80, mais que
l’on peut maintenant effectuer sur ordinateur montrent que les premiers termes s’e´crivent (jusqu’a`
l’ordre 4) : F 0(X,Y ) = 14Y +
1
24xY −
1
48x
2Y − 148yxY −
1
180x
3Y − 1480yx
2Y + 1360y
2xY + . . .
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2.3. Origine et conse´quences de cette conjecture
Cette e´galite´ sur les traces peut sembler e´trange mais elle est une conse´quence natu-
relle de l’inte´gration par partie. Expliquons un peu tout ceci ce qui motivera le lecteur.
2.3.1. Transport de la convolution. — Un des buts de l’article de Kashiwara–Vergne
est de de´montrer, pour les distributions invariantes, le transport du produit de convo-
lution par l’application exponentielle.
Plus pre´cise´ment il s’agissait de montrer le re´sultat conjectural (9) suivant assurant
que l’on peut transporter la convolution sur g en la convolution sur G. Ce point est
important car les caracte`res des repre´sentations irre´ductibles sont des solutions propres
pour le centre de U(g) et exprime´s en coordonne´es exponentielles deviennent alors des
solutions propres des ope´rateurs diffe´rentiels invariants a` coefficients constants(10).
Ce the´ore`me fut de´montre´ par la suite dans [ADS], [AST], [Mo] comme corollaire de
la quantification de Kontsevich.
The´ore`me 2.5 ([ADS], [AST], [Mo]). — Soient w et v deux germes de distributions
invariantes au voisinage de 0 dans g et ve´rifiant une certaine condition de support (11)
afin d’assurer un sens a` la convolution. On a
(9) 〈 w ⊗ v ,
j
1
2 (X)j
1
2 (Y )
j
1
2 (Z(X, Y ))
f(Z(X, Y )) 〉 = 〈 w ⊗ v , f(X + Y ) 〉
avec f une fonction C∞ dans un voisinage de 0 et a` support compact.
De´finition 2.6. — On appellera fonction de densite´ le quotient
D(X, Y ) :=
j
1
2 (X)j
1
2 (Y )
j
1
2 (Z(X, Y ))
.
2.3.2. De´formation par dilatation. — L’ide´e de base de l’article [KV] est de conside´rer
la de´formation naturelle de l’alge`bre de Lie g qui consiste a` remplacer le crochet
[X, Y ] par t[X, Y ] pour t ∈ [0, 1]. La se´rie de Campbell-Hausdorff est change´e en
Zt(X, Y ) =
1
t
Z(tX, tY ). Remarquons que cette expression est bien de´finie pour t = 0
et on obtient Z0(X, Y ) = X + Y .
On de´duit de la diffe´rentielle de l’application exponentielle (cf. §5.3), que l’e´quation (7)
est e´quivalente a` l’e´quation diffe´rentielle suivante
(10)
∂
∂t
Zt(X, Y ) = [X,Ft(X, Y )] · ∂XZt(X, Y ) + [Y,Gt(X, Y )] · ∂Y Zt(X, Y ),
(9)Conjecture aussi formule´e par Ra¨ıs.
(10)L’e´valuation sur une orbite de´finit alors un caracte`re pour S[g]g.
(11)On peut demander par exemple que les supports asymptotiques de u en 0 (resp. v), note´ Cu (resp.
Cv), ve´rifient Cu ∩ −Cv = {0}.
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ou` on a note´ Ft(X, Y ) =
1
t
F (tX, tY )(12).
Notons q(X) la fonction detg
(
sinh adX
2
adX
2
)
. En utilisant la formule(13)
ln(q(X)) =
∑
n≥1
b2ntrg(adX)
2n
(2n)!2n
,
on trouve facilement [KV] :
(11) j−
1
2 (tX)
∂
∂t
j
1
2 (tX) =
1
2
trg
(
adX
exp(t adX)− 1
−
1
t
)
.
Compte tenu de la de´formation en le parame`tre t, il suffit de de´montrer qu’on a l’e´galite´
pour tout t ∈ [0, 1],
(12) 〈 w ⊗ v ,
j
1
2 (tX)j
1
2 (t Y )
j
1
2 (t Zt(X, Y ))
f(Zt(X, Y )) 〉 = 〈 w ⊗ v , f(X + Y ) 〉.
L’ide´e est maintenant simple, il suffit de demander que la de´pendance en t soit triviale,
c’est a` dire que la de´rive´e par rapport a` t soit nulle.
2.3.3. Calcul de la de´rive´e en t. — Notons Dt(X, Y ) la fonction de densite´
Dt(X, Y ) = D(tX, tY ) =
j
1
2 (tX)j
1
2 (tY )
j
1
2 (tZt(X, Y ))
.
On peut remplacer j par q dans cette formule, la fonction de densite´ reste la meˆme. On
a facilement compte tenu des e´quations (10) et (11),
(13)
∂
∂t
Dt(X, Y ) =
1
2
trg
(
adX
et adX − 1
+
adY
et adY − 1
−
adZt(X, Y )
et adZt(X,Y ) − 1
−
1
t
)
Dt(X, Y )+
[X,Ft(X, Y ))] · ∂XDt(X, Y ) + [Y,Gt(X, Y ))] · ∂YDt(X, Y ).
Pour simplifier on va noter :
(14) T (X, Y ) =
1
2
trg
(
adX
eadX − 1
+
adY
eadY − 1
−
adZ(X, Y )
eadZ(X,Y ) − 1
− 1
)
.
Par conse´quent le premier terme du second membre de (13) est 1
t
T (tX, tY ). Ce calcul
se justifie comme suit ; le premier terme dans le membre de droite (13) re´sulte de la
de´rive´e par rapport a` t dans les termes j
1
2 (t·) et le second terme re´sulte de la de´rive´e
en t dans Zt. Plus pre´cise´ment compte tenu de (10) il vient que pour toute fonction φ
on a
(15)
∂
∂t
φ (Zt(X, Y )) = [X,Ft(X, Y )] ·∂Xφ (Zt(X, Y ))+ [Y,Gt(X, Y )] ·∂Y φ (Zt(X, Y )) .
(12)Comme F (0, 0) = (0, 0) cette expression est bien de´finie pour t = 0.
(13)Voir §5.2 pour les nombres de Bernoulli bn.
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Le champ de vecteurs [X,Ft(X, Y )] · ∂X + [Y, Ft(X, Y )] · ∂Y agit trivialement sur la
fonction j
1
2 (tX)j
1
2 (tY ) car cette dernie`re est invariante en chaque variable sous l’action
adjointe,n par conse´quent la de´rive´e du terme en Zt s’e´crit bien comme annonce´e.
On peut maintenant terminer le calcul de la de´rive´e dans (12). Il vient
(16)
∂
∂t
(Dt(X, Y )f(Zt(X, Y ))) =(
[X,Ft(X, Y )] · ∂X + [Y,Gt(X, Y )] · ∂Y
)
(Dt(X, Y )f(Zt(X, Y ))) +
1
t
T (tX, tY )Dt(X, Y )f(Zt(X, Y )).
On est donc amene´ a` calculer l’action a` droite(14) du champ de vecteurs [X,Ft(X, Y )] ·
∂X + [Y, Ft(X, Y )] · ∂Y sur la distribution w ⊗ v. Compte tenu de l’invariance de cette
distribution on a,
(17) w ⊗ v
(
[X,Ft(X, Y ))] · ∂X + [Y, Ft(X, Y ))] · ∂Y
)
=
− w ⊗ v
(
trg
(
adX ◦ ∂XFt(X, Y ) + adY ◦ ∂YGt(X, Y )
))
.
Pour conclure au transport de la convolution dans (9) il suffit de demander que l’on ait
pour tout t :
(18)
1
t
T (tX, tY )− trg
(
adX ◦ ∂XFt(X, Y ) + adY ◦ ∂YGt(X, Y )
)
= 0.
La conjecture combinatoire de Kashiwara–Vergne est pre´cise´ment cette
e´galite´.
Remarque 2.7. — Si l’e´galite´ (7) (ou bien (10)) est ve´rifie´e, alors l’e´quation (8) est
e´quivalente a` l’e´quation (19) suivante
(19)
∂
∂t
Dt(X, Y ) =
(
[X,Ft(X, Y )] · ∂x + [Y,Gt(X, Y )] · ∂y
)
Dt(X, Y )+(
trg
(
adX ◦ ∂XFt(X, Y ) + adY ◦ ∂YGt(X, Y )
))
Dt(X, Y ).
2.3.4. Isomorphisme de Duflo. — On de´duit comme cas particulier du transport de la
convolution (9) le corollaire suivant :
Corollaire 2.8. — Le the´ore`me 2.5 ge´ne´ralise l’isomorphisme de Duflo.
(14)En effet les distributions sont plutoˆt un module a` droite sur les champs de vecteurs. Cette action
a` droite n’est utilise´e qu’a` cet endroit du texte.
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Preuve — En effet pour P,Q ∈ S[g]g conside´re´es comme des distributions invariantes
de support 0 et pour toute fonction test f , on a d’apre`s le the´ore`me 2.5 applique´ a`
j1/2f ,
〈P ⊗Q, j
1
2 (X)j
1
2 (Y )f(Z(X, Y )) 〉 = 〈P ⊗Q, (j1/2f)(X + Y ) 〉 = 〈 j
1
2 (∂)(PQ), f 〉.
On a donc
〈 j
1
2 (∂)P ⊗ j
1
2 (∂)Q, f(Z(X, Y )) 〉 = 〈 j
1
2 (∂)(PQ), f 〉.
Et d’apre`s le lemme 1.1, le membre de gauche correspond a` l’e´le´ment
β−1
(
β
(
j
1
2 (∂)P
)
β
(
j
1
2 (∂)Q
))
,
tandis que le membre de droite correspond a` j
1
2 (∂)(PQ). On en de´duit que l’on a bien
la formule de Duflo sur les e´le´ments invariants,
β
(
j
1
2 (∂)(PQ)
)
= β
(
j
1
2 (∂)P
)
β
(
j
1
2 (∂)Q
)
.
3. PREUVE DE LA CONJECTURE COMBINATOIRE DE
KASHIWARA–VERGNE
On explique dans cette section les deux re´sultats principaux de [AM06], a` savoir la
preuve de la conjecture de Kashiwara–Vergne et l’extension de l’isomorphisme de Duflo
a` toute la cohomologie comme corollaire. Le texte suit essentiellement l’article [AM06].
On pose dans un premier temps des de´finitions utiles.
3.1. Notations
3.1.1. Application de Duflo sur les distributions. — On fixe un voisinage syme´trique
U de 0 dans g sur lequel exp
g
est un diffe´omorphisme sur son image U = exp
g
(U). On
suppose j > 0 sur U . L’application de Duflo sur les distributions a` support compact
Duf = (exp
g
)⋆ ◦ j
1/2 : D′comp(U) → D
′
comp(U),
est alors bien de´finie. On rappelle que l’on a note´ D(X, Y ) = j
1/2(X)j1/2(Y )
j1/2(Z(X,Y ))
la fonction
de densite´.
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3.1.2. Produit m. — On fixe alors un voisinage O de 0 dans g suffisamment petit, tel
que exp
g
(O) exp
g
(O) ⊂ U et tel que la se´rie de Campbell-Hausdorff Z de´finisse une
fonction re´gulie`re de O ×O dans U .
La convolution des distributions a` support compact dans exp
g
(O) est alors bien
de´finie et on peut remonter le produit de convolution de G via l’application de Duflo
en un produit sur D′comp(O) ; c’est la formule du the´ore`me 2.5. On note ce produit
(20) m = Z⋆ ◦D : D
′
comp(O ×O) → D
′
comp(U).
3.1.3. De´formation par dilatation mt. — Utilisons la de´formation du crochet de Lie :
[X, Y ]t = t[X, Y ] et notons gt cette nouvelle alge`bre de Lie. Pour t = 0 on trouve le
crochet trivial, et pour t 6= 0 c’est une alge`bre isomorphe a` g.
La se´rie de Campbell-Hausdorff pour gt s’e´crit Zt(X, Y ) =
1
t
Z(tX, tY ) et la fonction
de densite´ vaut Dt(X, Y ) = D(tX, tY ). On en de´duit comme pre´ce´demment un produit
mt sur D
′
comp(
1
t
O)
mt = (Zt)⋆ ◦Dt : D
′
comp(
1
t
O ×
1
t
O) → D′comp(
1
t
U).
3.1.4. De´rive´e de Lie. — La de´rive´e de Lie de l’action adjointe sur les fonctions f ∈
C∞(g) est de´finie pour v ∈ g par
(L(v)f)(X) = [X, v] · ∂Xf.
Si u est une distribution et f une fonction test, alors par de´finition(15) on a
〈L(ei)u, f〉 = −〈u, L(ei)f〉. Une distribution est dite invariante sur elle est annule´e par
les L(ei) pour i = 1, . . . , n
(16).
Soit X 7→ A(X) = A1(X)e1 + . . . + An(X)en est un champ de vecteurs sur g.
Alors la de´rive´e de Lie L(A) vaut
∑
iAiL(ei) sur les fonctions et
∑
i L(ei) ◦ Ai sur les
distributions.
3.1.5. Structure de Lie sur C∞(g × g, g × g). — On de´finit une structure de Lie
[ , ]Lie sur les fonctions C
∞(g× g, g× g) en demandant que
β = (F (X, Y ), G(X, Y )) 7→ Ξβ = [X,F (X, Y )] · ∂X + [Y,G(X, Y )] · ∂Y
soit un morphisme lorsqu’on munit les champs de vecteurs sur g×g du crochet standard.
(15)Il n’y aurait pas de signe − si on prenait l’action a` droite.
(16)On rappelle que (ei)i est une base de g.
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Explicitement on a pour β, γ ∈ C∞(g × g, g × g) en utilisant la de´rive´e de Lie L(β)
du champ de vecteurs sur g× g(17) ,
[β, γ]Lie = L(β)γ − L(γ)β + [β, γ]g×g.
3.2. Reformulation de la conjecture
Dans leur article Alekseev et Meinrenken utilisent une reformulation plus ge´ome´trique
de la conjecture de Kashiwara–Vergne.
Pour cela il est commode d’utiliser la base de g× g et les de´rive´es de Lie de l’action
adjointe de g× g. On notera (eˆi)i=1,...,2n une base de g× g (on prend deux copies de la
base ei) et L(eˆi) la de´rive´e de Lie de l’action de g× g sur D
′
comp(O ×O).
3.2.1. Deux reformulations e´quivalentes de la conjecture de Kashiwara–Vergne. — Soit
β ∈ C∞(O×O, g× g), tel que β(0, 0) = 0. On suppose que β est un couple ve´rifiant la
conjecture de Kashiwara–Vergne. Utilisons la base ci-dessus et e´crivons
β = (F (X, Y ), G(X, Y )) =
∑
1≤i≤2n
βieˆi
et βt =
1
t
β(tX, tY ) = (Ft(X, Y ), Gt(X, Y )) =
∑
1≤i≤2n
βit eˆi.
Premie`re reformulation : Les e´quations (7) et (8) sont e´quivalentes aux e´quations
(10) et (19) ( cf. § 5.3 et la remarque 2.7 ) que l’on peut e´crire de manie`re plus condense´e
en utilisant les de´rive´es de Lie sur les fonctions :
(21) ∂tZt =
( ∑
1≤i≤2n
βitL(eˆi)
)
Zt
et
(22) ∂tDt =
∑
1≤i≤2n
L(eˆi)(β
i
tDt) =
( ∑
1≤i≤2n
L(eˆi) ◦ β
i
t
)
Dt.
Deuxie`me reformulation : L’ide´e astucieuse de [AM06] est de constater que ces
e´quations peuvent se condenser en une seule. La preuve est e´le´mentaire et consiste a`
ve´rifier l’assertion sur les distributions de dirac δp,q au point (p, q) ∈ g× g.
Proposition 3.1. — Les e´quations (7) et (8) sont e´quivalentes a` l’e´quation suivante
ou` la de´rive´e de Lie porte sur les distributions
(23) ∂tmt = −mt ◦
( ∑
1≤i≤2n
βitL(eˆi)
)
.
(17)La de´rive´e de Lie est pour l’action adjointe de g× g sur les fonctions.
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Notation : On notera V (β) l’ope´rateur agissant sur les distributions
∑
1≤i≤2n
βitL(eˆi).
La conjecture de Kashiwara–Vergne s’e´crit donc plus simplement
∂tmt = −mt ◦ V (βt).
Remarque 3.2. — Comme on le constate ce n’est pas la de´rive´e de Lie L(βt) sur les dis-
tributions qui intervient mais l’ope´rateur sur les distributions V (βt) =
∑
1≤i≤2n β
i
tL(eˆi).
Toutefois on ve´rifie (cf. [AM06]) que l’on a la relation importante suivante pour β, γ ∈
C∞(O ×O, g× g),
V ([β, γ]Lie) = [V (β), V (γ)],
c’est a` dire V est un homomorphisme de Lie.
3.3. Equation de courbure nulle
Dans [To] on de´finit, grace a` la quantification de Kontsevich (cf. Appendice A § 4.3),
une de´formation Zu(X, Y ) (resp. Du(X, Y )) de la se´rie de Campbell-Hausdorff (resp.
de la fonction de densite´).
On e´crit maintenant ces e´quations de de´formation en termes analogues a` la propo-
sition 3.1. D’apre`s § 4.3 the´ore`me 4.3, il existe une fonction γu ∈ C
∞(O × O, g × g)
analytique en u ∈ [0, 1], ve´rifiant γu(0, 0) = (0, 0) et donne´e par des se´ries de Lie uni-
verselles convergentes et il existe une de´formation m̂u (de´finie comme en (20) avec Zu
et Du ) du produit sur les distributions telles que l’on ait
∂um̂u = −m̂u ◦ V (γu).
Pour u = 0 on retrouve m0 le produit standard dans g et pour u = 1 on retrouve le
produit m. Il est important de remarquer que la de´formation mu n’est pas un produit
associatif, contrairement a` mt.
En conside´rant le parame`tre de de´formation par dilatation t ∈ [0, 1] on en de´duit que
l’on a aussi par dilatation
(24) ∂um̂u,t = −m̂u,t ◦ V (γu,t)
avec γu,t(X, Y ) =
1
t
γu(tX, tY ) et m̂u,t de´finie comme en (20) avec
1
t
Zu(tX, tY ) et
Du(tX, tY ). On a m̂u=0,t = m0 et m̂u=1,t = mt.
L’ide´e de Alekseev et Meinrenken est de construire a` partir de la solution γu une
solution βt de la proposition 3.1. Pour cela il faut re´soudre une e´quation de courbure.
980–14
Proposition 3.3. — Il existe une se´rie de Lie universelle βu,t a` valeurs dans g × g
convergente dans un voisinage de (0, 0), telle que β0,t = (0, 0) et ve´rifiant l’e´quation
∂uβu,t − ∂tγu,t + [βu,t, γu,t]Lie = 0.
On a βu,t(X, Y ) =
1
t
βu,t=1(tX, tY ).
Preuve — C’est une e´quation diffe´rentielle en u line´aire avec second membre. Il
y a donc unicite´ et l’assertion sur la dilatation re´sulte de l’e´galite´ γu,t(X, Y ) =
1
t
γu,t=1(tX, tY ). On peut re´soudre formellement cette e´quation en utilisant les
re´solvantes(18). On trouve facilement
βu,t =
∑
n≥0
∫
0≤u0≤u1≤...≤un≤u
du0 . . .dunadγun,t . . . adγu1,t∂tγu0,t.
A partir de cette expression on montre la convergence et d’apre`s la de´finition du
crochet [ , ]Lie § 3.1.5 il est clair que l’on ne manipule que des se´ries de Lie.
Remarque 3.4. — Une autre fac¸on de voir l’e´quation de courbure est la suivante. On
re´sout formellement dans le groupe de Lie associe´ a` la structure de Lie [ , ]Lie,
l’e´quation ∂ug(u, t) = −g(u, t)γu,t avec condition initiale g(0, t) = 1. On a alors facile-
ment
βu,t = −g(u, t)
−1∂tg(u, t).
3.4. Solution d’Alekseev et Meinrenken a` la conjecture de Kashiwara–
Vergne
On conclut maintenant par le the´ore`me suivant qui re´sout la conjecture de
Kashiwara–Vergne.
The´ore`me 3.5 ([AM06]). — La se´rie de Lie universelle βu=1,t = (Ft(X, Y ), Gt(X, Y ))
re´sout la conjecture de Kashiwara–Vergne.
Preuve— Le formalisme de la remarque pre´ce´dente est tre`s pratique pour comprendre
la preuve. Le point clef est que l’on a la formule suivante,
m̂u,t = m0 ◦ V (g(u, t)).
En effet les deux membres coincident pour u = 0 et ve´rifient la meˆme e´quation
diffe´rentielle (24). On a en effet
(25) ∂u (m0 ◦ V (g(u, t))) = m0 ◦ V (∂ug(u, t)) =
−m0 ◦ V (g(u, t)γu,t) = − (m0 ◦ V (g(u, t))) ◦ V (γu,t)
car V est un homomorphisme d’alge`bres de Lie pour [ , ]Lie.
(18)On pourrait utiliser aussi les se´ries de Magnus.
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Comme on a βu,t = −g(u, t)
−1∂tg(u, t), on en de´duit
∂tm̂u,t = −m̂u,t ◦ V (βu,t).
Or on a m̂u=1,t = mt il vient donc l’e´quation ∂tmt = −mt ◦ V (βt) avec βt = βu=1,t. Ceci
re´sout la conjecture de Kashiwara–Vergne d’apre`s la reformulation de la proposition 3.1.
3.5. Prolongement de l’isomorphisme de Duflo en cohomologie
Conside´rons le morphisme d’alge`bres de Lie, ψ : g → g × g donne´ par l’injection
diagonale. L’application duale ψ∗ s’e´tend aux alge`bres exte´rieures ;
ψ∗ :
∧
(g∗ ⊕ g∗) =
∧
g
∗ ⊗
∧
g
∗ −→
∧
g
∗.
C’est le produit dans l’alge`bre exte´rieure
∧
g
∗.
Si M est un g-module, on notera dM la diffe´rentielle de Chevalley-Eilenberg sur
M⊗
∧
g
∗ et C(g,M) le complexe des cochaˆınes. Comme d’habitude on notera par
H(g,M) l’alge`bre de cohomologie.
Conside´rons D′comp(O×O) comme un g×g-module et D
′
comp(O) comme un g-module.
Notons Mt = mt⊗ψ
∗. C’est une application de complexes de C
(
g× g,D′comp(O ×O)
)
dans C
(
g,D′comp(O)
)
. On a
∂tMt = ∂tmt ⊗ ψ
∗.
Dans [AM06] on montre que V (β) ⊗ ψ∗, qui est une application de complexes de
C
(
g× g,D′comp(O ×O)
)
dans C
(
g,D′comp(O ×O)
)
, est homotopiquement triviale.
Plus pre´cise´ment on a(19)
V (β)⊗ ψ∗ = (1⊗ ψ∗) ◦ [d, ι(β)]
avec ι(β) =
∑
1≤i≤2n
βiι(eˆi) et ι(eˆi) la de´rivation de l’alge`bre exte´rieure
∧
(g∗⊕g∗) donne´e
par la contraction. Comme on a ∂tmt = −mt ◦ V (βt) il vient alors
∂tMt = −(mt ◦ V (βt))⊗ ψ
∗ = −(mt ⊗ 1) ◦ (1⊗ ψ
∗) ◦ [d, ι(βt)] = −Mt ◦ [d, ι(βt)].
L’e´galite´
∂tMt = −Mt ◦ [d, ι(βt)]
peut se comprendre comme une troisie`me reformulation de la conjecture de Kashiwara–
Vergne dans le complexe des cochaˆınes.
Cette e´galite´ montre que l’application de Duflo se prolonge en un morphisme
d’alge`bres de H(g, S[g]) dans H(g, U(g)), pre´cisant ainsi l’isomorphisme de´montre´ dans
[Ko]. On retrouve le re´sultat de [PT].
(19)Ici intervient le fait que β est une application g-e´quivariante.
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4. APPENDICE A
La formule de Kontsevich pour la quantification formelle des varie´te´s de Poisson,
montre que l’on peut donner une expression pour la se´rie de Campbell-Hausdorff en
utilisant tous les crochets possibles a` la diffe´rence de la formule de Dynkin (cf. § 5.1).
4.1. Quantification de Kontsevich
Dans cette section, afin de faciliter la compre´hension de la de´formation utilise´e dans
[AM06], on va rappeler brie`vement la construction de Kontsevich pour la quantification
formelle des varie´te´s de Poisson dans le cas du dual des alge`bres de Lie.
4.1.1. Varie´te´s de configurations. — On note Cn,m l’espace des configurations de n
points distincts dans le demi-plan de Poincare´ (points de premie`re espe`ce ou points
ae´riens ) et m points distincts sur la droite re´elle (ce sont les points de seconde espe`ce
ou points terrestres ), modulo l’action du groupe az + b (pour a ∈ R+∗, b ∈ R). Dans
son article [Ko] Kontsevich construit des compactifications de ces varie´te´s note´es Cn,m.
Ce sont des varie´te´s a` coins de dimension 2n−2+m. Ces varie´te´s ne sont pas connexes
pour m ≥ 2. On notera par C
+
n,2 la composante qui contient les configurations ou` les
points terrestres sont ordonne´s dans l’ordre croissant (ie. on a 1 < 2 < · · · < m).
Iris
Figure 1. La varie´te´ C2,0.
4.1.2. Graphes et graphes ge´ome´triques. — On note par Gn,2 l’ensemble des graphes
e´tiquete´s(20) et oriente´s (les areˆtes sont oriente´es) ayant n sommets de premie`re espe`ce
nume´rote´s 1, 2, · · · , n et deux sommets de deuxie`me espe`ce 1, 2, tels que :
i- Les areˆtes partent des sommets de premie`re espe`ce. De chaque sommet de premie`re
espe`ce partent exactement deux areˆtes.
ii- Le but d’une areˆte est diffe´rent de sa source (il n’y a pas de boucle).
iii- Il n’y a pas d’areˆte multiple.
Dans le cas line´aire qui nous inte´resse, les graphes qui interviennent de manie`re non
triviale (on dira essentiels), sont tels que les sommets de premie`re espe`ce ne peuvent
recevoir qu’au plus une areˆte. Il en re´sulte que tout graphe essentiel est superposition
de graphes simples de type Lie (graphe ayant une seule racine comme dans Fig. 2 ) ou
(20)Par graphe e´tiquete´ on entend un graphe Γ muni d’un ordre total sur l’ensemble EΓ de ses areˆtes,
compatible avec l’ordre des sommets.
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de type roue (cf. Fig. 3 pour un exemple).
exp(X) exp(Y)
Figure 2. Graphe simple de type Lie et de symbole Γ(X,Y ) = [[X, [X,Y ]], Y ].
exp(X) exp(Y)
Figure 3. Graphe de type roue et de symbole Γ(X,Y ) = trg(adXad[X,Y ]adY adY ).
Les graphes simples essentiels de type Lie n’ont pas de syme´tries. Par conse´quent les
graphes de Gn,2 e´tiquete´s associe´s a` un graphe ge´ome´trique de type Lie (graphe oriente´
associe´ pour lequel on oublie l’e´tiquetage) sont au nombre de n!2n.
Les graphes simples de type roue peuvent admettre des syme´tries. On notera mΓ le
cardinal du groupe de syme´tries de Γ.
4.1.3. Fonction d’angle et coefficients. — Soient deux points distincts (p, q) dans le
demi-plan de Poincare´ muni de la me´trique de Lobachevsky. On note
(26) φh(p, q) = Arg
(
q − p
q − p
)
la fonction d’angle de C2,0 dans S
1. Cette fonction d’angle s’e´tend en une fonction
re´gulie`re a` la compactification C2,0.
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Si Γ est un graphe dans Gn,2, alors toute areˆte e de´finit par restriction une fonction
d’angle note´e φe sur la varie´te´ C
+
n,2. On note EΓ l’ensemble des areˆtes du graphe Γ. Le
produit ordonne´
(27) ΩΓ =
∧
e∈EΓ
dφe
est donc une 2n-forme sur C
+
n,2 varie´te´ compacte de dimension 2n.
De´finition 4.1. — Le poids associe´ a` un graphe Γ est par de´finition
(28) wΓ =
1
(2π)2n
∫
C
+
n,2
ΩΓ.
4.2. Nouvelle formule de Campbell-Hausdorff
Si Γ est un graphe simple de type Lie, on notera Γ(X, Y ) le mot dans l’alge`bre de Lie
libre associe´e (cf. Fig. 2 pour un exemple). Plus ge´ne´ralement si Γ est simple de type
roue alors Γ(X, Y ) sera une fonction de trace (cf. Fig. 3 pour un exemple).
The´ore`me 4.2 ([Ka], [AST]). — La se´rie de Campbell-Hausdorff peut s’e´crire en
termes de graphes sous la forme d’une se´rie convergente au voisinage de (0, 0)
(29) Z(X, Y ) = X + Y +
∑
n≥1
∑
Γ simple
ge´ome´trique
de type Lie (n,2)
wΓΓ(X, Y ).
La fonction de densite´ s’e´crit alors comme se´rie convergente au voisinage de (0, 0)
(30) D(X, Y ) = exp
(∑
n≥1
∑
Γ simple
ge´ome´trique
de type Roue (n,2)
wΓ
mΓ
Γ(X, Y )
)
.
4.3. De´formation de Kontsevich
On construit une de´formation 2-dimensionnelle de la se´rie de Campbell-Hausdorff
en de´formant les coefficients via un parame`tre ξ ∈ C2,0. Pour Γ ∈ Gn,2 notons Cξ la
pre´-image de ξ dans l’espace de configurations Cn+2,0 et
wΓ(ξ) =
1
(2π)2n
∫
Cξ
ΩΓ.
On de´finit les de´formations Zξ(X, Y ) et Dξ(X, Y ) en remplac¸ant dans les formules du
the´ore`me 4.2 le coefficient wΓ par sa de´formation wΓ(ξ). Ces de´formations sont re´gulie`res
et admettent comme conditions aux limites pour ξ = (0, 1)(21)
Z(0,1)(X, Y ) = Z(X, Y ) et D(0,1)(X, Y ) = D(X, Y ),
(21)Cette position sur l’axe re´el correspond a` un coin de C2,0.
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et pour ξ = α une position sur l’iris(22) (cf. Fig 1)
Zα(X, Y ) = X + Y et Dα(X, Y ) = 1.
Cette de´formation est controˆle´e par des e´quations diffe´rentielles provenant de l’action
tangente du groupe G c’est a` dire les champs adjoints qui interviennent dans le conjec-
ture de Kashiwara–Vergne. Ce controˆle provient essentiellement de la formule de Stokes
comme utilise´e dans [Ko].
The´ore`me 4.3 ([To]). — Il existe des se´ries de Lie universelles Fξ(X, Y ) et Gξ(X, Y )
explicites construites en termes de diagrammes, convergentes dans un voisinage de (0, 0)
et qui sont des 1-formes re´gulie`res sur C2,0 telles que l’on ait :
(31) dξZξ(X, Y ) = [X,Fξ(X, Y )] · ∂XZξ(X, Y ) + [Y,Gξ(X, Y )] · ∂Y Zξ(X, Y )
et
(32) dξDξ(X, Y ) =
(
[X,Fξ(X, Y )] · ∂X + [Y,Gξ(X, Y )] · ∂Y
)
Dξ(X, Y )+(
trg
(
∂XFξ(X, Y ) ◦ adX + ∂YGξ(X, Y ) ◦ adY
))
Dξ(X, Y ).
Remarque 4.4. — Pour ξ ge´ne´rique la de´formation Zξ ne de´finit pas une loi associative.
Par exemple, la de´formation le long de la paupie`re de C2,0 fait intervenir des polynoˆmes
de Bernoulli (cf. [To]).
Remarque 4.5. — On peut montrer [AT] que la connexion γξ := (Fξ, Gξ) est plate, c’est
a` dire que l’on a dξγξ +
1
2
[γξ, γξ]Lie = 0, pour le crochet de´fini §3.1.5.
Remarque 4.6. — Graˆce a` la quantification de Kontsevich on construit les de´formations
ve´rifiant les e´quations (10) et (19). En suivant un chemin comme dans Fig. 4 de l’iris
jusqu’au coin, on de´finit donc des de´formations Zu(X, Y ), Du(X, Y ) pour u ∈ [0, 1] et
une fonction γu = (Fu, Gu) de´finie dans un voisinage de (0, 0) a` valeurs dans g× g.
Remarque 4.7. — On peut e´tendre toutes ces constructions au cas de la se´rie de
Campbell-Hausdorff avec n arguments Z(X1, X2, . . . , Xn) en conside´rant un parame`tre
de de´formation dans Cn,0. On a encore un controˆle par des e´quations diffe´rentielles
comme dans le the´ore`me 4.3. La me´thode de Alekseev-Meinrenken s’e´tend sans
proble`me et re´sout le proble`me de Kashiwara–Vergne avec n arguments pose´ dans [B].
Figure 4. Chemin de l’iris jusqu’au coin
(22)Cela correspond a` une concentration des deux points selon un angle α.
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5. APPENDICE B
On regroupe dans cet appendice quelques re´sultats comple´mentaires sur la formule
de Dynkin et on pre´cise certains calculs utiles pour la compre´hension de ce texte.
5.1. La formule de Dynkin
Il existe de nombreuses fac¸ons d’e´crire la se´rie de Campbell-Hausdorff. On peut
notamment e´crire les de´veloppements que l’on obtient en calculant la de´rive´e de
l’application exponentielle puis en inte´grant a` nouveau. Nous allons ici rappeler une
autre formule due a` Dynkin.
Pour simplifier, on note comme ci-dessous les crochets successifs normalise´s :
[X1, . . . , Xn]∗ =
1
n
[X1, [X2, . . . , [Xn−1, Xn]] . . .]
et
[Xr11 , . . . , X
rn
n ]∗ = [X1, . . . , X1︸ ︷︷ ︸
r1
, . . . , Xn . . .Xn︸ ︷︷ ︸
rn
]∗
On obtient alors la ce´le`bre formule de Dynkin.
Proposition 5.1. — On a la formule
(33) Z(X, Y ) = X + Y +
∑
m≥2
(−1)m−1
m
∑
pi+qi>0
[Xp1, Y q1, . . . , Xpm, Y qm]∗
p1!q1! . . . pm!qm!
.
Rappelons comment on obtient cette formule : notons LX,Y l’alge`bre de Lie libre
engendre´e parX, Y (23) et AssX,Y l’alge`bre associative libre engendre´e parX, Y . Plac¸ons
nous dans l’alge`bre enveloppante U(LX,Y ) qui rappelons-le s’identifie a` AssX,Y (cf. [Se]).
On calcule formellement
eXeY =
∑
p,q≥0
Xp
p!
Y q
q!
,
puis en utilisant le de´veloppement de
ln z =
∑
m≥1
(−1)m−1
m
(z − 1)m,
on trouve formellement
Z(X, Y ) =
∑
m≥1
(−1)m−1
m
∑
pi+qi≥1
Xp1Y q1 . . .XpmY qm
p1!q1! . . . pm!qm!
.
On utilise alors une caracte´risation des e´le´ments de l’alge`bre de Lie libre dans l’alge`bre
associative libre due a` Dynkin ([Se] §4.4) : un e´le´ment
a =
∑
α
cαXα1Xα2 . . .Xαn
(23)On appellera aussi polynoˆme de Lie en X,Y ou e´le´ment de type Lie, tout e´le´ment de LX,Y .
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d’ordre n est dans LX,Y si et seulement si
a =
∑
α
cα[Xα1 , Xα2, . . . , Xαn ]∗.
Remarque 5.2. — La formule de Dynkin n’utilise que des crochets ite´re´s.
5.2. La diffe´rentielle de l’application exponentielle
A partir de la formule de Dynkin on peut mener un calcul explicite sur les termes a`
l’ordre 1 en y (voir [Po], page 103) ce qui permet de retrouver les nombres de Bernoulli
bn. Ce calcul n’est pas e´vident, mais il est faisable. Rappelons que la se´rie de Bernoulli
est donne´e par
(34)
∑
n≥0
bnx
n
n!
=
x
ex − 1
= 1−
x
2
+
x2
12
−
x4
720
+
x6
30240
· · · .
Les bn pour n ≥ 3 impair sont nuls.
En calculant la se´rie Z(X, Y ) a` l’ordre 1 en Y , on de´duit la formule bien connue
suivante :
Z(X, Y ) ≡ X + Y +
1
2
[X, Y ] +
1
12
[X, [X, Y ]] + · · · (mod Y 2)
≡ X +
adX
1− e−adX
· Y (mod Y 2).
On en tire la formule
exp
g
(X) exp
g
(
1− e−adX
adX
· Y
)
≡ exp
g
(X + Y + mod Y 2),
et on conclut que la diffe´rentielle de l’application exponentielle s’identifie a` l’endomor-
phisme
(35) Y 7→
1− e−adX
adX
· Y,
si on utilise la multiplication a` gauche(24) pour identifier g avec l’espace tangent en
exp
g
(X).
5.3. Equivalence entre les e´quations (7) et (10) pour Zt(X, Y )
Dans cette sous-section nous expliquons comment on passe de l’e´quation (7) a`
l’e´quation (10). On suit les re´fe´rences [KV] et [Rou86].
On fait un calcul a` l’ordre 1 en ǫ, comme dans une de´rive´e pour
Zt(X + ǫ[X,Ft], Y + ǫ[Y,Gt]).
(24)Si on utilisait la multiplication a` droite on trouverait Y 7→ e
adX
−1
adX · Y .
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D’apre`s la formule de la diffe´rentielle (proposition 35) pour l’application exponentielle
on a :
(36) exp
g
(tX + ǫ[tX, Ft]) = expg(tX) expg
(
ǫ
1− e−adtX
adtX
[tX, Ft]
)
=
exp
g
(tX) exp
g
(
ǫ(1− e−adtX)Ft
)
.
De meˆme on a
exp
g
(tY + ǫ[tY,Gt]) = expg
(
ǫ(eadtY − 1)Gt
)
exp
g
(tY ).
On en de´duit alors
(37)
exp
g
(
tZt(X + ǫ[X,Ft], Y + ǫ[Y,Gt])
)
= exp
g
(tX + ǫ[tX, Ft]) expg(tY + ǫ[tY,Gt]) =
exp
g
(tX) exp
g
(
ǫ(1− e−adtX)Ft + ǫ(e
adtY − 1)Gt
)
exp
g
(tY ).
L’e´quation (10) dit que l’on a
Zt(X + ǫ[X,Ft], Y + ǫ[Y,Gt]) = Zt(X, Y ) + ǫ∂tZt(X, Y ) = Zt+ǫ(X, Y ).
Dans ce cas, en utilisant la formule
exp
g
(tY )Zt(X, Y ) expg(−tY ) = Zt(Y,X),
le membre de gauche de (37) s’e´crit
(38) exp
g
(tZt+ǫ(X, Y )) = expg((t+ ǫ)Zt+ǫ(X, Y )) expg(−ǫZt(X, Y )) =
exp
g
((t+ ǫ)X) exp
g
((t+ ǫ)Y ) exp
g
(−ǫZt(X, Y )) =
exp
g
(tX) exp
g
(
ǫX + ǫY − ǫZt(Y,X)
)
exp
g
(tY ).
En comparant avec le membre de droite de (37) on se trouve que l’on a a` l’ordre 1 en ǫ :
X + Y − Zt(Y,X) = (1− e
−adtX)Ft(X, Y ) + (e
adtY − 1)Gt(X, Y )
qui est exactement l’e´quation (7).
Re´ciproquement si l’e´quation (7) est ve´rifie´e alors on aura
(1− e−adtX)Ft + (e
adtY − 1)Gt = X + Y −
1
t
log
(
exp
g
(tY ) exp
g
(tX)
)
.
En remplac¸ant ce terme dans (37) on retrouve avec le terme de droite de (38) ce qui
permet de remonter le calcul et de conclure que l’on a
Zt+ǫ(X, Y ) = Zt
(
X + ǫ[X,Ft], Y + ǫ[Y,Gt]
)
,
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c’est a` dire
∂tZt(X, Y ) =
(
[X,Ft] · ∂X + [Y,Gt] · ∂Y
)
Zt(X, Y ),
qui est bien l’e´quation (10).
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