Abstract. The convergence rate of the expectation of the logarithm of the first return time Rn, after being properly normalized, is investigated for ergodic Markov chains. I. Kontoyiannis showed that for any β > 0 we have log[Rn(x)Pn(x)] = o(n β ) a.s. for aperiodic cases and A. J. Wyner proved that for any ε > 0 we have −(1 + ε) log n ≤ log[Rn(x)Pn(x)] ≤ log log n eventually, a.s., where Pn(x) is the probability of the initial n-block in x. In this paper we prove that E[log R (L,S) − (L − 1)h] converges to a constant depending only on the process where R (L,S) is the modified first return time with block length L and gap size S. In the last section a formula is proposed for measuring entropy sharply; it may detect periodicity of the process.
1. Introduction. Convergence of the logarithm of first return time normalized by the block length has recently been investigated in relation to data compression methods such as Ziv-Lempel algorithms [17] , [18] . For each sample sequence x = (ξ 1 , ξ 2 , . . .) from an ergodic stationary information source, define P n (x) to be the probability of the initial n-block in x, i.e., P n (x) = Pr(x 1 . . . x n ). The classical Shannon-Breiman-McMillan Theorem states that −(log P n )/n converges to measure-theoretic entropy h in L 1 and almost surely. Define called the Perron-Frobenius eigenvector . Put
If P is aperiodic, then all the eigenvalues other than 1 have modulus less than 1. The irreducibility of P implies the ergodicity of the Markov chain, and the aperiodicity gives the mixing property. In this paper we investigate the speed of convergence of the average of log R (L,S) to entropy after being properly normalized. The case of Bernoulli processes was solved by Maurer [8] . His algorithm corresponds to R (L,S) for S = 0. He showed that the speed is asymptotically proportional to 1/L and conjectured that a similar result would hold for Markov chains. In Section 2 we prove the conjecture for Markov chains using the modified algorithm given in Definition 1.2. The dependence on the past memory decreases exponentially, hence the odd-numbered blocks become almost independent of each other as the gap between the neighboring blocks increases.
In his Ph.D. thesis [14] A. J. Wyner discovered that for a stationary aperiodic Markov chain with entropy h we have a second order limit law:
where
I. Kontoyiannis ( [4] , Corollary 1) showed that for any β > 0,
almost surely for ergodic Markov chains where P n (x) is the probability of the initial n-block in x. Later A. J. Wyner ( [15] , Corollary B5) proved that for any ε > 0,
≤ log log n eventually, almost surely for ergodic Markov chains. Note that
where the first sum is taken over all L-blocks a 1 . . . a L . Hence from the above we have
approximately for large n and we expect that the corresponding result would hold for R (L,S) . On the other hand, Kac's Lemma implies that
Therefore we have
for large n. This answers Maurer's question for Markov chains. In fact we prove a sharp estimate of the convergence rate for expectation:
Preliminary computer simulations indicate that the divisibility condition may be indispensable in this formulation. Another possible application of the theorem other than estimating entropy is that we may tell whether a given ergodic Markov chain is mixing or not by checking the presence of the term log m in the collected data from the source when we have a priori knowledge of entropy. Since m is an integer we would find it easily by taking the integer that best represents the experimental data.
2. Proof of the Theorem. The following facts will be needed:
, p. 71). Assume that P is aperiodic. There exist constants c and 0 < d < 1 such that for any nonnegative vector v with v 1 = 1 we have
Fact 2.2 ([6]).
Assume that P has period m > 1. The set of sym-
After a reordering of coordinates, P m has square matrices P (t) of size |K t | × |K t | on its diagonal. In other words, (P (t) ) ij = (P m ) ij for i, j ∈ K t , after a renaming of indices. Each P (t) is irreducible and aperiodic. We let π (t) denote the Perron-Frobenius eigenvector of
Proof of the Theorem. 
where e i is the ith unit row vector. Hence
because A j is equal to the probability of
Since
Inductively we have
Let v be the function in Definition 1.3. The average over all L-blocks
and similarly from the second inequality
Recall that v(r) + log r converges to −γ/ln 2 as r ↓ 0. For any small δ > 0 there exists
is uniformly bounded for such L by taking
The Lebesgue Dominated Convergence Theorem implies that
Recall that E[log P L (x) + Lh] = −H 0 + h. As L goes to infinity, (2.1) implies
(ii) Periodic case. Take L k , S k satisfying the given conditions. We will write L, S for simplicity of notation. Then Pr(R (L,S) = i) = 0 if i is not a multiple of m/m ≡ m 0 .
Recall Fact 2.2.
First consider the case when a i , b i are contained in the same component for
Next, if a i and b i are not contained in the same component for some i, then
. . a L ) = 0 for all j m 0 . Now we proceed as before.
Comparison of log R (L,S)
and log R L . In this section we compare averages and variances of log R (L,S) and log R L . The notations are the same as in Section 2. Sometimes we write P L (x) to denote Pr(x 1 . . . x L ). As before we have
Then w(r) = 1/r. Hence averaging over all L-blocks a 1 . . . a L we obtain
and we conclude that for sufficiently large S there is not much difference between
4. Estimation of entropy
is close to −γ/ln 2+H 0 for sufficiently large L and S, it is recommended that we should approximate the entropy by the formula We used a pseudorandom number generator in Fortran 90 to generate a sequence x. Here the sample size is rather large to demonstrate the accuracy of the theoretical prediction and in practical applications a sample of small size will do. The test result is given in Table 1 , where Error and S.E.M. denotes h (L,D,S) − h and the standard error mean of h (L,D,S) respectively.
The error h (L,D,S) − h is similar to or less than the size of S.E.M. 
for any integer D > 0 that is a multiple of the period of the chain. . Its period is m = 3. Note that h = 0.58803255 . . . We test this example by the same method as before. The test result is given in Table 2 and Table 3 for m | D and m D respectively. 
