Abstract
where u, p, µ f , ρ f are respectively the velocity, pressure, dynamic viscosity and fluid density. A ij represents 116 the interface between i and j phases (i, j = f (fluid), b (biofilm), s (solid), h (NAPL)). We must keep 117 in mind that, with the hypothesis of the quasi-steady-state processes of NAPL dissolution and bacterial 118 growth, interface A f i between both regions is assumed to evolve with time but sufficiently slowly so that a 119 no-slip condition can be adopted.
120
A non-boundary conforming numerical method is used to treat these dynamically changing pore-scale 121 geometries due to NAPL dissolution and biofilm growth. Hereafter, the momentum equations are solved 122 by using the immersed boundary-lattice Boltzmann (IB-LB) model presented in (Benioug et al., 2015) and boundaries, which may evolve in time, are defined on a fixed grid mesh. A boundary force density term that 127 acts as a forcing term is introduced into the momentum equation, Eq. (2), so that the no-slip condition is still 128 satisfied on the immersed boundaries. For more details on the LB and IB methods, one can refer to (Succi , 129 2011 , Khosronejad et al., 2011 , De Rosis, 2014 . To avoid excessive computational complexity, however, a 130 piecewise linear interface construction (PLIC) approach is adopted so that the immersed boundaries still 131 remain parallel to the facets of the cells. More details about these numerical methods and their validation 132 can be found in (Benioug et al., 2015) . 
Solute transport
Transport of dissolved hydrocarbon within this three-phase system is governed by the following conservation equations:
in the fluid phase (6)
∂c h ∂t = 0, in the NAPL phase (8) 
where c i represents the hydrocarbon concentration within the phase i, u is the velocity field as predicted 135 from Eqs. (1)- (5) and n ij are the externals normal to the interfaces between phases i and j. D i is the 136 diffusion coefficient of hydrocarbon species in the phase i. K ij is the partition coefficient between the two 137 phases i and j. R b is the reaction term. w hj is the local displacement velocity of the A hj interface. Note 138 that c h is constant and corresponds to the density of the pure-phase NAPL compound.
139
Unlike the previous model (Benioug et al., 2017) , it is important to emphasize that the computation of 140 the transport equations is performed here in transient conditions. Indeed, since the transport of the dissolved 141 hydrocarbon is directly related to the temporal evolution of the NAPL droplets, steady-state solution of 142 the transport equations is never reached. However, we retain the hypothesis of quasi-steady-state transport 143 processes with respect to the displacement kinetics of mobile interfaces (as well as the hypothesis of quasi-144 steady-state of the flow) by sequentially solving the transport (Eqs. (6)-(15)), the NAPL dissolution (Eqs.
145
(13)- (16)) and the bacterial growth equations.
146
The values of the partition coefficients K f h and K bh are different in order to take into account the 6 presence of biosurfactants at the biofilm-NAPL interface. We usually have the correlation as:
It should also be noted that those three partition coefficients are not strictly independent. In order to satisfy the thermodynamic equilibrium condition of the system at rest, the equilibrium partition coefficient between the fluid and biofilm phases follows the relationship as:
which can be derived from Eqs. (9 − 14) as:
Boundary conditions governing the evolution of the interface of the NAPL phase (Eqs. (13)- (16) take into account the surface tension that are supposed to counterbalance the deformation in theory. We 154 will return in the next section on the approach to solve this problem and the numerical methods describing 155 the dissolution of NAPL blobs.
156
The major difficulty in the spatial discretization of the mass conservation equations, Eqs. (6)- (15) Cartesian cut-cell method described above.
179
We illustrate here in brief the finite volume discretization of the diffusive flux, over the one-dimensional immersed cell depicted in Fig. 2 . First, a single-domain description is used to replace Eqs. (6)- (8):
where U, D and R are piecewise functions. Discretization of the diffusive flux leads to the following piecewise 180 integration for the immersed cell i (Fig. 2 ):
c f,b and D f,b , are respectively, the concentration and diffusion coefficient of the fluid or biofilm phase, depending on the type of cell i + 1. By using the Taylor series expansions and the appropriate boundary conditions at the immersed boundary (Eqs. (9)- (15)). Equation (25) can be rewritten as:
where K i,j is the partition coefficient between the phases of grid i and j.
183
In the temporal discretization, the transport time step t CF L is determined from the velocities at the nodes based on the Courant conditions (or CF L conditions for Courant-Friedrichs-Lewy) to avoid oscillation problems: where U 
where A blob is the exchange surface of the NAPL blob. After summing up the fluxes through each grid-cell boundary, we can determine the volume of the blob that is dissolved during the t CF L time step as well as
as:
where V t blob is the volume of the NAPL blob at the time t (before the dissolution step) and V diss blob is the volume dissolved during the time step t CF L . From the blob's original circular shape, it is then sufficient to update its radius R t+t CF L from the following relation:
Once the blob is reduced, the new blob of radius R t+t CF L is re-projected on the mesh in order to determine (7) is written in the form of:
and the bacterial growth can be calculated from the following equation:
where ρ bio , µ, K are, respectively, the biomass concentration, the maximum reaction rate and the halfsaturation constant. F λ is the stoichiometric coefficient of the biological reaction, k d is the extinction coefficient of the bacteria and K i is the inhibition coefficient. For illustrative purposes, Fig. 3 compares the evolution of the reaction rate R b predicted by the Monod and Haldane models as a function of substrate concentration. As a reminder, Monod kinetics is classically described by:
We can see the impact of the inhibition effect by the decrease of the reaction rate when the concentration 206 is increased (Fig. 3 ). 
The biomass concentration ρ bio calculated at each time step from Eq. (34) parameters (such as Péclet number P e, Damköhler number Da, heterogeneity, etc.) will thus be tested 228 separately.
229
To facilitate the analysis and the interpretation of results, numerical data will be reported in a dimensionless form as described below:
where ρ biomax , u moy and l respectively represents the maximum biomass concentration, the averaged fluid velocity and the characteristic length of the medium. We also introduce the following dimensionless numbers, P e and Da that characterize mass transport and bacterial reactivity, defined as:
Damköhler number:
The influence of fluid flow and substrate consumption are then investigated through different values at-230 tributed to the dimensionless Péclet and Damköhler numbers. As the first step, we need to test our model by simulating the dissolution process with and without 233 biodegradation in a simple pore structure -a single NAPL droplet in a narrow channel. The computational
with a resolution of ∆x = NAPL droplet is in circular shape with a radius of 0.21, with its center located at the coordinates (1, 0.5).
239
The bacteria corresponding to 0.08% of total volume are randomly distributed on the NAPL droplet surface 240 as shown in Fig. 5a (biomass is presented here in white). The input data are summarized in Table 1 .
241
Figures 5b-5c show the NAPL droplet dissolution with and without biodegradation. A reduction over time 242 in the size of the NAPL droplet is captured while its circular shape being maintained, which is in agreement 243 with our uniform dissolution approach. If the NAPL blob gradually decreases in both cases, for biotic and 244 abiotic conditions, its decrease is much faster in the presence of bacteria. At the time t = 500, the volume 245 fraction of the NAPL is equal to 0.16 in abiotic condition, while it is equal to 0.1 in biotic conditions. This 246 acceleration of NAPL degradation in the presence of bacteria is due to the biosurfactant-induced change of 247 the partitioning coefficient on the surface of the contaminant droplet.
248
From the above attempt, our model is able to correctly describe the physics of the NAPL dissolution.
249
However, as the dissolution process depends on the velocity field, we need to assess the mesh-dependency of 250 our numerical results. Three other meshes are considered for this purpose (450 × 150, 225 × 75, and 25 × 75).
251
The decrease of the NAPL blob volume over time is illustrated in Figure 5d , which is almost identical for 252 the meshes (450 × 150, 300 × 100, 225 × 75) proving our numerical simulations are mesh independent. When 253 continuing to degrade the mesh size, the surface of the NAPL blob which drives the dissolution rate is 254 too overestimated in spite of using immersed boundaries. However, even for the mesh (75 × 25), with less 255 than 10 cells along the initial diameter, the numerical error on the total dissolution time is lower than 10%
256
(t = 2400 against t = 2650 for the refined solution). This comparison guided our spatial discretization 257 process and in the following simulations, we do not go below this lower limit for mesh discretization (i.e.,
258
10 cells along the initial NAPL blob diameter).
259
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Péclet number, (P e) -0.3
Damköhler number, (Da) -0.1, 10
NAPL dissolution in porous media

260
We consider now a representative volume of a 2D porous medium (Fig. 6) . The domain has a size of 261 lx × ly = 12 × 12mm 2 with an initial porosity 0 of 0.67 and an initial NAPL saturation s 0 = 4.2%. The 262 pore throat characteristic length, l f , is estimated to be 0.3 mm. An initial velocity profile is imposed at 263 the inlet of the domain (i.e., at x = 0) while the pressure is kept constant at the outlet (i.e., at x = 1).
264
Periodic conditions are introduced at the boundaries at y = 0 and y = 1. exchanged between two phases, which also agrees with the observations of (Kennedy and Lennox , 1997). Figure 8 shows the dissolution of these blobs for two Péclet 305 numbers, respectively P e = 0.5 and P e = 10 and at two different moments, t = 5 and t = 51. increase obviously leads to a more rapid dissolution of the residual saturation zones (Figs. 8a, 8e ). As we 313 can see, at t = 51, the dissolution of the NAPL droplets is practically completed for P e = 10 ( Fig. 8e) while 314 all three droplets are still visible for P e = 0.5 (Fig. 8g) . For low Péclet numbers, indeed, the diffusive effects 315 are still strongly predominant. The exchanges are limited by the external mass transfer and the dissolution 316 of the trapped droplets is relatively slower (Figs. 8c, 8g ).
317
Upscaling from the pore-scale to Darcy-scale (over the entire porous sample), Fig. 9 shows the reduction 318 of the total volume fraction of the trapped NAPLs over time for both flow velocities. An approximately 6% 319 increase in the apparent rate of dissolution was observed for P e = 10 compared to P e = 0.5. This increase 320 may seem small given the increase in velocity by a factor of 20 but it may be explained by the very low of P e when the NAPL saturation is less than 5%).
325
Figure 9: Temporal variation of the NAPL volume fraction for two Péclet numbers: P e = 10, P e = 0.5
Bio-enhanced NAPL dissolution and biofilm growth
326
In this section, the same porous media domain is initially injected with bacteria capable of biodegrading 327 the hydrocarbon. The distribution of the oil phase is similar to that of the previous section. Bacteria, 328 present in sessile form, initially occupy 13.7% of the pore volume, distributed randomly on the solid surfaces.
329
Simulation parameters are shown in Table 3 . The color scale used to represent the different grids is detailed 330 in Fig. 10h and will be kept for the rest of the study. It should be noted here that we have represented the 
21
Péclet number, (P e) -0.5
Damköhler number, (Da) -20 i.e., towards t = 15, whereas droplet B is the last (at t = 20). Once the biofilm is in contact with NAPL, 346 the dissolution process accelerates under the effect of biosurfactants that increase the contaminant solubility.
347
It is thus observed that droplet C, although it is the widest (R C = 0.06), is dissolved first.
348
In order to confirm this hypothesis, we compare in Figs. 10e-10g the evolution of the NAPL blob radius 349 with and without the presence of the bacteria. We first note that, before the contact between NAPL and 350 biofilm, dissolution kinetics are almost the same in biotic and abiotic conditions. However, once the biofilm
351
adhere to the surface of the droplet of NAPL, the dissolution rate increases significantly. On one hand, the previous studies (Seagren et al., 1994, Yang and L. McCarty, 2000) .
356
Reactions induced by bacteria can impact the dissolution rate of NAPLs via the increase of the biomass 357 concentration which plays an essential role in the spatial and temporal evolution of the pore structure. also favor an increased biomass production in the immediate vicinity of NAPL blobs.
366
Our simulated results, illustrated in Figures 11a-11d , confirm such hypothesis. A more rapid growth of 367 biomass is shown compared to the results observed at Da = 20 in Fig. 10 . In fact, the blobs of NAPL 368 are in contact with the bacterial filaments much more quickly, i.e., at t = 7 for Da = 50 against t = 15
369
for Da = 20. Similarly, at t = 24 (Fig. 11c) , practically all the blobs are dissolved (against t = 38 for 370 Da = 20). This behavior is also verified in Figs. 11d-11f where we compared the evolution of the different 371 blobs for two Damköhler numbers. The dissolution is faster when Da increases for all droplets.
372
As long as the biofilm is not in contact with the NAPL droplets, the increase of the dissolution rate 373 with Damköhler number is low. The gap is strongly accentuated, however, with the biofilm adhesion to the 374 NAPL blobs. Biodegradation, which is conditioned by the Da value, then plays a preponderant role in the 375 dissolution process by increasing the concentration gradient and consequently the dissolved NAPL fluxes.
376
However, the influence of structural heterogeneity seems to dissipate with the increase of Da. Indeed,
377
the dissolution of the droplet C, which was favored by the preferential flow effects at low Da (Fig. 10) , seems 378 to be somewhat delayed here. As it can be seen in Fig. 11a , the bio-clogging of the pores in the vicinity of at the entrance of the porous medium and thus limiting the availability of trapped NAPL droplets.
383
Impact of toxicity
384
The impact of NAPL toxicity on bacterial growth is taken into account in our model through the use 385 of Haldane kinetics (Saravanan et al., 2008) . The reaction rate is thus no longer only controlled by the
386
Damköhler number and the half-saturation constant as in the Monod kinetics model but also by the inhibition 387 coefficient K i which plays an essential role in the bacterial growth/decay when the tolerance threshold for 388 the substrate concentration is exceeded. In this section, we use the same data as those summarized in Table   389 3, with the exception of the values of the inhibition K i and extinction k d coefficients. We first keep the value 390 of the extinction coefficient as constant (k d = 10 −7 ) and study the influence of the inhibition coefficient. For the two tested K i values, respectively, K i = 2 × 10 −3 and K i = 6 × 10 −4 , the simulation results are Figure 12 : Evolution of the transport processes (a, b, c) :
The results indicate that bacterial growth is strongly influenced by the inhibition coefficient. The more 394 the K i decreases, the slower the bacterial growth moves towards the NAPL blobs. Thus, for the numerical 395 conditions used, at K i = 2 × 10 −3 , the NAPL blobs are practically covered with bacteria and completely 396 dissolved at t = 38. On the other hand, when K i = 6 × 10 −4 , the bacteria grow preferentially far from the 397 NAPL blobs and do not adhere to the oil phase until about t = 38 (Fig. 12b) .
398
This effect is more obvious when we increase the value of the extinction coefficient at k d = 2 × 10 −4 . The For a high value of k d , bacterial growth in the vicinity of the NAPL is no longer slowed down but clearly 401 halted, the bacterial mortality rate become higher than the growth rate above a threshold concentration of 402 dissolved hydrocarbon. This effect can clearly be seen in Fig. 12d hypothesis is not always verified, since many experimental studies (Miller et al., 1990 , Powers et al., 1991 418 have shown a non local-equilibrium behavior for which the dissolution process is remarkably longer. In this can strongly impact the occurrence of concentration gradients. We will try, in this last section, to evaluate 428 the relevance of this hypothesis through simulations at the pore scale with our coupled model.
429
The geometry considered here is shown in Fig. 13a , and is constructed by duplicating four times the 
435
The porous medium that we have defined above is inoculated with bacteria capable of biodegrading the 436 hydrocarbon. The bacteria, present in sessile form, initially occupy 3.8% of the pore volume, distributed 437 26 randomly on the solid and NAPL blob surfaces. Figure 13a shows the initial geometry of the medium 438 inoculated by the bacteria. Biomass is illustrated here in white to facilitate readability. The simulation 439 parameters are given in Table 4 . 
440
Damköhler number, (Da) -0.1, 60
Figures 13b-13c represent the results for two Damköhler numbers Da = 0.1, Da = 60 at t = 138.
The biofilm is rapidly developing preferentially in the vicinity of NAPL blobs leading to the formation of a biomass ring around the droplets of NAPL. At this stage, the process of dissolution is highly accelerated by increasing the solubility and bio-assimilation of the dissolved hydrocarbon. In order to determine whether the observed behavior approximates local equilibrium conditions, it must be verified that the averaged concentrations in the fluid and biofilm phases, respectively C moy f and C moy b
, are close to equilibrium, i.e.,
We also calculate R eq = C moy f /K bf C moy b
and determine its variation compared to the NAPL saturation,
441
as illustrated in Fig. 14. 
442
From the beginning, for both Da values, the ratio R eq increases around 1.1. We then observe a rapid be necessary to approximate the local equilibrium conditions. We can also notice that, at the beginning of 453 the simulation, the decrease of the R eq is almost identical for both Da numbers, due to the low initial value dissolution approach, which we consider as the most suitable for the envisaged simulations, is adopted to 466 describe the evolution of the residual NAPL droplets over time.
467
The first set simulations focus on NAPL dissolution in abiotic conditions with analysis under different 
