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Cap´ıtulo 1
Introduccio´n
La derivada fraccionaria surge en 1695 cuando Leibniz se pregunta de la posibilidad de
hallar Dpf(x), p ∈ Q. Leibniz nacio´ en 1646. Fue conocido como uno de los pensadores
ma´s grandes del siglo XVII y XVIII. Sus contribuciones a la ciencia fueron grandes,
tanto que fue dif´ıcil saber cuantos manuscritos escribio´.
En la metafis´ıca escribio´ su teor´ıa de las mo´nadas, donde abarca un estudio sobre el
comportamiento de e´stas y su funcio´n en el universo. Por otra parte Leibniz es conocido
por crear el ca´lculo infinitesimal junto con Newton, lo que ocasiono´ una disputa entre
quie´n creo´ el ca´lculo. En 1695 le llega una carta a Leibniz de parte de Guillaume
Franc¸ois Antoine, Marque´s de L’hôpital con un argumento de lo que ser´ıa el primer
paso al ca´lculo fraccionario. Respecto a las derivadas de orden n se dice lo siguiente:
¿Que´ suceder´ıa si n fuera 1/2?
A lo que Leibniz escribio´:
”Tal parece haberte dicho de mi mencio´n hacia una analogia maravillosa, que hace po-
sible decir que las sucesiones diferenciales esta´n en progresio´n geome´trica.
Uno puede preguntarse: ¿Que´ ser´ıa una diferencial con exponente fraccionario? Ves que
el resultado puede ser expresado a una serie infinita. Aunque esto parece tomado de la
geometr´ıa del cual no se conocen exponentes fraccionales. Tal parece que un dia, estas
paradojas producira´n consecuencias muy u´tiles, ya que apenas hay paradojas sin utili-
dad. Ideas que dieron poco de s´ı pueden dar ocasio´n a algo ma´s bello.”(ver W)
A partir de los trabajos de Newton y Leibniz se formalizo´ el concepto de derivada. Este
concepto generalmente se nota como: df
dx
= Df donde f es una funcio´n diferenciable.
De all´ı surgen de forma natural las derivadas de orden superior, es decir esas son fun-
ciones continuas a las que se les pueden hallar df
dx
, d
2f
dx2
, · · · , dnf
dxn
, donde n ∈ N.
La existencia de estas derivadas fue muy importante en el desarrollo del ca´lculo. Ahora
la inquietud es: ¿Que´ es d
pf
dx
, cuando p ∈ R? Por ejemplo, que es : D 12f , D−2f , Dpif ,
D
√
2f , etc.
Un ejemplo ilustrativo es el siguiente.
Si f(x) = sen(x), entonces podemos verificar fa´cilmente que Df = sen
(
x+ pi
2
)
, ana´lo-
gamente D2f = sen
(
x+ 2pi
2
)
, en general Dnf = sen
(
x+ npi
2
)
. Esto nos hace pensar
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que Dpf se podr´ıa definir como Dpf = sen
(
x+ ppi
2
)
,∀p ∈ R.
¿En general, como podr´ıamos definir Dpf? ¿Que´ caracter´ıstica debe tener f?¿Es u´til
calcular Dpf?
En la literatura Dpf , p ∈ R, se conoce como derivada fraccionaria.
En 1730, L Euler hizo referencia a interpolaciones entre o´rdenes enteros de una deri-
vada. En 1812, P S Laplace definio´ una derivada fraccional, pero la primera discusio´n
de una derivada de este tipo aparecio´ en 1819 en dos pa´ginas de las que constituyen
el texto de Ca´lculo de S F Lacroix, quien aparentemente considero´ este tema como un
mero ejercicio matema´tico.
En 1822, J B J Fourier hizo mencio´n de las derivadas fraccionales, pero de la misma
forma que hicieron anteriormente Euler, Laplace y Lacroix, no aporto´ ninguna aplica-
cio´n.
La primera aplicacio´n surgio´ de la mano del matema´tico Niels Henrik Abel, en 1823,
cuando aplico´ el Ca´lculo fraccionario en la solucio´n de una integral que surgio´ en la
formulacio´n del problema de la tauto´crona. Este problema llamado a veces el problema
de la isocrona, consiste en encontrar la forma de la curva sobre un plano vertical, de tal
forma que un objeto, al deslizarse por ella sin rozamiento alguno, llegue al final de su
recorrido en un tiempo que es independiente del lugar en que comience el movimiento,
es decir dos objetos situados en la curva, uno situado a ma´s altura que el otro, recorren
la curva en el mismo tiempo.
La “elegancia” de la solucio´n de Abel para este problema llamo´ la atencio´n de J Liou-
ville, a quien probablemente le debemos histo´ricamente la primera definicio´n formal
lo´gica del concepto de derivada fraccionaria, desarrollado en la publicacio´n de sus tres
largas memorias en 1832 y alguna ma´s en 1855.
Entre 1835 y 1850 algunos investigadores como G Peacock, tomando como referencia a
Lacroix,P Kelland y Liouville, fundamentaron ciertas controversias respecto a las defi-
niciones de derivada fraccionaria argumentadas de forma independiente por uno y otro.
Sin embargo otros como A Demorgan consideraron que ni una ni otra corriente ten´ıan
por que entrar en conflicto, ya que ambas formas de definir las derivadas fraccionarias
pod´ıan ser parte de una ma´s general.
En 1850, W Center observo´ que la discrepancia entre ambas corrientes se centraba fun-
damentalmente en el concepto de derivada fraccionaria de una constante. De acuerdo
con la versio´n de Peacock-Lacroix, la derivada fraccional de una constante da un re-
sultado distinto de cero, a menos que la constante sea precisamente cero, mientras que
en la versio´n de Kelland-Liouville, la derivada fraccionario de una constante da como
resultado cero, puesto que Γ(0) =∞ y por lo tanto 1
Γ(0)
puede considerarse como cero.
En 1847, durante sus d´ıas de estudiante, B Riemann desarrollo´ una teor´ıa de operaciones
fraccionales, que fue publicada tras su muerte en 1876. Riemann uso´ una generalizacio´n
de una serie de Taylor para deducir su fo´rmula para integracio´n de orden arbitrario
d−v
dx−v
f(x) =
1
Γ(v)
∫ x
c
(x− t)v−1f(t)dt+ Ψ(x).
Esta u´ltima expresio´n sobre la que Cayley comento´ en 1880 que la funcio´n comple-
mentaria Ψ(x) es de naturaleza indeterminada, contiene una infinidad de constantes
arbitrarias.
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Los matema´ticos de la primera mitad del siglo XIX no pudieron precisar una definicio´n
apropiada al no analizar en el plano complejo las consecuencias de sus definiciones.
Con la llegada del siglo XX y los desarrollos del ana´lisis matema´tico y de la teor´ıa de
funciones, surgieron nuevas formas ı´ntegro-diferenciales fraccionarias.
En 1936, M Riesz considero´ la integral fraccionaria de mu´ltiples variables como un ope-
rador de tipo potencial. Uno de estos potenciales ha sido formalmente definido como la
potencia (−4)α2 del laplaciano.
Por otro lado, el acade´mico espan˜ol D Maravall con una serie de publicaciones que apa-
recieron a partir del an˜o 1959, muchas acerca de la ingenier´ıa de las oscilaciones, fue el
primero en Espan˜a en mencionar unas particulares oscilaciones fraccionarias asociadas
a ecuaciones diferenciales no enteras.
En 1967, el f´ısico matema´tico Michele Caputo dio una nueva definicio´n de derivada
fraccionaria que permit´ıa interpretar f´ısicamente las condiciones iniciales de los cada
vez ma´s numerosos problemas aplicados que se estaban estudiando.
En el an˜o 1974, tuvo lugar en Connecticut (Estados Unidos), la primera conferencia
internacional sobre el Ca´lculo Fraccionario, que sirvio´ de est´ımulo a numerosas publi-
caciones. La segunda conferencia tuvo lugar en 1984 en Escocia y la tercera en 1989 en
Tokyo.
Actualmente es dif´ıcil encontrar un a´mbito de la ciencia o de la ingenier´ıa que no consi-
dere conceptos del Ca´lculo Fraccionario, y cada an˜o tienen lugar varios acontecimientos
que lo ponen de manifiesto.
Desde el punto de vista de la matema´tica, es fascinante ver como el campo de las gene-
ralizaciones “fraccionarias” es lugar de encuentro de varias disciplinas, entre otras, la
teor´ıa de las probabilidades y los procesos estoca´sticos, las ecuaciones integro-diferenciales,
la teor´ıa de las transformadas, las funciones especiales y el ana´lisis nume´rico.
De relevante importancia son las aplicaciones f´ısicas en la teor´ıa de la viscoelasticidad,
en el estudio del feno´meno de la difusio´n ano´mala y en la teor´ıa electromagne´tica; pero
podemos anticipar que tambie´n se va despertando un intere´s cada vez mayor en otros
a´mbitos muy distintos como, por ejemplo, el de la teor´ıa de circuitos, de la biolog´ıa o de
la f´ısica de la atmo´sfera. As´ı mismo, entre los economistas se va consolidando el empleo
de conceptos de Ca´lculo Fraccionario (Para ma´s informacio´n ver [19] y [10]).
El propo´sito de este trabajo es estudiar las propiedades ba´sicas de la Derivada fraccio-
naria y mostrar algunos ejemplos ilustrativos donde se aplique esta derivada. El trabajo
esta´ distribuido as´ı: En el cap´ıtulo 2, daremos un repaso al concepto de la funcio´n gama
con propiedades y ejemplos, adema´s estudiaremos las derivadas fraccionarias partiendo
del teorema fundamental del ca´lculo (TFC), junto con la definicio´n dada por Lacroix
para hallar derivadas para monomios con exponente real. Tambie´n mostraremos por
induccio´n la derivada fraccionaria del producto. En el cap´ıtulo 3, se mostrara´n con-
trucciones de derivadas fraccionarias tales como la derivada Grunwald y E L post y la
derivada de Riemann-Liouville. En el cap´ıtulo 4, se muestran algunas aplicaciones de
la derivada fraccionaria como el problema de tauto´crona y la ecuacio´n de calor. En el
cap´ıtulo 5 se presentan las conclusiones y observaciones.
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Cap´ıtulo 2
Preliminares
El inicio del estudio de la derivada fraccionaria surge al generalizar el teorema del
binomio, mediante la funcio´n Gama. De aqu´ı estudiaremos en detalle esta funcio´n.
Sea
(x+ y)n =
n∑
k=0
(
n
k
)
xn−kyk, ∀n ∈ N (2.1)
= xn +
n∑
k=1
(
n
k
)
xn−kyk
= xn +
n∑
k=1
n!
(n− k)!k!x
n−kyk
= xn +
n∑
k=1
Γ(n+ 1)
Γ(n− k + 1)Γ(k + 1)x
n−kyk.
Si reemplazamos n por p con p ∈ R tenemos el siguiente teorema
Teorema 2.1. Sea p ∈ R
(x+ y)p =
∞∑
k=0
Γ(p+ 1)
Γ(p− k + 1)Γ(k + 1)y
p−kxk.
¿Por que´
∞∑
k=0
?
Demostracio´n. Sea f(x) = (x + y)p, donde consideramos a y como una constante.
Sabemos que f ∈ C∞R es decir fes infinitamente diferenciable en R, entonces podemos
escribir f en una serie de Taylor en x0 = 0.
Por lo tanto
f(x) =
∞∑
k=0
Dkf(0)(x− x0)k
k!
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Ahora como:
D0f(0) = yp
D1f(0) = pyp−1
D2f(0) = p(p− 1)yp−2
...
Dkf(0) = p(p− 1)(p− 2) · · · (p− k)(p− k + 1)yp−k.
Luego tenemos que
f(x) = yp +
pyp−1x
1!
+
p(p− 1)yp−2x2
2!
+ · · ·+ p(p− 1) · · · (p− k)(p− k + 1)yp−kx
k
k!
+ · · ·
Se puede ver facilmente que p(p− 1) · · · (p− k)(p− k + 1) = Γ(p+ 1)
Γ(p− k + 1).
As´ı la funcio´n f(x) toma la forma
f(x) = yp +
pyp−1x
1!
+
p(p− 1)yp−2x2
2!
+ · · ·+ Γ(p+ 1)
Γ(p− k + 1)Γ(k + 1)y
p−kxk + · · ·
En ambos casos, concluimos que:
(x+ y)p =
∞∑
k=0
(
p
k
)
xp−kyk, donde Γ(p+1)
Γ(p−k+1)Γ(k+1)
Esta identidad es una generalizacio´n del teorema del Binomio. Por ejemplo, si p = 2,
entonces tenemos que:
(x+ y)2 =
(
2
0
)
x2 +
(
2
1
)
xy +
(
2
2
)
y2 +
(
2
3
)
x−1y3 +
(
2
4
)
x−2y4 + · · ·
Notemos que
(
2
k
)
con k > 2 es 0.
En efecto (
2
k
)
=
Γ(3)
Γ(2− k + 1)Γ(k + 1)
=
Γ(3)
Γ(3− k)Γ(k + 1)
=
Γ(3)
(2− k)Γ(2− k)Γ(k + 1)
= 0.
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Note que (
2
3
)
=
Γ(3)
Γ(2− 3 + 1)Γ(4)
=
Γ(3)
Γ(0)Γ(4)
=
Γ(3)
(∞) Γ(4)
= 0.
En general, tenemos que Γ(p) =∞ si p ≤ 0, entonces.
(x+ y)2 = x2 + 2xy + y2.
2.1. La funcio´n Gama
La funcio´n Gama es de gran utilidad en el ca´lculo de algunas derivadas fraccionarias,
por ello necesitamos recordar algunas de sus propiedades, las cua´les son necesarias en
el ejemplo que veremos ma´s adelante.
Definicio´n 2.1. Sea z ∈ R, con z > 0, definimos la integral
Γ(z) =
∫ ∞
0
tz−1e−t dt. (2.2)
Lo anterior se conoce como la funcio´n Gama y se denota por el simbolo Γ.
Para probar la convergencia usamos el siguiente teorema de comparacio´n (ver[4]).
Teorema 2.2. Si las dos integrales propias
∫ b
a
f(x)dx y
∫ b
a
g(x)dx existen para cada
b ≥ a siendo f(x) ≥ 0 y g(x) > 0 para todo x ≥ a, y si
l´ım
x→∞
f(x)
g(x)
= c, donde c 6= 0
entonces las integrales
∫∞
a
f(x)dx y
∫∞
a
g(x)dx o convergen o divergen.
Procedemos de la siguiente forma :
Tomemos ahora la integral
∫ ∞
0
tz−1e−t dt de tal manera que sea la suma de 2 integrales:
∫ ∞
0
tz−1e−t dt =
∫ 1
0
tz−1e−t dt+
∫ ∞
1
tz−1e−t dt.
Para
∫ ∞
1
tz−1e−t dt, aplicamos el teorema(2.2) con la integral
∫ ∞
1
t−2 dt,
l´ım
t→∞
tz−1e−t
t−2
= l´ım
t→∞
tz+1
et
.
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Como tenemos una indeterminacio´n ∞∞ aplicamos L’hôpital hasta que el exponente de
t sea negativo. Esto hace que el termino
tz+1
et
quede de la forma
ktm
et
con m < 0, k 6= 0.
Es decir, el limite queda de la forma l´ım
t→∞
tz+1
et
= l´ım
t→∞
k
ett−m
= 0.
Como el limite da´ 0, entonces podemos concluir que la convergencia de la integral∫ ∞
0
tz−1e−t dt depende de la integral
∫ ∞
1
t−2 dt que es convergente, as´ı decimos que la
integral
∫ ∞
1
tz−1e−t dt es convergente.
Para la integral
∫ 1
0
tz−1e−t dt hacemos un cambio de variable: t = 1
u
de donde dt =
− 1
u2
du. As´ı, ∫ 1
0
tz−1e−t dt =
∫ ∞
1
(
1
u
)z−1
e(
−1
u )
(
−du
u2
)
= −
∫ ∞
1
u−z−1e(
−1
u )du.
Usando de nuevo el teorema (2.2) con
∫ ∞
1
u−z−1 du que es convergente, tenemos:
l´ım
u→∞
e(
−1
u )u(−z−1)
u(−z−1)
= l´ım
u→∞
e(
−1
u )
= 1.
Como el limite anterior tiende a 1, decimos que existe. As´ı la
∫ 1
0
tz−1e−t dt converge.
Por lo tanto, como las 2 integrales convergen, entonces afirmamos que la funcio´n Gama
es convergente.
La funcio´n Gama tiene una propiedad que nos sera´ muy u´til en este trabajo.
Γ(z + 1) = zΓ(z), ∀z > 0.
En efecto, aplicando la definicio´n (2.2), procedemos de la siguiente manera:
Γ(z + 1) =
∫ ∞
0
e−tt(z+1)−1 dt.
Usando la integracio´n por partes tenemos: u = tz, du = ztz−1dt, v = −e−t.
Luego,
Γ(z + 1) =
[−tz
et
]∞
0
+ z
∫ ∞
0
e−ttz−1 dt.
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Para la expresio´n
[−tz
et
]∞
0
recurrimos a la regla de L’hôpital.
Para el limite superior lo hacemos por casos:
Caso 1: Si 0 < z < 1, entonces aplicando L’hôpital tenemos:
l´ım
t→∞
ztz−1
et
= z l´ım
t→∞
1
ett1−z
= 0.
Caso 2: Si z ≥ 1 aplicamos L’hôpital hasta que el exponente de t sea negativo. As´ı:
l´ım
t→∞
ztz−1
et
= l´ım
t→∞
z(z − 1)(z − 2) · · · (z + r)tz−r−1
et
,
donde z − r − 1 < 0.
As´ı, l´ım
t→∞
tz
et
= l´ım
t→∞
k
ettm
= 0, donde k = z(z − 1) · · · (z − r) y m = z − r − 1.
En cualquier caso l´ım
t→∞
−tz
et
= 0 .
Ahora para el limite inferior es evidente que
−0z
e0
= 0.
Por lo tanto
[−tz
e−t
]∞
0
= 0.
As´ı,
Γ(z + 1) = z
∫ ∞
0
e−ttz−1 dt.
Luego,
Γ(z + 1) = zΓ(z).
Si z ∈ Z+ tenemos que:
Γ(z + 1) = zΓ(z)
= z(z − 1)Γ(z − 1)
= z(z − 1)(z − 2)Γ(z − 2)
= ·
= ·
= ·
= z(z − 1)(z − 2) · · · 2 · 1
= z!
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Por lo tanto, Γ(z + 1) = z!, ∀z ∈ Z+.
En general es dif´ıcil ca´lcular Γ(z), cuando z ∈ Q+. La famosa integral de Gauss∫ ∞
0
e−x
2
dx =
√
pi
2
(2.3)
es u´til para ca´lcular algunos valores de Γ(z), por ello incluimos la prueba de esta iden-
tidad.
Para ello consideremos la siguiente integral doble∫ ∞
−∞
∫ ∞
−∞
e−(x
2+y2)dxdy. (2.4)
Usando coordenadas polares, tenemos que:
x2 + y2 = r2 donde dxdy = rdrdθ, 0 ≤ θ ≤ 2pi, 0 ≤ r ≤ ∞.
As´ı, (2.4) toma la forma:∫ ∞
−∞
∫ ∞
−∞
e−(x
2+y2)dxdy =
∫ 2pi
0
∫ ∞
0
e−r
2
rdrdθ = 2pi
∫ ∞
0
e−r
2
rdr.
Haciendo el cambio de variable: u = −r2 tenemos que du = −2rdr y∫ ∞
−∞
∫ ∞
−∞
e−(x
2+y2)dxdy = 2pi
∫ −∞
0
eu
(−du
2
)
= −pi
∫ −∞
0
eudu
= −pi[e−∞ − e0]
= pi.
Luego, ∫ ∞
−∞
∫ ∞
−∞
e−(x
2+y2)dxdy = pi.
As´ı, ∫ ∞
−∞
∫ ∞
−∞
e−(x
2+y2)dxdy =
∫ ∞
−∞
∫ ∞
−∞
e−x
2
e−y
2
dxdy
=
(∫ ∞
−∞
e−x
2
dx
)(∫ ∞
−∞
e−y
2
dy
)
=
(∫ ∞
−∞
e−x
2
dx
)(∫ ∞
−∞
e−x
2
dx
)
.
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Luego, (∫ ∞
−∞
e−x
2
dx
)2
= pi.
As´ı, ∫ ∞
−∞
e−x
2
dx =
√
pi.
Como la funcio´n e−x
2
es par, entonces∫ ∞
−∞
e−x
2
dx = 2
∫ ∞
0
e−x
2
dx =
√
pi.
Por tanto ∫ ∞
0
e−x
2
dx =
√
pi
2
.
Mostremos algunos ejemplos.
Ejemplo 1. Calcular Γ(1).
Γ(1) =
∫ ∞
0
t1−1e−tdt
=
∫ ∞
0
e−tdt
= −e−t |∞0
= −e−∞ + e0
= 1.
Ejemplo 2. Calcular Γ
(
1
2
)
.
Γ
(
1
2
)
=
∫ ∞
0
t
1
2
−1e−tdt
=
∫ ∞
0
t−
1
2 e−tdt.
Haciendo el cambio de variable: tenemos que, u = t
1
2 , u2 = t y 2du = t−
1
2dt.
As´ı,
Γ
(
1
2
)
= 2
∫ ∞
0
e−u
2
du =
√
pi.
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Ejemplo 3. Calcular Γ
(
3
2
)
.
Γ
(
3
2
)
= Γ
(
1
2
+ 1
)
=
1
2
Γ
(
1
2
)
=
1
2
√
pi
=
√
pi
2
.
Nota. Sabemos que Γ(s) existe si, s > 0.
Si s ≤ 0 se puede verificar que la integral.∫ ∞
0
ts−1e−tdt,
diverge.
Es decir Γ(s) no existe si s ≤ 0, sin embargo Γ(s + 1) = sΓ(s). De donde, Γ(s) =
Γ(s+ 1)
s
.
Notemos que Γ(s+1) existe, si (s+1) > 0. Lo anterior, nos permite definir Γ(s) cuando
−1 < s < 0.
Definicio´n 2.2. Si −1 < s < 0 entonces Γ(s) = Γ(s+ 1)
s
.
Ana´logamente,
Γ(s+ 1) =
Γ(s+ 2)
s+ 1
.
Aqu´ı, Γ(s+ 2) existe si, s > −2.
Definicio´n 2.3. Si −2 < s < −1, entonces
Γ(s) =
Γ(s+ 1)
s
=
Γ(s+ 2)
s(s+ 1)
.
Continuando de esa manera, se puede extender la definicio´n de Γ(s), inductivamente
para cada intervalo abierto −n < s < −n+1, donde n∈ Z. Ahora, si definimos Γ(0) = 1,
entonces podemos definir mediante la identidad Γ(s) = Γ(s+1)
s
la funcio´n Γ(s) para
s ∈ R−. En general se puede generalizar Γ(s),∀s ∈ R.
2.2. Derivada entera
Es conocido que:
D ≡ d
dx
.
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Por el Teorema Fundamental del Calculo (T.F.C) sabemos que:
D
∫ x
a
f(ξ)dξ = f(x), (2.5)∫ x
a
Df(ξ)dξ = f(x)− f(a). (2.6)
De la identidad (2.5), podemos definir
D−1f(x) =
∫ x
a
f(ξ)dξ. (2.7)
Se puede verificar que:
D ·D−1f(x) = f(x).
En efecto,
D ·D−1f(x) = D
(∫ x
a
f(ξ)dξ
)
.
Por (2.5) tenemos
D ·D−1f(x) = f(x).
Teorema 2.3. DnD−nf(x) = f(x),∀n ∈ N.
Demostracio´n. Tomemos n = 1, entonces
DD−1f(x) = D
(∫ x
a
f(ξ)dξ
)
= f(x).
Supongamos que DnD−nf(x) = f(x).
Mostremos que Dn+1D−(n+1)f(x) = f(x).
En efecto
Dn+1D−n−1f(x) = Dn+1D−1−nf(x)
= Dn[DD−1(D−nf(x))]
= DnD−nf(x)
= f(x).
Por lo tanto
DnD−nf(x) = f(x), ∀n ∈ N
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Por otro lado, D−1 ·Df(x) = f(x)− f(a). En efecto,
D−1 ·Df(x) = D−1 (Df(x))
=
∫ x
a
Df(x)dx.
Por (2.6)
D−1 ·Df(x) = f(x)− f(a).
Podemos notar que D−1 es el operador inverso a derecha de D, pero no es operador
inverso a izquierda. Si se supone que f(a) = 0, entonces D−1 es el operador inverso de
D. [20]
Podemos definir: D−2f(x) = D−1(D−1f(x)). De donde
D−2f(x) = D−1(D−1f(x))
= D−1
(∫ x
a
f(ξ)dξ
)
.
Sea F (x) =
∫ x
a
f(ξ)dξ. Entonces,
D−2f(x) = D−1(F (x))
=
∫ x
a
F (ξ′)dξ′.
Por lo tanto:
D−2f(x) =
∫ x
a
∫ ξ′
a
f(ξ)dξdξ′.
Ana´logamente, se verifica que:
D−3f(x) =
∫ x
a
∫ ξ′
a
∫ ξ′′
a
f(ξ)dξdξ′dξ′′.
Continuando con este proceso, tenemos que:
D−nf(x) =
∫ x
a
∫ ξ′
a
· · ·
∫ ξn
a
f(ξ)dξdξ′ · · · dξn, ∀n ∈ N.
Una aplicacio´n sencilla de lo anterior es:
Sea el problema de Cauchy.
f ′′(x) = g(x), donde g(x) es integrable
f ′(a) = 1
f(a) = 1.
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Tenemos que:
D2f(x) = g(x).
Multiplicando D−1 a ambos lados de la igualdad se tiene que
D−1D2f(x) = D−1g(x).
Usando (2.7), tenemos:∫ x
a
D(Df(ξ))dξ =
∫ x
a
g(ξ)dξ.
Luego por (2.6), tenemos
Df(x)− f ′(a) =
∫ x
a
g(ξ)dξ.
Luego,
Df(x) = f ′(a) +
∫ x
a
g(ξ)dξ.
De nuevo multiplicando por D−1, obtenemos
D−1Df(x) = D−1f ′(a) +D−1
∫ x
a
g(ξ)dξ.
As´ı, ∫ x
a
Df(ξ)dξ =
∫ x
a
f ′(a)dξ +
∫ x
a
∫ ξ′
a
g(ξ)dξdξ′.
Recordemos que
∫ x
a
Df(ξ)dξ = f(x)− f(a). As´ı,
f(x)− f(a) = f ′(a)(x− a) +
∫ x
a
∫ ξ′
a
g(ξ)dξdξ′.
Luego,
f(x) = f(a) + f ′(a)(x− a) +
∫ x
a
∫ ξ′
a
g(ξ)dξdξ′.
Como f(a) = 1 yf ′(a) = 1, entonces la solucio´n al problema de Cauchy es
f(x) = 1 + (x− a) +
∫ x
a
∫ ξ′
a
g(ξ)dξdξ′.
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Notese que la funcio´n g(x) so´lo necesita ser integrable.
Mostremos un ejemplo de derivada entera negativa. Hallemos D−2(
√
x).
Por las propiedades, tenemos que
D−2(
√
x) =
∫ x
a
∫ ξ′
a
(
√
ξ)dξdξ′, a > 0, x, ξ′ > a
Haciendo los ca´lculos, tenemos que:∫ ξ′
a
(
√
ξ)dξ =
2
3
ξ
3
2
=
2
3
(
(ξ′)
3
2 − a 32
)
.
As´ı,
D−2(
√
x) =
∫ x
a
2
3
(
(ξ′)
3
2 − a 32
)
dξ′
=
2
3
∫ x
a
(
(ξ′)
3
2 − a 32
)
dξ′
=
2
3
(∫ x
a
(ξ′)
3
2dξ′ −
∫ x
a
a
3
2dξ′
)
=
2
3
(
2
5
(ξ′)
5
2 − a 32
)∣∣∣∣∣
x
a
=
2
3
(
2
5
x
5
2 − 2
5
a
5
2 − a 32x+ a 52
)
=
2
3
(
2
5
x
5
2 − a 32x+ 3
5
a
5
2
)
.
Luego,
D−2(
√
x) =
2
3
(
2
5
x
5
2 − a 32x+ 3
5
a
5
2
)
.
Algunas propiedades son:
Teorema 2.4. Sea f ∈ C∞[a, b] y aDx = D, donde aDx=
∫ x
a
en el caso que la derivada
entera sea negativa. Entonces:
1. DnDmf(x)=Dn+mf(x), ∀n,m ∈ N
2. Dn+mD−mf(x)=Dnf(x), ∀n,m ∈ N
3. DmD−n−mf(x)=D−nf(x), ∀n,m ∈ N
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4. DnD−mf(x)=Dn−mf(x), ∀n,m ∈ N con n > m.
Demostracio´n.
1. Es evidente.
2.
Dn+mD−mf(x) = DnDmD−mf(x)
= Dn(DmD−m)f(x)
= Dnf(x).
3.
DmD−m−nf(x) = DmD−m−nf(x)
= (DmD−m)D−nf(x)
= Dm−mD−nf(x)
= D−nf(x).
4. Como n > m, entonces n = m+ r, donde r = n−m. As´ı,
DnD−mf(x) = Dm+rD−mf(x)
= Dr+mD−mf(x)
= Dr(DmD−m)f(x)
= DrDm−mf(x)
= Drf(x)
= Dn−mf(x).
Notemos que:
D−2Df(x) = D−1D−1Df(x)
= D−1(D−1Df(x))
= D−1
∫ x
a
Df(ξ)dξ
= D−1(f(x)− f(a))
=
∫ x
a
(f(ξ)− f(a))dξ
= D−1f(x)− f(a)(x− ξ).
Es decir D−2D 6= D−1. Lo cual indica que en general DnDm 6= Dn+m, ∀n,m ∈ Z. La
igualdad se obtiene si y solo si f(a) = 0.
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2.3. Derivada para monomios con exponente real
Sea f(x) = xp, donde p ∈ Z+, p > 0. Luego,
Dnxp = p(p− 1) · · · (p− n+ 1)xp−n.
Como p(p− 1) · · · (p− n+ 1) = p!
(p−n)! =
Γ(p+1)
Γ(p−n+1) , entonces.
Dnxp =
Γ(p+ 1)
Γ(p− n+ 1)x
p−n.
De la anterior motivacio´n la siguiente definicio´n.
Definicio´n 2.4. Sean p,m ∈ R tal que p − m > 0, p + 1 > 0, p − m + 1 > 0. La
derivada fraccionario Dm de la funcio´n f(x) = xp es:
Dmxp =
Γ(p+ 1)
Γ(p−m+ 1)x
p−m. (2.8)
Ejemplo. Hallemos D1/2(x1/2).
Aplicando (2.8), tenemos lo siguiente:
D1/2(x1/2) =
Γ
(
1
2
+ 1
)
Γ
(
1
2
− 1
2
+ 1
)x 12− 12
=
Γ
(
3
2
)
Γ (1)
x0
=
√
pi
2
.
2.4. Derivada fraccionaria del producto.
Sean f y g con derivadas de orden n ≥ 1. Sabemos que
D(f · g) = (Df) · g + f · (Dg).
Ana´logamente, derivando f , g con n ≥ 2,
D2(f · g) = (D2f) · g + 2(Df)(Dg) + f · (D2g).
En general se tiene el siguiente teorema.
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Teorema 2.5. Si n ∈ N y f ,g son funciones con derivadas de orden n, entonces :
Dn(f · g) =
n∑
k=0
(
n
k
)
(Dn−kf)(Dkg). (2.9)
Demostracio´n. Aplicando induccio´n matema´tica, suponemos que (2.9) es verdadero.
Mostremos que:
Dn+1(f · g) =
n+1∑
k=0
(
n+ 1
k
)
(Dn+1−kf)(Dkg).
Tenemos entonces que:
n+1∑
k=0
(Dn+1−kf)(Dn+1f)g = (Dn+1f)g +
(
n+ 1
1
)
(Dnf)(Dg)
+
(
n+ 1
2
)
(Dn−1f)(D2g)
+
(
n+ 1
3
)
(Dn−2f)(D3g)
+ · · ·+
(
n+ 1
n− 1
)
(D2f)(Dn−1g)
+
(
n+ 1
n
)
(Df)(Dng)
Como
(
n+ 1
k
)
=
(
n
k
)
+
(
n
k − 1
)
, entonces
n+1∑
k
(
n+ 1
k
)
(Dn+1−kf)(Dkg) =
(
n
0
)
(Dn+1f)g +
(
n
1
)
(Dnf)(Dg)
+
(
n
0
)
(Dnf)(Dg) +
(
n
2
)
(Dn−1f)(D2g)
+
(
n
1
)
(Dn−1f)(D2g) +
(
n
3
)
(Dn−2f)(D3g)
+
(
n
2
)
(Dn−2f)(D3g) + · · ·+
(
n
n
)
(Df)(Dng)
+
(
n
n− 1
)
(Df)(Dng) + f(Dn−1g)
23
n+1∑
k
(
n+ 1
k
)
(Dn+1−kf)(Dkg) =
(
n
0
)[
(Dn+1f)(g) + (Dnf)(Dg)
]
+
(
n
1
)[
(Dnf)(Dg) + (Dn−1f)(D2g)
]
+
(
n
2
)[
(Dn−1f)(D2g) + (Dn−2f)(D3g)
]
+ · · ·+
(
n
n− 1
)[
(D2f)(Dn−1g) + (Df)(Dng)
]
+
(
n
n
)
[(Df)(Dng) + f(Dng)]
n+1∑
k
(
n+ 1
k
)
(Dn+1−kf)(Dkg) =
(
n
0
)
D [(Dnf)(g)] +
(
n
1
)
D
[
(Dn−1f)(Dg)
]
+
(
n
2
)
D
[
(Dn−2f)(D2g)
]
+ · · ·+
(
n
n− 1
)
D
[
(Df)(Dn−1g)
]
+
(
n
n
)
D [f(Dng)]
= D
[(
n
0
)
(Dnf)g +
(
n
1
)
(Dn−1f)(Dg)
+
(
n
2
)
(Dn−2f)(D2g)
+ · · ·+
(
n
n− 1
)
(Df)(Dn−1g) +
(
n
n
)
(f)(Dng)
]
.
Por (2.9) concluimos que,
n+1∑
k=0
(
n+ 1
k
)
(Dn+1−kf)(Dkg) = D (Dn(fg)) = Dn+1(fg).
Sabemos que, (
n
k
)
=
Γ(n+ 1)
Γ(n− k + 1)Γ(k + 1) .
Luego, la identidad (2.9) se puede generalizar , para p ∈ R+, as´ı:
Dp(f · g) =
∞∑
k=0
Γ(p+ 1)
Γ(p− k + 1)Γ(k + 1)(D
p−kf)Dkg,
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donde se supone que se conoce a priori las derivadas fraccionarias Dp−kf .
Por ejemplo se puede deducir fa´cilmente que :
Dα(sen(x) · cos(x)) =
∞∑
k=0
Γ(α + 1)
Γ(α− k + 1)Γ(k + 1)sen
(
x+
α− kpi
2
)
cos
(
x+
α− kpi
2
)
.
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Cap´ıtulo 3
Hacia una primera generalizacio´n
de derivada fraccionaria
El propo´sito de este cap´ıtulo es construir la derivada fraccionaria de Riemann-Liouville
(ver [20]).
Por serie de Taylor sabemos que si f ∈ C∞(R) entonces f tiene una representacio´n en
series de potencia en x0 ∈ R de la forma:
f(x) =
∞∑
n=0
Dnf(x0)
n!
(x− x0)n.
Particularmente para f(x) = ex la serie de Taylor en x0 = 0 es :
ex =
∞∑
n=0
xn
n!
.
La funcio´n exponencial se ha generalizado en distintos contextos de la matema´tica,
particularmente en Ana´lisis Funcional, se define eαT como
eαT =
∞∑
n=0
αnT n
n!
donde α ∈ R, y T es un operador acotado y T n corresponde a la composicio´n k-e´sima
del operador T .
Es probable que un operador no acotado sea acotado en una vecindad de algu´n punto
de x0 ∈ D(T ), donde D(T ) es el dominio con respecto al operador T . Esto nos permite
escribir la serie Taylor en forma local.
Por ejemplo, el operador diferencial D : C[a,b] → C no es acotado, pero es posible que
en un subconjunto V ⊂ C[a,b] sea acotado.
Supongamos que eαD es acotado en V = C∞[a,b] ⊂ C[a,b]. Luego eαD existe. esto significa
que la serie
∞∑
n=0
αnDn
n!
converge.
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As´ı, para f ∈ V ⊂ C[a,b] tenemos que:
eαDf(x) =
∞∑
n=0
αnDnf(x)
n!
. (3.1)
Por otro lado, como f ∈ C∞[a,b] entonces:
f(x) =
∞∑
n=0
Dnf(x0)
n!
(x− x0)n, Converge ∀x0 ∈ [a, b].
As´ı, f(x+ α) =
∞∑
n=0
Dnf(x0)(x+ α− x0)n
n!
, donde α ∈ R.
Si x0 = x tenemos:
f(x+ α) =
∞∑
n=0
Dnf(x)αn
n!
.
De (3.1) tenemos que:
f(x+ α) = eαDf(x). (3.2)
Ahora,
Df(x) = l´ım
h→0
f(x+ h)− f(x)
h
= l´ım
h→0
f(x)− f(x+ h)
−h .
Si H = −h entonces
Df(x) = l´ım
H→0
f(x)− f(x−H)
H
.
Por (3.2) tenemos
Df(x) = l´ım
H→0
f(x)− e−HDf(x)
H
.
Luego,
Df(x) = l´ım
H→0
(I − e−HD)f(x)
H
.
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De esta identidad de deduce que el operador diferencial D esta´ definido en forma expl´ıci-
ta como:
D = l´ım
H→0
(I − e−HD)
H
.
As´ı,
Dn = l´ım
H→0
(I − e−HD)n
Hn
.
Luego,
Dnf(x) = l´ım
H→0
[(I − e−HD)n]f(x)
Hn
. (3.3)
Aplicando el Teorema del binomio (2.1) es fa´cil ver que:
Dnf(x) = l´ım
H→0
1
Hm
n∑
k=0
(−1)k
(
n
k
)
e−kHDf(x)
Dnf(x) = l´ım
H→0
1
Hm
n∑
k=0
(−1)k Γ(n+ 1)
Γ(n− k + 1)Γ(k + 1)e
−kHDf(x).
Ahora como e−kHDf(x) = f(x− kH) entonces,
Dnf(x) = l´ım
H→0
1
Hm
n∑
k=0
(−1)k Γ(n+ 1)
Γ(n− k + 1)Γ(k + 1)f(x− kH).
Esta fo´rmula se puede generalizar para α ∈ R+ as´ı:
Dαf(x) = l´ım
H→0
1
Hα
∞∑
n=0
(−1)n Γ(α + 1)
Γ(α− n+ 1)Γ(n+ 1)f(x− nH). (3.4)
Mostremos un ejemplo sencillo aplicando la identidad (3.4).
Ca´lculemos D(x2) aqu´ı α = 1 y f(x) = x2.
D1f(x) = l´ım
H→0
1
H
[ ∞∑
n=0
(−1)n Γ(2)
Γ(2− n)Γ(n+ 1)f(x− nH)
]
= l´ım
H→0
1
H
[
f(x)− f(x−H) +
∞∑
n=2
Γ(2)
Γ(2− n)Γ(n+ 1)f(x− nH)
]
.
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Se puede verificar que Γ(2− n) =∞, cuando n ≥ 2.
As´ı,
∞∑
n=2
1
Γ(2− n)Γ(n+ 1)f(x− nH) = 0.
Luego,
D1f(x) = l´ım
H→0
f(x)− f(x−H)
H
= l´ım
h→0
f(x+ h)− f(x)
h
= l´ım
h→0
(x+ h)2 − (x2)
h
= l´ım
h→0
(x2 + 2xh+ h2)− x2
h
= l´ım
h→0
2xh+ h2
h
= l´ım
h→0
h(2x+ h)
h
= l´ım
h→0
2x+ h = 2x.
Ahora ca´lculemos D2(x2), donde α = 2 y f(x) = x2.
D2(x2) = l´ım
h→0
[
f(x)− 2f(x− h) + f(x− 2h)
h2
]
= l´ım
h→0
[
x2 − 2(x− h)2 + (x− 2h)2
h2
]
= l´ım
h→0
[
x2 − 2(x2 − 2xh+ h2) + (x2 − 4xh+ h2)
h2
]
= l´ım
h→0
[
x2 − 2x2 + 4xh+ 4h2 + x2 − 4xh+ h2
h2
]
= l´ım
h→0
[
2h2
h2
]
= l´ım
h→0
2 = 2.
En general la identidad (3.4) podr´ıa ser muy complicada. Es nuestro propo´sito hallar
fo´rmulas ma´s versa´tiles para hallar la derivada fraccionaria.
Recordemos que
Df(x) = l´ım
h→0
(
I − e−hD
h
f(x)
)
.
As´ı, el operador D se puede definir como:
D = l´ım
h→0
(
I − e−hD
h
)
.
De forma natural, tenemos que
Dm = l´ım
h→0
(
I − e−hD
h
)m
.
= l´ım
h→0
1
hm
[
I −me−hD + m(m− 1)e
−2hD
2!
+ · · ·
]
.
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Notemos que:
D−1 = l´ım
h→0
h
[
I + e−hD + e−2hD + · · · ] .
Luego,
D−1f(x) = l´ım
h→0
h
[
f(x) + f(x)e−hD + f(x)e−2hD + · · · ] .
Como eαDf(x) = f(x+ α) entonces,
D−1f(x) = l´ım
h→0
h [f(x) + f(x)f(x+ h) + · · ·+ f(x)f(x+ kh) + · · · ] , α = 0
D−1f(x) = l´ım
h→0
∞∑
k=0
f(x− kh)h.
Podemos notar que
∞∑
k=0
f(x− kh)h corresponde a un suma de Riemann, donde,
l´ım
h→0
∞∑
k=0
f(x− kh)h =
∫ x
−∞
f(ξ)dξ.
Notemos que si a = −∞ entonces∫ x
−∞
f(ξ)dξ =∞ D−1x f(x).
Luego,
D−1f(x) = l´ım
h→0
∞∑
k=0
f(x− kh)h =
∫ x
−∞
f(ξ)dξ =−∞ D−1x .
Ahora hacemos h = x−a
N
, donde a < x, luego h→ 0 entonces, N →∞+.
Tenemos entonces que:
D−1f(x) = l´ım
h→0
∞∑
k=0
f(x− kh)h.
= l´ım
h→0−
∞∑
k=0
f
(
x− k
(
x− a
N
))
x− a
N
.
=
∫ x
−∞
f(ξ)dξ =a D
−1
x f(x).
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Esto muestra la compatibilidad existente entre aD
−1
x f(x) y la integral de Riemann
En general, tenemos que:
−∞D−mx = l´ım
h→0
1
hm
∞∑
k=0
(−1)k
(
m
k
)
e−khD.
Si h = x−a
N
entonces:
−∞D−mx f(x) = l´ım
N→∞
(
N
x− a
)m N−1∑
k=0
(−1)k
(
m
k
)
f
(
x− k
(
x− a
N
))
.
Recordemos la siguiente identidad
aD
−1
x f(x) =
∫ x
a
f(ξ)dξ = l´ım
N→∞
N−1∑
K=0
f
(
x− k
(
x− a
N
))
x− a
N
.
Queremos construir una identidad ana´loga para aD
m
x f(x), donde m es un entero nega-
tivo.
Con este propo´sito en mente, recordamos que para m entero positivo tenemos que:
aD
m
x f(x) = l´ım
h→0
1
hm
N−1∑
k=0
(−1)k
(
m
n
)
e−khDf(x).
Si h = x−a
N
entonces.
aD
m
x f(x) = l´ım
h→0
(
N
x− a
)m N−1∑
k=0
(−1)k Γ(m+ 1)
Γ(k + 1)Γ(m− k + 1)f
(
x− k
(
x− a
N
))
.
Sea m es un entero negativo y n = −m.
Notemos que:
(−1)k
(
m
k
)
= (−1)km(m− 1)(m− 2) · · · 1
k!(m− k)!
= (−1)km(m− 1)(m− 2) · · ·m− k + 1
k!
.
= (−1)k−n(−n− 1)(−n− 2) · · · − n− k + 1
k!
.
= (−1)k (−1)
k[n(n+ 1)(n+ 2) · · ·n+ k + 1]
k!
.
= (−1)2kn(n+ 1)(n+ 2) · · ·n+ k + 1
k!
.
=
(n+ k − 1)!
k!(n− 1)! .
=
(
n+ k − 1
k
)
=
Γ(n+ k)
Γ(k + 1)Γ(n)
.
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Luego
aD
−n
x f(x) = l´ım
N→∞.
(
x− a
N
)n
1
Γ(n)
N−1∑
k=0
Γ(n+ k)
Γ(k + 1)
f
(
x− k
(
x− a
N
))
.
Esta identidad fue deducida por Grunwald y E.L Post en 1867 (ver [10]) y fue muy
importante en el ca´lculo de la derivada negativa, evitando el uso de la integrales iteradas,
sin desconocer que el ca´lculo del limite puede ser muy dif´ıcil.
Nuestro pro´posito en este trabajo es deducir una fo´rmula para calcular aD
v
xf(x), donde
v ∈ R.
3.1. La derivada fraccionaria de Riemann-Liouville
Notemos que para n = −2 tenemos que:
aD
−2
x f(x) = l´ım
N→∞
(
x− a
N
)2 N−1∑
k=0
(k + 1)f
(
x− k
(
x− a
N
))
. (3.5)
De otro lado, usando el Teorema Fundamental del Ca´lculo (TFC) hab´ıamos deducido
que:
aD
−2
x f(x) =
∫ x
a
∫ ξ′
a
f(ξ)dξdξ′. (3.6)
Lo que nos permite afirmar que (3.5) y (3.6) son equivalentes. En efecto lo son.
Las identidades (3.5) y (3.6) nos permiten determinar un mecanismo para expresar
integrales iteradas como una sola integral. Para ello, necesitamos el siguiente teorema
(ver [20]):
Teorema 3.1. (Regla de Leibniz)
Sean Ψ1,Ψ2 : R→ R y f : R2 → R funciones diferenciales, tales que:
d
dx
∫ Ψ1(x)
Ψ2(x)
f(x, y)dy = f(x,Ψ2(x))Ψ
′
2(x)− f(x,Ψ1(x))Ψ′1(x) +
∫ Ψ1(x)
Ψ2(x)
∂
∂x
f(x, y)dy.
Demostracio´n. Supongamos que
∫
f(x, y)dy = F (x, y). Por Teorema Fundamental del
Ca´lculo tenemos que
dF (x, y)
dy
= f(x, y). As´ı,
∫ Ψ2(x)
Ψ1(x)
f(x, y)dy = F (x, y)|Ψ2(x)Ψ1(x)
= F (x,Ψ2(x))− F (x,Ψ1(x)).
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Aplicando d
dx
y utilizando regla de la cadena tenemos:
d
dx
∫ Ψ2(x)
Ψ1(x)
f(x, y)dy =
d
dx
F (x,Ψ2(x))− d
dx
F (x,Ψ1(x))
=
∂F (x,Ψ2(x))
dx
+
∂F
dy
Ψ′2(x)−
∂F (x,Ψ1(x))
dx
− dF
dy
Ψ′1(x).
Como ∂F
dy
= f(x, y) entonces
d
dx
∫ Ψ2(x)
Ψ1(x)
f(x, y)dy =
∂
dx
F (x,Ψ2(x)) + f(x,Ψ2(x)).Ψ
′
2(x)
− ∂
dx
F (x,Ψ1(x))− f(x,Ψ1(x)).Ψ′1(x).
As´ı,
d
dx
∫ Ψ2(x)
Ψ1(x)
f(x, y)dy = f(x,Ψ2(x)).Ψ
′
2(x)− f(x,Ψ1(x)).Ψ′1(x)
+
[
∂F (x,Ψ2(x))
dx
− ∂F (x,Ψ1(x)
dx
]
(3.7)
Sea G(x, y) = ∂
∂x
F (x, y). Luego,
∂G
∂y
=
∂
∂y
∂
∂x
F (x, y) =
∂
∂x
(
∂
∂y
F (x, y)
)
=
∂
∂x
f(x, y).
as´ı, G(x, y) =
∫
∂
∂x
f(x, y)dy.
Luego, ∫ Ψ2(x)
Ψ1(x)
∂
∂x
f(x, y)dy = G(x,Ψ2(x))−G(x,Ψ2(x))
=
∂
∂x
F (x,Ψ2(x))− ∂
∂x
F (x,Ψ1(x)).
As´ı, (3.7) quedar´ıa:
d
dx
∫ Ψ2(x)
Ψ1(x)
f(x, y)dy = f (x,Ψ2(x)) .Ψ
′
2(x)− f (x,Ψ1(x)) .Ψ′1(x) +
∫ Ψ2(x)
Ψ1(x)
∂
∂x
f(x, y)dy.
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De la Regla de Leibniz, tenemos que:
d
dx
∫ x
a
w(x, y)f(y)dy = w(x, x)f(x) +
∫ x
a
∂w(x, y)
∂(x)
f(y)dy,
donde w(x, y) = x− y. As´ı w(x, x) = 0 y ∂w(x, y)
∂x
= 1.
Tenemos entonces que:
d
dx
∫ x
a
(x− y)f(y)dy =
∫ x
a
f(y)dy.
Inductivamente tenemos que:
d2
dx2
∫ x
a
(x− y)2f(y)dy = d
dx
(
d
dx
∫ x
a
(x− y)2f(y)dy
)
=
d
dx
(
w(x, x)f(x) +
∫ x
a
2(x− y)f(y)dy
)
.
As´ı,
d2
dx2
∫ x
a
(x− y)2f(y)dy = 2 d
dx
∫ x
a
(x− y)f(y)dy = 2
∫ x
a
f(y)dy.
Luego,
d2
dx2
∫ x
a
(x− y)f(y)dy = 2!
∫ x
a
f(y)dy.
Ana´logamente.
d3
dx3
∫ x
a
(x− y)3f(y)dy = 3!
∫ x
a
f(y)dy.
En general, tenemos:
Teorema 3.2. Para n ∈ N, entonces:
dn
dxn
∫ x
a
(x− y)nf(y)dy = n!
∫ x
a
f(y)dy. (3.8)
Demostracio´n. Si n = 1 entonces,
d
dx
∫ x
a
(x− y)f(y)dy =
∫ x
a
f(y)dy.
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Ahora supongamos que se cumple para n = k. Debemos demostrar que se cumple para
k + 1.
dk+1
dxk+1
∫ x
a
(x− y)k+1f(y)dy = d
k
dxk
[
d
dx
∫ x
a
(x− y)k+1f(y)dy
]
=
dk
dxk
[
w(x, x)(k + 1)
∫ x
a
(x− y)kf(y)dy
]
= (k + 1)
dk
dxk
[∫ x
a
(x− y)kf(y)dy
]
= (k + 1)k!
(∫ x
a
f(y)dy
)
= (k + 1)!
(∫ x
a
f(y)dy
)
.
Por lo tanto se cumple para n+ 1. Es decir.
dn
dxn
∫ x
a
(x− y)nf(y)dy = n!
∫ x
a
f(y)dy, ∀n ∈ N.
Este teorema se le debe a Oldham, Spanier [14] quienes publicaron este resultado en
1936 en la revista Diferencial & Integral Calculus.
De la identidad (3.8) tenemos que:
d
dx
∫ x
a
(x− y)f(y)dy =
∫ x
a
f(y)dy.
As´ı, se motiva (
d
dx
)−1 ∫ x
a
f(y)dy =
∫ x
a
(x− y)f(y)dy.
Luego, ∫ x
a
∫ y′
a
f(y)dydy′ =
∫ x
a
(x− y)f(y)dy.
Ana´logamente, se puede verificar que,∫ x
a
∫ y′′
a
∫ y′
a
f(y)dydy′dy′′ =
1
2!
∫ x
a
(x− y)2f(y)dy.
En general para n integrales iteradas tenemos.∫ x
a
∫ yn
a
∫ yn−1
a
· · ·
∫ y
a
f(y′)dy′dy′′ · · · dyn = 1
(n− 1)!
∫ x
a
(x− y)n−1f(y)dy.
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As´ı, hemos logrado una fo´rmula para las derivadas negativas, es decir si n ∈ N, entonces
aD
−n
x f(x) =
1
(n− 1)!
∫ x
a
(x− y)n−1f(y)dy. (3.9)
La esencia para calcular una derivada fraccionaria esta´ en la fo´rmula (3.9).
De la fo´rmula (3.9), podemos definir la derivada fraccionaria de la siguiente manera:
Definicio´n 3.1. Para ν > 0,
aD
−ν
x f(x) =
1
Γ(ν)
∫ x
a
(x− y)ν−1f(y)dy.
Si m > 0 entonces aD
m−ν
x f(x) = aD
m
x ·a D−νx f(x).
Ejemplo Calcular aD
1/2
x f(x).
Notemos que
aD
1/2
x f(x) = D
1D−1/2f(x)
=
d
dx
(
1
Γ(1/2)
∫ x
a
(x− y)−1/2f(y)dy
)
.
Si f(x) = 1, entonces
aD
1/2
x (1) =
d
dx
(
1√
pi
∫ x
a
dy√
x− y
)
=
d
dx
(
2
√
x− a√
pi
)
=
1√
pi(x− a) .
Notemos que la derivada de una constante no es cero. Este es uno de los inconvenientes
en el momento de resolver una ecuacio´n diferencial fraccionaria. Esto hizo necesario
cambiar la derivada fraccionaria de tal manera que la nueva derivada fuera consistente
con la derivada de una constante. Fue Caputo el autor de la nueva definicio´n, que ma´s
adelante mencionaremos.
Ahora, si a = 0, entonces:
D1/2x f(x) =
1√
pix
.
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En lo que sigue, asumiremos que D−ν = 0D−νx .
Tenemos entonces que:
D−ν(1) =
1
Γ(v)
∫ x
0
(x− y)ν−1dy
=
1
νΓ(v)
xν =
1
Γ(ν + 1)
xν , ν > 0.
Si 0 < µ < 1, entonces:
Dµ(1) = D1
(
D−(1−µ)1
)
= D1
(
1
Γ(2− µ)x
1−µ
)
.
Puesto que Γ(2− µ) = (1− µ)Γ(1− µ)
D−µ(1) =
1− µ
Γ(2− µ)x
−µ =
1
Γ(1− µ)x
−µ.
Si 0 < µ < 2, entonces:
Dµ(1) = D2
(
D−(2−µ)1
)
= D2
(
1
Γ(3− µ)x
2−µ
)
= D
(
2− µ
Γ(3− µ)x
1−µ
)
=
(2− µ)(1− µ)
Γ(3− µ) x
−µ
=
(2− µ)(1− µ)
(2− µ)(1− µ)Γ(1− µ)x
−µ
=
1
Γ(1− µ)x
−µ.
Lo anterior nos permite afirmar que: Para µ ≥ 0 tenemos que Dµ(1) = 1
Γ(1−µ)x
−µ. Si
µ ∈ N entonces Dµ1 = 0 ya que Γ(1− µ) =∞.
En lo que sigue definimos:
D−νf(x) =
1
Γ(ν)
∫ x
0
(x− y)(ν−1)f(y)dy, ν > 0, a = 0,
como la transformada integral fraccional.
Comentario. Esta transformada tiene similitud con la transformada de Hilbert.
H(f(x)) =
1√
pi
∫ ∞
−∞
(x− y)−1f(y)dy.
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Cap´ıtulo 4
Propiedades de la derivada
fraccionaria de Riemann-Liouville
En este cap´ıtulo, presentamos algunas propiedades de la derivada fraccionaria (ver [15]).
Definicio´n 4.1. (Derivada fraccionaria de Riemann-Liouville)
Sea f(x) una funcio´n continua en R, v ≥ 0.
La derivada fraccionaria de Riemann-Liouville de orden −v , con v ≥ 0 de la funcio´n
f(x) sobre [0, x] es:
0D
−v
x f(x) =

1
Γ(v)
∫ x
0
(x− y)v−1f(y)dy si v > 0
f(x) si v = 0.
Comentarios
Se puede verificar que para v ∈ N, las integrales iteradas coinciden con la integral
usual.
Los limites 0 y x de la integral son llamados terminales.
Si el intervalo de integracio´n es (-∞, x], entonces −∞D−vx f(x) es llamada la deri-
vada fraccionaria de Liouville.
Si el intervalo de integracio´n es [x,∞), entonces xD−v∞ f(x) es llamada la derivada
fraccionaria de Weyl.
Si el intervalo de integracio´n es [0, x] aD
−v
x f(x) es llamada la derivada fraccionaria
de Riemann-Liouville.
El operador D−v, v > 0 nos sirve para ca´lcular la derivada de la funcio´n. Para
facilitar la notacio´n, escribiremos D−vf(x) en lugar de aD−vx f(x).
Teorema 4.1. (Linealidad). El operador D−v es lineal.
38
Demostracio´n. Por la linealidad de la integral, es evidente que
D−v(f + g) = D−vf +D−vg
y
D−v(αf) = αD−vf, ∀α ∈ R.
Por tanto D−vf es lineal.
Teorema 4.2. (Propiedad de semigrupo). Sean v > 0, u > 0 entonces D−vD−u =
D−(v+u).
Demostracio´n.
D−v(D−uf(x)) = D−v
[
1
Γ(u)
∫ x
0
(x− y)u−1f(y)dy
]
=
1
Γ(u)
D−v
(∫ x
0
(x− y)u−1f(y)dy
)
=
1
Γ(u)
[
1
Γ(v)
∫ x
0
(x− s)v−1
∫ s
0
(s− y)u−1f(y)dyds
]
=
1
Γ(u)Γ(v)
∫ x
0
(x− s)v−1
∫ s
0
(s− y)u−1f(y)dyds
=
1
Γ(u)Γ(v)
∫ x
0
∫ s
0
(x− s)v−1(s− y)u−1f(y)dyds.
Cambiando el orden de la integracio´n tenemos que:
D−v(D−uf(x)) =
1
Γ(u)Γ(v)
∫ x
0
∫ x
y
(x− s)v−1(s− y)u−1f(y)dsdy
=
1
Γ(u)Γ(v)
∫ x
0
f(y)
∫ x
y
(x− s)v−1(s− y)u−1dsdy. (4.1)
Notemos que la integral
∫ x
y
(x− s)v−1(s− y)u−1ds le podemos hacer un cambio de
variable w =
s− y
x− y , donde dw =
ds
x− y . As´ı ds = (x−y)dw y w(y) = 0 ≤ w ≤ w(x) = 1.
Luego, esta integral quedar´ıa:∫ x
y
(x− s)v−1(s− y)u−1ds =
∫ 0
1
(x− s)v−1(s− y)u−1dw. (4.2)
Notemos que: x− s = (1− u)(x− y).
La integral (4.2) quedar´ıa.∫ x
y
(x− s)v−1(s− y)u−1ds =
∫ 1
0
(1− w)v−1(x− y)v−1wu−1(x− y)udw
= (x− y)u+v−1
∫ 1
0
(w)u−1(1− w)v−1dw.
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Recordemos que
∫ 1
0
(w)u−1(1− w)v−1dw = Γ(u)Γ(v)
Γ(u+ v)
. Luego,
∫ x
y
(x− s)v−1(s− y)u−1ds = (x− y)u+v−1 Γ(u)Γ(v)
Γ(u+ v)
. (4.3)
Al sustituir la identidad (4.3) en (4.1) tenemos:
D−v(D−uf(x)) =
1
Γ(u)Γ(v)
∫ x
0
f(y)(x− y)u+v−1 Γ(u)Γ(v)
Γ(u+ v)
dy
=
1
Γ(u+ v)
∫ x
0
f(y)(x− y)u+v−1dy
= D−(u+v)f(x).
Por lo tanto D−v(D−u)= D−(v+u).
Teorema 4.3. (Conmutatividad). Sea u, v ≥0 entonces D−vD−u =D−uD−v.
Demostracio´n. Por la propiedad del semigrupo tenemos que:
D−v(D−uf(x)) = D−(v+u)f(x)
= D−(u+v)f(x)
= D−u(D−vf(x)).
Por tanto D−vD−u =D−uD−v.
Teorema 4.4. (Continuidad con respecto a v). Sea f una funcio´n ana´litica en x > 0
el operador D−vf(x) es continua con respecto a v > 0. Es decir:
l´ım
µ→v
D−µf(x) = D−vf(x). (4.4)
Demostracio´n. Si h = µ− v entonces (4.4) toma la forma :
l´ım
h→0
D−(h+v)f(x) = D−vf(x).
Por la propiedad del semigrupo tenemos que:
l´ım
h→0
D−hD−vf(x) = D−vf(x). (4.5)
Sea F (x)= D−vf(x). As´ı (4.5) toma la forma.
l´ım
h→0
D−hF (x) = F (x).
Lo anterior, nos muestra que D−vf(x) es continuo con respecto a v, basta verificar que.
l´ım
v→0
D−vf(x) = f(x).
Recordemos que si f es anal´ıtica en [0,∞) entonces existe una vecindad V de y ∈ [0,∞),
donde existe una serie de potencia, tal que:
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f(y) =
∞∑
k=0
Dkf(x)
k!
(y − x)k donde x ∈ V . Aqu´ı D0f(x) = f(x).
As´ı, tenemos que:
D−vf(x) =
1
Γ(v)
∫ x
0
(x− y)v−1f(y)dy
=
1
Γ(v)
∫ x′
0
(x− y)v−1
∞∑
k=0
Dkf(x)
k!
(−1)k(x− y)kdy
=
1
Γ(v)
∞∑
k=0
Dkf(x)
k!
(−1)k
∫ x
0
(x− y)v+k−1dy.
Luego,
D−vf(x) =
1
Γ(v)
∞∑
k=0
Dkf(x)
k!
(−1)k(−1) (x− y)
v+k
v + k
∣∣∣∣x
0
=
1
Γ(v)
∞∑
k=0
(−1)k+1D
kf(x)
k!
(
0− x
v+k
v + k
)
=
1
Γ(v)
∞∑
k=0
(−1)k+2D
kf(x)
k!
xv+k
v + k
=
∞∑
k=0
(−1)k+2 D
kf(x)
k!vΓ(v) + kΓ(v)
xv+k
=
∞∑
k=0
(−1)k+2 D
kf(x)
k!Γ(v + 1) + kΓ(v)
xv+k (4.6)
Notemos que l´ım
v→0
Γ(v) =∞. Luego,
Dkf(x)
Γ(v + 1) + kΓ(v)
= 0 con k 6= 0 .
La u´ltima parte de la sumatoria (4.6) que toma un valor distinto de 0 es cuando k = 0.
As´ı,
l´ım
v→0
D−vf(x) = l´ım
v→0
(−1)0+2D0f(x)
Γ(v + 1) + 0
xv = f(x),
ya que l´ım
v→0
Γ(v + 1) = 1.
Por tanto, el operador D−v es continuo con respecto a v.
Teorema 4.5. (Existencia de la derivada fraccionaria). Sea f una funcio´n continua
en [0,∞) y v, x > 0, entonces D−vf(x) existe, para todo x > 0.
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Demostracio´n. Sea la funcio´n g(y) = − (x− y)
v
Γ(v + 1)
, 0 ≤ y ≤ x.
Derivando tenemos que:
g′(y) =
v(x− y)v−1
Γ(v + 1)
=
v(x− y)v−1
vΓ(v)
=
(x− y)v−1
Γ(v)
.
Como x− y ≥ 0 y v > 0 entonces g′(y) > 0. Luego la funcio´n es creciente en [0, x].
De lo anterior tenemos que:
D−vf(x) =
1
Γ(v)
∫ x
0
(x− y)v−1f(y)dy
=
∫ x
0
f(y)g′(y)dy.
Como g′(y) ≥ 0 en [0, x] entonces g′(y) es acotada [0, x]; adema´s f es continua en [0, x].
Esto significa que ∫ x
0
f(y)g′(y)dy existe.
Por tanto D−vf(x) existe, para todo x > 0.
Definicio´n 4.2. L1(a, b) =
{
f : [a, b]→ R :
∫ b
a
|f(t)|dt <∞
}
.
Recordemos que L1(a, b) es un espacio me´trico completo, donde ||f ||L1(a,b) =
∫ b
a
|f(t)|dt.
Definicio´n 4.3. (Derivada fraccionaria de Riemann-Liouville en L1(a, b))
Sea f ∈ L1(a, b) y α > 0.
Dαf(α) =
1
Γ(α)
∫ t
a
(x− y)α−1f(y)dy,
es llamada la derivada fraccionaria de Riemann-Liouville.
Definicio´n 4.4. (Convolucio´n). Sean f, g ∈ L1(a, b). La convolucio´n de f y g se denota
f × g y se define como:
(f × g)(t) =
∫ b
a
f(τ)g(t− τ)dτ .
El intervalo de integracio´n puede cambiar dependiendo del dominio donde este´n defi-
nidas las funciones. En el caso de un rango de integracio´n finito f y g se consideran
extendidas perio´dicamente en ambas direcciones.
La convolucio´n se encuentra en muchas aplicaciones, como la teor´ıa de la probabilidad,
o´ptica, acu´stica, ingener´ıa electrica y electronica, f´ısica ,etc.
Es evidente la siguiente propiedad.
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Teorema 4.6. Sean Dαf(t) es la derivada de Riemann-Liouville
entonces
Dαf(t) = (Φ× f)(t),
donde
Φ(t) =
tα−1
Γ(α)
.
Teorema 4.7.
L
(
tα−1
Γ(α)
)
(s) = s−α.
Aqu´ı L es la transformacio´n de Laplace. Recordemos que
L(f(t))(s) =
∫ ∞
0
e−stf(t)dt.
Demostracio´n.
L
(
1
Γ(α)
tα−1
)
(s) =
1
Γ(α)
L(tα−1)(s)
=
1
Γ(α)
∫ ∞
0
e−sttα−1dt. (4.7)
Ahora, si u = st entonces du = sdt.
Luego (4.7) toma la forma
L
(
1
Γ(α)
tα−1
)
(s) =
1
Γ(α)sα
∫ ∞
0
e−utα−1du = s−α.
ya que Γ(α) =
∫ ∞
0
e−utα−1du.
Lo anterior, nos permite encontrar una estrecha relacio´n entre la transformada de La-
place y la derivada fraccionaria de Riemann-Liouville.
Teorema 4.8. L(Dαf(t)) = sαF (s), donde F (s) = L(f(t))(s).
Demostracio´n.
L(Dαf(t))(s) =
∫ ∞
0
e−st(Dαf(t))dt
=
∫ ∞
0
e−st
∫ t
0
1
Γ(α)
(t− τ)α−1f(τ)dτdt
=
∫ ∞
0
∫ t
0
e−st
1
Γ(α)
(t− τ)α−1f(τ)dτdt
=
∫ ∞
0
∫ ∞
τ
1
Γ(α)
e−st(t− τ)α−1f(τ)dtdτ .
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Ahora, si T = t− τ entonces la integral
∫ ∞
τ
1
Γ(α)
e−st(t− τ)α−1dt tiene la forma
∫ ∞
τ
1
Γ(α)
e−st(t− τ)α−1dt =
∫ ∞
0
1
Γ(α)
e−s(T+τ)Tα−1dT
= e−sτ
∫ ∞
0
1
Γ(α)
e−sTTα−1dT .
Por Teorema (4.7) tenemos:∫ ∞
τ
1
Γ(α)
e−st(t− τ)α−1dt = e−sτs−α.
As´ı, obtenemos que:
L(Dαf(t))(s) =
∫ ∞
0
f(τ)e−sτs−αdT
= s−αL(f(t))(s)
= s−αF (s).
Recordemos que:
L(Dmf(x))(s) = smL(f)(s)−
m∑
k=1
sm−kDk−1f(0).
Ahora, si α > 0 y m− 1 < α < m tenemos que:
L(Dαf(t))(s) = L(DmDα−mf)(s)
= smL(Dα−mf)(s)−
m−1∑
k=1
skDm−1−kf(0).
De lo anterior tenemos que:
L(Dmf(x))(s) = sαL(f(t))(s)−
m∑
k=1
skDα−1−kf(0).
En esta identidad, las condiciones iniciales que se requieren son de orden fraccionario.
En la modelacio´n de problemas, las condiciones iniciales siempre son derivadas ente-
ras, lo que hace necesario modificar la derivada fraccionaria de Riemann-Liouville. Lo
que abre las puertas para una linea de investigacio´n llamada: Ecuaciones Diferenciales
Fraccionarias, para ello es necesario estudiar la Derivada Fraccionaria de Caputo(Para
ma´s informacio´n ver las referencias [10], [9] y [15] ).
La derivada fraccionaria de Riemann-Liouville en el desarrollo teo´rico del ca´lculo frac-
cionario se utilizo´ con e´xito en aplicaciones estrictamente matema´ticas. Pero al tratar
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de hacer modelaciones matema´ticos de fenomenos f´ısicos reales por medio de ecuaciones
diferenciales fraccionarias, surgio´ el problema de las condiciones iniciales, las cuales de-
ber´ıan ser tambie´n de orden fraccionario. Como consecuencia de esto, se hace necesario
modificar la derivada fraccionaria de Riemann-Liouville. La derivada fraccionaria de
Caputo, en contraste, emplea como condiciones iniciales, derivadas de orden entero, es
decir, valores iniciales que son f´ısicamente interpretables a la manera tradicional.
Su definicio´n, represento´ un notable avance pra´ctico en el estudio de feno´menos f´ısicos.
La definicio´n de derivada fraccionaria de Caputo, es la siguiente:
Definicio´n 4.5. Sea α ∈ C y f ∈ Cn[a,b], con n = Re(α) + 1. la derivada fraccionaria
de Caputo de orden α de f se define como:
(cDαa f) (x) =
1
Γ(n− α)
∫ x
a
f (n)(t)
(x− t)α−n+1dt, x > a.
donde f (n) es la n-e´sima derivada usual de f .
Observacio´n. Al contrario de la derivada fraccionaria de Riemann-Liouville, en la que
primero se integra y luego se deriva, en la derivada de Caputo primero derivamos (n-
veces) y luego integramos. En consecuencia, es una definicio´n ma´s restrictiva, ya que
requiere la integrabilidad de fn.
Las derivadas de Caputo y Riemann-Liouville son buenas generalizaciones de la derivada
ordinaria, en el sentido de que respeta los valores de las derivadas enteras usuales,
concordando as´ı entre ellas. Pero en el caso no entero no coinciden, como se evidencia
en el siguiente teorema, cuya demostracio´n puede encontrarse en Kilbas, Srivastava y
Trujillo [9].
Teorema 4.9. Sea α 6∈ N (Re(α) ≥ 0), n = Re(α) + 1, f ∈ L1[a, b] una funcio´n
para la que existen las derivadas fraccionarias de Caputo (cDαa f) y Riemann-Liouville
(Dαa f). Entonces se tiene la siguiente relacio´n.
(cDαa f)(x) = D
α
a f(x)−
n−1∑
k=0
f (k)(a)
Γ(k + 1− α)(x− a)
k−α, x > a.
Se puede notar que para ordenes de derivacio´n no entera, las derivadas de Caputo y
Riemann-Liouville coinciden cuando f(a) = f ′(a) = · · · = fn−1(a) = 0.
De otro lado, se puede evidenciar que la derivada fraccionaria de Caputo de una cons-
tante es cero, mientras que la derivada de Riemann-Liouville de un constante en general
no es cero.
La derivada de Caputo puede considerarse como una regularizacio´n de la derivada de
Riemann-Liouville.
En general existen otras generalizaciones de la derivada cla´sica que son objeto de estu-
dio.
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Cap´ıtulo 5
Aplicaciones
En este cap´ıtulo mostraremos algunas aplicaciones de la derivada fraccionaria. En la
actualidad la derivada fraccionaria tiene aplicaciones en diversos campos, entre los
cuales podemos mencionar.
1. F´ısica (reolog´ıa).
2. Fluidos.
3. Redes ele´ctricas.
4. Teor´ıa de difusio´n.
5. Electromagnetismo.
6. Probabilidad y Estad´ıstica.
7. Ele´ctroquimica.
8. Teor´ıa del Caos.
Problema de Tauto´crona
Sea m una masa que se desliza bajo el efecto de la gravedad por una cuerda sin ro-
zamiento. Supongamos que x(y) describe la trayectoria. Por conveniencia, suponemos
que x(0) = 0 es el final de la cuerda.
Utilizando la ley de la conservacio´n de la energ´ıa, se deduce que v2(y) = 2g(h − y),
donde v(y) es la velocidad en la altura y, donde 0 ≤ y ≤ h, h es la altura (h > 0) de
donde se suelta el objeto de masa m.
Sea s(y) la longitud de arco sobre la cuerda, desde el origen a un punto (x(s),y(s)) =
(x(y), y).
46
Figura 0.1: Descripcio´n de las distintas trayectorias que puede recorrer el objeto.
Sabemos por ca´lculo que s(y0) =
∫ y0
0
√
1 +
(
dx
dy
)2
dy.
Se conoce que:
v = −ds
dt
= −ds
dy
· dy
dt
(Regla de la cadena)
=
√
2g(h− y).
Luego,
−s′(y)dy
dt
=
√
2g(h− y),
de donde
dt = − s
′(y)√
2g(h− y)dy.
Si queremos ca´lcular el tiempo total que demora la masa en recorrer toda la trayectoria,
debemos integrar en el intervalo [0, h]. As´ı,∫ h
0
dt(y)dy =
∫ h
0
−s′(y)√
2g(h− y)dy.
Luego,
t(y)
∣∣∣∣∣
h
0
= −
∫ h
0
s′(y)√
2g(h− y)dy
t(h)− t(0) = −
∫ h
0
s′(y)√
2g(h− y)dy.
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As´ı,
t(0)− t(h) =
∫ h
0
s′(y)√
2g(h− y)dy. (5.1)
Luego (5.1) toma la forma:
T (h) =
∫ h
0
s′(y)√
2g(h− y)dy,
donde T (h) = t(0)− t(h) y T (h) es el tiempo de descenso.
Es evidente que el tiempo del descenso depende de la altura.
El problema del tauto´crona consiste en hallar una curva con la propiedad de que el
tiempo de descenso no dependa de la altura h; es decir, que el tiempo del descenso sea
el mismo, sin importar que altura se suelte el objeto de masa m. Parece absurdo que
esto pueda suceder, pues las longitudes de arco son distintas para alturas distintas.
Supongamos que T (h) no depende de h. Es decir, supongamos que T (h) = T > 0.
Entonces
T =
∫ h
0
s′(y)√
2g(h− y)dy. (5.2)
As´ı, (5.2) toma la forma
√
2gT =
∫ y
0
(y − z)−1/2s′(z)dz. (5.3)
La fo´rmula (5.3) fue´ presentada por primera vez por Abel en 1823.
De la ecuacio´n (5.3) tenemos que:
√
2gT = Γ(1/2) 1
Γ(1/2)
∫ y
0
(y − z)−1/2s′(z)dz. (5.4)
Aqu´ı, es importante recordar la derivada de Riemann− Liouville.
D−vf(x) =
1
Γ(v)
∫ x
a
(x− y)v−1f(y)dy. (5.5)
Usando la identidad (5.5) en (5.4) tenemos que :√
2gT = Γ(1/2)0D−1/2y (s′(y)).
48
As´ı,
D−1/2(s′(y)) =
√
2gT√
pi
,
ya que Γ(1/2) =
√
pi.
Luego,
s′(y) = D−1/2k, donde k =
√
2gT 2
pi
.
Aplicando la identidad D−1/2(1) =
√
1
piy
tenemos que:
s′(y) = k
√
1
piy
=
√
2gT 2
pi
√
1
piy
.
As´ı,
s′(y) =
√
2gT 2
pi2
y−1/2.
Luego s′(y) = Ay−1/2, donde A=
√
2g
(T
pi
)2
.
Integrando tenemos, ∫ y
0
s′(r)dr =
∫ y
0
Ar−(1/2)dr.
As´ı,
s(y)− s(0) = 2Ay1/2
Como s(0) = 0, entonces,
s(y) = 2Ay1/2.
De otro lado, como:
s(y) =
∫ y
0
√
1 +
(
dx
dy
)2
dy
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entonces
s′(y) =
√
1 +
(
dx
dy
)2
= Ay−1/2.
Luego,
1 +
(
dx
dy
)2
= A2y−1.
As´ı,
dx
dy
=
√
A2y−1 − 1.
Luego,
dx =
√
A2y−1 − 1dy.
As´ı,
x(y) =
∫ y
0
√
A2z−1 − 1dz, (5.6)
donde x(0) = 0.
Sea z = A2sen2(ϕ), entonces dz = 2A2sen(ϕ)cos(ϕ)dϕ.
La fo´rmula (5.6) toma la forma:
x(y) = 2A2
∫ β
0
cos2ϕdϕ, donde β = arcsen
√
y
A2
.
= A2
(
β +
1
2
sen(2β)
)
.
Sea θ = 2β y R =
1
2
A2.
Tenemos que
x(y) = A2
(
θ
2
+
1
2
sen(θ)
)
=
A2
2
(θ + sen(θ))
= R(θ + sen(θ)).
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As´ı,
x(y) = x(θ) = R(θ + sen(θ)). (5.7)
De otro lado,
β = arcsen
√
y
A2
=
θ
2
.
As´ı,
sen
(
θ
2
)
=
√
y
A2
.
Luego,
y = A2sen2
(
θ
2
)
.
As´ı,
y =
A2
2
(1− cos(θ)) = R(1− cos(θ)).
As´ı, tenemos el sistema {
x(θ) = R(θ + sen(θ))
y(θ) = R(1− cos(θ)) .
El cual corresponde a la parametrizacio´n de una cicloide generada. Cuando un circulo
rueda sobre una cuerda horizontal de longitud 2R.
Esta es la curva que buscabamos (Para ma´s informacio´n ver[10]).
Segunda aplicacio´n de la derivada fraccionaria: Mo-
delo ecuacio´n de calor (ecuacio´n de difusio´n)
La ecuacio´n del calor es de una importancia fundamental en numerosos y diversos
campos de la ciencia. En el a´mbito de las matema´ticas, son las ecuaciones parabo´licas
en derivadas parciales por antonomasia. En el campo de la estad´ıstica, la ecuacio´n del
calor esta´ vinculada con el estudio del movimiento browniano a trave´s de la ecuacio´n
de Fokker–Planck. La ecuacio´n de difusio´n, es una versio´n ma´s general de la ecuacio´n
del calor, y se relaciona principalmente con el estudio de procesos de difusio´n qu´ımica.
La ecuacio´n de calor es:
∂
∂t
ψ(x, t) = a∆ψ(x, t), donde a > 0, x ∈ Rn y ∆ψ(x, t) =
n∑
i=1
∂2ψ(x, t)
∂x2i
.
La ecuacio´n de calor unidimensional es:
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∂ψ
∂t
=
a∂2ψ
∂x2
.
Es evidente que el problema de Cauchy.
x′(t) = ax(t)
tiene solucio´n ψ(x, t) = eatx0.
x(0) = x0
Formalmente, la solucio´n del problema de Cauchy.
∂2ψ
∂t
= a
∂2ψ
∂x2
tiene solucio´n ψ(x, t) = eatD
2
ψ0(t),
ψ(0, x) = ψ0(x)
, (5.8)
donde D2 =
∂2
∂x2
la consideramos una constante con respecto a la variable t.
Calculemos eatD
2
.
Para ello, recordemos la identidad.∫ ∞
−∞
e−(ax
2+2bx+c)dx =
√
pi
a
e
b2−ac
a . (5.9)
Para probar esta identidad hacemos el siguiente arreglo:
ax2 + 2bx+ c =
a
a
(ax2 + 2bx+ c)
=
(ax)2 + 2abx+ ac
a
=
(ax)2 + 2abx+ b2 − b2 + ac
a
=
(ax)2 + 2abx+ b2
a
− b
2 − ac
a
=
(ax+ b)2
a
− b
2 − ac
a
.
Por lo que la identidad (5.9) queda de la siguiente forma:∫ ∞
−∞
e−(ax
2+2bx+c)dx =
∫ ∞
−∞
e
−
(
(ax+b)2
a
− b2−ac
a
)
dx.
As´ı, ∫ ∞
−∞
e−(ax
2+2bx+c)dx =
∫ ∞
−∞
e
(
− (ax+b)2
a
)
e
(
b2−ac
a
)
dx
= e
(
b2−ac
a
) ∫ ∞
−∞
e
(
− (ax+b)2
a
)
dx
= e
(
b2−ac
a
) ∫ ∞
−∞
e
−
(
ax+b√
a
)2
dx
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Haciendo el cambio de variable: u = ax+b√
a
tenemos du√
a
= dx. Luego,∫ ∞
−∞
e−(ax
2+2bx+c)dx = e
(
b2−ac
a
) ∫ ∞
−∞
e−(u
2) du√
a
=
1√
a
e
(
b2−ac
a
) ∫ ∞
−∞
e−u
2
du.
Aplicando la integral de Gauss (2.3) se tiene que:∫ ∞
−∞
e−(ax
2+2bx+c)dx =
1√
a
e
(
b2−ac
a
)√
pi.
Por tanto, ∫ ∞
−∞
e−(ax
2+2bx+c)dx =
√
pi
a
e
(
b2−ac
a
)
.
Notemos que de la identidad (5.9) tenemos que:∫ ∞
−∞
e−(
1
4at
x2−xD)dx =
√
4piateatD
2
.
As´ı,
eatD
2
=
1√
4piat
∫ ∞
−∞
e−
1
4at
u2−uDdu. (5.10)
Por la identidad de Taylor eαDf(x) = f(x+ α), tenemos que
eatD
2
ψ0(x) =
1√
4piat
∫ ∞
−∞
e−
1
4at
u2ψ0(x− u)du. (5.11)
As´ı, la solucio´n al problema de Cauchy (5,8) toma la forma.
ψ(x, t) =
1√
4piat
∫ ∞
−∞
e−
1
4at
u2ψ0(x− u)du. (5.12)
Sea g(x, t) =
1√
4piat
e−
1
4at
x2 .
As´ı,
ψ(x, t) =
∫ ∞
−∞
g(u, t)ψ0(x− u)du.
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Afirmacio´n: La funcio´n g(x, t) es solucio´n de la ecuacio´n de Calor y adema´s.∫ ∞
−∞
g(x, t)dx = 1.
En efecto. Sea g(x, t) =
1√
4piat
e−
1
4at
x2 .
Luego, ∫ ∞
−∞
g(x, t)dx =
∫ ∞
−∞
1√
4piat
e−
1
4at
x2dx
=
1√
4piat
∫ ∞
−∞
e−
1
4at
x2dx.
Aplicando la integral de Gauss (2.3) se tiene que∫ ∞
−∞
g(x, t)dx =
1√
4piat
√
4piat.
Por tanto ∫ ∞
−∞
g(x, t)dx = 1.
De otro lado, podemos escribir la ecuacio´n de la forma.
∂2ψ
∂x2
=
1
a
∂ψ
∂t
. (5.13)
Si consideramos a
∂
∂t
como una constante entonces (5.13) es una ecuacio´n lineal ho-
moge´nea, cuya solucio´n tiene la forma ψ(x, t) = Ae−bx
√
p + Bebx
√
p, donde p =
∂
∂t
y
b =
√
1
a
.
Por conveniencia, consideramos que B = 0.
As´ı,
ψ(x, t) = Ae−bx
√
p.
Dado que p =
∂
∂t
, estudiemos la ecuacio´n diferencial.
∂ψ
∂x
= −b√pψ ,con b > 0. (5.14)
De la ecuacio´n (5.14) tenemos que:
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∂ψ
ψ
= −b√p ∂x,
cuya solucio´n es:
ψ(x, t) = Ae−bx
√
p = Ae−bxp
(1/2)
= Ae−bx(
∂
∂t)
(1/2)
=
∞∑
n=0
(−bx)n
n!
(
∂
∂t
)n/2
A. (5.15)
Notemos que si n es par positivo,
(
∂
∂t
)n/2
A = 0.
As´ı, la ecuacio´n (5.15) toma la forma:
ψ(x, t) = A+
∞∑
n=0
(−bx)2n+1
(2n+ 1)!
(
∂
∂t
) 2n+1
2
A.
Es decir,
ψ(x, t) = A+
∞∑
n=0
(−bx)2n+1
(2n+ 1)!
(
∂
∂t
)n(
∂
∂t
)1/2
A.
Sabemos que (
∂
∂t
)1/2
A = A
(
∂
∂t
)1/2
(1) =
A√
pit
.
As´ı,
ψ(x, t) = A−
∞∑
n=0
(bx)2n+1
(2n+ 1)!
(
∂
∂t
)n(
A√
pit
)
= A− A√
pi
∞∑
n=0
(bx)2n+1
(2n+ 1)!
(
∂
∂t
)n
(t−1/2). (5.16)
Se puede verificar fa´cilmente que(
∂
∂t
)n
(t1/2) = (−1)n3 · 5 · 7 · · · (2n− 1)
2nt(n+1)/2
. (5.17)
Notemos que:
3 · 5 · 7 · · · (2n− 1) = 2 · 3 · 4 · 5 · · · (2n− 1)(2n)
2 · 4 · 6 · 8 · · · (2n)
=
(2n)!
(2 · 2 · 2 · 2 · · · 2)︸ ︷︷ ︸
2n-veces
(1 · 2 · 3 · 4 · · ·n)
=
(2n)!
2nn!
.
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As´ı, la ecuacio´n (5.17) toma la forma:(
∂
∂t
)n
(t1/2) = (−1)n (2n)!
2nn!tn+1/2
y la ecuacio´n (5.16) toma la forma:
ψ(x, t) = A
[
1− 1√
pi
∞∑
n=0
(−1)n (bx)
2n+1
(2n+ 1)!
(2n)!
2nn!tn+1/2
]
Como (2n+ 1)! = (2n+ 1)(2n)! entonces,
ψ(x, t) = A
[
1− 1√
pi
∞∑
n=0
(−1)n
n!
(
(bx)2n+1
(2n+ 1)22ntn+1/2
)]
(5.18)
Se puede verificar que
2
∫ bx
2
√
t
0
γ2ndγ =
(bx)2n+1
(2n+ 1)22ntn+1/2
(5.19)
De la identidad (5.18), la ecuacio´n (5.19) toma la forma:
ψ(x, t) = A
[
1− 2√
pi
∞∑
n=0
(−1)n
n!
∫ bx
2
√
t
0
γ2ndγ
]
= A
[
1− 2√
pi
∞∑
n=0
∫ bx
2
√
t
0
(−1)n
n!
γ2ndγ
]
= A
[
1− 2√
pi
∫ bx
2
√
t
0
∞∑
n=0
(−1)n
n!
(γ2)ndγ
]
= A
[
1− 2√
pi
∫ bx
2
√
t
0
e−γ
2
dγ
]
,
luego, la funcio´n
ψ(x, t) = A
[
1− 2√
pi
∫ bx
2
√
t
0
e−γ
2
dγ
]
.
Es una solucio´n de la ecuacio´n de calor, distinto a (5.12) en virtud de la derivada
fraccionaria.
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Cap´ıtulo 6
Conclusiones
1. La herramienta fundamental para estudiar las derivadas fraccionarias fue la fun-
cio´n gama.
2. El teorema fundamental del ca´lculo es clave en la generalizacio´n de la derivada
cla´sica.
3. La derivada de Riemann-Liouville es el primer resultado que permitio´ dar una
definicio´n de la derivada fraccionaria.
4. La derivada fraccionaria de Riemann-Liouville presenta inconvenientes puesto que
al derivar una funcio´n constante el resultado es distinto de cero, por lo que es
necesario recurrir a la derivada fraccionaria dada por Michelle Caputo.
5. Los modelos (Ecuaciones diferenciales fraccionarias) que aparecen, muestran la
necesidad de redifinir la derivada de Riemann-Liouville: La derivada fraccionaria
de Caputo.
6. El modelo Tauto´crona y la ecuacio´n de calor, ilustran la importancia de la derivada
fraccionaria.
7. El ca´lculo fraccionario como rama matema´tica reciente, proporciona innumerables
lineas futuras de investigacio´n.
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