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Abstract
We aim to bring predictive capabilities to reacting flow simulations at high Reynolds
numbers. In particular, we are interested in non-premixed reacting flows with realistic
inflow conditions and heat release. These flows find their application in Scramjet en-
gines, used for hypersonic propulsion. Higher-order, low-dissipation simulations of non-
premixed combustion flows are often subject to numerical errors due to the presence of
sharp gradients in species mass-fractions. These dispersive errors lead to overshoots and
undershoots in species mass-fractions, resulting in violation of conservation of mass. In
reacting flows, these errors result in overshoots of temperature above that allowed by
the adiabatic flame temperature rise, rendering the simulations unreliable. To overcome
this issue, we develop a new switched, low-dissipation flux methodology that mitigates
these errors. The new method is validated on a range of one, two and three-dimensional
problems, showing its effectiveness and promise to provide reliable solutions.
We use this newly developed method to simulate chemically reacting, spatially evolv-
ing subsonic and supersonic mixing layers at high Reynolds numbers. We investigate
the effect of inflow conditions on subsonic reacting mixing layers, following the experi-
ments of Slessor et al. [1], performed at the California Institute of Technology. Results
from the simulations show close agreement to the experimentally measured velocity and
temperature profiles, indicating that the entrainment and heat release is predicted with
good accuracy. We also observe that varying the inflow conditions changes the nature
of entrainment into the mixing layers, consistent with the past experimental observa-
tions. We also investigate the effect of heat release in supersonic reacting flows in an
inclined ramp geometry, following the work of Bonanos et al. [2]. Probability density
function plots and mass-fraction isosurfaces of ‘tracer’ species reveal that heat release
significantly alters the flow field.
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Chapter 1
Introduction
1.1 Motivation
Understanding the process of combustion in high-speed flows is of great interest due
to its application to hypersonic propulsion. The aspect of efficient and sustained fuel-
oxidizer combustion is not only of significant consequence in commercial aviation, but
is also the mainstay for design and development of high-speed flight. This necessitates
fundamental understanding of the physics of mixing and energy release in high-speed
flows. Decades of research was thus focused on gaining in-depth understanding of various
aspects of this topic through several experimental and computational studies. This
thesis focuses on one of the aspects of mixing and combustion: fuel-oxidizer mixing at
high Reynolds numbers, studied using large eddy simulations (LES).
Hypersonic vehicles (traveling at five times the speed of sound or faster) are pro-
pelled by a Scramjet engine, in which, fuel-oxidizer mixing occurs at supersonic speeds.
Arriving at an engine design to provide sustained and efficient combustion, at these high
speeds and turbulent flow conditions, is a task that has often been compared to keeping
‘a match lit in a storm’. Meeting the dual objective of maintaining sustained and effi-
cient combustion demands sound knowledge of fluid motion inside the engine and clear
understanding of fuel-oxidizer interaction, both physically and chemically. Developing
such an understanding, through numerical simulations, is the broad theme of this thesis.
Experiments conducted over several decades have provided invaluable data, enabling
us to make big strides in our understanding of combustion in high-speed flows. However,
1
2they are tremendously costly, requiring expensive instrumentation and have budgets
that often run into many millions of dollars. In contrast, computational simulations are
relatively inexpensive and provide a more detailed picture of the state of the flow at such
conditions, providing the scope for exhaustive analysis. Computational simulations for
these flows should have the capability to accurately represent flow features at the scale
of the engine and should incorporate accurate models to account for chemical reactions
which happen at the molecular level. This large range of length scales makes a fully
resolved simulation (one that captures all the length scales) prohibitively expensive. To
mitigate the cost, large eddy simulations (LES) of these flows are performed, where
only the relatively large scales of motion in the flow are explicitly computed, while
the smallest scales are represented using physical models. This thesis focuses on using
accurate numerical methods in the LES framework to simulate and analyze high-speed
reacting flows.
With the above mentioned objectives, simulations are performed to understand the
physics in a mixing layer. A mixing layer is formed when of two parallel streams of
fluids moving at different speeds, initially separated, interact with each other. When
these fluids come in contact with each other, they form a wedge-like turbulent region
where the two streams mix, changing the local composition, momentum and energy.
The simple geometry of the mixing layer is ideal for studying a class of turbulent flows
at different flow conditions. The effect of inflow conditions on the mixing layer evolution
and heat release effects in a practical combustor geometry is studied here.
1.2 Brief overview of mixing layer studies
Decades of experimental work have helped to shed light on the physics of mixing layers.
The structures in the flow field, the growth rate of the mixing layers, their dependence
on velocity and density ratios, Mach number, inflow conditions, and heat release have
been extensively studied through numerous experiments [7–18]. Physics of entrainment
and changes induced due to species composition variation were also investigated [19–23].
Availability of large computational resources, along with advancements in numerical
methods and modeling further enhanced the understanding in these flows. Predom-
inantly, computational studies have investigated temporal mixing layers due to their
3simple computational setup: enforcing streamwise and spanwise periodicity [24–31].
These simulations are powerful in bringing out the fundamental aspects like growth
rate, nature of stresses and the pressure-strain behavior in a mixing layer. However,
these simulations fail to capture the asymmetric entrainment and long-range coupling
of the local flow behavior [32, 33], which are key features that determine the realistic
growth rate, product formation and heat release in chemically reacting mixing layer
flows. This demands the simulation of spatially-evolving mixing layers. A more de-
tailed review of experimental and computational mixing layer studies is presented in
Chapter 5.
Further, to understand the effect of heat release, reacting flow simulations in an in-
clined ramp geometry is also investigated. Low-speed simulations of this experimental
study were done by Matheou [34], however, we are not aware of computational inves-
tigations at supersonic conditions in this geometry. Finally, we study reacting flows
at supersonic conditions in an inclined ramp geometry to understand the effects of
heat release in realistic geometries. In short, we study spatially-evolving mixing layers
to understand the effects of inflow conditions and heat release, and provide a reliable
framework for studying Scramjet propulsion.
1.3 Numerical issues in a reacting flow
Simulations of fuel-oxidizer mixing involve formation, destruction and transport of mul-
tiple species (or scalar fields, in general) and are often accompanied by heat release and
density variations. Accurate computations of these non-premixed flows are a particu-
lar challenge because the thickness of the fuel/oxidizer interface scales inversely with
Reynolds number. Sharp interfaces can also be present in the initial or boundary condi-
tions. When higher-order numerical methods are used in LES of these flows, numerical
(dispersive) errors [35] occur due to the presence of sharp gradients in species mass-
fractions. These errors result in aphysical undershoots and overshoots in the scalar
variables (e.g., passive scalars, species mass fractions, or progress variable) leading to
violation of conservation of mass. In reacting flows, this issue is aggravated as it leads
to aphysical temperature rise and incorrect thermodynamics, rendering the simulation
4data unreliable. This is usually the case if sufficient numerical dissipation is not pro-
vided in the regions where sharp gradients in species concentration are present. These
numerical issues are especially prominent when low-dissipation methods are used, since
sharp jumps in flow variables are not always coincident with regions of strong vari-
ation in the scalar fields: consequently, special detection mechanisms and dissipative
fluxes are needed. Most numerical methods diffuse the interface, resulting in artificial
mixing and spurious reactions. Addressing this issue is a preliminary requirement for
reliable numerical simulations investigating reacting flows. In this thesis, a numerical
method that mitigates this issue is proposed. The effectiveness of the developed method
is demonstrated with several examples. Further, as the smallest scales in these simu-
lations are not captured, using appropriate models to represent turbulence-chemistry
interaction within a computational cell becomes relevant. Several variants of partially
stirred reactor (PaSR) model that represent turbulence chemistry interaction are also
explored in this thesis.
1.4 Scope of the present work
In this work, LES are performed using the US3D flow solver (a code developed at
University of Minnesota) to investigate chemically reacting flows. We aim to develop
a numerical method that mitigates dispersive errors resulting from sharp gradients in
species mass fractions in such flows. Subsequently, the new numerical method is used to
simulate experiments on mixing layers, studied at the California Institute of Technology.
In Chapter 2, the mathematical formulation, and various models and boundary
conditions that facilitate the simulations in this study are described. Chapter 3 describes
the numerical method used in the computations of the simulations presented here. The
finite volume method, the newly developed bounded active scalar inviscid fluxes, the
viscous fluxes and the time integration methods are discussed. Chapter 4 focuses on
validation of the numerical method mentioned in Chapter 3. Results from multiple
test problems are shown to demonstrate the performance and behavior of the numerical
scheme. In Chapter 5, reacting and non-reacting mixing layer simulations at subsonic,
high Reynolds number conditions with laminar and turbulent inflow conditions are
studied. Supersonic-reacting mixing layers are studied in an inclined ramp geometry to
5understand the effects of heat release in Chapter 6. Finally, Chapter 7 offers a discussion
of the analyses presented in the thesis, and recommendations for future work.
Chapter 2
Mathematical formulation
2.1 Introduction
In this chapter, the mathematical formulation used to simulate multi-component react-
ing flows is discussed. Flows of interest in this study exhibit a large range of length
scales. Computations of such a flow with grids that capture all the scales of the flow
(direct numerical simulation or DNS) are extremely expensive. To make such flow com-
putations tractable, LES is performed, where relatively large scales of motion in the flow
are explicitly computed, while physical models are employed to represent the smallest
scales. Such an approach involves filtering the governing equations at the size of the
grid and using models to represent the physics at scales smaller than the grid size. In
the following sections the filtered form of Navier-Stokes equations, the coupled partial
differential equations of species, momentum and energy, are presented. Following this,
the assumptions used in this work are summarized.
2.2 LES equations
The LES equations are obtained by spatially filtering the Navier-Stokes equations, the
equations for conservation of mass (separate equations are solved for each of the species
densities), momentum and energy. Using the notation (˜·) to denote Favre averaging,
f˜ = ρf/ρ, we get
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7∂ρ¯s
∂t
+
∂ρ¯su˜j
∂xj
= −∂J¯s,j
∂xj
− ∂Vs,j
∂xj
+ ω¯s (2.1a)
∂ρ¯u˜i
∂t
+
∂ρ¯u˜iu˜j
∂xj
= − ∂p¯
∂xi
+
∂σ¯ij
∂xj
− ∂τij
∂xj
(2.1b)
∂E¯
∂t
+
∂
∂xj
[
(E¯ + p¯)u˜j + q¯j − σ¯ij u˜i +
∑
s
ρ¯sh˜sv˜s,j
]
= − ∂
∂xj
(
q˜t,j +Jj −Dj +
∑
s
h0sVs,j
)
.
(2.1c)
In Eq. (2.1a-c), the species densities are denoted by ρs ≡ ρYs, where Ys is the mass
fraction of species s. The filtered pressure, total energy, viscous shear stress, species
diffusive flux and heat flux vector are p¯, E¯, σ¯ij , J¯s,j and q˜j respectively.
Neglecting effects of vibrational non-equilibrium, the total energy per unit volume
is defined as:
E¯ =
∑
s
ρ¯s
∫ T˜
0
Cv,sdT +
1
2
ρ¯u˜ku˜k +
∑
s
ρ˜sh
◦
s + ρ¯k (2.2)
where, T˜ is the static temperature, while Cv,s and h
◦
s are the specific heat at constant
volume and the enthalpy of formation for species s, respectively. Using the perfect gas
law and Daltons law for a multi-species system, pressure is expressed as:
p¯ =
ns∑
n=1
ps =
ns∑
n=1
ρ¯s
R
Ms
T˜ , (2.3)
.
where R and Ms are the universal gas constant and species molecular weight, respec-
tively. The source term due to chemical reactions is ω¯s. The species enthalpy is defined
as h˜s =
∫ T˜
0 Cp,sdT . Here, Cp,s is the species specific heat at constant pressure for species
‘s’.
2.2.1 Diffusive terms
The expressions for the viscous, thermal and mass diffusion terms, in the LES equations,
are explained in this section. Viscous shear stress is expressed as (assuming Newtonian
fluid and using Stokes’ hypothesis):
σ¯ij = 2µ
(
S˜ij − 1
3
S˜kkδij
)
, (2.4)
8where, S˜ij is the symmetric part of the velocity gradient tensor, µ and κ are the dynamic
viscosity and thermal conductivity coefficients. The dynamic viscosity is obtained using
Sutherland’s Law. Thermal (heat) diffusive fluxes are assumed to follow Fourier’s Law
q˜j = −ki∇T˜ , (2.5)
where k and T are thermal conductivity for the mixture and temperature of the gas.
The species mass diffusion is driven by gradients of concentration, pressure, and
temperature. In this work, we assume that the pressure gradients are small and neglect
the effect of temperature gradients (Soret effect). Thus, the species mass diffusion is
only dependent on gradients of species concentration. The species mass flux in the LES
equations is expressed as
J¯s,j = ρ¯sv˜s,j . (2.6)
The diffusion velocities (v˜s) for each species are then obtained by solving
∇X˜s =
N∑
k=1
X˜sX˜k
Dsk
(v˜s − v˜k) (2.7)
where X˜s and Dsk are the mole fraction and diffusion coefficients of each species respec-
tively. Although, a simple model assuming identical diffusion coefficients (Fick’s law)
could be used, in this work, the Hirschfelder-Curtiss approximation [36, 37] is used to
handle multiple species with different molecular weights and diffusion coefficients. The
resulting diffusion velocity is
v˜s = −Ds∇X˜s
X˜s
+ v˜c, (2.8)
where Ds is the equivalent diffusion coefficient of species ‘s’ in the mixture. It is im-
portant to note that Ds is not the binary diffusion coefficient, and in this work, Ds is
obtained by assuming that each species diffuses into the most prominent diluent. The
binary diffusion coefficient of each species is then calculated with respect to the most
prominent diluent. In the reacting flow simulations studied here, the prominent diluent
is nitrogen, and hence the binary diffusion coefficient for each species is calculated with
respect to nitrogen. The diffusion coefficient for nitrogen, however, is assumed to be
mixture mass diffusion obtained using a constant Lewis number. And, v˜c is the cor-
rection velocity, added to ensure global mass conservation. Summing up the individual
9species mass conservation equations and enforcing conservation of mass, gives
v˜c =
1
(
∑
X˜kW˜k)
N∑
k=1
DsWk∇X˜k. (2.9)
2.3 Sub-grid scale terms
Filtering the non-linear advection terms in the governing equations leads to terms that
represent the physics at scales smaller than the local grid size (the filter width used in
this study), and hence require modeling. The sub-grid scale (SGS) terms that need to
be modeled are the SGS stress tensor, τij , the turbulent mass flux, Vs,j , the turbulent
heat flux, qt,j , the turbulent diffusion Jj , and the SGS viscous diffusion Dj . In this
work, Jj and Dj are ignored. Vs,j , τij and qt,j are modeled using an eddy-viscosity
assumption
Vs,j = − µt
Sct
∂c˜s
∂xj
, τij = −2µt
(
S˜ij − 1
3
S˜kkδij
)
, qt,j = − µt
Prt
∂T˜
∂xj
, (2.10)
in which S˜ij is the resolved rate of strain tensor, and the turbulent Schmidt, Sct, and
Prandtl, Prt, numbers are constants of the model. The values of Sct and Prt used in
this work are both set to 0.9. The turbulent viscosity µt (νt = µt/ρ) is obtained from
the eddy-viscosity assumption using the Vreman turbulence model [38]. In the Vreman
model,
νt = c
√
Bβ
αijαij
, (2.11)
αij =
∂ui
∂xj
, βij = ∆
2
mαmiαmj , (2.12)
Bβ = β11β22 − β212 + β11β33 − β213 + β22β33 − β223. (2.13)
The model constant c is related to the Smagorinky constant, Cs, by c ≈ 2.5C2s . The
value of the Smagorinsky constant is set to 0.17 in this work. This model has been
demonstrated to give reasonable agreement with experimental data for mixing layers
and was shown to perform as well as the dynamic Smagorinsky model, while consuming
significantly less computational time [38].
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2.4 Chemical source terms
The source term ω¯s = ωs(ρs, T ) is a nonlinear function of the species concentrations
and the temperature. In the present LES, this term is initially computed as
ωs(ρs, T ) ≈ ωs(ρ˜s, T˜ ), (2.14)
which means that the effect of SGS turbulent fluctuations on the chemical source terms
are neglected. This expression for the source term referred to as the ‘laminar-chemistry’
source term (or laminar finite-rate chemistry model) in this work.
Following the description given in Poinsot and Veynante [37], a generic chemical
system of ‘ns’ species reacting with M reactions can be written as:
ns∑
n=1
ν ′s,jAs 
ns∑
n=1
ν ′′s,jAs , for j = 1, ..,M (2.15)
As is the chemical symbol for species s, ν ′ and ν ′′ are molar stoichiometric coefficients
for species s in the reaction M . Conservation of mass requires:
ns∑
n=1
(
ν ′s,j − ν ′′s,j
)
As = 0 , for j = 1, ..,M (2.16)
The chemical source term for species s is the sum of the reaction rates ωs,j of all M
reactions,
ωs =
ns∑
n=1
ωs,j =
ns∑
n=1
(
Ms
M∑
n=1
(
ν ′s,j − ν ′′s,j
)
Qj
)
(2.17)
where Qj is the progress of the reaction j is a function of [Xs]:
Qj = kf j
ns∏
n=1
[Xs]
ν′s,j − kbj
ns∏
n=1
[Xs]
ν′′s,j (2.18)
where kf j and kbj are the forward and backward reaction rates, respectively. The
forward rate is computed using the Arrehenius law,
kf j = Cf jT
ηjexp
(−Ea
RT
)
. (2.19)
Here, the pre exponential factor, Cf j , the temperature exponent, ηj , and the activation
energy, Ea, are empirical coefficients. The backward reaction rates, kbj , are obtained
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from the forward rate and the equilibrium rate, Keqj , as :
kbj =
kf j
Keqj
. (2.20)
The equilibrium constant, however, is assumed to be a function of temperature alone,
and is evaluated using the NASA Lewis curve-fits.
2.5 Sub-grid scale chemistry turbulence model
In the previous section, the chemical source terms were evaluated neglecting the effect of
sub-grid scale turbulent fluctuations on the chemical source terms. In LES, neglecting
these fluctuations implicitly assumes that the species in each cell is well mixed. However,
in reality, the amount of mixing in a cell is determined by how quickly turbulence mixes
the species. But, the assumption fails when the Damkohler number,
Da =
ts
tc
, (2.21)
is high, where ts represents the time scale of sub-grid scale turbulence and tc is an
estimate of the chemistry time scales. If the amount of time taken by turbulence to
mix the species in the cell is less than the characteristic time for the reactions, then the
assumption of neglecting the SGS chemical source term can be justified. Computations
with the laminar chemistry assumption, often over-predict reactivity in a computational
cell, resulting in higher product formation and temperature estimates. To address this
issue, many models have been used by researchers, notably: flamelet progress variable
(FPV), conditional moment closure (CMC), linear eddy model (LEM), filtered mass
density function methods (FMDF), to name a few. Pitch [39], and more recently Fureby
[40] present good reviews of the existing methods. These models involve tabulations,
transporting additional conserved quantity like mixture fraction, their variance and/or
assumptions of certain shape for mixture fraction distributions. In this study, a partially
stirred reactor (PaSR) model is preferred as it serves as an easy-to-implement, yet
effective representation of the turbulence-chemistry interaction at scales below the grid
size. We follow the work of Fulton et al. [41], where a fraction, γ∗, is used to represent
the unmixedness in a computational cell. Although they present multiple expressions
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to estimate γ∗, in this work we choose to model γ∗ along the lines of the PaSR-2 model
in their work. Specifically,
γ∗ =
tc
max(tc,
Re∆−1
Re∆
ts)
where Re∆ =
max(u′SGS,
ν
∆)∆
ν
. (2.22)
Here, Re∆ is a measure of the local unsteadiness evaluated in a computational cell of
width ∆, using an estimate for velocity fluctuations, u′SGS, and the kinematic visosity,
ν. By construction, γ∗ in this model assumes a value of 1 in the laminar regions of the
flow (as Re∆ → 1) and a positive fraction less than 1 in the turbulent regions of the
flow. This behavior of the model and the relatively lower computational costs were the
factors behind the choice of this model. Fulton et al. [41] evaluate tc and ts as:
1
tc
≡
max
(∥∥∥˜˙ω+lam∥∥∥ , ∥∥∥˜˙ω−lam∥∥∥)
ρ¯
(2.23)
∥∥∥˜˙ω+lam∥∥∥ = ( ns∑
s=1
(
ω˙+s,lam
)2) 12
(2.24)
∥∥∥˜˙ω−lam∥∥∥ = ( ns∑
s=1
(
ω˙−s,lam
)2) 12
(2.25)
ts =
∆
max(u′SGS ,
ν
∆)
(2.26)
u′SGS =
√
1
3
(
u˜
2 − u˜2 + v˜2 − v˜2 + w˜2 − w˜2
)
(2.27)
A quantity with an overline is defined as:
q¯i,j,k =
1
2
qi,j,k +
1
12
(qi−1,j,k + qi+1,j,k + qi,j−1,k + qi,j+1,k + qi,j,k−1 + qi,j,k+1) (2.28)
In this work, however, two changes were made to this model. First, the expression to
estimate the chemistry time scale is modified as
1
tc
≡
max
(∥∥∥˜˙ω+lam∥∥∥ , ∥∥∥˜˙ω−lam∥∥∥)
ρ¯− ρ¯inert , (2.29)
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where ρinert is the density of inert gases, while all other estimates are kept unchanged.
We refer to this model as PaSR-2a. The modification to the expression of tc makes the
estimate smaller than that obtained with Eq. 2.23. This leads to an increase in the
local estimate of Da, which results in lower values of γ∗. In PaSR-2 and PasR-2a, γ∗
effectively represents the fraction of the cell volume in which the reactants are assumed
to be well mixed. But, in PaSR-2b, we assume that only a fraction of the number of
moles of the reactants in a computational cell are well-mixed. Hence, γ∗(ρs/Ms) would
represent the mole-densities that effectively contribute to the evaluation of the chemical
source terms. So, in this model, we retain all the estimates from PaSR-2a, but evaluate
the source term as:
ωs(ρs, T ) ≈ ωs(γ∗ρ˜s, T˜ ). (2.30)
For a general set of chemical reactions, this model scales the source term depending on
the order of reactions. However, as the set of reactions considered here are second order
chemical reactions, ωs(ρs, T ) ≈ γ∗2ωs(ρ˜s, T˜ ).
2.6 Boundary Conditions
2.6.1 Subsonic outflow boundary conditions
Inaccurate treatment of boundary conditions for realistic flows at subsonic conditions
results in numerical errors that significantly affect the flow field predictions. Writing
the governing equations in the characteristic form elucidates that one of the charac-
teristics in a subsonic flow propagates information upstream, while the others carry
information downstream. Inability to handle this upstream-traveling characteristic at
the boundaries, causes spurious wave reflections. The presence of long-range down-
stream to upstream coupling in flows like subsonic mixing layers enables feedback of
these errors, thereby self-exciting the mixing layers, affecting the growth rate [32, 42].
Several modeling approaches have been reported in the literature to minimize erroneous
reflections at the domain boundaries in convectively unstable flows like the mixing layers
and wakes. Colonius [43] presents a review of these methods and a comparative study
of the recently developed methods has been reported by Granet et al. [44].
The characteristic form of the Navier-Stokes equations enables distinct identification
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of outgoing and incoming waves. These equations are written as
(
∂p
∂t − ρc∂u1∂t
)(
c2 ∂ρ∂t − ∂p∂t
)(
∂u2
∂t
)(
∂u3
∂t
)(
∂p
∂t + ρc
∂u1
∂t
)(
∂ρs
∂t
)

+

L1
L2
L3
L4
L5
L5+s

+

T1
T2
T3
T4
T5
T5+s

=

0
0
0
0
0
ω˙s

. (2.31)
in the work by Yoo et al. [45] where, c is the speed of sound. L is the amplitude of the
waves given by:
~L =

~L1
~L2
~L3
~L4
~L5
~L5+s

=

λ1
(
∂p
∂x1
− ρc∂u1∂x1
)
λ2
(
c2 ∂ρ∂x1 −
∂p
∂x1
)
λ3
∂u2
∂x1
λ4
∂u3
∂x1
λ5
(
∂p
∂x1
+ ρc∂u1∂x1
)
λ5+s
(
∂ρs
∂x1
)
,

. (2.32)
where, λ1 = u1 − c, λ5 = u1 + c, λ2,3,4,5+s = u1, are the characteristic velocities with
x1 being the flow direction. And, the transverse terms are:
~T =

~T1
~T2
~T3
~T4
~T5
~T5+s

=
∑
i=2,3

ui
(
∂p
∂xi
− ρc∂ui∂xi
)
+ γp∂ui∂xi
ui
(
c2 ∂ρ∂xi −
∂p
∂xi
)
+ c2ρ ∂u∂xi − γp
∂ui
∂xi
ui
∂u2
∂xi
+ 1ρ
∂p
∂xi
ui
∂u3
∂xi
+ 1ρ
∂p
∂xi
ui
(
∂p
∂xi
+ ρc∂ui∂xi
)
+ γp∂ui∂xi
ui
(
∂ρs
∂xi
)

, (2.33)
where γ is the ratio of specific heats. The slowly traveling acoustic wave, associated
with λ1, is an incoming wave at a subsonic outflow. The incoming waves at the bound-
aries depend on information from outside the domain, which are yet to be determined
and need to be modeled. All the other waves (outgoing waves) at the boundaries de-
pend only on the information from inside the computational domain, which makes the
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evaluation trivial. Poinsot & Lele [46] use locally one-dimensional inviscid (LODI) as-
sumptions for the Navier-Stokes characteristic based boundary conditions (NSCBC) to
obtain the amplitude of the incoming waves. However, for a three-dimensional flow at
the boundary, these assumptions have to be improved by including the contributions
from the transverse terms. Inclusion of transverse terms have been shown to handle flow
distortions more effectively than the LODI assumption [45, 47]. The LODI assumption
along with the transverse terms, neglecting viscous, diffusive and body forces, is used
to solve for primitive quantities as:
∂
∂t

ρ
u
v
w
p
ρs

+

(L1 + L5 + 2L2)/2c2
(L5 − L1)/2ρc
L3
L4
(L5 + L1)/2ρc
L5+s

+

(T1 + T5 + 2T2)/2c2
(T5 − T1)/2ρc
T3
T4
(T5 + T1)/2ρc
T5+s

=

0
0
0
0
0
ω˙s

,
(2.34)
Here, the amplitude of the incoming wave is prescribed as:
L1 = K(p− pt) + (β − 1)T1 = 0. (2.35)
So, the effective boundary condition is then written as(
∂p
∂t
− ρc∂u1
∂t
)
+K(p− pt) + βT1 = 0. (2.36)
In the above equation, K = σc(1−M
2)
lx
as proposed by Rudy & Strikwerda [48] and
β ∈ [0, 1]. M is the maximum Mach number at the boundary and lx is the characteristic
size of the domain in x1 direction. Although the value of σ when set to zero represents
a perfectly non-reflecting boundary condition, is seen to cause reflections and does not
help to maintain the desired pressure at the boundary [45,47,49]. In most cases, σ is set
to a value between 0.25 and 0.27. The value of β, the transverse damping parameter,
is 1 in the study by Poinsot & Lele [50], and assumes a value of either a mean Mach
number over the boundary, M = u(x,t)c(x,t) , or a local Mach number, Ml =
u(x,t)
c(x,t) , in the
study by Yoo & Im [45]. In this study, we follow the characteristic based approach
presented in Yoo & Im and set β to M .
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2.6.2 Subsonic inflow boundary conditions
The boundary condition at the subsonic inflow depends on the upstream-traveling in-
formation from inside the computational domain. Disregarding this information and
holding the primitives at the ghost cell to a constant, leads to an aphysical rise in
pressure at the inflow. Such a change in inflow conditions proves to be detrimental for
flows that are extremely sensitive to the boundary conditions, like mixing layers. To
overcome this issue, in this work, NSCBC boundary conditions for subsonic inflow are
implemented as mentioned in Poinsot & Lele [46]. The velocity, u1, at the inflow is
imposed, which leads to
L5 = L1 − 2ρcdu
dt
. (2.37)
Further, imposing a temperature for the incoming stream gives
L2 = 1
2
(γ − 1)(L5 + L1) + ρc
2
T
dT
dt
. (2.38)
The above equations help in obtaining density at the inflow boundary as
∂ρ
∂t
+ d1 +
∂(ρu2)
∂x2
= 0, where d1 =
1
c2
[
L2 + 1
2
(L2 + L5)
]
(2.39)
where, u2 and x2 are the transverse velocity and direction respectively.
2.7 Inflow turbulence
In most practical flow configurations, the incoming streams are turbulent. Simulations
of such flows either require a very long upstream domain to allow the flow to reach a fully
turbulent state or need an appropriate prescription of turbulent flow conditions. Large
computational costs associated with the former approach necessitate implementing re-
liable, yet, practical methods for the latter. Common practices in the literature rely
on ‘library-based’ methods, recycling-rescaling-based methods and synthetic turbulence
generators. The review papers by Dhamankar et al. [51] and Wu [52] provide a good
overview of various methods to prescribe inflow turbulence. Each of these methods has
many approaches to generate artificial turbulence and each approach has inherent ad-
vantages and shortcomings. In all of these approaches, however, the goal is to generate
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time-dependent inflow conditions that would mimic the realistic turbulent flow. Such
conditions are generated by constructing a fluctuating field for flow variables that satisfy
first and higher-order moments, spatial correlations (single and two-point), turbulent
kinetic energy spectra and integral length scales in the mean. If not satisfying all the
conditions, reliable methods try to satisfy at least a few of them.
Library based methods use stored sets of information from a secondary simulation
run prior to the primary simulation. In some cases the primary simulation could also
use stored data from a simultaneous run. The stored information is then transferred
to the inflow plane of the primary simulation and imposed as the fluctuating turbulent
field [53]. Although practical constraints limit the large data storage, many studies have
focused on mitigating such issues by clever use of smaller data sets [54–57]. Turbulence
injection with this method is realistic as it is obtained from a secondary simulation run
at conditions close to that of the main simulation. But, the issue of storing large data
sets, the uncertainty of extent of data required, and the frequent reading and writing
required from and to the disk during the primary simulation raise pragmatic concerns.
Recycling-rescaling based turbulent injection relies on a secondary simulation (usu-
ally of flat plate boundary layers) performed on a short domain. In this method, the
secondary simulation is run simultaneously with the primary simulation (the simula-
tion of practical flow configurations) with information transferred from the secondary
to the primary simulation. In the secondary simulation, the mean and the fluctuating
quantities at the outflow of this simulation are appropriately scaled using similarity
laws and fed back into the inflow [58–61]. The information so generated at a down-
stream location is used as the inflow plane for the primary simulation. To avoid the
complexity of two simulations being run synchronously in parallel with data transfer,
the secondary simulation, is included in the primary simulation as an upstream domain
in many studies. In spite of the fact that this method is good for flat plate boundary
layers, disadvantages of this method include the need to have a good starting fluctuation
field for turbulence generation (to avoid re-laminarization) [62,63], the possibility of in-
troducing low frequency behaviors [56], and the complexities associated with accurate
information exchange between outflow and inflow planes of the secondary simulation in
a parallel framework.
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While the above mentioned methods depend on auxiliary simulations for prescrib-
ing the fluctuations at the inflow, synthetic turbulence generators rely on mathematical
tools to replicate turbulent statistics at the inflow boundary. Numerous techniques
including those based on Fourier transform, proper orthogonal decomposition, phase in-
formation, digital filter technique, diffusion, vortex method and synthetic eddy models
have been applied in the literature [64–72] (an extensive literature review is presented
in Dhamankar et al. [51]). These turbulent flow generators can, however, only satisfy
certain turbulent flow statistics at the inflow boundary. So, unlike the library based and
recycling-rescaling based methods, the synthetic turbulence generators need to include
a development region in the simulations, for the injected fluctuations to evolve and re-
semble realistic turbulence. This shortcoming might restrict the use of these generators
in certain practical simulations where the addition of an upstream domain becomes in-
feasible. However, the ability of these approaches to generate data in real time without
the requirement of concurrent simulations, complex data exchanges in a parallel frame-
work and large data storage gives these methods a slight upper hand. For these reasons,
synthetic turbulence generation is used in this work, and specifically, digital filter based
inflow turbulence generation is implemented.
2.7.1 Digital filter based inflow turbulence generation
Initially, the digital filter method requires ‘p’ random numbers with zero mean and
unit variance. If rk, for k = 1, .., p, is the set of random numbers (generated using the
Mersenne-Twister algorithm [73]), then Σpk=1rk/p = 0 and rkrk = 1 is a preliminary
requirement. This requirement can be met by using the Box-Muller theorem which
ensures the desired properties for pair of numbers (c, d) obtained from two independent
numbers (a, b) uniformly distributed in (0,1] such that c =
√−2ln(a)cos(2pib) and d =√−2ln(a)sin(2pib). A linear filter is subsequently applied on this random field, such
that
νk ≡ FN (rk) =
N∑
j=−N
bjrk+j . (2.40)
19
In this one-dimensional filtering operation, the filter coefficients bk are approximated as
bk ≈ b˜k(∑N
j=−N b˜
2
j
)1/2 with b˜k = exp(−pixn ) . (2.41)
‘n’ in the above equation is defined as Ix/∆x, where Ix is the integral length scale. This
form for bj is obtained assuming an exponential two point-correlation (see Touber &
Sandham [74], Xie & Castro [75]). In the two-dimensional case, the filter coefficients
are expressed as a convolution bjk = bjbk. This leaves us with prescribing relevant
integral length scales in the flow. In this work we use curve fits to the data presented
in Pirozzoli & Bernardini [76], to obtain the value of the integral length scales. Now,
to impose streamwise correlation (essentially to avoid three-dimensional filtering), the
filtered filed is modified as:
fk = f
old
k exp
(
−pi∆t
2τ
)
+ νk
√
1− exp
(
−pi∆t
τ
)
, (2.42)
where ∆t is the time-step, τ = Ix/U and U is the mean streamwise velocity. After the
two-point correlations are prescribed, Lund’s transformation [77] is used to prescribe
the single-point correlation as follows:
u(0, y, z, t)
v(0, y, z, t)
w(0, y, z, t)
 =

〈u(0, y, z)〉
〈v(0, y, z)〉
〈w(0, y, z)〉
+ [R]

fu(y, z)
fv(y, z)
fw(y, z)
 (2.43)
where, R =

√
R11 0 0
R21/
√
R11
√
R22 −
(
R21/
√
R11
)2
0
0 0
√
R33
 . (2.44)
Here, the values of Rij are obtained as curve fits to the data in Degraff & Eaton [78].
In the subsonic cases, thermodynamic fluctuations are assumed to be very small, hence
neglected. However, for supersonic flows thermodynamic fluctuations are obtained using
the strong Reynolds analogy.
Chapter 3
Numerical Method
3.1 Introduction
In this chapter, the numerical method used for solving the coupled partial differential
equations discussed in Chapter 2 is described. First, the numerical challenges associated
with multi-component flow are introduced with a review of relevant approaches in the
literature. Then, discretization and the approximations used in solving the weak form
of the Navier-Stokes equations are discussed in the context of the finite volume method.
Finally, a novel approach for inviscid flux evaluation that addresses the challenges out-
lined in Chapter 1 is presented. We conclude this chapter with the discussion of viscous
flux evaluation and time integration methods used in this work.
3.2 Numerical challenges in multi-component flows
Accurate computations of scalar fields in high Reynolds number compressible flows
pose several numerical challenges. Thin interfaces must be resolved without excessive
numerical diffusion: this requires the use of relatively high-order, low dissipation schemes
that promise to resolve these high wavenumber features. In addition, it is often crucial
that the physical bounds on the scalar values set by the initial and boundary values of
the simulation are not violated. For instance, we would like to ensure that the mass
fractions of chemical species are individually in the range [0, 1] and to sum to unity;
naively correcting deviations from this can result in a scheme that does not conserve
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mass. The use of spatially high-order methods in reacting flow calculations often results
in local undershoots and overshoots in the species mass fractions, causing aphysical
results. This results in mass fraction or other scalar non-conservation, and for reacting
cases, these errors can cause temperatures to exceed that allowed by the adiabatic flame
temperature rise. In other cases, we would like to ensure that scalar concentrations are
everywhere strictly in some range of prescribed values. This includes passive scalar
fields, mass fractions of chemical species and transported turbulence quantities, among
many other examples. While the use of high-order, low-dissipation schemes for the
computation of compressible flow is now fairly commonplace, the issue of ensuring scalar
boundedness has received less attention, and is the focus of this thesis. Consider the
usual inviscid conservation equations for mass, along with the equation for the evolution
of a scalar in compressible flow
∂ρ
∂t
+
∂ρuj
∂xj
= 0 (3.1)
∂ρφ
∂t
+
∂ρφuj
∂xj
= 0, (3.2)
where the symbols have the same definitions as in Chapter 2. Combining equations
(3.1) and (3.2), it is easy to show that
∂φ
∂t
+ uj
∂φ
∂xj
= 0, (3.3)
implying that for the inviscid equations, in the absence of source terms, φ is a purely
convected quantity which should be bounded by initial and boundary values. We would
like to ensure that the numerical method for solving equations (3.1)–(3.2) respects this
in a discrete sense.
Note that preserving the positivity of density and pressure (or internal energy) while
solving the conservation equations for mass, momentum and energy is a related numer-
ical issue that has been the subject of several discussions in the literature. Given initial
conditions with positive density and pressure, a positivity preserving scheme will pro-
duce solutions which also have positive density and pressure: these schemes usually have
an additional CFL constraint that guarantees this property. Of course, this CFL restric-
tion should not be excessive for the methods to be useful. Perthame [79] constructed
positivity preserving Boltzmann type schemes for the Euler equations. Perthame and
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Shu [80], in a pioneering paper demonstrated that higher-order positive schemes in space
and time could be built from one-dimensional, first-order building blocks and specially
constructed high-order reconstructions. In a similar vein, Linde and Roe [81] showed
that given a first order one-dimensional positive scheme, one can construct a second-
order, multidimensional MUSCL type scheme that is also positive: notably, the analysis
uses a generic finite-volume formulation that should work for unstructured meshes as
well. The notion of positivity preservation has played an important role in the construc-
tion of several popular approximate Riemann solvers as well: we mention, in particular,
its influence on the HLLE [82] and AUSM [83] schemes.
In a series of recent papers, Zhang and Shu [84–86], building on the idea in Perthame
and Shu [80], and incorporating the idea of a ‘linear-scaling limiter’ from Liu and
Osher [87], developed genuinely high order finite volume and discontinuous Galerkin
schemes that satisfy the strict maximum principle for scalar conservation laws and the
positivity principle for the Euler equations, when certain CFL conditions are satisfied.
Hu, Adams and Shu [88] later constructed a positive flux-limiter scheme for the Euler
equations which also produces positive solutions, under a slightly less restrictive CFL
condition.
Note that artificial viscosity methods based on the paper by von Neumann and
Richtmyer [89] form the basis for a distinct and increasingly popular set of numerical
schemes that can be used to address some of these issues. We refer the reader to section
3.3 in the review paper by Pirozzoli [90] for background and relevant references. In
the context of the issues discussed here, we mention the work of Cook and Cabot [91]
who use a sensitive detector formed using high-order derivatives to create a low dissi-
pation artificial viscosity method. Fiorina and Lele [92] and Cook [93] extended the
method to multi-species calculations by augmenting the physical diffusivity coefficients
with artificial ones. We note that the artificial diffusion term for species diffusivity
in Cook’s [93] formulation is sensitized to global mass fraction bounds via the use of
Heaviside functions (equation 18 in [93]).
Let us assume that we have a finite volume code that satisfactorily solves the mass,
momentum and energy equations. The method may or may not be strictly positivity
preserving for the density and pressure (the code should stop with an error message of
some sort if the density or pressure assume negative values). The fluxes in the method
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should satisfy the entropy condition in order to prevent physically ambiguous solutions.
For time accurate, unsteady simulations, the dissipation terms in the fluxes may be
damped by a shock-detecting switch to localize the numerical diffusion. Given this
common framework, we would like to add additional transport equations describing, for
example, passive scalars, multiple chemical species (perhaps in lieu of the total mass
conservation equation), or advected variables that feed into a turbulence model. The key
question we examine here relates to achieving bounded (maximum-principle satisfying)
schemes that also have low levels of dissipation for these fields.
It should be noted that, for compressible flow as well as flows with strong density
variation, numerical methods that aim to preserve the maximum principle for fields
determined by (3.2) should take into account (3.1) (the variation of the density field)
as well: these equations are strongly coupled and the discretization should respect this.
3.3 Finite volume method
The conservation equations are written in compact form as:
∂U
∂t
+∇ · ~F = W. (3.4)
Here, U is the vector of conserved variables, ~F is total fluxes, and W is the vector
of source terms. The total flux ~F is split into convective (inviscid) and diffusive flux
vectors as
Fj = FIj + Fvj , (3.5)
where the index j stands for directions in the Cartesian co-ordinate system. These
terms are
U =

ρs
ρu
ρv
ρw
ρφ
ρev
E

, FIj =

ρsuj
ρuuj + pδ1j
ρvuj + pδ2j
ρwuj + pδ3j
ρφuj
ρevuj
(E + p)uj

, Fvj =

ρsvj
−τ1j
−τ2j
−τ3j
0
qvj + ρevvj
FEv

, W =

ωs
0
0
0
ωφ
ωv
0

,
(3.6)
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where, FEv = qj + qvj − (~τij~uj) +
∑ns
n=1 ρshsvjs. Here, we include an equation for a
generic conserved passive scalar, ρφ, and the equation for the vibrational energy, ρev.
wv and qv representing the source terms and heat flux corresponding to the vibrational
energy. In Eqs. (3.6), we have used both uj (j = 1, 2, 3) and u, v, w to denote the
velocity components. The vibrational energy is coupled to the total energy (defined
below), and the equation can be considered a surrogate for other equations that are
similarly coupled (such as the subgrid kinetic energy, for instance). The total energy,
E =
∑
s
ρsCv,sT +
1
2
ρ(u2 + v2 + w2) + ρev +
∑
s
ρsh
0
s,
is the sum of the internal, kinetic and vibrational energies and the mass-weighted sum
of the heats of formation (h0s) of each of the component species. The mass fraction of
species s is Ys =
ρs
ρ , and we can alternatively write the species transport equations as
∂ρYs
∂t
+
∂ρYsuj
∂xj
= 0 s = 1, ..., ns. (3.7)
In this multi-component system, the mean molecular mass of the mixture is
M =
∑
s
XsMs =
1∑
s
Ys
Ms
and the mole and mass fractions are related by Xs = YsM/Ms. Using this we can
define p = ρRT, where R = Ru/M . We can also define a mean value for Cv using
Cv =
∑
s YsCv,s and a mean ratio of specific heats (Cp/Cv) for the mixture, γ,
1
γ − 1 =
∑
s
Xs
γs − 1 =
∑
s YsCv,s∑
s YsRu/Ms
.
With this set of equations, we do not solve for the total density directly; the sum of the
ns species densities defines ρ. For the inviscid non-reacting form of the equations, it is
easy to show that each Ys is a purely convected quantity:
DYs
Dt
= 0.
The strong form of the conservation equations, as mentioned in Eq. 3.4, is integrated
over an arbitrary control volume Ω (a cell in the computational domain) to obtain the
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weak form of the conservation equation. Invoking the Green’s Theorem, the resulting
weak form of the conservative equation is
∂U¯
∂t
+
1
V
∮
Ω
(~F · nˆ)dS = W¯ , (3.8)
where V is the total volume, nˆ is the outward pointing normal to the surface, U¯ and W¯
are averaged over Ω. When the considered volume is a computational cell, the resulting
fluxes are effectively summed over the faces and Eq. 3.8 becomes
Vi
∂Ui
∂t
= −
∑
f
F ′fSf + ViW¯ . (3.9)
where Ui is the volume averaged value of the vector of conserved variables in cell i
bounded by the faces indexed by f and F ′f is the flux at the face f and Sf is its area.
3.4 Inviscid flux evaluation
Considering only the inviscid fluxes (discarding viscous and source terms), the Eq. 3.8
in its semi-discrete form is:
Vi
∂Ui
∂t
= −
∑
f
F ′fSf . (3.10)
where
F ′f =

ρsu
′
ρuu′ + psx
ρvu′ + psy
ρwu′ + psz
ρφu′
ρevu
′
(E + p)u′

f
.
Note that (sx, sy, sz) are the direction cosines of the unit-normal to face f. The prime
denotes a dot product: u′ = usx+vsy +wsz is the face-normal velocity. The flux vector
for these equations is homogeneous of degree one: F ′f (αU) = αF
′
f (U).
As with the single-component flow equations, there are several choices for the vari-
ables we reconstruct at the face. For consistency with the choice for the single-component
flow equations that gives us a stable, kinetic-energy consistent method [94], we elect to
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reconstruct u, v, w and p. This leaves us with the task of picking ns additional variables
to represent the thermodynamic state. There are several feasible options: for instance,
we could reconstruct the density, ρ, and any ns−1 of the species mass fractions; the ns
species densities ρs; the partial pressures ps, or combinations of the above. We choose
to reconstruct the ns species densities, ρs: this choice will be justified later.
Let us consider the one-dimensional version for simplicity1 for a cell i of size h,
spanning xi−h/2 ≤ x ≤ xi+h/2, and with a simple Euler forward2 time discretization,
we get
Un+1i = U
n
i − λ
(
Fi+1/2 − Fi−1/2
)
,
where λ = ∆t/h. U is the vector of conserved quantities, Fi+1/2 = F (U
L
i+1/2, U
R
i+1/2)
is the numerical approximation to the flux at face i + 1/2 between cells i and i + 1.
The states UL and UR are reconstructed approximations to the fields on the left and
right side of the face, respectively: the first-order version of the flux Fi+1/2 would be
F (Ui, Ui+1). Typically, the flux is computed as the approximate solution to the Riemann
problem at the face with UL and UR as the adjacent states: a prototypical example is
the Roe-type flux function
Fi+1/2(U
L, UR) = Fc,i+1/2(U
L, UR)︸ ︷︷ ︸
symmetric
− 1
2
|Ai+1/2|
(
UR − UL)︸ ︷︷ ︸
dissipative
. (3.11)
In the above equation, Fc,i+1/2 is a centered approximation to the flux and Ai+1/2 is the
Jacobian matrix ∂F/∂U , computed either using density-weighted averages of the left and
right states, for the Roe flux [96], or simple averages, as in the modified Steger-Warming
scheme [97]. |A| is computed as R|Λ|R−1 after applying an eigen-decomposition, A =
RΛR−1, where Λ is the diagonal matrix of eigenvalues, and R is the matrix of right
eigenvectors of A. The eigenvalues in Λ are usually modified to satisfy the entropy
condition. The simpler and more dissipative Lax-Friedrichs flux has a similar form,
except that the matrix |A| is replaced by its (global or local) maximum eigenvalue,
λmax. In many versions of “low-dissipation” schemes (see [90]), including the ones we
1 This is not necessarily an over-simplification of the problem since it is possible to construct
multidimensional schemes using one-dimensional building blocks [80,81].
2 Similarly, using a first-order time discretization is not overly restrictive if we can express the
high order time integrator as a convex combination of first-order schemes: for instance, the SSP TVD
Runge-Kutta methods of Gottlieb, Shu and Tadmor [95] achieve this.
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consider here, the dissipative portion of the flux is damped by a multiplicative factor
αi+1/2 ∈ [0, 1] in order to localize the dissipation: an elegant and popular example of
this shock-detecting switch is due to Ducros [98].
3.4.1 Symmetric flux
The construction of the symmetric/central portion of the flux uses the notion of a
kinetic-energy consistent method presented in [94]. In one dimension, the central flux
is
F ′c,f =

ρ1u
...
ρnsu
ρuu+ p
ρφu
ρevu
(E + p)u

f
.
symmetric average values of the variables ρs, u, φ and p are computed at each face f and
used in the flux. Note that ρ =
∑
s ρs. On structured meshes, high order polynomials
are constructed in each cell: the averages of their traces on either side of each face are
used to define the face values. We elaborate on this in the next section. For unstructured
grids, nominally high order face values are found using gradient based reconstructions.
For example, at a face f separating cells l and r, using
uf =
ul + ur
2
+
8
15
(∇ul ·∆xf,l +∇ur ·∆xf,r)− 1
45
(∇ul2 ·∆xf,l2 +∇ur2 ·∆xf,r2)
gives a sixth-order approximation to uf on a uniform mesh. In the expression above,
l2 and r2 are the cells to the left and right, respectively, of cells l and r. ∆xf,l is the
vector connecting the center of cell l to the center of the face f, and ∆ul is the gradient
of u at cell l. A sketch is shown in figure (3.1). The coefficients 8/15 and 1/45 can be
adjusted for non-uniform grids.
Note that the reconstruction of ρs and φ will need to be modified from the ex-
pression above to achieve boundedness. This is discussed in the following sub-sections;
reconstruction of the other variables is not affected.
28
l2 l r r2
∆~xf,l
f
Figure 3.1: Sketch of the stencil used for the inviscid flux reconstruction at face f using
data from cell centers l, r, l2 and r2.
Broadly speaking, most finite volume methods that attempt to prevent spurious
overshoots in solution quantities (not just the scalar fields) use variants of two basic
ideas. Assume that we can find a low-order flux function F low that gives bounded
results, even if it is diffusive: for instance, first order Lax-Friedrichs, HLLE or Steger-
Warming fluxes could be used. The flux-corrected transport (FCT) method of Boris
and Book [99] (see also Zalesak [100]) essentially involves composing the numerical flux
at a face as a blend of low-order and high-order (“anti-diffusive” in their terminology)
fluxes,
Fi+1/2 = F
low
i+1/2 + β(F
high
i+1/2 − F lowi+1/2),
and attempting to find the maximum value of β ∈ [0, 1] that preserves a desirable
quality of the scheme, such as monotonicity and scalar boundedness, for example. The
second, more prevalent method is to express the high-order states that determine the
flux function as
UL = Ui + δUi and U
R = Ui+1 + δUi+1,
and to limit the variation from the first-order state in a manner that preserves desirable
properties of the solution; in other words, δUi,i+1 are replaced with limited versions
δ̂U i,i+1. We use the latter approach.
3.4.2 Species fluxes: Active scalar boundedness
In the governing equations, the ‘ns’ individual species densities equations, without the
diffusion terms, represent Lagrangian transport of mass fractions with the flow. Clearly,
these ‘active’ scalars are strongly coupled to the flow: a flux of species s carries with it,
in addition to mass, a fraction of the momentum and enthalpy. This coupling can be
seen in the structure of the entropy eigenvectors in equation (3.13). Ensuring bounded-
ness for advected scalars is a challenge that has been discussed at length in the works
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of Subbareddy, Candler and Ferrero [101], Matheou & Dimotakis [35] and later in Sub-
bareddy, Kartha and Candler [102]. While Matheou & Dimotakis [35] present the issues
of passive scalars clearly, the work by Subbareddy, Candler and Ferrero [101] present a
numerical method to address them in the context of passive scalars. Building on the
previous work, Subbareddy, Kartha and Candler [102] extend the study to include the
numerical issues in the context of active scalars. In the case of active scalars, apart
from preserving sensible bounds for Ys, there are a few other issues that arise while
considering species flux forms:
Choice of reconstructed variable: The reconstructed variables play an important
role. The passive scalar formulation discussed in the previous section would suggest
that we reconstruct Ys and ρ separately. However, this turns out to be a poor choice
in our framework. While this approach (in conjunction with the use of a linear scal-
ing type limiter) can preserve scalar boundedness, we observe large excursions in the
temperature field which rapidly degrades the solution and defeats one of the original
purposes of attempting to preserve scalar bounds - controlling temperature overshoots
in multispecies flow calculations. In this context, Terashima et al. [103] point out the
role of the molar concentration, c =
∑
s cs =
∑
s ρs/Ms = ρ/M , in the temperature
prediction. The temperature is updated at each time step using
T =
p
ρR
=
pM
ρRu
=
p
Ruc
,
and errors in the molar concentration c have a strong influence on the solution. It is
useful to examine the simple case of transport in a uniform velocity field. The molar
concentration c obeys
∂c
∂t
+
∂cuj
∂xj
= 0
for the inviscid equations. In a uniform velocity field, if the initial molar concentration is
also uniform, it should not change with time. As a simple example, consider a one-sided
linear reconstruction,
ρs,f =
3
2
ρs,i − 1
2
ρs,i−1.
Dividing by Ms and summing over all species gives cf =
3
2ci− 12ci−1. On the other hand,
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using the split form
ρs,f = ρfYf =
(
3
2
ρi − 1
2
ρi−1
)(
3
2
Ys,i − 1
2
Ys,i−1
)
,
gives cf = ρf
(
3
2Mi
− 12Mi−1
)
. If the initial concentration is uniform, interpolating ρs
preserves the uniform value at the face, while the split form does not. Since the temper-
ature excursions while using the split form are significant, we use reconstructed values
of ρs at the face in the species fluxes.
Bounded polynomial reconstruction: The mass fractions Ys must still obey the
global bounds: 0 ≤ Ys ≤ 1 . Since by definition,
Ys =
ρs∑
k ρk
,
we need to ensure that each of the species densities, ρk, is greater than or equal to zero
to meet this constraint. Denoting the polynomial that represents the variation of ρk in
cell i with rk,i(x), the linearly scaled version,
r˜k,i(x) = ρ
n
k,i + θk,i(rk,i(x)− ρnk,i), θk,i = min
{∣∣ ρnk,i
mk,i − ρnk,i
∣∣, 1} , (3.12)
could be used to help preserve the positivity of ρk. The polynomial smoothly transitions
to a low order representation as θ assumes small values. Although the linear scaling
limiter is very effective in preserving boundedness for the passive scalar cases we have
looked at, it is constrained by the fact that the global bounds mk,i and Mk,i appear in
its definition: it is agnostic of sharp local gradients in the species densities when they
are not close to the bounds m or M . This may result in spurious oscillations in these
regions if the order of the central reconstruction is not lowered to prevent interpolation
on a stencil containing steep solution variations. A simple remedy is to use locally
defined bounds (Mlocal, mlocal) in the definition of θ; however, this results in excessively
diffusive solutions. We find that using a jump detector,
Jk,i = (1− sk,i)p, sk,i = |2gigi+1|
g2i + g
2
i+1 + 
, gk,i = (∇ρk)i ,
where p is an integer (we use p =2 or 4) and  prevents division by zero, is an effective
way to achieve this. The jump detector J is incorporated by modifying the definition
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of θ in equation (3.12) as follows
θ′k,i = 1− Jk,i (1− θk,i) .
The form of the jump detector is inspired by Harten’s ACM switch [104]; while there
are a large number of alternative definitions for J , this form is an effective, localized,
jump detector for the cases we tested.
Dissipative flux: While using the linearly scaled reconstructions, the factor θk,i in
equation (3.12) above effectively functions as a switch that detects possible excursions
of the species density below zero. However, for compressible flow simulations on coarse
grids, there will be regions where the solution profiles are too sharp to be resolved, even
when the bounds are respected: this could be the result of initial conditions with sharp
jumps or due to shocks or contact/material discontinuities. If these steep gradients
are ignored, the solutions are extremely dispersive, as one might expect. These jumps
in the species densities can be present (quasi-) independently of jumps in the other
flow variables, and the goal is to control these without excessively dissipating the flow
field. To achieve this we need an efficient low-dissipation switch, 0 ≤ βs,i+1/2 ≤ 1, that
signals the presence of a steep variation in the solution. For single component flow, the
dissipative fluxes in equation (3.11) are damped by a shock detecting switch, αshock. For
the multispecies equations, given switches βs that detect jumps in the species densities,
we selectively add additional dissipation of the form
−1
2
∑
s
max(0, βs − αshock)λ1wses,
where es is the entropy eigenvector corresponding to species s, λ1 is nominally the
magnitude of the convective eigenvalue, |u′|, and ws is the associated characteristic
variable constructed using local solution averages and the jumps, ∆U = UR − UL at
the face, as described in section (3.4.3). The values of UL/R used to construct ∆U are
a linear combination of muscl interpolants and the traces of the limited polynomials:
the linear factor is the jump detection switch βs. Note that the other waves, and in
particular the shear and acoustic waves are not affected by the added diffusion: this
serves to significantly lower the overall levels of numerical dissipation.
Low-dissipation switch: For applications where the locally available stencil of sur-
rounding cell values is small, finding an effective switch βs is a significantly challenging
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task. A switch based on local gradients of flow variables such as the Ducros switch used
for shock detection would be ideal. In addition, the switch must be robust enough to
ignore relatively tiny local variations in the solution. One version we found effective is
a variant of Harten’s ACM switch [104] due to Ren et al. [105]:
σi = min
s
∣∣2∆fs,i+1/2∆fs,i−1/2∣∣+ 
(∆fs,i+1/2)2 + (∆fs,i−1/2)2 + 
βi+1/2 = {max(1− σi, 1− σi+1)}p
where  sets the threshold for the switch and is problem dependent: we use  = 10−7 for
the cases in this paper. The exponent p (not to be confused with the pressure) is a small
integer: we have used values up to 4 for the cases presented. The function fs in the
switch is a suitable function of the flow variables: in the original version, characteristic
variables are used. Among the options tested, fs = ρs, where nˆ is the face-normal unit
vector, was found to be particularly effective, and is used for the results in this thesis.
3.4.3 Dissipative flux: the eigenvector decomposition
Using the notation h = (E + p)/ρ for the specific enthalpy, and denoting the speed
of sound by a, the matrix of eigenvectors, R in the eigen-decomposition above (in one
dimension) is given by
R =

1 0 · · · 0 0 0 Y1 Y1
0 1 0 0 0 Y2 Y2
...
. . .
...
0 0 1 0 0 Yns Yns
u u u 0 0 u+ a u− a
φ φ φ 1 0 φ φ
ev ev ev 0 1 ev ev
∂E
∂ρ1
∂E
∂ρ2
. . . ∂E∂ρns 0
1
ρ
∂E
∂ev
h+ au h− au

, (3.13)
where the entries are formed using a suitable average (arithmetic or density weighted,
for example). The partial derivatives in the matrix are
∂E
∂ρs
=
(
Cv,s − Cv
R
Ru
Ms
)
T +
u2
2
+ h0s,
∂E
∂ev
= ρ.
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An arbitrary ∆Uf = UR − UL is expressed as a projection onto the columns of R
(the eigenvectors). The coefficients of this expansion are the characteristic variables:
R−1∆Uf =

∆ρf1 − Y1a2 ∆p˜f
∆ρf2 − Y2a2 ∆p˜f
...
∆ρfns − Ynsa2 ∆p˜f
∆ (ρφ)f − φ∆ρf
∆ (ρev)
f − ev∆ρf
1
2a2
{
∆p˜f + a∆(ρu)f − au∆ρf}
1
2a2
{
∆p˜f − a∆(ρu)f + au∆ρf}

. (3.14)
The pseudo pressure-jump that appears above is
∆p˜f =
∑
k
∂p
∂Uk
∆Ufk ,
where Uk is the k-th component of the state vector U . The matrix of eigenvalues is
Λ = Diag (λ1, · · · , λ1, λp, λm), where the first ns + 2 entries are equal to λ1, which
represents (nominally) the magnitude of the convective eigenvalue |u′|. λp and λm
similarly represent |u′ + a| and |u′ − a|. These eigenvalues are modified from their
nominal values using a correction factor: for example, λ1 =
√|u′|2 + a2, where  is a
small number. The first ns characteristic variables and the corresponding columns of R
represent ‘entropy waves’, and the last two correspond to acoustic waves.
Note that the one-dimensional decomposition does not contain the shear/vorticity
eigenvectors. The eigenvectors presented are not unique: several alternate forms appear
in the literature. While we discuss a ‘Roe-type’ scheme of the form in equation (3.11),
variants of the dissipative flux such as the Steger-Warming form,
−1
2
{(
R|Λ|R−1)
i+1
UR − (R|Λ|R−1)
i
UL
}
,
can be analyzed similarly, with the additional complication that two sets of eigenvectors
are used. Note that the left and right states used to form the averages that appear in
the matrices above can, in general, be different from the reconstructed left and right
states at the cell, UL and UR.
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3.5 Viscous flux evaluation
Viscous fluxes are computed at the face of a computational cell using the gradients of
species mass-fractions, temperature and velocity. These gradients are evaluated at the
cell centers using a least-squares fit (suitable for unstructured grids), weighted using
inverse distance, as mentioned in Mavriplis [106]. The face-centered gradients are then
obtained by interpolating the cell-centered gradients using a deferred correction method
[107].
3.6 Time Integration
After the evaluation of inviscid and viscous fluxes, Eq 3.9 needs to be integrated in
time. Explicit time integration method is used in this work, which allows to accurately
capture the flow dynamics of the unsteady flows simulated here. The third order, strong-
stability-preserving explicit Runge-Kutta scheme due to Gottlieb, Shu & Tadmor [95] is
used. However, in the case of very stiff chemistry source terms, explicit methods impose
prohibitively small time-step requirements. The semi-implicit GRK4A method of Kaps
& Rentrop [108] is employed to locally integrate the source terms using the Strang
splitting approach [109]. We follow the algorithm mentioned in Ziegler et al. [110] for
implementing this method, where chemistry is integrated from t to t+∆t/2, followed by
time advancing the fluxes from t to t+∆t and eventually using the updated information
to time advance chemistry from t+ ∆t/2 to ∆t/2.
For an efficient implementation, in this study, at the first iteration (t = 0), chemical
source terms are time advanced by ∆t/2. At any later iteration the solution is obtained
using two steps: 1) the fluxes are integrated from t to t + ∆t and then 2) chemical
source terms are integrated from t + 12∆t to t +
3
2∆t. Although such a minor change
in algorithm avoids calling the expensive source term evaluation multiple times in the
same iteration, it requires the simulation to time advance at a constant time-step ∆t.
Chapter 4
Validation
4.1 Introduction
In this chapter, the results of the simulations performed to validate the novel fluxes are
presented. To understand the numerical issues associated with the presence of steep gra-
dients in species-densities, simulations are performed with increasing levels of complex-
ity. First, a set of one-dimensional simulations are performed with original US3D fluxes
(higher-order shock-capturing fluxes) to illustrate the numerical issues. Then, compar-
ison of the performance of the newly developed fluxes and the original are presented.
Next, two-dimensional simulations of temporal mixing layers and a shock-density bubble
problem are performed. These simulations are followed by three-dimensional simulations
of non-reacting and reacting (temporal/spatial) mixing layers. Towards the end of this
chapter, validations of the implemented inflow turbulence generation and characteristic
boundary conditions required for high fidelity simulations of unsteady reacting flows are
presented.
4.2 Active scalar boundedness
4.2.1 One-dimensional advection with equal molar mass and γ.
These basic test cases are meant to test the ability of the method disussed in Chapter
3 to handle sharp jumps in species concentration profiles and to preserve the solution
in smooth regions with little or no added dissipation. The two species are N2 and a
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surrogate gas with the same properties, NA2 . The initial condition has variations only
in the species mass fractions; the velocity and all other thermodynamic properties are
uniform. We consider two cases. In the first, a sharp top-hat shaped initial mass fraction
profile is convected through the (periodic) domain for two periods. The domain spans
−1 ≤ x ≤ 1. The second case uses a more complex initial profile that consists of smooth
regions interspersed among discontinuities in the species mass fractions:
YN2 =

0.1 + 0.4(1− tanh(α1(|x+ β1)|+ γ1))) −25 ≤ x ≤ −5
0.1 + 0.4(1− tanh(α2(|x+ β2)|+ γ2))) −5 < x ≤ 0
0.1 + 0.4(1− tanhα3) + β3 sin(γ3x) 0 < x ≤ 14
0.5 14 < x ≤ 18
0.1 x > 18
(4.1)
YNA2
= 1− YN2 ,
where αi = (5, 0.5,−0.5), βi = (5, 4, 0.05) and γi = (−10,−5, 2). The domain spans
−25 ≤ x ≤ 25. The simulation is run for one flow period with a constant time step
corresponding to a cfl number of ≈ 0.8 and the Mach number is 1.2. The gradient
extrapolation method (section 3.4.1) is used for the central fluxes.
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Figure 4.1: (a) Top hat profile convected for two periods. (b) initial profile given by
equation (4.1) after one period. Dashed lines: standard shock-capturing fluxes, circles:
bounded fluxes.
Figure (4.1a) shows the mass fraction profiles for the first case (symbols): the initial
condition (solid line) and a solution using standard fluxes (thin dashed line) are also
shown. Note that the local mass fraction bounds are preserved and the sharp initial
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profile is reasonably well captured: there is a small diffusive spread around the sharp
jumps whose extent compares favorably with results from other high-order schemes in
the literature. Fluxes which do not detect and limit sharp jumps in scalar values result
in noisy solutions that quickly corrupt the entire domain. Figure (4.1b) shows the mass
fraction profiles for the second case. Note that the smooth regions of the profile are
represented with very little dissipation and the jumps are captured with no ringing or
other spurious oscillations. Solutions that use standard shock capturing fluxes are also
shown (dashed lines): these do not use the bounded polynomial reconstruction specified
in section 4. Note that oscillations which start at the locations of the discontinuities
have polluted the entire solution by this time instant.
4.2.2 One-dimensional material and contact discontinuities
These test cases contain material or contact discontinuities that are advected by an
initially uniform velocity field. There are jumps in the initial mass fractions, density
and temperature (for contact discontinuities) that are constrained to give a uniform
initial pressure. The challenge is to maintain the uniformity of the velocity and pressure
(temperature as well, for material discontinuities), and to simultaneously preserve mass
fraction bounds as the discontinuities are advected by the nominally uniform velocity
field.
Material discontinuities.
The initial conditions are similar to those of Johnsen and Ham [111] and Terashima
et al. [103]. The interfaces separate two gases: N2 and either H2 or He. The initial
conditions are given by
(ρ, u, p, γ,M) =
(MN2/MX, 1, 1/γN2 , γN2 ,MN2) if − 0.5 ≤ x ≤ 0.5(1, 1, 1/γN2 , γX,MX) otherwise,
where X is either H2 or He, with γX = (1, 4, 1.66) and MX = (4, 2), respectively. MN2
and γN2 are 28 and 1.4, respectively. These simulations use 100 uniformly spaced grid
points. Figure (4.2) shows profiles of the pressure, density, velocity and YN2 after one
flow time for both cases; the computations use the proposed fluxes. Note that the sharp
density of mass fraction jumps are captured cleanly, with no oscillations or excursions.
The pressure, temperature and velocity fields are in equilibrium.
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Figure 4.2: Profiles of pressure, density, mass fraction of N2 and velocity after one flow
through time. Solid lines correspond to the initial condition, filled (red) circles: H2 and
unfilled (blue) circles: He.
Contact discontinuities.
The initial conditions for the first set of cases we consider are almost identical to those
of the material discontinuity presented above. The only difference is that the density
for the region containing N2 is multiplied by a factor of two: this introduces a jump in
the temperature profiles as well.
(ρ, u, p, γ,M) =
(2MN2/MX, 1, 1/γN2 , γN2 ,MN2) if − 0.5 ≤ x ≤ 0.5(1, 1, 1/γN2 , γX,MX) otherwise,
Figure (4.3) shows profiles of the pressure, density, velocity and YN2 after one flow time
for both cases; the computations use the proposed fluxes. It is important to note that,
although the concentration profiles are bounded, equilibrium of pressure and velocity is
not preserved for the case when the ratio of specific heats is different for the two gases.
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Figure 4.3: Profiles of pressure, density, mass fraction of N2 and velocity after one flow
through time. Solid lines correspond to the initial condition, filled (red) circles: H2 and
unfilled (blue) circles: He.
This is a well known issue and strategies to address this have been proposed in the
literature. For instance, Karni [112] proposed a non-conservative primitive algorithm
which solves an additional transport equation for γ. Abgrall [113] and, later, Billet and
Abgrall [114] formulated the ‘double-flux’ model to mitigate this issue (the energy is
not exactly conserved in the original formulation). These two ideas have been extended
further by several researchers. We have experimented with the double-flux model; while
it does preserve the expected thermodynamic equilibrium, the energy conservation error
was high in our experiments, and we do not use it for the results in this paper: the
oscillations in these fields are relatively small (around 3% or lower).
Adapted from the paper by Lv and Ihme [115], the setup for the second case we
simulate is similar to that used by Houim and Kuo [116] and Johnsen and Ham [111],
except that the initial profiles are smoothed using a hyperbolic tangent function. Note
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Figure 4.4: Profiles of (a) pressure, (b) temperature and (c) YN2 after one periodic
revolution. Lines: initial condition, filled (red) circles: results using grid spacing h =
0.125, open (blue) circles: using h = 0.25.
that this represents a smoothed contact discontinuity. The interface separates two
species, H2 and O2, and the initialization is
u = 500 m/s, YH2 =
1
2
[1− tanh(|x| − η)], T = T◦
2
[(1 + θ) + (1− θ) tanh(|x| − η)],
where T◦ =300 K, θ = 7, and η = 10 with p = 1 bar. The domain spans −25 ≤ x ≤ 25,
and we use either 200 or 400 points. The normalized pressure, temperature and YN2
profiles after one time-period are shown in figure (4.4). Note that the pressure remains
uniform and the mass fractions stay bounded. There is a small but noticeable difference
in the levels of diffusion between the two grids: this is a function of the resolution of
the initial hyperbolic tangent profile used to prescribe the initial condition.
4.2.3 Two-dimensional mixing layer
In many practical applications, the global maximum and minimum values of species mass
fractions are different from the meaningful physical limits: 0 ≤ Ys ≤ 1. In addition,
local flow conditions impose localized bounds on scalar values that will be different
from globally-defined maxima, irrespective of the actual magnitudes of these maxima.
Limiters that use global extremal values explicitly in their definition are not effective,
by themselves, in preserving these local bounds. Some flavor of numerical discontinuity
detection now becomes a necessary ingredient. The issue then is to preserve low levels
of numerical diffusion, since such schemes, based on standard shock capturing methods
such as muscl or weno, for e.g., are often severely dissipative. The addition of source
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terms due to chemical reactions further complicates the picture.
(a)
(b)
(c)
Figure 4.5: (a) and (b): Contours of YNA2
at non-dimensional time t∗ = 40. (a) Stan-
dard low-dissipation fluxes (b) Proposed method. Black and white contours show regions
where the mass fractions overshoot the local bounds. (c) Iso-contours of vorticity mag-
nitude at the same time instant; results from proposed method overlaid with results
using a single species (pure N2).
We use a two-dimensional temporally evolving mixing layer to demonstrate that the
dissipation in the proposed method is well localized and does not affect the vorticity
field. This follows from the structure of the added scalar dissipation which does not
change the vorticity eigenvectors. The setup of the velocity and thermodynamic fields is
similar to that of Sandham and Yee [117], and we refer to their paper for the full details.
The grid size used here is 200×200, with uniform spacing in the x (streamwise) direction
and stretching in the y (cross-stream) direction. The stretching used is identical to that
in [117]. The convective Mach number is 0.2 and the Reynolds number, defined by
the velocity difference between the top and bottom streams, the vorticity thickness and
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viscosity based on the freestream temperature, is 1000. The two streams contain a
mixture of three nominally identical species: N2, N
A
2 and N
B
2 . While these gases have
the same physical properties, the numerical method treats these scalars as separate
entities; in particular, sharp profiles exist in the species density fields while the total
density is overall uniform, initially. The initial mass fractions (YN2 , YNA2
, YNB2
) are
(0.1, 0.8, 0.1) and (0.1, 0.1, 0.8) in the top and bottom streams, respectively, with sharp
jumps across the middle of the layer. Figure (4.5a) shows contours of YNA2
using a
standard low-dissipation scheme (no special limiting or detection used) along with lines
showing pockets of the flow where the mass fraction of NA2 overshoots local bounds
(0.8 in the top stream and 0.1 in the bottom stream). The excursions are around 2%
in magnitude. Figure (4.5b) is the result obtained with the proposed method - note
that the excursions are not zero, but are much diminished in extent and magnitude
(around 0.1% in magnitude). Finally figure (4.5c) overlays iso-contours of the vorticity
magnitude obtained using the mixture of gases with those obtained from a run with
pure N2. Note that the vorticity is unaffected by the added scalar dissipation.
4.2.4 Shock density-bubble interaction
The experimental study by Haas and Sturtevant [118] on the interaction of shock waves
with isolated inhomogeneities provides a useful baseline for testing numerical methods
in the context of scalar mixing and boundedness. Here, we use conditions borrowed
from their paper to examine the two-dimensional interaction of a Mach 1.22 shock
with an isolated cylindrical Helium bubble in air; this particular case has been used by
several other researchers ( [119], [3], [115]) in a similar context. The early stages of this
interaction are dominated by inviscid effects and the results presented neglect diffusive
terms. The setup and conditions for this case are similar to those in the papers above.
A schematic of the setup is shown in figure (4.6).
The initial diameter of the Helium bubble is D = 50 mm, and the shock is initially
located one diameter upstream of the bubble center. Normal-shock conditions are im-
posed around the shock location, along with supersonic inflow and outflow boundary
conditions at the right and left ends of the domain, respectively. The top and bottom
boundaries are treated as symmetry (slip) boundaries. The initial He bubble and sur-
rounding (pre-shock) air densities are 0.2347 and 1.29 kg/m3, respectively. The initial
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Shock
He bubble
symmetry plane
Figure 4.6: Schematic for the shock-bubble interaction problem
pressure in the He and surrounding still air is 1 bar. The grid is cartesian, with spacings
∆x = ∆y = 0.005D. Density contours at three distinct times are shown in figure (4.7):
the top row plots results from the proposed method and the bottom row uses a standard
low-dissipation numerical scheme. The flow structure is clean, shows well developed in-
stabilities with no noticeable spurious oscillations, and the resolution compares well
with the results of a discontinuous Galerkin scheme used by Lv and Ihme [115]. Note
that the scheme without some form of species limiting produces unacceptable levels of
noise.
To obtain a quantitative measure of the He bubble development, we plot the x-
locations of three points on the interface as a function of time in figure (4.8a). These
are in good agreement with previous measurements reported in the literature. One way
to quantify the levels of over/undershoots in the course of the simulation is to enforce a
hard cutoff on the values of the mass fractions at each new time step - e.g., if YHe goes
below zero in a cell, the excursion is truncated. Due to the conservative fluxes used,
this hard cutoff will cause the total mass of He to drop. Clearly, this is undesirable.
Figure (4.8b) plots the total mass of He for the proposed and unmodified schemes. The
mass of He drops by more than 4% for the unmodified scheme. While the total mass
of He is not exactly constant for the current method, the net loss is less than 0.02%,
which may be acceptable for most simulations of practical interest.
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Figure 4.7: Contours of density at three different times in the simulation. Top row:
proposed method, bottom row: standard scheme (without bounded polynomial recon-
struction.).
4.2.5 Three-dimensional mixing layer
Temporal, non-reacting mixing layer simulations
A three-dimensional temporally evolving mixing layer provides a controlled computa-
tional set up to study the evolution of instabilities. The primary objective of the study
is to evaluate the levels of undershoots and overshoots in the simulation with a standard
shock capturing scheme and the new bounded active scalar fluxes. Further, we aim to
understand the temporal evolution of the instability-growth in these mixing layers. We
follow the study by Pantano & Sarkar [30] to set up the simulations. The computational
domain dimensions are [0, L1]× [−L2/2, L2/2]× [0, L3] in the streamwise (x), transverse
(y) and spanwise (z) directions, respectively. Here L1, L2, L3, non-dimensionalized with
δω,0, are 74.16, 37.07, 18.53. Initial vorticity thickness, δω,0, is obtained from the initial
condition Reω,0 =
ρ∆Uδω,0
µ = 640. Uniform grid spacing is maintained in the compu-
tational domain with 512, 256, 128 points in the streamwise, transverse and spanwise
direction respectively. The Reynolds number is calculated using average density and
dynamic viscosity of the two streams. A hyperbolic-tangent profile is used to initialize
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Figure 4.8: (a) Spatio-temporal evolution of three distinct points indicated in the inset.
Symbols: current simulation, lines: data from ref. [3]. (b) Total mass of He (normalized)
in the domain as a function of time. Solid line: proposed method, dashed line: standard
scheme (without bounded polynomial reconstruction.)
the streamwise velocity with equal densities in both streams. Broadband fluctuations
are added to the mean velocities to accelerate the transition to turbulence. Isotropic
turbulence spectrum of the form
E(k) =
(
k
k0
)4
exp
[
−2
(
k
k0
)2]
(4.2)
with k0 = 48 is used to generate these broadband fluctuations. A sharp discontinuity
is imposed in the initial mass-fraction field such that (YN2 , YNA2
, YNB2
) is (0.2, 0.6, 0.2)
for y > 0 and (YN2 , YNA2
, YNB2
) is (0.2, 0.2, 0.6). A reference simulation with pure N2
is also performed. Support from Mr. Aaron Neville for the simulations in this section
is acknowledged. An instantaneous snapshot of the flow field is shown in figure (4.9).
Figures (4.10a,b) show the maximum overshoot in the species mass-fractions during the
simulation and the growth of the mixing layer as it evolves in time. We note that use of
bounded active scalar fluxes reduces the overshoots in the mixing layer without affecting
its growth.
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(a) (b) (c)
Figure 4.9: (a) Iso-contours of vorticity magnitude at a non-dimensional time t∗ = 50
(pure N2). (b) and (c): show regions where the mass fractions overshoot or undershoot
the global bounds of YNA2
at the same time instant. (c) Standard low-dissipation fluxes
(c) Proposed method.
Spatial, reacting mixing layer simulations
In high Reynolds number reacting flows, turbulence acts to “stir” up parcels of fluid –
this results in enhanced gradients of species mass fraction and other transported quan-
tities. For non-premixed combustion problems, especially, the surface area demarcating
reactants is also greatly increased by the action of turbulence. Concurrently, of course,
molecular diffusion acts to “mix” the fluid at a molecular level. Physically, the rate of
mixing is set by the molecular diffusion coefficients and by the gradients in the flow. In
practice, numerical and sub-grid diffusion also play a strong (often dominant) role in
the simulated mixing process. A major goal of this paper is to suggest low numerical
diffusion schemes for these problems, which should help mitigate the effect of numerical
diffusivity. Note that this issue is coupled to the problem of species boundedness (both
global and local bounds are to be respected): non-dissipative schemes without some
form of artificial viscosity produce oscillatory mass fraction profiles which can result in
aphysical results. On the other hand, too much added diffusion results in mixing that is
too rapid. Clearly, a balance between the two is desirable. The role of sub-grid diffusion
from particular turbulence models is outside the scope of this work here: it could be
argued that the imposed sub-grid diffusion should be aware of the diffusion associated
with the numerical method (this is the basis for implicit large eddy simulation methods).
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Figure 4.10: a) Comparison of evolution of maximum value of YNA2
in the domain at
two different convective Mach numbers and b) Comparison of growth rate of the mixing
layers with a single and multiple-species in the simulation.
The final test case is a simulation of a reacting mixing layer using les. The condi-
tions corresponding to the experiments of Slessor, Bond and Dimotakis [4]. The high
Damko¨hler number in this flow (Da  1, typical of “mixing-limited” reacting flows)
implies that the temperature rise due to chemical reactions is a close surrogate for the
amount of mixing. Consequently, errors in mass fraction boundedness show up as (often
egregious) errors in the temperature field. The dominant, hypergolic, reaction in this
flow is between trace amounts of non-premixed H2 and F2, present in the primary and
secondary streams respectively. Details of the computational set up, the composition
of the species (Case 1) and the reaction mechanism is mentioned in Chapter 5, in the
context of studying the physics of reacting mixing layers.
Figure (4.11) shows visualizations of the flow field. The left figure plots isosurfaces
of the Q-criterion [120]: this is frequently used to indicate regions of the flow with high
swirl. Note that the top stream contains an inert gas, Ar, whose mass fraction, YAr,
should in theory be strictly bounded by the initial and boundary conditions imposed.
Additionally, the adiabatic temperature rise also has a maximum value ∆Tad that is
easily estimated using the top and bottom stream compositions. Regions in the flow
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Figure 4.11: (left) Isosurface of Q-criterion colored by temperature. (mid) Isosurfaces
of Ar mass fraction excursions (red) and temperature excursions (blue) (unmodified
flux scheme).(right) Isosurfaces of Ar mass fraction excursions (red) and temperature
excursions (blue) (proposed fluxes)
field where YAr and ∆Tad exceed their bounds beyond a small threshold are shown
in figures (4.11(mid,right)) for the unmodified and proposed fluxes, respectively (red
isosurfaces correspond to YAr and blue isosurfaces correspond to temperature rise). The
threshold for the temperature rise is 3◦ K, which is within the error bounds of the
experiment. Note that the proposed fluxes produce usable, well bounded results (it is
not exact, however - this is possible only under an extreme time-step restriction which
makes the solution impractically expensive).
In the experiment, velocity and temperature measurements are made using probes
located 36 cm downstream of the trailing edge of the splitter plate. We compare our
results with this data in figure (4.12). It is important to note that due to slight variations
in the initial development of the mixing layer, it is difficult to get an exact match
for these quantities. The velocity profiles using the unmodified and proposed fluxes
both agree reasonably well with experimental data. The temperature field, however, is
extremely sensitive to excursions in species mass fractions for this flow - the proposed
fluxes produce a temperature profile that is dramatically better than the unmodified
fluxes - this can clearly be seen in figure (4.12(b)).
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Figure 4.12: (a) Mean velocity profile at 0.36 m from splitter plate tip. (b) Mean
temperature profile at the same location. Symbols – experimental data from [4]; solid
line – proposed fluxes; dashed line – unmodified fluxes.
4.3 Inflow turbulence generation
While active scalar boundedness is important for reacting flows, to obtain results pre-
dictive of experiments it is also important to apply realistic turbulence at the inflow
boundaries. To validate the implementation of inflow turbulence, simulations of fully-
developed turbulent boundary layers over a zero pressure-gradient flat plate is per-
formed. The conditions used for these simulations are given in Table 4.1, following the
work of Souverein et al. [121]. The work presented in this section was an extensive
collaboration with Dr. Jeffrey Komives, whose technical support made this simulation
possible. Here, digitally filtered inflow turbulence is generated based on a RANS profile
and is allowed to spatially and temporally develop. The initial conditions for these
simulations were obtained from a priori two-dimensional RANS simulations using SA
Catris model for turbulence closure and freestream conditions as mentioned in Table
4.1. Simulations with coarse near wall grid-spacing are performed with wall modeling
developed by Komives [122].
The computational domain dimensions, normalized with the boundary layer thick-
ness (δ99), are 50×10×4 in the streamwise (x), transverse (y) and spanwise (z) direc-
tions, respectively. Uniform grid spacing is maintained in the streamwise and spanwise
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Reθ Me δ99 (mm) θ (mm) Ue (m/s)
5, 000 2.3 11.0 0.96 550.0
Table 4.1: Flow conditions of LES validation
directions by using 24 and 37 grid elements within the boundary layer. Three grids were
used in the simulation with y+1 of 0.5, 2.0 and 10.0 for resolved, medium and coarse grid
respectively. The grids were progressively coarsened at 5% growth rate till a height
of 5δ99, beyond which the growth rate was set to 20%. Supersonic inflow and outflow
boundary conditions were imposed in the streamwise direction, while periodic boundary
conditions were imposed in the spanwise direction. The far-field grid stretching in the
transverse direction aids the reduction of reflections from the boundaries by introduc-
ing numerical dissipation. The Vreman turbulence model was used for closure and the
simulation was time advanced using third-order RK3 scheme [95].
4.3.1 Generated fluctuations at the inflow plane
Inflow turbulence generated using digital filter based technique, mentioned in Chapter 2,
is added to the RANS boundary layer profile to generate time varying inflow. The gen-
erated synthetic fluctuations should reproduce the Reynolds-stress and the appropriate
integral length scales representative of turbulent boundary layers. Integral length scales
and Reynolds stresses as a function of wall-normal distance is prescribed to achieve this
objective. Two general philosophies exist in the literature as to the most appropriate
way to prescribe integral length scales at the inflow. The first uses a constant length
scale throughout the boundary layer, while the second method varies the length scale
(at different zones) based on distance to the wall. Here, we use the latter.
First, we analyze the generated fluctuations at the inflow plane of the simulation
by checking if it adheres to the prescribed correlations. An instance of the fluctuating
velocity field at the inflow is shown in this figure (4.15) to give a qualitative idea of the
fluctuating field at the inflow plane. Figure (4.13) shows a good match of the generated
two-point correlation (computed as Ruu =
〈u(xi)u(xi+r)〉
〈u(xi)2〉 ) in the spanwise and transverse
directions at several heights in the inflow boundary layer. Also, the Reynolds stresses
as a function of distance from the wall is seen to match well with the prescribed values
in figure (4.14). Although these results are encouraging, their evolution and behavior
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in a full three-dimensional simulation must be evaluated.The following sections discuss
the evolution of the inflow turbulence in a supersonic flat plate boundary layer.
4.3.2 Evolution of inflow turbulence
The flow is allowed to convect through the domain for nearly five convective flow times
(τc = δ99/Ue). This allows for the startup transience to wash away. Statistics in the flow
are computed beyond this time for nearly ten convective flow times. Volume statistics
are collected for flow primitives and Reynolds stresses. These are then averaged in the
spanwise direction. Surface statistics are collected as well for wall temperature, pressure,
and shear.
Instantaneous visualization of the flow field is shown in figure (4.16) with Q-criterion,
colored with instantaneous streamwise velocity in the inset. The temperature contours
and the wall shear stress plotted in the figure qualitatively describe the spatial devel-
opment of the compressible turbulent boundary layer.
Velocity profile
Figure (4.17a) shows the span-averaged mean velocity distribution at several stream-
wise stations. The velocity profile (u+) is van Driest transformed to allow for comparison
to the classic incompressible law of the wall, given as
u+ =
1
κ
log y+ + C (4.3)
where κ and C traditionally assume the values of 0.41 and 5.1 respectively. The
simulations studied here produce the expected log-region with slightly different of value
the log-law constant. These values are slightly above or below the value of 5.1, similar
to the experimental measurements of Souverien [121]. They are offset from one another
due to differences in mean wall shear.
Skin friction
The computed skin friction coefficient, Cf = τw/
1
2ρU
2
e is compared to the power-law
fit by White [123]. The predicted skin friction (with wall-model) is seen to match
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Figure 4.13: Comparison of computed and prescribed two-point correlation in the (a)
spanwise and (b) transverse direction.
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Figure 4.15: An instantaneous fluctuating velocity field generated at the inflow plane.
the fit by White within 5% error. Usually, the synthetic turbulence introduced at the
inflow requires about 20 boundary layer thicknesses to develop into ‘realistic’ turbulence.
Within this initial establishment region the skin-friction is seen to be suppressed in
figure (4.17). Beyond this region, the simulated skin friction coefficient nearly follows
the trend described by the one-sixth power law given by Cf = 0.020Re
−1/6
δ .
While the wall model results on both coarse and medium meshes are accurate when
compared to the fit by White, they do not produce identical results. This is largely
because of the insufficient resolution within the viscous sub-layer. The rationale behind
these variations are discussed at length in Komives [122]. Additionally, the possibility
of the finer grids allowing for the introduction of resolved fine-scale energetic structures
near the wall cannot be ignored.
Favre averaged stresses
Obtaining the correct Reynolds stress gives credence to the nature of the turbulent
structures developing in the simulation. In the simulations, Reynolds stress profiles
collapse beyond the streamwise location of x/δ = 15, indicating that the synthetically
generated turbulence has evolved into a self-similar state. This nature can be seen
shown in figure (4.17c). There is exceptional agreement between the averaged Reynolds
normal stresses and the profile by Degraff and Eaton [78] and resonable agreement with
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Figure 4.16: Instantaneous visualization of the flow field: vertical plane shows the con-
tours of temperature, horizontal plane shows contours of wall shear stress and the inset
shows the zoomed in view of the Q-criterion, colored by local velocity, at a downstream
location on the flat plate.
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the experimental measurements by Souverein [121]. Computed values of u′′u′′ agrees
better than the measurement of v′′v′′, similar to the disagreement observed by Kawai
and Larsson [124] when simulating the Reθ = 50, 000 experiments by Souverein.
4.4 Subsonic boundary conditions
Accurate simulations of subsonic flows relies on good subsonic boundary conditions.
The issue of spurious reflections at the boundaries for a subsonic flow is well known and
few of the methods to mitigate them are discussed in Chapter 2. Here, validation of
the implemented characteristic based boundary conditions is presented. A single vortex
convection simulations are performed with conditions mentioned in Granet et al. [44].
The streamwise and the transverse velocities are initialized using the streamfunction
ψ(x, y) = Γe
(x−xc)2+(y−yc)2
2R2c (4.4)
where the vortex strength is represented by Γ, the coordinates of the vortex center
are (xc,yc), Rc is the radius of the vortex and Umax =
Γ
Rc
√
e
. Streamwise velocity and
transverse velocities are obtained as u = ∂ψ(x,y)∂y and v = −∂ψ(x,y)∂x respectively. The
pressure in the domain at the start of the simulation is prescribed as
p− p∞ = ρΓ
2
2R2c
e
(x−xc)2+(y−yc)2
R2c . (4.5)
Two cases of vortex convection are presented here. While Case A is set up with
Γ = 0.11 and Umax/U0 = 0.5, Case B is set up with Γ = 0.022 and Umax/U0 =
1 with M∞ = 0.28. Convecting these vortices out through the subsonic boundary
with minimum distortions and spurious reflections would be the desired behavior when
modeled boundary conditions are used. This is demonstrated in figures (4.18 and 4.19),
where the convecting vortex very nearly retains it shape as it exits the domain and the
pressure reflections, inferred from the normalized pressure, defined as
p∗(x, t∗) =
p(x, t∗)− p∞
p(0, 0)− p∞ , (4.6)
with t∗ = 2U0t/L, in the domain are at acceptable levels. The domain for these simu-
lations are set up with a domain length of L = 0.013m and Rc = 0.1L.
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Figure 4.17: Comparison of (a) van Driest transformed velocity profiles, (b) computed
skin friction coefficient and (c) turbulent stresses on three grid resolutions.
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(a) t∗ = 0 (b) t∗ = 45 (c) t∗ = 112 (d) t∗ = 143
Figure 4.18: Comparison of streamwise velocity (black lines) and pressure contours
at multiple instances for Case A. (p∗max, p∗min) for at these instances are (0.99, 0),
(1.02,−0.03), (0.51,−0.25) and (0.16,−0.11) for (a), (b), (c) and (d) respectively.
(a) t∗ = 0 (b) t∗ = 45 (c) t∗ = 112 (d) t∗ = 143
Figure 4.19: Comparison of streamwise velocity (black lines) and pressure contours
at multiple instances for Case B. (p∗max, p∗min) for at these instances are (0.99, 0),
(1.05,−0.01), (0.51,−0.15) and (0.08,−0.05) for (a), (b), (c) and (d) respectively.
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4.5 Summary
In this chapter, we presented several examples to demonstrate the performance of nu-
merical methods and models that have been implemented for this study. We show that
the new method developed to ensure boundedness of active scalars mitigates disper-
sive errors significantly, resulting in reliable solutions. Along with this method, good
boundary conditions and initial conditions are necessary to replicate experimental obser-
vations. These were also tested and presented in this chapter. These numerical methods
are now used to investigate practical flow configurations in the following chapters.
Chapter 5
Reacting and non-reacting mixing
layers
5.1 Introduction
In this chapter, we study reacting and non-reacting mixing layers using the newly de-
veloped numerical method presented and validated in the previous chapters. First, we
provide a detailed review of experimental and computational studies on mixing layers.
Then, we study spatially evolving reacting subsonic mixing layers following the exper-
imental work of Slessor et al. [1] at the California Institute of Technology. We present
our analysis and conclude with some discussions.
5.1.1 Review of mixing layers
Small disturbances perturb the shear between the two parallel streams of fluids, ini-
tiating a Kelvin-Helmholtz type instability. In the process, fluids from either sides of
the mixing layer are brought into the mixed region redistributing species, momentum
and energy. The presence of mean shear provides a continuous supply of energy to the
mixing layer, sustaining its growth. A mixing layer typically features vortices of several
length scales which evolve alongside the dominant spanwise roller-like structures.
Mixing in these eddies is visualized as a three stage Lagrangian process as explained
in detail by Dimotakis [125]. In the first stage, the large scale motions bring fluid
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into the mixing region. Fluid elements in the neighborhood of the vorticity-bearing
fluid feels the induced velocity (Biot-Savart) and is set into motion kinematically (not
through diffusive processes). The fluids thus entering the mixing region are irrotational.
Then, this low wavenumber motion gives way to smaller spatial scale processes through
viscous action, inducing vorticity to the fluid element. Later, in the third stage, diffusive
processes mix the fluids at a molecular level. It is in this stage the reactants, carried
by the fluids (if any), undergo chemical reactions leading to product formation and
heat release. Experimental and computational studies for more than half a century are
credited for this understanding (and more) of physical processes in a mixing layer and
the factors influencing it. In the following paragraphs, we review this previous work.
Initially, mixing layer experiments focussed on studying the large scale structures
in the flow. Investigations by Winant & Browand [7], Brown & Roshko [8], Roshko [9],
Dimotakis & Brown [10] and Hernan & Jimenez [11] identified the large-spanwise vortical
structures in the mixing layers. These studies also discussed the role of the coherent
spanwise structures in the growth and mixing process. Subsequently, observations made
by Konrad [12], Breidenthal [13], Hernan & Jimenez [11], Luis Bernal [126], Bernal &
Roshko [14] and Liepmann & Gharib [15] showed the role of turbulent entrainment in
the growth of individual vortex structures. Studies by Bernal [14, 126] noticed small-
scale vortex structures which were associated with the secondary streamwise structures.
They were presented as wrapped-vortex like structures in the flow. These structures
not only introduce three-dimensionality in the mixing layers, but are also responsible
for increased entrainment in the flow and are the primary mechanism that introduces
mixing transition (the region beyond Re ≈ 104, where the mixing layer is observed
to have increased mixing, larger interfacial areas, and several physical aspects being
nearly independent of the Reynolds number [127]). The secondary structures become
a part of the spanwise vortices through the process of amalgamation, redistributing
the local three-dimensionality. This process is a precursor to mixing transition that
occurs as a result of several such amalgamation processes, suggested to happen at local
Re > 104 [14, 128].
Simultaneously, analyzing the growth rate of mixing layers (typically linear in the
absence of mean streamwise-pressure gradient) and understanding the factors influenc-
ing it became a subject of investigation. The growth rate was observed to be strongly
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dependent on density and velocity ratios of the two streams that formed the mixing
layer. The trends showed that the growth rate was inversely related to the velocity
ratio and proportional to the density ratio [8, 12, 129] (ratio of velocity and density
of slower stream to the faster stream). However, at low values of density ratio, the
opposite behavior was observed in a few experiments [130]. Thereafter, experiments
were conducted to understand the effects of compressibility on mixing layer growth.
The organized quasi two-dimensional flow structures observed in incompressible flows
were seen to be replaced by less organized three-dimensional structures in the flow at
high convective Mach numbers (Mc > 0.6) by Clemens & Mungal [16], Messersmith &
Dutton [131], Samimy, Reeder & Elliott [17], Elliott et al. [18], and Bonnet et al. [132].
Experiments by Bradshaw [133], Papamoschou & Roshko [134], Hall et al. [130], Clemens
& Paul [22], and Samimy et al. [17] noted reduced growth in compresible mixing layers,
and Elliot & Samimy [135] and Goebel & Dutton [136] reported reduced turbulence
intensities and Reynolds stresses in the flow.
Studies on mixing at the smallest scales in the mixing layer were explored by em-
ploying passive scalars and chemical reactions with low heat-release. Experiments with
chemical reactions alleviated the issues of poor resolution and were instrumental in
revealing the probable composition of the mixing layer and the efficiency of mixing.
Koochesfahani et al. [19] showed that the entrainment of the fluids into the mixing
layer is asymmetric in favor of the chemical species present in the high-speed stream,
and hence the composition. Koochesfahani & Dimotakis [20] showed how the composi-
tion of the mixing layer changes during initial roll-up and transition. Work by Clemens
& Mungal [21], Clemens & Paul [22], and Island [23] indicated that the probability dis-
tribution function of the mixed fluid composition becomes increasingly marching (where
the most probable composition varies along the transverse extend of the mixing layer)
with increase in compressibility, demonstrating the increased role of smaller structures
in the flow field. However, the studies on efficiency of mixing reported results that
were at variance: Dutton et al. [137] found higher mixed fraction at higher compressible
Mach numbers, Clemens & Paul [22] found only a small variation and Hall et al. [130]
observed lower fraction of mixed fluid at higher compressible Mach numbers. While
investigations of chemically reacting mixing layers by Breidenthal [13] gave insights to
the structure of three-dimensional mixing layer, a study by Mungal & Dimotakis [129]
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revealed the existence of hot structures and tongues of cold fluid, and that the tempera-
tures in the mixing layers were well below the adiabatic flame temperature. Studies on
mixing layers with chemical reactions by Hermanson & Dimotakis [138] and Hall [139],
showed reduced growth rate in mixing layers with heat release and attributed this to
reduction in the turbulent shear stress due to reduction in density owing to heat release.
An extensive review of factors influencing the physics of mixing layers was documented
by Dimotakis [32].
The inflow condition has been found to be one of the most critical parameters in
determining the growth of the mixing layers. Experiments by Bradshaw [140] and Chan-
drsuda et al. [141] observed that the state of the boundary layers forming the mixing
layer has a pronounced effect on the mixing layer, typically extending to over thousands
of incoming boundary layer momentum thickness downstream of the splitter plate, al-
tering the structures in the mixing layer and its the growth rate. Work by Bell &
Mehta [142] and Goebel et al. [143] also found that the turbulence properties of the
mixing layer formed from laminar and turbulent incoming boundary layers are signif-
icantly different. These findings were supported by Slessor et al. [1] who showed that
the state of the incoming boundary layer alters the entrainment process and molecular
mixing using chemically reacting mixing layers.
Progress in understanding the physics of mixing layers was also strongly aided by
numerical simulations. Availability of large computational resources and advances in
numerical methods helped to corroborate empirical observations and shed light on infor-
mation that were otherwise not feasible to measure in the experiments. Direct Numerical
Simulations (DNS) were performed by Moser & Rogers [24] and Rogers & Moser [25] to
study the mechanisms responsible for the onset of transition to turbulence, the role of
pairing in the growth of three-dimensionality, and self-similar evolution of incompress-
ible mixing layers. The DNS of compressible temporal mixing layers were studied by
Sandham & Reynolds [26] and Luo & Sandham [27], and found considerable changes
in the flow structures (disappearance of strong two-dimensionality of the shear layer
observed at low Mach numbers) with increase in compressibility, which hints at a very
different mixing process at higher convective Mach numbers. A study of the effects of
compressibility, in a spatially evolving mixing layer by Fu & Li [144] using a simpli-
fied BGK gas-kinetic scheme showed that compressibility affects large scale structures
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more than the small scale ones, and that the shocklets are formed due to slow moving
lumps of fluid entering into high-speed flow. Further, direct simulations of Sarkar [28]
and Freund et al. [29] confirmed the reduced growth rate in mixing layers at higher
compressible Mach numbers which were reported earlier by experimentalists. Although
there were speculations about the role of dilatation in the reduced growth-rate in mixing
layers, simulations by Sarkar [28] showed that the growth rate reduction was due to a
large decrease in normalized Reynolds stresses and pressure-strain terms. Later, LES
of Vreman et al. [145] confirmed this observation. A study by Pantano & Sarkar [30]
showed that the delay in transmission of pressure-strain signals due to finite speed of
sound in compressible flow, along with the increased decorrelation so introduced, leads
to the decrease in the pressure-strain terms. Stability analysis also brought to light
significant insights and understanding about mechanisms in a mixing layer. Linear and
parabolizied stability analysis [146,147] revealed the significance of density ratio, vortex
pairing and the role of instability modes in the flow in determining mixing efficiency.
The effect of heat release on mixing layers is another aspect that was widely in-
vestigated by studying temporal simulations. McMurtry et al. [148], in their direct
simulations of mixing layers with moderate heat release found that the development of
large-scale structures in the mixing layer is slowed down, and the entrainment of reac-
tants is reduced resulting in decreased overall chemical product formation rate. They
also point to an important role of baroclinic torque that could have in increased mix-
ing at the edges of the large-scale structures in high heat-release cases. The decrease
in product formation was also observed in the simulations of Miller et al. [149] which
compared results using the steady laminar diffusion flamelet model (SLDFM) and the
conditional moment method. They not only find the heat release delays the onset of
pairing and transition in the mixing layers, but also observe shocklets in the flow above
Mc = 1.25. Pantano et al. [31] studied the influence of heat release on the scalar
field and found that the average scalar dissipation conditioned on the scalar depends
strongly on the value of the scalar, informing model development. Further, they also
mention that due to the strong coupling of density and scalar fields, the nature of the
scalar pdfs change with heat release. They also point to the role of decreased density
and mixing to decrease in the cross-stream profile width and reaction rates. Jaberi et
64
al. [150] simulated chemically reacting mixing layers using filtered mass density func-
tion methodology and found close agreement with experimental data. More recently,
Mahle [151] performed DNS of temporal reacting mixing layers and reported a similar
reduction in Reynolds stresses, turbulent kinetic energy, and their close relation to the
pressure-strain correlations with increasing in compressibility. Also, with an increase in
compressibility, a reduction in scalar fluctuations in the mixing layer and reduction in
the extent of penetration of the pure streams into the mixing layer through probability
density functions was reported.
Although temporal reacting mixing layers were studied extensively, only a sparse
body of literature is available on spatially evolving reacting mixing layers. An obvious
choice for preliminary spatially evolving mixing layer simulations, accounting for com-
putational costs, is a two-dimensional geometrical setup (with a single computational
cell in the spanwise direction). The results from such simulations give a qualitative pic-
ture of the flow, the behavior of numerical methods, models, and boundary conditions.
But, they cannot capture key features, like vortex stretching and the streamwise vor-
tices in the flow, which are responsible for increased entrainment into the mixing layers
and leading to three-dimensionality of the flow [14]. A physically realistic simulation of
the mixing layer therefore should be three-dimensional with sufficient spanwise domain
length and resolution [152]. Further, beyond the region of mixing transition, Re ≈ 104,
the mixing layer is observed to have increased mixing, larger interfacial areas and sev-
eral physical aspects being nearly independent of the Reynolds number [127]. In order
to capture this, the simulations are required to have a large domain in the streamwise
direction.
Several non-reacting and reacting spatially-evolving mixing layer simulation stud-
ies have been performed [153, 154]. However, only very few studies have focussed on
three-dimensional chemically reacting, spatially-evolving mixing layers, due to the huge
computational requirements [155, 156]. More recently, Ferrer et al. [156, 157] presented
DNS of high speed reacting mixing layers at Reω ≈ 104. Subsonic, spatially evolving
mixing layers, well beyond the mixing transition (Re > 105), was simulated by Ferrero et
al. [158] and Ferrero [159] using finite rate chemistry and filtered mass density functions
(FMDF), respectively. While the particle-based FMDF method showed a good match
with experimental observations, several numerical challenges (issues of dispersive errors
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and sub-grid scale chemistry turbulence models) were brought to light in the detailed
finite-rate chemistry study. In this thesis, we continue the investigation of spatially-
evolving, subsonic, reacting mixing layers using a detailed finite-rate chemistry model
to address few numerical challenges and investigate the effect of inflow conditions.
5.2 Computational domain and setup
Figure (5.1) shows a sketch of the experimental facility: the portion of the domain used
in the computation is shown by the dotted red rectangle. The geometry is extended up-
stream of the subsonic injection to ensure that the initialization remains away from the
dynamics inside the test section, maintaining a clean inflow. This region also provides
sufficient length for synthetically generated inflow turbulence to evolve into realistic
turbulence (nearly 20δ).
Figure 5.1: Cartoon of the experimental test section.
Views of the computational grid are shown in figure (5.2). The grid used has ap-
proximately 10 million cells in total. The computational domain dimensions are [-0.034,
0.77] × [-0.06, 0.04] × [0, 0.06] meters in the streamwise (x), transverse (y) and span-
wise (z) directions, respectively. The lower guide-wall of the test-section is inclined at
a small angle, β = 0.01 rad, to the horizontal. The top surface of the splitter plate is
at y = 0. Refined regions of the grid approximate the spread of the mixing layer, as
determined by preliminary simulations; it is much finer in the shear layer region with
15 uniformly spaced cells to resolve the incoming boundary layer thickness, δ, and is
rapidly coarsened away from the edges of the shear layer. The finite thickness of the
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(a)
(b)
(c)
(d)
(e)
Figure 5.2: A qualitative view of the computational grid used in the simulation. A
cartoon of the mixing layer is shown in (a) and several regions in the computational
grid are marked in (b). The image in (c) gives a general idea of the density of the grid
in the streamwise plane. Grid stretching beyond the domain of interest is shown in (d)
and the resolution near the splitter plate is shown in (e).
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splitter plate tip (0.13 mm) is coarsely resolved: three grid cells span this thickness.
The grid is progressively stretched in the streamwise direction beyond x = 50 cm (the
splitter plate tip is located at x = 0 cm) and reactions are frozen beyond this point
to facilitate the handling of the subsonic boundary condition at the outflow (discussed
below).
5.3 Initial conditions
The simulations use the flow conditions from the experiments [1] and are shown in Table
1. As mentioned earlier, the top stream contains a small amount of H2 and NO (fuel and
catalyst), while a fraction of the bottom stream is F2 (oxidizer). The ratio of oxidizer
to fuel is
φ =
[F2]
[H2] +
[NO]
2
,
where [X] = moles of X. We also study the “flip” experiment, with the ratio of oxi-
dizer to fuel as 1/φ, performed by Slessor et al. [1] to highlight the differences due to
asymmetric entrainment.
The velocity in the domain is initialized with a hyperbolic tangent function. A
Blasius profile with the momentum thickness of the experiments (θ = 0.11 mm for the
top stream and θ = 0.17 mm for the bottom stream) is used as the inlet velocity profile
for simulations with laminar inflow. To get a mean flow profile for the simulation
with turbulent inflow, we perform a RANS calculation of a flat plate boundary layer.
A numerical trip is placed at the location where the laminar boundary layer has a
momentum thickness of 0.095 mm to match the flow conditions just before the trip as
described in Slessor et al. [1] Dimensions of the numerical trip match the dimension of
the trip wire (0.8 mm diameter) used in the experiments. For simulations with inflow
turbulence, we use the digital filter technique of Klein et al. [160], with modifications
suggested by Xie & Castro [75], as implemented in Touber & Sandham [74]. With this
method, inflow perturbations are generated to match the prescribed Reynolds stresses
and two-point correlations. These fluctuating quantities are added to the mean flow
and imposed at the inflow plane of the computational domain.
The simulations performed correspond to a low convective Mach number (Mc = 0.2),
high Damko¨hler number (Da > 1.0) and large Reynolds number (Re = ∆UδTν ≈ 2×105)
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Table 5.1: Summary of the flow conditions chosen for the present work. Flow conditions
closely match the experiments of Slessor et al. [1]
Run Chemical Composition (mole fractions) φ
Primary stream Secondary stream
Case 1 H2 = 0.93%, NO = 0.14%, F2 = 8.00%, N2 = 76.0%, 8
(F2 rich) Ar = 8.00%, He = 15.07%, He = 16.0%.
∆Tad = 171 K N2 = 75.86%.
U1 = 100 m/s, ρ1 = 1.03 kg/m
3 U2 = 40 m/s, ρ2 = 1.04 kg/m
3
T1 = 292 K T2 = 292 K
Case 2 H2 = 12.00%, NO = 0.75%, F2 = 1.55%, N2 = 76.00%, 1/8
(H2 rich) Ar = 8.00%, He = 4.00%, Ar = 6.45%,He = 16.00%.
∆Tad = 267 K N2 = 75.25%.
U1 = 100 m/s, ρ1 = 1.03 kg/m
3 U2 = 40 m/s, ρ2 = 1.04 kg/m
3
T1 = 292 K T2 = 292 K
flow with a density ratio (ρR/ρ1) of ≈ 1. The Reynolds number is based on the velocity
difference (∆U = U1 − UR), temperature rise thickness for the chemically reacting flow
(δT ), and the average kinematic viscosity of the two streams (ν). Here, the convective
velocity is computed using the formula
Uc =
a2U1 + a1U2
a2 + a1
,
where a1, a2 are the speeds of sound and U1 and U2 are velocities of the top and the
bottom streams respectively. The chemical compositions of the two streams and the
state of the gas are mentioned in in Table 5.3.
5.3.1 Boundary conditions
Characteristic-based subsonic boundary conditions are prescribed at the inlet for both
the streams. In the experiments, beyond the test section, the flow expands into a
large duct and is neutralized before it is exhausted to the atmosphere [161]. In the
simulation, towards the far end of the computational domain, chemistry is deactivated,
and subsonic outflow boundary conditions (Poinsot and Lele [50], extended to handle
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multiple species by Yoo and Im [162]) are prescribed. Beyond the streamwise location
of x = 0.5 m, numerical dissipation was progressively added as a function of streamwise
distance to ensure that the flow exits at the prescribed pressure with minimal numerical
reflections at the outflow. Slip-wall boundary conditions are prescribed at the top and
the bottom walls of the test section and periodic boundary conditions are prescribed in
the spanwise direction.
5.3.2 Reaction mechanism
The chemical reactions we are concerned with are between molecular hydrogen and
fluorine. However, a more realistic reaction mechanism is composed of the hydrogen-
fluorine chain reaction initiated by nitric oxide (catalyst):
NO + F2
k1
 NOF + F, ∆Q = −76.6 kJ/mole, k1 = 4.2×108 exp
(−1150
T
)
,
(5.1)
H2 + F
k2
 HF + H, ∆Q = −133.9 kJ/mole, k2 = 2.6×109 T 0.5 exp
(−307
T
)
,
(5.2)
F2 + H
k3
 HF + F, ∆Q = −411.3 kJ/mole, k3 = 3.0×106 T 1.5 exp
(−845.5
T
)
.
(5.3)
Although additional reactions for the formation of NOF and dissociation of F2 could be
considered [5], they are ignored due to the much larger computational cost involved: in
previous work by Ferrero et al. [158], a validation of the chemistry model was presented
and it was shown that using the reaction set Eq. (5.1-5.3) is adequate.
5.4 Results
Simulations are initially run for at least one convective flow time, during which the
initial transients are convected out of the domain. The convective-flow through time is
calculated based on the length of the test section and the secondary stream velocity.
Following which, statistics are then collected for over four eddy turn-over times, calcu-
lated based on the size of the largest eddy and convective velocity (Uc). The collected
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flow quantities are then averaged in the statistically homogeneous (spanwise) direction.
These flow quantities from the simulations are then compared with the experimental
data at the measuring station: x = 0.365 m for laminar inflow, and x = 0.41 m for
turbulent inflow conditions. In both cases, the simulations use a constant physical time
step of 6.5 × 10−8 s, corresponding to a CFL ≈ 0.7. The simulations were run on a
cluster consisting of 24-core 64-bit AMD Opteron CPUs connected with an Infiniband
interconnect using 960 cores. These simulation took nearly 60 hours for one convective
flow time, and nearly 30 hours collecting statistics for each case.
5.4.1 Validation of the chemistry model
A well-stirred zero-dimensional simulation was performed to compare the simulation
results with the data in Mungal and Frieler [5]. The result from such a simulation vali-
dates the reaction mechanism and can be used to check the adiabatic flame temperature
rise for the mixture of species used in the three-dimensional simulations. The code for
the validation uses the chemistry routines from the solver, the chemical source terms
are active, the routine solves the energy equation, and for the chemical species over time
starting from a well-defined set of initial conditions.
Figure (5.3a) shows the evolution of temperature for an initial concentration of
4% H2 and 0.5% F2 and 0.015% NO in an N2 diluent. The maximum heat released in
the system, which determines the adiabatic flame temperature rise, ∆Tad, is a function
only of the initial concentrations of F2 and H2. In the simulations performed in this
work, the reduced reaction system, Eqs. (5.1-5.3), were used. The curves closely repro-
duce those obtained by Mungal and Frieler [5] using the CHEMKIN software. Also, in
figure (5.3b), the temperature rise profiles for the chemically reacting cases considered
in the present simulation are shown. The maximum temperature rise (∆Tad) matches
the reported value of adiabatic flame temperature for this composition in Slessor et
al. [1]. Furthermore, these simulations help to determine the value of a stable time step
for 3-D simulations that use explicit time integration schemes. Although explicit time
stepping is used for simulations with Case-1 composition, semi-implicit chemistry is
employed for simulations with Case-2 composition considering stiffer chemistry inferred
from figure (5.3b).
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Figure 5.3: Temperature evolution for 4% H2 and 0.5% F2 and 0.015% NO in an N2
diluent are shown in the plot on the left. Solid lines are for the reduced reaction set,
Eqs. (5.1-5.3). Circles were obtained by Mungal and Frieler [5] using the software
CHEMKIN. ∆Tad = 93K for this case. The temperature rise profiles for the chemically
reacting Cases (1 & 2), considered for the present study, are shown on the right.
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5.4.2 Reacting and non-reacting flow simulations
We perform chemically reacting large-eddy simulations with laminar and turbulent in-
flow conditions with compositions given in Table 1. Further, to get an idea of differences
in the flow field due to reactions, we perform non-reacting simulations with the same
compositions, but with frozen chemistry. We analyze the simulation data starting with
a qualitative analysis of the flow field. Following which, we compare the simulation data
with experimental measurements and present a few observations.
Flow visualization: Schlieren Images
Contours of the density gradient magnitude from the simulations and corresponding
Schlieren images from Bond [6] (an experimental study with similar flow conditions as
Slessor et al. [1]) are compared to understand the qualitative behavior of the flow field.
While figure (5.4a) shows visualization from the non-reacting simulations, figure (5.4b)
shows the comparison for the reacting case (Case-1) with laminar inflow conditions. Red
lines are overlaid on the Schlieren images from the experiment to mark the extent of the
shear layer in the experiment and to give a guide of the visual growth rate. Blue lines are
overlaid on the results from the simulation for the same purpose. We observe that the
flow fields look qualitatively similar and also that the two colored lines in figure (5.4a,b)
nearly match each other (a perfect match between the experiments and the simulation
data would be surprising as these images are a snapshot from a particular instant during
the flow). These images indicate a reasonable agreement of the growth rate, the extent
of the mixing layer and vortex spacings (qualitatively), giving an encouraging possibility
that the simulations could correctly represent the entrainment rates.
Flow visualization: Q-criterion
Figure (5.5) compares the isosurfaces of the Q-criterion for the reacting and the non-
reacting flows. Here, Q is the second invariant of the velocity gradient tensor and is
colored using the local value of Ar mass fraction (a species initially present only in the
top stream). Figure (5.5a) shows dominant spanwise rollers residing alongside stream-
wise ‘rib vortices’ in the braid region for the non-reacting simulation with laminar inflow
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(a) non-reacting flow
(b) reacting flow
Figure 5.4: Comparison of the Schlieren images (top) from the experiments [6] and the
density gradient magnitudes from the corresponding computed flow fields.
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(a) laminar, non-reacting (b) turbulent, non-reacting
(c) laminar, reacting (d) turbulent, non-reacting
Figure 5.5: Angled three-dimensional view, and side views of an isosurface of the Q-
criterion colored with Ar mass fractions (top-stream species).
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condition. Further, we see that the mixing layer begins to show increased vorticity be-
yond the 4th dominant roller, suggesting transition in the flow. Far downstream it is
very clear that the mixing layer has transitioned to a fully-turbulent state. On the other
hand, inflow turbulence is seen to impede the formation of large distinguishable span-
wise rollers in figure (5.5b). Although the spanwise vortices are noticeable, they exist
alongside several small scale vortices. This image also points to increased vorticity from
very early stages of the mixing layer. This is consistent with the empirical observations
of Pickett and Ghandhi [163], who studied low speed incompressible mixing layers at
the same velocity ratio. Interestingly, for the reacting mixing layer with laminar inflow,
figure (5.5c), the mixing layer seems to develop dominant spanwise vortices much later
compared to the non-reacting case, before quickly transitioning into a state of increased
vorticity. Figure (5.5d) shows a small decrease in the spanwise roller size compared to
the corresponding non-reacting case in figure (5.5b) due to the presence of heat release.
But otherwise, they qualitatively retain the similar trend as the non-reacting case.
Because the Q-isosurfaces, in figure (5.5), are colored with mass fractions of Ar
(species present only in the primary-stream), they give a picture of the composition in
the mixing layers. The mixing layers with laminar inflow are seen to predominantly
have green color, which corresponds to about half of the maximum value of the Ar
mass fraction in the flow (Y maxAr = 0.1273, use contour legend for reference). This is an
indicator that the mixing layers have a preferred composition. However, far downstream
we observe a slight departure from this trend. Turbulent mixing layers, on the other
hand, are seen to have varying compositions along the transverse direction. These
trends in the species composition can be better understood using the probability density
functions presented below.
Probability density functions
“Numerical probes” were placed in the test section to collect statistics at three x loca-
tions (x = 20 cm, 30 cm and 40 cm). In each of these planes, the probes are placed at
several locations along the height of the test section and across the spanwise direction.
The data collected were used to calculate the mixture fraction, ξ, which is defined as the
mole fraction of high-speed stream fluid [20,32]. With this definition, ξ = 0 corresponds
to pure low-speed-stream fluid, ξ = 1 represents pure top-stream fluid, and any values
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in between represent the fraction of top-stream fluid. Based on the probe data it is
possible to build a probability density function, P(ξ; y), of the mixture fraction at each
transverse location.
Figures (5.6 and 5.7) show the probability of finding mixed fluid across the height
of the test section at a particular streamwise location. In the freestream region of the
top stream, the amount of mixing is almost zero (ξ = 1). Hence, the plots are expected
to have a peak in the probability near ξ = 1. Similarly, for pure bottom stream fluid,
ξ = 0. As one traverses through the mixing layer from the top of the test section,
one would expect a transition from ξ = 1 to ξ = 0. Figures (5.6a-c, 5.7a-c) show
the probability density function for non-reacting and reacting simulations with laminar
inflow conditions. Although the PDFs show peak values of 1 and 0 in the top and bottom
stream locations, they show a distinguishable peak in the shear layer too, centered about
a value closer to 0.65. These non-marching PDFs (where the most probable composition
is independent of the location along the transverse extent of the mixing layer) give a
hint that the mixing layer tends to have a preferred composition, indicating that the
large-scale motions in the flow have effectively mixed the two streams.
However, far downstream there is an indication of the non-marching PDFs changing
their nature, as seen in figure (5.6c and 5.7c). Slessor et al. [1] also infer a non-marching
behavior from the symmetric temperature rise profile observed in their experiment with
laminar inflow conditions. Non-marching PDFs were also observed in the work of Picket
& Ghandhi [163], who were studying the effect of inflow conditions in low-speed mixing
layers. The present observations also agree with the observations made by Konrad [12]
and Koochesfahani & Dimotakis [20]. Such non-marching PDFs can be linked to the
presence of large spanwise vortices in the flow and a relatively uniform composition
across the transverse direction, as shown in figures (5.5a-d).
Figures (5.6d-f and 5.7d-f) show PDFs of non-reacting and reacting mixing lay-
ers with turbulent inflow. These marching PDFs are strikingly different from those
with laminar inflow conditions, indicating differences in the nature of entrainment with
changes in inflow conditions. The marching PDFs not only support that species compo-
sition varies along the transverse direction, it also hints at an asymmetrical temperature
profile for chemically reacting simulations. Slessor et al. [1] arrived at the same conclu-
sion from the temperature rise profiles using different compositions in the two streams.
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Pickett and Ghandhi [163], however, observe hybrid PDFs for their mixing layers with
turbulent inflow. For the reacting flow simulations, figures (5.7a-f), the PDFs look
similar to the corresponding non-reacting flow, showing that heat release and chemi-
cal reactions, for the cases in this study, introduce only negligible changes in the local
chemical compositions.
y
(m
)
ξ
(a) x = 20.0 cm (b) x = 30.0 cm (c) x = 40.0 cm
(d) x = 20.0 cm (e) x = 30.0 cm (f) x = 40.0 cm
Figure 5.6: The probability density functions for the non-reacting flow simulations with
laminar (top) and turbulent (bottom) inflow conditions.
Velocity profiles
Figure (5.8) compares velocity profiles in the simulations with that in the experiment
at the experimental measuring stations. The velocity profiles from the simulations
are seen to closely follow the measured value of velocity in the experiment, as shown in
figures (5.8a). This figure shows that the extent of the mixing layer is similar to that seen
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(a) x = 20.0 cm (b) x = 30.0 cm (c) x = 40.0 cm
(d) x = 20.0 cm (e) x = 30.0 cm (f) x = 40.0 cm
Figure 5.7: The probability density functions for the reacting flow simulations with
laminar (top) and turbulent (bottom) inflow conditions.
in the experiments at the measurement location. In the same figure, we also observe that
there is no appreciable difference between the velocity profiles of the reacting and non-
reacting cases. Next, we compare the same data in non-dimensionalized coordinates,
as studied in Slessor et al. [1], and observe that these profiles nearly collapse, as shown
in figure (5.8b). These observations indicate that inflow conditions and heat-release
effects have only a weak effect on mean velocity profiles at the measurement locations.
Alternatively, we can comment that differences in mixing and entrainment induced by
changes in inflow conditions and chemical compositions, show negligible influence on
the mean streamwise velocity profiles, consistent with the observations made by Slessor
et al. [1].
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Figure 5.8: Streamwise velocity measurements from the experiments (E) are compared
with data from the simulation (S) at the same locations. Non-reacting simulation data
are marked as (NR).
Temperature profiles
The temperature rise in flows with hypergolic chemical reactions at high Damko¨hler
numbers, such as in the cases studied here, is an indicator of molecular mixing. Captur-
ing the temperature rise profile with good accuracy is therefore important, as it is an
indicator of the amount of entrainment and mixing. The temperature rise is obtained by
subtracting temperature in the non-reacting simulations from the temperature predicted
in the chemically-reacting flow simulations. The rise in temperature is normalized by
the adiabatic flame temperature rise is plotted in figure (5.9). We observe that the tem-
perature rise profiles from the simulation are in good agreement with the experiment.
The shape of the temperature rise profile and the spread is captured well. Furthermore,
the location of the maximum temperature rise and its peak value is predicted with good
accuracy within the experimental error estimates.
In figure (5.9), we observe that turbulent inflow condition leads to a higher peak
temperature and a smaller value of δT (1% temperature rise thickness) compared to
the flow with laminar inflow conditions, for the same free-stream composition of the
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Figure 5.9: Comparison of normalized temperature rise at the measuring station for
different inflow conditions and free-stream compositions.
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two streams (Case-1). We also notice that the turbulent inflow conditions lead to a
temperature rise profile with a marginal ‘tilt’ towards the lean-reactant side (primary-
stream side for Case-1), when compared to the temperature rise profile obtained from
the laminar inflow conditions. However, when the compositions of the two streams are
changed, as in Case-2, we note a change in the nature of the temperature rise profile.
The temperature rise profile agrees with the experimentally observed ‘tilt’ towards the
secondary-stream (lean-reactant side in this case).
Studies by Mungal & Dimotakis [129], Koochesfahani et al. [19], Koochesfahani &
Dimotakis [20], and Dimotakis [32] bring to light the significance of asymmetric entrain-
ment of mixing layers in the context of chemically-reacting mixing layers. These studies
reveal noticeable differences in the amount of product-formation and mean product for-
mation profiles depending on which stream carries lean reactants. They attribute these
differences to the asymmetric entrainment nature of the mixing layers. As mentioned
previously, in the simulations studied here the temperature rise profile is a direct indi-
cator of the amount of mixing, and hence, the amount of product formed and the mean
product formation profiles. Therefore, capturing the nature of the temperature rise
profiles and their peak correctly in Cases 1 and 2 suggest that the simulations represent
the experimentally-observed asymmetric entrainment. Temporally-evolving mixing lay-
ers fail to produce this behavior which can only be observed in spatially evolving mixing
layers. All simulation results in this section were obtained using the PaSR-2b sub-grid
scale chemistry turbulence model. The roles of the sub-grid scale model and numerical
method are discussed in the following section.
Sub-grid scale chemistry-turbulence model and bounded higher-order species
reconstructions
Figure (5.10) shows the comparison of temperature rise plots at several streamwise
locations for the PaSR models used in the simulations. Preliminary two-dimensional
simulations with the PaSR-2 model showed no significant differences in the resulting
temperature profiles relative to those with laminar finite-rate chemistry model. Since the
two streams are predominantly composed of inert gases, the evaluation of the chemistry
time scale using Eq. 2.23 results in large values of tc, which leads to γ
∗ being unity.
However, when tc is evaluated using Eq. 2.29, in which the chemistry time scales
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depend on the densities of reactive species, we note that there are several regions of
the flow where γ∗ is less than 1. This results in temperatures lower than the laminar
finite rate chemistry predictions in a few regions of the flow, as seen in figure (5.10a).
However, simulations with the PaSR-2b model result in temperatures that are not only
significantly lower than the laminar finite-rate chemistry and PaSR-2a model, but are
also very close to the experimental temperature rise measurements.
Simulations of non-premixed combustion often encounter multiple regions in the
flow with steep gradients in species mass fractions. The use of symmetric higher-order
numerical methods without carefully tuned dissipation, produces dispersive errors in the
solution that lead to species mass-fractions exceeding their physical bounds, as shown
in figure (5.11a). In the case of reacting flows, these errors in reactant mass fractions
lead to spurious reactions and aphysical temperatures in the simulations, as shown in
figure (5.12a). Mean-temperature profiles so obtained result in unreliable temperature
predictions, as shown in figure (5.10b). However, when higher-order numerical methods
that respect the physical bounds of the species mass fractions, developed in Subbareddy,
Kartha & Candler [102], are implemented, we observe that the mass fractions are within
the physical bounds, figure (5.11b) and temperature predictions in the computational
domain are below that allowed by the adiabatic temperature rise (figure (5.12b)).
Figure (5.13) shows the temperature rise at multiple transverse locations at the
measurement location, collected using ‘numerical’ probes. The temperature rise is nor-
malized by the adiabatic flame temperature and vertically separated by 1 unit. These
figures not only show the existence of hot and cold structures in the flow, as observed by
Mungal & Dimotakis [129], but also show that the temperature rise in the simulations
is well below the adiabatic flame temperature.
Grid resolution study
The sensitivity of the solutions to grid resolution is studied by simulating Case-1 and
Case-2 flows with turbulent inflow conditions. A coarser grid with 6 million computa-
tional cells is used for this study. In the transverse direction, 1 cell is used to represent
the splitter plate thickness, which means that the smallest cell in the simulation is three
times larger than the cell in the 10 million element grid. The transverse and spanwise
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(b) Effect of ensuring active scalar boundedness
Figure 5.10: Temperature profiles at several streamwise locations showing (a) the effect
of using laminar finite-rate chemistry model (blue, solid line), PaSR-2a model (red,
solid line), PaSR-2b model (black, solid line) using active scalar bounded fluxes and
(b) the effect of using standard-shock capturing schemes (red, dashed lines). The dots
in these figures represent the experimental data. Here, x1,2,..,5 = [20, 25, 30, 35, 40] cm
downstream of the splitter plate trailing-edge.
directions have only ∼ 75% of cells for the same domain length, compared to the 10 mil-
lion element grid. In the streamwise direction, however, the grid density is not changed
considerably. Figure (5.14) shows that the results from the two grids used in this study
yield nearly similar temperature rise profiles, showing that the results are independent
of the grid used for these simulations.
Growth rates
The mixing layer growth and thickness are computed based on the momentum thickness,
temperature rise profiles, and chemical product thickness. The thickness based on
temperature rise, δT , is obtained using the distance between the two points in the
normalized temperature profile,
Θ(y) =
∆T
∆Tad
, (5.4)
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(a) standard shock-capturing fluxes (b) bounded active scalar fluxes
Figure 5.11: Contours of YAr from a two-dimensional simulation of Case-1, plotted along
with (white) lines that represent regions in the flow with mass-fraction overshoots.
(a) standard shock-capturing fluxes (b) bounded active scalar fluxes
Figure 5.12: Contours of temperature from a two-dimensional simulation of Case-1,
plotted along with (black) lines that represent regions in the flow with temperatures
above that allowed by the adiabatic flame temperature rise.
at 1% of its peak value. The momentum thickness is evaluated as
δθ =
∫ ∞
−∞
ρ(
1
2
∆U − u)(1
2
∆U + u)dy (5.5)
and the product thickness, which represents the thickness of chemical product formed
by reactants mixed at the stoichiometric-mixture ratio, is calculated as
δp =
∫ ∞
−∞
Θ(y)dy. (5.6)
Figure (5.15) shows nearly linear growth of the mixing for reacting and non-reacting
simulations. We observe that simulations with laminar inflow conditions show a lin-
ear growth only beyond a streamwise location of nearly x = 0.32 m. Interestingly,
the growth rate of the reacting and non-reacting mixing layers are nearly the same,
pointing to the low heat-release in these simulation which results in minimal impact.
Although the figure (5.15b) shows nearly equal δT for the flip cases with turbulent in-
flow conditions, figure (5.15c) shows that the product thickness is significantly different,
illustrating the effects of asymmetric entrainment. Further, data from the experiments
at the measurement location are compared with simulation data, and are reported in
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(a) Case-1, laminar inflow (b) Case-1, turbulent inflow
Figure 5.13: Measured temperature rise at multiple transverse locations at the measur-
ing station.
Table 5.4.2. We note a reasonable agreement with the values from the experiment. The
value of δp/δT , a non-dimensional estimate of the chemical product formation that is
independent of the local mixing layer width, matches within 10% of the experimental
values. Further, the measured Reynolds number in the simulation matches well with
those observed in the experiment, which shows that the mixing layer simulations are
well beyond the mixing transition (Re ∼ 104) [127].
Table 5.2: Comparison of experimental (E) data from Slessor et al. [1] and data
from present simulations (S) at the experimental measurement station located
at x = 36.5 cm from the trailing end of the splitter plate.
Run δT /x δT /(mm) δp/(mm) δp/δT Reδ × 105 δθ
Case-1, laminar (E) 0.178 65.1 18.0 0.277 2.3 -
Case-1, laminar (S) 0.153 55.1 16.5 0.299 2.01 51.6
Case-1, tripped (E) 0.140 51.1 15.0 0.293 1.8 -
Case-1, tripped (S) 0.142 51.2 15.7 0.306 1.75 44.5
Case-2, tripped (E) 0.123 50.5 10.7 0.211 1.8 -
Case-2, tripped (S) 0.132 54.1 12.4 0.229 1.85 48.6
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Figure 5.14: Temperature rise profiles at streamwise locations (xi) computed using 10
million element grid (black lines) and 6 million element grid (red lines). Here, x1,2,..,5 =
[20, 25, 30, 35, 40] cm downstream of the splitter plate trailing-edge. Experimental data
are represented by square symbols.
Favre-averaged stresses
Figure (5.16) shows the Favre-averaged stress profiles. Here Rij are obtained from the
collected Favre-averaged quantities in the simulations. They are computed from the
following equation
Rij =
ρu′′i u
′′
j
ρ¯(∆U)2
. (5.7)
Here, ∆U = U1 − U2, is the difference in velocities of the two streams. Reynolds
stresses are computed at different locations along the streamwise direction, we observe
that these plots nearly collapse on each other for all components of Reynolds stresses
beyond x = 0.32 m for the laminar mixing layer, indicating that mixing layer has at-
tained self similarity. However, for the turbulent mixing layers, these profiles are seen
to collapse as early as 0.05 m. This significantly shorter distance for attaining self sim-
ilarity was also reported in Bell & Mehta [142]. These Favre-averaged profiles are then
averaged in the self-similar region and presented in figure (5.16). Along with the data
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Figure 5.15: Comparison of (a) momentum thickness, (b)1% temperature rise thickness
and (c) product thickness for different inflow conditions and free-stream composition,
along the streamwise direction. Non-reacting simulation data is marked as (NR).
from this simulation, other experimental and computational results are plotted for refer-
ence. Figure (5.16) shows that while reacting and non-reacting simulations have nearly
the same nature and peak values of turbulent stresses, simulations with laminar inflow
conditions have noticeably higher peak values of turbulent stresses compared to the
simulations with turbulent inflow. Analysis of this data is still in progress, more details
will be provided in an upcoming publication.
5.5 Conclusion
In this work chemically reacting, spatially-evolving, subsonic mixing layers were stud-
ied by performing large-eddy simulations. Reactions in this flow were characterized
by a high Damko¨hler number, implying that the temperature rise is an indicator of the
amount of mixing. Reacting and non-reacting mixing layers were simulated with the Vre-
man turbulence model and a grid resolution study was presented. A numerical method
that respects the physical bounds of species mass-fractions and thermodynamics, devel-
oped by Subbareddy et al [102], was employed to reduce active scalar overshoots and
temperatures overshoots above the adiabatic-flame temperature. We demonstrate that
numerical methods and sub-grid scale chemistry-turbulence interaction models used in
the simulations play a critical role in determining the correct flow physics. Computed
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Figure 5.16: Favre averaged fluctuating flow quantities. Symbols correspond to the
data from the experiments, while the lines show the data from the present simulation.
Non-reacting simulation data are marked as (NR).
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velocity and temperature rise profiles compare well with those measured in the exper-
iment. Laminar and turbulent inflow conditions are seen to change the structure and
the preferred chemical composition in the shear layer. Heat release effects, in the low-
heat release cases studied here, are seen to have only minimal influence on the flow field.
Computed turbulent stresses have minimal change in the reacting cases compared to the
non-reacting cases due to the low-heat release in cases considered. Mixing layer simula-
tions with laminar inflow conditions show higher values of turbulent stresses compared
to simulations with turbulent inflow conditions. PDFs suggest that there is a significant
difference in the nature of entrainment for laminar and turbulent inflow conditions and
minimal change due to the presence of chemical reactions (low heat release).
Chapter 6
LES of inclined ramp geometry
6.1 Introduction
In this chapter, we study a class of chemically-reacting, spatially-evolving, supersonic
mixing layers via large-eddy simulations. Specifically, the goal is to reproduce the
experimental results on molecular mixing and heat release performed at Caltech by
Bonanos et al. [2]. Here, the mixing layer is formed as a result of the interaction of
supersonic and subsonic streams: the supersonic stream expands over a 30◦ perforated
ramp and interacts with a subsonic stream of fluid injected into the combustor through
the ramp. The primary (top, supersonic) stream contains a small amount of H2 as the
fuel. The secondary stream (injected through the ramp) contains a fractional amount
of F2 which acts as the oxidizer.
The hypergolic reaction between hydrogen and fluorine is characterized by a large
Damko¨hler number, making the chemistry fast compared with the flow time scales.
Hence, the product formation and temperature rise in the flow is mixing limited.
Both reacting and non-reacting simulations are performed with two turbulence models
(Smagorinsky and Vreman [38]) and comparisons are made with the available exper-
imental data. The species fluxes are evaluated using the ideas presented in Chapter
3 to ensure boundedness and conservation of species mass fractions. The simulations
show close agreement of the velocity profiles and the temperature rise profiles to those
measured in the experiment.
Several studies, both experimental [1,8,10,14,21,134] and computational [25,26,30,
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164,165], have been done on conventional mixing layers, chemically-reacting mixing lay-
ers [158,166] and jets in crossflow. The geometry and the flow in the present simulations
are slightly different from that of a conventional mixing layer. The ‘expansion-ramp’
geometry [2] is compact, as required for practical applications [167], and also minimizes
total-pressure losses by avoiding the possibility of bow-shock formation [2]. The primary,
supersonic, stream is injected through the top of the test section while the secondary,
subsonic, stream is injected through a porous inclined ramp. In the experiment, the
value of the secondary stream velocity is intentionally chosen to provide insufficient en-
trainment into the shear layer. As a result, the top stream reattaches on the lower wall
of the test section some distance downstream, creating a subsonic recirculation region.
This recirculation region helps in flame holding [2], which is important in a combustor.
From a computational standpoint, however, kinetically-fast reactions pose a chal-
lenge if the source term is treated in an explicit manner, as is done in this work. The
kinetically-fast reactions impose a strict requirement on the time step for stable numer-
ical simulation, leading to a physical time step of approximately 8.6 × 10−8 sec for the
present calculation.
6.2 Computational domain and setup
Figure 6.1: Sketch of the computational geometry.
Figure (6.1) shows a sketch of the computational geometry. The total height (h)
of the test section is 8.38 cm. The supersonic top stream height, h1, is 3.3 cm and the
distance from the splitter plate tip to the lower wall of the test section is h2 = 5.08 cm.
The porous ramp through which the secondary stream is injected is placed at an angle
(α) of 30◦ with the horizontal. The length of the test section from the tip of the splitter
plate to the location of the probes is L = 46.7 cm. The test section ends at 50 cm in the
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computations and beyond this, a “dump tank” is placed to mimic the large-diameter
cylindrical duct into which the fluid exits in the experiment. The spanwise (z-direction)
computational domain length is 12.57 cm. The geometry is extended upstream of the
supersonic injection to ensure that the initialization remains away from the dynamics
inside the test section, maintaining a clean inflow.
Views of the computational grid are shown in figure (6.2). The grid used has ap-
proximately 9 million cells.
Figure 6.2: The computational grid used for this simulation. The image on the top left
shows the edges of the computational domain (dump tank is not shown). The image
on the top right gives a general idea of the density of the grid in a streamwise plane.
The images on the bottom left and bottom right show the smoothness of the grid at
the corners.
The density of grid points at the corners (at the splitter plate, intersection of the
ramp and the bottom wall and intersection of the test section with the dump tank) is
increased compared to the rest of the domain and care is taken to make sure that the
corners and other parts of the grid are smooth. The grid cells in the dump tank are
progressively coarsened to facilitate the handling of the subsonic boundary condition at
93
the outflow (discussed below).
The simulation is initially run for at least one convective flow time, during which
the initial transients are convected out of the domain. Statistics are then collected for
approximately two convective flow times. Here, the convective flow time is defined by the
length of the test section and the convective velocity in the simulation. The simulations
were run on a cluster consisting of 24-core 64-bit AMD Opteron CPUs connected with
an Infiniband interconnect using 576 cores. The calculations took approximately 18
hours for one convective flow time.
6.2.1 Initial conditions
The simulations use the flow conditions from the experiments [2] and these are shown
in Table 1. As mentioned earlier, the top stream contains a small amount of H2 and
NO (fuel and catalyst) while a fraction of the bottom stream is F2 (oxidizer). The ratio
of oxidizer to fuel is
φ =
[F2]
[H2] +
[NO]
2
= 4,
where [X] = moles of X. This gives rise to an adiabatic flame temperature rise, ∆Tad, of
308 K. The velocity in the test section is initialized with a hyperbolic tangent function,
u(y) = U1η(y) + U2(1− η(y)), −h2 ≤ y ≤ h1, η(y) = 0.5(1 + tanh(αy)), (6.1)
where α is computed using
U1 − u(δ)
U1
= 0.01, δ = 0.1h2. (6.2)
A similar approach for the initialization of the velocity in the test section was used by
Matheou et al. [168]
The primary stream is introduced at (U1 = 570m/s), while the secondary stream
has a velocity of UR = 30m/s, where UR is the velocity normal to the ramp. Static
pressure of the primary stream is 1bar, but the secondary stream is maintained at
slightly lower pressure (0.95 bar). Both streams have a stagnation temperature of 288K.
The top stream is composed of (H2, NO, Ar, He, N2) with corresponding mole fraction
94
percentages (1.90, 0.20, 19.0, 15.07, 73.83). The bottom stream contains (F2,N2,He)
with mole fraction percentages (8, 76, 16).
The simulations performed correspond to a high convective Mach number (Mc =
0.88), high Damko¨hler number (Da = 2.2), and large Reynolds number (Re = ∆UδTν
≈ 3×106) flow with a density ratio (ρR/ρ1) of 0.456. The Reynolds number is based on
the velocity difference (∆U = U1 − UR), temperature rise thickness for the chemically
reacting flow (δT ) and the average kinematic viscosity of the two streams (ν). Here, the
convective velocity is computed using the formula
Uc =
a2U1 + a1U2
a2 + a1
,
where a1, a2 are the speeds of sound in the top and the bottom streams respectively
and U2 is the horizontal component of the velocity injected through the ramp.
6.2.2 Boundary conditions
Supersonic boundary conditions are prescribed at the inlet for the laminar primary
stream, whereas constant ramp normal velocity, stagnation temperature and static
pressure are prescribed for the secondary stream (through the angled ramp). In the
experiments, beyond the test section, the flow expands into a large duct and is neu-
tralized before it is exhausted to the atmosphere [169]. To start the simulation as close
to the experimental outflow condition as possible, the dump tank is initialized with
pure nitrogen, the chemistry in the dump tank is deactivated and at the far end of the
computational domain, subsonic outflow boundary conditions (Poinsot and Lele [50],
extended to handle multiple species by Yoo and Im [162]) are prescribed. Beyond the
test section, numerical dissipation was progressively added as a function of streamwise
distance to ensure that the flow exits at the prescribed pressure with minimal numerical
reflections at the outflow. Slip-wall boundary conditions are prescribed at the top and
bottom walls of the test section and periodic boundary conditions are prescribed in the
spanwise direction.
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Figure 6.3: Comparison of the non-reacting flow fields from the experiment and simu-
lation. The image on the top left shows the Schlieren image for M1 = 1.5 and M1 = 2.5
is shown on the top right. The images below show the density gradient magnitude of
the corresponding computed flow fields.
6.3 Results
6.3.1 Non-reacting simulations
As a first step, a non-reacting flow was computed in order to understand the mean-flow
behavior. For these cases, the gas is N2, but the setup and boundary conditions are
the same as those discussed above. The top stream Mach number in the first case is
M1 = 1.5 (with U1 = 470 m/s, UR = 23 m/s) and for the second case, M1 = 2.5 (with
U1 = 570 m/s, UR = 30 m/s). Centerplane (x-y, zoomed into the ramp region) slices
from the simulations with contours of the density gradient magnitude and corresponding
Schlieren images from the experiment and are shown in figure (6.3). The flow fields are
qualitatively similar.
The angles in the shock trains closely match each other. Furthermore, the primary
stream remains nearly horizontal in the M1 = 1.5 flow and bends downwards in the
M1 = 2.5 flow. This behavior is clearly visible in the results from the simulation and
suggests that the simulations correctly represent the entrainment rates.
A fuller view for the M1 = 1.5 case is shown in figure (6.4). Two of the main
flow features, the secondary shear layer and the recirculation region appear to be well
matched (the top figure labels both these features).
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Figure 6.4: The comparison of the full Schlieren image from the experiment for M1 = 1.5
flow and the density gradient magnitude plot from the simulations. The secondary shear
layer and the recirculating flow are the focus of this comparison.
6.3.2 Reacting and non-reacting multi-species flow simulations
Previous work by Ferrero et al. [158], which examined subsonic, chemically reacting
mixing layers (corresponding to experiments by Slessor et al. [1]), revealed issues related
to the excursions in the species mass fractions. These excursions in the species mass
fractions result in additional aphysical reactions between the fuel and the oxidizer,
thereby creating more products and heat release. This causes erroneous overshoots
in the temperature field. To mitigate this issue, we use limiters on the reconstructed
species concentrations, used in the flux evaluation in order to ensure boundedness of
the species mass fractions, as discussed in the previous sections.
To analyze the chemically-reacting flow, two simulations were performed: (a) multi-
species with the chemistry inactive and (b) multi-species with finite-rate chemistry
activated. Both simulations were performed with the same chemical composition, as
mentioned in Table 1. Smagorinsky and Vreman turbulence models were used for each
case. With the value of Smagorinsky constant equal to 0.1, the non-reacting mixing
layer showed breakdown to turbulent flow but, with a value of Smagorinsky constant
of 0.2 the flow remained laminar. Thus, for both the reacting and the non-reacting
simulations, the value of the Smagorinsky constant was set to 0.1 for the final set of
simulations.
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Velocity and temperature profiles
Figure (6.5) compares the velocity profile in the simulations with that in the experiment
at the experimental measuring station (x = 46.7 cm). The velocity profile from the
simulations is seen to closely follow the measured value of velocity in the experiment.
The simulation with the Vreman model for the SGS terms captures the velocity profile
slightly better than the simulation with Smagorinsky model. Near the top wall, a
mismatch in the velocity profiles is observed which is most likely due to the top wall
being modeled as a slip wall.
Meanwhile, closer to the lower wall, the velocity profile from the simulation does not
match the data from the experiment with great accuracy, which is an indicator of the
fact that the recirculation region is not perfectly matched in the simulation. Note that
there are difficulties in the accurate measurement of separated flow with pitot tubes
facing upstream in the region of recirculation. In the experimental data, a hyperbolic
tangent function was fitted to correct the velocities obtained from direct measurement
and is used to extrapolate the velocity profile in the regions of recirculation [2]. This
data is labeled as ‘corrected measurements’ in figure (6.5).
Figure (6.5b) compares the velocity profiles of the reacting flow with those in the
experiment. The plots show that the velocity profiles in the simulations do not match
the experimental data as accurately as in the non-reacting flow simulation. Nevertheless,
the velocity profiles from the simulations appear to be in reasonable agreement with the
experiments. In the simulations, the top and the bottom walls are modeled as slip walls:
as a result, the simulations do not reproduce the boundary layer formed on the top wall
(in the experiments) which has a displacement effect on the flow. This is most likely
the reason for the slight upward shift in the velocity profiles in the simulation. The
experimental data presented in figure (6.5b) is from Bonanos and Dimotakis (private
communication; a detailed publication by these authors is in preparation).
The rise in temperature normalized with adiabatic flame temperature rise is plotted
in figure (6.6). This temperature rise in the figure was obtained by subtracting the
temperature data in the non-reacting flow from the chemically reacting flow. Interest-
ingly, the temperature rise profile from the simulation is in good agreement with the
experiment. The Smagorinsky model captures the temperature rise profiles very closely
when compared to the experiments. Although the solution obtained from the Vreman
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(a) Non-reacting flow velocity profiles (b) Reacting flow velocity profiles
Figure 6.5: Comparison of velocity profiles for the non-reacting and reacting flows at
the measuring station x = 46.7 cm.
model is close to the experimental data, the temperature rise in the recirculation region
(closer to the lower wall) is slightly larger compared to the results using the Smagorinsky
model.
This discrepancy could possibly be due to the differences in the top stream entrain-
ment into the recirculation region. In the next sub-section this behavior is revisited and
is explained using plots of the probability density of the mixture fraction, ξ. With both
SGS models, the location of the maximum temperature rise is captured well, and the
error in the normalized maximum temperature rise is about 5%. This is significantly
lower than the error in the prediction of temperature rise (27%) from previous low-speed
simulations [158]. The temperature rise plot from the simulations performed without
limiters on the species concentration are also plotted in figure (6.6). The result from this
simulation shows a huge overshoot in the temperature rise profile, which is obviously
incorrect. Clearly, limiting the species concentration reduces the erroneous species mass
formation, and hence improves the predicted values of heat release and temperature rise
in the simulations.
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Figure 6.6: Comparison of the normalized temperature rise at the measuring station
x = 46.7 cm.
Probe data
“Numerical probes” were placed in the test section to collect statistics. The probes
were placed at three x-locations (x = 26.7 cm, 36.7 cm and 46.7 cm). In each of these
planes, the probes are placed at several locations along the height of the test section and
across the spanwise direction. The data collected were used to calculate the mixture
fraction ξ, which is defined as the mole fraction of high-speed stream fluid [20,32]. With
this definition, ξ = 0 corresponds to pure low-speed-stream fluid, ξ = 1 represents pure
high-speed-stream fluid and any values in between represents the fraction of high-speed-
stream fluid. Complete consumption of all reactants, leading to the largest possible
temperature rise, occurs at the stoichiometric mixture mole fraction
ξφ =
φ
φ+ 1
, (6.3)
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which is ξφ = 4/5 for this flow. Based on the probe data, it is possible to build a
probability density function P(ξ; y) of the mixture fraction at each transverse location.
Probability density functions
Figures (6.7 and 6.8) show the probability of finding mixed fluid across the height of the
test section at a particular streamwise location. Figures (6.7a-c) show the PDF for the
non-reacting flow using the Smagorinsky model. These figures show that as one moves
downstream, the nature of the PDF changes. In the regions closer to the lower wall,
a departure from the peak at ξ = 0 is visible. It is also seen that the PDF develops
a spread closer to the lower wall. This indicates that there is a greater amount of top
stream fluid being entrained into the lower stream in the recirculation region.
(a) x = 26.7 cm (b) x = 36.7 cm (c) x = 46.7 cm
(d) x = 26.7 cm (e) x = 36.7 cm (f) x = 46.7 cm
Figure 6.7: The probability density functions for the non-reacting (top) and the reacting
(bottom) flow simulations computed with the Smagorinsky SGS model.
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(a) x = 26.7 cm (b) x = 36.7 cm (c) x = 46.7 cm
(d) x = 26.7 cm (e) x = 36.7 cm (f) x = 46.7 cm
Figure 6.8: The probability density functions for the non-reacting (top) and the reacting
(bottom) flow simulations computed with the Vreman SGS model.
Close to the experimental measuring station at x = 46.7 cm, (see figure (6.7c)), at
the lower wall, the PDF tends to move away from ξ = 0 and is centered about a value
closer to 0.35. This shows the formation of a recirculation region with well-mixed fluid.
Also, the contours seem to be aligned vertically, indicating that the large-scale motions
in the flow have effectively mixed the two streams. This could be interpreted as the
asymptotic value of ξ in the recirculation region. Had the molecular mixing been more
efficient, the spread of the PDF about its asymptotic value would have been a minimum
(one would have seen a narrow line at the asymptotic value). The spread reveals that
perfect molecular mixing has not been achieved. One could make a similar inference
from figures (6.8a-c), which were obtained with the Vreman model. Note that the data
for these simulations were sampled for a longer duration, and hence have more precise
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peaks.
For the reacting-flow simulations, figures (6.7d-f) and figures (6.8d-f), the PDF looks
significantly different from the corresponding non-reacting flow, showing that heat re-
lease and chemical reactions affect the flow field and change the chemical composition
in the recirculation region. An isosurface of the composition of argon, used here as a
top-stream marker, is shown in figure (6.9). This figure reveals a significant change
in the entrainment of the top stream into the recirculation region for the non-reacting
and reacting flows which supports the observation from the PDF plots. This change in
entrainment ratio has a direct effect on the temperature rise. Comparing figures (6.7f
and 6.8f), it could be argued that the difference in the temperature rise profiles (see fig-
ure 6.6)), for the two turbulence models, close to the lower wall, is due to the differences
in the values of ξ observed in the calculations. In the Vreman model, close to the lower
wall, the value of ξ is observed to be larger than the Smagorinsky model. It is expected
that with a relatively larger amount of top stream being present in the recirculation
region, the temperature rise would be higher. Hence, we observe a larger temperature
rise in the recirculation region for the simulation when using the Vreman model.
These plots also indicate that the use of passive scalars to estimate the tempera-
ture rise via non-reacting simulations may not give the right temperature rise predic-
tion. This is mainly because heat release and chemical reactions in the high-speed flow
changes the flow field considerably. However, a passive scalar based method could give
a reasonable prediction of the temperature rise in the low speed flows where such strong
coupling between heat release and temperature rise is absent.
Figures (6.10 and 6.11) show the Reynolds stress profiles. Here R12 (Reynolds
stress), k (turbulent kinetic energy), RuT and RvT are obtained from the collected
Favre averaged quantities from the simulations. They are computed from the following
equations
k = u˜′′u′′ + v˜′′v′′ + w˜′′w′′, (6.4)
RuT =
u˜′′T ′′
∆UT◦
, RvT =
v˜′′T ′′
∆UT◦
, R12 =
ρu′′v′′
ρ1(∆U)2
. (6.5)
Here, ∆U = U1−UR and T◦ = 288K, which is the stagnation temperature of the two
streams. In a reacting mixing layer, it is expected that the Reynolds stresses decrease
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compared to the non-reacting mixing layer [32]. This trend is observed in figure (6.10a
and 6.11a). Also, figure (6.10b and 6.11b) show a decrease in the turbulent kinetic
energy, indicating an overall decrease in the turbulent fluctuations. Further, the decrease
in the width of the curves in both reacting simulations, figure (6.10a,b and 6.11a,b),
compared to the corresponding non-reacting simulations, points to a decrease in the
mixing layer thickness for the reacting simulations. Interestingly, the RuT and RvT
behaviors are significantly different for the reacting flow when compared with the non-
reacting flow obtained with both turbulence models. The reacting flow simulations show
a flip in the nature of RuT and RvT compared to the non-reacting flow. This happens
largely due to the difference in the nature of the gradient of the temperature profile
in the reacting flow (induced by chemical reactions) and the non-reacting flow. This
behavior indicates a strong correlation between the velocity-temperature fluctuations.
More interpretation of this behavior will be presented in an upcoming publication.
Visualization and baroclinic torque
Figure (6.12) compares the Q-criterion plots for the reacting and the non-reacting flows.
Here, Q is the second invariant of the velocity gradient tensor and is colored by the local
value of the streamwise velocity. The Q-criterion plots for the non-reacting flow simula-
tions show coherent hairpin-like structures that extend a fair amount into the primary
stream. This is seen to be significantly reduced in the chemically reacting flow. Fur-
ther, these plots also give an indication that the scales of the turbulent structures in the
reacting flows are noticeably smaller than the scales seen in the non-reacting flow. The
Q-criterion plots also show that the secondary shear layer (formed at the intersection of
the ramp and the lower wall) is considerably diminished in the reacting flow, pointing to
a decrease in recirculation and the amount of fluid flowing upstream close to the lower
wall. This is consistent with the empirical observation of reduced entrainment rate re-
quirement in reacting mixing layers. The reduced entrainment requirement forces the
top-stream to reattach further downstream, compared to the non-reacting flows, thereby
reducing the amount of fluid moving upstream closer to the lower wall. Viewing fig-
ures (6.9 and 6.12) together, supports the notion that the recirculation region in the
chemically reacting flow is pushed further downstream compared to the non-reacting
flow.
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Misalignment in the gradients of pressure and density gives rise to baroclinic torque.
Flows with heat release due to chemical reactions show significant local density variation.
Figures (6.13a and 6.13b) show the isosurfaces of the resolved-scale baroclinic torque
for the non-reacting and the reacting flows. The contour levels have a magnitude of
approximately five times the initial vorticity in one convective flow time. The increased
role of baroclinic torque is evident if we compare figures (6.13a and 6.13b).
6.4 Conclusion
In this work a chemically-reacting, spatially-evolving, supersonic mixing layer is stud-
ied by performing large-eddy simulations. Bounded scalar fluxes are used to reduce the
effect of excursions in the species mass fractions in the multi-species LES calculation.
Both reacting and non-reacting mixing layers were simulated with two turbulence mod-
els: Smagorinsky and Vreman. Comparison of the Schlieren images from the experiment
and the density gradient magnitude from the simulations show reasonable qualitative
agreement. The computed velocity and temperature rise profiles compare well with
those measured in the experiment for the chemically reacting flows. Computed turbu-
lent stresses and turbulent fluctuations reduce in the chemically reacting flow, consistent
with experimental observation [32]. Also, the PDF plots suggest that there is a signif-
icant difference in the flow field between the reacting and the non-reacting flow due to
heat release. It is also seen that heat release significantly alters the chemical composition
in the recirculation region, which is consistent with the experimental observations.
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(a) Non-reacting flow (b) Chemically reacting flow
Figure 6.9: Plots show an isosurface of the concentration of argon, which is present only
in the top stream.
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(a) (b)
(c) (d)
Figure 6.10: The Favre-averaged fluctuating flow quantities that are computed with the
Smagorinsky SGS model. The black lines correspond to the non-reacting flow simula-
tion, while the red lines correspond to the reacting-flow simulation.
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(a) (b)
(c) (d)
Figure 6.11: The Favre-averaged fluctuating flow quantities that are computed with the
Vreman SGS model. The black lines correspond to the non-reacting flow simulation,
while the red lines correspond to the reacting-flow simulation.
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(a) Non-reacting flow
(b) Chemically reacting flow
Figure 6.12: The isosurface of the Q-criterion colored based on the local streamwise
velocity. An angled view, top view and the side view of the test section are shown.
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(a) Non-reacting flow (b) Chemically reacting flow
Figure 6.13: The isosurface of the resolved-scale baroclinic torque in the non-reacting
and reacting flows.
Chapter 7
Conclusions and future work
In this work we developed a switched, low-dissipation flux methodology for scalar con-
servation and boundedness in compressible flows. The newly developed flux scheme uses
a ‘jump detector’, a non-linear scaling limiter, and the addition of localized dissipation
(using entropy eigen vectors only) to achieve the objectives of ensuring boundedness in
scalar fields and maintaining low levels of dissipation. In this method, we also take care
that the added dissipation does not affect vorticity and acoustic components of the flow.
Maintaining boundedness of scalars (mass fractions) is found to be not only critical for
conservation of mass, but also, to mitigate artificial chemical reactions and temperature
rise in reacting flow simulations. A few heuristic choices, involving the low-dissipation
switch and the jump detectors are made: these parameters can be tuned for specific ap-
plications. To demonstrate the effectiveness of the new method, several numerical tests
were performed. We start our studies with simple one-dimensional problems and sys-
tematically add complexities to them. We then simulate two-dimensional mixing layers
and shock-density bubble interaction problems and observe that the newly-developed
method is capable of producing reliable simulations and results. Finally, we investigate
high-Reynolds number chemically-reacting flows by performing large-eddy simulations
corresponding to the experiments of Slessor et al. [1] and Bonanos et al. [2] at California
Institute of Technology. We present the results of these simulations at length in Chap-
ters 4, 5 & 6. In summary, the new numerical method is seen to significantly mitigate
the overshoots and undershoots in mass fractions and temperature in the flow, resulting
in more reliable flow predictions.
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Simulations of spatially-evolving chemically-reacting mixing layers at high-Reynolds
numbers required implementing several additional capabilities in the code. To prevent
spurious numerical reflection from the boundaries, characteristic based subsonic inflow
and outflow conditions were implemented. A digital filter based inflow turbulence gener-
ation method was implemented to mimic turbulent inflow conditions and was used, along
with a wall-model developed by Komives [122]. The Hirschfelder-Curtiss approxima-
tion was put in place to account for differential diffusion of species. Further, to prevent
over-prediction of chemical reactivity in a computational cell, sub-grid scale chemistry
turbulence interaction models were employed. Finally, semi-implicit time integration
was used to facilitate simulations with stiff chemical source terms. It was observed
that all the abovementioned models were vital constituents, and were required to work
in unison to yield reliable simulations of chemically-reacting flows at high Reynolds
numbers.
7.1 Future directions
The bounded scalar flux methodology developed in this work was extensively tested for
non-premixed flows. Its application and performance in problems involving premixed
combustion is a natural next step in the broad scheme of studying chemically reacting
flows. Investigation of premixed propane-air combustion is already in progress and will
be reported in Candler et al. [170]. Secondly, work could be done towards reducing the
computational overhead of the newly developed method for flows involving chemical re-
actions of large number of species. Incorporating ideas from this study into a evolution-
variable manifold framework is also recommended as the combination of the two methods
promise to be computationally faster and reliable. While, chemically-reacting mixing
layers in this study were simulated using the Favre-averaged Navier-Stokes equations,
the Reynolds-averaged framework developed by Sidharth G.S. [171] may alternatively
be used to model sub-grid scale variable-density effects on the filtered vorticity. These
effects are non-negligible particularly under strong heat release conditions.
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