Sensor feedback and sensor fusion are indispensable for working in the real world. In this paper a robot hand grasping method is proposed. This method uses visual and tactile sensor information. First, grasping evaluation functions is proposed, which is derived from the relationships between a hand and an object. Then a control method is proposed which uses visual and tactile feedback. In this method pre-shaping and grasping are executed smoothly and optimally. Experimental results are presented and a \1ms Sensory-Motor System" is introduced as the experimental system for sensor fusion.
Introduction
Considering robot hand grasping process in the real world, a manipulated object and environment are mostly unknown. Then there is the possibility that some accidents happen while grasping. A human being can easily solve these problems. For example we can grasp a moving object by bringing our hand near it. Then we can hold an object in darkness using its tactile impression. To execute these excellent grasp faculties a grasping control method using sensor feedback is needed. By using external sensory information, the robot system can cope with many problems.
Most early work to solve grasping problems was based on o-line computing [2, 3] . In these systems grasping is not robust and computing power is very expensive because all information should be observed before grasping. This is not realistic condition in the real world. Then there are some works based on on-line computing. Trinkle gives an estimation in frictionless enveloping grasping [4] . But this is not a method to search optimal grasping actively. Then Coelho gives a method to search optimal grasping [5] . But sensor feedback is not suciently considered in this method. It is necessary to make a grasping method using real-time sensor feedback. Then it is more eective to use many sensor feedbacks and sensor fusion algorithms [1] .
We address the problem of a grasping method using sensor feedbacks, particularly visual and tactile feedback. In the next section we discuss the relationship between grasping process and sensor feedbacks. 2 Grasping using Sensor Feedback
The grasping process can be classied into two phases ( Figure 1 ). (Phase 1) Pre-shaping This is the operation during which the hand changes its position and shape before the ngers touch the object to be manipulated. This operation is observed in human grasping and is called \pre-shaping" [6] . Speedy and robust grasping is executed by this operation. Visual feedback is the main control method in this phase.
(Phase 2) Shaping This is the operation during which the hand changes its position and shape after contact. We call this operation \shaping". Since both the ngers' motion and sensing are directly connected, observation errors are smaller. This operation mainly consists of tactile or force sensor feedback, but visual feedback is also used to obtain global information. To integrate these two phases, we propose a sensor feedback grasping system. Figure 2 shows an outline of the integrated system. This system consists of two layers. In the high layer the evaluation functions for grasping is calculated. This evaluation uses both visual and tactile information. In the low layer the motion control using sensor feedbacks is executed. We discuss the evaluation method in Section 4, and the motion control method in Section 5.
Kinematics of Virtual Contact Model
As preparations, fundamental equations for grasping are derived from contact relationships. We assume the point-contact model [7] . Conventional models assume complete contact, which means all ngers are in contact with an object. By adding the idea of \virtual contact", we develop the model so that they include non-contact phase. is the normal vector on the nger. The minimum distance between the nger and the object is expressed as l k 2 R. We call l k the \contact distance". And we call r u k and r d k the \virtual contact points". If l k = 0, the virtual contact point k is equal to the ordinary contact point.
Then linear velocities of virtual contact points can be Eqn. (6) is the basic equation of grasping. If l k = 0, the contact constraint _ l k 0 is imposed. Satisfying _ l k = 0, the contact point k is preserved. 4 
Evaluation of Grasping
There are many works about evaluation of grasping. These are concerned about stability [2, 3] , mobility [8] , robustness, and others. But in most works grasping control and sensor feedback are not considered. We propose new functions for evaluation which is derived from the fundamental contact model in Section 3. These functions and their dierentials can be easily calculated using observed values. For this reason these can be easily included in sensor feedback. This method consists of two kinds of evaluation functions. One is about grasp condition, which evaluates grasp stability, robustness, and other properties. Another is about contact distance, which evaluates the distance between ngers and a manipulated object.
Evaluation of Grasping Condition
We consider evaluation functions about the grasp condition. Because a palm generally has a larger moment of inertia than ngers and a manipulated object we can ignore _ p, so that the equation is derived from Eqn. (6) 
where the \+" operator expresses the generalized inverse.
It is dicult to calculate this area analytically, so we propose another method. By using the singular value decomposition, the projection matrix is decomposed as N T B = U3V T . Considering the inner product of the axis vectors of the ellipsoid and the vector 1, in which each element is 1, this corresponds to the size of the projected area in central orientation of the constraint space. On the other hand, considering the trace of the summation of the squares of axis lengths, this corresponds to the size of the projected area. By using the product of these two values, the size of projected area in the constraint space can be evaluated. These are shown as Applying these two equations to contact relationships, we can derive functions which are described by the following equations: 
where m c is the total number of virtual contact points. 
Function of Contact Distance
We evaluate the contact distance on the virtual contact points with the following function:
where M l 2 R m c 2m c is a weight matrix. If complete contact is achieved on each virtual contact point, the value of this function equals zero.
Grasping Algorithm
In this paper we dene the \optimal grasping" as the grasping process, in which the evaluation functions about both the grasp condition " grasp and the contact distance " contact are minimized. In this section a planning algorithm for optimal grasping is proposed. This algorithm uses the evaluation functions in Section 4. In this algorithm position and shape of hand is gradually changed using sensor feedback. . We call a vector q the \hand parameter", which is a controllable parameter.
By using the generalized inverse of G, the equation of the hand parameter is derived: where k is the number of step, k , c and g are a suitable scalar. In Eqn. (22) we omit the calculation of @" @q grasp because this has complex expression. This can be calculated if object parameters (normal vectors and curvatures at contact points) are observed.
It should be noticed that the rst term is orthogonal to the second term, so that the planning motion by " grasp is consistent with it by " contact . Then planning grasp is smoothly executed through both the non-contact phase and the contact phase.
Compensation for Ob ject Motion
We consider the case when a manipulated object is moving. The relation among the object coordinate system C o , the palm coordinate system C p and the base coordinate system C b is written as 
Grasping of Virtual Ob ject Model
If a robot hand is far from a manipulated object, we cannot use the proposed method because virtual contact points do not exist. This problem is solved by considering the \virtual object model" (Figure 6 ). In this method, an object model is virtually considered near a hand and grasping motion is executed to this model. By bringing the virtual model to the real object while grasping the virtual model, grasping motion and approaching motion can be simultaneously executed. Grasp motion from a remote place is executed by using this method. It is necessary to consider occlusion between ngers and the object, but this problem will be considered in future. To use the proposed planning method, it is necessary to integrate visual and tactile information. We adopt the strategy that rst we get global information about the object using vision and next we update the local information using the tactile sensor.
We assume that an object wrench vector c can be calculated using visual information. If the model of the object is known, this can be calculated by measuring more than 3-points on the object. Then we assume the contact points vector r k can be calculated using tactile information. Under this assumption, the procedure of sensor data fusion is written as follows.
1. Before contact, c and r k , which is a position of a virtual contact point, are calculated using visual information. The homogeneous matrix T r c is calculated by using this two equations.
2. If nger contacts the object, r k , which is a position of a contact point is observed using tactile information. The homogeneous matrix T r c is updated using this vectors. vector n k can be calculated. Using c, n k , r k and the joint angle vector , which is observed by joint angle sensor, each evaluation function is calculated. 5. The hand motion is planned by these evaluation functions. In this procedure, the homogeneous matrix T r c means transformation from a contact point r k to the object center gravity vector c. As the method to update T r c least squares method can be used if the object model is known.
Grasping Algorithm
The whole algorithm is shown in Figure 7 . This block diagram consists of four parts. In the sensing part visual information, tactile information and joint angle information is obtained. In the parameter calculation part grasping parameters are calculated using each information and sensor fusion is executed. In the planning part dierentials of evaluation functions are calculated and object motion is planned using Eqn. (27). In the control part, control is executed according to this planning. These four parts are included in the sensor feedback loop.
One of important advantages of this algorithm is that this is robust against disturbance and errors, for example modeling errors or estimated errors, because sensor feedback compensates for these problems. Another is that this method connects grasping in non-contact phase to in contact phase. Then grasping is smoothly and speedily executed through all phases by using this method. 6 1ms Sensory-Motor Fusion System
In this section, 1ms Sensory-Motor Fusion System is introduced as the experimental system shown in Figure 8 [9] . This system has two main features:
(1) high speed sensor feedback In most conventional systems external sensors, such as vision or tactile sensors, are not included in feedback loops. This is because these sensors are too slow and the controller does not have enough computing power. To solve this problem, we prepare a high speed vision system and processors with strong computing power. As a result our system has the ability to execute sensor feedback in 1ms.
(2) multi-sensor fusion By using plural sensors, more accurate and more robust information can be obtained [1] . In the robot system, not only sensors but also actuators are necessary. Our system has many sensors and actuators.
This system consists of a controller and robot systems. In the controller, we adopt a DSP (TMS320C40) as the processor, which has the ability to execute high speed calculation and to communicate with other processors. We construct a high speed controller with a parallel architecture using a network of DSPs. This network is connected with many interface ports. Through these ports the controller is connected with the robot systems,, which consists of an active-vision system and a hand-arm system.
The active vision system has the high speed visual processing system SPE (Sensory Processing Elements). The experiment of high speed target tracking is executed on this system [10] . The hand-arm system consists of a 7-axes manipulator and a dextrous hand.
Our grasping algorithm needs much computational power and high speed feedback, then our 1ms feedback system is suitable for this experiment. We use the 4-ngered dextrous hand in the 1ms feedback system. The palm of the hand is xed and only the ngers can move. The hand has a potentio meter and a force sensor at each joint. By using these sensors the position and the contact force at each nger tip can be measured. Because this hand does not have a tactile sensor now, we use these sensors for obtaining the positions of contact points instead. Assuming only ngertip contact, these parameters can be calculated. For vision we use a CCD camera because high resolution is needed in this experiment. The system is shown in Figure 9 .
In this experiment we use the evaluation function of contact distance and the evaluation function of contact velocity. The planning method described in Section 5 is used. Because it is dicult to execute both control and estimation at the same time we adopt the algorithm shown in Figure 10 . In this algorithm the time interval of position feedback control and force feedback control is within 3ms. But visual feedback is executed only 1 time every 600 steps and tactile feedback is executed only 1 time every 300 steps. This is because the CCD camera frame rate is slow and for tactile sensing it is necessary that all ngers touch the object once with sucient contact forces.
We prepared a hexahedron as a manipulated object. The model of the object was given beforehand and the system estimated parameters of the object (the wrench vector of gravity, normal vectors) by using visual and tactile information with planning.
In this algorithm two estimation methods were used. One was the estimation of the homogeneous matrix T r Figure 10: Algorithm in Experiment using visual information. The second was the estimation of the contact plane using tactile information. We used least squares method in both cases. In the rst six marked points were measured on the object using the CCD camera. By using measured values and the object model the homogeneous matrix was calculated. In the second parameters of the contact plane were estimated using vectors of ngertip position. The object shape and the matrix T r c were updated from relationships between plane parameters and the center of gravity vector c. Figure 11 shows the hand grasping motion with time. In this gure each nger goes to the center of the contact plane, which is the nearest point from the center of gravity and the most dicult point from which a nger separates. Fingers were moved such that the object was Figure 12 shows how evaluation functions vary with time. In this gure both evaluation functions go to zero and these two values are minimized in parallel. When the object is moved, the values of evaluation functions become temporarily high. But new parameters are estimated by visual feedback so that evaluation functions go to zero again. After estimation using visual and tactile information the values of evaluation functions also become high. This is because of estimated errors. However in this case optimization is also executed and these values go to zero again.
Experimental Results
These results shows that this system is robust against errors and disturbances because they are compensated by sensor feedback. There is a problem that motion of the hand wings if estimated values swing. To solve this problem it is necessary to use estimation that it can be executed in real-time and whose estimated errors are small. This problem will be considered in future.
In this experiment we cannot show the eectiveness of algorithm in high speed grasping because the sensors are slow. But now a high speed vision chip is being developed in our laboratory. If such high-speed sensors are realized the validity of our algorithm can be demonstrated. 8 Conclusion
A grasping algorithm using visual and tactile feedback is introduced. This algorithm is robust against disturbances and eective in all grasping phases, that is both contact and non-contact phase.
The algorithm consists of two parts. One is an evaluation function of grasping. This can be be easily included in the sensor feedback loop and evaluate grasping in both the contact phase and the non-contact phase.
The second part is a planning method of grasping. We propose a new method derived from the fundamental contact model. This is also executed in all grasping phases. Visual and tactile information is integrated by using the object local model in this method.
Experimental results are shown. In the 1ms SensoryMotor Fusion System, which includes a 4-ngered robotic hand and a CCD camera for vision, we demonstrated the grasping of a hexahedron. The results show the eectiveness of our algorithm.
