Suppose the spectrum of a symmetric de nite linear pencil is known. This paper addresses the question of what can be said about the spectrum when scalar multiples of a rank-one update are added to each matrix in the pencil.
1. Introduction. The pencil P( ) = A ? B, A;B 2 R n n , real nsquare matrices, is said to be symmetric de nite if A is symmetric and B is symmetric positive de nite. The real scalar and the associated vector y which satisfy (A ? B)y = 0; y T By = 1 are called an eigenvalue and normalized eigenvector of P( ). The set of eigenvalues of P is called its spectrum and is denoted (A; B) = f j g n j=1 :
(1.1) Eigenproblems such as this arise in the modelling of conservative vibrating systems. There p is called the natural frequency and the vector y its associated mode-shape. Our interest centers on systems in which the matrices A and B are modi ed by the addition to each of a symmetric rank-one correction. More precisely, for a given vector u 2 R n and the two real scalars and , we de ne the eigenvector x and its corresponding eigenvalue as those which satisfy (A + uu T )x = (B + uu T )x; x T (B + uu T )x = 1: (1.2) In the context of vibrations, modi cations such as these represent sructural changes in the masses and sti nesses of the system. We will consider only those modi cations uu T which are such that the matrix B+ uu T is positive de nite.
Denote the spectrum of this modi ed system by A + uu T ; B + uu T = f j g
In Section 2, we derive the secular equation which charactertises the eigenvalues f j g n j=1 of the modi ed system in terms of the f j g n j=1 , the eigenvalues of the original system, and the modifying parameters ;
and u. From this characterisation, a certain separation property of the eigenvalues follows. These results may be used to shift the eigenvalues of symmetric pencils (Section 3.2), or more importantly, they lead, in Section 3 to a divide and conquer algorithm for the solution of a large generalized eigenvalue problem with a pair of symmetric tridiagonal matrices. These often arise in the nite element models of Sturm-Liouville systems, such as wave propagation in horns or the vibrating rod and string. For the standard eigenvalue problem, where only the eigenvalues of a large tridiagonal symmetric matrix are required, the current method of choice is divide and conquer, sometimes called matrix tearing. However, the QZ method for the generalized eigenvalue problem does not respect tridiagonal structure or symmetry and so is ine cient for these problems. Thus, there is a need for methods that are e cient on the generalized eigenvalue problem for large symmetric tridiagonals.
The divide and conquer algorithm we present is a generalization of a technique which appears to have been rst proposed in 2] and later used as the basis for a parallel algorithm in 3]. The algorithm is well suited to parallel computation although we do not pursue that here.
Results which correspond to those in this paper but which apply the standard eigenvalue problem are to be found in 5]. Changes in the spectrum due to mass and sti ness modi cation have also been addressed in 6] and 7].
In Section 3 we describe the divide and conquer method which exploits the secular equation of Section 2 to e ciently compute the eigenvalues of a symmetric tridiagonal pair. In Section 4 we derive a second order method for computing the zeros of the secular equation which was presented in Section 2. In Section 5.1 we illustrate the method on a small matrix tearing problem and in Section 5.2 we report on some numerical test. Finally, in Section 6 we draw some conlusions regarding this work.
easily follows. Settingû = Y T u and Yx = x gives ( + ûû T )x = (I + ûû T )x: (2.2)
For later use, we denote by e j the j-th column of an identity matrix of appropriate dimension. Geometrically, this result can be expressed as follows: the eigenvalues of the new system interlace the elements of the set containing the old eigenvalues and the number = .
Proof. Suppose rst that the j of (1.1) are distinct from each other and the ratio = . We rst prove Theorem 2.2 for the case where the weak inequalities in (2.7) and (2.5) are replaced by the strict inequalities.
Multiplying (2.4) on the left byû T and cancelling the termû Tx = u T x 6 = 0 gives the secular equation (2.6) and any which satis es (2.6)
is an eigenvalue of the modi ed system. We can consider the left-hand-side of (2.6) as a function of the variable and write it in component form as Note that g( ) has, since theû 2 j do not vanish, exactly n zeros. We now show that these zeros of g satisfy the interlacing property (2.7). No component ofû vanishes and so g( ) is a rational function with denominator and numerator, each of degree n. It therefore has exactly n zeros and n poles.
Consider rst, the case where k < = < k+1 . Then, for all j k we see, by taking account of the signs of ( ? ) and ( and we can say that g( ) has at least one zero in each of the intervals ( j ; j+1 ), j = k + 1; k + 2; : : :; n ? 1. This accounts for at least n ? 2 of its zeros.
At the point = = the function g takes the value 1. Putting this together with lim
we see that g has two zeros in ( k ; k+1 ): one between k and = and the other between = and k+1 . This accounts for all n zeros in the case where k < = < k+1 and therefore establishes the result for that case.
Now consider the case where = < 1 . It is easy to see from its form, that at its poles, j , j = 1; 2; : : : ; n, g satis es This, together with lim
means that g has at least one zero in the interval between = and 1 . Since g has exactly n zeros this establishes the result for the case where = < 1 . By a similar argument it follows that when = > n , the interlacing property is satis ed for the case where (2.7), with the weak inequality replaced by the strict inequality, holds. By a simple continuity argument, it follows that if the assumption of distinctness is dropped, then the result (2.7) follows and the theorem is proved.
The function g describes the relation between the eigenvalues of the two systems. Its n zeros f j g n j=1 are the eigenvalues of the modi ed system, expressed in terms of the eigenvalues of the original system.
In Figure 2 ! :
The poles, at 1; 2; 3, are the eigenvalues of the original system and the zeros, approximately 1:4196; 2:0913; 2:9233 are the eigenvalues of the system after rank-one corrections are added to each of the matrices in the pencil. 3. Applications. 3.1. A divide and conquer method for the eigenvalues of a tridiagonal symmetric positive de nite pair. In this section we describe one stage of a divide and conquer method which nds the eigenvalues of a symmetric positive de nite pair and which, for simplicity we assume have dimension 2n.
The starting data at a typical stage are (b) for j = 1; 2, the rst and last rows e T 1 Y j and e T n Y j of the normalized (Y T j BY j = I n ) eigenvector matrices for the pairs A j ; B j .
(c) two real scalars ; .
De ne the vector u 2 R 2n , u = e n e 1 ; where e 1 is the rst column on n-dimensional identity and e n , the last. Denote the direct sum of A 1 (3.5) where, as before = diagf 1 ; 2 g = diagf 1 ; 2 ; : : : ; 2n g and theû j are the components de ned by (3.4).
We discuss a method to nd the zeros of g, which all are simple, in Section 4.
Once all the eigenvalues f j g 2n j=1 of the modi ed system have been found we can use the fact established in (d) of Lemma 2.1 to nd the eigenvectors of the modi ed system as follows. It su ces to describe the determination of the eigenvectorx corresponding to the eigenvalue .
We compute w = ( ? I) ?1û , a scalar multiple of the eigenvectorx. This calculation requires just n ops becauseû = Y T u is only a selection operation and ( ? I) is diagonal. From the lemma, we know that w is a scalar multiple ofx, say w = x. We can nd the normalizing constant by noting that, substituting Yx for x in the normalizing relation of We require the rst and last elements of x, so we actually compute e T 1 Yx and e T 2n Yx, and these are rows of Y which were in the data set.
This
This describes a process that gets us to the next stage of a divide and conquer scheme for all the eigenvalues and the rst and last rows of the eigenvector matrix of a large tridiagonal symmetric positive de nite pencil from similar information about two subpencils.
Computing all the eigenvector data needed for the next stage of this process requires approximately 3(2n) 2 + 4(2n) = 12n 2 + 8n ops.
A process similar to that of this section can be used to compute the Schur decomposition of a symmetric positive de nite pencil from the Schur decompositions of two subpencils by exploiting the fact that there are very economical and e ective ways of computing the Schur decomposition of a diagonal matrix pair + uu T ; I + uu T :
3.2. Spectral shift. Another use of our result is in the stabilisation of systems modelled by a symmetric positive de nite system with pencil P( ) = A? B. Suppose an estimate exists for the smallest eigenvalue 1 . Then any rank one modi cation of the form (1.2) where = < will shift the whole spectrum towards the region of stability. It is clear that after such a shift, the largest eigenvalue of the shifted system cannot be smaller than the second largest eigenvalue of the original system.
4. The zeros of the secular equation. We can simplify the problem in some situations. Assume for a moment, without loss of generality, that kûk 2 = 1.
Ifû j = 0, we can de ate the problem into two smaller subproblems because then the eigenpair j ; e j of the matrix pair ( ; I) is also an eigenpair of the modi ed system ( + ûû T ; I + ûû T ). This follows from the fact that e T j u j = 0 implies ( + ûû T )e j ? j (I + ûû T )e j = e j + ûû T e j ? j e j ? jûû T e j = e j ? j e j = 0:
Thus we can restrict our consideration to the case whereû j 6 = 0 for any j.
Another case which simpli es occurs whenû = e j , ieû j = 1, and u i = 0, i 6 = j. Then j = j + 1+ is the only solution of the secular equation, all the other eigenvalues are in the spectrum of the pair ( ; I) and all the eigenvectors remain unchanged. In particular, e j is the eigenvector corresponding to j because ( + e j e T j )e j ? j (I + e j e T j )e j = e j + e j e T j e j ? j e j ? j e j e T j e j = j e j + e j ? j e j ? j e j = ( j + ? j (1 + ))e j = 0: A fast solver, such as Newton's method, protected by bisection, would seem to be natural choice for computing the zeros of the secular equation because we know upper and lower bounds for each zero and for the Instead, however, we follow the line taken in 1, 4] and rather than use a locally linear approximation as in Newton's method, we devise a method based on a simple rational, local approximation. Thus, at the approximation point Any point where g( ) = 1 is also a xed point of = h( ) but a simple calculation with h 0 shows that h 0 ( ) = 2 and so such a is not a point of attraction for this iteration.
We indicate below how the eigenvaules of the modi ed system can thus be found reliably with a hybrid method that ideally has quadratic convergence.
5. Examples.
5.
1. An illustration of matrix tearing. In this section we illustrate the use of the method with a small example.
Consider an axially vibrating rod xed at one end and free to oscillate at the other, with length L, modulus of elasticity E, cross-sectional area A and mass density . The nite element model of this rod leads to a generalized eigenvalue problem with matricesK;M which are symmetric, tridiagonal and positive de nite. The eigenvalues, which represent the squares of the resonant frequencies, together with the squares of the last components of theM-normalized eigenvectors, determine the rod's free end point frequency reponsnse function due to a harmonic excitation.
We consider the uniform case, EA = A = L = 1, where the rod is modelled by four equal elements. The sti nessK and massM matrices, both in R 2n 2n , for this case are: 
The rst row of The eigenvalues and the rst and last components of the eigenvectors of the pairK andM.
The starting data, shown in Table 5.2 and Table 5 and its zeros are the j shown in Table 5 .1.
We now nd the rst and last rows of the eigenvector corresponding to the eigenvalue = 2:4815. The eigenvector we seek is a scalar multiple ofx w = x = ( ? 2:4815I) ?1û :
This matrix multiplication requires only 2n = 6 ops. We nd by using the normalization condition (3.6). vanish, as do the rst n of e T 2n Y . Thus, we compute the required rst component of the eigenvector x by multiplying e T 1 Y 1 with the rst three components ofx and similarly, we get the last component of x by multplying e T n Y 2 with the last three components ofx.
The rst phase is completed once we have the rst and last components of the eigenvectors for all the eigenvalues. This process encapsulates the essentials of one complete stage in a divide and conquer algorithm which may be applied to nd all the eigenvalues of a large tridiagonal symmetric positive de nite pencil.
We emphasise that the whole calculation was done without ever using eigenvector components not in the rst or last row. This fact is important in large problems.
5.2. Numerical results. In this section we report on the performance of our method for the problem of the previous section but with n = 128 (instead of n = 6 as in the illustrative example above). All calculations were performed in Matlab, running on an IEEE oating point standard machine with a machine epsilon of 2:22 10 ?16 . The matricesK;M for this example have diagonal and subdiagonal elements like those of (5.1) and (5.2) except that the scale factors 6 and A history table showing the number of iterations used for each eigenvalue and showing each bisection step by the lettter \b" and each rational step by the letter \r" is displayed in Appendix 1. The relative error for each of the computed eigenvalues is also displayed.
All the eigenvalues were found to a relative error smaller than 9:9 10?13, i.e. within the preset tolerance of 10 ?12 . In fact, many eigenvalues were found to limiting accuracy, a result of the quadratic convergence of the rational iteration.
We also tested the method on a variety of other matrix problems, some with random matrices and some with structured form. The empirical evidence from the application of this method suggests that the number of iterations required for each eigenvalue is, on average, about 8. We therefore estimate the number of ops required to nd all 2n eigenvalues from the secular equation to be 18(2n)(2n + 5)
Together with the op count for the eigenvector calculations of Section 3 the total op count for this process is 21(2n)(2n + 5). Of course, for an n n system the count would be 21n(n + 5).
5.3. The practical zero-nding algorithm. As noted before, the algorithm used is is bisection protected rational approximation iteration.
Algorithm steps:
(a) Merge the ratio = with the j and sort them. (1) after two rational steps, the di erence between succesive iterates is smaller than , (2) the length of the bracketing interval falls below 2 , or (3) if the function value goes to oating zero. 6. Conclusions. We have characterised the eigenvalues of a symmetric de nite linear pencil modi ed by having scalar multiples of a rank-one update added to each of the matrices in the pencil. This is done via the secular equation for the system, which expresses the eigenvalues of the modi ed system in terms of the eigenvalues of the original system and the modi cation. An interlacing property, which generalizes the well-known interlacing property for the corresponding modi ed standard eigenvalue problem, has been presented. These results provide a means of developing algorithms for the eigenvalues of certain modi ed systems (so-called matrix tearing) and spectral shifting. The algorithm suggested in the text may have application in the determination of the eigenvalues of large tridiagonal systems on parallel architectures. 
