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Chapitre 1 IntroductionCHAPITRE 1
INTRODUCTION
Ce chapitre introductif nous permet de situer le cadre général de la recherche que nous
présentons dans cette thèse, sa portée et ses limites.
1.1 MOTIVATIONS
Le siècle dernier a vu naître et croître l’informatique non seulement en tant que science
mais également - et surtout - en tant qu’outil. L’avènement de l’informatique a en effet
permis d’automatiser et d’optimiser des tâches redondantes ou compliquées dans les
domaines scientifique, industriel et administratif respectivement grâce aux calculateurs, à
la robotique et à la bureautique. Ces nouveaux supports ont donné lieu à une véritable
révolution technologique. De même que la révolution industrielle du milieu du XIXe
siècle a fait basculer notre société de l’ère agricole à l’ère industrielle, cette révolution
technologique nous fait passer dans l’ère de l’information. Si l’agriculture et l’industrie
produisent des biens tangibles sur lesquels les lois physiques élémentaires s’appliquent, la
société de l’information consomme et produit des biens intangibles, ouvrant de
formidables perspectives en regard de ces lois. Les organisations comme les individus
manipulent quotidiennement quantité d’informations devenues vitales, plus
particulièrement dans les sociétés les plus développées. L’informatique s’est ainsi rendue
indispensable dans la gestion de cette information, en ce sens qu’elle permet de la
structurer, de la manipuler et de la stocker. En d’autres termes elle est l’interface
privilégiée entre le monde du tangible et de l’intangible. L’évolution dans le domaine des
télécommunications permet de plus de partager instantanément ces informations à travers
le monde, faisant fi non seulement des lois physiques mais également - dans une certaine
mesure - des lois politiques. 
Dans ce contexte, la recherche en informatique consiste à imaginer des manières de servir
et de manipuler mieux encore ces informations, et ce dans un spectre très large, spectre qui
s’étend le long de trois axes, représentés dans la figure 1.1.
• En abscisse figurent les contributions privilégiant l’informatique comme substitut à
l’humain, ou aux systèmes naturels en général, c’est-à-dire qui visent à reproduire un
comportement naturel et/ou son effet. Dans une optique applicative, l’informatique
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Introduction Chapitre 1vise à remplacer l’humain dans des tâches dangereuses, répétitives, aliénantes, etc. en
automatisant et en optimisant celles-ci. D’un point de vue plus général et plus
scientifique, elle vise à aider à comprendre l’origine, le but et le fonctionnement de
certains phénomènes naturels. 
• On retrouve en ordonnée des recherches et des applications utilisant l’informatique
comme prolongement des capacités naturelles, c’est-à-dire visant à offrir par exemple
de nouvelles formes de travail, de communication, de nouveaux produits
(typiquement financiers), etc. Plus généralement, cet axe explore des dimensions dont
l’observation est hors de la portée du seul être humain et des voies visant à dépasser
les limites imposées par la nature. 
• Finalement, nous reportons en cote les recherches consistant à représenter les
informations elles-mêmes, leurs relations, leur structure, bref à fournir des
informations sur les informations, c’est-à-dire des méta-informations. Ces méta-
informations permettent d’établir des modèles abstraits et de définir de manière
formelle les informations elles-mêmes ainsi que la nature de leurs relations. C’est sur
la base de ces représentations formelles que sont générées des applications
informatiques. Cet axe de recherche est ainsi à l’interface du domaine informatique et
de ses domaines d’application et d’observation.
La recherche que nous présentons dans ce travail prend ainsi essentiellement place sur le
plan donné par l’abscisse et la cote (figure 1.2). En effet, nous nous inspirons d’une
modélisation de la conscience fournie par le domaine de la psychologie, et tentons de
reproduire le fonctionnement de cette conscience dans le domaine informatique. 
Notre modèle informatique s’inscrit dans la mouvance de l’intelligence artificielle, plus
précisément à la croisée des domaines des agents intelligents, des systèmes multiagents,
des systèmes cognitifs et de la programmation logique. Les concepts informatiques
auxquels nous recourons ne sont donc pas directement liés aux réseaux de neurones
artificiels, bien que la plupart des contributions relatives à la conscience dans le domaine
de l’intelligence artificielle proviennent de cette discipline. Cette communauté s’intéresse
en effet à reproduire l’activité du cerveau humain afin de comprendre et reproduire
l’intelligence, la pensée puis la conscience, mais de son point de vue biologique. Notre
approche fait abstraction du fonctionnement du cerveau et manipule des objets de pensée
qui sont autant d’informations formalisées au niveau cognitif. Et c’est à ce niveau que le
modèle de conscience que nous proposons se situe. Comme nous le verrons, ce modèle
fournit une abstraction de la conscience et décrit les éléments cognitifs qui la constituent,
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Figure 1.2: Situation de notre contribution par rapport au champ de recherche de l’informatique20
Chapitre 1 Introductionleurs relations, et donne une description quasi-formelle de son fonctionnement. L’étude de
ces modèles informatiques et psychologiques offre l’opportunité de les conjuguer et
d’offrir une implémentation fonctionnelle de la conscience. 
1.2 OBJECTIFS
Les objectifs de notre recherche peuvent se résumer comme suit: 
1. Montrer qu’il est possible de modéliser formellement la conscience en identifiant des
approches allant dans ce sens. Sur cette base, identifier les corrélations
computationnelles, c’est-à-dire les éléments d’une modélisation psychologique qui
peuvent faire l’objet d’une implémentation. Plus précisément, nous voulons montrer
que la conscience peut se décrire sous forme de fonctions manipulant des objets de
pensée présentant des caractéristiques propres. 
2. Offrir une plate-forme fonctionnelle pour l’implémentation de la conscience chez un
agent, c’est-à-dire fournir une machine virtuelle présentant les caractéristiques
fondamentales de la conscience. En l’occurrence il s’agit d’offrir une machine
virtuelle mettant en oeuvre des processus concurrents permettant ainsi de doter l’agent
de la capacité de refléter ses activités mentales. 
3. Implémenter les fonctions réactive et proactive à la base de la conscience telles que
présentées dans diverses théories psychologiques de la conscience. Plus précisément
nous voulons implémenter une fonction de délibération et une fonction
d’automatisation de délibération. 
D’une manière générale, nous cherchons à réunir des concepts, des modèles et des théories
issus de deux disciplines différentes, ouvrant ainsi des perspectives de développement
dans les deux domaines. 
1.3 MÉTHODOLOGIE
La recherche scientifique s’attache généralement à comprendre et à expliquer des
phénomènes naturels, ce qui est le cas pour bon nombre de nos références liées à la
conscience, qu’elles aient une optique philosophique, psychologique ou biologique. Une
recherche consiste alors à élaborer une théorie puis à prouver sa validité. Or, la présente
thèse ne poursuit pas ce but; elle cherche à fournir un modèle et une implémentation
concrète permettant d’une part d’illustrer le fonctionnement de la conscience inspiré par
un modèle reconnu et, d’autre part, de fournir un cadre applicatif pour des recherches
futures. 21
Introduction Chapitre 1Suggérée par [Osterwalder, 2004], la méthodologie que nous avons retenue s’applique à
la recherche en «design science» [Smith & March, 1995]. Le terme anglais design
n’existant pas en français, [Le Moigne, 1990] propose une traduction en deux instances de
design science: «science de l’artificiel» et «science de la conception». Cette méthodologie
distingue les résultats des activités de la recherche (voir tableau 1.2). 
La dimension liée aux activités reprend les étapes d’une recherche en sciences naturelles
que l’on retrouve également en design science, s’agissant d’abord de reproduire un
phénomène afin de démontrer qu’un artefact (un prototype dans notre cas) peut être
construit; de l’évaluer au regard des objectifs préalablement définis; d’en élaborer une
théorie expliquant pourquoi et comment quelque chose se produit (dans les TI cela revient
à expliquer pourquoi et comment un prototype fonctionne dans son environnement); et,
finalement, de justifier celle-ci. 
La dimension des résultats se compose des éléments suivants: les concepts ou les
constructions existantes décrivent un domaine, son vocabulaire, ses problématiques, etc.;
les modèles décrivent les relations entre les concepts; la méthode est le moyen utilisé pour
parvenir à accomplir une tâche, c’est-à-dire, dans notre cas, développer un prototype sur
la base d’un langage, d’un algorithme et d’un modèle appartenant à l’espace de solution;
enfin, l’instanciation est l’artefact réalisé dans son environnement.
Nous l’avons vu ci-dessus, les objectifs de notre recherche se limitent à réunir des
approches d’origines disciplinaires différentes et de fournir sur cette base un prototype.
Nous n’envisageons donc pas d’élaborer de nouvelle théorie relative ni à la conscience ni
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Tableau 1.1: Cadre de travail pour la recherche en technologies de l’information 
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Chapitre 1 Introductionà l’informatique, nous nous contentons tout au plus de préciser les éléments qui ne sont
pas clairement définis ou suffisamment formalisés. Nous reportons dans le tableau 1.1 ces
objectifs.
1.4 LIMITES DE NOTRE RECHERCHE
Conjuguer des notions telles que la conscience psychologique avec de l’intelligence
artificielle peut paraître utopique voire effrayant. Aussi, il convient de préciser les limites
de notre recherche et de spécifier ce qu’elle n’est pas:
• Nous nous intéressons à l’instance psychologique de la conscience qui se distingue de
l’instance morale. Nous ne cherchons donc pas à doter un système artificiel de la
capacité à distinguer le Bien du Mal. 
• Certains aspects de la théorie psychologique de la conscience qui a inspiré cette
recherche n’étant pas toujours clairement définis, nous avons dû les préciser et les
formaliser selon notre interprétation propre, réduisant ainsi la portée de la théorie
voulue par l’auteur. 
• Notre modèle manipule des objets cognitifs à l’aide de la programmation logique. Ce
faisant il cherche à reproduire le fonctionnement de la conscience en tant que fonction
réactive et proactive. Nous faisons ainsi abstraction de la constitution biologique de la
conscience, en particulier nous ne basons pas notre approche sur des réseaux
neuronaux artificiels.
• Les fonctionnalités que nous implémentons dans notre prototype ne suffisent pas à le
considérer comme étant pleinement conscient. Outre le fait qu’il est difficile de
définir «être pleinement conscient», nous nous contentons d’implémenter les
fonctions de base de la conscience. 
ACTIVITES
Construire Evaluer Elaborer une théorie Justifier
R
ES
U
LT
AT
S
Concepts
1. Modélisation formelle de la 
conscience, identification des 
corrélations computationnelles 
et précision des concepts non-
clairement définis ou non-
formalisésModèle
Méthode
2. Récolte des éléments 
nécessaires au développement 
d’une plate-forme fonctionnelle 
Instanciation
3. Développement de la plate-
forme et implémentation d’un 
modèle de conscience
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Introduction Chapitre 11.5 STRUCTURE DE LA THÈSE
La première partie de notre travail porte sur l’étude de la conscience proprement dite et
l’identification des corrélations computationnelles:
• le chapitre 2 parcourt quelques approches et théories de la conscience développées à
différentes époques et dans différentes disciplines
• le chapitre 3 présente le modèle de l’espace global de travail qui est notre principale
référence psychologique et qui nous a inspiré cette recherche
• le chapitre 4 identifie les corrélations computationnelles et présente quelques travaux
similaires.
La deuxième partie présente les méthodes et modèles informatiques qui nous permettent
d’atteindre notre objectif final:
• le chapitre 5 introduit les langages de communication et présente en particulier une
approche récente qui a permis le développement des modèles suivants
• le chapitre 6 explique le fonctionnement de la machine abstraite séquentielle qui est la
couche la plus inférieure de notre modèle
• le chapitre 7 présente un langage de communication de haut niveau permettant de
définir des conversations concurrentes.
La troisième partie réunit les deux premières et aborde l’implémentation elle-même:
• le chapitre 8 montre comment, sur la base de dialogues concurrents, est implémentée
une machine virtuelle concurrente réflexive
• le chapitre 9 étend cette machine virtuelle et implémente la formation de contexte,
c’est-à-dire l’apprentissage d’automatismes
• le chapitre 10 illustre le fonctionnement du prototype au travers d’une série de
captures d’écran.
La quatrième et dernière partie conclut notre recherche:
• le chapitre 11 évalue la validité de la recherche d’abord en regard de la méthodologie,
puis en la confrontant à une approche axiomatique de la conscience
• le chapitre 12 propose quelques perspectives d’avenir en relation avec les fruits de
notre recherche.24
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Chapitre 2 Introduction à la conscienceCHAPITRE 2
INTRODUCTION À LA CONSCIENCE
Dans ce chapitre, nous passons en revue quelques conceptions de la conscience. Le but est
de fournir une bonne vision des notions liées à celle de la conscience, évitant cependant
d’entrer dans trop de détails. En effet de nombreuses disciplines s’intéressent à ce
domaine; parmi elles nous pouvons citer la philosophie, la théologie, la biologie, la
psychologie et l’informatique. 
2.1 CONSCIENCE PSYCHOLOGIQUE ET CONSCIENCE MORALE
En guise de préambule, il est important de relever une ambiguïté propre à la langue
française concernant le sens du terme conscience. En effet on distingue deux sens à ce
terme [Robert, 1985]: 
• «I. (Conscience psychologique). 1° Connaissance immédiate de sa propre activité
psychique. [...]»
• «II. (Conscience morale). 1° Faculté ou fait de porter des jugements de valeur morale
sur ses actes. [...]»
Ainsi le terme conscience recouvre deux domaines de connaissance a priori différents,
s’agissant des sciences cognitives d’une part, c’est-à-dire celles rattachées à la
connaissance de notre raisonnement, de notre environnement, que l’on retrouve dans des
expressions comme «avoir, prendre, perdre conscience», et des sciences morales d’autre
part, plus enclines à distinguer le Bien du Mal, avec une forte connotation de justice et
donnant lieu à des expressions telles que «avoir bonne ou mauvaise conscience», «avoir
la conscience tranquille», «objection de conscience», etc. 
Cette ambiguïté n’existe par exemple ni dans la langue anglaise ni dans la langue
allemande puisque ces langues désignent par des termes différents ces deux instances,
respectivement consciousness et Bewusstsein pour son sens psychologique et conscience
et Gewissen pour son sens moral. Si le sens moral semblait dominer jusqu’au XVIe siècle,
le sens psychologique a pris l’ascendant en philosophie depuis Descartes [Encyc. Yahoo/
Hachette, 2004].
Nous ne retenons dans ce travail que le sens psychologique de la conscience. Nous nous
intéressons en effet à cette capacité que nous avons d’observer notre propre
fonctionnement, et nous ne prétendons pas chercher à distinguer artificiellement le Bien
du Mal. De plus nous ne discutons pas de l’existence d’une éventuelle relation entre les
deux sens, c’est-à-dire de savoir si le second procède du premier, ou inversement. Nous
laissons cette discussion à d’autres mieux armés et plus compétents que nous pour
disserter sur ce sujet.27
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«Consciousness cannot be defined.» Ces mots attribués à Hamilton1 et rapportés par
[Encyc. Universalis, 2004] ne nous encouragent guère à chercher une définition pour la
conscience. Nous allons néanmoins donner quelques pistes permettant de saisir à quoi se
rapporte la conscience. 
2.2.1 DU COGITO À LA PSYCHANALYSE
Nous l’avons mentionné ci-dessus, la notion de conscience psychologique est apparue
avec Descartes et son fameux «cogito ergo sum», c’est-à-dire son «je pense donc je suis».
Rappelons en effet brièvement que Descartes a méthodiquement rejeté tout ce qu’il était
possible de mettre en doute. Il a ainsi rejeté les connaissances reçues de l’enseignement,
les perceptions provenant des sens, les règles morales, les vérités mathématiques et même
la réalité de son propre corps, pour en arriver à la conclusion qu’il n’y avait qu’une seule
chose dont il ne doutait pas, c’est précisément qu’il doutait, ou plus exactement que
quelque chose en lui - sa pensée - indubitablement doutait. Ainsi s’il doute, il pense, et s’il
pense, il est [Descartes, 1637/1991]. Cette première vérité détermine le fondement de
toute connaissance: le sujet comme être qui pense. L’existence d’un individu se définit
ainsi d’abord par la pensée et non par le corps. C’est l’approche dualiste qui postule que
corps et esprit font deux. Contre ce dualisme se sont élevés les matérialistes qui ne
peuvent se résoudre à considérer la conscience comme substance, c’est-à-dire
indépendante du corps, puisqu’ils ne peuvent se saisir sans perception sensorielle et ne
peuvent d’ailleurs rien observer sans perception [Encyc. Yahoo/Hachette, 2004].
Dans la deuxième moitié du XIXe siècle, [Bergson, 1888/1990] propose la définition
suivante:
«La conscience est la faculté par laquelle nous prenons connaissance de ce
que nous [appelons] les faits psychologiques. Ces faits ont pour caractère
[...] de n’être pas localisables dans l’espace, mais d’occuper de la durée.
N’étant pas situés dans l’espace, ils ne peuvent produire d’impression sur les
organes des sens et cependant ils sont connus de nous puisque nous en
parlons, puisqu’il existe une science qui les étudie, puisque, enfin, chacun de
nous sait fort bien qu’il est capable à un moment donné de dire ce qui se
passe en lui, ce qu’il éprouve, ce qu’il pense, ce qu’il veut dire et ce qu’il sent.
C’est cette lumière intérieure, ce sens intérieur qui n’a pas d’organe qu’on
appelle conscience. C’est une faculté d’observation, mais d’observation
interne.»
Une faculté d’observation interne, permettant de prendre connaissance de faits
psychologiques intangibles n’existant que par leur durée, suppose l’existence d’une
mémoire leur garantissant une certaine durabilité. Platon déjà faisait la démonstration que
la mémoire était indispensable pour goûter à la «jouissance» puisque sans cette mémoire
il n’est pas plus possible de savoir que l’on jouit (c’est-à-dire de prendre conscience de la
jouissance), que de se souvenir de cette jouissance, et ainsi des jouissances passées, nous
privant ainsi de toute prévision de plaisirs futurs [Platon, 353 av. J.C./1941]. Se pose alors
la question de savoir si une telle mémoire est la conscience ou au contraire si la conscience
accède à cette mémoire pour prendre connaissance des faits psychologiques. Ce dernier
cas implique-t-il alors qu’il existe des faits psychologiques inconscients ?
1. Sir William Hamilton (1788-1856), philosophe écossais. 28
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concevoir l’esprit puisqu’il affirme que le «moi n’est pas maître dans sa propre maison»
[Freud, 1933/1982], le moi se référant à la représentation consciente qu’un individu se fait
de lui-même. Ainsi notre comportement n’est pas seulement déterminé par des faits
psychologiques conscients, mais également - voire surtout dans les cas de névroses
pathologiques - par des faits psychologiques inconscients résidant dans la mémoire de
l’individu, généralement liés «à la vie instinctive de la sexualité» [Freud, 1933/1982]. Le
principe même de la psychanalyse réside dans le fait de rendre conscients ces faits
inconscients afin de pouvoir les maîtriser.
Si les faits inconscients peuvent devenir conscients, les faits conscients peuvent-ils
devenir inconscients ? A ce sujet, Bergson s’est livré au raisonnement suivant: 
«Qu’arrive-t-il quand une de nos actions cesse d’être spontanée pour
devenir automatique ? La conscience s’en retire. Dans l’apprentissage d’un
exercice, par exemple, nous commençons par être conscients de chacun des
mouvements que nous exécutons, parce qu’il vient de nous, parce qu’il
résulte d’une décision et implique un choix, puis, à mesure que ces
mouvements s’enchaînent davantage entre eux et se déterminent plus
mécaniquement les uns des autres, nous dispensant ainsi de nous décider et
de choisir, la conscience que nous en avons diminue et disparaît.»
Ainsi la conscience est fortement impliquée dans l’apprentissage et l’évolution d’un
individu. Les automatismes assimilés sont relégués à l’inconscient, mais ces automatismes
déterminent bel et bien notre comportement. Si l’intensité de la conscience décroît lors de
la formation de l’automatisme, comment est-elle stimulée? Nous citons à nouveau
Bergson:
«Quels sont, d’autres part, les moments où notre conscience atteint le plus
de vivacité ? Ne sont-ce pas les moments de crise intérieure, où nous hésitons
entre deux ou plusieurs paris à prendre [...] ? Les variations d’intensité de
notre conscience semblent donc bien correspondre à la somme plus ou moins
considérable de choix ou, si vous voulez de création, que nous distribuons
sur notre conduite. Tout porte à croire qu’il en est ainsi de la conscience en
général. Si conscience signifie mémoire et anticipation, c’est que conscience
est synonyme de choix.»
Nous en revenons à l’hésitation, au doute cher à Descartes, initiant cette fois un processus
de choix, une délibération par la pensée. Ce choix fait précisément dire à Bergson que «la
conscience est synonyme d’invention et de liberté» lorsqu’il discute la différence entre la
conscience humaine et la conscience animale. Nous n’approfondissons pas directement
cette discussion, mais nous en dérivons la problématique de l’apparition de la conscience
par rapport à l’évolution individuelle et par rapport à l’évolution de l’espèce humaine. 
2.2.2 L’INDIVIDU FACE À SON ENVIRONNEMENT
Au début du XIXe siècle, Hegel s’intéresse à la conscience également. Selon lui, l’homme
acquiert la conscience de deux manières: théoriquement, par un processus d’introspection
et de réflexivité tel que nous le décrivons ci-dessus, et pratiquement, par son interaction
avec son environnement et l’observation des effets que ses actions ont sur ce dernier d’une
part, et «pour se reconnaître lui-même dans la forme des choses, pour jouir de lui-même
comme d’une réalité extérieure» d’autre part [Hegel, 1804/1969]. Ainsi la représentation29
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faisons de nous-même, mais également de ce que nos vis-à-vis nous renvoient de nous-
même. 
Qui dit interaction avec son environnement, avec d’autres individus en particulier, dit
langage, plus ou moins évolué, mais suffisamment formalisé pour qu’il soit commun ou
du moins compréhensible entre individus. Le langage remplit ici un rôle essentiel, celui de
l’espace de représentation de la conscience: pouvons-nous être conscients de faits que
nous ne pouvons pas exprimer ? Que ce soit par un dialogue intérieur (ou introspectif) ou
un dialogue avec un interlocuteur ? Admettre cette hypothèse c’est observer que l’espèce
humaine s’est dotée du langage le plus évolué parmi les espèces connues, et qu’il y a très
probablement une forte corrélation entre le niveau de conscience de l’être humain et celui
de son langage, ou comme le dit Nietzsche mieux que nous: «la finesse et la force de la
conscience sont toujours liées à la capacité de communication d’un homme» [Nietzsche,
1882/1997]. Or, nous savons que l’évolution du langage s’inscrit dans l’évolution
darwinienne des espèces, la conscience doit dès lors s’inscrire dans cette évolution
également. Nous citons encore Nietzsche:
«La conscience n’est proprement qu’un réseau de relations d’homme à
homme, - et c’est seulement en tant que telle qu’elle a dû se développer:
L’homme érémitique et prédateur n’aurait pas eu besoin d’elle. [...] Etant
l’animal le plus exposé au danger, [il avait besoin] d’aide, de protection, il
avait besoin de son semblable, il fallait qu’il sache exprimer sa détresse, se
faire comprendre - et pour tout cela, il avait d’abord besoin de «conscience»,
même, donc, pour «savoir» ce qui lui manque, pour «savoir» ce qu’il pense.
[...] L’homme, comme toute créature vivante, pense continuellement, mais ne
le sait pas; la pensée qui devient consciente n’en est que la plus infime partie,
disons: la partie la plus superficielle, la plus mauvaise: - car seule cette
pensée consciente advient sous forme de mots, c’est-à-dire de signes de
communication, ce qui révèle la provenance de la conscience elle-même.
Pour le dire d’un mot, le développement de la langue et le développement de
la conscience [...] vont main dans la main.» 
Pour compléter cet extrait, nous rapportons encore que Nietzsche considère que «la
conscience est la dernière et la plus tardive évolution de l’organique et par conséquent
aussi ce qu’il y a en lui de plus inachevé et de moins solide» [Nietzsche, 1882/1997].
L’approche de Nietzsche, bien que quelque peu pessimiste, nous conforte dans la fonction
introspective de la conscience que nous retenons depuis le début de ce chapitre, et nous
éclaire sur son origine: un mécanisme de défense émergent que notre espèce a développé. 
2.2.3 TANGIBLE ET INTANGIBLE
Se basant sur la théorie de l’évolution de Darwin (1809-1882), Edelman va également
dans le sens que la conscience s’inscrit dans l’évolution biologique des espèces. Il
considère par ailleurs que la conscience apparaît à un moment donné dans l’évolution
personnelle de chaque individu [Edelman, 1992]. Il nous rappelle ainsi que la théorie de
Darwin stipule que la compétition entre individus et les changements de l’environnement
influencent les fluctuations internes des populations d’êtres vivants, c’est le principe de la
sélection naturelle. Ces variations s’avèrent être essentiellement d’ordre organiques et
donc génétiques.30
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biologiques, or, la conscience provient de l’évolution de l’espèce humaine, la conscience
est donc un organe biologique. Edelman a ainsi intitulé son ouvrage «Biologie de la
conscience»1 considérant que la conscience, et l’esprit en général, ont leur place dans la
nature, soumise à l’évolution du type darwinien [Lesens, 2001].
Si Darwin explique les mutations génétiques objectives subies par les espèces, il
n’explique pas les caractères intangibles de l’évolution que sont les idées, les théories, le
langage, etc. Afin d’intégrer tous ces éléments, [Popper & Eccles, 1977] proposent une
classification en trois mondes qui englobent toutes les formes de l’existence ainsi que
toutes les expériences (voir figure 2.1). Le monde 1 englobe les choses et les états
matériels, organes biologiques compris, c’est le monde tangible. Le monde 2 comprend
les connaissances subjectives, celles qui nous sont fournies par la conscience
psychologique. Le monde 3 est formé des connaissances objectives, c’est le monde de la
culture auquel appartient également le langage. Ces mondes ne sont pas cloisonnés et sont
fortement interactifs. Remarquons que le monde 3 intègre également les valeurs qui
influencent nos choix d’action en société relevant ainsi de la conscience morale, instance
de la conscience que nous écartons sciemment dans notre travail (voir section 2.1). Nous
le faisons toutefois apparaître ici puisque nous sommes en présence d’un modèle global.
Partant de cette classification, Eccles distingue l’évolution biologique de l’évolution
culturelle. L’évolution culturelle se réfère en effet aux transformations intangibles de
l’individu engendrées par les modifications de son environnement et de ses pairs, la
société [Eccles, 1989]. Selon cette classification, la conscience (psychologique) est ainsi
à l’interface entre le monde tangible, matériel et biologique, et le monde intangible, celui
des idées, des croyances, de l’art, du discours. 
1. titre original en anglais: «A Biological Theory of Consciousness»
MONDE 1 MONDE 2 MONDE 3
Choses et états matériels Etats de conscience Connaissance prise objectivement
1. Inorganique
Matière et énergies
2. Biologie
Structure et action de tout 
être vivant
Cerveau humain
3. Objets fabriqués
Substrats matériels
de la créativité humaine
des outils
des machines
des livres
des oeuvres d’art
de la musique
Connaissance subjective
Expériences:
perception
pensée
émotions
intentions
souvenirs
rêves
imagination créatrice
Héritage culturel codé sur 
des substrats
matériels
philosophiques
théologiques
scientifiques
historiques
littéraires
artistiques
technologiques
Systèmes théoriques:
problèmes scientifiques
arguments critiques
Tableau 2.1: Les trois mondes de Popper
Les éléments mentionnés dans les différents mondes ne sont pas exhaustifs.31
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1976], qui s’opposent aux gènes. Ce concept est similaire au monde 3 de Popper, quoique
plus restreint. Un mème peut être par exemple un air musical, une idée, une mode
vestimentaire, une expression toute faite, bref quelque chose de simple et intangible. Un
mème est imitable et c’est par imitation qu’il se propage d’un individu à l’autre. Le mème
est à la culture ce que le gène est à l’organisme. 
C’est de ces mèmes qu’émerge la conscience selon [Dennett, 1991]. Dennett combat
l’idée dite du théâtre cartésien qui postule qu’il existe un flux de conscience unique,
introspectif, observateur. Il défend en effet que ce sont des coalitions de mèmes qui
deviennent conscientes, selon sa théorie des versions multiples2. Celle-ci stipule que les
différentes parties du cerveau changent d’état selon les stimuli qu’elles reçoivent et se
retrouvent ainsi chacune dans une version différente. De toutes ces versions jaillit la
conscience. Il considère que la conscience est diffuse dans le cerveau, ainsi que dans le
temps, qu’elle n’est dirigée ou ordonnée ni par un centre de signification ni par un centre
de traitement [Lesens, 2001].
Dennett, dans son importante contribution, n’a pas pour objectif d’expliquer comment
fonctionne la conscience, mais plutôt d’expliquer comment on peut raisonnablement
imaginer que le cerveau puisse servir de support à la conscience [Dennett, 1991]. Il se
réfère ainsi aux modèles informatiques fondamentaux (Turing, Von Neumann) qui
définissent un ordinateur en termes de programmes et de données constituant ainsi des
systèmes de traitement d’information. C’est en considérant le cerveau comme un tel
système qu’il montre que l’on peut dépasser le degré électronique, respectivement
biologique, et traiter de l’information, qu’elle soit codée sous forme de signaux électriques
ou neurologiques. Dennett illustre par l’informatique de quelle manière la conscience peut
s’expliquer, mais il n’offre pas un modèle informatique de la conscience.
1. en anglais: meme
2. en anglais: multiple drafts; notre traduction est celle proposée par le traducteur de
l’ouvrage de Dennett qui la préfère à sa traduction littérale brouillons multiples. 32
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«L’ESPACE GLOBAL DE TRAVAIL» DE BAARS
Nous présentons ici le modèle de conscience de Baars qu’il a intitulé «l’espace global de
travail» ou en anglais «the global workspace» [Baars, 1988]. Ce modèle est celui que nous
avons principalement retenu pour notre travail, raison pour laquelle nous nous y attardons. 
3.1 LES HYPOTHÈSES
En préambule à la présentation de son modèle, Baars présente les hypothèses sur
lesquelles il repose sa théorie. Celles-ci nous éclairent utilement sur la conception qu’il se
fait de la conscience. Nous les résumons ci-dessous:
1. Hypothèse de l’activation: une hypothèse répandue (voir p.ex. Bergson, section 2.2.1)
est que la conscience implique une forme d’activation des faits psychologiques pour
qu’ils accèdent à la mémoire, soit par leur intensité soit par certaines associations. Il
existerait en fait un seuil d’activation au delà duquel les éléments deviennent
conscients. 
2. Hypothèse de la nouveauté: prolongeant l’hypothèse précédente, celle-ci postule que
la conscience tend à se focaliser sur des faits nouveaux, dissonants (inappropriés,
surprenants) ou inhabituels. Les deux premières hypothèses abondent donc dans le
sens de Bergson que nous venons de discuter (voir section 2.2.1). 
3. L’hypothèse de la pointe de l’iceberg suppose que les éléments conscients émergent
d’un grand nombre d’autres éléments. Elle implique également, conformément à
l’approche de Freud, que la conscience est très limitée et que si le sommet de l’iceberg
est conscient, le reste est inconscient.
4. Hypothèse du théâtre: l’image du théâtre se rapporte à sa scène où défilent des
personnages impliqués dans une certaine intrigue. Lorsqu’ils sont sur scène, ces
personnages sont visibles et on peut suivre leur pérégrination. Lorsque ces
personnages sortent de scène, ils ne sont plus visibles, mais ils existent toujours et
l’intrigue suit son cours. Par analogie, la conscience est un espace réduit dans lequel
des éléments défilent afin d’expliquer ou de donner un sens à notre comportement,
voire au contraire à y semer la confusion... Une variante de cette analogie se réfère
plus précisément à une poursuite qui est, dans le jargon des arts de la scène, un
projecteur articulé produisant un faisceau lumineux plus intense, destiné à mettre en
évidence un élément ou un individu mobile. Selon cette variante la conscience est
active, c’est-à-dire que c’est elle qui choisit quel élément elle va observer. Bien que
ces deux variantes semblent similaires, la seconde suppose un processus de contrôle
sur la conscience.
Sur la base de ces hypothèses, nous pouvons déjà esquisser la conscience telle qu’elle est
représentée dans le modèle de Baars: la conscience est un espace auquel accèdent des
éléments - ou faits psychologiques selon la terminologie de Bergson - suite à une
activation résultant de faits nouveaux, dissonants ou inhabituels. Ces éléments sont liés à
une multitude d’autres éléments demeurant inconscients.33
«L’espace global de travail» de Baars Chapitre 33.2 LES ACTEURS DU MODÈLE
Ainsi, Baars considère la conscience comme étant un système cognitif distribué, à savoir
un système constitué de modules établis en société, chacun d’eux ayant sa propre
fonctionnalité et sa propre spécialité. Un tel système n’est pas animé par un gouvernement,
mais par l’ensemble de ses membres. Afin de réguler les combinaisons d’interaction, ce
système impose au minimum un goulot d’étranglement, forçant ainsi les modules
individuels soit à coopérer soit à entrer en compétition. Ce goulot peut prendre
avantageusement la forme d’une mémoire de travail aussi appelées mémoire à court terme
qui est la «mémoire dans laquelle l'information est emmagasinée et maintenue active de
façon transitoire, pendant une période qui n'excède pas quelques dizaines de secondes,
mais qui est suffisante pour l'exécution des activités cognitives courantes» [Simon, 1996].
3.2.1 LES PROCESSEURS SPÉCIALISÉS
Le modèle proposé par Baars peut maintenant être présenté: il s’agit d’une société
distribuée composée de spécialistes et équipée d’une mémoire de travail, appelée «global
workspace» ou «espace global de travail», dont le contenu est diffusé au système dans son
ensemble. Comme nous l’avons vu ci-dessus, il considère que la conscience implique un
tel espace qui permette à divers modules spécialisés d’interagir par un échange
d’informations centralisé. L’utilisation du terme global indique que cet espace de travail
sert plusieurs sous-systèmes composés des différents processeurs spécialisés du système
nerveux. Ces processeurs spécialisés sont par définition inconscients puisqu’ils
représentent les différentes compétences d’un système donné. Des exemples pour
l’humain sont la capacité d’additionner deux nombres simples, de comprendre une phrase
dans notre langue maternelle, de savoir lire couramment, de percevoir la température
ambiante, de distinguer et de reconnaître des formes, etc.
3.2.2 LES COALITIONS ET LES PROCESSUS CONSCIENTS
Un processeur spécialisé représente une compétence simple. Or, un individu accompli
généralement des opérations composites, c’est-à-dire impliquant plusieurs processeurs,
que ce soit de manière séquentielle ou parallèle, appelées processus. Afin d’exécuter un
processus, un processeur spécialisé inconscient va accéder à la conscience dans le but de
«recruter» les processeurs lui permettant d’accomplir sa tâche. La conscience diffuse alors
le message partout dans le système, et les processeurs concernés rejoignent la conscience,
formant ainsi une coalition. Cette coalition de processeurs inconscients permet
l’exécution d’un processus conscient. 
3.2.3 LES CONTEXTES
Une troisième composante importante intervient dans ce modèle de conscience: les
contextes. Ils déterminent le cadre dans lequel le système se situe, et influencent
directement le comportement des processeurs inconscients. Les contextes sont
inconscients, et ils portent notamment sur la perception que l’on a de son environnement
(p.ex. il arrive que lorsqu’un train dans lequels nous sommes assis démarre, on a
l’impression que c’est la gare qui bouge), sur les concepts de pensée acquis et
individuellement admis (omettant de laisser la place à d’éventuelles alternatives), sur
l’objectif immédiat (p.ex. lorsque nous téléphonons en conduisant, nos capacités de
réaction sont fortement amoindries), et bien sûr la communication avec nos pairs
(contextes liés à l’interlocuteur et au sujet de la conversation). Ces différents types de
contextes ne sont pas exclusifs et vont s’imbriquer pour former une hiérarchie34
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processeurs figés dans le système. Ils peuvent s’assimiler aux réflexes, aux automatismes
et aux intuitions. Ils restreignent ainsi le «cadre de travail» des processeurs, limitant le
recours à la conscience.
Des contextes peuvent entrer en concurrence. Par exemple lorsqu’un enfant lit une bande
dessinée en voiture, son regard est concentré sur une image fixe alors que son oreille
interne perçoit le déplacement de la voiture, ce qui provoque un conflit perceptif dans son
cerveau, dont il résulte généralement un état nauséeux.
3.3 UN SYSTÈME DYNAMIQUE
La figure 3.1 présente les trois composantes essentielles de ce modèle:
• les contextes représentent le cadre général dans lequel se situe l’objet, comme les
attentes, les intentions, la perception de l’environnement, etc.
• la conscience, ou l’espace global de travail, dans lequel prennent place des concepts
tels que l’attention, la mémoire de travail, le contrôle de processus, etc.
• les processeurs spécialisés inconscients qui représentent l’ensemble des
fonctionnalités du système nerveux, comme la mémoire à long terme, les réflexes, les
facultés physiques et intellectuelles, les processeurs parallèles distribués (p.ex. les
mouvements coordonnés), etc.
Un processeur spécialisé inconscient recevant l’information émise par la conscience peut
par exemple y réagir en essayant à son tour d’accéder à la conscience ou encore rejoindre
ou former une coalition, représentée par une boucle de rétroaction dans le schéma ci-
dessus. Une telle boucle de rétroaction peut également avoir un caractère purement
informatif renseignant le processus conscient sur sa propre finalité. 
3.3.1 LA FORMATION DE CONTEXTES
Si dans un contexte considéré comme stable, la finalité du processus conscient est toujours
la même, c’est-à-dire que le choix d’une solution parmi un ensemble fini d’alternatives est
toujours identique, alors ce processus deviendra de moins en moins conscient jusqu’à
Figure 3.1: Composantes principales du modèle Global Workspace
Conscience
(Global workspace)
Contextes
Processeurs spécialisés inconscients
Processus
conscients
Diffusion35
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la portée du processus. C’est la capacité d’adaptation de notre organisme à son
environnement, constituant ainsi une forme d’évolution psychologique, voire une forme
d’apprentissage. La formation d’un contexte consiste à automatiser la formation d’une
coalition, c’est-à-dire à figer une coalition pour en faire un réflexe, une intuition, ou toute
autre forme d’automatisme (voir figure 3.2)
3.3.2 FLUX DE CONSCIENCE
Baars ne fige la conscience ni dans l’espace ni dans le temps. Nous l’avons vu, son modèle
suggère des rétroactions ce qui nous conduit à considérer la conscience comme un flux,
c’est-à-dire une succession d’états de conscience. La figure 3.3 propose une représentation
du flux de conscience et montre comment la transition s’effectue entre l’espace global de
travail à différents moments, en particulier lorsqu’un cycle  (un processus conscient
diffusant un message à tous les processeurs inconscients) déclenche un nouveau processus
conscient et donc un nouveau cycle, éventuellement dans un nouveau contexte.
Conscience ConscienceConscience
temps
Figure 3.2: Formation d’un contexte inconscient partant d’un processus conscient
Figure 3.3: Un flux de conscience considère l’espace global de travail dans une vision dynamique
GWt
Contexte hiérarchique dominant
temps
Contexte A Contexte B
Contexte A.x Contexte B.y Contexte B.z
GWt+1 GWt+2 GWt+3
GWt: Global Workspace (espace global de travail) au moment t36
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Nous l’avons dit, les contextes sont organisés en hiérarchie dont le sommet est le contexte
dominant, par exemple l’objectif de survie, et dont les niveaux inférieurs sont de plus en
plus précis quant à la perception de l’environnement et à la fixation des objectifs. A cet
égard, il est intéressant de relever l’explication que donne Baars de la surprise. Il
considère en effet que la surprise est provoquée par l’interruption d’un contexte. Cette
interruption peut survenir dans des contextes de niveaux différents dans la hiérarchie, mais
plus le niveau sera élévé, plus la portée de l’interruption sera conséquente puisqu’elle va
se propager à tous les niveaux inférieurs. Un contexte ainsi dérangé se «défait» et n’existe
plus que par les processeurs inconscients qui le constituent et qui vont reformer le contexte
par le mécanisme rétroactif présenté ci-dessus.
La figure 3.4 présente deux exemples de surprise dans une hiérarchie de contextes. Dans
le premier exemple, partie gauche du schéma, la surprise provoque une rupture au niveau
le plus proche de l’espace global de travail équivalant à une interruption du contexte
précédant directement la conscience. Une interruption de contexte vide le contenu de
l’espace global et force les processeurs inconscients à reformer une coalition et ainsi à
accéder à l’espace global de travail dans le cadre du contexte directement supérieur. Le
second exemple, partie droite du schéma, présente l’interruption d’un contexte plus haut
dans la hiérarchie, ce qui a pour effet d’interrompre en cascade tous les contextes qui lui
sont attachés.
Figure 3.4: Modélisation de la surprise comme interruption de contexte
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VERS DES MODÈLES COMPUTATIONNELS
Si, comme le suggère Dennett, la conscience se réfère à des éléments intangibles, des
mèmes, l’informatique doit être en mesure de fournir des algorithmes capables de
manipuler ces éléments afin d’implémenter une conscience psychologique. De plus, la
notion de mème est très proche de tous les éléments manipulés par un algorithme,
s’agissant de données, d’informations, de faits ou encore de règles. C’est ainsi que nous
nous dirigeons vers des modèles computationnels1.
4.1 LA COUCHE «CONSCIENCE»
Les différentes théories et approches de la conscience que nous avons présentées plus haut
ont en commun le fait qu’elles considèrent que la conscience constitue une couche
distincte du reste de l’individu. Elles diffèrent cependant dans la définition de ce reste
ainsi que sur les relations entre la conscience et le reste. Pour Descartes (section 2.2.1), la
conscience est esprit et suffit à démontrer l’existence de l’individu; le corps est l’autre
entité dans l’optique dualiste cartésienne. Pour Nietzsche (section 2.2.2) la conscience est
apparue au fil de l’évolution, et elle est même le dernier organe dont l’humain se soit doté;
il considère de plus que la conscience est la couche directement supérieure à la couche des
idées, elle-même supérieure à l’individu biologique. Eccles et Popper (section 2.2.3)
situent la conscience au niveau du monde 2, à l’interface du monde 1 qui incarne le monde
matériel et biologique et du monde 3 qui comprend les idées, les théories et autres
éléments intangibles que se partagent les individus. Enfin, Dennett (section 2.2.3)
considère que la conscience émerge des états des différentes parties du cerveau; la
conscience n’est de ce fait pas localisable et ne constitue pas un organe ou un flux unique,
mais se construit sur des stimuli parallèles. 
Dans toutes ces approches, la conscience constitue ainsi une couche de haut-niveau et
abstraite en ce sens qu’elle manipule des éléments intangibles d’origine tangible (p.ex.
une perception sensorielle) ou de nature à influencer le comportement de l’individu dans
son environnement concret (p.ex. la décision d’exécuter une action). Cependant, cette
«couche conscience» n’est pas autonome, elle est fortement liée aux couches inférieures.
Une des difficultés majeures dans la recherche d’un consensus sur la nature de la
conscience est de déterminer la nature de cette interconnexion, plus particulièrement de
savoir comment réduire un élément abstrait pour qu’il déploie ses effets concrets [Kim,
2002]. Si la plupart des théories sur la conscience semblent s’accorder sur le fait que la
conscience est une couche abstraite, elles divergent sur ce point: de Descartes qui pensait
que l’esprit transmettait ses instructions à travers la glande pinéale et l’hypophyse, à
Dennett qui à l’inverse considère que la conscience émerge de toutes les parties du
cerveau, en passant par Baars qui considère la conscience comme étant une mémoire de
travail centralisée et séquentielle, mais à laquelle accèdent des processeurs concurrents et
distribués, la palette est large. En d’autres termes, et dans une optique computationnelle,
1. Le terme «computationnel» fait partie de ces néologismes issus de l’anglais. Nous
voulons en effet bien traduire «computational», afin de signifier le potentiel
informatique qu’exposent certains modèles. Un modèle computationnel tend ainsi à être
suffisamment formalisé de manière à être traductible en algorithmes. En fait de
néologisme, nous pouvons argumenter que nous nous réapproprions le terme moyen-
âgeux aujourd’hui disparu «computer» qui a donné «to compute» en anglais.39
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mécanismes qui lui sont propres, ou alors elle peut être supposée surgir de l’exécution de
processus de niveau inférieur lui déniant ainsi tous mécanismes propres [Atkinson et al.,
2000].
4.2 DIFFÉRENTES FONCTIONS DE LA CONSCIENCE
Considérant que la conscience est un concept hybride, c’est-à-dire un amalgame de
plusieurs concepts, [Block, 1995] propose de distinguer les différentes fonctions de la
conscience:
• La conscience d’entrée1 peut être qualifiée de représentative, quantitative et
fonctionnelle. Elle est le module de la conscience attaché aux organes sensoriels,
reflétant les perceptions de l’environnement, de soi-même (p.ex. douleur). 
• La conscience phénoménale2 est le module qualitatif, celui du ressenti, de la
sensation. Elle se rapporte à l’effet que produit sur un individu un fait (p.ex. ressenti
d’une douleur, d’une couleur, d’un souvenir, ...).
• La conscience de soi3 est la capacité à se considérer comme une entité dans son
environnement, à prendre conscience de son existence, à raisonner à propos de soi-
même. Elle s’illustre généralement en considérant la réaction d’un individu face à un
miroir, observant ainsi son abilité à se reconnaître. Elle est la conscience de son
identité et se forme également par l’interaction avec ses pairs, plus précisément elle
est également l’image que nous nous faisons de nous-même en fonction de ce que nos
pairs renvoient de nous (voir section 2.2.2). 
• La conscience de contrôle4 est l’idée d’un contrôle interne pouvant revêtir plusieurs
formes dont une perception interne, par exemple une conscience phénoménale d’un
état propre ou de soi. Elle peut également être de la forme d’un balayage5 interne
renvoyant des informations sur soi-même. Enfin, elle peut être de type méta-cognitif,
d’un niveau de pensée supérieur, permettant d’être conscient d’être dans un état, puis
conscient d’être conscient d’être dans un état, puis conscient d’être conscient d’être
conscient etc. 
Bien évidemment, ces concepts se recoupent, ils ne sont pas clairement distincts les uns
des autres. S’agissant d’une classification de différentes fonctionnalités que l’on attribue
à la conscience, nous pouvons constater qu’il n’est pas trivial «d’ouvrir la boîte» et d’en
retirer un schéma de fonctionnement. A tel point que Baars rejette cette classification
arguant qu’un élément conscient est, par nature, tant phénoménologique
qu’informationnel, indistinctement [Baars, 1995]. Cependant ces différents concepts nous
fournissent un excellent moyen de délimiter et de formaliser au mieux la conscience dans
une optique computationnelle. Il s’agit en effet de s’interroger sur la possibilité d’intégrer
ces différentes fonctionnalité dans un algorithme. Si ces fonctionnalités s’entremêlent
dans la conscience naturelle, elles méritent leur statut de fonction dans une version
artificielle. 
1. en anglais: access-consciousness; abrégée a-consciousness
2. en anglais: phenomenal consciousness; abrégée p-consciousness
3. en anglais: self-consciousness; abrégée s-consciousness
4. en anglais: monitoring-consciousness; abrégée m-consciousness
5. en anglais: scanning40
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phénoménale puisqu’elle touche aux émotions. Les connaissances informatiques actuelles
ne permettent pas de traiter de la «qualité» autrement qu’en la quantifiant. Ce faisant, la
conscience phénoménale est réduite au niveau de la conscience d’entrée.
La conscience d’entrée étant rattachée à des capteurs sensoriels ayant pour effet de générer
une information sur la perception, elle est la forme de conscience la plus encline à être
traduite dans un algorithme. Il existe en effet dans bon nombre de systèmes artificiels des
capteurs destinés à mesurer une intensité (p.ex. température, poids), une position (p.ex.
latitude et longitude), etc. Elle consiste ainsi à «prendre conscience» de ces informations,
mettant ainsi en oeuvre un processus de réflexion (dans le sens de refléter) entre la couche
«sensorielle» et la couche «conscience». 
La conscience de soi pose un défi intéressant en termes d’intelligence artificielle. Nous
pensons là à l’interaction avec des pairs et à la capacité de se reconnaître en fonction de
ce qu’ils renvoient. Nous ne traitons cependant pas de cet aspect ici, nous laissons ce point
ouvert pour des recherches futures (voir section 12.2).
Reste la conscience de contrôle et les déclinaisons retenues ci-dessus, au nombre de trois.
La perception interne se rapporte à un état qualitatif de son état ou de soi, les mêmes
remarques que nous avons formulées pour la conscience phénoménale s’appliquent. Ce
concept exprime le «bien-être» d’un individu, qui est un équilibre entre critères
quantitatifs et qualitatifs propres à chacun. Le balayage interne quant à lui consiste à
manipuler les informations contenues dans la conscience afin de les organiser, créer des
regroupements, des synergies, etc. Elle est la fonction proactive de la conscience, étant la
seule à ne pas générer des observations, mais à les utiliser. Si la nature du résultat de cette
fonction n’est pas déterminée en théorie, nous proposons dans notre modèle une fonction
bien définie en l’associant à la formation de contextes tel que présentée par Baars (voir
section 3.3.1). Finalement, la partie méta-cognitive consiste à fournir une prise de
conscience récursive, permettant d’être conscient d’être conscient. Cette fonctionnalité est
pertinente d’un point de vue informatique, et elle offre un point d’accrochage pour
l’exploration de la conscience de soi (voir ci-dessus) et nous n’en faisons donc pas cas ici.
4.3 IDENTIFICATION DES CORRÉLATIONS COMPUTATIONNELLES
Se pose maintenant la question du fonctionnement de la conscience et l’intégration de ces
fonctions. D’un point de vue computationnel il s’agit de déterminer la nature, ou la forme,
à donner à la conscience. Nous l’avons vu ci-dessus, les avis divergent mais deux
tendances se dégagent selon leur degré de spécialisation (section 4.1). Dans le cas d’une
conscience non-spécialisée, comme c’est le cas dans la théorie de Dennett, elle est
émergente, dès lors elle doit émerger de l’exécution des algorithmes au niveau de l’objet,
mais elle n’est pas implémentable en tant que telle. Dans le cas d’une conscience
spécialisée, comme dans la théorie de Baars, la conscience existe en tant que module, et
peut dès lors faire l’objet d’une implémentation. Nous identifions ici les éléments que
nous retenons dans notre modèle fonctionnel parmi toutes les théories de la conscience
présentées ci-dessus. 
Nous rappelons ainsi que l’espace global de travail de Baars remplit essentiellement deux
fonctions. Premièrement il permet à des processeurs spécialisés de former des coalitions
en vue d’exécuter une tâche. Nous associons cette fonction à la délibération puisque, du
point de vue du système, il s’agit de réfléchir sur le moyen d’effectuer une tâche. Les
processeurs sont concurrents et définissent, ensemble, l’état du système. A ce titre, il
constitue la conscience d’entrée selon la définition que nous avons donnée ci-dessus.41
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automatique (inconsciente) d’une tâche. Cette fonction constitue une forme
d’apprentissage, puisque partant d’une délibération on aboutit à un contexte, c’est-à-dire
un réflexe. Ceci est rendu possible par un traitement des informations reflétées dans la
conscience, et s’apparente ainsi à la fonction de balayage interne que nous avons abordée
ci-dessus également. Ce traitement est spécifique à la formation de contextes sur la base
de coalitions formées dynamiquement.
Nous l’avons répété à plusieurs reprises, nous nous inspirons passablement du modèle de
l’espace global de travail fourni par Baars. Il apparaît cependant essentiel à ce stade où
nous passons des considérations théoriques aux aspects concrets et techniques d’aborder
les points qui divergent entre notre approche et celle de Baars. En effet, les processeurs
concurrents ne sont pas clairement définis (section 3.2.1). Nous savons uniquement qu’ils
représentent des compétences simples (c’est-à-dire non-composées) et que lorsqu’ils ont
besoin d’accéder à l’espace global de travail, ils entrent soit en compétition soit en
collaboration. Ces notions étant ainsi relativement floues, il est nécessaire de les redéfinir
en vue d’en fournir une implémentation concrète, au risque de réduire la portée de celles-
ci. Nous identifions ainsi deux types de processeurs: 
• Les processeurs décrivant l’environnement, offrant soit une représentation d’éléments
externes et ainsi associés à des capteurs sensoriels, soit une information ou un fait par
rapport à l’environnement (p.ex. une localisation). Ces processeurs sont autonomes et
ne nécessitent pas de recourir à l’espace global de travail puisqu’ils représentent un
fait ou une donnée.
• Les processeurs qui activent une action. Les actions elle-mêmes ne sont pas
représentées, même si une action peut être constituée de plusieurs actions (p.ex.
l’action de «faire un pas en avant» implique un grand nombre d’actions diverses).
Seuls le choix de l’action et son activation sont considérés par la conscience. Nous
parlerons de sélection d’action le fait d’invoquer le contexte représentant une action.
Certaines actions peuvent être autonomes et sont invoquées sans avoir recours à la
conscience (p.ex. respiration, pulsation cardiaque). D’autres, plus intéressantes, sont
les actions qui sont sélectionnées dans certaines situations, en fonction de l’état ou des
intentions du système. Les processeurs d’activation doivent alors recourir à la
conscience afin de former une coalition avec les processeurs décrivant
l’environnement. D’un point de vue informatique, ces processeurs sont définis par des
règles. 
Sur cette base, la notion de compétition entre processeurs est implicite. En effet, les
processeurs activant une action sont en compétition et accèdent à la conscience lorsque la
prémisse de la règle est satisfaite. 
Nous définissons alors une délibération comme étant la formation d’une coalition
conduisant à sélectionner une action. Le processeur nécessaire à l’activation d’une action
constitue une condition à la sélection de l’action. La délibération est une fonction
récursive en ce sens que tant qu’une action n’est pas sélectionnable, le processeur ou la
coalition en cours de formation retournent dans l’espace global de travail pour associer de
nouveaux processeurs à la coalition. 
Nous définissons un contexte comme étant une coalition de processeurs inconsciente et
permanente. Un contexte décharge la conscience de former une coalition, cette dernière
étant compilée. Ainsi un contexte permet de sélectionner une action directement sans avoir
recours à l’espace global de travail. 42
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relativement maigre, les processus de délibération et de formation de contextes offrent une
implémentation viable des fonctionnalité de base de l’espace global de travail. 
Nous introduisons au chapitre 6 un exemple simple que nous utilisons pour illustrer nos
développement tout au long de ce travail, en particulier au chapitre 8 où nous traitons de
la délibération, et au chapitre 9 dans le cadre de la formation de contexte
4.4 TRAVAUX CONNEXES
Avant de passer à la présentation de notre propre implémentation, nous présentons ici
quelques modèles informatiques visant à formaliser et/ou à implémenter la conscience.
Les recherches allant dans ce sens étant encore rares, la littérature scientifique n’est pas
très abondante à ce sujet. 
4.4.1 LES SYSTÈMES IDA ET CMATTIE
Stan Franklin a développé pour le compte de l’armée américaine un système baptisé IDA
pour «Intelligent Distribution Agent» [Franklin, 2003], duquel il a dérivé un système à
usage civil CMattie pour «Conscious Mattie» [Franklin & Graesser, 1999]. Ces systèmes
sont présentés comme une implémentation de la conscience selon le modèle de Baars. Ils
sont utilisés à des fins d’allocation de ressources interragissant avec les acteurs impliqués
dans le système par le biais de courriers électroniques échangés en langage naturel. 
A la base de ces applications on trouve des «codelets», des fragments de code
implémentant les processeurs spécialisés inconscients. Certains d’entre eux agissent
comme des démons, c’est-à-dire qu’ils observent si un fait précis survient et s’activent.
Etant organisés en réseaux de neurones, une zone plus active que le reste du système attire
l’attention de la conscience, p.ex. certains mot-clés contenus dans un message sont
reconnus permettant au système d’en donner une interprétation. Sur cette base, le système
génère une réponse en termes d’allocation de ressources (planification de missions (IDA),
ou d’agenda (CMattie)). 
Ces systèmes se réfèrent davantage à l’architecture que donne Baars de la conscience, un
module centralisé (la conscience) qui synchronise des éléments de nature hétérogène
répartis dans le système (processeurs, contextes), qu’à une véritable implémentation de la
conscience. 
4.4.2 LE PROJET COGAFF
Le projet Cognition and Affect (CogAff) s’intéresse aux émotions dans le but de modéliser
et d’expliquer celles-ci chez les êtres vivants et de fournir aux systèmes artificiels les
moyens de comprendre et reproduire des comportements émotionnels [Sloman, 2001]. Ce
projet cherche à définir comment établir des architectures d’agents intelligents complets,
qu’ils soient artificiels ou naturels [CogAff, 2004]. 
L’architecture la plus aboutie de ce projet, appelée H-CogAff, est composée de trois
niveaux:
• le niveau réactif qui réagit instinctivement à des modifications de l’environnement par
des actions exerçant à leur tour une influence sur l’environnement
• le niveau délibératif qui se superpose au précédent et qui traite de la planification, de
la décision, etc. c’est-à-dire de la sélection d’action43
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l’évaluer voire de le modifier. 
Nous reproduisons à la figure 4.1 la représentation graphique telle que proposée par
[Sloman, 2001].
L’architecture proposée est très similaire à celle que nous avons identifiée dans notre
propre recherche. Sloman nous conforte ainsi dans notre approche structurée de la
conscience.  
4.4.3 DES MACHINES CONSCIENTES
Owen Holland et son équipe sont issus de l’ingénierie et ont pour objectif de construire
une machine consciente [Holland & Goodman, 2003]. Ils s’attachent ainsi moins à
proposer une modélisation élaborée de la conscience qu’à déterminer un modèle simplifié
mais fonctionnel. C’est ainsi qu’ils utilisent des modèles internes constitués des processus
et de la structure du système qu’ils représentent. Ces systèmes sont contrôlés par un
module de contrôle qui fournit des données de contrôle au système (inputs) influençant
son comportement, puis qui récupère les données produites par le système (outputs) qui
seront prises en compte dans le calcul des données d’entrée suivantes. Le contrôle vise
ainsi à maintenir le système dans un certain état, à le guider sur une certaine trajectoire,
etc. 
On distingue deux types de contrôles: la rétroaction (feedback) et la réaction positive
(feedforward). Les contrôleurs de rétroaction visent généralement à maintenir le système
dans un état précis et cherchent ainsi à corriger et à adapter les valeurs de sorties. Ces
contrôleurs choisissent une action, évaluent son effet et, sur cette base, choisissent l’action
suivante. Les contrôleurs de réaction positive prennent en compte tous les facteurs
influençant le système ainsi que les valeurs de sortie désirées dans le calcul des données
d’entrées. Il n’y a dans ce cas pas de mesure de la valeur de sortie, ce qui rend l’exécution
beaucoup plus rapide, avec la contrainte cependant de connaître l’ensemble des éléments
exerçant une influence sur le système. Ceci implique que le contrôleur ait une
représentation - un modèle - du comportement du système. 
Figure 4.1: L’architecture H-CogAff telle que représentée dans [Sloman, 2001]44
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cerveau, c’est-à-dire que certaines actions sont le fait d’une rétroaction, par exemple
lorsque nous exécutons un nouveau mouvement, et d’autres sont le fait d’une réaction
positive, par exemple lorsque nous voulons le lever le bras pour appuyer sur un bouton,
nous nous fixons pour objectif le bouton et non pas le mouvement. 
Ainsi ces deux contrôleurs s’apparentent fortement aux concepts que nous avons
développés plus haut dans la théorie de Baars, c’est-à-dire la délibération qui est une
boucle rétroactive ayant recours à la conscience et les contextes qui permettent d’atteindre
directement le but puisqu’ils regroupent tous les éléments nécessaires à l’exécution d’une
action. 45
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Chapitre 5 Les langages de communicationCHAPITRE 5
LES LANGAGES DE COMMUNICATION
Nous l’avons relevé plus haut, une composante fondamentale de la conscience est le
langage, en ce sens que pour être conscient, un fait doit être formalisé. Nous entendons ici
langage au sens large, incluant outre les langues parlées, des signes, des pictogrammes,
des fresques, des sons, etc.
Notre modèle repose lui-aussi sur un langage, plus précisément un langage formel de
communication synchronisée. Nous présentons dans ce chapitre les tendances les plus
répandues en terme de langage de communication pour agent (ACL, Agent
Communication Language) avant de présenter une approche différente qui est à la base de
nos outils et de notre modèle. 
D’une manière générale, les ACL règlent les communication dans des systèmes
multiagents, c’est-à-dire la manière dont les agents appelés à coopérer - voire à se
concurrencer - peuvent s’échanger des informations. Pour y parvenir, un système
multiagent doit répondre à des problèmes situés à des niveaux différents [Finin and
Fritzson, 1994]: 
• Transport: comment les agents envoient et reçoivent les messages?
• Langage: que signifie un message? comment l’interpréter?
• Politique: quel est le déroulement d’une conversation?
• Architecture: comment connecter les systèmes entre eux (protocoles)?
Un ACL fait abstraction de la caractéristique distribuée d’un système, et ne s’occupe donc
pas de la communication physique entre agents réglée par des protocoles de bas niveaux
(p.ex. Internet). Un ACL va régler la communication entre agents aux niveaux mental et
social, ce qui implique qu’un message indique la raison pour laquelle il a été envoyé, par
exemple une demande d’information, une requête pour l’exécution d’une tâche, etc. Les
ACL courants possèdent ainsi des caractéristiques sémantiques complexes, basées sur des
primitives de communication, identifiant de manière exhaustive tous les types de
messages possibles. De plus, afin de minimiser les erreurs d’interprétation et de maximiser
l’ouverture du système à des développements ultérieurs, les ACL suivent une syntaxe et
une sémantique rigoureuses.
5.1 LA THÉORIE DES ACTES DE LANGAGE
Les ACL les plus répandus, KQML et FIPA ACL, reprennent les concepts définis dans la
théorie des actes de langage1 [Austin, 1962][Searl, 1969], et qui postule qu’une parole
peut constituer un acte. Selon cette théorie, tout énoncé, par son énonciation, réalise trois
actes:
• un acte locutoire: l’acte de dire quelque chose
• un acte illocutoire: l’acte induit par la parole (p. ex. un ordre: «Sors!» suppose que le
destinataire quitte la pièce, une insulte: «salaud!» vise à blesser le destinataire, etc.)
• un acte perlocutoire: l’obtention de certains effets par la parole (p. ex. interrompre un
discours en posant une question à l’interlocuteur, etc.).
1. en anglais: speech act theory49
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message une sémantique forte, ce qui évite au destinataire de devoir interpréter le
message. Il lui suffit en effet de l’exécuter (ou de ne pas l’exécuter) en utilisant les
arguments contenu dans le message. De tels messages sont dit performatifs. Une
performative - c’est-à-dire un message performatif - pour qu’elle soit valide, doit respecter
un certains nombre de conditions issues de son environnement (donné par le système
d’agents) et de son protocole (donné par le langage choisi). 
5.1.1 KQML
Le premier langage de ce type offert à la communauté des systèmes multiagents est
KQML - Knowledge Query and Manipulation Language [Finin et al., 1993]. Il s’agit d’un
langage de haut niveau, en ce sens qu’il ne s’occupe pas de décrire la manière dont un
message doit être «transporté». Il fait cependant quelques hypothèses:
• les agents sont connectés par des liens de communication unidirectionnels qui
transportent des messages discrets, ce qui revient à dire que la communication est
asynchrone (non-connectée)
• le destinataire connaît l’expéditeur
• une séquence de messages envoyés à une même destination arrivent dans l’ordre
initial
• la livraison du message est assurée (vérification déléguée à la couche transport)
Les arguments d’une performative sont précédés du nom de l’argument, lui-même précédé
de deux points (:), comme dans l’exemple: 
tell
:content <expression>
:language <word>
:ontology <word>
:in-reply-to <expression>
:force <word>
:sender <word>
:receiver <word>
Les spécifications de KQML se composent des primitives de communications
(performatives) suivantes:
achieve advertise ask-about
ask-all ask-if ask-one
break broadcast broker-all
broker-one deny delete
delete-all delete-one discard
eos error evaluate
forward generator insert
monitor next pipe
ready recommend-all recommend-one
recruit-all recruit-one register
reply rest sorry
standby stream-about stream-all
subscribe tell transport-address
unregister untell50
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supplémentaires propres, mais il perd alors son caractère de standard. La principale
faiblesse de KQML est que sa sémantique n’est pas fortement formalisée, ce qui provoque
des différences d’interprétations. On ne trouve guère plus d’adepte de ce langage
aujourd’hui, de nouveaux efforts sur la base de ce langage ayant abouti à de nouveaux
langages plus fiable, en particulier le FIPA ACL que nous présentons dans la section
suivante.
5.1.2 FIPA
La Foundation for Intelligent Physical Agents (FIPA) est une organisation à but non
lucratif regroupant essentiellement des entités commerciales. Elle a pour but d’établir des
spécifications standardisées pour les interfaces d’agents ouvertes. Parmi ces
spécifications, elle propose un langage de communication pour agents (FIPA ACL) basé
lui aussi sur les actes de langages. 
Ce langage est composé de quatre primitives: confirm, disconfirm, inform, request. Ces
primitives représentent des actions atomiques, c’est-à-dire non-décomposables. Tous les
autres actes de langages sont construits sur la base des ces quatre primitives [O’Brien &
Nicol, 1998]. Si ceux proposés par le standard ne suffisent pas (20 à 30 actes de langages
sont proposés), il est là aussi possible d’étendre cet ensemble de performatives. 
La sémantique de FIPA - beaucoup plus formalisée que KQML - pose des préconditions
sur les actes de communication. Ainsi un agent A ne peut communiquer un message P à
un agent B seulement 
• si A pense P (c’est-à-dire que P est dans la base de connaissances de A) 
• et si A pense que B ne pense pas P
Ces préconditions se retrouvent dans le formalisme FIPA [FIPA, 2004]. Nous présentons
ci-dessous les quatre primitives atomiques du langage.
confirm:
<i, confirm (j, φ)>
FP: Biφ ∧ BiUjφ 
RE: Bjφ
où FP est la précondition (feasibility precondition) et RE le résultat (rational effect).
L’agent i informe l’agent j que la proposition φ est vraie. Biφ se lit «i croit (B pour believes)
que la proposition φ est vraie», c’est-à-dire que la proposition φ figure dans l’état local de
l’agent i; de même BiUjφ se lit «i croit que j n’est pas certain (U pour uncertain) que la
proposition φ soit vraie», c’est-à-dire que l’agent i peut déduire de son état local que
l’agent j n’est pas certain de la proposition φ (Ujφ indique que j n’est pas certain de la
proposition φ, mais penche plutôt pour φ que pour ¬φ). Le résultat escompté Bjφ est que le
destinataire j croie φ. 
disconfirm:
<i, disconfirm (j, φ)>
FP: Bi¬φ ∧ Bi (Ujφ ∨ Bjφ)
RE: Bjφ51
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peut le faire que s’il pense que l’agent j croit, avec ou sans certitude, que la proposition φ
est vraie.
inform:
<i, inform (j, φ)>
FP: Biφ ∧ ¬Bi (Ujφ ∨ Bjφ ∨ Bj¬φ)
RE: Bj¬φ
L’agent i ne peut informer l’agent j de la proposition φ que s’il pense que le destinataire
ne sait rien de cette proposition. 
request:
<i, request (j, a)>
FP: FP(a) [i\j] ∧ Bi Agent(j,a) ∧ Bi ¬PGj Done(a)
RE: Done(a)
L’agent i demande à l’agent j d’exécuter l’action a (éventuellement une performative). La
première précondition de cette primitive FP(a) [i\j] vérifie la part des préconditions
imposée à l’agent j pour exécuter l’action a dévolue à l’agent i; par exemple, si a = confirm
(i, φ) alors FP(a) [i\j] = Uiφ. La seconde précondition Bi Agent(j,a) vérifie que l’agent i
pense que l’agent j est en mesure d’exécuter l’action a. Enfin, l’agent i doit penser que j
n’a pas atteint le but persistant a (PG, persistent goal), c’est-à-dire que si a est un but de
l’agent, et que ce but est déjà atteint il ne peut en demander l’exécution. 
Ces préconditions supposent donc que chaque agent possède une représentation de la base
de connaissance de tous les autres agents, ce qui est une hypothèse très forte, puisque
difficile à établir, particulièrement dans un environnement ouvert [Chaib-draa and
Dignum, 2002].
Le standard FIPA ACL spécifie également un ensemble de protocoles, un protocole
définissant une conversation par une séquence de messages. En guise d’exemple,
considérons le protocole régissant une requête (Request protocol), mettant en relation
deux agents. La conversation est initiée par l’agent requérant qui envoie au destinataire la
performative request par laquelle il lui demande d’exécuter une certaine action. Le
Figure 5.1:  Protocole de requête FIPA (FIPA Request protocol) représenté par un automate à états 
finis
request
action
not-
understood
refuse
reason
agree
failure
reason
inform
done
inform-ref
result52
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raison du refus), soit accepter la requête. Dans ce dernier cas le destinataire informe le
requérant si l’exécution de la requête a réussi en donnant éventuellement une référence à
l’objet en résultant. Ces protocoles peuvent être représentés graphiquement par des
automates à états finis (voir figure 5.1), des diagrammes de séquences UML (voir figure
5.2) (étendu pour la modélisation d’agents [Odell et al., 2001]), ou encore des réseau de
Pétri colorés [Nowostawski et al., 2001]. 
De tels protocoles - régissant les règles sociales des agents - offrent un certain confort en
ce sens qu’ils permettent d’anticiper toutes les séquences de conversation et de les
confiner dans des diagrammes. Ces conversations doivent donc être déterminées à
l’avance et demeurer statiques, c’est-à-dire qu’un protocole donné ne peut pas faire appel
à un autre protocole spécifique. Autrement dit, contrairement à la programmation
traditionnelle, il n’est pas possible de définir des conversations à l’aide de blocs
d’exécution, permettant une exécution dynamique [Bonzon, 2002b]. Nous verrons que le
langage que nous présentons au point 9.1 lève cette contrainte. Relevons encore que les
spécifications FIPA ne contraignent pas les développeurs à utiliser ces protocoles, mais
nous nous souvenons que le but de FIPA est d’établir des standards davantage qu’un
formalisme seul. Dès lors pour qu’un système soit conforme aux spécifications FIPA, il
doit respecter ces standards. 
5.2 UN MODÈLE DE COMMUNICATION SYNCHRONISÉ
Une autre approche est proposée par [Hindriks et al., 2000] et diffère de celles basées sur
la théorie des actes de langage que nous avons présentées ci-dessus. Cette approche est à
la base des modèles et outils que nous utilisons dans le cadre de notre recherche. Nous
présentons d’abord le modèle initial tel que proposé par Hindriks, puis une variante de
celui-ci proposé par [Bonzon, 2002a]. 
Figure 5.2: Protocole de requête FIPA (FIPA Request protocol) représenté par un diagramme de 
séquence UML53
Les langages de communication Chapitre 55.2.1 UNE SÉMANTIQUE POUR AGENTS COMMUNICANTS
Cette approche se place d’abord du point de vue du destinataire du message, et va
considérer l’effet du message sur ce dernier. Ensuite, au lieu de disposer d’un ensemble
arbitraire de primitives de communication, elle n’en propose que quatre, fonctionnant par
paires: tell/ask et req/offer. La première paire est utilisée dans le cas d’échanges
d’informations et fait appel à la déduction afin de dériver une information à partir d’un
message reçu. La seconde paire est utilisée dans le cas de requêtes et fait appel à
l’abduction pour expliquer des faits et trouver des plans qui satisfont ces requêtes. Ces
primitives fonctionnent de manière synchrone, c’est-à-dire que tell et ask respectivement
req et offer doivent être échangées simultanément entre l'expéditeur et le destinataire pour
que la communication s’accomplisse, plus précisément pour qu’un message soit transmis.
Une telle action est atomique et bloquante, de telle sorte qu’on ne peut pas décomposer
ces primitives et que par conséquent elles ne peuvent d’une part pas être interrompues et
d’autre part, lorsqu’un des protagonistes s’engage dans une communication, il reste en
attente jusqu’à ce que le partenaire de la communication se synchronise. 
Lors d’un échange d’information, le message tell(r,ϕ)/ask(s,ψ) réussi lorsque l’expéditeur
s (sender) envoie une formule fermée ϕ au destinataire r (receiver) et que ce destinataire
est en mesure de dériver une substitution θ qui, conjuguée à ψ, réponde à la question
formulée par le destinataire lui-même (ψ); aucune donnée n’est renvoyée en retour.
Formellement la définition est
lr ∪ ϕ |− ψθ
lr représente l’état local de r (croyances et buts, beliefs and goals), ϕ la formule fermée
envoyée par l’expéditeur (c’est-à-dire l’information échangée), ψ la question formulée par
le destinataire (contenant des variables libres) et θ l’unificateur le plus général dérivé par
ce dernier.
Cette primitive de communication ne fait ni l’hypothèse de la loyauté de l’expéditeur,
c’est-à-dire que l’existence dans son état local de la formule fermée envoyée n’est pas
requise, ni ne précise ce que le destinataire va faire de la substitution θ obtenue après
dérivation, c’est-à-dire qu’à ce stade le destinataire n’est pas supposé mettre à jour ses
croyances en fonction de la réponse, ni vérifier la consistance de ψθ. Autrement dit, il n’y
a aucune précondition sur les agents pour un échange d’information. 
A titre d’exemple, considérons l’échange d’information suivant. Le message de
l’expéditeur est une formule fermée qui permettra au destinataire de déduire le grand-père
de Jacob [Bonzon, 2002a]. 
tell(r, ∀XYZ father(X,Y) ∧ father(Y,Z) ⇒ grandfather(X,Z)) 
ask(s, grandfather(X,jacob))
étant donné l’état local du destinataire lr
lr |− father(abram, isaac) ∧ father(isaac, jacob)
Il apparaît clairement dans cet exemple que r peut facilement déterminer la variable libre
contenue dans sa question ψ à l’aide de la formule reçue de s en déduisant ψθ =
grandfather(abram,jacob).54
Chapitre 5 Les langages de communicationDans le cas d’une requête, le message req(r,ϕ)/offer(s,ψ) est considéré comme réussi
lorsque l’expéditeur s envoie une formule fermée au destinataire r et que ce dernier peut
proposer - par abduction - une formule ψ dont les variables libres sont substituables par θ.
L’association ψθ permettrait alors de déduire la requête ϕ. Là encore, aucune donnée n’est
retournée. Formellement, la définition est 
lr ∪ ψθ |− ϕ
lr représente l’état local de r, ϕ la formule fermée envoyée par l’expéditeur (la requête), ψ
une formule pouvant contenir des variables libres qui, associée à une substitution θ,
permet de déduire la requête ϕ. ψθ offre alors bien un cadre général permettant de déduire
la requête. Cependant, ψθ étant obtenu par abduction, il n’est pas unique; le choix du cadre
explicatif (ou plan) est laissé libre. L’abduction est l’opération consistant à déterminer une
explication permettant de déduire des observations données. Intuitivement elle est
l’opération inverse de la déduction. En réalité elle est bien davantage puisque que - comme
nous le mentionnons ci-dessus - plusieurs solutions peuvent expliquer un fait observé.
Afin de réduire l’espace de solution, l’abduction s’accompagne généralement de
contraintes d’intégrités. On se référera utilement à [Boral and Gelfond, 1994] pour une
présentation plus étendue de l’abduction.
De même que pour tell, la primitive offer ne fait aucune hypothèse sur l’état mental du
destinataire, en particulier sur sa capacité à pouvoir trouver une solution à la requête. Une
requête n’implique donc aucune précondition sur les agents. 
Pour illustrer cet acte de communication, considérons la requête suivante. L’expéditeur s
requiert un moyen de dériver le grand-père de Jacob. Par un procédé abductif appliqué à
la requête et à son état local, le destinataire va construire une telle formule.
req(r, ∃X grandfather(X, jacob))
offer(s, father(X,Y) ∧ father(Y,Z) ⇒ grandfather(X,Z))
étant donné l’état local du destinataire lr
lr |− father(abram, isaac) ∧ father(isaac, jacob)
A ce stade, il est important de relever que la déduction, respectivement l’abduction, sont
effectuées chez et par le destinataire et que son résultat n’est pas traité, c’est-à-dire qu’il
n’est ni inséré dans la base de connaissance du destinataire, ni renvoyé à l’expéditeur.
Rappelons que le succès de ces actes de communication repose sur la capacité du
destinataire à pouvoir calculer un résultat. 
Si l’approche déductive s’implémente aisément, l’approche abductive, elle, est difficile à
programmer. Elle ne peut être qu’inefficiente puisqu’il s’agit d’explorer toute les
substitutions possibles de toutes les formules d’un système afin de trouver lesquelles
permettent de déduire l’objet de la recherche. Cependant cette approche est fondamentale,
puisqu’elle permet de décrire les flux de conversation de base: 
• La transmission d’information (push): a → b
• La demande d’information (pull): a ← b55
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Convaincu par le potentiel du modèle proposé par Hindriks, mais soucieux de pouvoir en
proposer une implémentation fonctionnelle, [Bonzon, 2002a] reconsidère la paire de
primitive req/offer faisant appel à l’abduction pour en proposer une version basée sur la
déduction. Nous présentons ici la conversion de la paire abductive req/offer vers une paire
déductive call/return.
Dans la requête call(r,ϕ)/return(s,ψ), tant ϕ que ψ peuvent contenir des variables libres.
L’expéditeur recourt au destinataire afin qu’il instancie ses variables libres. Le destinataire
va alors tenter de mettre en correspondance la requête ϕ avec sa propre requête ψ et
retourner la substitution θ qu’il en aura dérivé. Formellement, la définition est 
ϕθ = ψθ et lr |− ψθ
lr est l’état local du destinataire, ϕ la requête - formule comprenant des variables libres -
envoyée par l’expéditeur, ψ la formule que le destinataire essaie de mettre en
correspondance avec le requête ϕ par la substitution θ, cette dernière étant cette fois
renvoyée à l’expéditeur.
L’exemple de la requête traité ci-dessus devient alors
call(r, grandfather(X, jacob))
return(s, grandfather(X,Z))
étant donné l’état local du destinataire lr
lr |− father(abram, isaac) ∧ father(isaac, jacob) ∧ ∀XYZ father(X,Y) ∧ father(Y,Z) 
⇒ grandfather(X,Z)
Abandonner l’abduction au profit d’une approche déductive nous mène à un modèle
moins puissant. De plus il contraint l’état local du destinataire à être plus complet, mieux
fourni. Nous pouvons le constater dans l’exemple ci-dessus, l’implication permettant de
déduire le grand-père de Jacob n’est contenu ni dans la requête de l’expéditeur ni dans la
solution que le destinataire lui offre, mais bien dans l’état local de ce dernier.
5.3 COMPARAISON AVEC LES LANGAGES BASÉS SUR LES ACTES DE 
LANGAGE
Nous avons brièvement présenté à la section 5.1 les langages de communication basés sur
les actes de langage, en particulier celui proposé par FIPA (section 5.1.2). Nous avons
notamment donné les spécifications formelles des quatre primitives du langages, à savoir
confirm, disconfirm, inform et request. Si l’on tente de comparer ces primitives et celles
introduites ici, nous constatons que les primitives confirm, disconfirm et inform servent à
la transmission d’information - push ci-dessus - et que request est une demande
d’information - pull -, du moins dans un contexte d’agents purement communicants
puisque les seules actions sélectionnables sont alors des actes de langage. 
Ainsi, dans le cas d’un push, le choix de la primitive par l’expéditeur dépend de l’état local
du destinataire. Les primitives synchronisées présentées ici se placent du point de vue du
destinataire, distinguant d’une part l’acte de communication de l’état local, et ne posant56
Chapitre 5 Les langages de communicationaucune précondition sur une primitive, l’interprétation et le traitement de l’information
obtenue étant laissées au destinataire. Les communications induites par les primitives
FIPA peuvent dès lors être traduites ainsi:
<i, inform (j, φ)> → tell(j,φ) / ask(i,ψ) où ψ est une variable libre
<i, confirm (j, φ)> → tell(j,φ) / ask(i,φ)
<i, disconfirm (j, φ) → tell(j,¬φ) / ask(i,φ)
Dans le cas de la primitive request, l’expéditeur ne demande pas directement une
information, dans le sens de pull, mais il demande au destinataire de lui transmettre une
information (push), il s’agit donc déjà d’une communication composite, elle prendrait une
forme du type:
<i, request (j, <j, inform (i, φ)>)>
Cette primitive est donc moins performante que la paire call/return. En effet, le fait que
ces primitives soient évaluées par le destinataire les rend plus explicites et plus naturelles
puisque nous pouvons simplement écrire en équivalence:
call(j,φ) / return(i,ψ) où ψ est une variable libre
Le modèle basé sur la synchronisation de deux paires de primitives est ainsi moins
contraignant que le langage proposé par FIPA. En effet, il ne pose de précondition ni sur
l’état local de l’expéditeur ni sur celui du destinataire. D’autre part, il se concentre sur le
point de vue du destinataire, qu’il faut voir comme un récepteur, à qui est dévolue la tâche
d’évaluation de la communication. 57
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Chapitre 6 Une machine abstraite séquentielleCHAPITRE 6
UNE MACHINE ABSTRAITE SÉQUENTIELLE
Dans le but de fournir un cadre applicatif à nos travaux, nous présentons dans ce chapitre
les spécifications de la machine abstraite développées dans [Bonzon, 2002a].
Le rôle de cette machine abstraite est de fournir une plate-forme d’exécution pour les
primitives de communications que nous avons présentées plus haut. Comme nous l’avons
vu, ces primitives sont indépendantes de l’état mental des agents, par conséquent la
distinction entre croyances (beliefs) et buts (goals) n’est plus requise. D’autre part, la
détermination de l’action à exécuter par un agent est généralement soit de nature statique,
impliquant des buts explicites et l’analyse de moyens pour les atteindre, soit réactive (ou
dynamique), basée sur des règles conditionnelles sans buts explicites, ou une combinaison
des deux. Comme nous le montrons dans ce chapitre, la machine abstraite que nous
retenons dans notre recherche est réactive, puisque le comportement de l’agent sera dicté
par l’exécution de plans, eux-mêmes sélectionnés suite à la vérification d’un certain
nombre de conditions. 
6.1 MODÈLE FORMEL
Le modèle formel à la base de la machine virtuelle provient de [Wooldridge & Lomuscio,
2000] dont le paradigme est simple: un agent est situé dans un environnement et ses
actions sont conditionnées par ce qu’il perçoit de son environnement, actions qui à leur
tour transforment l’environnement. 
Un environnement Env est donné par un tuple 〈E, υ, τe, e0〉, tel que
• E = {e0, e1, e2, ...} est un ensemble d’états de l’environnement.
• υ : E → 2E est la fonction de visibilité où υ(e) est un sous-ensemble de E dont les
éléments sont indiscernables pour tout agent situé dans l’environnement observé.
Supposons que υ(e2) = {e2, e3, e4}, alors l’agent sera incapable de distinguer e2 ni de
e3 ni de e4. Relevons encore que si υ(e) = {e} alors la fonction υ est dite tranparente.
Le cas échéant l’agent est capable de distinguer chaque état possible de
l’environnement. 
• τe : E × Act → E est la fonction de transition pour l’environnement, Act étant un
ensemble d’actions. 
• e0 ∈ E est l’état initial de l’environnement
Un agent Ag est un tuple  〈L, Act, see, do,τa, l0〉, tel que
• L = {l0, l1, l2, ...} est un ensemble d’états locaux de l’agent.
• Act = {a1, a2, ...} est un ensemble d’actions.
• see : υ(e) → Perc est la fonction de perception qui lie les ensembles de visibilité aux
perceptions avec Perc = {p1, p2, ...}.
• τa : L × Perc → L est la fonction de transition pour l’agent.
• do : L → Act est la fonction de sélection d’action.
• l0 ∈ L est l’état initial de l’agent.59
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comme suit. L’agent commence son cycle dans un état initial l0. Il observe son
environnement, lui-même initialisé, en e0 par sa fonction de visibilité υ(e0) et génère une
perception see(υ(e0)). L’état local de l’agent est alors mis à jour par la fonction de
transition τa(l0, see(υ(e0))). L’action sélectionnée par do(τa(l0, see(υ(e0)))) est exécutée,
avec pour effet de modifier l’état de l’environnement selon τe(e0, do(τa(l0, see(υ(e0))))).
Cette transition amène l’environnement dans un état e1. Le système entre ensuite dans une
séquence de nouveaux cycles. 
L’ensemble des états globaux G contient tous les sous-ensembles de E × L. L’exécution
d’un système est alors une séquence d’états globaux {g0, g1, g2, ...} tels que
• g0 = 〈e0, l’0〉 où l’0 = τa(l0, see(υ(e0))) 
• ∀u, si gu = 〈eu, l’u〉, alors gu+1 = 〈eu+1, l’u+1〉, avec eu+1 = τe(eu, do(l’u)) 
et l’u+1 = τa(lu, see(υ(eu+1)))
La définition de cette machine abstraite constitue le niveau inférieur de notre modèle,
c’est-à-dire que tous ce que nous allons construire par la suite s’exécutera sur cette
machine abstraite. Par ailleurs, comme le montre la figure 6.1, la machine abstraite occulte
tout ce qui lui est inférieur, comme le système physique, le système d’exploitation et
l’environnement de développement. 
6.2 MODÈLE CONCRET
Reprenant le développement de [Bonzon, 2002a] nous incorporons grâce à l’évaluation
partielle la sélection d’action ainsi que les fonctions de visibilité et de perception dans les
fonctions de transition respectivement τa et τe, ce qui nous donne les fonctionsτa,see,υ : L × E → L et τe,do : E × L → E. Considérons ensuite l’ensemble S des formules
logiques de premier ordre avec arithmétique dont l’ensemble des prédicats contient do/1;
considérons encore que l’ensemble des états locaux de l’agent est constitué des prédicats
de S tel que L = 2S et que l’ensemble Perc produit par la fonction de perception se construit
sur S tel que Perc = S. Les deux fonctions de transitions peuvent ainsi être converties en
procédures dont le résultat est obtenu par effet de bord:
procedure sense(l,e)
if p ← see(e)
then l ← τa(l,p)
procedure react(e,l)
if l |− do(a)
then e ← τe(e,a)
p ← see(e) signifie que l’environnement e génère la perception p et l |− do(a)  signifie que
l’on peut déduire do(a) de l et donc que a est une action sélectionnable dans l’état local l.
Machine abstraite
Système physique
Figure 6.1: La machine abstraite, une abstraction du système physique60
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procedure run(e,l)
loop sense(l,e);
react(e,l)
La figure 6.2 propose un schéma pour cette boucle d’exécution. Ce modèle simple offre
ainsi une plate-forme d’exécution pour un agent interragissant avec son environnement et,
en tant que telle, constitue la base algorithmique de la machine abstraite séquentielle. 
Relevons encore que ce modèle est non-déterministe puisque dans le cas où plusieurs
actions a sont sélectionnables dans la procédure react, il ne précise pas quelle action il faut
choisir. 
6.3 MODÈLE D’AGENT AVEC PLANS
Fort d’un modèle simple pour l’exécution d’agents, nous suivons toujours [Bonzon,
2002a] et introduisons la notion de plan. Un plan est donné sous la forme d’une
implication du type «Condition» ⇒ do(p,a) ou «Condition» ⇒ switch(p,q) désignant
l’exécution d’une action a à partir d’un plan p, respectivement le passage du plan p au plan
q, lorsqu’une certaine condition est vérifiée. 
Nous étendons donc notre ensemble S et incluons un ensemble P = {p1, p2,...} représentant
des plans non-déterministes ainsi que les prédicats plan/1, do/2, switch/2. De plus, l’état
global d’un agent inclut le plan actif p. Les procédures react et run évoluent de la manière
suivante
procedure react(e,l,p)
if l |− do(p,a)
then e ← τe(e,a)
else if l |− switch(p,p’)
then react(e,l,p’)
procedure run(e,l)
loopsense(l,e);
if l |− plan(p0)
then react(e,l,p0)
Figure 6.2: Interaction d’un agent avec son environnement
sense reactstate
Environment
Agent61
Une machine abstraite séquentielle Chapitre 6Désormais, la procédure react va tenter d’appeler une action a dans le plan actif p en
fonction de l’état local l; si ce dernier ne le permet pas, l’agent va changer de plan (switch)
avant d’appeler récursivement la procédure sur ce nouveau plan. De même que le choix
de l’action dans le modèle simple, le choix du plan par le prédicat switch n’est pas
déterministe, et se fait ainsi selon un ordre de priorité implicite. La procédure run initie
chaque boucle au plan initial p0 ce qui permet à l’agent de réagir à un changement
d’environnement éventuel.
Nous l’avons dit, la sélection de plan se fait selon une règle de priorité implicite. Un cas
particulier de ces plans, est de donner une priorité explicite à chaque plan, en les désignant
par une valeur entière indiquant un degré de priorité. Ces plans sont appelés des processus
de priorité 1, 2, ..., n. Pour traiter ces processus, nous définissons une nouvelle procédure
procedure process(e,l,n) 
if l |− do(n,a)
then e ← τe(e,a)
else if n > 0
then process(e,l,n-1)
En entrant dans cette procédure, nous tentons d’exécuter une action associée au plus haut
degré de priorité, et nous rappelons récursivement la procédure avec un degré inférieur.
La procédure s’arrête lorsqu’une action est exécutée, ou lorsqu’on ne peut déduire aucun
process de l, quelqu’en soit le degré de priorité. Son intégration dans la machine virtuelle
conduit à étendre la procédure run
procedure run(e,l)
loopsense(l,e);
if l |− plan(p0)
then react(e,l,p0);
if l |− priority(n0)
then process(e,l,n0)
où priority/1 est un nouveau prédicat de S indiquant la priorité actuelle de plus haut degré
n0. La machine virtuelle va ainsi traiter tour à tour les plans et les processus. 
6.3.1 EXEMPLE DU ROBOT NETTOYEUR
Un exemple fréquemment utilisé pour illustrer le comportement d’un agent, est celui d’un
robot-nettoyeur qui se promène dans une pièce, donnée par une grille segmentant la pièce
en coordonnées discrètes. Le fonctionnement normal de l’agent est d’observer la cellule
sur laquelle il se situe et, s’il y décèle un détritus, il le nettoie, sinon il avance à la cellule
suivante. Lorsqu’il n’y a plus de cellule contenant de détritus, il retourne à la position
initiale. Il se peut également qu’une alarme soit déclenchée, auquel cas l’agent s’arrête. 
Cet exemple se traduit dans les plans suivants:
alarm ⇒ switch(initial, pause)
not alarm ⇒ switch(initial, start)
true ⇒ do(pause,stop)
dirt(_,_) ⇒ switch(start, work)
not dirt(_,_) ⇒ switch(start, home)62
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in(X,Y) ∧ not dirt(X,Y) ⇒ do(work, move(X,Y))
in(X,Y) ⇒ do(home, back(X,Y))
où (X,Y) sont les coordonnées du robot dans la grille, (_,_) sont des coordonnées
quelconques1, stop provoque l’interruption de l’exécution du robot, suck(X,Y) est la
fonction de nettoyage de la cellule, move(X,Y) est la fonction faisant avancer le robot
d’une cellule et back(X,Y) est la méthode renvoyant le robot à sa case initiale, cellule par
cellule.
6.3.2 UN NIVEAU D’ABSTRACTION SUPPLÉMENTAIRE
Les plans constituent ainsi une abstraction de la machine abstraite, en ce sens que le
comportement d’un agent se définit par un ensemble d’implications (les plans) qui seront
évaluées par la machine abstraite (voir figure 6.3).
6.4 UNE MACHINE VIRTUELLE POUR AGENTS COMMUNICANTS
A ce stade, le machine abstraite séquentielle offre une plate-forme d’exécution pour un
agent seul interragissant avec son environnement. Nous nous intéressons cependant à
l’interaction d’un agent avec d’autres agents, autrement dit à une plate-forme d’exécution
pour plusieurs agents, c’est-à-dire multiagents. 
Nous décrivons ici comment [Bonzon, 2003] adapte la machine abstraite séquentielle pour
en faire une plate-forme pour agents purement communicants, utilisant les primitives de
communication présentées plus haut. Les agents communicants sont tous identiques étant
donné qu’ils instancient une même classe d’agent. Une classe offre ainsi la description des
agents, mais fournit également une abstraction de la couche de transport de
communication selon le principe du tableau noir2. La classe est donc la machine abstraite
puisqu’elle est la couche inférieure du modèle. L’abstraction du transport des données est
la suivante: un message étant composé d’une paire de primitives (tell/ask et call/return),
chaque agent envoie sa primitive à la classe qui va se charger de synchroniser la
communication et d’exécuter le calcul pour le compte du destinataire. 
Ce que nous appelions un agent plus haut devient une classe d’agents dont l’état local est
un vecteur l = [lClass, l1, ..., ln] où lClass et li sont les états locaux respectivement de la
classe et de ses membres identifiés par un entier i = 1, ..., n. Le nouveau prédicat agent/1
appelé dans lClass |− agent(i) vérifie l’appartenance de l’agent i à la classe. La machine
abstraite s’implémente alors comme suit
1. notation Prolog
2. en anglais: blackboard
Machine abstraite
Plans
Système physique
Figure 6.3: Les plans sont exécutés sur la machine abstraite
Ils constituent de ce fait un nouveau niveau d’abstraction.63
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loop
for all i such that lClass |− agent(i) do
sense(li,e);
if li |− plan(p0i)
then reacti(e,l,p0i);
if lClass |− priority(n0)
then processClass(e,l,n0)
Nous considérons ainsi d’abord les messages qui sont le fait de plans et donc de la
procédure react/3, puis d’une éventuelle synchronisation au niveau de la classe par la
procédure process/3. Ces deux procédures se définissent désormais ainsi
procedure reacti(e,l,pi)
if li |− do(pi,a)
then (e,l) ← τi(e,l,a)
else if li |− switch(pi,pi’)
then reacti(e,l,pi’)
procedure processClass(e,l,n) 
if lClass |− do(n,a)
then (e,l) ← τClass(e,l,a)
else if n > 0
then processClass(e,l,n-1)
La procédure reacti sélectionne et exécute une action dans un plan non-déterministe de
l’agent i, et la procédure processClass gère la synchronisation entre les agents. 
Dans le cas d’agents purement communicants, c’est-à-dire qui ne considèrent que leur
pairs et non pas leur environnement, ou plus exactement dont l’environnement n’est
constitué que d’agents communicants, les actions sélectionnables se résument aux actes
de communication. Lorsque qu’un agent exécute une telle action, il est bloqué tant que la
classe n’a pas achevé la synchronisation de ce message, c’est-à-dire tant que l’autre partie
de la communication n’a pas exécuté la primitive complémentaire de la paire.
6.5 EXTENSION DE LA MACHINE ABSTRAITE ET SYNCHRONISATION
La machine abstraite doit dès lors subir quelques modifications et extensions. En
particulier, elle doit être capable d’exécuter l’ensemble des primitives définies dans le
langage, ainsi que permettre la synchronisation nécessaire à l’exécution des primitives de
communication. Comme nous l’avons déjà vu, les agents impliqués dans une conversation
sont des instances d’une même classe. Cette dernière sert également de tableau noir pour
permettre la synchronisation des communications. La synchronisation est également
effectuée par cette classe. 
La synchronisation est rendue possible en plaçant des balises sur le tableau noir qui
serviront de déclencheurs, ou au contraire, d’obstacles à l’exécution d’une primitive. La
synchronisation est effectuée par deux méthodes propres à la classe de priorités
décroissantes, respectivement 
tellAsk(r,s,ϕ,ψ)
pour synchroniser une communication tell(r,ϕ) / ask(s,ψ), et64
Chapitre 6 Une machine abstraite séquentiellecallReturn(r,s,ϕ,ψ)
pour synchroniser une communication call(r,ϕ) / return(s,ψ).
Ces méthodes sont exécutée lorsque deux agents ont émis le désir d’entrer dans une
conversation, c’est-a-dire lorsqu’ils ont exécuté tell(r,ϕ) et ask(s,ψ) ou call(r,ϕ) et
return(s,ψ). Chacune de ces méthodes va insérer une balise sur le tableau noir confirmant
l’exécution de la primitive. Cette balise est de la forme
ack(s,tell(r,ϕ))
pour la primitive tell où ack (pour acknowledgement) est la balise de confirmation émise
par l’expéditeur s exprimant son souhait d’initier une communication avec le destinataire
r de contenu ϕ. De son côté, le destinataire va émettre une balise similaire 
ack(r,ask(s,ψ))
pour la contrepartie ask. Lorsque ces deux balises sont actives, la synchronisation tellAsk
peut alors s’effectuer, initiée par les processus 
ack(s,tell(r,ϕ)) ∧ ack(r,ask(s,ψ)) ⇒ do(2,tellAsk(s,r,ϕ,ψ))
respectivement
ack(s,call(r,ϕ)) ∧ ack(r,return(s,ψ)) ⇒ do(1,callReturn(s,r,ϕ,ψ))
Relevons encore que les balises ack ne sont pas les seules à être générées en cours
d’exécution. Dans le modèle simple que nous présentons ici, des balises busy sont
également insérées dans l’état local de l’agent, concrétisant le caractère bloquant d’une
conversation, c’est-à-dire qu’un agent ne peut entrer dans plusieurs conversations
identiques simultanées. Ces balises sont les prémisses à satisfaire pour le déclenchement
d’une action (agent) ou de processus (classe). Les méthodes tellAsk et callReturn
présentées à l’instant en sont une illustration. 
La figure 6.4 offre une représentation de la machine virtuelle pour agents purement
communicants. Les effets des actions exécutées par l’agent et/ou la classe se reflètent
directement dans l’état local de l’agent par l’insertion, le retrait ou la mise-à-jour des65
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par définition pas avec son environnement, ces interactions existent au minimum pour
initier une conversation et pour en suivre l’exécution (p.ex. affichage). 
6.6 VERS DES CONVERSATIONS MULTIPLES
Nous abordons finalement une extension permettant aux agents de s’engager dans
plusieurs conversations. Ainsi, [Bonzon, 2002a] propose d’ajouter un niveau d’itération
au modèle ci-dessus, permettant l’entrelacement de plusieurs conversations pour chaque
agent, selon le même modèle de thread1 que celui utilisé pour élargir la plate-forme à de
multiples agents. Nous ajoutons donc un prédicat conversation/1 qui identifiera le thread
représentant la conversation, et redécrivons la procédure run comme suit
procedure runClass(e,l)
loop
for all i such that lClass |− agent(i) do
sense(li,e);
for all j such that li |− conversation(j)  do
if lij |− plan(p0ij)
then reactij(e,l,p0ij);
if lClass |− priority(n0)
then processClass(e,l,n0)
Faisant abstraction des limites physiques de la mémoire et de la puissance de calcul d’un
ordinateur, notre modèle permet d’engager une importante quantité de conversations
parallèles, voire une infinité. De plus, cette extension nous permet de déployer une
approche modulaire - voire neuronale - des conversations, c’est-à-dire que chaque partie
ou fonction d’un agent va pouvoir engager ses propres conversations en parallèle, évitant
ainsi de contraindre les agents à une seule conversation, ce qui serait très limitatif si nous
nous souvenons qu’une conversation est bloquante tant qu’elle n’est pas synchronisée.
Ceci est un élément constitutif de notre recherche, puisque cette fonctionnalité - dans le
1. terme anglais désignant un filet d’exécution attaché à un processus; la traduction de
thread peut prêter à confusion, aussi nous gardons le terme anglais qui est largement
répandu dans le jargon informatique [GDT, 2004]. 
sense
reactplan
Environment
Class
do
processpriority do
Agent i
state
Figure 6.4: Machine abstraite pour agents purement communicants66
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d’être à «l’écoute» de plusieurs «capteurs». Nous développons cet aspect au point 7.3,
lorsque nous présentons les dialogues concurrents. 67
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Chapitre 7 Un langage de description de dialoguesCHAPITRE 7
UN LANGAGE DE DESCRIPTION DE DIALOGUES
Riche de la spécification d’une machine abstraite et des primitives de communication
présentées ci-dessus, [Bonzon, 2002b] propose un langage de description de dialogues
basé sur ces primitives, qui est ensuite compilé pour la machine virtuelle. 
7.1 UN LANGAGE POUR AGENTS COMMUNICANTS
Le langage développé par [Bonzon, 2002b] se base sur les primitives de communication
que nous avons présentées plus haut et se fonde ainsi sur sa principale caractéristique, la
synchronisation. Ce langage pour agents communicants prend la forme d’un dialogue. Les
parties engagées vont essentiellement s’échanger des messages du type tell, ask, call,
return implémentés par les primitives homonymes que nous avons présentées au chapitre
5. Le langage est d’autre part pourvu de messages supplémentaires permettant de
manipuler le flux de la conversation ou le comportement de l’agent, telles que execute
pour exécuter une action, enter pour commencer un sous-dialogue et resume pour
recommencer le dialogue (récursion réentrante). La figure 7.1 donne une description de ce
langage dans la forme étendue de Backus-Naur.
Ce langage a de nombreuses similitudes avec les langages de programmation procéduraux
courants. Ainsi un dialogue s’apparente à une procédure comprenant des paramètres
(dialogParams), des variables locales (varList) et une séquence d’instructions
(branchSeq). Cette séquence d’instructions peut se terminer par une alternative
déclenchée par une sentinelle dirigeant l’exécution du dialogue dans l’une des branches
de la séquence. 
En guise d’illustration, nous reprenons l’exemple initié par [Hindriks et al., 2000] et repris
par [Bonzon, 2002b] qui met en scène deux agents cherchant à convenir d’un rendez-vous.
L’un est désigné comme hôte (host qui initie le dialogue) et l’autre comme invité (invitee
qui répond à la demande). Les tranches horaires libres des agents sont les suivantes: 
lhost |− free(13) ∧ free(15) ∧ free(17)
linvitee |− free(14) ∧ free(16) ∧ free(17)
<dialog>::=dialog(<dialogName>(<dialogParams>), <varList>,<branchSeq>)
<varList> ::= [] || [<varName>|<varList>]
<branchSeq> ::= [] || [<alt>] || <seq>
<alt>::=<guardMes> || (<guardMes>;<alt>)
<seq> ::= [<mes>|<branchSeq>]
<guardMes> ::= (<guard>|<branchSeq>)
<mes>::=<messageName>(<messageParams>)
<messageName>::= ask || tell || call || return || execute || enter || resume
Figure 7.1: Représentation syntaxique du langage pour agents communicants [Bonzon, 2002b]69
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en se servant de la fonction epmeet(T1,T) signifiant que «T1 est la première heure
disponible après T» et qui se définit formellement par:
free(T1) ∧ (T1>=T2) ∧ ¬(free(T’) ∧ (T’>=T) ∧ (T’<T1) ⇒ epmeet(T1,T)
Les agents vont alors entrer dans un cycle de négociations dont la séquence d’instructions
se compose de trois étapes (branches): 
1. En utilisant la paire de primitives call/return, l’hôte demande à l’invité d’évaluer sa
première heure disponible T1 après T (initialisée par l’hôte)
2. A son tour l’invité demande à l’hôte d’évaluer sa première heure disponible T2 après
T1 (évaluée par l’invité à l’étape précédente)
3. Une alternative: si T1 et T2 sont égaux, l’hôte confirme l’heure de rendez-vous en uti-
lisant la paire de primitive tell/ask, sinon les protagonistes entrent dans un nouveaux
cycle avec pour valeur initiale la dernière heure évaluée T2.
Formellement, le dialogue s’écrit: 
dialog(invite(Invitee,T),[T1,T2],
[call(Invitee,epmeet(T1,T)),
 return(Invitee,epmeet(T2,T1)),
 ((T1=T2 | [tell(Host,confirm(T2)),
  execute(save(meeting(T2)))]);
  (T1\=T2 | [resume(invite(Invitee,T2))]))]),
dialog(reply(Host),[T,T1,T2],
[return(Host,epmeet(T1,T)),
 call(Host,epmeet(T2,T1)),
 ((T1=T2 | [ask(Invitee,confirm(T2),
execute(save(meeting(T2)))]);
  (T1\=T2 | [resume(reply(Host))]))]).
L’exemple ci-dessus ne met en relation que deux parties et n’est constitué que d’un seul
bloc d’instructions. Même si les primitives de communication ne lient que deux
interlocuteurs, il est possible d’écrire une conversation engageant plusieurs sous-
dialogues à l’aide de la primitive enter. Ces sous-dialogues sont alors autant de blocs
d’instructions qui doivent être exécutés entièrement avant de poursuivre le bloc précédent,
suivant le principe de la pile d’exécution. 70
Chapitre 7 Un langage de description de dialogues7.2 COMPILATION EN PLANS
Les règles syntaxiques d’un dialogue, données ci-dessus dans la BNF (voir figure 7.1),
compilent ces dialogues en plans. Cette opération permet de détacher le contenu
sémantique d’un dialogue de son exécution offrant ainsi un véritable langage de
programmation. Nous reproduisons ci-après ces fonctions de compilation [Bonzon,
2002b]:
compdialog(dialog(D,Var,BranchSeq)) =   
{dialog(D,Var)} ∪ compbranchSeq(D,Var,BranchSeq,sync(dialog(D)),0,0,N)
compbranchSeq(D,Var,[],Sync,I,J,J+1) =   
{var(Var) ∧ Sync ∧ seq(D(I)) ⇒ do(D,save(seq(D(J+1)))) ∧ 
do(D,save(var(Var))) ∧ do(D,exit(end(D)))}
compbranchSeq(D,Var,[Alt],Sync,I,J,N) = compalt(D,Var,Alt,Sync,I,J,N)
compbranchSeq(D,Var,Seq,Sync,I,J,N) = compseq(D,Var,Seq,Sync,I,J,N)
compalt(D,Var,GuardMes,Sync,I,J,N) = compguardMes(D,Var,Guard-
Mes,Sync,I,J,N)
compalt(D,Var,(GuardMes;Alt),Sync,I,J,N) = 
compguardMes(D,Var,GuardMes,Sync,I,J,K) ∪ compalt(D,Var,Alt,Sync,I,K,N)
compseq(D,Var,[Mes|BranchSeq],Sync,I,J,N) =
compmes(D,Var,Mes,Sync,I,J,K) ∪ 
compbranchSeq(D,Var,BranchSeq ,sync(Mes),K,K,N)
compguardMes(D,Var,(Guard|BranchSeq),Sync,I,J,N) = 
compbranchSeq(D,Var,BranchSeq,Sync ∧ Guard,I,J,N)
compmes(D,Var,P(X),Sync,I,J,J+1) = 
if P ∈ {tell,ask,call,return,execute,enter,resume}
then {var(Var) ∧ Sync ∧ seq(D(I)) ⇒ 
do(D,save(seq(D(J+1)))) ∧ do(D,save(var(Var))) ∧ do(D,P(X))} ∪ 
{var(Var) ∧ Sync ∧ seq(D(J+1)) ⇒ 
do(D,save(seq(D((J+1)+1)))) ∧ do(D,save(var(Var))) ∧ do(D,exit(fail(D)))} 
Nous n’entrons pas dans le détail de leur explication. Il convient cependant de constater
que la dernière fonction de compilation (compmes) produit les plans qui sont exécutés par
la machine abstraite. Relevons encore que le nom du dialogue devient le nom de
l’expéditeur respectivement du destinataire lors d’une communication. 
Ces fonctions de compilation offrent ainsi une abstraction supplémentaire au modèle.
Nous ne décrivons ainsi plus des plans, dont les prémisses sont nombreuses et
compliquées du fait des balises correspondantes nécessaires, mais directement des
dialogues qui sont des séquences d’instructions éventuellement terminées par une
alternative. 71
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L’exemple que nous avons introduit à la section 6.3 décrivait le comportement d’un agent
à l’aide de plans exécutés sur une machine abstraite. Un comportement équivalent peut
être obtenu en définissant les dialogues suivants:
dialog(initial, [],
[((alarm | [enter(pause)]);
  (not alarm | [enter(start)]))]),
dialog(pause, [],
[execute(stop)]),
dialog(start, [], 
[((dirt(_,_) | [enter(work)]);
  (not dirt(_,_) | [enter(home)]))]),
dialog(work, [X,Y],
[((in(X,Y), dirt(X,Y) | [execute(suck(X,Y)), 
 resume(initial)]);
  (in(X,Y), not dirt(X,Y)| [execute(move(X,Y)),
 resume(initial)]))]),
dialog(home, [X,Y],
[((in(X,Y) | [execute(back(X,Y)),
 resume(initial)]))]).
Les plans étaient donnés par des implications «condition» ⇒ do/2 et
«condition» ⇒ switch/2. Les conditions deviennent ainsi naturellement des sentinelles,
les switch appellent un nouveau bloc et les appels do exécutent une action. Un
comportement équivalent entre les plans présentés initialement et ces dialogues est ainsi
garanti. Relevons encore que ces dialogues ne décrivent le comportement que d’un seul
agent. Dès lors il n’est fait appel à aucun message de communication. Observons encore
que chaque dialogue est un sous-dialogue d’un autre et qu’ils constituent ainsi une
arborescence. 
7.3 DIALOGUES CONCURRENTS
Une évolution supplémentaire proposée par [Bonzon, 2003] utilise la fonctionnalité
présentée au point 6.6, à savoir la possibilité d’engager des conversations concurrentes.
Ceci permet à l’agent d’exécuter plusieurs dialogues en parallèle. Le langage s’enrichi
d’un nouveau type de message concurrent qui permet de lancer un dialogue concurrent
depuis un autre dialogue. Chaque dialogue est lancé dans un thread différent. La
programmation concurrente est un vaste domaine de recherche en soi et nous précisons
que nous n’explorons pas celui-ci au-delà des concepts qui nous sont utiles dans la
construction de notre prototype. Nous nous contentons ainsi d’aborder la question de la
synchronisation de threads concurrents.72
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Nous reprenons ici brièvement l’exemple classique du producteur-consommateur pour
illustrer la synchronisation entre des processus concurrents accédant à un ensemble de
données partagées. Cet exemple propose d’implémenter un processus générateur de
données (producer) et un processus consommateur (consumer) de ces données. 
Une première implémentation de ces processus, n’intégrant pas de synchronisation
explicite, peut être donnée comme suit:
dialog(run,[],
[concurrent(producer(0)),
 concurrent(consumer)]),
dialog(producer(N), [M],
[execute(store(container(N))),
 execute(print(p.N)),
 execute(evaluate(N+1,M)),
 resume(producer(M))]),
dialog(consumer, [],
 [execute(retrieve(container(N))),
  execute(print(c.N)),
  execute(delete(container(N))),
 resume(consumer)]).
Le dialogue run initialise le jeu et lance deux threads concurrents, producer (initialisé à 0)
et consumer. Le thread producer enregistre dans un espace donné (container, fonctionnant
selon le principe d’une file) la valeur actuelle de son paramètre - qui s’incrémente à chaque
itération - puis affiche cette valeur précédée d’un «p» (initiale du nom du thread). Le
thread consumer récupère la première valeur, l’affiche (la préfixant d’un «c») et la
supprime. Ces threads ne sont pas synchronisés et leur alternance d’exécution n’est pas
déterminée. Un exemple de résultat que nous obtenons alors est: 
p.0 - p.1 - c.0 - p.2 - c.1 - p.3 - c.2 - c.3 - p.4 - p.5 - c.4 - etc. 
Or, nous souhaitons synchroniser ces threads afin que chacun à tour de rôle produise,
respectivement consomme, une donnée. Notre modèle étant basé sur la synchronisation de
primitives de communication, il suffit de faire communiquer les threads concurrents: 
dialog(run,[],
[concurrent(producer(0)),
 concurrent(consumer), 
tell(producer(0),token)]),  ← tell à l’initialisation
dialog(producer(N), [M],
[ask(_,token),  ← ask pour obtenir le droit de s’exécuter
 execute(store(container(N))),
 execute(print(p.N)),
 execute(evaluate(N+1,M)),
 tell(consumer,token),  ← tell pour passer la main au consommateur
 resume(producer(M))]),73
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[ask(_,token),  ← ask pour obtenir le droit de s’exécuter
 execute(retrieve(container(N))),
 execute(print(c.N)),
 execute(delete(container(N))),
 tell(producer(_),token),  ← tell pour passer la main au producteur 
 resume(consumer)]).
Les processus concurrents se synchronisent simplement en se passant la main, dans notre
exemple en se passant un jeton (token). Chacun demande donc le jeton avant de s’exécuter
et le redonne en fin d’exécution. Le premier jeton est attribué par le dialogue initial run au
producteur. Nous rappelons que - suivant la syntaxe Prolog - le symbole «_» se réfère à
une variable d’instanciation quelconque que nous devons mentionner afin de respecter
l’arité du processus. Les processus concurrents attendent le jeton de toutes provenances,
c’est-à-dire qu’ils n’écoutent pas un thread en particulier, mais ils «écoutent» (ou
attendent) un jeton. C’est le thread qui libère le jeton qui détermine qui en sera le
bénéficiaire. L’exemple ci-dessus produit dans ce cas le résultat suivant:
p.0 - c.0 - p.1 - c.1 - p.2 - c.2 - p.3 - c.3 - p.4 - c.4 - p.5 - c.5 - etc. 
Les primitives de communications permettent ainsi de gérer simplement la
communication entre processus concurrents, comme nous venons de le montrer dans
l’exemple classique d’une synchronisation entre un producteur et un consommateur. Les
processus concurrents ont chacun leur pile d’exécution. Ainsi lorsqu’un dialogue lance un
dialogue concurrent il poursuit son exécution sans se soucier du sort de ce dernier,
contrairement à un sous-dialogue appelé par la primitive enter, à moins que les dialogues
ne soient explicitement synchronisés. Une synchronisation explicite peut être spécifiée à
l’aide des primitives de communication tell/ask et call/return.
7.3.2 EXEMPLE DU ROBOT NETTOYEUR
Confiner les conversations dans des threads différents permet de réentrer dans leur propre
processus au lieu de recommencer tout le dialogue.
Notre exemple du robot nettoyeur devient alors:
dialog(initial, [],
[concurrent(pause),
 concurrent(start)]),
dialog(pause, [],
[(alarm | [execute(stop)])]),
dialog(start, [],
[(not alarm | [concurrent(work),
 concurrent(home)])]),74
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[((dirt(_,_), in(X,Y), dirt(X,Y) | [execute(suck(X,Y)), 
 resume(work)]);
  (dirt(_,_), in(X,Y), not dirt(X,Y)| [execute(move(X,Y)),
 resume(work)]))]),
dialog(home, [X,Y],
[(not dirt(_,_), in(X,Y) | [execute(back(X,Y)),
 resume(home)])]).
Le thread initial lance deux threads concurrents: pause qui va surveiller une éventuelle
alarme et start pour l’exécution normale du robot. Ce dernier va à son tour lancer deux
threads, un pour le nettoyage (y compris le déplacement) et un pour le retour à la position
initiale. Cette fois les dialogues recommencent dans leur propre thread et non pas dans le
thread initial. Ceci aurait pour effet de créer de nouveaux threads à chaque itération. 
7.4 UN NIVEAU D’ABSTRACTION SUPPLÉMENTAIRE
Grâce à ce langage nous pouvons ajouter un niveau d’abstraction à notre modèle (figure
7.2). Il nous permet en effet de décrire le comportement d’un agent à l’aide de dialogues
concurrents alors que, jusqu’ici, nous en étions réduit à décrire des comportements
séquentiels. Nous sommes ainsi en mesure d’implémenter un agent pouvant accomplir
plusieurs tâches en parallèle. Il est de plus aisé de synchroniser les tâches à l’aide de
messages basés sur les primitives de communication définies précédemment. 
Nous avons présenté ce langage comme décrivant des dialogues, et on pense intuitivement
que ces dialogues sont destinés à plusieurs agents désireux de communiquer entre eux,
comme dans l’exemple de la section 7.1. L’optique de fournir un langage de
communication pour des systèmes multiagents était en effet la motivation initiale (voir
[Moura & Bonzon, 2003]). Cependant, nous consacrons désormais ces dialogues à un
agent unique et les dialogues sont ainsi à considérer comme des dialogues internes. Une
forme plus complexe d’un agent peut être implémentée par un système multiagents,
chacune des instances représentant une fonction, une tâche, bref un processus dévolu à
l’agent. 
Machine abstraite
Plans
Dialogues concurrents
Système physique
Figure 7.2: Les dialogues concurrents, une abstraction supplémentaire75
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Chapitre 8 Une machine virtuelle basée sur les dialogues CHAPITRE 8
UNE MACHINE VIRTUELLE BASÉE SUR LES DIALOGUES 
CONCURRENTS
Dans ce chapitre, nous montrons comment, à partir des dialogues concurrents présentés au
point 7.3, nous pouvons implémenter une nouvelle machine virtuelle, permettant
l’exécution de processus concurrents. Nous introduisons également la notion de contextes
dans le cadre des plans précédemment définis, et nous réconcilions les éléments
constitutifs du modèle de Baars avec cette machine virtuelle afin de montrer que cette
dernière implémente le processus de délibération qui est le premier niveau de conscience. 
8.1 UNE MÉTA-MACHINE VIRTUELLE
Il est possible de réécrire la machine abstraite telle que présentée dans les sections 6.2 et
6.3 avec des dialogues concurrents: 
dialog(run(P0), [], 
[concurrent(react(P0))]),
dialog(react(P), [],
[((do(P,A) | [execute(A),
 concurrent(react(P0))]);
  (switch(P,Q) | [concurrent(react(Q))]))]).
où P et Q sont des plans, P0 le plan initial, A des actions. D’une manière générale, nous
rappelons que - dans la description des dialogues et des plans - les termes commençant par
une majuscule se réfèrent à des variables. Chaque séquence de la machine abstraite initiale
est désormais implémentée par un dialogue réflexif concurrent; nous discutons ce point ci-
dessous à l’aide d’un exemple. Le cycle est réinitialisé à la suite de l’exécution d’une
action. Nous faisons apparaître le sense plus loin, son implémentation étant un peu plus
délicate étant donné que nous nous situons à un niveau d’abstraction plus élevé. Nous
omettons sciemment de donner l’équivalent de la procédure process. Nous n’en avons en
effet pas besoin par la suite, son omission nous permet ainsi d’alléger les définitions
formelles que nous donnons. 
Cette machine virtuelle est en fait une méta-machine virtuelle, dans le sens où elle
s’exécute sur une première machine virtuelle. Sur cette machine nous pouvons alors
exécuter les mêmes plans que nous avons introduits au point 7.3 initialement prévus pour
être exécutés sur la machine virtuelle de base (section 6.3). Nous rappelons ces plans ci-
dessous:79
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not alarm ⇒ switch(initial, start)
true ⇒ do(pause,stop)
dirt(_,_) ⇒ switch(start, work)
not dirt(_,_) ⇒ switch(start, home)
in(X,Y) ∧ dirt(X,Y) ⇒ do(work, suck(X,Y))
in(X,Y) ∧ not dirt(X,Y) ⇒ do(work, move(X,Y))
in(X,Y) ⇒ do(home, back(X,Y))
8.1.1 INTRODUCTION DE LA NOTION DE CONTEXTE
Nous rappelons que les plans sont donnés sous la forme d’implications de type
«condition» ⇒ do/2 ou de «condition» ⇒ switch/2. En d’autres termes, les instructions do
et switch sont exécutées à condition que la prémisse de l’implication soit vérifiée
(mentionnées comme «condition» ci-dessus), cette prémisse pouvant être constituée d’une
conjonctions de conditions. Une condition vérifie l’état dans lequel se trouve le système.
Dans chaque état, un certain nombre de plans s’applique, l’état étant étiqueté par le nom
du plan. Ainsi l’instruction switch nous fait passer d’un état à un autre, et l’instruction do
exécute une action dans un certain état. Nous appelons contexte l’ensemble des conditions
conduisant à un état, c’est-à-dire la prémisse d’une implication.
Cette notion de contexte est très proche de celle que propose [McCarthy, 1993]. En effet,
il montre qu’un contexte décharge le système des conditions en réduisant son espace de
solutions.
Dans notre exemple, si l’agent ne perçoit pas d’alarme dans son environnement, il va
entrer dans le plan start le champ d’action de l’agent se restreint aux actions et aux plans
sélectionnables dans ce plan, en l’occurrence les plans work et home. Une fois entré dans
un plan, la condition qui a amené à sa sélection est supposée acquise et n’est donc plus
considérée. Afin de refléter mieux encore cette notion de contexte, nous adaptons notre
exemple afin que les actions ne soient pas déclenchées par une série de conditions, mais
qu’elle s’exécute lorsque on entre dans le contexte qui leur est associé:
alarm ⇒ switch(initial, stop)
true ⇒ do(stop, stop)
not alarm ⇒ switch(initial, start)
dirt(_,_) ⇒ switch(start, work)
not dirt(_,_) ⇒ switch(start, home)
in(X,Y) ∧ dirt(X,Y) ⇒ switch(work, suck(X,Y))
true ⇒ do(suck(X,Y), suck(X,Y))
in(X,Y) ∧ not dirt(X,Y) ⇒ switch(work, move(X,Y))
true ⇒ do(move(X,Y), move(X,Y))
in(X,Y) ⇒ switch(home,back(X,Y))
true ⇒ do(back(X,Y), back(X,Y))80
Chapitre 8 Une machine virtuelle basée sur les dialogues Les nouveaux plans ainsi créés comportent maintenant des arguments, permettant ainsi de
lier un contexte à la situation de l’agent, c’est-à-dire ici les coordonnées de sa position
dans la grille. Nous avons également renommé le plan pause en plan stop afin de faire
correspondre le nom de l’action et de son contexte. D’une manière générale, le choix de
faire correspondre le nom du contexte avec le nom de l’action est arbitraire. Nous
pourrions encore réduire l’arité de l’appel do/2 à do/1, mais cela implique une
modification de l’implémentation des couches inférieures à notre méta-machine virtuelle.
De plus nous souhaitons garder la possibilité de pouvoir distinguer le nom de l’action et
de son contexte, voire proposer plusieurs actions pour un même contexte.
Si nous regardons bien cet exemple, nous constatons qu’il s’agit d’un automate à états finis
dont la figure 8.1 nous offre une représentation. Nous pouvons aisément suivre le cycle
d’exécution de la machine virtuelle dans le cadre de cet exemple: chaque état correspond
à un plan à partir duquel on accède à un autre état choisi en fonction des conditions
vérifiées ou non. Une feuille, c’est à dire un état terminal, correspond à une action. Après
exécution d’une action terminale, la machine reprend un cycle partant de l’état initial. 
La machine peut se bloquer si elle ne parvient pas à évaluer une condition, typiquement,
dans notre exemple, si elle ne sait pas où se situe l’agent, c’est-à-dire que la connaissance
in(x,y) manque. Elle se débloque dès que la connaissance manquante est disponible. Un
dialogue agit alors comme un démon qui se définit comme une procédure surveillant
qu’une certaine condition se vérifie, activant alors un processus associé [Rich, 1983].
L’exemple du robot nettoyeur est séquentiel puisque nous passons d’un état à l’autre en
suivant l’arborescence présentée ci-dessus. La machine virtuelle introduite en début de
chapitre ne l’est pas moins. En effet, bien qu’elle soit implémentée par des threads
concurrents, ces threads ne sont jamais lancés en parallèle, mais bien séquentiellement.
Ainsi, un cycle d’exécution, une fois lancé, va devoir aller jusqu’à une feuille terminale
pour initier un nouveau cycle.
8.1.2 INTRODUCTION DU SENSE
Comment cette méta-machine virtuelle interragit-elle avec son environnement ? En
particulier, comment l’observe-t-elle ? C’est la question de l’implémentation du sense
dans une strate élevée, c’est-à-dire de la connexion de la machine virtuelle avec son
environnement à travers les différentes couches d’abstraction que nous avons
successivement ajoutées. 
Figure 8.1: Représentation du robot nettoyeur comme automate à états finis
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Une machine virtuelle basée sur les dialogues concurrents Chapitre 8A nouveau, nous recourons à une abstraction de la perception de l’environnement. Nous
supposons en effet que notre modèle est couplé à un ou plusieurs senseurs capables de
fournir une information interprétable, c’est-à-dire sous la forme d’un prédicat. Pour la
machine virtuelle présentée au chapitre 6, une telle abstraction était déjà fournie par la
procédure sense(l,e). Etant donné que notre méta-machine virtuelle est elle-même une
abstraction de cette première machine virtuelle, nous réutilisons la procédure sense
existante. Nous créons ainsi un dialogue concurrent sense qui sera à l’écoute non pas de
l’environnement, mais de sa méthode native, c’est-à-dire le sense(l,e) de la machine
abstraite séquentielle. Cette communication est rendue possible grâce à un échange de
données implémenté par un tell/ask.
Ce dialogue s’écrit alors:
dialog(sense,[S],
[ask(native_sense, sensed(S)),
 execute(store(S)),
 resume(sense)]).
avec native_sense la procédure sense de la machine virtuelle native. Elle-même est
étendue et lance un nouveau thread implémentant la contrepartie de la communication
(voir annexe 1.4.1).
Il nous faut encore adapter le dialogue initial
dialog(run(P0), [], 
[concurrent(sense),
 concurrent(react(P0))]).
Le thread lié au dialogue concurrent sense va donc se mettre «à l’écoute» du sense natif
(destinataire de l’appel ask) et enregistrer dans sont état local la perception ainsi obtenue.
Remarquons encore que ce dialogue est lancé parallèlement au dialogue react. Ils vont
ainsi s’exécuter en parallèle, de manière autonome, puisque sense est itératif. La figure 8.2
présente une vue schématique de la machine virtuelle: les symboles contenus dans ce82
Chapitre 8 Une machine virtuelle basée sur les dialogues schéma sont identiques à ceux utilisés pour présenter la machine virtuelle de bas niveau;
il faut cependant garder à l’esprit que nous nous situons à un niveau d’abstraction plus
élevé.
8.1.3 PROCESSUS CONCURRENTS
L’implémentation de la machine virtuelle par des dialogues concurrents nous permet de
lancer des processus parallèles, comme c’est le cas pour le sense que nous venons de voir.
Ces processus peuvent interragir non seulement par l’intermédiaire de l’état local (state
dans la figure 8.2), mais surtout en faisant appel aux primitives de communication tell/ask
et call/return (synchronisation, voir section 7.3). Il est ainsi possible de lancer un nombre
significatif de processus concurrents, avec un degré d’interaction potentiellement élevé.
En effet, si un processus s’engage dans une communication il est bloqué jusqu’à sa
synchronisation, l’agent peut poursuivre son exécution dans d’autres processus parallèles. 
Nous proposons dès lors d’étendre la machine virtuelle à cette réalité, en assignant aux
alternatives du dialogue react un processus concurrent.
dialog(react(P), [A,Q],
[((do(P,A) | [concurrent(do(P,A))]);
  (switch(P,Q) | [concurrent(switch(P,Q))]))]),
dialog(do(P,A), [],
[execute(A),
 concurrent(react(P0))]),
dialog(switch(P,Q), [],
[concurrent(react(Q))]).
Figure 8.2: La machine virtuelle
Les parties grisées représentent les dialogues concurrents. Les «traitillés» désignent les interactions avec 
l’environnement par l’intermédiaire de méthodes natives. Les plans sont donnés par la classe, raison pour 
laquelle ils apparaissent en «pointillés».
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Une machine virtuelle basée sur les dialogues concurrents Chapitre 8Si cette modification paraît inutile de prime abord, elle nous promet une plus grande
souplesse d’implémentation pour la suite, notamment si l’on se souvient qu’une
alternative ne peut que terminer un dialogue. En lançant un nouveau processus dans une
alternative, nous nous laissons la possibilité d’implémenter des processus plus complexes. 
8.1.4 LA MACHINE VIRTUELLE CONCURRENTE, UNE ABSTRACTION 
SUPPLÉMENTAIRE
Cette machine virtuelle va ainsi constituer notre nouvelle base de travail. Comme le
montre la figure 8.4, elle est une nouvelle abstraction de tout ce que nous avons vu
jusqu’ici. Nous avons montré ci-dessus comment nous avons réécrit la machine abstraite
initiale en termes de dialogues concurrents, permettant d’exécuter les mêmes plans. Le
même comportement est par ailleurs assuré. Cependant, étant constituée de dialogues
concurrents, nous verrons que nous pouvons l’étendre aisément afin d’accomplir des
tâches annexes en parallèle. 
8.2 IMPLÉMENTATION DE LA DÉLIBÉRATION 
Nous sommes ainsi en présence d’une machine exécutant cinq processus concurrents,
constituant deux boucles parallèles: la perception (le processus sense) et la sélection de
plan ou d’action (processus react, switch, do). Ces boucles sont indépendantes et ne sont
pas synchronisées. 
Figure 8.3: La machine virtuelle lorsque switch et do sont lancés dans des threads concurrents
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Figure 8.4: La machine virtuelle concurrente, un niveaux d’abstraction supplémentaire 
Elle constitue une nouvelle base de travail. 84
Chapitre 8 Une machine virtuelle basée sur les dialogues Cette machine virtuelle implémente la délibération selon la définition que nous avons
donnée à la section 4.3; nous y définissons une délibération comme étant la formation
d’une coalition conduisant à sélectionner une action, une coalition étant constituée de
processeurs décrivant l’environnement et de processeurs conduisant à sélectionner une
action. Les processeurs décrivant l’environnement sont produits par la boucle de
perception et les processeurs conduisant à sélectionner une action sont donnés par les
plans. Une coalition est alors une sélection de plan ou d’action effectuée sur la base des
éléments perçus et des plans (les éléments perçus vérifient les conditions des plans). Si une
action n’est pas sélectionnable, mais qu’un changement d’état est possible, la délibération
poursuit son cycle par l’instruction switch. 
Un plan peut être constitué d’une conjonction de conditions, cette conjonction est alors
réputée être un contexte. Une condition simple est un contexte aussi, conformément à
notre définition de la section 8.1.1, elle est dans ce cas-là l’équivalent d’un processeur
spécialisé. La figure 8.5 illustre le processus de délibération de notre exemple du robot
nettoyeur selon le formalisme de Baars.
Figure 8.5: Processus de délibération selon Baars implémenté par la machine virtuelle
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Une machine virtuelle basée sur les dialogues concurrents Chapitre 88.2.1 LA DÉLIBÉRATION, UNE NOUVELLE COUCHE D’ABSTRACTION
Le processus de délibération est le premier niveau de conscience que nous voulions
implémenter. S’exécutant sur la machine virtuelle à l’aide de plans, ces derniers
constituent une nouvelle couche d’abstraction (figure 8.6). Les plans définissent le
comportement d’un agent qui passe d’un état à un autre sous certaines conditions, données
par les contextes.
8.3 RÉCAPITULATION DE LA MACHINE VIRTUELLE
Nous avons fait évoluer tout au long de ce chapitre la machine virtuelle. Nous récapitulons
ici les dialogues la constituant afin d’en avoir une vue globale. 
dialog(run(P0), [], 
[concurrent(sense),
 concurrent(react(P0))]), 
dialog(sense,[S],
[ask(native_sense, sensed(S)),
 execute(store(S)),
 resume(sense)]),
dialog(react(P), [A,Q],
[((do(P,A) | [concurrent(do(P,A))]);
  (switch(P,Q) | [concurrent(switch(P,Q))]))]),
dialog(do(P,A), [],
[execute(A),
 concurrent(react(P0))]),
dialog(switch(P,Q), [],
[concurrent(react(Q))]).
Figure 8.6: Les plans constituent la couche de la délibération
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Chapitre 9 Génération d’automatismesCHAPITRE 9
GÉNÉRATION D’AUTOMATISMES
L’implémentation du niveau de conscience suivant consiste, nous le rappelons, à former
de nouveaux contextes résultant de la compilation, de la délibération, automatisant ainsi
la sélection d’action. Dans cette optique, nous commençons par doter la machine virtuelle
de la capacité de refléter son processus délibératif. C’est sur cette base que nous
manipulons les éléments reflétés afin de former de nouveaux contextes. 
9.1 UNE MACHINE VIRTUELLE RÉFLEXIVE
Afin de fournir à la machine virtuelle une capacité réflexive1, nous créons des processus
parallèles supplémentaires, qui vont observer l’activité du système au niveau de l’objet,
c’est-à-dire au niveau opérationnel où s’exécutent la perception et la sélection de plan et
d’action. Chacun des dialogues du niveau objet va être écouté par un dialogue parallèle
chargé de refléter son déroulement. Cette réflexion constitue conscience du
fonctionnement interne du système, c’est-à-dire que non seulement il perçoit, délibère et
agit, mais il sait qu’il perçoit, délibère et agit.
La figure 9.1 illustre cette extension. Un nouveau dialogue concurrent introspect lancé
parallèlement aux dialogues sense et react par le dialogue initial run attache aux processus
de perception et de sélection de plan et d’action - sense, switch et do - un processus de
réflexion reflect. Ces processus sont des moniteurs à l’écoute du processus auxquels ils
sont attachés et enregistrent les perceptions, délibérations et actions de l’agent, agissant
1. au sens de refléter 
Figure 9.1: Extension de la machine virtuelle avec les processus reflétant les délibérations et les 
comportements de l’agent
Ces processus sont à la base d’un comportement conscient d’un agent.
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Génération d’automatismes Chapitre 9ainsi comme des démons. Ces nouveaux processus sont représentés dans une couche
consciousness qui représente la conscience dans le sens de l’espace global de travail de
Baars (global workspace). 
Ces nouveaux dialogues sont donnés par:
dialog(introspect, [],
[concurrent(reflect(sense)),
 concurrent(reflect(do)),
 concurrent(reflect(switch))]),
dialog(reflect(sense), [P],
[ask(sense, P),
 resume(reflect(sense))]),
dialog(reflect(do), [P,A],
[ask(do(P,A),do(P,A)),
 resume(reflect(do))]),
dialog(reflect(switch), [P,Q],
[ask(switch(P,Q),switch(P,Q)),
 resume(reflect(switch))]).
Il convient encore d’adapter le dialogue initial run afin que le dialogue introspect soit
lancé à l’initialisation.
dialog(run(P0), [], 
[concurrent(sense),
 concurrent(react(P0)), 
concurrent(intropsect)]), 
Nous pouvons constater que ces processus, fondamentalement, ne font rien, si ce n’est
qu’ils sont activés par une synchronisation avec les processus auxquels ils sont attachés.
En d’autres termes, nous n’avons, à ce stade, pas encore associé de processus au démon
qu’ils constituent.
Pour que les écouteurs soient synchronisés sur les processus sense, switch et do, il
convient de modifier quelque peu ceux-ci: 
dialog(sense, [Percept],
[ask(sense, Percept),
 execute(store(Percept)),
 tell(reflect(sense), Percept),
 resume(sense)]),
dialog(do(P,A), [],
[execute(A),
 tell(reflect(do),do(P,A)),
 concurrent(react(P0))]),
dialog(switch(P,Q), [],
[tell(reflect(switch),switch(P,Q)),
 concurrent(react(Q))]).88
Chapitre 9 Génération d’automatismesainsi que le dialogue initial (run) qui doit lancer le dialogue introspect:
dialog(run(P0), [], 
[concurrent(react(P0)),
concurrent(introspect)]).
9.1.1 ENREGISTREMENT DES ÉLÉMENTS REFLÉTÉS
Nous l’avons vu ci-dessus, la réflexivité proprement dite n’est que cette synchronisation
qui «réveille» un processus concurrent lorsqu’un processus do ou switch s’exécute. Nous
proposons ici de lier à cette réflexivité un traitement des activités ainsi interceptées, en
enregistrant celles-ci dans une base de connaissances appelée gw (acronyme de global
workspace). Nous rappelons toutefois que cette base ne constitue pas à elle seule la
conscience, elle en est sa mémoire de travail. Les dialogues sont alors étendus ainsi:
dialog(reflect(sense), [P],
[ask(sense, P),
 execute(gw.store(sensed(P))), ← enregistrement d’une perception
 resume(reflect(sense))]),
dialog(reflect(do), [P,A],
[ask(do(P,A),do(P,A)),
 execute(gw.store(action(A))), ← enregistrement d’une action exécutée
 resume(reflect(do))]),
dialog(reflect(switch), [P,Q],
[ask(switch(P,Q),switch(P,Q)),
execute(gw.store(switched(P,Q))), ← enregistrement d’un changement de plan
 resume(reflect(switch))]).
Dans le cas d’une perception, nous enregistrons un prédicat sensed/1 qui indique que
l’agent a perçu quelque chose dans l’environnement; dans le cas d’une action nous
retenons l’action exécutée à l’aide d’un prédicat action/1; et dans le cas d’un changement
de plan, nous enregistrons un prédicat switched/2 reflétant le passage du plan P au plan Q.
La figure 9.2 illustre cette évolution.89
Génération d’automatismes Chapitre 99.1.2 VERS UNE FORMATION DE CONTEXTES INDUCTIVE
Les dialogues ci-dessus mettent à notre disposition trois ensembles de données:
• P = {p1, p2, ...}, l’ensemble des perceptions
• A = {a1, a2, ...}, l’ensemble des actions
• S = {(q1,q2), (q2,q3), ...}, l’ensemble des changements de plans
C’est sur la base de ces données que nous désirons former de nouveaux contextes en
compilant la délibération. Or, ces données reflètent les différentes étapes de la
délibération, mais non pas la délibération proprement dite. Il s’agit donc de recréer les
liens entre ces données afin de reconstituer le processus délibératif. 
Souvenons-nous qu’un cycle de la délibération est réalisé en joignant une ou plusieurs
perceptions et un plan. Ce dernier est constitué d’une ou plusieurs conditions (vérifiées par
la ou les perceptions) impliquant un changement de plan ou la sélection d’une action. Si
parmi les données reflétées on retrouve les perceptions, les changements de plans et les
actions sélectionnées, il nous manque les conditions, nous empêchant de reconstituer les
plans. 
Pour y parvenir, nous aurions besoin de recourir à un procédé inductif. Pour reconstituer
un plan, il s’agit de déterminer quelles perceptions ont été déterminantes pour la sélection
d’un plan ou d’une action. C’est en effet l’induction qui «permet de passer de la
connaissances des faits, à celle des lois qui les régissent» [Gex, 1968]. Doter un système
de la capacité d’induire de nouvelles règles est un des objectifs de la recherche en
intelligence artificielle, plus particulièrement dans les réseaux de neurones [Nilsson,
1998]. Dans ce contexte, l’induction n’est pas un procédé aussi fiable que la déduction,
nous n’explorons donc pas cette voie, nous préférons contourner le problème. 
Figure 9.2: Enregistrement des données interceptées dans l’état local de l’agent
Plus précisément, elles sont enregistrées dans le global workspace en référence aux travaux de Baars. 
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Chapitre 9 Génération d’automatismes9.1.3 SIMPLIFICATION DU MODÈLE
Afin de pouvoir reconstituer les plans, nous reflétons également l’élément manquant, à
savoir les conditions ayant conduit à un changement de plan, ceci pour éviter de recourir
à l’induction (voir ci-dessus). Nous faisons ici l’hypothèse que seuls les changements de
plans (switch) se font sous conditions, respectant ainsi la notion de contexte introduite à la
section 8.1.1. Nous étendons le dialogue reflétant ces changements de plans
(reflect(switch)) afin qu’il récupère la condition; une fois qu’un changement de plan est
perçu, le dialogue va engager une conversation de type call/return avec le dialogue switch
afin d’obtenir la condition de l’implication ayant conduit au changement de plan
considéré. Le dialogue devient alors:
dialog(reflect(switch), [C,P,Q],
[ask(switch(P,Q),switch(P,Q)),
 call(switch(P,Q), C⇒switch(P,Q)), ← récupération de la condition
 execute(gw.store(switched(C,P,Q))),← enregistrement du changement de plan
 resume(reflect(switch))]).
Nous récupérons d’abord la condition C (ou l’ensemble de conditions) qui a conduit au
changement de plan (P à Q) avant d’enregistrer un prédicat switched/3 comportant
respectivement les paramètres C, P et Q. En contrepartie, le dialogue switch doit pouvoir
répondre à la requête, raison pour laquelle nous l’étendons également:
dialog(switch(P,Q), [C],
[tell(reflect(switch),switch(P,Q)),
return(reflect(switch),C), ← envoi de la condition permettant de
 concurrent(react(Q))]). satisfaire la requête
De plus, étant donné que nous connaissons les conditions, nous n’avons plus l’utilité de
refléter les perceptions. En effet, même si l’ensemble des conditions n’est qu’un sous-
ensemble des perceptions, il représente les perceptions qui ont été déterminantes dans le
processus de délibération. Or, nous n’avons besoin que de celles-là pour compiler la
délibération. Nous omettons ainsi désormais le dialogue reflect(sense) dans notre machine
virtuelle (voir figure 9.3).91
Génération d’automatismes Chapitre 99.2 COMPILATION DE LA DÉLIBÉRATION
Nous sommes maintenant en mesure d’aborder la phase de compilation de la délibération.
L’algorithme de compilation que nous proposons ici correspond à de la généralisation
basée sur l’explication plus connue sous sa dénomination anglo-saxonne «Explanation-
Based Generalization» (EBG). En effet, l’EBG postule qu’il est possible de former une
généralisation justifiée à partir de la simple exécution réussie d’un exemple, pour autant
que le système soit en mesure d’expliquer le déroulement de l’exemple en question
[Mitchell et al., 1986]. Or, le processus de réflexion que nous avons mis en oeuvre permet
une telle implémentation, ce que nous montrons dans cette section.
Nous disposons des ensembles de données suivants: 
• A = {a1, a2, ...}, l’ensemble des actions sélectionnées
• S = {(c1,q1,q2), (c2,q2,q3), ...}, l’ensemble des changements de plans et de la ou les
conditions (contextes) y relatives.
Les données que nous enregistrons sont donc par exemple dans le cas de notre robot-
nettoyeur: 
A ={action(move(0,0)), action(move(0,1)), action(suck(0,1)), action(back(0,1)), ...}
S ={switched(not alarm, initial, start), switched(dirt, start, work), 
switched((in(0,0) ∧ not dirt(0,0)), work, move(0,0)), 
switched((in(0,1) ∧ dirt(0,1)), work, suck(0,1)), switched(not dirt, start, home), 
switched(in(0,1), home, back(0,1), switched(in(0,0), home, back(0,0)), ...}
soit l’ensemble des actions exécutées et des changements de plan. Notons que les variables
sont instanciées et que les redondances ne sont pas retenues. 
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Figure 9.3: La machine virtuelle reflexive simplifiée92
Chapitre 9 Génération d’automatismesL’ensemble S permet de reconstituer une séquence de changements de plans. Une telle
séquence est dite complète lorsqu’elle aboutit à une sélection d’action. La compilation de
la délibération consiste à regrouper l’ensemble des conditions d’une séquence complète -
formant ainsi un nouveau contexte - d’en désinstancier les variables et d’activer un
nouveau plan du type «conditions» ⇒ do(initial,Action). Un plan de ce type exécute une
action dès que toutes les conditions sont vérifiées et ceci dans le plan initial, évitant ainsi
de recourir aux changements de plans, c’est-à-dire la délibération. Nous détaillons ces
trois opérations ci-après.
9.2.1 REGROUPEMENT DES CONDITIONS
Pour procéder au regroupement des conditions d’une séquence complète, nous remontons
le processus de délibération «à l’envers». Ainsi, lorsqu’une action est reflétée, nous savons
que tout le processus de délibération a également été reflété, et que la séquence complète
peut être reconstituée. En partant de l’action sélectionnée, nous «remontons l’arbre» en
récupérant récursivement toutes les conditions ayant conduit à cette sélection d’action
jusqu’à ce que le plan initial soit atteint. Nous dotons à cette fin la machine virtuelle de
deux nouveaux dialogues: 
dialog(trace(done(P,A)), [Q], 
[execute(gw.retrieve(switched(_,Q,P))),
 enter(get_context(A,Q,P,[]))]),
dialog(get_context(A,P,Q,Trace), [C,O],
[execute(gw.retrieve(switched(C,P,Q))),
 ((not (P=initial) | [execute(gw.retrieve(switched(_,O,P))),
   resume(get_context(A,O,P,[C|Trace]))]);
  (P=initial | [execute(gw.generate(A,[C|Trace],Context)),
 concurrent(teach(Context))]))]).
Ces dialogues s’exécutent en séquence et ne sont exécutés que par un seul thread. Le
dialogue trace initie cette séquence en récupérant le plan Q précédant le plan P dans lequel
s’est exécutée l’action A, autrement dit la «dernière branche». Il entre ensuite dans le
dialogue get_context auquel il passe en arguments l’action A en cours de traçage, la
«dernière branche» donnée par ses noeuds Q et P, et une liste vide [] initialisant ainsi la
variable de résultat. Le dialogue get_context va récursivement reconstituer le chemin
recherché jusqu’au plan initial reconstituant à chaque appel la liste des conditions ayant
conduit à exécuter l’action A; conformément à la notation Prolog, l’expression [C|Trace]
indique que C est l’élément en tête de liste dont la suite est donnée par la liste Trace.
Lorsque le plan initial est atteint, la récursion s’arrête, la méthode generate qui va générer
le nouveau plan est appelée (nous la développons dans la section suivante (9.2.2)) et lance
un nouveau dialogue teach qui va activer le résultat (que nous développons plus loin
(section 9.2.3)).
Le dialogue trace est lancé lorsqu’une action est reflétée. Nous étendons donc le dialogue
reflect(do):
dialog(reflect(do), [P,A],
[ask(do(P,A),do(P,A)),
 execute(gw.store(action(A))),
 concurrent(trace(done(P,A))), ← déclenchement de la reconstitution
 resume(reflect(do))]). du chemin93
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sélectionnées puisque celles-ci sont actives tout au long du processus de regroupement.
Autrement dit, l’ensemble A définit plus haut ne nous est plus nécessaire, ce qui nous
permet d’alléger encore le modèle, et de réécrire le dialogue comme suit: 
dialog(reflect(do), [P,A],
[ask(do(P,A),do(P,A)),
concurrent(trace(done(P,A))),
resume(reflect(do))]).
La figure 9.4 illustre la machine virtuelle dans sa nouvelle configuration.
9.2.2 FORMATION DE CONTEXTES ET DE PLANS
Sur la base d’une liste de conditions associée à une action, nous pouvons générer un
nouveau contexte et un nouveau plan. La méthode generate appelée précédemment (voir
section précédente (9.2.1)) exécute cette tâche, nous en présentons quelques aspects ici. 
Rappelons que tant l’action que les conditions sont instanciées et ne contiennent aucune
variable. Par exemple, à l’action move(0,0) est associée la liste de conditions
sense react
plan
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Figure 9.4: La machine virtuelle avec processus de regroupement de conditions
Les actions reflétées ne sont plus enregistrées dans la base gw.
move(0,0): [not alarm,dirt(1,1),(in(0,0),not dirt(0,0))]94
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• les arguments de l’action et ceux de la condition sont identiques et sont ainsi liés:
in(0,0) et not dirt(0,0)
• les arguments de l’action et ceux de la condition ne sont pas liés et sont indépendants:
not alarm et dirt(1,1)
Nous faisons ici l’hypothèse que les arguments situent le prédicat dans l’environnement,
et qu’ils désignent ainsi toujours un même type de donnée par arité, comme dans notre
exemple: des coordonnées en abscisse et en ordonnée. Pour lever cette hypothèse, il suffit
de typer les arguments au moyen par exemple d’un prédicat; nous pourrions ainsi convertir
l’expression move(0,0) et dirt(0,1) en move(sit(0,0)) et dirt(sit(_,_)). Afin d’alléger les
écritures, nous ne procéderons pas à ces modifications, l’exemple que nous traitons ne
comportant qu’un seul type d’argument par arité: les coordonnées d’arité 2.
Notre méthode va d’abord généraliser les arguments de l’action et des conditions, liant
celles qui doivent l’être, puis regrouper les conditions contenues dans la liste dans une
conjonction afin de définir un contexte du type «conditions» ⇒ do(initial,Action).
L’implémentation en Prolog de ces deux opérations de manipulation de listes est donnée
en annexe 1.3. La procédure elle-même est définie comme suit:
procedure generate(Action, Conditions, Context)
generalize(Action, Conditions, Gen_action, Gen_conditions);
group_condition(Gen_conditions, Grouped_conditions);
Context= (Grouped_conditions ⇒ do(initial, Gen_action)).
Dans notre exemple, nous obtenons les nouveaux contextes suivants:
(in(X,Y) ∧ not dirt(_,_) ∧ not alarm) ⇒ do(initial, back(X,Y)),
((in(X,Y) ∧ not dirt(X,Y)) ∧ dirt(_,_) ∧ not alarm) ⇒ do(initial, move(X,Y)),
((in(X,Y) ∧ dirt(X,Y)) ∧ dirt(_,_) ∧ not alarm) ⇒ do(initial, suck(X,Y)).
Ces plans sont le résultat de la compilation de la délibération. En effet, nous constatons
que ce sont des plans plats, c’est-à-dire qu’il n’y a aucune hiérarchie entre eux et aucun
changement de plan, et qu’il ne s’agit que de plans de sélection d’action attachés au plan
initial. Nous constatons par ailleurs que les conjonctions de conditions associées à chaque
action correspondent à un chemin dans l’arborescence proposée à la figure 8.1. Un
comportement identique est ainsi assuré. Seul manque un chemin, celui associé à la
condition alarm. Si cette condition n’a jamais été vérifiée, l’action attachée à ce chemin
n’a jamais été exécutée, et par voie de conséquence n’a pas été reflétée par la conscience
non plus. Ainsi, si une alarme survient, l’agent devra recourir à la conscience pour
déterminer l’action à exécuter (délibération). Cette délibération sera ensuite compilée
selon les exemples ci-dessus.
9.2.3 L’APPRENTISSAGE OU L’ACTIVATION DES PLANS COMPILÉS
Reste encore à activer ces plans, c’est-à-dire à les mettre à disposition du niveau objet.
Nous y parvenons en créant une communication synchronisée entre la conscience et le
niveau inférieur, l’objet. Nous avons vu (section 9.2.1) que le processus de compilation
s’achevait en lançant un dialogue teach. Ce dialogue renvoie chaque nouveau contexte à95
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considérons qu’il s’agit bien d’une relation d’apprentissage, même s’il se limite à un
automatisme. Ces dialogues se définissent alors ainsi: 
dialog(teach(P), [],
[tell(learn,P)]),
dialog(learn, [P],
[ask(teach(P),P),
execute(store(P)),
resume(learn)]).
Le dialogue learn est lancé par le dialogue initial run, qui est s’étend alors ainsi:
dialog(run(P0), [], 
[concurrent(sense),
concurrent(learn),
 concurrent(react(P0)), 
concurrent(introspect)]).
La figure 9.5 incorpore cette dernière extension et constitue le modèle final de notre
prototype. 
Figure 9.5: La machine est étendue afin de mettre à disposition du système les nouveaux plans 
Nous les présentons dans une nouvelle base new context afin de les distinguer des plans initiaux. 
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Chapitre 9 Génération d’automatismes9.3 IMPLÉMENTATION DE LA FORMATION DE CONTEXTE
L’extension de la machine virtuelle développée dans ce chapitre implémente ainsi la
fonction de la conscience qui consiste à apprendre des automatismes par le biais de la
formation de nouveaux contextes. La figure 9.6 reprend le formalisme de Baars et illustre
l’exemple du robot-nettoyeur utilisant un contexte compilé. Souvenons-nous de la figure
8.5 qui illustre le processus de délibération complet du même exemple. Nous constatons,
en les mettant en relation, que le gain de temps est significatif puisque la délibération
sélectionne immédiatement un contexte compilé qui conduit à la sélection d’une action.
Figure 9.6: Les nouveaux contextes comportent des conjonctions de conditions qui conduisent 
directement à la sélection d’action
Contextes à disposition
¬alarm ∧ dirt ∧ (in(X,Y) ∧ dirt(X,Y))
(plan initial)
alarm (plan stop)
temps
Conscience
dirt(X,Y)in(X,Y)
suck(X,Y)
¬alarm ∧ dirt ∧ (in(X,Y) ∧ dirt(X,Y))
¬alarm ∧ dirt ∧ (in(X,Y) ∧ ¬dirt(X,Y))
¬alarm ∧ ¬dirt ∧ in(X,Y)
Conscience
dirt(X,Y)in(X,Y)97
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Avec la formation de nouveaux contextes (donnés sous forme de plans), nous ajoutons une
couche à notre modèle général (voir figure 9.7). Cette couche est la dernière que nous
traitons dans notre recherche, même s’il en existe d’autres (voir section 12.2).
Cette couche «conscience» capable d’observer, de saisir, de raisonner et d’influer sur le
déroulement d’un agent peut se superposer à d’autres architectures puisqu’il s’agit d’un
processus parallèle au fonctionnement de l’agent. Nous discutons brièvement cette
opportunité ci-dessous dans le cas de deux approches traditionnelles de l’intelligence
artificielle qui s’opposent. 
9.4.1 SUBSUMPTION ARCHITECTURE
La subsumption architecture a été proposée par [Brooks, 1986] dont l’idée générale
consiste à contrôler le comportement d’un agent à l’aide de «modules comportementaux».
Ces modules perçoivent directement des stimuli de l’environnement et - si les stimuli
satisfont les préconditions du module - déclenchent une réaction (action) propre au
module. Un module peut contenir1 un autre module. Ainsi lorsque que le premier s’active
(c’est-à-dire que les stimuli perçus vérifient ses préconditions), l’action sélectionnée va
comprendre2 l’action du second [Nilsson, 1998]. Les modules sont organisés dans une
hiérarchie, classés selon la portée générale ou particulière de chacun des modules. Cette
architecture ne possède pas de représentation complexe de l’environnement et ne permet
ainsi de raisonner ni a priori ni a posteriori sur la sélection d’action. 
Notre modèle de conscience est ainsi complémentaire à cette architecture, puisqu’il
permettrait, sur la base de l’observation du fonctionnement de l’agent, de raisonner sur
celui-ci, d’expliquer le processus de sélection d’action et peut-être de proposer de
nouveaux modules plus efficients. 
9.4.2 GENERAL PROBLEM SOLVER 
Le système General Problem Solver (GPS) [Newell et al., 1959] se fonde sur une
représentation complexe de l’environnement. Il se focalise sur la sélection d’une action -
un but explicite - et afin de satisfaire ses préconditions, il va récursivement définir des
«sous-buts», construisant ainsi une séquence d’actions permettant d’atteindre le but
1. en anglais: subsume, d’où le nom donné à cette architecture
2. au sens de contenir, englober
Machine abstraite
Plans
Dialogues concurrents
Machine virtuelle concurrente
Plans / états
Formation de contextes
Système physique
Figure 9.7:  Représentation en couches du modèle
Générant de nouveaux plans, la formation de contextes constitue une abstraction supplémentaire. 98
Chapitre 9 Génération d’automatismesprincipal [Nilsson, 1998]. Cette méthode de recherche, souvent combinée avec celle de la
régression sur les buts, est appelée «recherche en arrière»1 puisque c’est la sélection d’une
action qui détermine les conditions à vérifier. 
A l’inverse, l’approche que nous avons utilisée est appelée «recherche en avant»2 puisque
ce sont les conditions vérifiées qui déterminent l’action à exécuter. Par ailleurs, notre
modèle de base ne spécifie pas de but explicite; il poursuit en effet un but unique qui est
le plan initial, lequel est déduit de l’état local de l’agent et des plans décrivant son
comportement. 
Doter un système GPS d’un module de conscience peut également compléter le système.
Il est cependant moins pertinent dans ce cas-là puisque les processus de sélection d’action
sont très explicites. La conscience serait alors rationnalisée par la représentation précise et
formelle de l’environnement et de l’action sélectionnée. 
9.5 RÉCAPITULATION DE LA MACHINE VIRTUELLE
Nous redonnons ci-dessous une vue globale de la machine virtuelle:
dialog(run(P0), [], 
[concurrent(sense),
concurrent(learn),
 concurrent(react(P0)),
concurrent(introspect)]), 
dialog(sense,[S],
[ask(native_sense, sensed(S)),
 execute(store(S)),
 resume(sense)]),
dialog(learn, [P],
[ask(teach(P),P),
execute(store(P)),
resume(learn)]),
/* délibération */
dialog(react(P), [A,Q],
[((do(P,A) | [concurrent(do(P,A))]);
  (switch(P,Q) | [concurrent(switch(P,Q))]))]),
dialog(do(P,A), [],
[execute(A),
 tell(reflect(do),do(P,A)),
 concurrent(react(P0))]),
dialog(switch(P,Q), [],
[tell(reflect(switch),switch(P,Q)),
return(reflect(switch),C),
concurrent(react(Q))]),
1. en anglais: backward search
2. en anglais: forward search99
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dialog(introspect, [],
[concurrent(reflect(do)),
 concurrent(reflect(switch))]),
dialog(reflect(do), [P,A],
[ask(do(P,A),do(P,A)),
concurrent(trace(done(P,A))),
resume(reflect(do))]),
dialog(reflect(switch), [C,P,Q],
[ask(switch(P,Q),switch(P,Q)),
 call(switch(P,Q), C⇒switch(P,Q)),
 execute(gw.store(switched(C,P,Q))),
resume(reflect(switch))]),
/* compilation */
dialog(trace(done(P,A)), [Q], 
[execute(gw.retrieve(switched(_,Q,P))),
 enter(get_context(A,Q,P,[]))]),
dialog(get_context(A,P,Q,Trace), [C,O],
[execute(gw.retrieve(switched(C,P,Q))),
 ((not (P=initial) | [execute(gw.retrieve(switched(_,O,P))),
   resume(get_context(A,O,P,[C|Trace]))]);
  (P=initial | [execute(gw.generate(A,[C|Trace],Context)),
 concurrent(teach(Context))]))]),
dialog(teach(P), [],
[tell(learn,P)]).100
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PROTOTYPE
Les développements présentés dans la seconde partie ont été implémentés dans un
prototype fonctionnel écrit en Prolog. L’annexe 1 comprend le code complet, nous nous
contentons ici de présenter son comportement au travers de quelques captures d’écran.
Notre recherche s’inscrit dans le prolongement de travaux existants (voir chapitre 5 à
chapitre 7 et l’ensemble des références bibliographiques liées à [Bonzon]).
L’implémentation de notre prototype prolonge ainsi les implémentations fournies dans le
cadre de ces travaux. 
10.1 INITIALISATION
10.1.1 CHARGEMENT DES FICHIERS
Toutes les couches du modèle que nous avons présenté dans la seconde partie de la thèse
ont été implémentées en Prolog (LPA Win-Prolog v. 3.6). L’ensemble du code est réparti
dans quatre fichiers:
1. Compiler.pl compile les dialogues en plans (voir section 7.2).
2. Kernel.pl est le noyau de la machine abstraite présentée au chapitre 6. Nous ne
l’avons cependant pas abordé, étant d’ordre spécifiquement technique. On peut
néanmoins se référer à [Bonzon, 1997] et à [Bonzon, 2002a] pour davantage de
détails.
3. Consc.pl contient les algorithmes de compilation de la délibération appelés par la
procédure generate (voir section 9.2.2).
4. Final.pl est le fichier principal contenant: la machine virtuelle réflexive, les plans, la
description des actions, les méthodes de la machine abstraite séquentielle, les
méthodes d’initialisation de l’agent.
Nous commençons par charger ces fichiers dans le moteur d’inférence figure 10.1. Nous
chargeons le fichier principal Final.pl qui chargera à son tour les autres fichiers. 
Figure 10.1: Chargement du code dans le moteur d’inférence101
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Nous instancions alors la classe robot en appelant son constructeur (figure 10.2). Bien que
nous ne soyons pas strictement dans le cadre d’un langage orienté-objet, nous lui
empruntons néanmoins quelques terminologies lorsque les principes sont proches. Ainsi,
le constructeur de la classe initialise cette dernière. Nous rappelons cependant que,
contrairement au monde objet, la classe n’est pas uniquement la description d’un agent,
mais elle en est également l’environnement d’exécution, la classe constituant la machine
abstraite. 
Les éléments instanciés dans la classe sont 
• les méthodes de la machine abstraite séquentielle
• les méthodes à disposition de l’agent (actions) 
• les plans décrivant le comportement de l’agent
• la machine virtuelle réflexive compilée
Cette dernière est compilée en plans lors de la construction de la classe. Le résultat de cette
compilation ainsi que les autres éléments sont représentés partiellement dans la figure
10.3. Nous donnons ci-dessous quelques «ficelles» pour se retrouver dans ce qui peut
paraître illisible dans cette figure:
• Une expression du type «_32324» représente l’adresse mémoire d’une variable non
instanciée.
• Les symboles d’implications ==> et => sont tous deux utilisés dans les descriptions
de plans et sont donc équivalents au symbole ⇒ que nous avons utilisé dans les
chapitres précédents. Cependant, pour garantir le bon fonctionnement des différents
niveaux d’abstraction, nous devions distinguer les plans de la machine virtuelle
réflexive (==>) de ceux de la machine abstraite (=>).
• le prédicat per/1, que l’on retrouve notamment dans les plans, distingue les
perceptions des autres données. Nous n’avons pas introduit cette distinction plus haut
afin d’alléger les écritures.
Figure 10.2: Instanciation de la classe102
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Prototype Chapitre 1010.1.3 INSTANCIATION DE L’AGENT
Nous pouvons alors créer une instance de classe robot(1) (figure 10.4). Son initialisation
est beaucoup plus sommaire, puisqu’elle consiste à créer le dialogue concurrent initial run,
l’objet gw (qui va servir pour la compilation de la délibération) et, dans ce cas précis, des
perceptions relatives à la direction initiale de l’agent (per(facing(north))) et aux
dimensions de la pièce (per(grid(2,2))). Ces perceptions sont codées «en dur» à
l’initialisation afin d’alléger le travail de saisie lors de l’exécution. En environnement réel,
elles seraient en principe obtenues en cours d’exécution. 
10.2 EXÉCUTION
10.2.1 LANCEMENT DE LA MACHINE ABSTRAITE
L’exécution de l’ensemble s’amorce en exécutant la machine abstraite figure 10.5.
Rappelons que la procédure run appelle séquentiellement la procédure sense puis la
procédure react (voir chapitre 6). Dans notre cas, toutes les perceptions se font en
interrompant le déroulement et en saisissant par le clavier la perception (voir section
suivante (10.2.2)). La procédure react va exécuter les plans provenant de la compilation
des dialogues constituant la machine virtuelle réflexive (voir chapitre 7). Celle-ci
s’amorce également grâce au dialogue initial run(initial) créé lors de l’instanciation de
Figure 10.4: Instanciation d’un agent
Figure 10.5: Lancement de la machine abstraite104
Chapitre 10 Prototypel’agent (voir section 10.1.3). Entre autres, elle appelle les dialogues concurrents sense et
react. Le premier est lié au sense de la machine abstraite et le second initie la délibération
(voir chapitre 8). Les perceptions ¬alarm et ¬dirt sont les perceptions pertinentes par
rapport aux plans dont l’agent a connaissance. Elle suffisent cependant à entamer la
délibération conformément au plan (revoir par exemple figure 8.1), mais la délibération se
bloque (figure 10.6) en raison du manque de perception permettant de poursuivre. Cette
situation illustre le comportement propre à un démon, puisque la délibération attend
désormais une donnée supplémentaire pour pouvoir poursuivre. 
10.2.2 PERCEPTION
Dans le cadre de notre prototype, la perception consiste en une abstraction de celle-ci. En
effet, nous nous contentons de saisir une perception par l’intermédiaire du clavier. En
environnement réel, la perception serait reliée à un ou plusieurs capteurs capables de
transmettre les données en bonne forme.
La figure 10.7 représente une telle saisie, en l’occurrence celle précisant les coordonnées
initiales de l’agent (in(0,0)).
Cette saisie est enregistrée dans l’état local de l’agent au moyen du prédicat per/1
distinguant les perceptions, en l’occurrence per(in(0,0)).
Figure 10.6: Démarrage de la délibération
Elle commence immédiatement et va aussi loin qu’elle peut.
Figure 10.7: Saisie d’une nouvelle perception105
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10.3.1 LES PLANS INITIAUX
La délibération se fonde sur les perceptions et sur les plans. Ces derniers sont publiés par
la classe (figure 10.8). 
Pour être compilée, une délibération doit être constituée d’une séquence de changement
de plans complète, c’est-à-dire terminée par la sélection d’une action. A son lancement,
nous avons vu que la délibération s’engageait immédiatement jusqu’à ce qu’une donnée
manque (voir section 10.2.1). Cette donnée manquante est fournie à la section 10.2.2. 
10.3.2 BACK
L’agent est maintenant en mesure de sélectionner une première action: back.
La figure 10.9 représente la première délibération et compilation. Les lignes préfixées de
>>> sont des données de traçage permettant de suivre la délibération de l’agent. Parmi ces
traces, nous retrouvons des termes tels que 
• switch représentant, sans surprise, des changements de plans
• leaf représentant les plans dans lesquels une action est sélectionnée (feuilles dans une
représentation arborescente)
• compiled représentant le plan compilé (l’affichage intervient juste avant la
synchronisation teach/learn)
Figure 10.8: Les plans initiaux sont situés au niveau de la classe
Figure 10.9: Délibération et compilation liée à l’action back106
Chapitre 10 PrototypeAinsi, tant que le plan compilé n’est pas appris par l’agent, ce dernier recourt à la
délibération. En revanche, dès que le plan est appris, l’action est sélectionnée
immédiatement dans le contexte initial (leaf(initial)). 
10.3.3 SUCK ET MOVE
Nous indiquons maintenant l’emplacement d’un détritus à nettoyer. Nous situons celui-ci
au même endroit que l’agent (dirt(0,0)) afin, dans un premier temps, d’éviter le
déplacement. Ceci revient à compiler la délibération conduisant à l’action suck (figure
10.10). 
En indiquant un emplacement éloigné pour un nouveau détritus, nous forçons l’agent à se
déplacer (figure 10.11). Le nettoyage du détritus (suck) ayant été compilé, seul le
déplacement se fait de manière consciente, celui-ci étant rapidement compilé à son tour. 
Figure 10.10: Délibération et compilation liée à l’action suck
Figure 10.11: Délibération et compilation liée à l’action move107
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Les contextes ainsi formés et donnés sous forme de plans, se situent au niveau de l’agent.
C’est en effet l’expérience propre de l’agent qui permet d’automatiser ses actions. Ces
nouveaux plans sont représentés à la figure 10.12.
La compilation se fonde sur la réflexivité de la délibération dont les états ont été
enregistrés dans l’objet gw (figure 10.13).
Figure 10.12: Nouveaux plans situés au niveau de l’agent
Figure 10.13: Contenu de l’objet gw108
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Afin de vérifier que l’agent exécute bien sa tâche automatiquement, c’est-à-dire sans
délibération, nous lui indiquons un nouveau détritus (figure 10.14). Nous pouvons alors
constater que toutes les actions sont sélectionnées à partir du contexte initial. 
Figure 10.14: Sélections directes d’actions (sans délibération)109
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Conformément aux plans, si une alarme survient, l’agent s’arrête (c’est la machine
virtuelle qui s’arrête). Cette délibération n’est donc jamais automatisée puisqu’on ne laisse
pas le temps à la conscience de la compiler. Toute alarme doit donc passer par la
délibération selon notre implémentation.
Figure 10.15: Délibération liée à une alarme
Elle n’est pas compilée en raison de l’arrêt immédiat du système.110
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Chapitre 11 Validation du modèleCHAPITRE 11
VALIDATION DU MODÈLE
Nous cherchons, dans ce chapitre, à déterminer la validité de notre modèle, c’est-à-dire à
vérifier si nous avons atteint les objectifs fixés initialement. Dans ce but, nous reprenons
d’abord la méthodologie et voyons si nous avons satisfait à toutes les étapes prévues. Ceci
nous permet de vérifier la validité de la recherche d’un point de vue méthodologique.
Dans un deuxième temps, nous confrontons notre modèle au test proposé par [Aleksander
& Dunmall, 2003] qui suggèrent des critères de conscience minimale donnés sous forme
de cinq axiomes.
11.1 VALIDATION EN REGARD DE LA MÉTHODOLOGIE
La section 1.3 présente les objectifs que nous nous sommes fixés en regard d’une
méthodologie s’appliquant à des recherches en technologies de l’information dont la
nature de la contribution n’est pas seulement théorique, mais également concrète
puisqu’elle vise à construire un artefact (dans notre cas un prototype) [Smith & March,
1995]. 
Les différentes étapes proposées par cette méthodologie sont rappelées dans le tableau
11.1. Nous rappelons également que le but de cette recherche était de construire un
prototype fonctionnel sur la base d’un modèle de conscience existant en utilisant et en
étendant des implémentations elles aussi existantes. Nous n’avions ainsi pas pour objectif
d’élaborer une nouvelle théorie sur la base de cette construction. Il est toutefois probable
que notre recherche puisse y contribuer, nous laissons ainsi cette opportunité ouverte (voir
section 12.1). Les numéros inscrits dans les cellules du tableau se rapportent aux
différentes étapes ayant conduit à la construction de notre prototype. Celles-ci ont ainsi
consisté à
1. dresser un panorama des concepts liés à la conscience psychologique
2. identifier un modèle computationnel de la conscience
3. évaluer le choix du modèle par rapport au panorama et par rapport à une
implémentation de celui-ci
4. choisir les méthodes, outils et techniques nous permettant d’offrir une implémentation
de ce modèle
ACTIVITES
Construire Evaluer Elaborer une théorie Justifier
R
ES
U
LT
AT
S
Concepts 1.
3.
Modèle 2.
Méthode 4.
6.
Instanciation 5.
Tableau 11.1: Cadre de travail pour la recherche en technologie de l’information 
[Smith & March, 1995]113
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computationnel
6. confronter le prototype au modèle et évaluer dans quelle mesure le modèle est
implémenté par le prototype
Nous détaillons ces étapes ci-dessous. 
11.1.1 PANORAMA DE LA CONSCIENCE
Le chapitre 2 dresse un bref panorama des différentes approches de la conscience
psychologique du XVIIe siècle à nos jours, du point de vue de diverses disciplines. Cette
étude a permis de mettre en évidence qu’il n’existe pas de définition unique de la
conscience, ni d’explication concordante quant à son fonctionnement, et encore moins
quant à son origine. 
Il a cependant été possible d’identifier des concepts communément admis. Parmi ceux-ci,
il en est qui vont dans le sens d’offrir une vue globale des différents éléments composant
la conscience et de leurs interactions. 
11.1.2 UN MODÈLE COMPUTATIONNEL
Nous avons alors identifié une théorie de la conscience qui offre un modèle formalisé du
fonctionnement de la conscience, il s’agit du modèle de [Baars, 1988] intitulé Global
Workspace Theory et présenté au chapitre 3.
Ce modèle décrit avant tout une architecture de la conscience. Celle-ci permet ensuite de
décrire le fonctionnement de la conscience par l’interaction entre les éléments qui
constituent un système nerveux et la conscience proprement dite. Ce modèle distribué
consiste à synchroniser des éléments inconscients (processeurs spécialisés inconscients)
dans le but de les faire collaborer. Ces collaborations conduisent à former de nouveaux
automatismes donnés sous formes de plans. 
11.1.3 EVALUATION DE LA PERTINENCE DU CHOIX DU MODÈLE 
La pertinence du choix du modèle s’évalue de deux points de vue: en amont nous voyons
si le modèle retenu s’inscrit de manière significative dans la communauté
interdisciplinaire concernée par l’étude de la conscience, et en aval nous cherchons à
identifier quels sont les éléments de la théorie qui nous permettent d’offrir une
implémentation informatique de la conscience (voir chapitre 4). 
Il est régulièrement fait référence à la théorie de Baars dans les ouvrages et contributions
scientifiques se rapportant à la conscience. Par ailleurs, comme nous l’avons dit ci-dessus,
les principaux concepts - tels que les éléments constitutifs et les fonctionnalités de la
conscience - mis en exergue dans le cadre de l’établissement du panorama des approches
de la conscience se retrouvent dans cette théorie. 
Forts de ce constat, nous avons identifié les corrélations computationnelles afin de
préparer l’implémentation du modèle. Bien que ce modèle soit celui qui présente un
formalisme relativement élaboré, nous avons dû préciser - parfois réduire - la définition
de certains éléments afin de pouvoir en offrir une implémentation fonctionnelle. Nous
sommes ainsi parvenu à identifier des fonctions algorithmiques (processus de délibération114
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et interne (contextes), et les interactions entre tous ces éléments (plans). Enfin, nous avons
pu relier toutes ces corrélations à des concepts informatiques existants. 
11.1.4 CHOIX DES MÉTHODES, OUTILS ET TECHNIQUES INFORMATIQUES
Le modèle de Baars est constitué d’éléments inconscients distribués s’exécutant en
parallèle, et de la conscience qui est centralisée et séquentielle, mais à un niveau plus
élevé, dans le sens où elle est en contact avec l’ensemble du système. La conscience à
laquelle nous faisons allusion ici est en fait sa composante délibérative, c’est-à-dire celle
qui coordonne les éléments parallèles. Nous avons en effet identifié une autre composante
de la conscience qui forme de nouveaux contextes. Cette composante fonctionne ainsi
parallèlement à la première composante.
On trouve ainsi à tous niveaux des éléments fonctionnant en concurrence, mais impliqués
dans un système unique. La synchronisation est réalisée de manière implicite (unification)
lorsque le processus délibératif forme des coalitions et explicite (dialogues) lorsque les
processus fonctionnels du système doivent se coordonner. 
Si l’unification est un concept courant de la programmation logique, les dialogues le sont
moins, raison pour laquelle nous présentons cette approche dans notre travail, au chapitre
7. Nous ajoutons que ces dialogues sont à l’origine de notre recherche. Ils sont nés de la
conjonction d’un modèle de communication synchronisé (chapitre 5) et d’un modèle
fonctionnel d’une machine abstraite séquentielle (chapitre 6). Ces dialogues ont permis de
réécrire la machine abstraite séquentielle en une machine virtuelle concurrente (chapitre
8).
11.1.5 CONFRONTATION AU MODÈLE DE BAARS
Notre interprétation restrictive des processeurs inconscients et de la concurrence à laquelle
ils se livrent ne nous permet pas de prétendre avoir implémenté complètement le modèle
de l’espace global de travail. En revanche, l’implémentation de la délibération et de la
formation de contexte basée sur la compilation de délibération que nous proposons
correspond bien à la formation de coalitions et à l’acquisition d’automatismes telles que
décrites par Baars. 
Le chapitre 9 montre comment cette machine virtuelle écrite à l’aide de dialogues
concurrents peut être étendue afin de refléter le processus de délibération. Grâce à cette
extension, nous sommes en mesure d’implémenter la formation de nouveaux contextes qui
résultent de la compilation de délibérations. 
Cette machine virtuelle réflexive constitue ainsi une instanciation de l’architecture définie
dans la théorie de Baars, permettant de reproduire un comportement conscient chez un
agent. En effet, celui-ci est capable de délibérer par un processus de formation de coalition
géré par l’espace global de travail (la conscience) et est capable d’automatiser la sélection
d’une action par un processus de formation de contextes situé lui aussi dans la conscience.
11.1.6 CONFRONTATION DU PROTOTYPE AUX CORRÉLATIONS IDENTIFIÉES
Le prototype lui-même est présenté au chapitre 10 et son implémentation est donnée à
l’annexe 1. Son exécution permet de constater d’une part qu’il est possible d’interagir avec
lui, en lui fournissant arbitrairement les perceptions qu’il va enregistrer dans son état local.
Ces perceptions sont autant de processeurs inconscients spécialisés. Un autre type de115
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à un autre sous certaines conditions. Les conditions déterminent le contexte (état) dans
lequel se trouve l’agent. 
La phase de délibération consiste ainsi à unifier les perceptions avec les plans afin d’en
vérifier les conditions, auquel cas une action ou un changement de plan s’opère. Ce
processus de délibération est une formation de coalition au sens de Baars. 
Toutes les étapes d’une délibération sont reflétées et tracées dans la conscience. Ainsi,
lorsqu’une action est sélectionnée, la délibération qui a conduit à sa sélection est
reconstituée puis compilée dans un nouveau plan, formant ainsi un nouveau contexte,
c’est-à-dire un automatisme. Cette fonctionnalités implémente la formation de nouveaux
contextes en ce sens qu’ils sont automatisés. Baars fait part dans sa théorie qu’un tel
automatisme se crée après plusieurs répétitions d’une même délibération, aspect que nous
omettons dans notre modèle, puisque nous initions ce processus à la première délibération
complète. 
Notre prototype n’implémente cependant pas des niveaux plus abstraits de la conscience
permettant de manipuler par exemple le concept du moi. Nous pensons cependant que
notre modèle peut servir de base pour une recherche allant de ce sens (voir section 12.2).
11.2 AXIOMES DE CONSCIENCE MINIMALE CHEZ LES AGENTS
Dans le but de fournir une définition minimale de la conscience, [Aleksander & Dunmall,
2003] proposent un ensemble d’axiomes permettant d’établir les fonctionnalités
minimales de conscience que doit nécessairement implémenter un agent pour se prétendre
conscient. Nous énumérons ces axiomes - au nombre de cinq - et comparons au fur et à
mesure notre modèle en regard de ces axiomes. Nous utilisons ces axiomes a posteriori
dans le but d’évaluer la validité de notre modèle. 
11.2.1 AXIOME DE DESCRIPTION
Le premier axiome requiert qu’un agent soit pourvu d’états perceptuels lui permettant de
se représenter son environnement [Aleksander & Dunmall, 2003]. 
Dans le cas de la machine virtuelle réflexive, la méthode sense offre cette fonctionnalité.
Elle est l’interface entre l’environnement et l’agent lui-même et enregistre les perceptions
sous formes de prédicats dans son état local. De plus, dans l’implémentation concrète, ces
prédicats sont eux-même encapsulés dans un prédicat per/1 permettant ainsi facilement de
distinguer les états perceptuels de l’état local. Enfin, l’agent est conscient de ces
perceptions lorsqu’elles sont engagées dans une délibération ou lorsque la perception est
reflétée à la couche conscience de notre modèle.
11.2.2 AXIOME DE L’IMAGINATION
L’axiome de l’imagination demande que l’agent soit capable de se représenter non
seulement des éléments perçus, mais également des éléments imaginés. En d’autres
termes, un agent doit pouvoir imaginer la manière de satisfaire un besoin nouveaux (p.ex.
attraper une balle qui roule sur une table avant qu’elle ne tombe) [Aleksander & Dunmall,
2003]. 116
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conséquence, il ne permet pas d’imaginer de nouvelles solutions. Comme nous l’avons
vu, les différents dialogues qui constituent la machine virtuelle fonctionnent comme des
démons et ainsi lorsque l’agent ne connaît pas de moyen de résoudre un problème il se
bloque dans son processus délibératif en attente d’une donnée lui permettant d’achever
celui-ci. Ce blocage peut être remplacé par une interaction avec l’utilisateur ou avec un
autre agent ou groupe d’agents capables de lui fournir une solution. Cependant, il n’est pas
capable d’inférer une nouvelle solution, et à ce titre il ne satisfait pas cet axiome.
Cependant, nous considérons que la fonction de formation de contextes implémente une
forme d’imagination, ceux-ci étant générés par l’agent lui-même. Dans ce cas,
l’imagination se réduit à l’apprentissage d’automatismes.
11.2.3 AXIOME DE L’ATTENTION
L’axiome suivant suppose que l’agent est capable de sélectionner quelles parties de
l’environnement il doit se représenter ou imaginer [Aleksander & Dunmall, 2003].
En spécifiant le comportement de l’agent à l’aide de plans, dont les prémisses constituent
les conditions conduisant à la sélection de l’un d’entre eux, nous satisfaisons le critère de
l’attention. En effet, ces conditions vérifient des éléments - généralement des perceptions
- contenus dans l’état local, focalisant ainsi l’attention de l’agent sur les éléments
nécessaires au processus de la délibération. 
11.2.4 AXIOME DE PLANIFICATION
L’axiome de planification implique que l’agent soit doté d’un moyen de contrôle sur les
éléments imaginés dans le but de planifier des actions [Aleksander & Dunmall, 2003]. 
Nous l’avons dit, notre modèle n’implémente pas l’imagination en tant que telle. Il
propose néanmoins de former de nouveaux contextes sur la base d’une délibération ayant
abouti à la sélection d’une action. La formation d’un contexte résulte ainsi d’un processus
qui reflète et compile une délibération, et à ce titre elle planifie des actions. Etant donné
que ce sont ces nouveaux contextes que nous considérons comme des éléments imaginés,
la formation de contexte ne manipule dès lors pas des éléments imaginés, mais bien des
éléments perçus ou prédéfinis. Encore une fois, notre agent n’est pas capable de planifier
de nouvelles actions, mais il peut automatiser la sélection d’actions connues, ce qui répond
à nouveau partiellement à l’axiome. 
11.2.5 AXIOME DE L’ÉMOTION
Cet axiome postule qu’un agent doit posséder des états affectifs qui évaluent les actions
planifiées et déterminent l’action à sélectionner [Aleksander & Dunmall, 2003].
La composante affective de la conscience se rapporte à la sensation que procure une
perception, le ressenti, il s’agit donc d’un concept qualitatif et subjectif. Cette notion est
proche de ce que [Block, 1995] appelle la conscience phénoménale. Nous ne traitons pas
de ces aspects dans notre modèle et nous sommes par ailleurs tout à fait en accord avec ce
postulat, qui constitue d’ailleurs une des limites de notre modèle. 117
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La confrontation de notre modèle à ces axiomes de conscience minimale rassure quant à
la viabilité de notre travail. Si, sans surprise, nous ne répondons pas (ou peu) aux axiomes
liés à l’imagination et aux émotions, notre modèle respecte les critères de représentation
de l’environnement, d’attention et de planification. 118
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OPPORTUNITÉS DE RECHERCHES ET APPLICATIONS 
POTENTIELLES
En vue de proposer des prolongements à notre recherche, nous identifions plusieurs
orientations que nous situons sur deux axes orthogonaux: le premier axe reflète
l’orientation en termes de domaines d’activité, à savoir recherche ou application et le
second en termes de niveaux de contribution, à savoir théorique ou pratique. 
Le tableau 12.1 tente de fournir une vue synaptique des différentes approches que l’on
peut envisager en prolongement de notre recherche. Nous précisons celles-ci dans ce
chapitre.
12.1 ACHÈVEMENT DE LA RECHERCHE SUIVANT NOTRE 
MÉTHODOLOGIE
Nous avons présenté à la section 1.3 la méthodologie que nous avons retenue pour notre
travail. Notre objectif était ainsi de construire un prototype implémentant un modèle de
conscience existant et d’en évaluer la pertinence. Cependant, la méthodologie propose en
outre de couvrir un champ d’activités plus large, s’agissant d’élaborer et de justifier une
nouvelle théorie.
Le tableau 12.2 propose quelques voies de recherches dans l’optique de poursuivre la
recherche actuelle conformément à notre méthodologie. L’élaboration d’une théorie peut
ainsi être relative à une théorie de la conscience proprement dite, a priori en prolongement
de la théorie de Baars, ou à une théorie informatique basée sur notre prototype qui doit
pouvoir fournir un cadre d’exécution valable pour des modèles d’agents conscients. 
Recherche Application
Th
éo
riq
ue Elaboration et validation d’une 
nouvelle théorie de la conscience tel 
que suggérée par la méthodologie 
(sections 1.3 et 12.1). 
Implémentation de formes plus 
élaborées de conscience sur la base de 
notre recherche, comme par exemple la 
conscience du moi (section 12.2).
Pr
at
iq
ue
Utilisation du prototype dans le 
contexte de la recherche sur la 
conscience psychologique, par 
exemple en vue de simuler son 
fonctionnement (section 12.3). 
Développement d’un agent conscient 
pour un environnement applicatif 
fonctionnel, par exemple comme méta-
agent dans un système distribué 
(section 12.4).
Tableau 12.1: Diverses orientations possibles pour une utilisation futures de notre recherche119
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«Le moi est la personnalité individuelle en tant qu'elle est consciente d'être une, en dépit
des changements qui l'affectent, et distincte des autres hommes» [Encyc. Yahoo/Hachette,
2004]. Une opportunité intéressante de prolongement de recherche consiste à s’intéresser
à cette notion du moi, c’est-à-dire permettre à un agent de prendre conscience de sa propre
existence, de se distinguer de l’environnement et de ses pairs.
Baars suggère en effet que le moi est un contexte de haut-niveau [Baars, 1988]. Comme le
montre la figure 12.1, il distingue le moi connaisseur («je sais ce que je sais») du moi
profond («je sais (ce) que je suis»). La structure hiérarchique inférieure au moi mène
progressivement à déterminer l’objectif immédiat de l’individu.
ACTIVITES
Construire Evaluer Elaborer une théorie Justifier
R
ES
U
LT
AT
S
Concepts Définition de nouveaux concepts en liens avec la conscience
Modèle
Elaboration d’une nouvelle théorie 
de la conscience dans le 
prolongement de celle de Baars
Méthode
Proposition de fournir le prototype 
comme nouveau cadre d’exécution, 
dans l’optique d’ajouter des 
niveaux d’abstraction
Instanciation
Etablir un modèle générique 
d’implémentation de différents 
niveaux de conscience
Tableau 12.2: Cadre de travail pour la recherche en technologie de l’information 
[Smith & March, 1995]120
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également que si nous détruisons un contexte, les processeurs le constituant doivent
accéder à la conscience afin de reformer le contexte. Par conséquent, si nous parvenons à
détruire le contexte relatif au moi, les processeurs le constituant devront accéder à la
conscience pour former un processus conscient, processus qui ne sera autre que le moi. 
Le premier objectif d’une telle recherche est de fournir un modèle et une implémentation
d’un agent capable de prendre conscience de son moi selon le modèle proposé par Baars.
Ce modèle est introspectif, c’est-à-dire qu’il traite de la construction du moi selon
l’observation par l’individu de son propre fonctionnement. Les étapes relatives à ce
premier objectif se déclinent alors comme suit: 
• Fournir un modèle computationnel de la conscience du moi sur la base du modèle
introspectif proposé par Baars.
• Etendre l’implémentation existante afin d’incorporer cette nouvelle abstraction, ce qui
nécessitera de revoir l’architecture applicative. En effet, son état actuel ne permet pas
la gestion dynamique des différents niveaux d’abstraction.
En outre, la construction du moi résulte également de la confrontation de l’individu à son
environnement, par l’observation des effets des actions de l’individu sur celui-ci, de
l’image que renvoient ses pairs, un miroir ou tout autre reflet de lui-même (voir section
2.2.2). Le second objectif vise alors à isoler l’agent de son environnement afin de
distinguer les actions des effets d’une part, et de permettre à cet environnement de servir
de cadre d’exécution pour un système multiagents d’autre part. Les étapes relatives à ce
second objectif se déclinent ainsi: 
• Fournir un modèle computationnel d’un système multi-agents permettant de mettre en
relation des agents selon l’implémentation existante. 
• Etendre la machine virtuelle existante afin de distinguer l’agent de l’environnement et
de permettre de mettre en oeuvre plusieurs agents sur cette plate-forme. 
Figure 12.1: Représentation du moi dans la théorie de Baars
conscience
Contextes d’objectifs profonds (moi comme agent) et
contextes conceptuels (moi comme connaisseur)
Niveaux plus locaux et plus superficiels
Intentions et attentes immédiates121
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PSYCHOLOGIE
Notre recherche se base sur des travaux en psychologie et débouche sur un résultat
informatique. Le prototype qui en découle offre l’opportunité de retourner dans la
communauté traitant de la psychologie, par exemple en offrant un outil de simulation d’un
comportement conscient. Si notre prototype n’est certainement pas utilisable tel qu’il est
à des fins de simulation, il peut néanmoins contribuer de manière significative dans le
développement d’une telle application. 
En effet, la recherche visant à offrir des solutions informatiques à des problèmes d’ordre
psychologique en est à ses balbutiements. C’est pourquoi nous pensons que notre
recherche peut offrir une contribution est significative dans l’objectif de fournir un support
informatique pour la recherche psychologique sur la conscience. 
12.4 VERS UNE APPLICATION LOGICIELLE
Enfin, une utilisation potentielle de notre recherche consiste à considérer l’opportunité de
développer tout ou partie d’une application logicielle commerciale sur la base de notre
prototype. Quelques domaines sont susceptibles de s’intéresser à ce type d’approche, nous
pensons notamment à:
• la robotique pour l’optimisation des mouvements
• la bureautique en lui permettant de s’adapter aux besoins récurrents d’un utilisateur
• des systèmes d’aide à la décision et d’aide au diagnostique qui pourraient bénéficier
d’une capacité d’apprentissage
• des systèmes adaptatifs capables de naviguer à travers divers contextes et d’en générer
de nouveaux
• des systèmes apprenants capables de générer de nouveaux contextes par une
interaction avec l’utilisateur s’ils rencontrent par exemple une situation inconnue ou
une exception
En guise d’illustration, nous imaginons que notre prototype permette d’implémenter un
agent conscient qui pourrait s’intégrer dans un système d’agents distribués tel que Open
Agent Architecture (OAA) [Martin et al, 1999][OAA, 2004]. L’architecture proposée par
ce système met en oeuvrer un facilitateur qui coordonne les tâches des autres agents
engagés dans une collaboration, chaque agent offrant un certain nombre de services.
L’interface entre les agents et le facilitateur se base sur un protocole de communication
dérivé de Prolog appelé Interagent Communication language (ICL). 122
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automatique des langues naturelles [Balvet et al, 2002]. Dans ce système, un méta-
agent «intègrent des connaissances afin de guider les autres agents (ex: algorithmes
d’apprentissage, réseaux de neurones, systèmes-experts, etc.)» [Balvet et al, 2002]. Dans
ce contexte, il est fort légitime qu’un agent dérivé de notre prototype puisse jouer ce rôle. 
Figure 12.2: Une communaute d’agent selon l’architecture OAA [Balvet et al, 2002]123
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CONCLUSION
Au terme de ce travail, nous espérons avoir su montrer comment il est possible d’offrir une
implémentation fonctionnelle d’un agent doté d’une conscience (psychologique). En guise
de conclusion, nous récapitulons brièvement les étapes de ce travail et rappelons
sommairement notre contribution.
Dans une première partie, nous nous sommes intéressé aux différentes approches,
définitions et théories de la conscience proposées par la littérature. Nous avons ainsi
constaté que si ce sujet est étudié d’un point de vue philosophique depuis plusieurs siècles,
les théories les plus complètes ont été développées grâce aux contributions des sciences
naturelles (biologie et psychologie en particulier) de ces dernières décennies. Parmi celles-
ci, nous avons retenu une théorie de la conscience qui modélise les fonctionalités, les
éléments constitutifs et les relations entre ces éléments. Cet effort de formalisation permet
d’aborder la conscience d’un point de vue informatique. Nous avons alors identifié les
corrélations computationnelles du modèle ouvrant ainsi la voie à une implémentation
fonctionnelle de la conscience. 
Dans le but d’offrir une telle implémentation, nous avons réuni des outils et des méthodes
informatiques existants. Ce sont ainsi un modèle de communication synchronisée et une
machine abstraite mettant en oeuvre ce modèle de communication qui constituent la base
de notre travail. Pour implémenter notre modèle, nous avons utilisé un langage de
description de dialogues existant qui offre une abstraction de cette machine abstraite. Ce
langage permet de définir des processus concurrents qu’il est facile de synchroniser, le
langage étant basé sur un modèle de communication. 
Dans une troisième étape, nous avons implémenté le modèle de conscience défini en
première partie à l’aide des outils réunis dans la deuxième. Nous avons commencé par
ajouter un niveau d’abstraction en développant une machine virtuelle avec les dialogues
concurrents. Cette machine virtuelle implémente un agent dont le comportement est
déterminé par un ensemble de plans. Le comportement ainsi défini est similaire à celui
d’une machine à état. Nous avons montré que le passage successif d’un plan (état) à un
autre constitue la fonction délibérative de la conscience qui aboutit, dans un modèle
simple comme le nôtre, à la sélection d’une action. Nous avons ensuite étendu la machine
virtuelle afin qu’elle puisse refléter cette délibération dans un processus concurrent, dotant
ainsi l’agent de la capacité d’observer son propre fonctionnement, c’est-à-dire le dotant
d’une fonction introspective. Cette introspection nous a permis d’implémenter une
seconde fonctionnalité identifiée dans le modèle de base, la formation de contextes,
autrement dit l’apprentissage d’automatismes, en compilant dynamiquement les
délibérations reflétées. Un prototype implémentant ce modèle a été developpé en Prolog.
Le modèle a ensuite été confronté à un ensemble d’axiomes de conscience minimale afin
d’être validé. Nous avons finalement proposé quelques axes de recherches et
d’applications futures susceptibles de prolonger ce travail. 125
Ce travail nous a ainsi permis de montrer qu’il existe des modèles formalisés décrivant le
fonctionnement de la conscience psychologique. De tels modèles permettent d’exprimer
le fonctionnement de la conscience en termes informatiques, notamment sous forme
d’objets, de fonctions, de machines virtuelles, de processus concurrents et distribués, de
compilation, etc. 
Fort de ce constat, nous avons pu offrir une plate-forme fonctionnelle permettant
l’implémentation d’une forme de conscience chez un agent. Cette plate-forme est donnée
sous la forme d’une machine virtuelle implémentée par des processus concurrents,
permettant ainsi de construire des agents pouvant poursuivre plusieurs buts de manière
coordonnée. C’est ainsi que nous avons choisi d’implémenter la fonctionnalité de la
conscience consistant à former de nouveaux contextes sur la base d’une délibération, par
le biais d’un processus de compilation. 126
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Annexe 1 Le codeANNEXE 1
LE CODE
Toute les couches du modèle que nous avons présenté dans la seconde partie de la thèse
ont été implémentées en Prolog (LPA Win-Prolog v. 3.6). Nous donnons ici ce code qui
se répartit dans quatres fichiers:
1. Compiler.pl compile les dialogues en plans (voir section 7.2).
2. Kernel.pl est le noyau de la machine abstraite présentée au  chapitre 6. Nous ne
l’avons cependant pas abordé, étant d’ordre spécifiquement technique. On peut
néanmoins se référer à [Bonzon, 1997] et à [Bonzon, 2002a] pour davantage de
détails.
3. Consc.pl contient les algorithmes de compilation de la délibération appelés par la
procédure generate (voir section 9.2.2).
4. Final.pl est le fichier principal contenant: la machine virtuelle réflexive, les plans, la
description des actions, les méthodes de la machine abstraite, les méthodes
d’initialisation de l’agent.
1.1 COMPILER.PL
/*compiling functions*/
primitive(tell).
primitive(ask).
primitive(call). 
primitive(return).
primitive(execute). 
primitive(enter).
primitive(exit).
primitive(resume).
primitive(concurrent).
compileDialogs(Class,L) :- 
 forall((L:List,member(Dialog,List)),
        (compileDialog(Dialog,Plans),
         forall(member(P,Plans),insert(Class,P)))).
compileDialog(dialog(D,Var,BranchSeq),Plans) :- 
 compBranchSeq(D,Var,BranchSeq,sync(dialog(D)),0,0,N,P1),
 Plans=[dialog(D,Var)|P1].
compBranchSeq(D,Var,[],Sync,I,J,N,Plans) :- 
 N is J+1,
 Plans=[(var(Var),Sync,seq(D(I))) 
        => do(D,(save(seq(D(N))),save(var(Var)),exit(end(D))))].
compBranchSeq(D,Var,[Alt],Sync,I,J,N,Plans) :- 
 compAlt(D,Var,Alt,Sync,I,J,N,Plans).
compBranchSeq(D,Var,Seq,Sync,I,J,N,Plans) :- 
 compSeq(D,Var,Seq,Sync,I,J,N,Plans).       
compAlt(D,Var,GuardMes,Sync,I,J,N,Plans) :- 
 compGuardMes(D,Var,GuardMes,Sync,I,J,N,Plans).135
Le code Annexe 1compAlt(D,Var,(GuardMes;Alt),Sync,I,J,N,Plans) :- 
 compGuardMes(D,Var,GuardMes,Sync,I,J,K,P1),
 compAlt(D,Var,Alt,Sync,I,K,N,P2),
 append(P1,P2,Plans).
compSeq(D,Var,[Mes|BranchSeq],Sync,I,J,N,Plans) :- 
 compMes(D,Var,Mes,Sync,I,J,K,P1),
 compBranchSeq(D,Var,BranchSeq,sync(Mes),K,K,N,P2),
 append(P1,P2,Plans).
compGuardMes(D,Var,[],Sync,I,J,N,Plans) :- 
 compBranchSeq(D,Var,[],Sync,I,J,N,Plans).
compGuardMes(D,Var,(Guard|BranchSeq),Sync,I,J,N,Plans) :- 
 compBranchSeq(D,Var,BranchSeq,(Sync,Guard),I,J,N,Plans).
compMes(D,Var,P(|X),Sync,I,J,N,Plans) :- 
 N is J+1,N1 is N+1, 
 primitive(P),
 P1=[(var(Var),Sync,seq(D(I)))
     => do(D,(save(seq(D(N))),save(var(Var)),P(|X)))],
 P2=[(var(Var),sync(not P(|X)),seq(D(N)))
     => do(D,(save(seq(D(N1))),save(var(Var)),exit(fail(D))))],
 append(P1,P2,Plans).
1.2 KERNEL.PL
:-dynamic instance/2.
:-op(600,xfy,.).
:-op(901,xfy,:).
:-op(904,xfy,=>).
:-op(905,xfy,==>).
:-op(500,fy,not).
/*extra logical simulations*/
interrupt(P) :- grab(C), /*or getb(C)*/
              (C =13
                 -> read(P);
                false).                               
loop(P) :- repeat, call((P,!)),fail.
/*object handling */
new(Object)             :- retractall(instance(Object,_)).
insert(Object,P)        :- assert(instance(Object,P)).
remove(Object,P)        :- retractall(instance(Object,P)).
insertList(Object,L)    :- forall((L:List,member(P,List)),
                                  insert(Object,P)).
/*object deduction*/
state(Object,P)    :-  private(Object,P);
                       public(Object,P).    
private(Object,P)  :-  instance(Object,P).
public(Object,P)   :-  (Object=Class(I); 
                        Object=Class(I)(Thread)),
                        instance(Class,P).136
Annexe 1 Le codeist(Object,P)  :-  state(Object,P).
                                                    
ist(Object,Q)  :-  state(Object,P=>Q), 
                   ist(Object,P).
ist(Object,Q)  :-  state(Object,P==>Q),
  ist(Object,P).
                       
ist(Object,(P,Q)) :- ist(Object,P),
                     ist(Object,Q). 
ist(Object,(P;Q)) :-  ist(Object,P);
                      ist(Object,Q). 
ist(Object, not P) :- \+ ist(Object, P).
ist(Object, P is Q) :- P is Q. 
ist(Object, P = Q) :- P = Q. 
ist(Object, P < Q) :- P < Q. 
ist(Object, P >= Q) :- P >= Q. 
ist(Object, P \= Q) :- P \= Q. 
1.3 CONSC.PL
/*generalizes action variables*/
gen_action([],[]).
gen_action([Head|Tail],[_|Tail2]):-
gen_action(Tail,Tail2).
/*unifies closed variables (condition - action) to the generalized 
variable*/
quantify(A,G,[],[]).
quantify(A(|Args),A(|Gen),[per(Head(|Y))|Tail], 
[per(Head(|Gen))|Tail2]):-
Args==Y, 
!,
quantify(A(|Args),A(|Gen),Tail,Tail2).
quantify(A(|Args),A(|Gen),[not per(Head(|Y))|Tail], 
[not per(Head(|Gen))|Tail2]):-
Args==Y, 
!,
quantify(A(|Args),A(|Gen),Tail,Tail2).
quantify(A(|Args),A(|Gen),[Head|Tail],[Head2|Tail]):-
Head = (H1,H2),
!,
quantify(A(|Args),A(|Gen),[H1,H2|Tail],[H1a,H2a|Tail]),
Head2 = (H1a,H2a).
quantify(A(|Args),A(|Gen),[Head|Tail],[Head|Tail2]):-
quantify(A(|Args),A(|Gen),Tail,Tail2).
/*main (entry) procedure for generalization*/
generalize(Action(|Args),Ctx,Action(|Gen),Out):-
gen_action(Args,Gen),
quantify(Action(|Args),Action(|Gen),Ctx,Out).137
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[a,b,c] becomes (a,b,c)*/
group_condition([Unique],Unique).
group_condition([Head|Tail],(Head,Condition)):-
group_condition(Tail, Condition).
1.4 FINAL.PL
/*FINAL*/
:-dynamic instance/2. 
:-op(600,xfy,.).
:-op(901,xfy,:).
:-op(904,xfy,=>).
:-op(905,xfy,==>).
:-op(500,fy,not).
:-consult(kernel).
:-consult(compiler).
:-consult(consc).
1.4.1 LA MACHINE ABSTRAITE
/*object message interpreter*/
                      
Object.Call :- state(Object,method(Object.Call,Body)),                 
               call(Body).
Object.(Call1,Call2) :- Object.Call1,
                        Object.Call2. 
Object.(Call1;Call2) :- Object.Call1;
                        Object.Call2. 
/* class kernel*/
machine(Class):   
[method(Class(I).newThread(Thread),
        (ist(Class(I),conversation(Thread))
         -> Class(I).noOp(busy(newThread(Thread))); 
         (ist(Class(I),dialog(Thread,Var))
          -> insert(Class(I)        ,conversation(Thread)),      
             insert(Class(I)(Thread),stack([])),                            
             insert(Class(I)(Thread),plan(Thread)), 
             insert(Class(I)(Thread),catch(Catch)),         
             insert(Class(I)(Thread),seq(Thread(0))),
             insert(Class(I)(Thread),sync(dialog(Thread))),
             insert(Class(I)(Thread),var(Var));
          write(’>>unknown ’),write(Thread),nl,fail))),
 method(Class.stop,
        (write(Class.stop),nl,
         abort)),
 method(Class.noOp(Plan),
        (true)),
 method(Class(I).noOp(Plan),138
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 method(Class(I).kill(Thread),
        (remove(Class(I),conversation(Thread)), 
         new(Class(I)(Thread)),
         remove(Class,ack(Class(I)(Thread),_)),
         write(Class(I)(Thread).killed),nl)), 
 method(Class(I).store(P),
        (insert(Class(I),P))),
        
 method(Class(I).store_once(P),
 (not ist(Class(I),P)
  -> Class(I).store(P)
  ; true)),
 method(Class(I).delete(P),
        (remove(Class(I),P))),
 method(Class(I).retrieve(P),
        (ist(Class(I),P))),
 method(Class(I).store_plan(P),
 (insert(Class,P))),
 method(Class(I).retrieve_plan(P),
 (ist(Class,P))), 
 method(Class.deletePlan(P),
 (remove(Class,P))),
 
 method(Class.removePlans, %removes all plans
 (remove(Class,_==>_),
  remove(Class,do(_,_)))),
 method(Class.sense,
         (interrupt(P)
          -> (P=Class.Call
              -> (ist(Class,method(Class.Call,Body))
                  -> call(Body)
    ; (Call=newPlan(_)
                    -> Class(I)(native_sense).tell(newPlan,Call)
      ; write(’unrecognized interrupt’),nl))
              ; (P=Class(I).Call
                 -> (ist(Class,agent(Class(I))) 
                    -> (ist(Class(I),method(Class(I).Call,Body))
                        -> call(Body)
                        ; (Call=newAgent
                       -> Class(I).Call
                          ; Class(I)(native_sense).tell(sense,caught(Call)))
                     ;  write(’unrecognized interrupt’),nl))
                ; write(’unrecognized interrupt’),nl))
          ; true)),  
 method(Class.process,
        (ist(Class,priority(Priority))
         -> Class.process(Priority); 
         Class.noOp(noPriority))), 
 method(Class.process(Priority),
        (ist(Class,do(Priority,Action))
         -> Class.Action,
            Class.process(Priority);139
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          -> Class.process(NextPriority);
          Class.noOp(noProcess)))),
 method(Class(I)(Thread).react,
        (ist(Class(I)(Thread),plan(Plan)) 
         -> (ist(Class(I)(Thread),do(Plan,Action))
             -> Class(I)(Thread).Action;
             Class(I)(Thread).noOp(noAction));
         Class(I)(Thread).noOp(noPlan))),
 method(Class.run,
         loop((Class.sense,
               forall((setof(Class(I),ist(Class,agent(Class(I))),Agents),
                               member(Class(I),Agents)),
                      
(forall((setof(Thread,ist(Class(I),conversation(Thread)),Threads),
                               member(Thread,Threads)),
                              (Class(I)(Thread).react,
                               Class.process)))))))].                    
processes(Class):
 [(ack(Sender(SenderThread),tell(Receiver,Tell)),
   ack(Receiver(ReceiverThread),ask(Sender,Ask)))          
    =>  
do(1,tellAsk(Sender(SenderThread),Receiver(ReceiverThread),Tell,Ask
)),
  (ack(Sender(SenderThread),call(Receiver,Call)),
   ack(Receiver(ReceiverThread),return(Sender,Return)),
   Call=Return)    
    =>  
do(1,callReturn(Sender(SenderThread),Receiver(ReceiverThread),Call,
Return)),
  (ack(Sender(SenderThread),tell(ReceiverThread,Tell)),
   ack(Sender(ReceiverThread),ask(SenderThread,Ask)))          
    =>  
do(1,tellAskThread(Sender(SenderThread),Sender(ReceiverThread),Tell
,Ask)),
  (ack(Sender(SenderThread),call(ReceiverThread,Call)),
   ack(Sender(ReceiverThread),return(SenderThread,Return)),
   Call=Return)    
    =>  
do(1,callReturnThread(Sender(SenderThread),Sender(ReceiverThread),C
all,Return)),
 
method(Class.tellAsk(Sender(SenderThread),Receiver(ReceiverThread),
Tell,Ask),
        (remove(Class,ack(Sender(SenderThread),tell(Receiver,Tell))),
         remove(Class,ack(Receiver(ReceiverThread),ask(Sender,Ask))),
         remove(Sender(SenderThread),busy(tell(Receiver,Tell))),
         remove(Receiver(ReceiverThread),busy(ask(Sender,Ask))),
         remove(Sender(SenderThread),sync(_)),
         remove(Receiver(ReceiverThread),sync(_)), 
         insert(Receiver,Tell),
         (ist(Receiver,Ask)
          -> insert(Sender(SenderThread),sync(tell(Receiver,Tell))),
             insert(Receiver(ReceiverThread),sync(ask(Sender,Ask))); 
          insert(Sender(SenderThread),sync(not tell(Receiver,Tell))),
          insert(Receiver(ReceiverThread),sync(not ask(Sender,Ask)))), 140
Annexe 1 Le code         remove(Receiver,Tell))),
 
method(Class.callReturn(Sender(SenderThread),Receiver(ReceiverThrea
d),Call,Return),
        (remove(Class,ack(Sender(SenderThread),call(Receiver,Call))),
         
remove(Class,ack(Receiver(ReceiverThread),return(Sender,Return))),  
         remove(Sender(SenderThread),busy(call(Receiver,Call))),
         remove(Receiver(ReceiverThread),busy(return(Sender,Return))),
         remove(Receiver(ReceiverThread),sync(_)),
         remove(Sender(SenderThread),sync(_)),
         (Call=Return,
          ist(Receiver,Return)
          -> insert(Sender(SenderThread),sync(call(Receiver,Call))),
             insert(Receiver(ReceiverThread),sync(return(Sender,Return)));  
          insert(Receiver(ReceiverThread),sync(not return(Sender,Return))), 
          insert(Sender(SenderThread),sync(not call(Receiver,Call)))))),
 
method(Class.tellAskThread(Sender(SenderThread),Receiver(ReceiverTh
read),Tell,Ask),
        
(remove(Class,ack(Sender(SenderThread),tell(ReceiverThread,Tell))),
         
remove(Class,ack(Receiver(ReceiverThread),ask(SenderThread,Ask))),
         remove(Sender(SenderThread),busy(tell(ReceiverThread,Tell))),
         remove(Receiver(ReceiverThread),busy(ask(SenderThread,Ask))),
         remove(Sender(SenderThread),sync(_)),
         remove(Receiver(ReceiverThread),sync(_)), 
         insert(Receiver,Tell),
         (ist(Receiver,Ask)
          -> insert(Sender(SenderThread),sync(tell(ReceiverThread,Tell))),
             insert(Receiver(ReceiverThread),sync(ask(SenderThread,Ask))); 
          insert(Sender(SenderThread),sync(not tell(ReceiverThread,Tell))),
          insert(Receiver(ReceiverThread),sync(not 
ask(SenderThread,Ask)))), 
         remove(Receiver,Tell))),
 
method(Class.callReturnThread(Sender(SenderThread),Receiver(Receive
rThread),Call,Return),
        
(remove(Class,ack(Sender(SenderThread),call(ReceiverThread,Call))),
         
remove(Class,ack(Receiver(ReceiverThread),return(SenderThread,Retur
n))),  
         remove(Sender(SenderThread),busy(call(ReceiverThread,Call))),
         
remove(Receiver(ReceiverThread),busy(return(SenderThread,Return))),
         remove(Receiver(ReceiverThread),sync(_)),
         remove(Sender(SenderThread),sync(_)),
         (Call=Return,
          ist(Receiver,Return)
          -> insert(Sender(SenderThread),sync(call(ReceiverThread,Call))),
             
insert(Receiver(ReceiverThread),sync(return(SenderThread,Return))); 
          insert(Receiver(ReceiverThread),sync(not 
return(SenderThread,Return))), 
          insert(Sender(SenderThread),sync(not 
call(ReceiverThread,Call))))))].
messages(Class):141
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        (true)), 
 method(Class(I)(Thread).save(P(|X)),
        (remove(Class(I)(Thread),P(|_)),
         insert(Class(I)(Thread),P(|X)))),
 
 method(Class(I)(Thread).execute(P),
        (remove(Class(I)(Thread),sync(_)),
         (Class(I).P                        /*thread works at the agent level !*/ 
          ->insert(Class(I)(Thread),sync(execute(P)));
          insert(Class(I)(Thread),sync(not execute(P)))))),
 method(Class(I)(Thread).resume(Plan|Catch),
        (ist(Class(I),dialog(Plan,Var)),
         remove(Class(I)(Thread),plan(_)), 
         remove(Class(I)(Thread),catch(_)),
         remove(Class(I)(Thread),var(_)),         
         remove(Class(I)(Thread),seq(_)),
         remove(Class(I)(Thread),sync(_)),
         insert(Class(I)(Thread),plan(Plan)), 
         insert(Class(I)(Thread),catch(Catch)),
         insert(Class(I)(Thread),seq(Plan(0))),
         insert(Class(I)(Thread),sync(dialog(Plan))),
         insert(Class(I)(Thread),var(Var)))),
 method(Class(I)(Thread).concurrent(NewThread),
        (remove(Class(I)(Thread),sync(_)),
         Class(I).newThread(NewThread),                                   
         insert(Class(I)(Thread),sync(concurrent(NewThread))))),
 method(Class(I)(Thread).halt(OldThread),
        (remove(Class(I)(Thread),sync(_)),
         Class(I).kill(OldThread),
         insert(Class(I)(Thread),sync(halt(OldThread))))),
  
 method(Class(I)(Thread).enter(Plan|Catch),
        ((ist(Class(I)(Thread),plan(OldPlan)),
          ist(Class(I)(Thread),catch(OldCatch)),
          ist(Class(I)(Thread),var(OldVar)),
          ist(Class(I)(Thread),seq(OldSeq))
          -> ist(Class(I)(Thread),stack(Stack)),
             append([plan(OldPlan),catch(OldCatch),var(OldVar),
                 seq(OldSeq)],Stack,NewStack),
             remove(Class(I)(Thread),stack(_)),
             insert(Class(I)(Thread),stack(NewStack));
          true),
         ist(Class(I),dialog(Plan,Var)),
         remove(Class(I)(Thread),plan(_)), 
         remove(Class(I)(Thread),catch(_)),
         remove(Class(I)(Thread),seq(_)),
         remove(Class(I)(Thread),sync(_)),
         remove(Class(I)(Thread),var(_)),         
         insert(Class(I)(Thread),plan(Plan)), 
         insert(Class(I)(Thread),catch(Catch)),
         insert(Class(I)(Thread),seq(Plan(0))),
         insert(Class(I)(Thread),sync(dialog(Plan))),
         insert(Class(I)(Thread),var(Var)))),
 method(Class(I)(Thread).exit(Status(Plan)),
        (ist(Class(I)(Thread),catch(Catch)),
         remove(Class(I)(Thread),plan(_)),
         remove(Class(I)(Thread),catch(_)),142
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         remove(Class(I)(Thread),sync(_)),
         remove(Class(I)(Thread),seq(_)),
         ist(Class(I)(Thread),stack(Stack)),
         (Stack\=[]
          -> append([plan(OldPlan),catch(OldCatch),var(OldVar),
seq(OldSeq)],NewStack,Stack),
             remove(Class(I)(Thread),stack(_)),
             insert(Class(I)(Thread),stack(NewStack)),
             insert(Class(I)(Thread),plan(OldPlan)),
             insert(Class(I)(Thread),catch(OldCatch)),
             insert(Class(I)(Thread),var(OldVar)),
             (Status=end
              -> (insert(Class(I)(Thread),seq(OldSeq)),
                  Catch=[]
                   -> insert(Class(I)(Thread),sync(enter(Plan)));
                  insert(Class(I)(Thread),sync(enter(Plan|catch(end)))));
              (Status=fail
               -> (Catch=[]
                    -> Class(I)(Thread).exit(Status(OldPlan));
                   insert(Class(I)(Thread),seq(OldSeq)),
                   insert(Class(I)(Thread),sync(enter(Plan|catch(fail))))); 
               write(illegal(Status)),abort));
          (Thread=Plan
          -> remove(Class(I),conversation(Thread)), /*kill thread*/
             new(Class(I)(Thread)),
             remove(Class,ack(Class(I)(Thread),_));
          true)))),
 method(Class(I)(Thread).tell(Agent,Tell),
        (ist(Class(I)(Thread),busy(tell(Agent,Tell)))
         -> Class(I)(Thread).noOp(busy(tell(Agent,Tell))); 
         insert(Class(I)(Thread),busy(tell(Agent,Tell))),
         insert(Class,ack(Class(I)(Thread),tell(Agent,Tell))))),
 method(Class(I)(Thread).ask(Agent,Ask),
        (ist(Class(I)(Thread),busy(ask(Agent,Ask)))
         -> Class(I)(Thread).noOp(busy(ask(Agent,Ask))); 
         insert(Class(I)(Thread),busy(ask(Agent,Ask))),
         insert(Class,ack(Class(I)(Thread),ask(Agent,Ask))))),
 
 method(Class(I)(Thread).call(Agent,Call),
        (ist(Class(I)(Thread),busy(call(Agent,Call)))
         -> Class(I)(Thread).noOp(busy(call(Agent,Call))); 
         insert(Class(I)(Thread),busy(call(Agent,Call))),
         insert(Class,ack(Class(I)(Thread),call(Agent,Call))))), 
 method(Class(I)(Thread).return(Agent,Return),
        (ist(Class(I)(Thread),busy(return(Agent,Return)))
         -> Class(I)(Thread).noOp(busy(return(Agent,Return))); 
         insert(Class(I)(Thread),busy(return(Agent,Return))),
         insert(Class,ack(Class(I)(Thread),return(Agent,Return)))))]. 143
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methods(gw): 
[method(Class(I).gw.store(P),
(insert(gw(I),P))),
 method(Class(I).gw.store_once(P),
 (not ist(gw(I),P)
  -> insert(gw(I),P)
  ; true)),
  
 method(Class(I).gw.retrieve(P),
 (ist(gw(I),P)))
].
1.4.3 LES MÉTHODES DE TRAÇAGE
data_manipulation(Class):
[method(P.verbose, 
(write(P.verbose),nl,
 show(P))),
 method(P.verbosePlans,
 (nl, write(P.verbosePlans),nl,
  show(P,plan))),
 method(P.verbose(C), %deprecated -> consciousness
(nl,write(P.verbose(C)),nl,
 show(P,C),nl)),
 method(Class(I).gw.verbose,
 (nl, write(Class(I).gw.verbose),nl,
  show(gw(I)))),
 
  
 method(Class(I).verboseThreads,
(write(Class(I).verboseThreads),nl,
 forall(setof(Thread,ist(Class(I),conversation(Thread)),
     Threads),show(Class(I)(Thread)))))].
1.4.4 LA MÉTHODE DE GÉNÉRATION DE PLANS
consciousness(Class):
[method(Class(I).gw.generate(Action, Conditions, Context),
 (generalize(Action,Conditions,A_gen,Cond_gen),
  group_condition(Cond_gen,Cond),
  Context= (Cond ==> do(initial, A_gen))))  
].144
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/*robot class*/  
plans(robot):
 [per(alarm) ==> switch(initial,stop),
do(stop,stop),
  
         
  not per(alarm) ==> switch(initial,start),
  
  per(dirt(_,_)) ==> switch(start,work),
  not per(dirt(_,_)) ==> switch(start,home),
  (per(in(X,Y)),per(dirt(X,Y))) ==> switch(work,suck(X,Y)),
do(suck(X,Y),suck(X,Y)),
      
  (per(in(X,Y)),not per(dirt(X,Y))) ==>  switch(work,move(X,Y)),
do(move(X,Y),move(X,Y)),
  per(in(X,Y)) ==> switch(home,back(X,Y)),
do(back(X,Y),back(X,Y))
].
1.4.6 LA MACHINE VIRTUELLE REFLEXIVE
dialogs(robot):
[dialog(run(P),[],
 [concurrent(sense),
  concurrent(learn),
  concurrent(react(P)),
  concurrent(introspect)]),
 dialog(sense,[P],
  [ask(native_sense,caught(P)),
   execute(store(per(P))),
   resume(sense)]),
   
 dialog(learn,[P],
 [ask(teach(P),P),
  execute(store(P)),
  resume(learn)]),
 
 dialog(react(P),[A,Q], 
[((do(P,A) | [concurrent(do(P,A))]);
  (switch(P,Q)| [concurrent(switch(P,Q))]))]),
 dialog(do(P,A), [],
 [execute(notify(leaf(P))),/*action selection tracing/*
  execute(A),
  tell(reflect(do),do(P,A)),
  concurrent(react(initial))]),
 dialog(switch(P,Q), [C],
 [execute(notify(switch(P,Q))),/*deliberation tracing*/
 tell(reflect(switch),switch(P,Q)),
  return(reflect(switch),C),
  concurrent(react(Q))]),
  
 /*introspect*/
 
 dialog(introspect, [],145
Le code Annexe 1 [concurrent(reflect(do)),
  concurrent(reflect(switch))]),
  
 dialog(reflect(do), [P,A],
 [ask(do(P,A),do(P,A)),
  concurrent(trace(done(P,A))),
  resume(reflect(do))]),
 dialog(reflect(switch), [C,P,Q],
 [ask(switch(P,Q),switch(P,Q)),
 call(switch(P,Q),C==>switch(P,Q)),
  execute(gw.store_once(switched(C,P,Q))),
  resume(reflect(switch))]),
 /*trace*/
 
 dialog(trace(done(P,A)),[Q],
 [execute(gw.retrieve(switched(_,Q,P))),
  enter(get_context(A,Q,P,[]))]),
    
 dialog(get_context(A,P,Q,Trace),[C,O],
 [execute(gw.retrieve(switched(C,P,Q))),
  ((not (P=initial)| [execute(gw.retrieve(switched(_,O,P))),
     resume(get_context(A,O,P,[C|Trace]))]);
   (P=initial| [execute(gw.generate(A,[C|Trace],Context)),
      execute(notify(compiled(Context))),/*compile tracing*/
      concurrent(teach(Context))]))]),
dialog(teach(P),[],
 [tell(learn,P)])
].
1.4.7 LES MÉTHODES DU ROBOT
actions(robot):
[method(robot(I).suck(X,Y),
        (remove(robot(I),per(dirt(X,Y))), 
         write(robot(I).suck),nl)),
 method(robot(I).move(X,Y),
        (ist(robot(I),per(facing(F))),
 ist(robot(I),per(grid(MaxX,MaxY))),
 (F= north, Y<MaxY
          -> robot(I).forward(X,Y,F,X1,Y1,F1,M);
          (F=south,Y>0
           -> robot(I).forward(X,Y,F,X1,Y1,F1,M);
   (Y= MaxY, F= north, X<MaxX
            -> robot(I).turndown(X,Y,F,X1,Y1,F1,M);
    (Y=0, F= south, X<MaxX
             -> robot(I).turnup(X,Y,F,X1,Y1,F1,M);
     (X= MaxX, Y= MaxY, F= north
              -> robot(I).turnback(X,Y,F,X1,Y1,F1,M);
      (X= MaxX, Y= 0, F= south
               -> robot(I).turn(X,Y,F,X1,Y1,F1,M);
               (Y=0,F=west,X>0
                -> robot(I).forward(X,Y,F,X1,Y1,F1,M);
                (X=0,Y=0,F=west
                 -> robot(I).turn(X,Y,F,X1,Y1,F1,M))))))))),
         remove(robot(I),per(in(X,Y))),
         remove(robot(I),per(facing(F))),
         insert(robot(I),per(in(X1,Y1))),
         insert(robot(I),per(facing(F1))),
         write(robot(I).M),nl)), 146
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        (ist(robot(I),per(facing(F))),
         (F=north,(X\=0;Y\=0)
          -> robot(I).turnback(X,Y,F,X1,Y1,F1,M);
          (F=south,Y>0
           -> robot(I).forward(X,Y,F,X1,Y1,F1,M);
           (Y=0,F=south
            -> robot(I).turn(X,Y,F,X1,Y1,F1,M);
            (Y=0,F=west,X>0
             -> robot(I).forward(X,Y,F,X1,Y1,F1,M);
             (X=0,Y=0,F=west
              -> robot(I).turn(X,Y,F,X1,Y1,F1,M);
              (X=0,Y=0,F=north
               -> robot(I).noOp(pause), 
  X1= X, Y1= Y, F1=F, M= pause)))))),
         remove(robot(I),per(facing(F))),
         remove(robot(I),per(in(X,Y))),
         insert(robot(I),per(facing(F1))),
         insert(robot(I),per(in(X1,Y1))), 
         write(robot(I).M),nl)),
 
 method(robot(I).forward(X,Y,F,X1,Y1,F1,forward),
((F=north, X1= X,Y1 is Y+1;
                   F=east,  X1 is X+1,Y1= Y;
                   F=south, X1= X,Y1 is Y-1;
                   F=west,  X1 is X-1, Y1= Y),
                   F1= F)),
 method(robot(I).turn(X,Y,F,X1,Y1,F1,turn),
                 ((F= north, F1= east;
                   F= east,  F1= south;
                   F= south, F1= west;
                   F= west, F1= north),
                   X1= X, Y1= Y)), 
 method(robot(I).turnleft(X,Y,F,X1,Y1,F1,turnleft),
                 ((F= north, F1= west;
  F= west, F1= south;
  F= south, F1= east;
  F= east, F1= north),
  X1= X, Y1= Y)),
 method(robot(I).turnup(X,Y,F,X1,Y1,F1,turnup),
  (F1= north,
                   X1 is X+1,Y1= Y)),
 
 method(robot(I).turndown(X,Y,F,X1,Y1,F1,turndown),
  (F1= south,
                   X1 is X+1,Y1 = Y)),
 method(robot(I).turnback(X,Y,F,X1,Y1,F1,turnback),
  (F1= south, X1= X, Y1= Y)),
 method(robot(I).notify(P),
         (write(’>>>’),write(P),nl)),  
 method(robot(I).stop,(remove(robot(I),per(alarm)),
                   write(robot(I).stop),nl,
                   abort))
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1.4.8 LES CONSTRUCTEURS           
Class.newClass :-new(Class),
new(Class(I)),         /*removes all agents*/
new(Class(I)(Thread)), /*removes all threads*/
insertList(Class,machine(Class)),
insertList(Class,processes(Class)),
insertList(Class,messages(Class)),
insertList(Class,methods(gw)),
insertList(Class,data_manipulation(Class)),
insertList(Class,consciousness(Class)),
insertList(Class,actions(Class)),
insertList(Class,plans(Class)),
compileDialogs(Class,dialogs(Class)),   
insert(Class,priority(1)).                
                    
Class(I).newAgent:-new(Class(I)),
new(Class(I)(Thread)),         /*removes all threads*/
insert(Class,agent(Class(I))),
Class(I).newThread(run(initial)),
/*hard-coded data*/
insert(Class(I),per(facing(north))),
insert(Class(I),per(grid(2,2))),
/*gw object creation*/
new(gw(I)),  
insert(Class(I),object(gw(I))).
1.4.9 PRÉDICATS AUXILIAIRES 
/*external auxiliary predicates*/  
show(Object) :- forall(instance(Object,P),(write(Object.P),nl)).
show(Object,plan) :- forall(instance(Object,(C==>P)),(write(C==>P),nl)).
show(Object,C) :- forall(instance(Object,C(P)),(write(P),nl)).
1.5 EXEMPLE
/*example 
| ?- robot.newClass.
yes
| ?- robot(1).newAgent.
yes
| ?- robot.run.
|: robot(1).in(0,0).
>>>back(0,0)
robot(1) . pause
>>>(not per(alarm),not per(dirt(_3848,_3850)),per(in(_17076,_17078))) ==> 
do(initial,back(_17076,_17078))
>>>back(0,0)
robot(1) . pause148
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robot(1) . pause
>>>initial
robot(1) . pause
|: robot(1).dirt(0,1).
>>>initial
robot(1) . pause
>>>move(0,0)
robot(1) . forward
>>>(not per(alarm),per(dirt(_23896,_23898)),per(in(_37834,_37836)),not 
per(dirt(_37834,_37836))) ==> do(initial,move(_37834,_37836))
>>>suck(0,1)
robot(1) . suck
>>>initial
robot(1) . turnback
>>>initial
robot(1) . forward
>>>(not per(alarm),per(dirt(_47900,_47902)),per(in(_11118,_11120)), 
per(dirt(_11118,_11120))) ==> do(initial,suck(_11118,_11120))
>>>initial
robot(1) . turn
>>>initial
robot(1) . turn
>>>initial
robot(1) . pause
|: robot(1).dirt(1,1).
>>>initial
robot(1) . forward
>>>initial
robot(1) . forward
>>>initial
robot(1) . turndown
>>>initial
robot(1) . forward
>>>initial
robot(1) . suck
>>>initial
robot(1) . forward
>>>initial
robot(1) . turn
>>>initial
robot(1) . forward
>>>initial
robot(1) . turn
>>>initial
robot(1) . pause
>>>initial
robot(1) . pause
|: 
*/149
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