Abstract. We extend the definition of zeta function and zeta polynomial to codes defined over finite rings with respect to a specified weight function. Moreover, we also investigate the Riemann hypothesis analogue for Type IV codes over any of the rings Z 4 , F 2 + uF 2 and F 2 + vF 2 . Although, for small lengths, there are only a few actual Type IV codes over Z 4 , F 2 + uF 2 or F 2 + vF 2 that satisfy the Hamming distance upper bound 2(1 + n/6 ), we will show that zeta polynomials corresponding to these weight enumerators that meet this bound satisfy the Riemann hypothesis analogue property.
Introduction
The concept of zeta functions and zeta polynomials for linear codes over finite fields was first introduced by Duursma [5] . He conjectured that the Riemann hypothesis analogue (RHA) is true for some divisible codes with minimum distance satisfying the MallowsSloane bounds. In fact, he was able to show that extremal Type IV codes (over F 4 with Hamming weights divisible by 2) with length divisible by 6 indeed satisfy RHA [7] . On the other hand, Dougherty et al [3] defined Type IV codes over a ring R of order four to be self-dual codes with even Hamming weights. They considered the finite ring R to be any of Z 4 , F 2 + uF 2 = {0, 1, u, 1 + u} with u 2 = 0, and F 2 + vF 2 = {0, 1, v, 1 + v} with v 2 = v. A number of actual Type IV codes over these rings were given in [1, 2, 3, 8, 9, 10]. The basis of this paper are the papers mentioned above with the objective of studying the behavior of zeta polynomials of codes defined over rings of order four, i.e. Z 4 , F 2 + uF 2 and F 2 + vF 2 .
Computations of zeta polynomials of all self-dual codes of length at most 16 defined over these rings will be shown. More importantly, we will also prove that the RHA property holds for any extremal Type IV code over a ring of order four when its length is n = 6k or 6k − 2 for any integer k > 0.
General zeta polynomials
Let R be a commutative quasi-Frobenius (QF) ring of order m and let V = {(x 1 , . . . , x n ) | x i ∈ R, 1 ≤ i ≤ n}. By a code C of length n over R, we mean an R-submodule of V . Each n-tuple c ∈ C is called a codeword of C. The inner product of x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) in V is x · y = x 1 y 1 + · · · + x n y n .
The dual code of C is C ⊥ = {y ∈ V | x · y = 0 for all x ∈ C}.
A code C is self-orthogonal if C ⊆ C ⊥ ; it is self-dual if C = C ⊥ . Let x = (x 1 , . . . , x n ) ∈ V and r ∈ R. Define n r (x) as n r (x) := |{i | x i = r}|.
For a given weight function a from R into R ≥0 , a : r → a r such that a 0 = 0, we define the weight of x = (x 1 , . . . , x n ) ∈ V as w(x) := r∈R a r n r (x).
For example, if R = Z 4 and a r = 1 for all non-zero r ∈ R, then w(x) gives the Hamming weight of x; and if a 1 = a 3 = 1 while a 2 = 2, then w(x) yields the Lee weight of x.
The distance between two n-tuples x and y with respect to the weight function a is given by d a (x, y) = w(x − y). The minimum distance of C associated with the weight function a is to be the unique polynomial of degree at most nA − d such that
The rational function
Z(T ) = P a (T ) (1 − T )(1 − mT) is called the zeta function of C.
The existence and uniqueness of P a (T ) can be shown by using linear algebra, which involves solving a linear system in nA − d + 1 unknowns.
MacWilliams identity for codes over rings
It is also worth while mentioning the following known theorem, which will become helpful in the succeeding discussions of this paper. The readers are directed to [11] for an extensive discussion on this topic. The theorem is an application of results from [15] . The notation hwe C (x, y) refers to the Hamming weight enumerator associated with a code C over the QF ring R. Equation (2) is popularly known as the MacWilliams identity. 
It is clear from this theorem that codes over rings of the same order satisfy the same MacWilliams identity.
For the sake of establishing conditions that will avoid the degeneracy cases of codes that will be discussed in this paper, we assume from here on that d ≥ 2 and d ⊥ ≥ 2.
MDS weight enumerators and zeta polynomials associated with the Hamming weight function
We give here the Singleton bound for a general weight function for codes defined over a finite commutative ring R. For more detailed discussions in this section, readers are referred to [13] . 
If we apply this theorem to codes over a commutative ring of order m and use the Hamming weight function, then A = 1 so that
An equivalent form of this inequality gives an upper bound to the number of codewords for a given length n and minimum distance d,
Codes satisfying this upper bound are called maximum distance separable codes or MDS codes. By applying (3) to C and its dual C ⊥ (with minimum distance d ⊥ ), we obtain the following relation, which is independent of the order of the underlying finite ring:
If a weight enumerator satisfies the condition d 
where
Proof. We begin with the use of the MacWilliams identity relating the weight enumerators of a given code C and its dual C ⊥ :
Here, we put
Next, we substitute y = 1 into (7) to obtain
By differentiating ν times both sides of (8) with respect to x and evaluating at x = 1, we obtain
Writing (9) as
and substituting ν = n − d, n − d + 1, . . . , n will lead us to the values of A w for d ≤ w ≤ n, so that we obtain the desired result:
Thus, with A 0 = 1 and 
COROLLARY 3.2.1. Let n be a positive integer and 2 ≤ d ≤ n be given. Consider σ to be the transformation associated with the MacWilliams identity so that
By writing
where A w is given by (6), we see that {M n,2 , M n,3 , . . . , M n,n } is linearly independent. Moreover, if
is a weight enumerator of degree n with minimum distance d, then
for some constants p i , that is, the above set of MDS weight enumerators form a basis for any weight enumerators of given degree and minimum distance. It is now our interest to relate the coefficients p i in the expansion (12) with the zeta polynomials of the underlying code.
Proof. We expand
Hence, by changing the index using j = a − n + i we obtain
The last expression in the above computation can be simplified further by writing
Now, the coefficient of x n−i y i in the expansion
The last of this expansion tells us that
Hence, the zeta polynomial corresponding to M n,d is given by P (T ) = 1. It is now clear to us how the zeta polynomial of a code is related to its weight enumerator written as a linear combination of the M n,i . Thus, if
then the zeta polynomial of C is
Zeta polynomials of self-dual codes
We now investigate the zeta polynomials of self-dual codes defined over a finite commutative QF ring of order m. Our interest is to identify a functional equation for such polynomials.
We show that such a zeta polynomial is self-inversive when written as a function in terms of
is said to be self-inversive if it satisfies the equation
This is also equivalent to the condition that the polynomial p(t) = n j =0 A j t j satisfies A n−j = A j for all j ≤ n. It is known that, if α is a zero of p, then so is 1/ᾱ. Thus, if a self-inversive polynomial p of degree n has zeros given by α 1 , α 2 , . . . , α n , then {α 1 , α 2 , . . . , α n } = {1/ᾱ 1 , 1/ᾱ 2 , . . . , 1/ᾱ n }. Moreover, the zeros of p either lie on the unit circle U : |t| = 1 or occur in pairs conjugate to U [12] . 
The value g is referred to as the genus of the code.
Proof. Let W be the weight enumerator of C written as
Computing both sides of this equation will yield the following:
Thus, by the linear independence of the MDS weight enumerators {M n,j } 1≤j ≤n , we see that
These conditions on p i are equivalent to the relation
It is also clear that the degree of P (T ) becomes r = 2g = n − 2d + 2. 2
In the following theorem, we relate zeta polynomials of self-dual codes to self-inversive polynomials. Ring Elements
THEOREM 4.2. The zeta polynomial of a self-dual code written as a function of
Proof. Apply the substitution t = √ mT to the functional equation
We see that
Since all the coefficients involved in these polynomials are real numbers, then we see that the zeta polynomial P (T ), written in terms of t = √ mT , is indeed a self-inversive polynomial. 2
Rings of order four
In the succeeding discussions, we limit ourselves to certain rings of order four. In particular, we consider the three rings Z 4 , F 2 + uF 2 and F 2 + vF 2 and use a common notation R to denote any of them. This section will discuss known results on codes defined over R. From here on, any code C is taken as a code over R.
Weight functions and weight enumerators
Three popular weight functions assigned to the codewords of C are the Hamming weight, the Euclidean weight and the Lee weight. The Hamming weight of a codeword is equal to the number of its non-zero components. Table 1 gives the Lee weight of each of the elements of the three rings Z 4 , F 2 + uF 2 , and
Another weight function of codes over Z 4 and F 2 + uF 2 is the Euclidean weight function, which is simply defined to be the square of the Lee weight. For example, the Euclidean weight of u ∈ F 2 + uF 2 is 2 2 = 4. Now, the Lee weight (respectively Euclidean weight) of a codeword is the rational sum of the Lee weights (respectively Euclidean weights) of its components. The Hamming and Lee distances of two codewords x and y are the Hamming and Lee weights of x − y, respectively.
Two codes are equivalent if one can be obtained from the other by permuting the coordinates and, if necessary, by interchanging the elements 1 and 3 of some coordinates for codes over Z 4 and interchanging 1 and 1 + u of some coordinates for codes over F 2 + uF 2 . In the case of F 2 + vF 2 , two codes C and C can be permutation equivalent or C can be permutation equivalent to the code obtained from C by interchanging v and 1 + v in all coordinates. Two of the known weight enumerators of codes over R are the Hamming weight enumerator and the symmetrized weight enumerator. These are defined as follows.
(1) Hamming weight enumerator of a code of length n over Z 4 , F 2 + uF 2 , or F 2 + vF 2 :
The symbol wt(c) refers to the Hamming weight of the codeword c. (2) Symmetrized weight enumerator for a code over Z 4 or F 2 + uF 2 :
The symbol n i (c) corresponds to the number of components of c ∈ C that are i in
and n 3 (c) correspond to the number of components in c that are 0, 1, u, and 1 + u, respectively. (3) Symmetrized weight enumerator for a code over F 2 + vF 2 :
The symbol n i (c) corresponds to the number of components of c ∈ C that have Lee weight i in F 2 + vF 2 . MacWilliams identities relate the weight enumerators of a code and its dual. The following are known for all codes over commutative rings of order four:
Self-dual codes over Z 4 containing the all-one vector and with the property that all Euclidean weights are divisible by eight are called Type II codes. For codes over F 2 + uF 2 , we say that a self-dual code is Type II if all the Lee weights are multiples of four. Self-dual codes over R are said to be Type I if they are not Type II. A certain family of self-dual codes, called Type IV codes, is the main focus of this paper. These are self-dual codes satisfying the property that each codeword has even Hamming weight. If a Type IV code is Type II as well, we shall call it a Type IV-II code; if it is Type I as well, we call it Type IV-I.
Generator matrices
An efficient way of describing the codewords of a code is through the use of a generator matrix, which basically generates all the members of a code given its length n. Generally speaking, if G is a k × n matrix with entries from R, then all codewords of the code associated with G can be computed as α k · G, where α k runs over all k-tuples from R k . The following are known facts about the generator matrices of Z 4 and F 2 + uF 2 .
Any code over Z 4 is permutation equivalent to a code C with generator matrix of the form
where A, B 1 , B 2 , and D are (1, 0) matrices (that is, matrices whose entries are either 0 or 1). This code is said to be of type 4 k 1 2 k 2 .
Two binary codes C (1) and C (2) called residue code and torsion code, respectively, are associated with the code C. Their generator matrices are given by
and
Any code over F 2 + uF 2 is permutation equivalent to a code C with generator matrix of the form
where A, B 1 , B 2 , and D are matrices over F 2 . This code is said to be of type 4 k 1 2 k 2 .
Again, two binary codes -the residue code C (1) and torsion code C (2) -are associated with any code C over F 2 + uF 2 . Their generator matrices also take the same form as (14) and (15) . For both rings Z 4 and F 2 + uF 2 , it is known that, if a code C is self-dual, then C (1) is doubly even and C (2) = C (1) ⊥ .
Facts about Type IV codes over R
We list here some important facts about Type IV codes over R as discussed in [3] . We skip discussing the proofs of these results since the details can be found in that paper.
(1) Let C be a code over Z 4 .
(a) The number of 2s in each codeword of C is even.
(b) The residue code C (1) contains the all-one vector 1.
(c) A Type IV code C is Type IV-II if and only if all the Hamming weights of C (1) are multiples of eight. (a) The residue code C (1) contains the all-one vector 1.
(b) A Type IV code C over F 2 + uF 2 is Type IV-II if and only if C (1) is doubly even.
Invariant rings of Type IV codes over R
We consider here the invariant rings of Type IV codes over R. Since Type IV codes have even Hamming weights and are self-dual, we investigate first the invariant rings of groups generated by combinations of the following matrices:
Denote by G 1 the group generated by M 1 , M 2 and M 3 and by G 2 the group generated by M 1 , M 4 and M 5 . Then the following are the computed Molien series associated with G 1 and G 2 , respectively:
Upon defining
the following lemma can be shown. 
Note: A Type IV code over Z 4 is invariant under the MacWilliams identity and so it is invariant under matrix M 1 . Moreover, the number of 2s in each codeword is even so that it is invariant under M 3 . Lastly, the number of 1s and 3s in each codeword is divisible by four and hence it is also invariant under M 2 . On the other hand, a Type IV code over F 2 + uF 2 is invariant under M 1 , M 4 and M 5 .
LEMMA 5.2. The weight enumerators of Type IV codes over R belong to the invariant ring
Proof. Since a weight enumerator of a Type IV code over R satisfies the properties
is invariant under each of the following matrices:
The invariant ring of the group generated by matrices M 7 and M 8 yields
6. Zeta function of a code over R Duursma introduced zeta polynomials and zeta functions of linear codes over finite fields. We extend this definition to codes over R using the following definition. Note that the underlying weight function in this definition is the Hamming weight function.
Definition 6.1. Let C be a code of length n over R with minimum Hamming distance d. The polynomial P (T ) of degree at most n − d satisfying
is called the zeta polynomial associated with C, while the rational function
is called the zeta function of C. 
Let
In order to compute the zeta polynomial P (T ), let
We put
so that
Then (18) will yield
where A i is the number of codewords in C that have Hamming weight i. By solving for the values of p 0 , p 1 , and p 2 , we get the zeta polynomial P (T ) = 1 − 2T + 4T 2 corresponding to the code D ⊕ 4 . The concept of zeta functions is known for algebraic curves over a finite field. In fact, if C is a non-singular projective curve of genus g over F q , then its congruence zeta function Z(T ) has rational representation
The numerator P (T ) is also referred to as the zeta polynomial corresponding to the nonsingular projective curve C. One well-known property of such zeta functions is stated in the Hasse-Weil theorem, which states that all zeros of the zeta function have absolute value 1/ √ q. This theorem is also known as the Riemann hypothesis for curves. As Duursma pointed out, it is then natural to ask whether this holds for the zeta functions of codes over rings. Thus, we define the Riemann hypothesis analogue (RHA) for codes over R in the following manner. Note that the weight function involved is the Hamming weight function. 
). Now, since each of the roots ± 
On extremal Type IV codes over R
We discuss here some properties of weight enumerators corresponding to Type IV codes with minimum distance satisfying the Singleton bound for codes defined over rings of order four. As seen in Section 3 when Theorem 3.1 is applied to codes over rings of order m with respect to the Hamming distance, the bound obtained coincides with the Singleton upper bound that pertains to codes defined over finite fields. Thus, codes defined from alphabets (elements of a ring or a field) having the same cardinality have the same bound.
As was discussed in Section 5.3, the weight enumerators of Type IV codes over rings of order four belong to the invariant ring C[g 2 , g 6 ] where g 2 = x 2 + 3y 2 and g 6 = x 6 + 15x 4 y 2 + 15x 2 y 4 + 33y 6 . We use Duursma's technique [7] in studying their properties.
For a given homogeneous polynomial p ∈ C[x, y], we use the notation p(D) to refer to the differential operator defined by replacing each x by ∂/∂x and each y by
∂/∂y in p. The idea is to look for two polynomials p and s in C[x, y] satisfying s(x, y)|p(x, y)(D)A(x, y) for a weight enumerator A(x, y).
The following relations involving linear transformations are then used: 
(u, v), p(x, y)(D) = p((u, v)φ T )(D) and, moreover, p((u, v)φ T )(D)A(u, v) = p(x, y)(D)A((x, y)φ).
Now for a weight enumerator that corresponds to a Type IV code over R, we obtain the following observations. (i) Each Hamming weight enumerator A(x, y) of degree n and minimum distance d can be written in the form
With this form, it is easy to see that
(ii) Because of self-duality, the weight enumerator of a Type IV code C over R has the property that A C ⊥ (x, y) = A C (x, y). Now using ( we obtain the relation
(iii) Since the Hamming weight of each codeword in a Type IV code over R is even, then its weight enumerator A(x, y) satisfies the property that A(x, y) = A(x, −y). With the use of (23), and the linear transformation
we obtain the relation
From the relations (22), (23) and (24), we arrive at the following result.
LEMMA 7.1. For a weight enumerator A(x, y) corresponding to a Type IV code C of length n and minimum distance d, we have
For the following discussions, we consider a subset A ⊆ C[g 2 , g 6 ] with elements of the form
We shall refer to such an element of A as a formal weight enumerator of degree n and minimum distance d. Note that polynomials in A may or may not correspond to actual Type IV codes over R.
Of utmost importance for us now are those polynomials in A that satisfy the equation
which gives the Singleton bound for the minimum distance of codes over R with given length n [13] . It is not difficult to establish the uniqueness of the polynomial in A of given degree n and minimum distance d = 2 n/6 + 2. From here on, we shall call polynomials of this type extremal weight enumerators or simply extremal polynomials. Note that, in the extremal case, we may put n = 6k + 2 , = 0, 1, 2, in order to obtain the relation
By applying Lemma 7.1, we look for the cofactor m(x, y) of
for a polynomial A(x, y) ∈ A. By examining the degrees of both sides of equation (28), we obtain deg m(x, y) = (n − 3) − (3d − 9) = n − 3d + 6.
In the extremal case, we see that deg m(x, y) = 2 , = 0, 1, 2.
LEMMA 7.2. An extremal polynomial A(x, y) ∈ A satisfies
where the symbol (a) n means (a) n = a(a + 1) · · · (a + n − 1).
Proof. We note that by writing
A 2i x n−2i y 2i so that its minimum distance is d = 2k, we obtain
Thus, we can express y(y 2 − 9x 2 )(D)A(x, y) as
so that the polynomial m 1 (x, y) that we are seeking becomes monic with degree equal to 2 , = 0, 1, 2. It is easy to see that m 1 (x, y) is homogeneous satisfying m 1 (x, y) = m 1 (x, −y), that is, every exponent of y in its expansion is even. Moreover, from the fact that the polynomial y(y 2 − 9x 2 ) is σ T -invariant, we know that m 1 (x, y) is σ -invariant. When = 0, it follows that m 1 (x, y) = 1. Now, in order to solve for m 1 (x, y) for = 1, 2, we put
Upon solving for the unknowns A and B, we obtain
which gives the desired result (29). We now examine zeta polynomials that are associated with extremal polynomials from A. We associate a zeta polynomial P (T ) to a polynomial A(x, y) in A so that the following equation is satisfied:
We define p(x, y) = y(y 2 − 9x 2 ) and apply the differential operator p(x, y)(D) on both sides of (30). This will then yield
Using the substitutions x = 1 + T and y = T and the equation
we obtain
By dividing both sides of (33) by T d−3 , we obtain
Put
Then (34) can be written as
and in the special case = 0 we obtain
At this point, we use a result from [7, Section 5.3 ], which will lead us to the proof of Theorem 7.3. By letting τ = 2T we can write (36) as
With
, it can be shown that all zeros of Q(T ) have absolute value 1/2. Readers can study [4] to learn more about this topic on zeros of hypergeometric polynomials.
THEOREM 7.3. The zeta polynomial of an extremal polynomial in
A of degree n = 6k, k > 0, satisfies the RHA property.
Assume that P (T ) is a zeta polynomial that corresponds to an extremal polynomial A(x, y)
in A with degree n = 6k, k > 0. Then the minimum distance of this polynomial is d = 2k + 2 and it satisfies the equation
Define
and apply the differential operator p 1 (x, y)(D) on both sides of (37). We obtain
where A(x, y) ). Observe that A 1 (x, y) is the unique polynomial in A with degree n − 2 and minimum distance d − 2. This comes from the fact that p 1 (x, y) is σ T -invariant so that p 1 (x, y)(D)A(x, y) yields a polynomial that is σ -invariant. Moreover, the resulting polynomial p 1 (x, y)(D)A(x, y) has minimum distance d − 2 and it is clear that the exponent of y in its expansion is always even. Now based on (38), the zeta polynomial of A 1 (x, y) is given by
This observation then implies the following as a corollary to Theorem 7.3. COROLLARY 7.3.1. The zeta polynomial corresponding to an extremal polynomial in A of degree n = 6k − 2, k > 0, satisfies the RHA property.
Computational results for the case n = 6k − 4
Although no direct proof is given to support the claim that the RHA works for all even degrees n, we verify for large values of n, where n ≡ 2 (mod 6), that the zeta polynomials associated with weight enumerators of Type IV codes have roots with absolute value 1/2. Using Mathematica, the author is able to show that the RHA is satisfied for this remaining case where n ≤ 500. The following computation can be used in order to prove the satisfaction of RHA in all cases. Consider the extremal formal weight enumerator of degree n = 50 ≡ 2 (mod 6) given by All these zeros yield the absolute value |2T | = |t| = |e iθ | = 1, so that it can be seen that the original zeta polynomial P (T ) has roots all of whose absolute values are equal to 1/2. Thus, this implies the satisfaction of the RHA for the case when n = 50.
Zeta polynomials of some classified Type IV codes
We show here the behavior of classified Type IV codes over the rings Z 4 and F 2 + uF 2 as enumerated in [3] . In particular, we include a complete description of the family of Klemm codes whose zeta polynomials behave in a consistent manner. We also show some examples that belong to the family C(m, r), which carry the same feature as other Type IV codes. Note that the codes included in this section are not necessarily extremal.
Classified Type IV codes Z 4 and
In Tables 2-5 that follow, the symbol × is used to indicate that all roots of the computed zeta polynomial have absolute value 1/2 except for two other positive roots whose product is 1/4; the symbol is used to indicate satisfaction of the RHA. It is also indicated whether the listed code is Type I or Type II as defined in Section 5. Moreover, we identify an extremal case by placing the symbol (ext) beside the name of the code. Observe that these codes that satisfy extremality have the RHA property. But there are also a few non-extremal cases that demonstrate RHA satisfaction. Table 2 .
Code Zeta polynomial P (T ) We discuss here the behavior of zeta polynomials that correspond to a family of Type IV codes called Klemm codes K n defined over the rings Z 4 and F 2 + uF 2 . We note that the generator matrix of K n takes the following form:
For the case of Z 4 , we set z = 2; and for F 2 + uF 2 , we set z = u, where u 2 = 0. The weight enumerator corresponding to K n (for Z 4 , n ≡ 0 (mod 4), and for F 2 + uF 2 , n ≡ 0 (mod 2)) is given by
To determine the zeta polynomial corresponding to the weight enumerator of the Klemm code K n given in equation (39), we use the equality
where P 1 (T ) = p j T j . The idea is to look for the coefficients of P 1 (T ) so that
By Definition 6.1, we obtain the equation
This yields the system of equations
with solution
Hence, we obtain
and by using (40) we get the desired zeta polynomial of K n , which is
The following lemma gives the location of the zeros of a certain type of polynomial of degree p = 2m.
has p − 2 roots on the unit circle and two positive roots α and α with α · α = 1.
Proof. Let p = 2m and write f as
Note that the non-zero roots of F and G can be enumerated, respectively, as
G : e iβ k , with β k = 2kπ
All these zeros are located on the unit circle. Now, using the transformation z = e iθ and the function g(s, θ) = 2 cos sθ + 2 cos(s − 1)θ + · · · + 2 cos θ + 1, we obtain the equation
The zeros of f can then be located by taking note of the sign changes that occur in the expression
for θ values obtained from the zeros of Table 6 . This shows the p − 2 sign changes occurring 
Note: The entries are both + if p ≡ 0 (mod 4) and both − if p ≡ 2 (mod 4). Hence, the corresponding signs of Q can be determined from this.
in Q giving the locations of θ values that correspond to the zeros of f located on the unit circle. Hence, a zero e iθ of f exists in
Clearly, f has exactly p zeros in the complex plane and hence there are still two remaining zeros unaccounted for. Now, observe that f also has exactly two sign changes, which implies that it can have none or two positive roots by Descartes' rule of signs [14] . Observe that f (0) > 0 and f (1) < 0 and therefore, by applying the intermediate value theorem, we can say that f has a positive root between 0 and 1. In fact, since f is selfinversive, then if α > 0 is a root then so is α = 1/α. This tells us that f has exactly two positive roots with the relation α · α = 1. 2
As observed from the tables shown in this section, there are two prominent cases pertaining to the behavior of a zeta polynomial of a Type IV code over R with degree 2g. We shall use the notation (0, 2g, 0) to indicate that all 2g zeros of this zeta polynomial are on the circle |T | = 1/2 and hence demonstrating satisfaction of the RHA property. On the other hand, we use the notation (1, 2g − 2, 1) to refer to the second case wherein the zeta polynomial has all roots on the circle |T | = 1/2 except for two which are located one inside and the other outside the circle. Now, for the family of codes K n , we obtain the following result as a direct application of Lemma 8.1. Proof. Set z = 2T so that we can write the zeta polynomial P (T ) as f (z) = By using this transformation and applying Lemma 8.1 we are led to the conclusion that all zeros T 0 of P (T ) satisfy the property that |T 0 | = 1/2 except for two positive real roots. 2
FIGURE 2. Locations of zeros of P (T ).
We note that, for K 4 , we obtain a zeta polynomial all of whose roots have absolute value equal to 1/2 and is thus of type (0, 2, 0). Now, for illustration we compute the zeta polynomial of K 12 .
Example 8.1. The zeta polynomial of the code K 14 is given by P (T ) = 
C m,r codes
Another family of Type IV codes over Z 4 or F 2 + uF 2 that can be constructed is the C m,r [3] . The bilevel construction uses binary Reed-Muller codes and is given by 1, 2g, 1) , that is, all of the roots have absolute value 1/2 except for two positive roots that have product equal to 1/4. Figure 3 shows the zeta polynomial of C 4,1 defined over Z 4 and the behavior of its roots:
(112 64T 10 − 3712T 8 − 3264T 7 − 2016T 6 − 1088T 5 − 504T 4 − 204T 3 − 58T 2 + 11).
Implication of results to coding theory
The results of this paper show an interesting behavior of the zeta polynomials of Type IV codes over rings of order four. Computational results show that their roots are either of type (0, 2g, 0) or (1, 2g − 2, 1). Of greater interest is the behavior of zeta polynomials that correspond to Hamming weight enumerators in the extremal case. These polynomials are the ones that describe codes that have the RHA property. As an implication of this, we see that, in the extremal case, when the roots of the zeta polynomial (of degree 2g) are α 1 , α 2 , . . . , α 2g , then
Moreover, if we write P (T ) = p 0 (1 + a 1 T + a 2 T 2 + · · · ) so that −a 1 represents the sum of all the roots of P (T ) and then use Definition 6.1, we find expressions that explicitly give the values of the coefficients of x n−d y d and x n−d−1 y d+1 of the weight enumerator. Since the minimum distance is d, we have
becomes positive when d ≤ a 1 + 4.
Moreover, since a 1 ≤ |a 1 | ≤ g, we obtain the relation
which gives a link between the minimum distance and the degree of the zeta polynomial.
With this same view, we obtain an upper bound for the minimum distance in terms of the sum of the absolute value of the roots of the zeta polynomial.
As for the non-extremal cases, we observe a consistent behavior of the roots of the zeta polynomial. With the knowledge of P (T /2) being self-inversive, we see that all roots are located on the circle |T | = 1/2 except possibly for two positive roots whose product is equal to 1/4.
It is worthwhile mentioning that the above findings are consistent with the results concerning codes over finite fields in the general case as discussed by Duursma in his paper [6] .
