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ON THE FIRST PASSAGE TIME DENSITY OF A CONTINUOUS
MARTINGALE OVER A MOVING BOUNDARY
GERARDO HERNANDEZ-DEL-VALLE
Abstract. In this paper we derive the density ϕ of the first time T that
a continuous martingale M with non-random quadratic variation 〈M〉· :=R
·
0
h2(u)du hits a moving boundary f which is twice continuously differentiable,
and f ′/h ∈ C2[0,∞).
Thus, this work is an extension to case in which M is in fact a one-
dimensional standard Brownian motion B, as studied in Hernandez-del-Valle
(2007).
1. Introduction
Patie (2004) [Section 3.6.1], for instance, has pointed out the existing relation-
ship between first passage time problems and 3-dimensional Bessel bridges. In
Hernandez-del-Valle (2007), the author uses this observation to derive the density
of the first time T that a one-dimensional, standard Brownian motion B reaches
the twice continuously differentiable boundary f .
The idea is to first transform the first-passage time into a Cauchy problem, via
Girsanov’s and Feynman-Kac’s theorems [as has been done before, for instance, by:
Groeneboom (1987), Martin-Lo¨f (1998), Novikov (1981), and Salminen (1988)].
Next, after properly manipulating the corresponding parabolic partial differential
equation, it is possible to obtain Schro¨dinger’s equation for time-dependent linear
potential which has been solved analytically by Feng (2001).
In this paper we derive the density ϕ of the first time that a continuous martingale
M with non-random quadratic variation 〈M〉· :=
∫
·
0
h2(u)du reaches a moving
bounday f , i.e.
T := inf {t ≥ 0|Mt = f(t)} ,
provided that the following two conditions hold:
f ∈ C2[0,∞) and f ′/h ∈ C2[0,∞).
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The idea, once more, is to first derive and next solve a Cauchy problem, which in
this case, is of the following form:
−
∂ϕ
∂t
(t, a) = −β′(t)aϕ(t, a) +
1
2
h2(t)
∂ϕ
∂a2
(t, a)
+h2(t)
(
1
a
−
a∫ s
t h
2(u)du
)
∂ϕ
∂a
(t, a) [0, s)× (0,∞)(1)
v(s, a) = 1, where
β(u) :=
f ′(u)
h2(u)
u ≥ 0.
To understand better the application of this result, let us start with an example:
Suppose we want to find the density of first time T that a mean-reverting Ornstein-
Uhlenbeck process X := {Xt, t ≥ 0} starting at zero, and with unit diffusion
coefficient will hit a moving boundary f , i.e.
(2) T := inf {t ≥ 0|Xt = f(t)} .
It is the solution to this type of problems that we tackle in this paper, since equation
(2) is equivalent to:
T := inf
{
t ≥ 0
∣∣∣∣∣
∫ t
0
eudBu = f(t)e
t
}
where B is a Brownian motion.
Furthermore, observe that this type of results may in principle be used for the
pricing of moving barrier options, for instance, Lo and Hui (2006) study the case
in which the driving process is a constant elasticity of variance (CEV) process. For
the case in which the barrier is constant and the process is geometric Brownian
motion, the reader may consult Karatzas (1997).
The paper is organized as follows: In Section 2 we introduce the problem and
state our main results, which we will pursue in the remainder of the paper. Next,
in Section 3 we introduce some auxiliary results, namely: (1) the density ϕa of
the first time Ta that a continuous martingale M˜ starting at zero reaches level
a > 0, (2) the transition density of M˜ or its associated Green’s function, and (3)
the transition density of M˜ conditioned to reach level a for the first time at time s
[see for instance: Imhof (1984) or Revuz and Yor (2005)].
We devote Section 4 to verify that the dynamics of the conditioned process
(M˜ |Ta = s) indeed satisfies the transition density derived in Section 3 by obtaining,
once again, its Green’s function. Finally, after deriving the corresponding Cauchy
problem (1) in Section 5, we solve it in Section 6.
Remark 1.1. For brevity we have not explicitly stated Feynman-Kac’s theorem,
we thus suggest the reader to consult for instance: Theorem 5.7.6, and Definition
5.7.9 in Karatzas and Shreve (1991). Finally, we would like to mention that the
tools used in addressing the parabolic p.d.e’s studied in this paper, are very much
in the spirit of Takamizawa and Shoji (2003), and Feng (2001).
2. The problem and main results
For expository purposes, we present our main results in this section, and devote
the remainder of the paper to their proof.
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Problem 2.1. The main motivation of this work is finding the density ϕT of the
first time T , that a one-dimensional, continuous martingale M with non-random
quadratic variation
〈M〉t :=
∫ t
0
h2(u)du, t ≥ 0,
reaches the twice continuously differentiable moving boundary f :
(3) T := inf {t ≥ 0|Mt = f(t)} ,
given the following two constraints:
f ∈ C2[0,∞) and f ′/h ∈ C2[0,∞).
Namely, the continuous martingale M has the following dynamics:
dMt = h(t)dBt, M0 = 0, t ≥ 0
where B is a one-dimensional standard Brownian motion under some measure P.
Alternatively, from an application of Girsanov’s theorem and the forthcoming
careful construction (in Section 4) of a Markov process Y˜ which starts at level a
and reaches for the first time zero at time s (i.e. Y˜ is a Bessel bridge type process),
it follows that Problem 2.1 may be restated as:
Theorem 2.2. Given that: (i)
(4) ϕa(t) =
ah2(t)√
2π
(∫ t
0 h
2(u)du
)3 exp
{
−
a2
2
∫ t
0
h2(u)du
}
is the density of the first time that a continuous martingale M , with quadratic
variation 〈M〉· =
∫
·
0
h2(u)du, reaches the fixed level a ∈ (0,∞). (ii) The process Y˜
has the following dynamics:
(5) dY˜t = h(t)dWt + h
2(t)
(
1
Y˜t
−
Y˜t∫ s
t
h2(u)du
)
dt, Y˜0 = a ∈ (0,∞), t ∈ [0, s]
(where W is a Wiener process). Then the distribution of T , defined in equation
(3), equals
P(T < t) =
∫ t
0
E˜
[
exp
{
−
∫ s
0
β′(u)Y˜udu
}]
× exp
{
−β(s)a+ a
∫ s
0
β′(u)du−
1
2
∫ s
0
b(u)β(u)du
}
ϕa(s)ds(6)
provided that both: f ∈ C2[0,∞) and f ′/h ∈ C2[0,∞) and given that β(u) :=
b(u)/h2(u), and b(u) := f ′(u) for u ∈ R+.
From (6) it becomes clear, that our goal is thus to compute the following expected
value:
(7) E˜
[
exp
{
−
∫ s
0
β′(u)Y˜udu
}]
.
We shall prove, in Section 6, that in fact equation (7) has the following solution:
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Theorem 2.3. Let: (i) f ∈ C2[0,∞) and f/h ∈ C2[0,∞), (ii) β′(u) ≥ 0 for all
u > 0 and, (iii) the process Y˜ is as in equation (5) in Theorem 2.2. Then
E˜
t,a
[
exp
{
−
∫ s
t
β′(u)Y˜udu
}]
=
∫
∞
0
G(t, a; s, b)db.
where:
Given that
G˜(t′, y; τ ′, z) :=
1√
2π(τ ′ − t′)
[
exp
{
−
(z − y)2
2(τ ′ − t′)
}
− exp
{
−
(z + y)2
2(τ ′ − t′)
}]
[for 0 ≤ t < τ ≤ s and a, b ∈ (0,∞)], and τ ′ − t :′=
∫ τ
t h
2(u)du, y := a + v(t),
z := b+ v˜(τ) are obtained by solving:
πt(t) = β
′(t) v′(t) = −h2(t)π(t)
π˜τ (τ) = −β˜
′(τ) v˜′(τ) = h2(τ)π˜(τ).
Then the Green’s function G equals:
G(t, a; τ, z) = exp
{
bπ˜(τ) + aπ(t) +
1
2
∫ τ
t
h2(u)π2(u)
}
G˜(t′, y; τ ′, z).
Thus:
Corollary 2.4. The density ϕT of the stopping time T defined in equation (3)
equals:
ϕT (s) =
∫
∞
0
G(0, a; s, b)db
× exp
{
−β(s)a+ a
∫ s
0
β′(u)du−
1
2
∫ s
0
b(u)β(u)du
}
ϕa(s), s ≥ 0.
and ϕa is defined in (4).
3. Auxiliary results
This section is devoted to the study and derivation of the transition probability
of a martingale M conditioned to reach for the first time some fixed level a > 0 at
precisely time s > 0. The reader should observe that this analysis will lead to the
construction of Bessel bridge type process.
We first begin with a couple of well known ancillary results:
3.1. Density of the first passage time of M˜ over a fixed boundary a.
Observe that if:
M˜t :=
∫ t
0
h(u)dB˜u, M˜0 = 0, t ≥ 0(8)
is a P˜-martingale and we define the stopping time Ta as
(9) Ta := inf
{
s ≥ 0|M˜s = a
}
a > 0.
Then, the density ϕa of Ta under P˜ is:
(10) ϕa(t) =
ah2(t)√
2π
(∫ t
0
h2(u)du
)3 exp
{
−
a2
2
∫ t
0
h2(u)du
}
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for a > 0 and t ≥ 0.
Alternatively,
3.2. Distribution of M˜ . From Feynman-Kac’s theorem it follows that the tran-
sition probability of M˜ , equation (8), is
(11) G(t, x; s, y) =
1√
2π
(∫ s
t
h2(u)du
) exp
{
−
(y − x)2
2
(∫ s
t h
2(u)du
)
}
for t ≥ s.
3.3. Derivation of the transition probability of the conditioned P˜ martin-
gale Y˜ . [The techniques employed in this section are very much in the spirit of
Imhof (1984), but may also be found in Revuz and Yor (2005).] Let M˜ = a− Y˜ be
a time changed P˜-Brownian motion which starts at 0.
For x, a ∈ R+ we introduce the transition densities defined over R+ by
p(t0, a; t, y) := P˜
a(Y˜t ∈ dy)/dy,
= G(t0, a; t, y)
px(t0, a; t, y) := P˜
a(Y˜t ∈ dy, Tx > t)/dy,(12)
where G and Tx are as in equations (11), and (9) respectively. From the reflection
principle, it follows that
P˜
a(Y˜t ∈ dy, Tx > t) := P˜
a(Yt ∈ dy)− P˜
a(Yt ∈ dy, Tx < t)
= P˜a(Y˜t ∈ dy)− P
a(Yt ∈ d(2x− y))
= G(t0, a; t, y)dy −G(t0, a; t, 2x− y)dy;
hence
px(t0, a; t, y) = p(t0, a; t, y)− p(t0, a; t, 2x− y)
= G(t0, a; t, y)−G(t0, a; t, 2x− y).
Furthermore, recall from equation (10) the density of the stopping time Tx, and let
f(t0, a; t, x) := P˜
a(Tx ∈ dt)/dt(13)
=
h2(t)√
2π(
∫ t
t0
h2(u)du)3
exp
{
−
(a− x)2
2
∫ t
t0
h2(u)du
}
.
If we define
P˜
a,x;s(·) = P˜a(·|Tx = s),
then
P˜
a,x;s(Y˜ti ∈ dxi, i = 1, . . . , n) =
f(tn, xn; s, x)
f(t0, a; s, x)
n∏
i=1
px(ti−1, xi−1; ti, xi)dxi,
=
n∏
i=1
f(ti, xi; s, x)
f(ti−1, xi−1; s, x)
px(ti−1, xi−1; ti, xi)dxi,
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where 0 = t0 < t1 < · · · < tn < s. In our case, Y˜0 = a and Y˜s = 0. Thus
P˜
a,0;s(Y˜ti ∈ dxi, i = 1, . . . , n) =
f(tn, xn; s, 0)
f(t0, x; s, 0)
n∏
i=1
p0(ti−1, xi−1; ti, xi)dxi,
=
n∏
i=1
f(ti, xi; s, 0)
f(ti−1, xi−1; s, 0)
p0(ti−1, xi−1; ti, xi)dxi.(14)
What we will show in the next section is that in fact this transition probability
corresponds to that of the following diffusion
(15) dY˜t := h(t)dWt + h
2(t)
(
1
Y˜t
−
Y˜t∫ s
t h
2(u)du
)
dt Y˜0 = a, t ∈ [0, s].
4. Verification of the dynamics of Y˜
We have answered the question: What is the transition probability of M˜ , given
that it hits the level a for the first time at exactly time s. In this section we will
verify that the following identiy holds (M˜t|T = s) = a − Y˜t under P˜ given that Y˜
is defined in (15).
To do so, let us first find the transition probability of Y˜ using once more a
p.d.e approach and then verifying that it equals equation (14). That is, we must
solve both the backward and forward Kolmogorov equations and then construct the
corresponding Green’s function, i.e.
−
∂u′
∂t
(t, x) =
1
2
h2(t)
∂2u′
∂x2
(t, x)
+h2(t)
(
1
x
−
x∫ s
t h
2(u)du
)
∂u′
∂x
(t, x) [0, τ)× (0,∞)(16)
∂v′
∂τ
(τ, y) =
1
2
h2(τ)
∂2v′
∂y2
(τ, y)
−h2(τ)
(
1
y
−
y∫ s
τ h
2(u)du
)
∂v′
∂y
(τ, y)(17)
+h2(τ)
(
1
y2
−
1∫ s
τ
h2(u)du
)
v′(τ, y) (t, s]× (0,∞)
Although we will only derive the backward equation in this section (the reader may
consult the derivation of the forward equation at Appendix 7) the idea is to reduce
equations (16) and (17) to the backward and forward heat equation respectively
through algebraic transformations.
Proposition 4.1. [The techniques used in the proof of this Proposition, are very
much in the spirit of Shoji and Takamizawa (2003).] The solution of the backward
equation in (16) is given by:
u′(t, x) = u1(t, x)B(t) exp
{
A(t)x2
}
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where
A(t) =
1
2
∫ s
t h
2(u)du
B(t) = c
(∫ s
t
h2(u)du
)3/2
(u1)t(t, x) +
1
2
h2(t)(u1)xx(t, x) + h
2(t)
1
x
(u1)x(t, x) = 0(18)
for x ∈ (0,∞) and t ∈ [0, τ).
Proof. We will first compute the partial derivatives. If we let the subscripts repre-
sent derivation with respect to the corresponding variables, then
u′x(t, x) = (u1)xB(t) exp
{
A(t)x2
}
+ 2xA(t)u1 · B(t) exp
{
A(t)x2
}
u′xx(t, x) = (u1)xxB(t) exp
{
A(t)x2
}
+ 4xA(t)(u1)xB(t) exp
{
A(t)x2
}
+2A(t)u1 · B(t) exp
{
A(t)x2
}
+4x2A2(t)u1 · B(t) exp
{
A(t)x2
}
u′t(t, x) = (u1)tB(t) exp
{
A(t)x2
}
+ u1 · Bt exp
{
A(t)x2
}
+x2Atu1 · B(t) exp
{
A(t)x2
}
.
Substituting in (16) we have
−
(u1)t
u1
u′ −
Bt
B
u′ − x2Atu
′ =
1
2
h2
(u1)xx
u1
u′ + 2h2xA
(u1)x
u1
u′
+h2A(t)u′ + 2h2x2A2u′
+h2
[
1
x
−
x∫ s
t
h2(u)du
]
(u1)x
u1
u′
+h2
[
1
x
−
x∫ s
t h
2(u)du
]
2xAu′,
cancelling u′
−
(u1)t
u1
−
Bt
B
− x2At =
1
2
h2
(u1)xx
u1
+ 2h2xA
(u1)x
u1
+h2A(t) + 2h2x2A2
+h2
[
1
x
−
x∫ s
t h
2(u)du
]
(u1)x
u1
+h2
[
1
x
−
x∫ s
t
h2(u)du
]
2xA,
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collecting terms
0 = x2
[
At + 2h
2A2 − 2A
h2∫ s
t
h2(u)du
]
(19)
+h2x
(u1)x
u1
[
2A−
1∫ s
t
h2(u)du
]
+
(u1)t
u1
+
1
2
h2
(u1)xx
u1
+ h2
1
x
(u1)x
u1
+
[
Bt
B
+ 3h2A
]
.
We first observe from the second line in equation (19), that:
A(t) =
1
2
∫ s
t
h2(u)du
.(20)
Next, if we let τ :=
∫ s
t
h2(u)du then dτ/dt = −h2(t). Hence, it follows from the
last line in (19) and equation (20) that
1
B
dB
dt
= −3
h2
2
∫ s
t
h2(u)du
=
3
2
1
τ
dτ
dt
or
1
B
dB =
3
2
1
τ
dτ,
i.e.:
B(t) = c
(∫ s
t
h2(u)du
)3/2
,
where c is some arbitrary constant. The reader may verify that indeed the first
term in (19) vanishes. Alternatively, this will lead to:
(u1)t(t, x) +
1
2
h2(t)(u1)xx(t, x) + h
2(t)
1
x
(u1)x(t, x) = 0
as claimed. 
Our next goal is to find a general solution to equation (18) in Proposition 4.1
and hence obtain:
Proposition 4.2. The transition probability of the process Y˜ , defined in (15),
equals
(21) G˜(t, x; τ, y) =
f(τ, a; s, 0)
f(t, a; s, 0)
H(t, x; τ, y)
where f is defined in equation (13) in Section 3 and
H(t, x; τ, y)
=
1√
2π
[∫ τ
t h
2(u)du
]
(
exp
{
−
(y − x)2
2
[∫ τ
t
h2(u)du
]
}
− exp
{
−
(y + x)2
2
[∫ τ
t
h2(u)du
]
})
,
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[for x, y > 0 and 0 ≤ t < τ < s]. In particular H(t, x; τ, y) = p0(t, x; τ, y) where p0
is defined in equation (12) in Section 3.
Proof. To do so we will introduce once more a time change τ ′ :=
∫ t
0
h2(u)du which
implies that dτ ′/dt = h2(t). Next, substituting in equation (18) it follows that
(u1)τ ′(τ
′, x) +
1
2
(u1)xx(τ
′, x) +
1
x
(u1)x(τ
′, x) = 0.
Finally, set u1 = 1/x · u2 to obtain the backward heat equation
(u2)τ ′(τ
′, x) +
1
2
(u2)xx(τ
′, x) = 0.
It is clear, see Appendix 7, at this point that the reduced forward Kolmogorov
equation v3 will satisfy alternatively:
−(v3)σ′ (σ
′, y) +
1
2
(v3)yy(σ
′, y) = 0
with the constraint that both x and y are positive. Hence
H(τ ′, x;σ′, y) =
1√
2π(σ′ − τ ′)
(
exp
{
−
(y − x)2
2(σ′ − τ ′)
}
− exp
{
−
(y + x)2
2(σ′ − τ ′)
})
or with respect to the backward (t, x) and the forward variables (T, y) as:
H(t, x;T, y)
=
1√
2π(
∫ T
t
h2(u)du)
(
exp
{
−
(y − x)2
2(
∫ T
t
h2(u)du)
}
− exp
{
−
(y + x)2
2(
∫ T
t
h2(u)du)
})
.
This in turn leads to transition density of the process Y˜
G˜(t, x;T, y) =
ϕy
[∫ s
T h
2(u)du
]
ϕx
[∫ s
t
h2(u)du
]H(t, x;T, y)
as claimed. 
It follows that equations (14) and (21) are equivalent. The reader may find
equivalent arguments in for instance: Imhof (1984) or Revuz and Yor (2005).
5. Proof of Theorem 2.2
5.1. Change of measure. Recall that if M is the solution of the following sto-
chastic differential equation
dMs = h(s)dB˜s + b(s)ds, M0 = x,
and ∫ t
0
[
b(u)
h(u)
]2
du < +∞ t ∈ [0,+∞).
Then under the measure Pˆ induced by
Z˜s := exp
{
−
∫ s
0
b(u)
h(u)
dB˜u −
1
2
∫ s
0
(
b(u)
h(u)
)2
du
}
or
= exp
{
−
∫ s
0
b(u)
h2(u)
dM˜u −
1
2
∫ s
0
(
b(u)
h(u)
)2
du
}
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the process M˜ is a Pˆ-martingale.
Proof of Theorem 2.2. Given the following continuous P-martingale M
Mt :=
∫ t
0
h(u)dBu M0 = 0
and letting
T := inf{t ≥ 0|Mt = f(t)}
= inf{t ≥ 0|Mt −
∫ t
0
f ′(u)du = f(0)}
= inf{t ≥ 0|M˜t = a} under P˜,
where the Radon-Nikodym derivative equals dP˜/dP = Z and
Z˜t = exp
{
−
∫ t
0
f ′(u)
h(u)
dB˜u −
1
2
∫ t
0
[
f ′(u)
h(u)
]2
du
}
= exp
{
−
∫ t
0
f ′(u)
h2(u)
dM˜u −
1
2
∫ t
0
[
f ′(u)
h(u)
]2
du
}
= exp
{
−
∫ s
0
β(u)dM˜u −
1
2
∫ s
0
β(u)f ′(u)du
}
where β(u) = f ′(u)/h2(u) for u ≥ 0. Then
P(T < t) = E˜
[
exp
{
−
∫ t
0
β(u)dM˜u −
1
2
∫ t
0
β(u)f ′(u)du
}
I(T<t)
]
= E˜
[
exp
{
−β(t)M˜t +
∫ t
0
β′(u)M˜udu−
1
2
∫ t
0
β(u)f ′(u)du
}
I(T<t)
]
= E˜
[
exp
{
−β(T )M˜T +
∫ T
0
β′(u)M˜udu−
1
2
∫ T
0
β(u)f ′(u)du
}
I(T<t)
]
=
∫ t
0
e−β(s)a−
1
2
R
s
0
β(u)f ′(u)du
E˜
[
exp
{∫ s
0
β′(u)M˜udu
} ∣∣∣∣∣T = s
]
ϕa(s)ds
Finally, from equation (15) in Section 3 we have:
E˜
[
exp
{∫ s
0
β′(u)M˜udu
}∣∣∣∣∣T = s
]
= exp
{
a
∫ s
0
β′(u)du
}
E˜
[
exp
{
−
∫ s
0
β′(u)Y˜udu
}]
.

6. First passage time
This section is devoted to the computation of the following expectation
E˜
[
exp
{
−
∫ s
0
β′(u)Y˜udu)
}]
,
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which is equivalent to solving the following Cauchy problem:
−
∂u
∂t
(t, a) = −β′(t)au(t, a) +
1
2
h2(t)
∂u
∂a2
(t, a)
+h2(t)
(
1
a
−
a∫ s
t
h2(u)du
)
∂u
∂a
(t, a), [0, s)× (0,∞)
v(s, a) = 1.
The idea is to solve simultaneously both the backward and forward Kolmogorov
equations:
−
∂ϕ
∂t
(t, a) = −β′(t)aϕ(t, a) +
1
2
h2(t)
∂ϕ
∂a2
(t, a)
+h2(t)
(
1
a
−
a∫ s
t h
2(u)du
)
∂ϕ
∂a
(t, a), [0, τ)× (0,∞)(22)
∂ψ
∂τ
(τ, b) = −β′(τ)bψ(τ, b) +
1
2
h2(τ)
∂ψ
∂b2
(τ, b)
+h2(τ)
∂
∂b
{(
1
b
−
b∫ s
τ h
2(u)du
)
ψ(τ, b)
}
, (t, s]× (0,∞)(23)
in order to obtain its corresponding Green’s function.
Proposition 6.1. The backward and forward equations in (22) and (23) satisfy
the following relationships respectively for 0 ≤ t < τ ≤ s and a, b ∈ (0,∞):
ϕ(t, a) = ϕ1(t, a)
B(t)
a
exp
{
A(t)a2
}
ψ(τ, b) = ψ1(τ, b)bB˜(τ) exp
{
A˜(τ)b2
}
where
A(t) =
1
2
∫ s
t h
2(u)du
B(t) = c
(∫ s
t
h2(u)du
)3/2
A˜(τ) = −
1
s
∫ s
τ
h2(u)du
B˜(τ) = c1
(∫ s
t
h2(u)du
)
−3/2
and
−
∂ϕ1
∂t
(t, a) + β′(t)aϕ1(t, a) =
1
2
h2(t)
∂ϕ1
∂a2
(t, a)
∂ψ1
∂τ
(τ, b) + β′(τ)bψ1(τ, b) =
1
2
h2(τ)
∂ψ1
∂b2
(τ, b).
Proof. The reader may derive it from the techniques used in Section 4 and Appendix
7. 
The backward and forward Schro¨dinger equations have the following solution:
Theorem 6.2. For 0 ≤ t < τ ≤ s, and a, b ∈ (0,∞), and given that
G˜(t′, y; τ ′, z) :=
1√
2π(τ ′ − t′)
[
exp
{
−
(z − y)2
2(τ ′ − t′)
}
− exp
{
−
(z + y)2
2(τ ′ − t′)
}]
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where τ ′ − t′ =
∫ τ
t
h2(u)du, y = a+ v(t), z = b+ v˜(τ) are obtained by solving:
πt(t) = β
′(t) v′(t) = −h2(t)π(t)
π˜τ (τ) = −β˜
′(τ) v˜′(τ) = h2(τ)π˜(τ).
Then the following Green’s function G:
G(t, a; τ, z) = exp
{
bπ˜(τ) + aπ(t) +
1
2
∫ τ
t
h2(u)π2(u)
}
G˜(t′, y; τ ′, z)
satisfies both the backward and forward Schro¨dinger’s equations for time-dependent
linear potential:
−
∂ϕ1
∂t
(t, a) + β′(t)aϕ1(t, a) =
1
2
h2(t)
∂ϕ1
∂a2
(t, a)
∂ψ1
∂τ
(τ, b) + β′(τ)bψ1(τ, b) =
1
2
h2(τ)
∂ψ1
∂b2
(τ, b).
Proof. Let ϕ1(t, a) = λ(t, a)epi(t)a and ψ1(τ, b) = λ˜(τ, b)ep˜i(τ)b, with π(t) and π˜(τ)
being time dependent variables determined later, we have
ϕ1t (t, a) = λt(t, a)e
pi(t)a + aπt(t)λ(t, a)e
pi(t)a
ϕ1a(t, a) = λa(t, a)e
pi(t)a + π(t)λ(t, a)epi(t)a
ϕ1aa(t, a) = λaa(t, a)e
pi(t)a + 2π(t)λa(t, a)e
pi(t)a + π2(t)λ(t, a)epi(t)a
and
ψ1τ (τ, b) = λ˜τ (τ, b)e
p˜i(τ)b + bπ˜τ (τ)λ˜(τ, b)e
p˜i(τ)b
ψ1b (τ, b) = λ˜b(τ, b)e
p˜i(τ)b + π˜(τ)λ˜(τ, b)ep˜i(τ)b
ψ1bb(τ, b) = λbb(τ, b)e
p˜i(τ)b + 2π˜(τ)λ˜b(τ, b)e
p˜i(τ)b + π˜2(τ)λ˜(τ, b)ep˜i(τ)b
which after substitution
−λt(t, a)− aπt(t)λ(t, a) + aβ
′(t)λ(t, a) =
1
2
h2(t)λaa(t, a) + h
2(t)π(t)λa(t, a)
+
1
2
h2(t)π2(t)λ(t, a).
and
λ˜τ (τ, b) + bπ˜τ (τ)λ˜(τ, b) + bβ˜
′(τ)λ˜(τ, b) =
1
2
h2(τ)λ˜bb(τ, b) + h
2(τ)π˜(τ)λ˜b(τ, b)
+
1
2
h2(τ)π˜2(τ)λ˜(τ, b).
If we perform the time and space transformations y = a+ v(t) and z = b+ v˜(τ)
where v(t) and v˜(τ) will be determined later, and set λ(t, a) = ǫ(t, y) and λ˜(τ, b),
i.e.
λt(t, a) = ǫt(t, y) + v
′(t)ǫy(t, y)
λa(t, a) = ǫy(t, y)
λaa(t, a) = ǫyy(t, y),
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and
λ˜τ (τ, b) = ǫ˜τ (τ, z) + v˜
′(τ)ǫ˜z(τ, z)
λ˜b(τ, b) = ǫ˜z(τ, z)
λ˜bb(τ, b) = ǫ˜zz(τ, z),
then
−ǫt(t, y) + [y − v(t)] [β
′(t)− πt(t)] ǫ(t, y) =
1
2
h2(t)ǫyy(t, y)
+
[
v′(t) + h2(t)π(t)
]
ǫy(t, y)
+
1
2
h2(t)π2(t)ǫ(t, y)
and
ǫ˜τ (τ, z) + [z − v˜(τ)]
[
β˜′(τ) + π˜τ (τ)
]
ǫ˜(τ, z) =
1
2
h2(τ)ǫ˜zz(τ, z)
+
[
h2(τ)π˜(τ) − v˜′(τ)
]
ǫ˜z(τ, z)
+
1
2
h2(τ)π˜2(τ)ǫ˜(τ, z)
and setting
πt(t) = β
′(t) v′(t) = −h2(t)π(t)
π˜τ (τ) = −β˜
′(τ) v˜′(τ) = h2(τ)π˜(τ)
we have
−ǫt(t, y) =
1
2
h2(t)ǫyy(t, y) +
1
2
h2(t)π2(t)ǫ(t, y)
ǫ˜τ (τ, z) =
1
2
h2(τ)ǫ˜zz(τ, z) +
1
2
h2(τ)π˜2(τ)ǫ˜(τ, z),
next, let
ǫ(t, y) = ϕ2(t, y) exp
{
−
1
2
∫ t
0
h2(u)π2(u)du
}
ǫ˜(τ, z) = ψ2(τ, z) exp
{
1
2
∫ τ
0
h2(u)π˜2(u)du
}
,
thus
−ϕ2t (t, y) =
1
2
h2(t)ϕ2yy(t, y),
ψ2τ (τ, z) =
1
2
h2(τ)ψ2zz(τ, z).
Finally, introduce the following time changes: t′ =
∫ t
0
h2(u)du and τ ′ =
∫ τ
0
h2(u)du
to obtain
−ϕ2t′(t
′, y) =
1
2
ϕ2yy(t
′, y)
ψ2τ ′(τ
′, z) =
1
2
ϕ2zz(τ
′, z).
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We now start by constructing a function G˜ which satisfies both equations and the
constraint that a, b ∈ (0,∞), i.e.
G˜(t′, y; τ ′, z) =
1√
2π(τ ′ − t′)
[
exp
{
−
(z − y)2
2(τ ′ − t′)
}
− exp
{
−
(z + y)2
2(τ ′ − t′)
}]

7. Appendix
Proposition 7.1. The solution of the forward equation in (17) is given by:
v′(τ, y) = v1(τ, y)B(τ) exp
{
A(τ)y2
}
where
A(τ) = −
1
2
∫ s
τ h
2(u)du
B(t) = c
(∫ s
τ
h2(u)du
)
−1/2
and
(v1)τ (τ, y) =
1
2
h2(τ)(v1)yy(τ, y)− h
2(τ)
1
y
(v1)y(τ, y)(24)
+h2(τ)
[
1
y2
−
1∫ s
τ h
2(u)du
]
v1(τ, y)
for y ∈ (0,∞) and τ ∈ (t, s].
Proof. We will first compute the partial derivatives. If the subscripts represent
derivation with respect to the corresponding variables, we have
v′y(τ, y) = (v1)yB(τ) exp
{
A(τ)y2
}
+ 2yA(τ)v1 · B(T ) exp
{
A(τ)y2
}
v′yy(τ, y) = (v1)yyB(τ) exp
{
A(τ)y2
}
+ 4yA(τ)(v1)yB(τ) exp
{
A(τ)y2
}
+2A(τ)v1 · B(τ) exp
{
A(τ)y2
}
+4y2A2(τ)v1 ·B(τ) exp
{
A(τ)y2
}
v′τ (τ, y) = (v1)τB(τ) exp
{
A(τ)x2
}
+ v1 ·Bτ exp
{
A(τ)y2
}
+y2Aτv1 ·B(τ) exp
{
A(τ)y2
}
Substituting in (17) we have
(v1)τ
(v1)
v′ +
Bτ
B
v′ + y2Aτv
′ =
1
2
h2
(v1)yy
v1
v′ + 2h2yA
(v1)y
v1
v′
+h2A(τ)v′ + 2h2y2A2v′
−h2
[
1
y
−
y∫ s
τ h
2(u)du
]
(v1)y
v1
v′
−h2
[
1
y
−
y∫ s
τ h
2(u)du
]
2yAv′,
+h2
[
1
y2
−
1∫ s
τ
h2(u)du
]
v′
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cancelling v′
(v1)τ
v1
+
Bτ
B
+ y2Aτ =
1
2
h2
(v1)yy
v1
+ 2h2yA
(v1)y
v1
+h2A(τ) + 2h2y2A2
−h2
[
1
y
−
y∫ s
τ
h2(u)du
]
(v1)y
v1
−h2
[
1
y
−
y∫ s
τ
h2(u)du
]
2yA,
+h2
[
1
y2
−
1∫ s
τ h
2(u)du
]
collecting terms
0 = y2
[
2h2A2 −Aτ + 2A
h2∫ s
τ
h2(u)du
]
+h2y
(v1)y
v1
[
2A+
1∫ s
τ h
2(u)du
]
−
(v1)τ
v1
+
1
2
h2
(v1)yy
v1
− h2
1
y
(v1)y
v1
+ h2
[
1
y2
−
1∫ s
τ h
2(u)du
]
−
Bτ
B
− h2A
We first observe that:
A(τ) = −
1
2
∫ s
τ
h2(u)du
.
Furthermore letting: σ =
∫ τ
t h
2(u)du, and observing that dσ/dτ = −h2(τ) we have
that
1
B
dB
dτ
= −h2
[
−
1
2
∫ s
t
h2(u)du
]
= −
1
2
1
σ
dσ
dτ
or
1
B
dB = −
1
2
1
σ
dσ
which implies that
B(τ) = c
(∫ s
τ
h2(u)du
)
−1/2
,
and
(v1)τ (τ, y) =
1
2
h2(τ)(v1)yy(τ, y)− h
2(τ)
1
y
(v1)y(τ, y)
+h2(τ)
[
1
y2
−
1∫ s
τ
h2(u)du
]
v1(τ, y)
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as claimed. 
Now set v1 = y · v2, i.e.
(v1)τ = y(v2)τ
(v1)y = y(v2)y + v2
(v1)yy = y(v2)yy + 2(v2)y
and substituting into
y(v2)τ = h
2(τ)
y
2
(v2)yy + h
2(τ)(v2)y
−h2(τ)(v2)y −
1
y
h2(τ)v2
+
1
y
h2(τ)v2 − y
h2(τ)∫ s
τ h
2(u)du
v2
or
(v2)τ =
1
2
h2(τ)(v2)yy −
h2(τ)∫ s
τ h
2(u)du
v2
Next set
v2(τ, y) =
1∫ s
τ
h2(u)du
v3(τ, y)
Thus
(v2)τ (τ, y) =
1∫ s
τ h
2(u)du
(v3)τ (τ, y)−
h2(τ)(∫ s
τ h
2(u)du
)2 v3(τ, y)
reducing the equation to
(v3)τ (τ, y) =
1
2
h2(τ)(v3)yy(τ, y)
Finally, given the following time change σ′ :=
∫ τ
0 h
2(u)du and observing that
dσ′/dτ = h2(τ), substitute in the previous equation to obtain
(v3)σ′(σ
′, y) =
1
2
(v3)yy(σ
′, y).
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