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Abstract
The development of e-Research infrastructure has enabled data to be shared and accessed
more openly. Policy mandates for data sharing have contributed to the increasing availability
of research data through data repositories, which create favorable conditions for the reuse of
data for purposes not always anticipated by original collectors. Despite the current efforts to
promote transparency and reproducibility in science, data reuse cannot be assumed, nor
merely considered a “thrifting” activity where scientists shop around in data repositories
considering only the ease of access to data.
This research was driven by three main questions: 1) What are the factors that influence
scientists’ research data reuse? 2) To what degree do these factors influence scientists’
research data reuse? and 3) To what extent do scientists reuse research data? Following a
sequential mixed-method approach, this study sought to provide a more nuanced view of the
underlying factors that affect social scientists’ intentions to reuse data, as well as the impact of
these factors on the actual reuse of data.
Findings from a preliminary small-scale exploratory study with 13 social scientists
produced 25 factors that were found to influence their perceptions and experiences, including
both their unsuccessful and successful attempts to reuse data. These factors were grouped into
six theoretical variables: perceived benefits, perceived risks, perceived effort, social influence,
facilitating conditions, and perceived reusability. The variables were articulated in a conceptual
model drawing upon the Unified Theory of Acceptance and Use of Technology (UTAUT) in
order to examining social scientists’ intentions and behaviors towards the reuse of research
data. The proposed hierarchical component model and the research hypotheses were validated
through a survey, which was distributed to 4,500 social scientists randomly selected from the
Pivot/Community of Science (CoS) database.

A total of 743 social scientists participated in the survey, of which 564 cases were included
in the analysis. The survey data were analyzed using the Partial Least Square Structural
Equation Modeling (PLS-SEM) technique, and supplemented by ad-hoc group comparison
analyses. Survey results demonstrated that social scientists’ data reuse intention and reuse
behavior were indeed influenced by different factors beyond frugality. More specifically, the
more practical and social benefits social scientists perceive from reusing research data, the
more likely they intended to reuse data. Similarly, peer and disciplinary influence had a positive
effect on social scientists’ intention to reuse data collected/produced by others. On the contrary,
the construct perceived risks was found to negatively influence social scientists’ intention to
reuse existing research data collected by others. Facilitating conditions and intention to reuse
were found to positively correlate to actual data reuse behavior. Perceived effort was found not
statistically significant, indicating that reusing data from others did not involve as much effort
as collecting/producing primary data. Perceived reusability failed to be measured, due to the
lack of convergent validity. Ad-hoc group comparison tests found that intention and data reuse
behavior depended on sub-disciplines’ traditions and the methodological approach social
scientists followed.
The findings of this research provide an in-depth understanding about the reuse of research
data in the context of open science, and provide a collection of factors that influence social
scientists’ decisions to reuse research data collected by others. Additionally, they update our
knowledge of data reuse behavior and contribute to the body of data reuse literature by
establishing a conceptual model that can be validated by future research. In terms of practice,
it offers recommendations for policy makers, data scientists, and stakeholders from data
repositories on defining strategies and initiatives to leverage data reuse and make publicly
available data more actionable.
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CHAPTER I
PROBLEM STATEMENT

This chapter introduces the research problem of the study, which investigates the reuse of
research data among social scientists by examining different factors that encourage or
discourage social scientists to reuse publicly available research data.
Firstly, it provides the background upon which the phenomenon of research data reuse is
examined, taking into account three interrelated facts: the evolution of the open science
movement, the diffusion of data sharing mandates, and the recent propagation of research
data repositories. Secondly, it describes the motivation behind the study, while articulating
some current limitations and gaps in the literature. Thirdly, it outlines the research goals
along with the specific research questions that the study plans to answer. Next, it presents the
relevance of the research, including the expected theoretical and practical contributions, to
justify both its intellectual merit and broader impact. Lastly, for the sake of clarification and
consistency, it defines some core terms that are frequent throughout this document, followed
by a summary of the chapter and the presentation of the overall structure of this dissertation.

1.1 Background
I have seen further it is by standing on the shoulders of Giants.
-From a letter written by Isaac Newton to Robert Hooke, 5 Feb. 1676.

The quote above, immortalized by Isaac Newton, powerfully conveys what became
conventional wisdom: science progresses by building upon previous research and
accumulated knowledge. Scientific inquiry thrives on openness (Munthe & Welin, 1996). The
unrestricted sharing of research outputs and transparency in science have been identified as
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critical factors to scientific progress and the key distinguishing features of the scientific
community in comparison to other spheres of activity (Merton, 1973).
Early discussions regarding science as an open endeavor can be traced back to the
seventeenth century, with the dawn of the modern science (David, 2005, 2007; Eamon, 1985).
However, only during the last decade, scholarship has undergone more fundamental
transformations with respect to ways scientists produce and share their research data.
Significant and more visible changes favoring the openness of science have occurred as a
result of rapid and pervasive technological changes. Advanced computing tools for data
sharing and distribution are paving the way for better reproducibility in research (Barr, Bird,
Hyatt, Menzies & Robles, 2010) Open science has gained momentum as the advances in
digital and networked environments have made it easier for scientists to acquire, archive,
manipulate, and transmit vast volumes of data (Fry, Schroeder & Den Besten, 2009;
Schroeder, 2007).
Open science is the umbrella term used to represent a movement which advocates for a
new scholarly model sustained by three interdependent elements: open data, open access, and
open software (Peters & Roberts, 2012; Willinsky, 2005). In short, this movement strives for
the open availability of scientific outputs (including processed and raw data, and scientific
publications), utilizing open source web tools, platforms and standards, in order to guarantee
ample accessibility and transparency in science. The ethos of open science lies in the
argument that openness prevents scientific inquiry from becoming dogmatic, stagnant,
uncritical, and biased (Resnik, 1998). Furthermore, the principles of open science are rooted
in the assumption that publicly funded research outputs are tangible public goods (Dalrymple,
2003; Reichman & Uhlir, 2001), which should be open and freely available for use (Fry et al.,
2008).
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The broader availability and accessibility of research data is a fundamental item of open
science agenda, which aims to maximize cost-effectiveness of socio-economic resources,
enhance the utility and application of data beyond the focus or time constraints of the original
data collectors, and promote better scrutiny and transparency in science (Fienberg, Martin &
Straf, 1985). Primary data has become the prime currency of science (Davis & Vickery,
2007). As noted by Molloy (2011) making primary data openly available and in a useful
manner is crucial to increase the level of transparency, reproducibility and efficiency in
science, benefiting the society as a whole. Along these lines, Faniel and Zimmerman (2011)
state that scientific data should be shared to allow use beyond the purposes for which they
were initially collected. Data should be accessible and usable to “anyone, anytime, anywhere,
and for any purpose” (p.59).
Aligned with the philosophy of open science, recently there have been important pushes
for scientists to release research data funded by public money. In the quest to expand the
availability of research data and comply with new governmental directives, a number of
funding agencies, journal publishers, academic institutions, and research organizations started
implementing mandates, initiating a call for research data sharing. Incisive and overarching
regulations towards transparency and open data started being created only in the mid-2000s.
This effort was led by the Research Councils United Kingdom (RCUK), which endorsed data
policies to support data sharing and preservation in 2006 (Thorley, 2007).
Meanwhile, different regulations and acts in favor of open science and data sharing began
to sprout across Europe, including the Brussels Declaration on Scientific, Technological and
Medical Publishing, announced in 2007, and the Declaration of All European Academies
(ALLEA) from 2012. Consequently, many European funding agencies (e.g. Department of
Health, Science Foundation Ireland, Norwegian Research Council), universities (e.g.
University of Oxford and University of Edinburgh), as well as academic journals (e.g. British
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Journal of Political Science, International Studies Quarterly and Economic, Social Review),
implemented data sharing and archiving policies (Mauthner, 2013).
Following this same trend, the institutionalization of data sharing mandates in the U.S
became effective as a response to some federal government directives, such as the Federal
Research Public Access Act (FRPAA) and the Fair Access to Science and Technology
Research Act (FASTR). Today, all major national funding agencies, including the National
Science Foundation (NSF), the National Institutes of Health (NIH), the National Endowment
for the Humanities (NEH), and the United States Department of Agriculture (USDA), require
their grantees to comply with data sharing policies. In addition, a number of journals,
including the ones affiliated to Joint Data Archiving Policies (JDAP)1, started requiring
authors to publicly archive supporting datasets as a condition of publication.
In June 2013, the Science Ministers of the Group of Eight (G8) countries released an
official statement containing a set of principles about the open disclosure of research data,
including the importance for research data to be open, easy to discover, accessible, assessable,
intelligible, useable, and interoperable to meet specific quality standards (UK Government
Foreign & Commonwealth Office, 2013).
Most of the data sharing and archiving mandates came into effect in the last couple years,
with a notable peak in 2010 (Xia et. al., 2012). Not only are the mandates and policies
requirements still relatively new, but they also vary greatly from one institution to another.
As these policies begin to spread and mature, scientific communities are coming together to
define best practices and guidelines for scientific outputs sharing. More scientists are opening
up their data, making them readily and widely available to others in a digital form. Whether
triggered by top-down institutional pressures and mandates, or motivated by initiatives

1

http://datadryad.org/pages/jdap
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established in a more bottom-up fashion at the disciplinary community level, data sharing is
gradually becoming a more systematic practice in science.
Scientists may choose to share and store their data in a number of ways, including a more
informal and ad hoc methods (e.g. USB flash memories, email, web file sharing, and FTP
services) (Fienberg, Martin & Straf, 1985; Kim, 2013). Nonetheless, data repositories are
considered the best option to ensure data stewardship, visibility, and availability to a larger
audience (Jisc, 2011). Due to these benefits, data sharing mandates either designate specific
data repositories where data should be uploaded or recommend the use of such platforms for
data archiving. As a result, many digital repositories have been launched to store, organize,
preserve, and offer access to research data for future reuse (Marcial & Hemminger, 2010).
As new data repositories are created to house research data, and more data accumulate in
their servers, attention shifts to find ways to sustain the value of these research outputs and
maximize their reuse within and across disciplines (Faniel & Zimmerman, 2011). The
benefits of data sharing can only be reaped through data reuse (Niu, 2009b) because the value
of data increases when scientists can make more use of it. In this sense, the sustainability of
open science’s life cycle depends on finding ways to maximize data reuse, rather than merely
stock-pilling data assets for sitting idle in data repositories.

1.2 Motivation
A central argument for data sharing is that data can have multiple applications and uses,
beyond the ones that were initially anticipated by primary investigators or data producers
(Esanu & Uhlir, 2004; Evans & Reimer, 2009; Fienberg, Martin & Straf, 1985; Suber, 2010;
Uhlir & Schröder, 2007; Vision, 2010; Willinsky, 2006). Data sharing is predicated on the
assumption that data might be useful to others – both inside and outside disciplinary domains
– and therefore improves the chances of new outcomes and scientific knowledge deriving
5

from the same already available data (Pienta, Alter & Lyle 2010; Wallis, Rolando &
Borgman, 2013; Tenopir et al., 2011; Zimmerman, 2007, 2008). With the enforcement of
data sharing mandates, there has been an increase in research data publicly available for reuse
via digital data repositories, and this increase in data availability is expected to escalate in
coming years as more institutions adopt such policies.
Time, money and effort saving are widely acknowledged as key motivators for scientists
to reuse research data (e.g. Castle, 2003; Hyman, 1972; Kiecolt & Nathan, 1985; Law, 2005).
While recognizing that frugality is a quintessential driver for scientists to consider reusing
research data, this study argues that data reuse cannot be seen simply as a “thrifting”2 activity,
where scientists shop around in data repositories for “cheaper” second-hand data. The
resource savings associated to data reuse accounts for only one aspect of it. The reuse of
research data is a more complex process which requires scientists to have the ability to
discover and access intelligible, trustworthy, and relevant data (Thessen & Patterson, 2011).
Furthermore, and perhaps more importantly, it requires reusers to be capable of translating
and re-contextualizing primary data collected by others, in order to apply to their own
purposes, without misinterpreting or misusing them.
When collecting their own data, scientists have better control over the data, as well as a
full understanding of data origins, strengths, implications, and limitations. Because raw data
are often unruly and more poorly bounded objects (Wynholds, 2011), these factors may not
be easily known when scientists deal with data generated by other parties. While, to some,
extent data offers the flexibility to be applied into different contexts, they are susceptible to
substantial “semantic drifts” over the reuse process (Piggot, Hobbs & Gammack, 2001).
These drifts might occur especially in cases where supporting data documentation is lacking
or insufficient (Niu, 2009ab).
2

Thrifting is an urban and pop-culture expression used to define when one visits several second-hand shops in the hopes of
buying several items for a cheaper price.
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Though desirable, encountering data that perfectly matches one’s research purpose is not
always realistic. In fact, data reuse is a highly iterative process in which scientists have to
find ways to fit data to their own study, and often times also make adjustments to their
research framework in order to accommodate the existing data. Therefore, data reuse requires
intensive sense-making from scientists to balance two entities; data and the frame of intent
application (Klein, et al., 2007).
Scientists seeking to reuse publicly available research data face the duality between the
convenience of having ready data and the effort of dealing with data produced by someone
else. On one hand, working with existing data has the advantage of significantly minimizing
costs and time associated with data collection (Castle, 2003; Law, 2005). On the other hand,
the reuse of already available data faces the constraints of dealing with data which were
created under particular circumstances, following specific data collection procedures and
techniques, in order to answer specific research questions (Boslaugh, 2007; Devine, 2003). In
other words, scientists can only work with the data that exist, not what they wish had been
collected (Boslaugh, 2007).
Despite the acknowledgement of this duality, very little is known about how scientists
perceive the process of data reuse and the different factors that motivate and/or discourage
them to make use of data collected by others (Wallis, Rolando & Borgman, 2013;
Zimmerman, 2007; 2008). Even less is understood about how these factors affect not only
scientists’ intentions to reuse data, but also how they impact on the actual reuse of data. In
spite of the wide recognition of the importance of data reuse in science, up to now, this issue
is addressed by the literature in a more peripheral way, as a desirable and expected outcome
of data sharing practices, rather than a research phenomenon itself.
Thus far, more substantial attention has been paid to investigate data provision and
sharing behaviors among scientists (e.g. Kim, 2013; Kim & Stanton, 2012; Kowalczyk &
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Shankar, 2011; Sieber, 1991; Tenopir et al., 2011). Some of the literature in knowledge
management (KM) has been dedicated to understand the reuse of knowledge assets from
digital repositories. For example, some KM studies have found the importance of human and
technical intermediaries for the reuse of digital assets (Behboudi & Hart, 2008; Markus,
2001). Likewise, Boh (2008) found a correlation between knowledge asset complexity and
perceived reuse benefit, when reusers sought authors’ assistance during the reuse process.
Kankanhalli, Lee and Lim (2011) found that perceived repository capability and intrinsic
motivation contribute to knowledge reuse more than extrinsic rewards. Despite the fact that
these studies offer important clues for research data reuse studies, they are situated in
business enterprise contexts and do not account for factors that are necessarily particular to
the scientific sphere.
The secondary analysis literature offers background information helpful in understanding
the types of challenges scientists face when reusing data. However, these publications
function as methodological guidelines for scientists to conduct reanalysis of primary data
obtained from other parties rather than offering insights on scientists’ behaviors and attitudes
towards secondary analysis of data. In addition, they tend to focus either on qualitative or
quantitative data, providing only a partial picture of some of the issues scientists may
encounter while reusing other people’s data.
While the majority of the literature on secondary analysis of quantitative data offers
methodological guidance on secondary analysis of national surveys (e.g. Dale, 2004; Dale,
Arber & Procter, 1988; Finifter, 1975; Kiecolt & Nathan, 1985; Hyman, 1972; Schwartz et al.,
2013), discussions on qualitative data are centered on the epistemological and ethical
dilemmas and pitfalls of using data collected by others for new research. (e.g. Bishop, 2007,
2009; Corti, 2007; Grinyer, 2009; Hammersley, 2010; Heaton, 2008; Hinds, Vogel & ClarkeSteffen, 1997; Silva, 2007).
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In the information science and technology domain, prior efforts to investigate scientists’
data reuse practices more empirically (e.g. Borgman et al., 2012; Carlson & Anderson, 2007;
Faniel & Majchrzak, 2002; Faniel et. al., 2013; Faniel & Jacobsen, 2010; Faniel, Kriesberg &
Yakel, 2012; Sands et al., 2012; Zimmerman, 2003) have essentially conducted exploratory
studies with small groups of scientists, without grounding their research in any particular
theoretical framework. In addition, these studies have fallen short in terms of proposing a set
of different factors that contribute to scientists’ intentions and behaviors relating to the reuse
of data. The few studies that have developed conceptual models to explain factors associated
with data reuse practices (e.g. Faniel & Majchrzak, 2002) have not had their models further
verified and validated, which restricts their findings to the limited number of cases they
investigated.
Previous empirical research signals that reuse might be influenced by disciplinary
traditions, data type, reuse purposes, and type of inquiry (Borgman, 2007; Faniel & Jacobsen,
2010). The literature also suggests that the relevance of data, its understandability and
trustworthiness (Thessen & Patterson, 2011; Zimmerman, 2008), and perceived data
documentation quality (Faniel et al., 2013; Niu, 2009ab) play major roles in scientists’
decisions to reuse available data collected by others. Other studies indicate that there is a
difference between how expert and novice scientists perceive and perform data reuse (Faniel,
Kriesberg & Yakel, 2012), and underline that training and mentorship are important strategies
to support a culture of data reuse (Kriesberg et al., 2013). However, a more integrated view of
how these factors collectively affect data reuse remains overlooked by previous research.
Additionally, there may be other individual, social, and technological factors that affect
data reuse practices which have not yet been identified. The motivation of this study lies in
the opportunity to close these gaps, by offering a clearer picture of the different influential
factors that may encourage or discourage scientists to reuse publicly available research data.
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1.3 Research Goal and Questions
This research represents a response to the need for investigation of research data reuse. In
particular, this study aims to shed light on different factors that encourage or discourage
scientists to reuse publicly available research data collected by others. Therefore, the research
goal is two-fold: 1) to investigate the different underlying factors that influence the reuse of
research data, and 2) to assess the impact of these factors in order to establish and verify a
conceptual model to help understanding data reuse. To achieve this research goal, the
following research questions will be answered:
RQ1: What are the factors that influence scientists’ research data reuse?
RQ2: To what degree do these factors influence scientists’ research data reuse?
RQ3: To what extent do scientists reuse research data?
Taking into account the lack of a comprehensive understanding about what triggers
and/or prevents scientists’ from reusing data, RQ1 aims to map different levels of factors
(individual, social and technological) that scientists consider when planning to reuse data.
RQ2 seeks to evaluate the impacts of each of the different factors on scientists’ data reuse
intentions and behaviors.
The literature indicates scientists from some disciplines might be resistant to actively
reusing existing data collected by others as opposed to collecting their own (e.g. Borgman,
2007; Kim, 2013; Wallis, Rolando & Borgman, 2013). Therefore, RQ3 aims to identify the
degree to which and frequency scientists’ reuse research data.
By answering these three interrelated questions this study theoretically propose and
empirically test a model to provide a more complete view of factors that influence the reuse
of research data by scientists.
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1.4 Relevance of the Study
This research offers both theoretical and practical contributions. From the theoretical
perspective, the intellectual merit of the study resides in promoting a deeper understanding of
data reuse practices in science, and mapping a broader range of variables that can serve as
predictors of intentions and data reuse behavior among scientists. Unlike previous research,
which has mostly consisted of essentially qualitative exploratory studies, this study follows a
mixed-method approach in order to develop and test a conceptual model to explain intentions
and behaviors of scientists with regard to the reuse of data. This model will not only add new
understanding to the information science and technology community knowledge repertoire,
but more broadly, will also be relevant to different research communities, considering that
data reuse is a topic of interest for the scientific community as a whole.
From the practical perspective, the findings of this study provide insights into scientists’
data reuse behaviors, which will serve to guide policymakers, open data advocates, and data
repository stakeholders to align data reuse policies and data repository services to scientists’
expectations. The identification and clarification of factors that might trigger or discourage
scientists to reuse research data can be particularly helpful to assist data managers to better
understand factors that might affect the life span, sustainability, and success of data
repositories.

1.5 Definition of Terms
Because terminologies in the literature are prone to having divergent and conflicting
interpretations, for the sake of clarification and consistency this section presents some key
concepts associated with the phenomenon of data reuse that will be used throughout this
document.

11

Research Data
Research data represents data obtained by scientists through systematic investigations,
including surveys, observations, experiments, and simulations. Based on Given and Porter
(2008) and Heaton (2008), this study makes a distinction between non-naturalistic and
naturalistic data. For the purpose of this study we only consider the non-naturalistic type of
data, which consists of self-reported or researcher-manipulated, quantitative or qualitative
primary data generated with a research purpose, gathered utilizing different instruments (e.g.
questionnaires, video recording, voice recording, etc.) and data collection techniques (e.g.
surveys, experiments, observations, interviews, etc.). Thus, the term research data in this
study does not include data that were produced independently from the actions of scientists
and were not elicited by a research action (e.g. log files, audit trails, transaction user logs,
navigation history, location tracking, autobiographies, personal diaries, letters, official
documents, photographs, third parties’ e-mails, tweets, online reviews), regardless if they are
amendable to inductive or deductive forms of inquiry. Since the study focuses on data
available for reuse via digital data repositories, it refers in particular to research data born
digital or data converted into a computer-readable form.

Primary vs. Secondary Data
Primary data is data observed and/or collected via first-hand experience. When shared for
reuse, primary data is often archived in an unanalyzed and non-interpreted form in order to
allow processing and manipulation. Hence, the term primary data and raw data are often used
interchangeably. After primary data is shared by original investigators, the data is named as
secondary data by scientists who reuse it, because it was collected by a second person
(someone other than themselves). In this sense, whether the data falls in the primary or
secondary category depends on the relationship between the person or research team who
collected the data and the person who is analyzing the data (Boslaugh, 2007).
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Dataset
A dataset refers to an organized collection of similar and related data, which shares a
common structure and covers a specific time frame. One study might have different associated
datasets. Typically, datasets are accompanied by supplementary documentation to explain the
operationalization and rationale of the study and support future reuse. Some exemplary
documentation that can be associated with datasets to facilitate data reuse are: codebooks or
data dictionaries, reports about the data collection process, data collection instruments, previous
publications based on the data, user guides or handbooks, statistical manuals, data extraction
software, and institutional review board (IRB) documents (Niu, 2009ab).

Data Repositories
Commonly also referred to as data centers or scientific data repositories (SDR), the term
data repositories is used in this document to represent institutional, inter-institutional,
disciplinary, or multi-disciplinary web-based platforms which are responsible for storing,
organizing, curating, and preserving research data for long-term access. Data repositories offer
a minimum set of basic services such as: self-archiving, search, access, and provenance control.

Researcher and Scientist
Herein researcher and scientist are used interchangeably to mean scholars who engage in
systematic activities of inquiry and who follow scientific methods to acquire knowledge.

Data Reuse
Research data can be used more than once for the same, similar or different purposes than
those for which data were originally collected. Data reuse entails any new use of existing data.
The reuse of data can be performed by original data collectors or by other parties not
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necessarily involved in the primary research. This dissertation research is particularly
interested in the reuse of research data by researchers/scientists who had no participation in
the original study. Although, the terms data reuse and secondary data analysis are often used
interchangeably, data reuse was elected a more appropriate term to represent the phenomenon
of interest of this research. While the term secondary analysis is somehow problematic
because the same data can be used again different times (Hammersely, 2010), the notion of
reuse is more comprehensive and indicates that data that were produced as research evidence
can be used within the context of different research projects. Therefore, data reuse is the
umbrella term chosen to generally represent different the dimensions of, and cases described
as secondary data analysis and some less recurrent terms such as data re-analysis, re-working,
meta-analysis, replication, and repurposing.

Data Reusers
Scientists/researchers that have reused research data collected by other
scientists/researchers are referred to throughout this document as (research) data reusers.

Data Sharing
Data sharing refers to the release of primary research data from individual researchers or
institutions to others, which can either be voluntary or enforced by institutional norms or
mandates.

Intention vs. Behavior
Ajzen (1985; 1988) defines behavior as one's observable response in a given situation with
respect to a given target, whilst intention is an antecedent of behavior which indicates one’s
readiness to perform a given behavior. In other words, behavior represents the performance of
an action, and intentions are specific purposes or motives for one to plan performing the action.
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Hence, throughout this document the term “behavior” is used to represent how scientists reuse
data, whereas “intention” refers to scientists’ willingness to reuse data.

1.6 Summary
Chapter I presented the research problem for this dissertation research, which is embedded
in the context of open science movement and interconnects directly with the growth of data
mandates and the blooming of data repositories. Studies of data reuse have significant
implications for the sustainability of open science, but gaps exist in the literature in addressing
data reuse behavior among scientists. This study aims to fill such gaps by investigating
different factors that influence scientists’ data reuse intentions and behaviors.

1.7 Document Roadmap
The remaining chapters are ordered based on the logical progression of this dissertation
research, outlined in Figure 1.
Chapter II
Literature Review

Chapter III
Conceptual Development

Chapter IV
Theoretical Framework

Chapter V
Methodology
Chapter VI
Survey Data Analysis &
Results
Chapter VII
Discussion of Findings &
Conclusions

Figure 1: Dissertation Roadmap
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Chapter II reviews the related literature and presents the findings and methods employed
by previous studies, as well some limitations of previous research that offered opportunities
for this dissertation research.
The literature review in chapter II showed a lack of comprehensive research on the
phenomenon of data reuse, especially on the factors influencing data reuse. The lack of prior
research and theoretical framework led to the use of qualitative methods to obtain empirical
evidence about factors influencing scientists’ intention and behavior of data reuse. Chapter III
presents the procedures and results of a small-scale exploratory study that was the key step in
developing the conceptual framework of this dissertation. This third chapter describes a set of
factors that were found to influence social scientists’ decisions regarding the reuse of
research data.
The set of factors discussed in Chapter III established the groundwork for the next steps of
this dissertation research. The constructs generated from the exploratory qualitative study not
only guided more informed decisions about the theoretical direction of the dissertation, but also
helped the intellectual transition of the study from simply describing the phenomenon of
interest to generalizing about different aspects of the phenomenon. Chapter IV discusses the
theoretical framework of this research, which links the results of the exploratory study to the
Unified Theory of Acceptance and Use of Technology (UTAUT) for investigating scientists’
data reuse intentions and behaviors. This chapter justifies why this dissertation anchors the
research framework in UTAUT, articulates the theoretical assumptions, and presents the
hypothesized model that is later tested through a survey research.
Chapter V details the methodological approach adopted in this dissertation, providing a
brief recap of the qualitative preliminary study as a part of the sequential exploratory research
design. Later, it emphasizes the subsequent quantitative step of the study, during which a
survey research was employed in order to test the proposed research model and hypotheses.
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Lastly, it presents Partial Least Square (PLS) Structural Equation Modeling (SEM) as the
main approach for the survey results analysis.
Chapter VI presents the data analysis and results of the survey study, including data
preparation and cleaning, descriptive statistics, demographics of participants, the PLS-SEM
results along with the hypotheses testing, as well as some findings based on group comparisons.
Chapter VII discusses the main findings, while recapping the research questions, and
presents the contributions and implications of the study in terms of theory, methodology and
practice. Later, it recognizes some limitations of the study, offers potential directions for
future studies, and outlines the conclusions.
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CHAPTER II
LITERATURE REVIEW
This literature review is comprised of two main parts. First, it sheds light on some issues
mentioned earlier in Chapter I, which relates to the discussion of data reuse in science,
including: the advances on digital scholarly communication, open science, data repositories,
and data sharing. Second, it focuses on the presentation of some important concepts related to
data reuse, to later review salient findings, and methodological contributions from previous
empirical research on this topic. The second part of this chapter also presents an overview of
the gaps of prior empirical studies, which offered opportunities for the exploratory study
reported in Chapter III.

2.1 Data in the Sciences
Research data are important commodities in the ecology of scholarship and are essential to
new cycles of scientific knowledge creation (Palmer, 1991). They are also considered “building
blocks” of scientific inquiry (Fienberg; Martin & Straf, 1985, p.3). When disseminated and
accessible to others, research data provide inputs to an iterative process in the research lifecycle, allowing the continuity of scientific discovery and technological innovation.
More than a byproduct of scientific endeavors, datasets are recently assuming the status
of prime information currency in research (Davis & Vickery, 2007); a position which in the
history of science has been conventionally occupied by traditional publications (i.e. scientific
journals) (Davis & Vickery, 2007). For most sciences, peer-reviewed journals remain the
most legitimate and the preferable source of scientific work, and the most important indicator
of prestige and impact in scholarship. Nonetheless, from the perspective of the audience
(readers/users), as a scientific communication vehicle, scientific journals are not always
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successful at ensuring a full comprehension of their content. Papers rarely provide readers all
the necessary details to accurately replicate one’s methodological steps to better compare or
precisely validate scientific findings (Vines et al., 2003). Journal papers often present only a
snapshot of the research methods and a concise and selected description of research findings;
not being always capable of capturing all the richness and complexity of the research process.
As a result, access to research data has been hampered by these structural deficits (Klump et
al., 2006) and signals a call for reproducibility in research (Stodden, 2009).
Attentive to the value of research data as the new scholarly currency, some journal began
requesting related datasets to be accompanied by the submitted paper. These papers are
linked to their dataset in order to foster better conditions for research reproducibility
(Bechhofer et. al., 2011). Additionally, funding agencies started institutionalizing data
sharing mandates in order to promote better transparency and conditions for the reuse of
research outputs (See Section 2.1.4.2).
The unique value of datasets in comparison to traditional publications lies in the
possibility of extrapolating the limits of primary investigators’ analysis with respect to their
data. The availability of datasets to the scientific community not only helps address the issues
of quality assessment and verification in science (Alm, 2010; Finifter, 1975; Martin, 1995),
but also allows for transforming outcomes from previous studies into new research (Fienberg,
Martin & Straf, 1985; Zimmerman, 2008). This use of preexistent data into a new research is
here defined as data reuse.
The process of data reuse in science has been attracting more attention in the academic
literature in the past five years as a result of the intensification of open science and open data
initiatives, the growth in mandates for research data sharing, and the blooming of data
repositories (Marcial & Hemminger, 2010). As data repositories are created more research
data are becoming more readily available and accessible for potential reuse. The next section
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will discuss e-Research and the changes on scholarly communication which provides the
foreground for the further sections.

2.1.1 e-Research: The Changing Face of Scholarship
Scientific discoveries cannot be realized until they are actually shared (Hahn, 2008). It is
essential for the dynamics of the scholarly enterprise to disseminate research findings,
through which credits and claims for new discoveries are acknowledged among members of
the scientific sphere. In this way, the scholarly communication system is a social-technical
system (Kling & Covi, 1995), which involves the creation, dissemination, and preservation of
scientific knowledge and research outputs. It is through this communication system that
different products of research and scholarship are created, evaluated, disseminated and
preserved for future use (Association of College and Research Libraries, 2003). Academic
publishing is one of the facets of scholarly communication, which concerns primarily with
the dissemination of scholarly outputs.
The traditional academic publishing system has long been criticized in particular with
regard to the latency between research results and actual publication (Tenopir & Kling, 2000;
Van de Sompel, et al., 2004) and the high costs associated with access to scientific
information (Case, 2002; Correia & Teixeira, 2005; Tenopir & Kling, 2000), despite of the
innovations with electronic publishing.
On the latency aspect, Tenopir and Kling (2000) emphasize that for most scholarly fields
the turnaround time of the traditional publishing model affects negatively the speed of the
dissemination of research and development results among peers. With regard to the cost
aspect, commercial firms have assumed increasing control over the scholarly journals market,
which is currently ruled by a small number of international conglomerates. These issues have
contributed to numerous signs of stress and crisis in the formal scholarly publishing system
(Association of College and Research Libraries, 2003; Case, 2002). The costs and the lag
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between scientific discovery and dissemination still remain unresolved in the formal channels
of academic publishing. However, in order to bypass such limitations, some alternative
models have emerged driven by the open access initiatives, complementing the benefits
stemming from the affordances of the new information and communication technologies.
According to Borgman (2007) scholarly communication is in the midst of a significant
restructuration owing to the combination of the current technological capabilities with the
open science initiatives. These changes, both in terms of scientific socio-technical ecology
and infrastructure (Peters & Roberts, 2012) reflect the different mechanisms for knowledge
production and new dissemination tools available for making scholarly work openly
accessible, more broadly and faster. The combination of these different transformations
responsible for reshaping the scientific enterprise is generally referred as e-Research.3
e-Research can be defined as the development of, and the support for, advanced
information and communication technologies (ICTs) to enhance the different phases of
research processes (Luce, 2008). In other words, e-Research embraces a set of activities
which are capable of harnessing the power of advanced ICTs for research in order to facilitate
collaborative science. It not only mean putting research online, “but rather using leading edge
computing tools—including shared databases and instruments, tools for distributed work, and
shared computing resources—to foster collaboration” (Schroeder, 2007). Likewise,
Jankowski (2009) elaborates on this concept by noting that e-Research is known for more
intensive computerization in research, involving high-speed, large capacity machines
configures in a networked environment. e-Research relies on intensive collaboration
mediated by internet-based tools to facilitate the different stages of the research process (i.e.
3

The term e-Research was opted here because e-Science is often associated with Exact, Earth, Biological or Health Sciences
only (see Jankowski, 2007) essentially with the argument that these are particularly data-intensive disciplines that rely
primary on computation to produce data (Hey; Tansley & Tolle, 2009) Thus, e-Research is consider a broader and more
inclusive term which encompasses all areas of knowledge including Social Sciences and Humanities (Association of
Research Libraries, 2013). It is beyond the scope of this study to enter the debate on differences between research and
science. However, for the purpose of this study all knowledge domains are capable of producing science, independently of
their methodological and knowledge orientation (positivist, constructivist or pragmatic) considering that they follow
scientific methods to produce knowledge.
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communication, research management, data collection and analysis, and publication). The
publication, distribution and preservation of scholarship via the Internet in e-Research utilize
both more traditional and formal avenues, as well as less formal and less institutionalized
channels (Jankowski, 2009). Another salient characteristic of e-Research concerns the way
research data is produced and disseminated. Appelbe and Bannon (2007) compare and
contrast aspects between traditional research and e-Research. While the former tends to
produce, store and disseminate data among small groups and more locally, the latter seeks to
generate and distributes data via distributed platforms.
With regard to the forms of dissemination, Maron and Smith (2008) identified different
digital scholarly resources which have been salient in the new digital scholarship age, and
therefore, relevant for e-Research. Examples of alternative models for scholarly
communication which are sustaining e-Research, to speed the pace of scholarly ideas flow
comprehend digital sources as: discussion forums (e.g. H-Net), blogs (e.g. PEA Soup), e-only
journals (e.g. PLoS, Ecology and Society); institutional and disciplinary repositories of
preprints and working papers (arXiv and Social Science Research Network – SSRN), and
data repositories or data centers (e.g. Protein Data Bank and ChemSpider). Nearly all these
models are open access (Maron & Smith, 2008), reinforcing the idea that there are alternate
means to yield faster communication in science, while at the same time minimizing the costs
of access to research outputs.

2.1.2 Open Science: Contributions to the Scholarship
As briefly mentioned in Chapter I, open science can be defined as an umbrella term to
represent a scholarly model sustained by three interdependent elements: open access, open
software, and open data (Willinsky, 2005; Peters & Roberts, 2012). The concepts of open
science and e-Research are inarguably interrelated. As noted by Fry, Schroeder and Den
Besten (2009), the open science operates at the level of policy and mechanisms for fluidity
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and broad access to research data in order to sustain the practices in e-Research.
The philosophy of open science and its principles are not new. Indeed, since the
seventeenth century the Robert Boyle with his book Skeptical Chymist (1661) was the
precursor on the discussion of skepticism in science and the need to document the research
processes and findings in a more standardized way, to account for more readily decipherable
science and minimize secrecy (David, 2007). To a certain extent, Boyle’s idea reflected the
concepts of scientific skepticism, reproducibility and transparency, which later became basic
ethos of science. Scientific skepticism is needed because scientific knowledge must be
subject of constant and rigorous verification, for validation or refutation. Reproducibility is
important because scientific research shall allow, through detailed and clear documentation,
conditions for the study to be replicated. Transparency is critical to science considering that
procedures/methods and results should be exposed and broadly accessible for scrutiny.
These principles were later revisited by Robert Merton (1973). Communalism,
universalism, disinterestedness and organized skepticism were described by Merton as the
ideal pillars of science. Communalism is the principle that defines scientific knowledge as a
public good, as opposed to a unique individual or restricted to a group of individuals.
Universalism refers to the condition that any scientist can contribute to scientific
advancement and have their contribution valued universal and impersonal manner. The
principle of disinterestedness states that scientists should seek scientific advance as a form of
collective interest, and not merely individual; while organized skepticism suggests that a
careful examination and testing of scientific results must be conducted by the scientific
community before can be considered valid (Merton, 1973).
Merton’s norms were later countered by Ian Mitroff (1974). In his study with Apollo
moon scientists Mitroff found that scientists’ attitudes and behaviors might not correspond to
the collective and general ethos of science, but rather be guided by their individual interests to
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strive as a member of the science community. For Mitroff, scientists can act upon solitariness
(secrecy), particularism (credit seeking), interestedness (self-interest), and dogmatism (faith in
their own findings). Mitroff’s counter-norms represent an important reflection on the
ambivalence between scientists’ “ideal” and real behaviors as a part of the scientific enterprise.
Initiatives favoring open science emerged in part to reclaim the ideals of Mertonian
norms (Schroeder, 2007). In spite of having its ethos rooted in the secular idea of openness,
the scientific enterprise only began to experience more concrete transformation with regard to
openness in the last few decades. Open science became prominent as a movement only in the
mid-1990s owing to the greater agility and ease of publication and dissemination of research
outputs provided by the popularization of the World Wide Web. One of the landmarks of the
movement is associated with the Budapest Convention in 2001, which represented a
milestone towards greater transparency in science, marking the beginning of the discussions
on guidelines of open access (Correia & Teixeira, 2005; Suber, 2006; Yiotis, 2013).
Guidelines for the "Golden Road" and "Green Road" were established seeking to encourage
new formats and models for scientific publishing through open access journals and
availability of preprints and post-prints by institutional and disciplinary repositories,
respectively (Correia & Teixeira, 2005; Harnard, 2005; Harnard, et. al. 2004).
As a result of the actions of the "Golden Road" several titles of open access scientific
journals came into circulation and have been gaining visibility across different scientific
disciplines. In actual numbers, the Directory of Open Access Journals (DOAJ) currently
contains 1,000 titles from 120 different countries (DOAJ, 2013). Regarding the "Green Road"
the Registry of Open Access Repositories (ROAR) contains about 3,500 repositories, most of
which are coordinated by academic and research institutions. The countries with the leading
numbers of data repositories are the United States, the United Kingdom, Japan, Spain and
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Brazil (ROAR, 2013). The open access movement represents an important milestone4 in
terms of accessibility and the minimization of costs associated with scientific information,
especially considering its articulation with the open software movement which has helped to
reduce costs associated with the deployment and management of platforms for scientific
collaboration and communication (Corrado, 2005).
After a period of intensive dedication to promoting the open access to scientific literature
through open access journals and institutional and disciplinary repositories, in the past few
years, open science initiatives have been devoting special attention towards open data. On
this matter, Mauthner (2012) provides a detailed retrospect of the discourse and practices
towards the openness of research data. She states that the seeds of open data in science can be
traced back to the 1950s with the formation of the early World Data Centers for geophysical
sciences, and later in the 1980s with the databases created for archiving DNA sequences. In
the 1990s, there was an international move, especially in the Natural Sciences, and mostly
community-led, towards treating research data as an open, shared, and global resource. Only
recently, in the early 2010s, the discussion of data as an open resource has transitioned the
governmental level and resulted on more concrete actions and regulations (Mauthner, 2012).
The term “open data” is broadly utilized in the governmental, industrial and scientific
arena to refer to the idea that data should be freely and openly available to any person or
organization to reuse and republish without mechanisms of control (e.g. copyright and patents
(Auer et al., 2007). In this research, open data is used exclusively in the scientific context to
represent research data that are publicly and freely available for scientists to access,
manipulate and reuse. To be considered open, research data should be freely and openly
available to the community. The next topic will articulate the prime infrastructure to promote
access to research data respecting these conditions: data repositories.
4

It is important to underscore that acceptance and adoption to open access may vary significantly among countries and
among scientific communities. It is beyond the scope of this research to discuss these particular issues.
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2.1.3 The Role of Data Repositories in Open Science
Research data repositories, scientific data repositories (SDRs), data centers, or simply
data repositories are terminological variations to describe one of the new models for the
dissemination of digital scholarship outputs (Maron & Smith, 2008). These platforms are
responsible for collecting, preserving, and promoting access to research data, while trying to
mitigate problems arising from data proliferation and dispersion. Thus, data repositories form
significant part of the technological infrastructure for data sharing and reuse. They can be
considered at the same time a system and a set of services for data archiving and access
which should comply with three main aspects: context, fixity and persistence (Kowalczyk &
Shankar, 2011). Context refers to the capacity of the repository to provide enough contextual
information about the data provenance and description to ensure discovery and easy
assimilation of the content in the data asset. Fixity corresponds to the capacity of the
repository of verifying whether digital files kept are unchanged and uncorrupted. Persistence
refers to the data repository capacity to ensure the long-term archiving and continuous access
to data (Kowalczyk & Shankar, 2011).
According to Marcial and Hemminger (2010), data repositories have specific
characteristics; they 1) are usually domain specific; 2) have diverse handling procedures,
possibly due to degree of specialization within a domain, and often seemingly due to lack of
standardization; 3) cannot assume grounding in a single institution; 4) have a high degree of
variability in business model and sustainability; and 5) usually operate under grant contracts,
multiple sponsors, and multiple information policies.
Despite the minimum characteristics that data repositories share, these platforms may
present important variations. Data repositories might follow different strategies for data storage
and integration (centralized, federated or distributed) and be subjected to different approaches
in terms of data restrictions (open, hybrid or controlled), according to specific institutional data
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policies and to the sensitiveness and risk associated with data disclosure (Kowalczyk &
Shankar, 2011; Piwowar et al., 2008). These different approaches and strategies affect different
actors (producers of data, secondary users, and stakeholders) in different ways, as described in
the classification of selected attributes of data sharing frameworks and systems (Table 1).
Table 1: Types of Data Repositories

Centralized

Multiple datasets
hosted at a single
location in a common
format.

Sharing often facilitated
by well developed
interfaces.

High visibility, easy
retrieval, easy aggregation
within repository.

Requires funding of
centralized repository
development and
maintenance, often limited
to common data types.

Federated

Stakeholders

Physically separate
datasets that use
information technology
to provide an integrated
one.

Limited to federation
participants. Often
requires strict data
standards.

Relatively easy retrieval
and aggregation for
federation participants.

Requires funding of
relatively complex
infrastructure and
participants’ adoption.

Distributed

Reusers

Physically and virtually
separate datasets.

Control retained over
location, format, and
data elements.

Low visibility, often
difficult retrieval,
interpretation, aggregation,
consistency, and
sustainability.

Requires no centralized
funding. Allows only adhoc
access control. Rarely
maintained long term.

Open

Data Producers

All data can be viewed
and reused by anyone.

Open sharing of all
data, no opportunities for
decreasing security risks.

Easy and open
participation for all
investigators and
project types.

Maximizes potential
benefits of reuse.
Appropriate for nonsensitive datasets.

Hybrid

Description

A subset of the data
is provided openly,
while other data are
available only to
permitted individuals
through access or
reuse limitations.

Allows efficient and
appropriate reuse
of all data, provides
opportunity to limit
risks for sensitive
subsets.

Easy and open
participation for
low-risk data;
additional steps and
qualifications required for
complete data access.

Maximizes reuse while
providing mechanism
to protect sensitive data
subsets. Requires ongoing
access granting role.

Controlled

Data Access

Data Storage & Integration

Type

Access decisions for
external investigators
made by local data
stewards on a study-bystudy basis.

Allows appropriate
sharing of very sensitive
data; risks are minimized.

Data available for
appropriate reuse; access
permission is relatively
time consuming and
complex.

Necessary wherever
privacy and security of the
data are a major
consideration (e.g.,
identification cannot be
guaranteed).

Figure adapted by author from: “Towards a data sharing culture: recommendations for
leadership from academic health centers”. H, A. Piwowar, M. J. Becich, H. Bilofsky and R. S.
Crowley, 2008. PLoS medicine, 5(9), e183. Creative Commons Attribution License.

Databib, a tool for helping the identification and locating online repositories of research
data, catalogs over 990 data repositories from different countries, which about half are
affiliated and maintained by U.S institutions. The Registry of Research Data Repositories,
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also known as Re3data.org, lists over 1130 data repositories, which are hosted or maintained
by U.S institutions 5. These repositories archive research data from a wide range of scientific
domains (e.g. Life Sciences, Earth Sciences, Social Sciences) and subjects. The vast majority
of these data repositories offer openly available research for access and reuse, fall into the
centralized and open categories described by Piwowar et al. (2008).
Because data repositories function as hubs of research data for future reuse, in order to
accomplish with their purpose these platforms need to be constantly populated with new
research data. Data repositories’ sustainability depends directly on scientists’ adherence to
these platforms and to actively share their data.

2.1.4 Data Sharing
Data sharing is an essential, desirable, and endorsed norm of science (Ceci, 1988).
Borouch (1985) defines research data sharing “as a voluntary provision of information from
one individual or institution to another for purposes of legitimate scientific research” (p.89).
Borgman (2011) describes the act of data sharing in a broader way, as the “release of research
data for use by others” (p.3). Despite its simplicity, Borgman’s definition seems to be more
appropriate to understand different data sharing practices, as data disclosure might not always
be voluntary and facultative, but also compelled by outward circumstances such as
disciplinary influences, institutional norms or mandates (Kim, 2013).
Clubb et al. (1985) classify data sharing practices into two types: informal and formal.
The former is considered an ad hoc relationship, where individual scientists request and
receive copies of datasets from other scientists and organizations, usually among members of
the same area and discipline. The latter occurs in a more structured scenario, which
necessarily involves mediators and intermediary facilities that function as data repositories

5

As of February 28, 2015. For a complete and dynamic list of data repositories, see <http://databib.org>, and
<http://www.re3data.org/browse>.
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and dissemination services, whether as part of research organizations, agencies and academic
institutions, or more independent organizations.
The literature recognizes some advantages associated with informal data sharing. The first
one is related to the high trust and low risk perceived associated with the individuals involved.
Second, there is a low immediate cost related to informal sharing practice due to the absence
of intermediaries in this process. Third, this absence of intermediaries minimizes the
bureaucracy and the obstacles between initial scientists and secondary data users. Lastly, the
one-to-one contact with data collectors might be seen as a beneficial opportunity that may
provide a clearer background on the data collection procedure and, thus, help secondary users
to have a deeper understanding about the original research process (Clubb et al., 1985).
However, by contrasting informal and formal data sharing, it is possible to verify that the
latter has clear advantages over the former.
Sharing research data in an unsystematic fashion might result in serious consequences for the
process outcome, and affect long-term data accessibility and stewardship, such as the lack of
control over versions and rights over data. Formal data sharing via open data repositories
broadens data visibility and discoverability, facilitates interdisciplinary research. Not less
importantly, formal data sharing plays a role in defining intellectual property issues such, as
copyright, authorship, ownership, and responsibilities for the data (Wallis & Borgman, 2011).

2.1.4.1 Benefits and Barriers
The literature recognizes the various benefits of sharing research data for better
transparency and openness to science. Research data sharing: 1) enhances the utility of
existing data and minimizes the waste of resources; 2) promotes competition in the
marketplace of scientific ideas; 3) allows reanalysis and meta-analyses beyond the focus or
time constraints of the original data collectors; 4) allows the creation of new hypotheses,
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hypotheses to be re-tested on new data; 5) provides more opportunities science self-correction
dynamics; 6) supports the development or validates new analytic methods or technology, and,
7) aid in the prevention of faulty data in science (Fienberg, Martin & Miron, 1985; Gardner et
al., 2003; Uhlir & Schroder, 2007). With regard to this last advantage, once data are available,
this exposure can reduce scientific misconduct and ethical behavior violations where
scientists might fabricate data deluding the scientific community and the society as a whole
with falsified claims (Fienberg, Martin & Miron, 1985). The broader visibility that results
from data sharing may cause intimidation of those who fabricate data and, thus, reduce the
incidence of false and intentionally inaccurate findings.
Borgman (2011) presents a more detailed perspective of analysis to the benefits of data
sharing. She presents four different rationales for data sharing: 1) To reproduce or verify; 2)
To make the results of publicly funded research available to the public; 3) To
enable others to ask new questions of existing data and 4) To advance the
state of research and innovation. She argues on each of these rationales while comparing
their relation to two axes: motivations (public or research driven) and interests served
(producers and users) in order to articulate on how these principles affect different actors and
scopes. She concludes that the first rationale is more specific and applicable only to some
experimental fields where replication is more expected. The second and third rationale are
both essentially driven by the public and from the reusers perspectives towards data sharing;
while the fourth is more directed to public interests and those of data produces, thus
representing a broader general argument for research, innovation, and scholarship
(Borgman, 2011).
A reasonable amount of literature has already explored data sharing and withholding
practices among scientists (e.g. Borgman, 2010; 2011; Campbell, et al., 2002; Ceci, 1988;
Constant, Kiesler & Sproull, 1994; Gardner et al., 2003; Jacoby, 2010; Kim & Stanton, 2012;
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Kim, 2013; Schäfer et al., 2011; Tenopir et al., 2011). Overall, these studies cover behavioral
patterns, disciplinary factors, and institutional norms that both stimulate data sharing or
encourage data withholding. Among the more empirically supported studies are Kim (2013)
and Tenopir et al. (2011) research which surveyed scientists across different a more wide
range of disciplinary communities to understand their practices, perceptions and intentions
towards data sharing. Despite of some indications from a qualitative study and hunches from
prior literature, Kim (2013) found that career risks (e.g. fear of losing publication and funding
opportunities) do not exert a negative impact on scientists’ data sharing behavior. However,
both studies have found that scientists perceive some costs, efforts and technical issues
associated with data sharing which might hinder them to make their data publicly available.
Examples of these barriers are: the lack of time, funding to organize and describe data (Kim,
2013; Tenopir et al., 2011), and lack of standards or of an appropriate infrastructure to
archive the data (Tenopir et al., 2011).
2.1.4.2 Data Sharing Mandates
Data sharing policies and mandates are regarded as important strategies for increasing
data sharing practices (Fry et al., 2008; Piwowar & Chapman, 2008). For Reichman and Uhlir
(2001), these mandates seek to amplify the dissemination and use of research data produced
by institutional or government-funded sources. Mandates reinforce the sharing ethos of
science through open data terms and conditions in research grants and contracts; further, they
aim to consolidate a large and robust public domain for non-copyrightable data.
In the U.S., the major funding agencies such as the National Science Foundation (NSF)
and the National Institutes of Health (NIH) have been institutionalizing sharing practices and
policies which demand that their awardees document and share data, giving preference to
data repositories. NIH’s policy states “that the value of data often depends on their timeliness,
data sharing should occur in a timely fashion”. NIH states that the release and sharing of data
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should be no later than the acceptance for publication of the main findings from the final
dataset. NIH expects that the data would be released in waves as data become available or
main findings from waves of the data are published, especially in cases of longitudinal
studies (NIH, 2003). Likewise, since 2011, the NSF requests that research grantees share
“with other scientists, at no more than incremental cost and within a reasonable time, the
primary data, samples, physical collections and other supporting materials created or gathered
in the course of work under NSF grants” (NSF, 2011).
As mentioned earlier, some journals are also demanding permission from authors to share
their data. An increasing number of scientific journals from different disciplines are being
endorsed by the Joint Data Archiving Policy (JDAP), which collectively follow requirements
and standards for supporting public availability of data. These journals are requiring, as a
condition of publication that authors deposit their data in public digital repositories. Authors
can choose to have their data publicly available at the time of publication or use after an
embargo period of a year.
Owing to the relative novelty of the implementation of data sharing mandates, their
impact as a coercive pressure on actual research data sharing is still not easily attainable
(Kim, 2013). Additionally, Piwowar (2010a) underscores that some scientists may not
comply with mandates because those mandates could be still operating more as guidelines
and thus remain unenforced. Nonetheless, expectations are that with the maturation and
enforcement of data sharing mandates, such policies will yield a great amount of publicly
available research data in different disciplines in both the medium and long-term.

2.1.5 Summary (Part I)
Primary data has become the most valuable currency of science. Datasets are rich sources
that allow scientists to reproduce and scrutinize previous studies, as well as to derive new
discoveries from prior research. With the rise of e-Research alternative modes for scholarly
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communications emerged to promote less costly, faster dissemination of research outputs
including data repositories. The open science movement has been laying the groundwork for
data sharing and reuse through the materialization of long-lasting scientific ethos into more
concrete actions in terms of infrastructure and policies. Funding agencies and journals have
been investing a great deal of resources to provide the policy guidance and facilities to build the
necessary infrastructure for data sharing, in order to ensure long-term preservation and access
to research data. The first part of this literature review provided the context and broad
environment in which data reuse in science is situated. However, this body of literature plays a
more celebratory rather than informative role to address the research phenomenon. In order to
better understand the nuances of data reuse it is important to address the literature that has
devoted more attention to defining this concept, and which has discussed the reuse of research
data more empirically. Therefore, the next part of this literature review focuses on previous
conceptual work and empirical studies on data reuse.

2.2 Data Reuse
With the gradual increase of data provision, allowed by current technological capabilities
for data management, curation and long-term preservation are widening both reach and
access to existing research data to a broader community of scientists (Law, 2005). Research
data has become a public resource that is a “scientifically enlightened, morally worthy,
politically progressive, and economically beneficial activity” (Mauthner, 2012, p. 9).
In recent years, there has been a more propitious environment, and better opportunities,
for scientists to access datasets from previous research (Kriesberg, et al. 2003) and reuse
them for different purposes that might have been unforeseen by original collectors. Based on
the literature reviewed in the first part of this chapter, Figure (1) below attempts to illustrate
the overall view of the data sharing process:
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Figure 2: Formal Data Sharing Flow

In this representation, the traditional scientific lifecycle is modified by a formal data
sharing process, which will ideally, but not necessarily, result in the reuse of data by
secondary analysts (reusers). As discussed earlier, scientists who collect primary data are being
requested to formally share and deposit their data in repositories, as part of funding and
institutional affiliation compliance with mandates. Though not always possible, scientists may
share their data via data repositories as soon as data is analyzed and processed. Data repositories
store datasets and preserve these data collections. In order to promote discoverability and
potential reuse of data, these data repositories have to comply with metadata standards and have
to establish policies for assuring data documentation/description quality. Once data is accessible
and discoverable, secondary analysts (reusers) can decide whether to reuse it or not. It can be
hypothesized that deciding whether or not to reuse someone else’s data will depend on the
fitness-for-purpose of the data, considering their type and topic of inquiry (Borgman et al.
2012). In other words, primary data have to be suitable to secondary data analyses and
comply with quality standards, which mean that these data should be defined, preserved,
analyzed, and constantly improved by data custodians and curators (Chapman, 2005).
Recent achievements in data sharing, however, do not automatically translate into the reuse
of data. To be reused, data have to be considered more than “free-floating commodities that are
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separate from the contexts and relationships through which they are produced” (Mauthner,
2012, p. 3). It is undeniable that data reuse is contingent on the availability of data, and that the
existence of data repositories offers a prime contribution to establish better formal practices for
sharing and reuse, however, the availability of data and the existence of data repositories cannot
be considered sole predictors of the reuse of research data. In other words, the reuse of data is
desirable but cannot be assumed as an outcome of data sharing endeavors. Although data
sharing and reuse have important overlaps, they are not necessarily bounded by a cause-effect
relationship. Data need to be shared in order for someone to reuse and reuse of data is the final
goal of data sharing (Kim, 2013). Nonetheless, the mere availability of data does not ensure
that data will be reused (Huschka & Wagner, 2012).
Although various arguments about the importance of data reuse have been put forward,
the literature on research data reuse remains relatively scarce with few systematic and
empirical investigations. This theme has been covered more as a supporting anchor or
sideline for data sharing studies, rather than their focus of exploration. The next sections
represent an effort to describe some important issues related to data reuse to further present
an overview of the few evidence-based literature on data reuse.

2.2.1 Conceptualizing Data Reuse
Reuse means reclaiming or reprocessing data for a similar or different application. As
indicated by Faniel and Jacobensen (2010), few studies on research data reuse formally
define this term, but “they generally agree that it includes the secondary use of a data for a
purpose other than originally intended” (p.357).
Bechohofer and collaborators (2013), assert that reuse can be the result of a process, but it
can be also considered a method of approach. This study understands data reuse as a process.
The term “research data reuse” or simply “data reuse” represents the re-analysis of a dataset
or a combination of different datasets for the purpose of answering the original research
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questions with a new method of analysis, or answering new questions based on old data that
was not necessarily the focus of the original data collection (Glass, 1976; Heaton, 2004; Law,
2005; Szabo & Strang, 1997; Zimmerman, 2003).
Data reuse is also referred to in literature as “secondary data analysis” and often times
these terms are used interchangeably. The two terms have no apparent distinction in meaning,
and the literature does not present any rationale for the preference of one term over the other.
Evident however, is that most of the literature on “secondary analysis” represents a body of
primarily conceptual studies and opinion papers about the reuse of research data (e.g.;
Boslaugh, 2007; Castle, 2003; Coltart, Henwood & Shirani, 2013; Corti & Bishop, 2005;
Corti & Thompson, 2004; Dale, 2004; Hammersley, 2010). Although these publications play
an important role in understanding some of the challenges and the benefits of the reuse of
research data more broadly, this body of literature essentially focuses on discussions of
methodological and ethical aspects associated with the reuse of research data.
The term “data reuse” tends to be applied more consistently in the literature with a more
empirical perspective. In other words, studies on data reuse have primarily focused on the
investigation of data reuse among scientists (e.g.; Faniel, Barrera-Gomez, Kriesberg & Yakel,
2013; Faniel, Kriesberg & Yakel, 2012; Faniel et l. 2013; Kriesberg et al., 2013; Sands, et al.,
2012; Wallis, Rolando & Borgman, 2013). Additionally, these studies are situated in the
information science and technology field and approach data reuse as a process, instead of
only as a methodological approach to data. This justifies the preference for the term “data
reuse” throughout this document, which is considered a broader term and which is more
aligned with previous empirical research terminology.

2.2.2 Types of Reuse
Heaton (2004) indicates three major functions of secondary analysis: data repurposing,
data replication and synthesis. Generally speaking, these can be interpreted as different types
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of data reuse or data reworking as these are terms used interchangeably by the author. The
first function – data repurposing – refers to the investigation of new or additional research
questions different from the ones posed by original collectors. The second function – data
replication – refers to the type of reuse that is employed with the aim to verify, refute or
refine the original study. The third function – synthesis – includes the different techniques,
such as aggregation and integration, which can be employed in order to synthesize knowledge
arising from pre-existent data. However, Heaton (2004) recognizes that this third function
might be problematic, considering that there is no clear placement for meta-analysis
alternative in the formulation of these functions.
The Evolutionary Informatics Working Group (EvoIO) (2011) presents a more granular
distinction between different types of reuse, and differentiates their prime functions, as
represented in Table 2.
Table 2: Types of Data Reuse
Reuse Types

Definition

Prime Function

Aggregation

Gathers large numbers of results of a precisely
defined type

Combine different data sources

Integration
Meta-analysis
Replication
Repurposing
Synthesis

Brings together and combines data from different
domains or different types of studies
Combines several separate analyses of different
research to address issues beyond the scope or
power of a single analysis
Verifies results or conclusions of a published study
by repeating it
Utilizes the results of a study for a purpose other
than that of the primary study

Inter(Combine) different data
sources

Integrates data while applying conceptual novelty it

Synthesize

Pattern Identification Across
Different Data
Replicate (Repeat)
Repurpose (New Approach)

This classification is less arbitrary than Heaton’s, especially with regard to the metaanalysis type of reuse. It is worth-noting however, that these typologies can co-occur in the
same data reuse process. For example, it is possible for a reuser to start aggregating different
similar data sources, to later integrate data from different domains to the dataset.
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2.2.3 Advantages & Challenges
The reuse of existing data collected by others is associated with different social and
practical benefits. The social benefits of reusing research data often overlap with arguments
for data sharing (Heaton, 2004). These benefits are related to how data reuse can contribute to
science in general. Data reuse is seen as a way to widen intellectual horizons in research and
to enable discovery through the expansion of the utilities data (Hyman, 1972; Law, 2005).
In terms of practical benefits in the process of conducting research, an essential advantage
of the reuse of pre-existing data refers to cost-savings in comparison to primary data
collection. The reuse of data reduces the costs of research (money, time and personnel), thus
being an alternative for scientists with limited research budgets (Castle; 2003; Dale, 2004;
Hyman, 1972; Law, 2005; Kiecolt & Nathan, 1985).
Additionally, the reuse of available data can help scientists to circumvent problems in
terms of data collection skills or access to challenge research sites. On this point, Castle
(2003) emphasizes that scientists can take advantage of data collected by experienced and
well-trained data collectors without the need to develop these particular skills. Moreover, the
reuse of data offers scientists the advantage of bypassing possible obstructions to research
sites and research subjects (Hyman, 1972; Heaton, 2004). When working with existing
research data, scientists can avoid the bureaucracy involved in the rapport and negotiation
process with institutions, groups of people, or individuals, in order to gain access to them and
obtain informed consent especially in cases the research involves sensitive topics, hard-toreach research sites or groups of informants which were particular over-burden in previous
studies (Hammersley, 2010; Heaton, 2004; Hyman, 1972).
In spite of the social and practical benefits mentioned above, the reuse of data also
presents some important challenges. The first challenge resides on scientists’ capability of
discovering and selecting relevant datasets. Not only do scientists have to be aware of
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different data sources and the general opportunity to reuse data, but they must also be
successful in finding relevant data to their research. Kiecolt and Nathan (1985) pointed out
this particular issue when articulating about the lack of “topic readiness of secondary data”
available in some knowledge domains. The second challenge resides in the difficulty to locate
datasets that can be particularly relevant to scientists’ topic of study. Although more digital
repositories are being created to archive data, some fields still lack data repositories and it
cannot be expected that scientists will easily find data available in their field of study. Thus,
finding datasets that would be a good “fit” for the purpose of the study (Faniel, et. al 2013) is
a second challenge associated with the reuse of research data.
A third challenge is data quality. Data reuse requires a close examination of the dataset
and supplementary documentation (when available) in order for reusers to determine the
reusability of the data (Faniel & Jacobsen, 2010). According to David (1991) reusers should
assess a set of attributes including: completeness, reliability, appropriateness of the research
design, consistency, ambiguity for interpretation and the conditions of portability. Assessing
these criteria can be time-consuming for inexperienced or first-time reusers. Moreover, the
fact that reusers did not participate in the data collection increases the challenges for them to
identify errors in the data and flaws in the research design (Hyman, 1972).
Also related to the aspect of non-involvement in the data generation process, a fourth
challenge reported in the literature refers to the fact that some scientists might not feel
sufficiently secure to reuse data they know little about. This includes uncertainty about
potential violation of ethical codes and copyright issues with regard to data (Grinyer, 2009;
Law, 2005), as well as the lack of contextual information for data analysis and interpretation,
which is necessary to understand data (Faniel & Zimmerman, 2011). Important remedies for
these potential challenges addressed in the literature are data documentation and
human/infrastructure intermediaries.
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2.2.4 The Role of Documentation in Data Reuse
Data documentation refers to the additional documents that are expected to accompany a
dataset to provide additional information about the research process and to help reusers better
understand the study and the context in which the study was embedded. Examples of data
documentation are codebooks, the instruments used for data collection, summary description
of the study including research goals, and sampling procedures, among others. While data
documentation may vary greatly in terms of extension, number of supporting documents, and
detail depending on the original study, some minimum requirements for allowing the reuse of
the data are expected.
The United Kingdom Data Archive (UKDA) divides data documentation into three major
categories: explanatory materials, contextual information, and cataloguing information.
Explanatory materials represent the minimum requirement of documentation that should be
created and preserved to allow future reuse of the dataset, including a) research design and
data collection procedures description; b) data source details (e.g. general description of
subjects/participants); c) information about the structure of the dataset; d) technical
information about the software used to create the data and other additional information with
regard to data conversion or portability; e) the coding and classification materials applied in
the study; and f) information regarding confidentiality and anonymization. Contextual
information includes a) a detailed description of the originating research project and, b)
information regarding the provenance of the dataset and registering potential shifts in
methods over the course of the research. Cataloguing information corresponds to the
elements for the metadata description of the dataset in to facilitate data identification and
discovery. Examples include the title of the dataset, principal investigator, sponsors, data
collectors, dates of data collection, temporal and geographic coverage, methods of data
collection, and sampling design and frame (UK Data Archive, 2002).
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Because data reuse is contingent on the availability of this complementary documentation,
the literature on secondary data analysis, knowledge reuse, and the few systematic studies on
the reuse of research data among scientists all feature data documentation as a thread of
discussion.
Reusing research data collected by others requires scientists to possess three major types
of skills: knowledge about the data they intend to reuse, background knowledge to interpret
data, and data analysis expertise (Niu, 2009a). While their background knowledge and data
analysis expertise are essentially part of scientists’ internalized absorptive capacity, data
documentation is the immediate and prime source of knowledge about the data, data
adequacy, which means that data documentation is sufficient, easy-to-use, and accurate (Niu,
2009ab). Data documentation plays a central role in data reuse, especially when scientists
deal with data that are publicly available for reuse, because the interaction with primary
researchers that can clarify ambiguities and help reusers gain more understanding of the data
cannot be assumed and is not always possible to realize (Faniel & Zimmerman, 2011).
Even though still not an easy task, documenting data for one’s own immediate use is a
more straightforward process compared to documenting data for reuse by others who were
not part of the original data collection process (Borgman, 2007). On this matter, Markus
(2001) articulates the differences between documenting for oneself, documenting for similar
others, and documenting for dissimilar others. Markus argues that these levels of
documentation differ in terms of detailing and contextual information included.
In her theory of knowledge reuse, Markus (2001) explains that while documenting for
personal use, the documentation generated is often a “by-product of the work itself” (p.14)
and falls flat in providing sufficient rationale for various decisions taken over the course of
the documented activity. Documenting for similar others, on the other hand, has to be
grounded in some standards to enable reuse. Nonetheless, because similar others are expected
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to share common practices, views and understanding, the documentation often times takes the
contextual aspect of it for granted. Documenting for dissimilar others is a more complex task.
Not only do producers have to create documentations that capture enough context and detail,
but they must also consider the preparation stage of the documentation in order to anonymize
and suppress of some information before making it openly public.
In summary, Markus’ (2001) establishes that the level of complexity of the
documentation process increases with the degree of separation between knowledge producers
and reusers. In the context of this research, the level of documentation of interest is related to
the third type proposed. Even though it can be argued that scientists within the same
discipline are expected to share some common understanding about the topic, it must be
taken into account that data are placed at higher level of abstraction than the sources of
explicit knowledge described by Markus. Therefore, the reuse of data demands more
contextual elements provided in the supplementary documentation to allow for accurate
interpretation of the data. Moreover, the scope of this research is inserted in the
interdisciplinary context of e-Research and considers primary data formally shared through
digital repositories, which means that scientists might consider to reuse data not only from
their own field of expertise, but also from a variety of intersecting fields.
With regard to the issue of promoting better documentation for further data reuse in
interdisciplinary scientific collaborations, Edwards et al. (2011) propose a distinction
between metadata as a product and metadata as a process. Metadata as a product generally
represents structured descriptions of data and can be equated to the cataloguing type of
information described by UK Data Archive (2002), whilst metadata as a process suggests
more ad hoc incomplete and unfinished descriptions of the everyday scientific work which
can help minimize “data friction” by promoting better interoperability between two or more
disciplines working on inter-related problems. This comparison is better illustrated below:
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Well-codified metadata products increase the precision with which a dataset can be fitted to purposes
for which it was not originally intended, or can be reused by people who did not participate in creating
it. At the same time, ephemeral, incomplete, ad hoc metadata processes act as lubricants in disjointed,
imprecise scientific communication. This latter category of metadata frequently appears alone, in the
case of datasets for which no metadata products exist, but it also frequently appears in the actual use of
metadata products (Edwards, et al., 2011).

Edwards et al.’s (2011) idea about metadata as a process, however, focuses on a less
concrete type of documentation that is evolving and primarily constructed in the everyday
practices of groups of reusers and visible to only a few. Thus, for frictions in data reuse to be
minimized, additional data documentation (contextual and explanatory) should consider ways
to include not only information about the dataset, but also about the different reuses derived
from a same dataset. The indication of citations and studies (related bibliographies) is
acknowledged as facilitator (Niu, 2009abc) for understanding interpretations of a dataset by
different reusers, but still not sufficient to capture the richness of the processes of reuse. This
new approach to data documentation can be developed via collaboration among the different
actors involved in data reuse processes as described in the next section.

2.2.5 The Role of Intermediaries
Aside from data documentation, intermediaries are also recognized as important
facilitators of the data reuse process. Zimmerman (2003) articulated Lynne Markus’ theory
on her study about ecologists’ data sharing and reuse practices and defined intermediaries as,
“those who prepare data for reuse by eliciting, organizing, storing, sanitizing, and/or
packaging data, and by performing various roles in dissemination and facilitation” (p.216).
Intermediaries can be divided in two types, technical and human (Markus, 2001). As
previously covered in section 2.1.3 data repositories are essential facilitators for data sharing
and the data reuse process (Faniel & Zimmerman, 2011). In terms of human intermediaries,
Markus (2001) explains that the reuse process involves four actors with different roles: shared
work producers, shared work practitioners, expertise-seeking novices, and secondary
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knowledge miners. Even though these roles were defined in the business context to explain
knowledge reuse, they can be translated to explain the human intermediaries in the data reuse
process as well.
While the connection between the role of producers and secondary data miners with
primary investigators and potential reusers are obvious, the definition of practitioners and
expert-seeking novices deserves further clarification. For Markus (2001), shared work
practitioners function as mediators in the process because they have an overall
comprehension about the procedures involved in knowledge reuse. Expertise-seeking novices
represent people who occasionally depend on expert knowledge that they do not possess or
do not need to acquire because they rarely make use of it. Zimmerman (2003) found that data
managers play the role of shared work practitioners in data reuse which can be also
performed by other scientists and technicians, computer scientists, archivists, and librarians.
Kriesberg et al. (2013) and Faniel, I. M., Kriesberg, A. & Yakel, E. (2012), in studies
with social scientists, comment on the role of novice scientists in data reuse, indicating that
they are heavily influenced by more experienced scientists, especially when discovering,
evaluating and justifying their reuse of other people’s data. Therefore, novice scholars can be
considered the expertise-seeking novices from Markus’ theory in the context of data reuse.

2.2.6 Optimal Conditions for Data Reuse
Thessen and Patterson (2011) developed a framework which incorporates different
conditions that ought to be observed for promoting effective data reuse (Figure 3).
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Figure 3: An Array of Conditions for Effective Data Reuse
Reprinted from: “Data issues in the life sciences,” by A. E. Thessen and D. L. Patterson,
2011, Zookeys, 150, p. 18. Creative Commons Attribution License.

Even though this model was developed in the context of life sciences it can be
generalized to represent optimal conditions of reuse in the other branches of science. This
model captures the stages from data generation to reuse, and the elements that should be
observed throughout the transition from one to another, including the role of intermediaries
and the steps of data documentation. The bottom shows the potential sources of data. Once
research data are generated, data should be converted to digital form (if not born digitally) to
assure mobility and portability. Data also should be structured and normalized, which means
that data will respect a format and be aggregated in a standardized form. Furthermore, data
are registered and attributed (credit of authorship and rights of use) through metadata, and
uploaded to the data repository, which will store and preserve the data pool and promote open
access to the data. This stage will impact the data credibility and discoverability for potential
secondary analysts. Data available can serve secondary analysts interested in composing new
visualizations, running different analysis, aggregating a particular dataset to other data, and
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manipulating data in different forms. Once data are reused, the deliverables of data
reprocessing can be uploaded and described in the data repository, generating new annotating
information that will support original data for further reuse, or even support vetting loops for
quality control.
This model helps to highlight important factors that should be observed by data managers
to optimize data management flow, and consequently, to create better conditions for scientists
to reuse data. Up to this point however, apart from hypothesizing the expected outcome of the
reuse of data available in data repositories, little effort has been devoted to investigating the
extent to which research data stored and preserved in those data repositories platforms have
been reused by scientists. The next section covers how data reuse has been approached
empirically in the academic literature.

2.2.7 Empirical Research on Scientists’ Data Reuse Behavior
As mentioned earlier in this chapter, there are only a few empirical studies in the
literature that investigated scientists’ behaviors or perceptions towards data reuse as the
central topic of interest. These studies can be grouped into two categories based on their
research approach. One examines data reuse behavior through citation analysis, and the other
investigates data reuse behavior or perceptions among scientists.
The first group of studies attempt to explain scientists’ data reuse behavior through
bibliometric analysis. Examples for this approach include Piwowar (2008; 2010), Piwowar
and Todd (2013), and Chao (2011, 2012), in which the authors tracked citations to datasets in
Biomedical and Earth Sciences research publications. In short, these studies consider that
citations and attributions to datasets are good measures for reuse and can be traced to
demonstrate some patterns of scientists’ data reuse behavior. For example, Piwowar and
Todd (2013) found that scientists who use microarray data openly available for reuse in their
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papers tend to be cited more than those who publish papers based on their own datasets. The
citation analysis for data use focuses on the reuse outcomes and is suitable for finding out
what data have been used, identify individual scientists’ actual reuse behaviors, and in what
disciplinary groups is the reuse of data more common. This approach, however, cannot
explain how scientists decided to reuse the data, nor capture the different nuances involved in
this process.
Another approach investigates scientists’ perceptions, experiences, and attitudes towards
the reuse of research data. A common thread across the studies in this category is that data
reuse varies according to the type of data and disciplinary community under question. Authors
agree that there is no one-size-fits-all model to understand data reuse (Carlson & Anderson,
2007; Faniel & Jacobsen, 2010; Howard, et al. 2010; Zimmerman, 2003, 2007). This is aligned
with the fact that studies on this topic have predominantly focused on specific disciplinary
fields or scientific communities, such as engineering (Howard, et al. 2010), earthquake
engineering (Faniel & Jacobsen, 2010), astronomy (Sands, Borgman, Wynholds & Traweek,
2012), social sciences (Faniel, Kriesberg & Yakel, 2012; Faniel, et al. 2013), meteorology
(Kelder, 2011), and ecology (Zimmerman, 2003, 2007, 2008). Because these studies address
very specific communities of scientists and consider particular tasks or contexts involving data
reuse, it is difficult to compare the findings from this body of literature.
Not all studies in this group chose a single community to study data reuse practices; some
examined a range of research projects in science disciplines, including Carlson and Anderson
(2007), Davis, Alston, and D'Ignazio (2011), Borgman et al. (2012), Faniel et al. (2013) and
Kriesberg et al. (2013).
Carlson and Anderson (2007) investigated data reuse practices in different projects from
soft-pure, soft-applied, and hard-applied sciences. Despite the dissimilar nature of data in
each project, they found similar issues to be consistent across projects. Their major findings
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indicate that 1) it is not a trivial and straightforward task to extract data from producers and
original contexts for temporally and geographically distributed reusers, and 2) despite the fact
that qualitative data seems to be more problematic to handle, both qualitative and quantitative
sciences can utilize tools and practices to promote data reuse. For the authors, documentation,
context, and provenance are key determinants of data reuse, because “sharing data for reuse
in all disciplines implies the communication of something to a set of potentially unknown and
unknowable others” (p.648).
Davis et al. (2011) reported the design and preliminary findings of an ongoing project
where they analyze how social scientists repurpose climate science data. Taking an action
research approach, they observed how scientists make decisions when they deem data to be
of sufficient value to be utilized in their own study. Partial results indicate that the major
issues encountered by scientists when determining reuse/repurposing of data include
challenges in defining the appropriate level of granularity, identifying data support
conceptual models, defining the fundamental unit of data and its properties, and identifying
the attributes of data that bridge social and natural science data.
Borgman et al. (2012) compared data practices, including reuse, in two case studies
focusing on the Center for Embedded Network Sensing (CENS) and the Sloan Digital Sky
Survey (SDSS). The two institutions under investigation had multidisciplinary groups
composed of astronomers, computer scientists, electrical engineers, environmental engineers,
habitat ecologists, marine biologists, seismologists, and related fields. Because the study had
participants from diverse areas, the authors observed that not only does scientific inquiry
varied greatly in terms of methods and supporting evidential sources, but data practices also
differed by domain, task/group, and the individual. Despite making this claim, the authors do
not explain how these data practices differed from each other.
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Faniel et al. (2013) compared data reuse practices between archeologists and quantitative
social scientists. Despite the disciplinary differences between these two groups, authors found
that they share some similarities in terms of their approach to data reuse. For instance, both
indicated the importance of intermediaries not only to discover, but also to evaluate and
understand the data to be reused. In a related study, with the same group of participants and
an additional group of zoologists, Kriesberg et al. (2013) elaborate on the role of data reuse in
apprenticeship and in engaging novice scholars to produce new research from existing data.
Their findings suggested that repositories play an important role in fostering data reuse
culture and help novice scholars legitimate their participation in the production of science.
It is important to clarify that most of the abovementioned studies – including single
community and comparative studies – were published in conference proceedings, and their
results are considered preliminary by the authors. One of the exceptions is Zimmerman’s,
whose study with ecologists was a product of dissertation research, in which she explored the
experiences of ecologists who used shared data, including how they assess the quality of data
they receive, the challenges they face to reuse other people’s data, and how they manage to
overcome them. Because Zimmerman’s (2003) study did not only consider cases in which
ecologists reused data distributed in large scale, she emphasizes the need of formal structures
and intermediaries (standardization, peer review, quality control, describing, storing,
packaging, disseminating, and preserving data). Zimmerman later published two other studies
about the practices of the same community of ecologists. Zimmerman (2007) found that
ecologists tend to use formal and informal knowledge gained through disciplinary training
and through their own data-gathering experiences to overcome barriers related to finding,
acquiring, and validating data collected by others. They rely on formal notions of scientific
practice to justify the methods they use to select data for reuse. Zimmerman’s (2008) findings
suggest that ecologists’ reuse decision is highly dependent on their capability to comprehend
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the data and that ecologists assess the quality of data they reuse considering the presence of
standards, formal knowledge, and fieldwork experiences.
All of the aforementioned studies used interviews as the prime method for understanding
scientists’ experiences and perceptions with regard to the reuse of data. Two different cases
are Faniel et al. (2013) and Ramdem & Murillo (2013) who chose to conduct survey research
to understand data reuse.
As part of a large ongoing study involving different methods for data collection, Faniel et
al. (2013) conducted a survey to examine which data quality indicators contribute to data
reuse satisfaction. In the research model, the authors consider seven indicators, namely, a)
data producer’s reputation, b) data easy of operation, c) data credibility, d) data accessibility,
e) data completeness, f) data relevancy and, g) documentation quality. Based on the responses
of 254 (15.56% response rate) social scientists who published papers by using data available
in a data repository, they concluded that data accessibility and data completeness were
important measures for repository success. Unfortunately, because the study was reported
only as a part of a conference panel, no in-depth discussion about the results is provided. The
same limitation applies to Randem & Murillo’s (2013) work, which consisted of a study
conducted with members of the Earth Science Information Partners (ESIP). This study
sought to investigate ESIP members’ perceptions of skills necessary to perform data reuse, as
well as how they obtain access and evaluate the trustworthiness of data. The partial results
reported do not indicate the total number of participants, only the proportion of results by
percentage, preventing inferences from being accurately made. Preliminary descriptive
statistics suggest that, in terms of skills, training was one important factor for developing
search skills for accessing datasets; however, the survey does not include questions about
participants’ perceptions on skills necessary to reuse data. Results showed that gaining access
to datasets is a barrier to reuse, which often requires scientists’ to contact the organization or
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person responsible for the dataset directly. Trustworthiness is primarily associated with data
ownership and metadata quality.
It also should be pointed out that previous empirical studies on data reuse behavior are
fundamentally atheoretical, which indicates that the problem presented by Zimmerman still
persists: “little direct research or theory exists on the sharing and reuse of data, and this
makes it difficult to identify variables or to state research hypotheses” (Zimmerman, 2003,
p.111). These limitations offer opportunities for this research.

2.2.7.1 Gaps and Opportunities for this Research
Data reuse is a topic of increasing importance and only beginning to gain momentum in
the last few years. The conditions for data reuse have ripened with the rapid growth of data
repositories and mandates for data sharing. Being a relatively new research area partially
explains the patterns found in the literature review, but the lack of in-depth empirical and
theory-guided research limits comprehension of scientists’ data reuse behavior. Publications
on this topic have mainly focused on particular disciplinary communities and have employed
interviews as the primary method of understanding data reuse behavior among small groups
of scientists. These limitations prevent findings of prior studies from being generalized and
extrapolated to broader science research communities. Even though surveys have been
applied, only limited findings were reported by way of conference presentations, or the focus
was on only a few aspects related to scientists’ data reuse behavior. There is a lack of studies
offering a full comprehension of the different factors that might influence data reuse behavior.
Additionally, there is little theory or framework for predicting, validating, or explaining data
reuse behavior.
These gaps offer opportunities to this research. Using a mixed-method approach, this
research first explores in depth how scientists reuse data collected by others. It will then,
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propose a model, based on a theoretical framework, to be tested through a survey research
with a larger and more diverse group of scientists.

2.2.8 Summary (Part II)
Data reuse is gaining attention, but few systematic investigations on this topic have been
conducted. Some of the more conceptual work on secondary analysis and previous studies on
knowledge management are helpful to frame important issues such as the types of data reuse,
the advantages and disadvantages that scientists might face, and the different actors and their
roles in the process of data reuse. However, this literature does not empirically cover how these
factors influence scientists’ data reuse behavior. Additionally, prior research suffers from some
limitations in terms of generalizability, and the lack of theoretical framework prevents new
studies from advancing discussions building on previous findings. The next chapter describes
the first step of this study, developing a conceptual framework that attempts to close these gaps
by offering a clearer picture of the different influential factors that may encourage or
discourage scientists to reuse research data.
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CHAPTER III
CONCEPTUAL DEVELOPMENT

This chapter reports the exploratory study which sought to delve into factors related to data
reuse in science and to better understand how scientists reuse research data. Semi-structured
interviews with a group of social scientists were performed to gain insights about scientists’
experiences, perceptions, and practices with regard to the reuse of publicly available research
data collected by others. The themes and codes that emerged from the interviews, in association
with the related academic literature, assist the conceptual development of the study. The major
contribution of this preliminary qualitative study was the identification of six core categories
(theoretical variables): perceived benefits, perceived risks, perceived effort, reusability
assessment, enabling factors and social factors; and a total of 25 factors within these categories,
which were found to influence social scientists’ data reuse practices.

3.1 Rationale & Goals of Preliminary Study
Pilot studies serve academic research for corrective and formative purposes. They can be
performed as small-scale pre-tests and trials to verify the feasibility of data collection
methods and instruments in order to implement timing adjustments before the official study’s
deployment. Exploratory pilot studies can guide inductive theory development and
refinement and be especially valuable to identify and clarify constructs and definitions
(Garcia-Murillo, 2012).
As previously mentioned, still very little is known about how scientists reuse research
data collected by others and the factors that influence data reuse behavior. The debate on the
topic has gained attention as a result of the rapid growth of digital data repositories, along
with the enforcement of data sharing mandates. Duke and Porter (2013) underscore that only
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recently has there been a significant increase in capabilities for gathering, storing, accessing,
and sharing data; creating more opportunities for scientists to reuse data generated by others
in their own research.
Due to the novelty of the topic, and the relatively incipient current literature about this
emerging phenomenon, a preliminary exploratory study was necessary to better understand
and elucidate factors related to data reuse among scientists. By exploring scientists’
experiences about the reuse of research data, this study aimed to examine how scientists
assess the reusability of data collected by others and what factors they perceive as
determinants when deciding whether to reuse the data or not. This preliminary study therefore
contributes to the conceptual development of this research, and partially answers research
question RQ1 addressed in Chapter 1.

3.2 Scope of the Study
The preliminary study was exploratory and focused on understanding scientists’
experiences of reusing non-naturalistic research data that were formally shared and broadly
available to a community of interest via data repositories. The option for this particular focus
was to explore some of the issues identified in Chapter II, in respect to the challenges
scientists face while reusing someone else’s data, which are handy for potential reuse, but
were produced following a particular research design, collected under specific conditions and
in a given research context.

3.3 Targeted Population
This study focused on the investigation of data reuse among social scientists. The
decision to focus on this particularly discipline was motivated by three main factors. First, the
Social Sciences include a wide range of sub-disciplines. This diversity is particularly useful
to provide examples of data reuse practices with reference to heterogeneous and different
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types of research data, originated by a variety of scientific methods and grounded in a rich
spectrum of disciplinary traditions.
Despite the acceptance of the triad of Economics, Sociology, and Political Sciences as the
backbone on which the Social Sciences was established in the United States (Adcock, 2003),
the field also includes some applied sub-disciplines (e.g. Information Science, Law,
Education, Management, Communication, Clinical and Applied Psychology), as well as some
intersecting borderline sub-disciplines from Humanities such as History, Linguistics and
Anthropology.6 Also, due to the high specialization and cross-disciplinary approaches of
science since the 20th century (Nisbet, 2013), the Social Sciences have branched out into
some other specialized areas such as Media Studies, Cultural, Gender, Race, Sexuality, and
Child and Family Studies, and plays important role in emerging and independent
multidisciplinary fields such as Cognitive Sciences (Calhoun, 2010; Hunt & Colander, 2011).
Social scientists rely primarily on empirical approaches to gain knowledge by direct or
indirect observation and experience. The Social Sciences can be generally described as the
discipline which is concerned with society and social relationships of individuals (Nisbet,
2013). Social scientists deal with human behavior in its social and cultural realms. They are
especially devoted to investigating behaviors, social issues, and relationships of individuals
within the society. In short, they are dedicated to examining processes and dynamics of social
systems through impacts of social organization on structural adjustment of the individual and
of groups. To investigate these issues, social scientists can follow different methodological
techniques, and generate and use different types and sources of data.
Second, research data in the Social Sciences are generally intensive contextual and timedependent, which is expected to require extra effort from reusers to preserve the data
interconnectedness and reflexivity necessary to guarantee their understandability and
6

For a more comprehensive description of all sub-disciplines under the Social Sciences umbrella see Smelser & Baltes
(2001).
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informative value (Friedhoff et al., 2013; Jacoby, 2010). The investigation of social scientists
was thus expected to draw out more nuance and variation in the process of data reuse than in
other disciplines.
Third, being a practitioner in the social science community myself has provided me with
the necessary background to better understand social scientists’ practices and experiences
with regard to the reuse of data. It would be detrimental to the study to investigate very
unfamiliar disciplines and completely foreign knowledge domains.

3.4 Recruitment of Participants
The recruitment process required participants to be knowledgeable about the topic and
familiar with the process of reusing research data. In this sense, the rule was that potential
subjects had to have at least attempted to reuse third parties’ primary research data once for
the purpose of their own research; regardless if the final outcome resulted in concrete reuse of
data or not. Thus, a non-probabilistic purposive sampling (Tashakkori & Teddlie, 1998)
technique was applied in order to recruit potential participants with characteristics relevant to
the study and who would be the most informative.
The strategy adopted for the recruitment process was to send out participation calls to
registered users of Social Sciences data repositories. This recruitment phase was supported
and mediated by two data repositories with one of the largest collection of Social Sciences
data hosted in the United States: the Interuniversity Consortium for Political and Social
Research (ICPSR) and the Harvard Dataverse Network.
The ICPSR is an international consortium coordinated by the University of Michigan at
Ann Arbor, which provides leadership and training in data access, curation, and methods of
analysis for the social science research community. ICPSR was created in 1962, originally as
a vehicle for disseminating data from the America National Election Studies. Its data
repository currently maintains a data archive of over 500,000 files of research data, pertaining
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to over 3,400 studies in the Social Sciences across a wide range of topics and originated by a
diverse array of data producers.
The Harvard Dataverse Network is housed at the Institute for Quantitative Social Science
(IQSS) at Harvard University. This initiative fosters a collaborative research environment and
advocates for reproducible research. The network repository hosts multiple “dataverses”, which
can be understood as containers of research data that can be managed by their owners. Data are
originated by researchers from various disciplines, including Social Sciences. A dataverse can
contain multiple studies, and each study can contain various files and datasets. To date,7 the
network hosts 573 dataverses, 52,503 studies, and approximately 728,097 files and datasets.
After obtaining support from the two institutions and approval from the Institutional
Review Board at Syracuse University (SU),8 invitation e-mails were submitted to users of
both repositories explaining the purpose of the study and requesting participation in
informational interviews. In both cases, in order to preserve users’ information privacy, it was
agreed that contact with potential subjects would be mediated by an institutional facilitator.
ICPSR designated the local Official Representative (OR) at SU to mediate this process, and
Dataverse designated one institutional facilitator located in Cambridge to submit the
recruitment emails.
The ICPSR’s OR at SU submitted emails with requests to users affiliated to SU who had
chosen to disclose their emails, when they created their user account. All ICPSR users are
required to register to have access to the repository data sets, but they can opt to withhold
their email information and not have their identity revealed to the OR. Emails were sent to
approximately 200 individuals that were in the OR e-mail list.
Dataverse requests registrations and email information only from users who had
downloaded restricted datasets within a study. Therefore, a preliminary pre-selection of
7
8

As of: October, 14 2013.
SU/IRB # : 13-092.
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studies containing restricted data sets in the Social Sciences was necessary in order to identify
users’ emails. Amongst the pool of studies classified in the Social Sciences, 25 of the most
downloaded studies were selected (See Appendix A). Despite the fact that the studies selected
were downloaded a total of 15154 times at the time of their selection, Dataverse’s
representative was able to retrieve only 26 of the users’ emails. This discrepancy was due to
the fact that download counts for a single study are computed considering the total amount of
downloads all documentation and/or data sets associated with the study, including some
unrestricted files.
Three rounds of participation requests were submitted by each of the two data repositories
facilitators. A total of 13 social scientists (seven men and six women) responded
affirmatively to the interview request and were willing to talk about their experiences of
reusing data: 11 that were reached out via ICPSR and two via Dataverse. However, during
interviews some participants mentioned have used both data repositories.

3.5 Data Collection and Analysis
Semi-structured interviews were conducted from April 2013 to September 2013. An
interview protocol (See Appendix B) was developed to guide some initial questions which
were complemented by follow-ups and probes during the interviewing process.
Interviews were conducted with social scientists from different sub-disciplines in order to
explore factors related to the process of reusing research data collected by other parties, and
followed a phenomenological approach (Moustakas, 1994), which sought to determine what
different experiences of reusing or attempting to reuse research data meant to them and gather
a comprehensive description of these experiences. This strategy was judged as an appropriate
technique to identify salient behaviors, thoughts, and experiences of social scientists relating
to the reuse of research data which could not be fully understood using only the current
academic literature.
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All interviews were audio-recorded for the convenience of transcription, with a total of
seven hours and 55 minutes of audio recording. The average length of an interview was 40
minutes. Different interview modes were used to accommodate geographical barriers, as well
as participants’ preferences and availability. Five interviews were conducted face-to-face,
five via Skype video calls, and three by phone.
To assure participants’ confidentiality, a pseudonym was assigned to each individual.
Names were randomly chosen respecting participant’s gender and the alphabetical order of
the interview sequence (A-N, 1-13) (Table 3). In addition, any information that could
potentially identify participants or names of individuals that did not consent participation to
the study were suppressed from the interviews’ verbatim.
Table 3: Exploratory Study Participants
Pseudonym

Position

Sub-Disciplines

Adam

Professor

Economics

Beth

PhD Candidate

Political Sciences

Cindy

Professor

Mass Communication

Denise

Professor

Child and Family Studies

Ellen

Professor

Child and Family Studies

Frank

Research Consultant

General - Social Sciences

Gary

PhD Student

Political Sciences

Heidi

PhD (Seeking Position)

Child and Family Studies

Ivan

PhD Student

Sociology

Jen

PhD Student

Political Sciences

Luke

Professor

Public Administration and International Affairs

Michael

Professor

Social Media and Communications

Nathan

PhD Candidate

Clinical Psychology

Interviewees are affiliated to different academic and research institutions located in
different states of the United States, including New York, Oregon, Massachusetts,
Pennsylvania and Mississippi. Despite the fact that 11 interviewees were originally contacted
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via the OR at SU, by the time of their interview, only seven of them retained their affiliation
to the university.
Participants belong to different academic sub-disciplines within the Social Sciences,
including economics, political sciences, sociology, communication and social media, child and
family studies, clinical psychology, and public administration and international affairs. Among
the 13 participants, six are Professors, two are PhD Candidates, three are PhD Students, and
one is currently applying for professor positions at U.S. universities. Frank, the research
consultant, served Social Sciences related programs for over 30 years and helped many students
and faculty identify, access, and reuse statistical data available via data repositories:
Most of it was political science and social science data and over the years I’ve always been concerned
ICPSR and making sure it was successful and making sure people used it when it was possible to do so
or to know about the sources (Frank, Research Consultant).

When interviewed, Frank had retired from this position, but he was still able to provide
very detailed descriptions about projects he assisted in the past. In spite of being an outlier
among the pool of participants, his interview was kept as a part of the study sample
considering the richness of his insights about the phenomenon under investigation.
When asked about their orientation to research, six participants claimed to perform both
qualitative and quantitative depending upon the topic and the research phenomenon under
investigation. On the other hand, the other seven interviewees declared to be essentially
positivistic scholars who deal primarily with quantitative data derived from surveys,
structured interviews, and experiments.
Over the course of interviews, participants were encouraged to recall and recount their
experiences of reusing research data that they did not collect themselves, including the
description of successful and unsuccessful attempts to reuse data and their general perceptions
about the reuse of data in science. This approach offered an important balance of having
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participants that were sufficiently knowledgeable about the reuse of research data, while
avoiding the bias of gathering only positive reactions and experiences about research data reuse.
Questions followed a funnel interviewing approach, where participants were initially
asked to talk more broadly about their research agendas and areas of study, as well as about
their general understanding about data reuse in science and in their discipline. Then, the
interview moved to more specific questions about their own experiences of reusing or
attempting to reuse research data. This strategy was appropriate to detail past events and to
ground their perceptions, attitudes, and behaviors towards data reuse in particular contexts,
allowing for a better understanding and interpretation of their narratives.
Interviews were transcribed using the free transcription software Express Scribe.
Interviews’ transcripts were uploaded to QSR NVivo 10 for the convenience of data
organization and coding scheme development. Interviews were coded respecting a data
driven and inductive bottom-up approach. Therefore, the coding process did not follow any
preconceived scheme of coding categories. The analytical process and coding scheme were
conducted solely by the researcher, with no participation of independent coders. Initially, the
coding was focused on some patterns in the responses according to more obvious and general
topics related to some of the questions, such as factors that discourage social scientists from
reusing someone else’s data or motivators for doing so. Different rounds of close scrutiny of
the transcripts were performed to both identify emerging themes and group similar coding
occurrences within and across interviews.

3.6 Findings
This section reports a synthesis of the exploratory study findings. First, some general
remarks are presented in order to better situate the study results and the themes identified in
the interviews. Subsequently, the codes and constructs identified in the data analysis process
are described.
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3.6.1 General Remarks
This section briefly describes some salient findings with respect to the ways interviewees
discovered the data they reused, how they obtained access to data, the types of data they
reused, the purposes for which they reused data, and the process of reusing data.
It is important to underscore that the expression “secondary data analysis” was frequent in
interviewees’ discourses and was constantly used interchangeably with the expression “data
reuse”. In one particular occasion, an interviewee questioned the term data reuse,
emphasizing his preference for the expression secondary data analysis:

In a way, I would even question the term reuse because in a sense, every user is a first user. It was
collected for the purpose of general usage so everybody is a first time user. There are no reusers (Luke,
Professor).

In spite of the terminological variation throughout interviews, it was observed that neither
the participants’ comprehension of the questions asked, nor their articulation of events and
personal experiences was affected by the interchangeability of data reuse and secondary
analysis. Thus, even though the expression data reuse was chosen for the purposes of this
study, these two terms were considered equivalent for the purpose of data analysis.
3.6.1.1 Discovering Data for Reuse
Interviewees reported different ways through which they found out about the existence of
the data. Some discovered data serendipitously, while exploring unrelated data sources or
publications. Others identified data in a more passive way, as a result of peers’
recommendation – this type of data discovery process being more prevalent among PhD
students, as highlighted in the excerpts below:
Somebody else in my lab had been using the data from the MIT, Harvard, MIT data center and so my
professor introduced me to the center and this really rich dataset and you can look at it, so I did and
there are some variables that I was interested in but that wasn’t available in the dataset that my
colleague had so I actually came to the data center and looked at the files and entered some of the data
from the surveys and then I had a dataset that had all the variables for the study I did (Nathan, PhD
Candidate).
Me: How did you find this dataset?
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Heidi: Actually, I had told my advisor what I was kind of interested in doing and she said look at the NSFH...
Me: So, she recommended it to you...
Heidi: Yes, she had used it before so it worked out pretty well. (Heidi, PhD).

This might be explained by the fact that more novice researchers tend to rely on advisors’
and senior researchers’ recommendations about the existence of relevant datasets on
particular topics. This finding echoes Kriesberg et al. (2013) affirmation that “senior
researchers model general reuse practices and impact skills for their students to use in the
future when selecting, evaluating, and analyzing data they did not collect.” (p.1)
Besides the more serendipitous and passive data discovery, some interviewees described
having found about the existence of data they reused or attempted to reuse, by actively
exploring search engines (e.g. Google), by examining the academic literature, and by
conducting direct search in research data repositories. Notably, data repositories were more
often used as a data discovery tool among more senior researchers; in particular those who
had more experiences of reusing data. This finding suggests that senior researchers with more
experience in data reuse are more knowledgeable about data repositories and where to obtain
public available data.
However, even among more experienced researchers, identifying relevant datasets for
research is considered a relatively challenging task by some. As mentioned early on,
interviews were important to disclose not only experiences that resulted in the reuse of data,
but also unsuccessful attempts to reuse other people’s research data. Some interviewees
reported that they never had been able to reuse publicly available research data:
I’ve definitely tried to use it for my research to answer my research questions. I don’t think that
anything I’ve ever published so far has actually used that, so…so far I’ve been kind of unsuccessful at
finding what I want or what I need to answer my research questions. I know other people got success
with them (other’s people data)(…). So I don’t consider it to be a dead end, I just happen not to use it
to answer the questions I’m trying to answer. I actually want to see if it’s possible to recycle the data
from other people I think it would be great to do that (Michael, Professor).

These findings suggest that the awareness about data repositories and data sources
increases the opportunities and attempts of scientists to look for publicly available research
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data. Nonetheless, finding relevant data still depends on a close scrutiny of data and its
reusability evaluation.

3.6.1.2 Accessing Data
There were a few occasions in which participants reported experiences of having reused
research data openly available on other researchers’ websites. However, in most cases their
preferred method of obtaining data was via data repositories. In addition to ICPSR and
Dataverse, interviewees reported having to obtain data from different disciplinary and
institutional data repositories, as can be illustrated by Luke’s comments:
Mostly repositories, almost exclusively because I'm typically using general purpose surveys that
weren't collected for just this one particular thing. There's no person to go to. You just go to the
repository (…) One that I'm using a lot, and my students are using a lot, is called the Health and
Retirement Survey, HRS. That is available from the University of Michigan. University of Minnesota
has a very large repository called IPUMS (Integrated Public Use Microdata Series), have you heard of
them? I have used a lot of IPUMS data. I've got a lot of projects, unfinished projects shall we say, with
data from a lot of different sources; some European. I can't keep them all straight (Luke, Professor).

In the case of data repositories, most datasets were available under general conditions of
use and required users to log in to the platform, and were relatively easy to access:

the HRS, the Health and Retirement Survey, which is what I have been working on today I've used it
many times on many different projects. I got several papers based on it. If you go to their website, you
have to be a registered user to get the data that's there. It's a password protected website. It's easy to
get registered (Luke, Professor).

There were, however, a few cases where interviewees reported the process of getting access
to sensitive data, and the particular infrastructure that was necessary prior to have granted
access to it.

We have a student who just accessed a dataset that required some of those confidentiality agreements
to be kept and things like that she had to have a computer, that you know...she had, you have to have
the dataset tied down to that computer and she could not take it outside the building...so, there were
certain requirements to adopt...it was put on the university college server... (Ellen, Professor).
I had to apply to the data, I had a data protection plan, the data protection plan had to go through it
wasn't the IRB it was this committee, this department at the university and then they had to figure out
how [they] could set it up for me to use restricted data. You know, I couldn't have access; the data
had to be protected so I couldn't have access to the internet, and all this kind of stuff; and…so, they set
up a virtual account for me (Denise, Professor).
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In this particular case, Denise proceeded with the reuse of the data for her dissertation
research, however, she recognized that this experience of obtaining access to data might
influence her future intention to reuse data.
Denise: So, that process was six months. That was horrible! That was horrible!
Me: So, would this be something you would take into account before considering reusing data again?
Denise: Yes, yes, yes... (Denise, Professor).

Having open and free access to the data was highlighted by some researchers as critical
for data reuse in science. Michael highlighted the importance of consortiums in order to
minimize costs associated with access to research data:
It’s all sort of contingent upon universities having alliances with other universities and allowing
researchers to do this (have access to primary data) of course (…) and not have somebody spending a
lot getting access to these things (Michael, Professor).

Based on these findings, it can be inferred that the cost and effort associated with data
access might exert an impact on social scientists’ intention to reuse data.

3.6.1.3 Types of data
As mentioned before, the study focused primarily on research data formally shared and
broadly available for reuse to a community of interest. However, due to the impossibility of
anticipating participants’ responses in open-ended questions, there were a few cases where
participants also described the content analysis of official and government reports and
documents other than self-reported data (surveys), while narrating their different data reuse
experiences. These were discounted as experiences of data reuse given the naturalistic
characteristic of this type of data, which is beyond the scope of the study.
It is worth noting that on many occasions interviewees underscored the importance of
having qualitative data openly available for reuse:
(…) it would be good for multiple researchers of multiple different research questions especially if
you’re qualitative (…). If you had multiple people looking at the same, all types of data and finding
more or less the same thing then I would kind of answer that critique of qualitative data that’s not just
one researcher’s interpretation and we have kind of multiple people dealing with that data (Michael,
Professor).
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Even though the importance of reusing qualitative data was evident in some interviewees’
discourse, and roughly half of them claimed to have a qualitative orientation to research as
well, all experiences of data reuse or attempt to reuse non-naturalistic research data they
reported were exclusively related to quantitative research data derived from experiments and
surveys (e.g. cross-sectional surveys, longitudinal surveys, etc.).
It can be speculated that the lack of researchers reusing qualitative data reflects the
disparity in numbers of quantitative datasets that are available via data repositories in
comparison to qualitative datasets. Dataverse Network and ICPSR archive and provide access
to both qualitative and quantitative data; however, it is noticeable that the collection of
qualitative data available for reuse is substantially smaller.
On a study with social scientists Niu (2009b) observed that qualitative data is less likely
to be reused. This imbalance can be related to the fact that qualitative data is considered more
complex and challenging to share in contrast to quantitative data (Bishop, 2007, 2009; Coltart,
Henwood & Shirani, 2013; Corti, 2007; Grinyer, 2009; Hammersley, 2010; Heaton, 2004,
2008; Hinds, Vogel & Clarke-Steffen, 1997; Irwin & Winterton, 2011, 2012; Kuula, 2010;
Mauthner & Parry, 2009; Silva, 2007). Referring to qualitative data sharing, Schäfer et al.
(2011) indicate that this type of data requires scrupulous handling with regard to the
preparation, licensing, consent, and access rights during research prior to including it in a
data repository, such as the anonymization of personal details and ensuring consent for data
sharing and potential reuse. Some of these issues in addition to the fact that qualitative
analysis is often sensitive to context, which is hard to be shared, were brought up by one
interviewee while describing scarcity of qualitative data available for reuse:
(…) probably interview data are less sharable, I don’t know if that’s a word, but because of the nature
of the data, more sensitive and you know sometimes people have a commitment to ensure the secrecy of
people who are being interviewed (Gary, PhD Student).
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In addition, from the perspective of the reuser, Frank highlighted the fact that qualitative
data is substantially more complex to reuse.
Well if you’re doing qualitative [research] that’s not quite as easy and so I would think that for making
it reusable the descriptions of the data or the something, to describe what would be the equivalent of a
code book you need to be more careful because you don’t have all of those straight up and tools or
formats (Frank, Research Consultant).

Based on these cases, it can be supposed that quantitative social science data is more
likely to be reused than data derived from qualitative studies, not only because this last type
of data tend to be less shared by primary investigators, but also because it demands more
effort from social scientists to interpret, re-assess, and reuse qualitative data.
3.6.1.4 Purposes and Types of Reuse
Participants narrated their experiences of reusing or attempting to reuse research data for
different purposes, including: research paper writing, individual and collaborative research
projects, and dissertation research.
No cases of reuse with the purpose of validating the findings by replicating the original
study were identified. Generally speaking, the study found that social scientists tend to reuse
data seeking to answer different research questions and to repurpose data. In the interviewees’
descriptions, the “pick and choose” approach to data reuse – wherein, after screening datasets
alongside available supporting data documentation, they select specific variables and cases
that are particularly important and suitable to their research – was prevalent and consistent:

I need to clean the data and I need to pick the things that are useful for me (Beth, PhD Candidate).

While talking about his experience of reusing data from a public opinion survey for his
research project, Gary also describes this process of selecting and linking variables from
different data sources:
I can’t remember the exact word or the question, but it’s something about how do you see people
speaking a different language or how do you see foreigners, something like that (…) basically for the
research I used data from my independent variable which is whether your social environment is more
diverse in terms of the language people use. That comes from the third party organizations, the index
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that I told you about. For the other variable, whether you’re being hostile or friendly to other people,
that data came from ICPSR Eurobarometer survey (Gary, PhD Student).

The reuse of data by aggregation, meaning the combination of different data sources to
create an original dataset, was predominant across interviews:
I guess I frequently reuse other people's data and assemble from multiple sources and...I guess I am
making my own data sets, but it is sort of culling together information from lots of different places and
combining them. Which I guess is probably...it is considered to make your own data set. And for the
most part, when I have done that I have looked around and I realized that nobody really had the exact
data set I was looking for. And so, I had to do it myself (Adam, Professor)

The reuse by aggregation of different data sources was especially evident among social
scientists working with interdisciplinary research topics.

I worked on a project that included census data and data from several other sources: climate data,
geographic data, just a whole bunch of things, taxation data. We put them all together for analysis
purposes (Luke, Professor).

Similarly, while describing her research interests, which lie at the intersection of
Political Science and Environmental Studies, Jen highlighted:

Jen: So I am not at the point where I can just say like "these people made this dataset, but they used it in a
different way than I would have...so I will use that data (…).
Me: Interesting, so you are building your own dataset, compiling...
Jen: Yeah, from other people. There are some things I originally contribute but not many. The original
contribution that I am making is putting these things together and running a model on it (Jen, PhD Student).

By examining participants’ narratives it became clear that a common approach to data reuse
among social scientists is to select, extract and combine variables which are particularly relevant
to their hypothesis testing or research questions, and to merge data from different data sources.
3.6.1.5 The Process of Reusing Data
Interviewees described the pathways they went through starting from the initiation stage,
with the description of the project/idea or task they were seeking to perform, the data
discoverability process, the steps to obtaining access to data, the evaluation of data, and the
steps they followed to reuse the data or to discard the possibility of reuse.
The majority of the experiences reported followed a conventional flow pattern, where
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interviewees initiated the reuse process with a given initial theoretical framework, hypotheses,
or general research questions, which eventually had to be reframed to adjust to the available
data they aimed to reuse. This pattern is illustrated in Heidi and Ivan’s descriptions:
(…) so (I started) just trying to see what would be of interest, what [researchers] would be already working
with, so I found very, several variables I was interested in, so I started going through…, figuring out how
they would be of use to my research questions, which I was looking at resilience in emerging adulthood. So,
this is...you know...being a national survey with families obviously they had, they had quite a few items in
there. I think basically when I first started I had…I would have just my general idea and then, I went to see
which variables would kind of fit in what my interest was. It is kind of how I started. (Heidi, PhD).
I had an idea what I wanted to do. So I had a broad, a broad, I guess you can call a research question, a
broad research question, but is more just like...you know, I really wanted to do something in gender and
sexuality and, you know, probably something to do with LGBT people (…). So I downloaded it and I sort
of looked at the codebook, which was GSS, pretty long, you know, 5.000 pages...yeah so I sort of looked
there and looked at the codes and the variables, so I kind of looked [at] that and then I looked at the
questions and how they asked and once I had kind of a pretty good sense of what the data was, yeah, then
I started to ask more specific research questions and I sort of looked at things (Ivan, PhD Student).

Nonetheless, there were a few occasions where interviewees recognized that the process
of reusing data might require following a reversible process, one where the research questions
and hypotheses emerge from a close scrutiny of the dataset, in order to explore what the data
had to offer:
(…) theoretically we’re not supposed to be inferring stuff from the data. In an ideal world everybody studies
theory and then infers their hypothesis from the theory. But I think in most cases it’s a back and forth
process. The theory gives you such interactions and you go from there to look for what are the possible, you
know, what are, where could there lie the next possible questions and then you look into the data to see, you
know, you want to know where the various stage, whether this general direction is workable because if there
isn’t any data available on this topic then it doesn’t make any sense to pursue and once you have the data
you want to look at the data. But looking at data you probably will develop some sort of idea about (it), (and
say) okay! this is an interesting kind of relationship here! (Gary, PhD Student).

This alternate sequence in scientific reasoning follows the abduction concept attributed to
Charles Pierce and articulated by Josephson and Josephson (1996). The authors explain that
abductive reasoning “is a form of inference that goes from data describing something to a
hypothesis that best explains or accounts for the data. Thus, abduction is a kind of theoryforming or interpretive inference” (Josephson & Josephson, 1996, p.1). Anderson (2008) notes
that the use of the abductive type of reasoning has grown in science as a result of the data
deluge. It can be argued that even in disciplines that are known for performing “little science”,
such as the Social Sciences, the broader availability of research data in the form of large
surveys available for potential reuse might prompt this type of abduction-oriented research.
69

3.6.1.6 Are reusers data sharers?
While an in-depth investigation of how social scientists share their data is beyond the
scope of this research, because of the interconnectedness between data sharing and data reuse
we also asked social scientists about their experience of sharing their research data.
Interviewees were asked about their experiences of sharing primary data, either data they
collected themselves or as a by-product of their data reuse experience, such as the datasets
they compiled, organized, and cleaned for reuse. Sharing data was valued as a form of
reciprocity considering that, as reusers, they have benefited from reusing other people’s data.
The association of data sharing as a means of “giving back” was consistent across different
interviewees’ discourses:
Ideally we’re not proprietary in our findings you know, we’re not some company that keeps the secrets.
When we find out about human behavior to ourselves we share it with the public (…) if people shared
data, you know, kind of ethical I suppose for sharing data (Michael, Professor).
And I think this is definitely needed for the expansion of knowledge, and I think that if we do get other
people's datasets, why not to share ours, we have to… (Ellen, Professor).

Many reported the intention to share their datasets in the future:
Nathan: I have my own dataset that I think could be really valuable to have up on Dataverse for other
people to use [be]cause it’s just a lot more simplified and clear.
Me: Oh so you mean you’re planning to share your dataset like the one that was originated by this first
research is that correct?
Nathan: Yeah exactly, I mean they shared their dataset with me so it’s really good; I just got to clean it
up (Nathan, PhD Candidate).
I haven't...you know (shared my data)...I may someday...but you know there is so much about after the
whole thing. You know, I just defended in April, and finished my whole process, so I just finished it. So,
you know, I probably will share it, it is probably an important thing to share (Denise, Professor).

Remarkably, however, only a few interviewees have admitted to sharing their data. Ellen
and Luke reported different multi-institutional projects they were part of from which data was
eventually shared with the public via data repositories. Adam mentioned situations where he
could not share data via repositories for proprietary reasons:
I haven't really posted any data at the ICPSR and in some cases I haven't been permitted to because I was
using proprietary data. I recover projects where this [sharing data] was not an option (Adam, Professor).

Nonetheless, Adam described having shared data as a response to email requests or via
his personal website:
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Typically, what I do is clean up data and put them into a usable format for the type of analysis that I
am doing...and often having been cleaned up data along with the programs that I am used to analyze I
post it (data) on my website. (…) Every once in a while someone writes me and they are interested in
thinking about doing a project on a topic that I am researching on and ask me for my data and I send
them the data that I have (Adam, Professor).

Among the justifications given by interviewees for not having shared their data were: the
fact that their research questions were too specific and narrow to be valuable to others; the
need to comply with data privacy or proprietary issues; the fact that the dataset could be
easily put together by other researchers, and the fear of being subject to the scrutiny of a
broad community. With respect to this last justification, Denise mentioned:
And, you know, it is kind of scary...cause like "uhh! Did I do ok?", you know, is it really ok to have
people really looking at it? so part of it is my own (insecurity), but I probably in a couple months if I
look at it again, I will probably say: "ok, yeah...ok, this maybe...it passed my committee" so you know,
there is some value to it (Denise, Professor).

Even though data sharing was often brought up as important in data reusers’ discourses, it
was found that in practice only a few have shared their research data. Despite the need for
further research to examine this correlation, findings from this study signal that data sharing
faces some resistance even among those who have benefited from it.

3.6.2 Categories and Factors Identified
Besides the general remarks previously addressed, this exploratory study was particularly
important to elucidate some factors that were found to influence social scientists’ practices
regarding data reuse.
Six major categories (theoretical variables) were created to represent the different
emerging themes identified in interviews about social scientists’ data reuse experiences: a)
perceived benefits, b) perceived risks, c) perceived effort, d) reusability assessment and
judgment, e) enabling factors, and, f) social factors.


Perceived Benefits (PB): include factors interviewees mentioned as having either
motivated them to reuse data collected by others in their own research and, or factors
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they foresee as general motivators for scientists to reuse data. In short, it refers to the
motives and incentives for data reuse.


Perceived Risks (PR): represent harmful consequences foreseen as associate with the
reuse of research data.



Perceived Effort (PE): corresponds to the perceived work scientists have to face while
dealing with data they did not produce/collect themselves. In other words, the effort
associated with handling data that were produced/collected by others.



Reusability Assessment (RA): refers to the attributes of data usually weighted and
evaluated before making the decision whether to reuse data or not.



Enabling Factors (EF): account for some conditions and infrastructures that facilitate
the reuse of data.



Social Factors (SF): correspond to the influence of the social environment on
scientists’ intention to reuse data (or not to reuse data).

Data analysis revealed a total of 25 codes and 430 utterances of these codes across the 13
interviews. An overview of the codes, herein factors, identified in each category is
represented in Table 4. Column sources (S) represent the number of individual interviews
where the factor occurred. References (R) represent the total utterances of each factor across
the different interviews. In addition, a brief description of each factor and the related
literature, whenever applicable, is provided. Most factors found support in the literature from
secondary data analysis, knowledge management, information science, and library science
literature, as it will be described in Section 3.7.

72

Table 4: Categories and Factors Identified
Category/Factors

S

R

Description

Related Literature

(PB3)

(PB2)

(PB1)

Perceived Benefits
Knowledge
Expansion

Frugality

Pre-Endorsement

9

13

5

17

63

6

Data can be reused to answer different
questions other than the ones covered by
primary studies or for
replication/validation
Ways to circumvent data collection
problems associated with time and cost
(money) to minimize duplicated efforts or
the need to develop data collection skills
Data available for reuse are considered to
some extent credible and reliable,
otherwise they would not be shared and
available to the public

Darby et al. (2012)
Hyman (1972)
Kankanhalli, Lee and Lim (2011)
Castle (2003)
Hyman (1972)
Kiecolt and Nathan (1985)
Law (2005)
N/A

Perceived Risks

Corti and Thompson (2004)
Kuula (2010)
Tenopir, et al. (2011)

10

The susceptibility to faulty data given the
difficulty of identifying potential errors
on data collected by others

Castle (2003)
Hyman (1972)
Kiecolt and Nathan (1985)

(PR1)

Misinterpretation, incorrect association,
or misuse that might occur while reusing
other people’s data

2

(PR2)

7

2

Fear of Infringing
Ethical Codes

1

1

(PR3)

Goodwin (2012)
Fahs, Morgan and Kalman
(2003)
Martin, (1995)

Slippage

3

(PR4)

Reusing other people’s data in research
can be perceived as less valuable, and
thus have fewer pay-offs than conducting
research based on new data
Hesitation to reuse data which was obtained
through consent to a particular study and/or
unwary violating aspects of confidentiality,
copyright and data protection

Fear of being
Undervalued

Vulnerability to
Hidden Errors

8

Grinyer (2009)
Heaton (2004)
Law (2005)

(PE1)

Be Innovative
with Old Data

5

7

(PE2)

Obtain Data
Access

3

7

(PE3)

Perceived Effort

Data Discovery
Process

(PE4)

6

Dealing with
Mismatches

12

75

(PE5)

5

Preparation for
Reuse

9

35

The effort of identifying original
contributions from second-hand data and
exploring different issues not yet
explored or overlooked by primary
researchers, as well as other reusers
Refers to data accessibility. The effort
associated with obtaining access and
retrieving data.
Refers to data discoverability. The effort
associated with data discovery and the
identification of relevant and potentially
reusable datasets
The effort of working with data that was
generated based on different research
questions and/or hypotheses, using
particular instruments or techniques for
data collection, in a particular context
and time-frame, and having specific
variables, constructs, and measurements.
It also accounts for the effort associated
with resigning initial ideas and reframing
the study design and goals in order to
accommodate the existing data
Refers to the effort to get data ready for
reuse and manipulation, including:
screening and cleaning processes, dealing
with missing data, adding/complementing
data, and putting it in an appropriate
format, sorting, recoding etc.
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Zimmerman (2008)

Faniel et al. (2013)
Heaton (2004)
Tenopir, et al. (2011)
Darby et al. (2012)
Faniel and Majchrzak (2002)

Dale (2004)
Heaton (2004)
Kiecolt and Nathan (1985)
Klein et al. (2007)

Faniel et al. (2013)
Heaton (2004)

(PE6)

Category/Factors
Understanding
the Original
Study

S
8

R

Description

Related Literature

29

The effort associated with making sense
of the data and thoroughly
comprehending the original study

Boh (2008)
Faniel and Jacobsen (2010)

(RA1)

Data
Documentation

6

24

Whether the supplementary documentation
provided along with the data is sufficient,
easy to understand and clearly explains the
methodology, the rationale of the study, etc.
to support reuse.

(RA2)

Data Fitness

9

19

Whether the topic, level of analysis, and
type of data are compatible with the
purpose of reuse

(RA3)

Data Producer
Trustworthiness
& Credibility

7

9

How trustful and credible data producers
(institutions or individual
authors/contributors) are

(RA4)

Data Quality

7

14

How consistent and complete data are
perceived to be

Faniel et al (2013)
Hinds, Vogel and Clarke-Steffen
(1997)

(RA5)

Reusability Assessment
David (1991)
Faniel et al. (2013)
Niu and Hedstrom (2009)
Niu ( 2009ab)
Zimmerman (2003, 2007, 2008)
Faniel et al. (2013)
Hinds, Vogel and Clarke-Steffen
(1997)
Palmer, Weber and Cragin
(2011)
Boh (2008)
Carlson & Anderson (2007)
Darby et al. (2012)
Faniel et al. (2013)

Study Rigor

3

8

How well-designed and executed the
study was

Hinds, Vogel and Clarke-Steffen
(1997)

(EF1)

Data
Documentation
Availability

6

19

The availability of comprehensive and
detailed data documentation improves
chances for data reuse

David (1991); Faniel and
Majchrzak (2002);
Markus (2001); Pigott, Hobs &
Gammack (2001); Niu &
Hedstrom (2009); Niu
(2009ab); Zimmerman (2003,
2007, 2008)

(EF2)

Data Repositories
Availability

5

9

The existence of repositories and their
capability to organize, self-guard, and
facilitate access to reusable data
improves conditions for reuse

Markus (2001); Palmer, Weber
and Cragin (2012); Tenopir, et al
(2011)

(EF3)

Primary
Investigators
Reach

5

10

Communication with primary investigators
helps reusers to obtain additional
information about the data and the study

Boh (2008)
Faniel and Zimmerman (2011)

(EF4)

Support &
Assistance
Availability

5

16

Having institutional support and assistance
from the data repository personnel or at the
university level (e.g. statistical center,
library, IT center, advisors)

Behboudi and Hart (2008)
Faniel et al. (2013)
Markus (2001)

(EF5)

Enabling Factors

Training &
Expertise

21

Importance of training on secondary
analysis for skill development. Expertise in
secondary analysis will lead to more reuse
of data

Corti and Bishop (2005)
Hyman (1972)
Kriesberg et al. (2013)

12

Disciplinary tradition or perceived
acceptance of the reuse of data. Some
disciplines are more prone to data reuse
than others

Borgman (2007)
Faniel and Jacobsen (2010)
Thessen and Patterson (2011)

4

The acceptance or habitual practice of
data reuse among colleagues and peer
recommendations to reuse particular
datasets

Kriesberg et al. (2013)

8

(SF2)

(SF1)

Social Factors
Disciplinary
Receptiveness

Peer
Encouragement

10

4
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An aggregated visualization of all factors and their counts by individual number of
interviews is depicted in the radar chart, below (Figure 4):
PB1
SS2
SS1
EF6
EF5
EF4

EF3

PB2

13
12
11
10
9
8
7
6
5
4
3
2
1
0

PB3
PR1
PR2
PR3

PR4

EF2

PE1

RA5

PE2
RA4

PE3
RA3

PE4
RA2

RA1

PE6

PE5

Figure 4: Occurrences of Factors (Individual Interviews)
As can be observed on Figure 4, the two most salient factors among individual interviews
were (PB2) and (PE4), which notably were more recurrent too. All 13 participants stressed (a
total of 63 times) that the reuse of data is perceived as a time-and resource-saving option in
research. Twelve participants recognized (for a total of 75 instances) that dealing with
mismatches is a part of the process which demands extra effort, which can be broken down
into: contextual mismatches; differences in instruments or techniques for data collection;
research question and hypothesis mismatches; and mismatches in time-frames, variables,
constructs, and measurements. The salience of these two factors was anticipated considering
the general stress the literature places on factors that hinder and promote the reuse of data
among scientists. Less recurrent factors such as: “fear of being undervalued” (PR1) and “fear
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of infringing ethical codes” (PR2) were kept considering that support in the literature was
found.

3.7 Discussion of Findings
Table 4 indicated the factors identified in the preliminary study, along with the supporting
literature. This literature belongs to different domains, including studies from information
science and knowledge management. Some of the literature constitutes reflection or
conceptual papers and books on secondary data analysis. Though not all the literature is
necessarily empirically-based, or labeled directly as data reuse studies, they were found to be
relevant to explain some of the findings of the exploratory study. The following subsections
provide a more detailed description of each of the 25 factors identified in the data analysis
process, and classified into the six major categories. The next subsections articulate the
supporting literature while presenting some interviews’ excerpts for a better contextualization
and illustration of findings.

3.7.1 Perceived Benefits
Perceived benefits represent factors interviewees mentioned as personal motivations
and/or motivations that they believe are significant for scientists to attempt reusing data
collected by others in their own research.


Knowledge Expansion: social scientists find the reuse of data beneficial to yield new

discovery and contribute to the development of a particular field through the reuse of data.
This aspect converges with the idea of “benefits for theory and substantive knowledge”
presented by Hyman (1972) who describes the ability of scientists to widen intellectual
horizons through secondary analysis. Hyman postulates that the examination of the wide
array of materials through the course of reusing data expands the intellectual horizons of
researchers, and consequently their field of study. Researchers are stimulated to think about
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otherwise forgotten problems and to think in a direction of higher level of abstraction
(Hyman, 1972, p.10-11). This notion of knowledge expansion is also supported by empirical
study on the reuse of knowledge through data repositories performed by Kankanhalli, Lee,
and Lim (2011). In their analysis of the customer support sector they found knowledge
growth to be an intrinsic motivation for reusers. Through interviews, Darby et al. (2012)
found that scientists and data managers perceive data reuse as a chance to maximize
opportunities for discovery and to explore old data in the light of new ideas and different
theories. A similar idea was expressed by Frank:
(…) someone else can look at it [data] some other time, some other place, maybe with completely
different names and objectives or tools that someone else, and get new information, you know, this is
data, it’s old data. But we analyze it in a different way and we get new information (…), you know,
something applicable, a new idea from using this old data. (Frank, Research Consultant).

 Frugality: social scientists perceive data reuse as a way to circumvent problems associated
with primary data collection and gathering, including the reduction of time and effort needed
for obtaining data, as well as the notion of minimization of duplicated efforts and necessary
skills to perform data collection. Social scientists believe that data reuse is beneficial because
it is an opportunity to obtain existing data that would have been difficult to obtain through a
new primary data collection endeavor. Darby and collaborators (2012) indicate that when
reusing second-hand data, scientists benefit from having greater chances to easily obtain
richer datasets and with fairly large sample sizes. The notion of frugality as a benefit and
driver associated with data reuse has been substantially addressed in the literature. Some
examples are Kiecolt and Nathan (1985) who articulate on the notion of secondary data
analysis as a resource saving activity. Hyman (1972) emphasizes that reuse of existing data
economizes money, time and personnel. Law (2005) associates the reuse of data to parsimony
and Castle (2003) elaborates on the possibility of reusers to count on data collection skills
from more experienced researchers. Likewise, this was one of the most recurrent factors
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across interviews and an aspect mentioned by all participants, as illustrated in the interviews’
excerpts below:
It takes a lot of effort to collect data, and as an experimental researcher I know that, so certainly the
availability of already existent data can make the whole process of studying something quicker (Cindy,
Professor)
[…] sometimes to get community samples is just so difficult, you know. I have been working with
community agencies […] sometimes is taking me almost a year and a half to get more to the community
agency folks, to access their, the participants through the agencies and things like that. (Ellen,
Professor)
Primary data collection requires a lot of skills that a lot of people don't have, and it's slower, it's more
costly, the quality control problems are very difficult. (Luke, Professor)

 Pre-endorsement: social scientists perceive data reuse as beneficial because data available
for reuse are considered to some extent credible and reliable, otherwise they would not be
shared and available to the public and to be subject to scrutiny and verification. As described
in Table 4, no support for this factor was found in the literature. This perception of
endorsement is found in Ellen’s comment:
Most of the data that gets upload to ICPSR or other repositories are collected in some way or the other,
you know...probably they got grants, which were evaluated by their peers, and they are weighed to
some extent (Ellen, Professor).

3.7.2 Perceived Risks
Perceived risks are considered as foreseeable harmful consequences associated with the
reuse of research data.
 Fear of being undervalued: when reusing other people’s data social scientists might fear
that their work would receive less credit in comparison with scientists who conducted
primary data collection and used original data in their research. Goodwin (2012) elaborates
on this matter, indicating that social scientists, especially with a qualitative approach to
inquiry, hold a general belief of undervalue towards data reuse. Martin (1995) and Fahs,
Morgan and Kalman (2003) indicate that especially in cases of replication studies there is a
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sense that data reuse might not be as highly regarded as a research activity. This issue was
presented in Denise’s opinion:
there was a value issue going on, yeah, there was actually a value issue and it was not as respected as
collecting my own data, doing that [reusing existing data]. (Denise, Professor).

 Fear of Infringing Ethical Codes: social scientists might hesitate to reuse existing data
generated by other researchers if they perceive risks associated with the consent and approval
for conducting the study that was granted only to the original data collectors. The literature in
data reuse and secondary analysis, especially with regard to qualitative data, emphasizes that,
even in circumstances data is publicly available for reuse, scientists might refrain from
choosing to reuse someone else’s data, fearing of infringing the norms and codes of conduct of
science. Where sensitive data is involved, informed consent cannot be simply presumed by
reusers and there is a need for verification whether the reuse of data violates the contract
established between subjects and primary investigators (Heaton, 2004). Additionally,
copyright and confidentiality issues might be unclear for data reusers (Heaton, 2004). Grinyer
(2009) and Law (2005) indicate that this might be a result of a lack of clarity with regard to
codes of ethical conduct, especially for qualitative data archived for future reuse. The
distinction between “once-and-for-all” consent and the need for renewed consent for reuse are
not always well defined and apparent to reusers. This potentially perceived risk was expressed
by Ellen:
There are some datasets that require, you know...confidentiality I would say, that have confidentiality
requirements. So, but you need to find that reusing those datasets require confidentiality arrangements
that rule […] A person who is new to accessing secondary datasets…it requires sometimes some more
indication regarding…that there is not something to be worried about, that can be done. (Ellen,
Professor).

 Slippage: social scientists are concerned with potential misinterpretation, incorrect or
unintentional misuse that might result from reusing someone else’s data. While describing a
Finnish initiative to archive qualitative data, Kuula (2010) describes the misuse as one major
concern of social scientists. Tenopir et al.’s (2011) study on data sharing practices among
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scientists identified the issue of misinterpretation and misuse of data as a concern of scientists
when asked about their views on the use of data across their research field. This particular
issue was raised by Cindy:
I kind of have the same concerns about someone using my data as I would have for that data I am
using (…) I would certainly want to know if they are following certain standards and things like that,
and that they are not misusing it. (Cindy, Professor).

Corti and Thompson (2004) explain that “concerns about misinterpretation of data may arise
from fear of selective and opportunistic interpretation in reanalysis” (p. 307). In other words,
the process of trying to explore data in different ways may cause reusers to make wrong
assumptions based on data, because data is pulled out from its original framework.


Vulnerability to Hidden Errors: data collected by others might contain hidden errors that

are not easily identifiable by reusers. The idea of hidden errors is articulated by Kiecolt and
Nathan (1985) as a potential risk for reusers. Similarly, Hyman (1972) asserts that while
conducting analysis of existing research data, reusers face difficult in detecting errors. Castle
(2003) comments on this matter, emphasizing that data reusers experience a lack of control
over data quality. Luke expressed his point of view about this issue:
Often times [you have] to work with [the data you have], you can live with, you know, coding errors
that possibly could be there (Luke, Professor).

3.7.3 Perceived Efforts
Perceived efforts refer to the amount of work that social scientists estimate that they have
to face in dealing with data they did not produce/collect themselves.

 Being Innovative with Old Data: when social scientists consider reusing data, they take
into account that they have to invest effort in identifying new ways to approach old data that
would differentiate their work from the original research and/or subsequent reuses of that
particular work. Zimmerman (2008) discusses the idea of new knowledge from old data. She
found that ecologists not only devote attention to understand the data they have at hand, but
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also they have to look for ways to expand science from old data. This notion of effort
associated with the need to was explicit in Michael’s and Heidi’s comments:
I collected the data and if only I had the data, then I guess..I know I can write research for this original
dataset and it’s kind of a sellable point; I suppose. If it’s a sort of publicly used dataset sometimes I get the
feeling that well someone else it’s big work, they’ve already asked these questions, somebody must have
had more time than me…so there’s at least this perception that I’m competing with a bunch of people over
the same data (Michael, Professor).
I was really running a lot of statistical analysis to kind of see, you know, what weren't like written, you
know, and then also what would be like interesting, you know, in terms of academics (…) intellectually
interesting (Heidi, PhD)

 Obtain Access to Data: The access to datasets varies depending on who owns and control
access, where data is held and in which format (Heaton, 2004). The process of obtaining
access to data is recognized by social scientists as an expenditure of effort in the reuse of data.
Faniel et al. (2013), in a survey study with quantitative social scientists found that data
accessibility, that is the easiness of access to data was the strongest predictor of data reuse
satisfaction. Tenopir et al. (2011) also found that scientists indicate strong interest in using
datasets from other researchers, if the data were easy to access. This particular factor can be
illustrated with an excerpt of Denise’s interview in which she describes the efforts of gaining
access to data. In particular, she mentions two distinct circumstances in this passage, one
positive and other negative, with the latter concerning a dataset with some restricted data:
I needed other instruments, things that they collected, probably six months later. They sent to me within
three days, I mean it was very quickly done. One of the issues that was a really a time leg was restricted
data...and so I was surprised by this university […] I expected that to access and use restricted data
would be not a complicated process...and it took six months…So you have to apply for the data. So, that
process was six months. That was horrible! That was horrible! (Denise, Professor).

 Data Discovery Process: social scientists perceive that there is effort required to discover
data for potential reuse. A similar relationship is defined in Faniel and Majchrzak’s (2002)
conclusion about the factors associated with successful reuse of others knowledge. Although
Faniel and Majchrzak (2002) have not tested the conceptual model they developed through
interviews, they found the effort associated with search to be one of predictors for reuse.
Darby et al. (2012) also reveal that the ease of discovery plays an important role on scientists’
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willingness to reuse data or not. Adam explained that sometimes data discovery involves a set
of activities, and thus, more effort to discover data:
It involves making phone calls and looking around in the web and figuring it out where I can find the
information that I need to answer that particular question. (Adam, Professor)


Dealing with Mismatches: social scientists recognize that the reuse of data implies a

devotion of some efforts to deal with mismatches between the data they have at hand and the
data they wish to have in order to answer their research questions. The primary data was
collected under particular circumstances, in a given context, time-frame, and in order to
investigate particular issues, meaning it rarely captures all the elements that reusers would
collect if they had the chance. Kiecolt and Nathan (1985) indicate that reusers usually
experience a mismatch between primary and secondary research objectives. Dale (2004)
describes how reusers have to adapt to the available data. “Because the data have been
collected by another researcher, the secondary analyst will have had no opportunity to
influence the questions asked or the coding frames used, and this important factor must be
borne in mind at all stages of analysis” (p.1007). While describing his experiences of reusing
existing data, Ivan mentioned some inherent characteristics of working with primary data
collected by others, which illustrate this idea of mismatch:
one of the limitations with working with secondary data is that...you know, you didn't ask the questions
yourself, you didn't write the questions yourself, some kind of the wording might be, you know, not
what you would have asked...or it is similar to what you would like to know, but not exactly not what
you want to know. (Ivan, PhD Student).

Heaton (2004) underscores that the problem of data fit often arises because research data
available for reuse were pre-defined by a “framework” approach. As a consequence of some
situations of dealing with mismatches, social scientists described a different dimension of
effort which consists of resigning initial ideas and reframing their study design to
accommodate the existent data. This was an interesting finding because rather than working
with minor adjustments or justifications to explain the preference to reuse instead of
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collecting new data, this type of effort reflects an reversed process in which the researcher
modifies his/her original research plan in order to fit the data already available. Klein’s et
al.’s (2007) study on data-frame sense-making is particularly important for understanding this
process. Based on Weick’s (1995) cognitive view of sense-making applied to organizational
settings. They consider data as interpreted signals of events and frames as exploratory
structures to account for these events. Klein et al. (2007) postulate that in the course of using
existing data people deliberately go through a process of sense-making as a stage of meaning
construction. This process might involve not only the action of fitting data to reusers’ original
frame, but also of fitting their frame around the data. The interviews results disclosed that
fitting data to the study is more common than the other way around; however, as mentioned
by Denise, there were cases where the data determined the frame of the study:
[…] data was limited was that in the field when you talk about abuse or neglect of children or
adolescents you talk about harm to the child and I didn't have the harm to the child I had the parent
behavior. So, that was a big shift for me. […] So I had to do a shift, so that was one shift that was
based on the data that was collected, which was more parental aggression…that I really ended up
liking very much. (Denise, Professor)

While some might consider dealing with mismatches as a potential risk associated with
the reuse of data, interviewees emphasized that these mismatches are anticipated issues of
data reuse, rather than a consequence or a negative result of reusing data. To reuse, they have
to deal with these mismatches and employ some effort to justify why they decided to move
forward with second hand data, instead of collecting their own.


Preparation for Reuse: social scientists recognize that the reuse of data often requires

additional work prior to the analysis. This includes screening data, formatting it in a
particular way, deciding how to manage missing data as well as complement data in cases
where they combine different data sources. Faniel et al. (2013) study, found that the ease of
operation plays an important role on ones’ willingness to reuse existing data. In this sense,
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the recognition of additional efforts associated with reuse might inhibit scientists from
reusing data. On this matter Bridget and Denise commented:
I looked at a dataset once that had every natural disaster that the federal government helped fund
recovery for and it was a beautiful dataset, I was just "that is wonderful". Except for in order to use it,
I would have to do individual manual recoding of the observations from natural disasters, into natural
disasters in the state and specific year, and that was just overwhelming. Even like with shortcuts, it is
just too much. (Bridget, PhD Student).

You know kind of being easy...the flexibility of the dataset to the programs, the statistical programs that
I am using, will...do I have to do a lot of work? Or, that can be translated easily? (Denise, Professor).

While Denise made a general comment on her perception about how data should be easy
to manipulate and prepare for reuse, Bridget described a situation which caused her to
abandoning the reuse of the dataset after considering the extra effort that the manipulation of
the data would require.


Understanding the Original Study: social scientists recognize that the process of making

sense of data produced by others requires extra effort to gain a thorough comprehension of
the original study; that is, the study from which primary data is derived. Scientists invest a
great deal of their time to analyze the study in order to avoid the potential of inadvertent
slippage. Faniel and Jacobsen (2010), in a study of earthquake engineering researchers about
their data reuse practices, found that they invest a significant amount of effort seeking
confidence that data is fully understood. In a study about the reuse of knowledge assets from
repositories in an organizational setting, Boh (2008) found that asset complexity is an
important factor for one’s intention to reuse a knowledge asset. She particularly emphasizes
the time required for reusers to understand an asset, in order to determine “how the ideas can
be adapted to meet the problem at hand” (p.365). The effort of understanding a study prior to
reuse was brought up by Michael:
I recall it was a little bit of a task onto itself to interpret what questions had been asked at what times.
You know I had to kind of comb through some of the actual files of the survey (Michael, Professor).
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3.7.4 Reusability Assessment
When asked about important factors they consider prior to reusing someone else’s data
and during the description of the events of data reuse they experienced, social scientists
disclosed different attributes of data they consider when deciding to reuse data produced by
other researchers. Data reusability in the context of scientific practices is part of Faniel and
Jacobsen’s (2010) focus on their analysis earthquake engineering researchers, and commonly
part of practitioners’ vocabulary (e.g. data managers and librarians). However, this term is
not clearly defined. Here, data reusability means the condition of being reusable, which is
necessarily appraised by the reuser, relying on their best judgment about the attributes of the
data. In other words, data has to possess certain characteristics to be considered reusable.
Faniel and Jacobsen (2010) found that to assess reusability of experimental data Earthquake
Engineers consider data relevance, understandability and trustworthiness major attributes data
should comply with. This attributes were also found to be important to social scientists and
are expressed in the different factors described below.
 Data Documentation: when considering reusing data, social scientists tend to judge
whether data documentation is of good quality; that is, how sufficiently complete and clear
the supplementary documentation is. Data documentation includes a variety of supplementary
materials that have the function of supporting the understanding and reuse of the data. Data
documentation may vary depending on the type of data, and can include: codebooks or data
dictionaries, reports about the data collection process, data collection instruments, previous
publications based on the data, user guides or handbooks, statistical manuals, data extraction
software, and institutional review board (IRB) documents.
David (1991) emphasizes the role of documentation in data reuse and the risks of failure
or induced avoidable error in secondary analysis caused by poor data documentation. Many
scholars have addressed the importance of documentation quality as a condition of research
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data reuse, both conceptually and empirically (e.g. Faniel et al., 2013; Zimmerman, 2003;
2007; 2008; Niu, 2009ab; Niu & Hedstrom). Faniel et al. (2013) concluded that data
documentation quality has a statistically significant relationship with data reuse satisfaction
among social scientists. Niu (2009ab) offers a closer and more detailed examination of the
implications of documentation quality for data reuse. She found that completeness, clarity,
and ease of understanding are important attributes of data documentation for social scientists
that have reused qualitative and quantitative data. Nathan and Ivan expressed the issue of
poor quality of data documentation when attempting to reuse a particular dataset. In both
cases this was a determinant factor for the user to refrain from using those data sources.
The code book was like 1,000 pages and the variables were just really hard to connect to the code
books (Nathan, PhD Candidate).
It was really kind of confusing and kind of hard to find what you are looking for in terms of the
explanations and all the variables...working with dataset, that you know, has 40 years of collection is
really difficult, so there is no perfect way of doing it...but the codebook was kind of a mess as far as I
am concerned (Ivan, PhD Student).

 Data Fitness: when social scientists consider reusing existing data, they examine different
factors such as the topic, the level of analysis, and the type of data in order to help them to
judge whether data is suitable or not to their purpose (Hinds, Vogel & Clarke-Steffen, 1997).
Palmer, Weber and Crager (2011) assimilate fit for purpose and the attribute of utility of data.
Faniel et al. (2013) use the attribute of data relevance to represent data fitness. The need of
data to fit some or all the criteria mentioned above was consistent in the interviewees’
narratives, as illustrated by Adam’s and Cindy’s comments:
If they have the variables that you are looking for, the level of observations it is probably the best
what you are gonna [sic] do (Adam, Professor).
To me, I think the first question is: "is this topic relevant to what I am interested in?”. (Cindy,
Professor)

 Data Producer Trustworthiness and Credibility: before considering reusing data, social
scientists tend to evaluate how trustable and credible data producers are. There is an
extensive body of literature available about information credibility from communication
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studies on information credibility. Directed more to the reuse of digital assets produced by
other in the organizational setting, Boh (2008) discusses the credibility of the provider as a
determinant for reuse. Carlson and Anderson (2007) consider data trustworthiness and the
credibility of data provenance as critical factors for data reuse and Darby et al. (2012)
underscore the importance that reusers “feel safe” about second-hand data.
The relationship between data credibility and data producer credibility with reuse
satisfaction was not supported by Faniel’s et al. (2013) study, however this might signals that
once reusers select the data source based on their credibility and trustworthiness perception,
the contribution to the success of the reuse is no longer of importance. Thus, assessing the
credibility of a source might be important for the initial stage of reuse, but not so much for
the evaluation of the reuse outcome (post-fact). With regard to trustworthiness and credibility,
some interviewees not only underscored the importance of trusting in the data producers, but
also expressed their preference for datasets institutions produced by institutional groups
rather from individual researchers, as illustrated below:
You know, I would prefer it be an institution. I can only say in once they try to publish this research I
don’t know, it would just be easier to convince reviewers that the data that came from the big research
institutions […]. The individual research you know there’s a certain amount of trust there and I can’t
know for sure what processes are clinical and followed by that researcher.[…] I usually would prefer
somebody from an established institution (Michael, Professor).

 Data Quality: there is also a sense among social scientists about how consistent data are
perceived to be. Data documentation overlaps with data and the distinctions between them are
not always easy to capture (Niu, 2009ab). Nonetheless, the data quality factor grouped
interviewees’ perceptions when they described attributes more directly to the dataset level,
rather than the supplementary materials. Data quality represents the attributes of data in terms
of consistency and completeness. While consistency refers to how accurate data is perceived,
completeness refers to no or minimal missing data (Hinds, Vogel & Clarke-Steffen, 1997).
Faniel’s et al. (2013) study on data completeness, found that after data accessibility, data
quality is the strongest contributor to data reuse satisfaction among quantitative social
87

scientists. As observed in Beth’s comment, there is often an association between missing data
and quality, and these factors directly contribute to the reusability judgment.

So, first thing I will look at missing data. If they have many dots, then I know data are not available or
not applicable...means that it is not a very good dataset because there are only couple variable cases
(Beth, PhD Candidate).

 Study Rigor: when reusing someone else’s data, social scientists also consider the original
study design and execution. Hinds, Vogel & Clarke-Steffen (1997) indicate that a prime
question that should be asked by reusers is about how well the study was designed and
executed. The first apparent indicator of study rigor might be expressed in the dataset itself,
and data documentation is the prime source for reusers to evaluate and understand the study.
The factor “study rigor” groups interviewee’s perceptions outside the artifacts they have in
hand (data and supplementary materials) and the evaluation of these in terms of quality.
These are the materialized forms through which reusers can understand and interpret the
study. On the other hand, the assessment of how rigorous the study is represents their overall
judgment of appropriateness of methods and procedures, as well as the transition between
goals/objectives, methods, and outcomes. Adam highlighted this issue:
Another would be, you know, if I think they collected the data done was done in a rigorous way (Adam,
Professor).

3.7.5 Enabling Factors
Enablers are facilitators which provide some of the necessary conditions and
infrastructure that, according to interviewees, facilitate the reuse of data.
 Data Documentation Availability: in the reusability assessment category, data
documentation is evaluated in terms of completeness, organization and clarity. A number of
authors have addressed the essential role of data documentation to enable reuse (e.g. David,
2001; Pigott, Hobs & Gammack, 2001; Markus, 2001; Niu, 2009ab ; Niu & Hedstrom, 2009;
Zimmerman, 2003; 2007; 2008). For example, Markus (2001) elaborates on the importance
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of dissimilar others. In her view, documenting for future reuse is a challenging task because
applications cannot be fully anticipated. However, without data documentation providing the
rationale for the digital assets, chances of reuse are heavily compromised. Comments about
the importance of the existence of data documentation were considered enabling factors.
Luke addressed the issue he encountered while dealing with a dataset from another field of
study he was planning to use in his own research in care giving:
The documentation of this genetics data, so far I can't find any. It's totally mystifying. I can find books
that talk generically about this kind of information, but I haven't seen anything that identifies the
contents of these data records. To me that's documentation (Luke, Professor).

When data is openly available for reuse, it can be subject to countless applications and
reuses. Thus, some interviewees emphasized the importance of having access or means for
accessing an updated list of studies which have reused a particular dataset. Not only they
believe it is helpful to know what was already done in terms of research beyond the original
study with that particular dataset, but also they see it as an opportunity to identify gaps or
potential opportunities for new research. Similarly, Faniel et al. (2013) found in a study with
quantitative social scientists that they tend to look for related literature written by data
producers as well as for articles written by other reusers to see how the dataset was critiqued
and reused in different ways. As indicated above, the notion of reusers competing over the
same data is a part of social scientists’ concern about how to be innovative with old data.
Some interviewees’ emphasized the importance of having access or means to access different
studies that have reused datasets. Niu (2009ab) states that related bibliographies should be
provided along with data documentation in order to optimize the reuse process. ICPSR offers
the users of the platform the possibility of accessing a list or related studies with this purpose.
This enabler was indicated by Denise:
I did read a lot and I read dissertations that were done with the dataset just to see kind of the scope
of how people used the dataset, so this was really helpful to me […] the research that was done with
the dataset was incredibly important to me, that was really important (Denise, Professor).
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 Data Repositories Availability: as mentioned earlier on Chapter II, data repositories are
vessels of data for potential reuse. Considering the current state of digital scholarship, relying
on informal ad-hoc mechanisms for data sharing and reuse is not effective. The importance of
data repositories as a central technological infrastructure for data sharing and future reuse of
data assets is well-recognized by academics (e.g. Markus, 2001; Borgman, 2007; Marcial &
Hemminger, 2010; Tenopir et al. (2011). Markus (2001) discusses the role of repositories in
particular in the business realm. However, she recognizes that repositories are determinants
of failure or success of reuse in different contexts. Cindy, who said never had the opportunity
to find data in her area of research highlighted the importance of data repositories:
data repository of data that could be shared in some way even from experiments, that you know, more
people could ask certain questions and I could look at other items there, that would be really valuable
(Cindy, Professor).

 Primary Investigators Reach: social scientists recognize the importance of having the
technological infrastructure of data repositories as important for the reuse of data, but they also
highlight the importance of establishing communication with primary investigators (data
collectors) in order to gather a better understanding of the nuances behind the study, which
cannot be always easily attainable from the analysis of the data and the provided documentation.
Boh (2008) highlights that complementary person-to-person interactions between
authors/collectors of data assets and data reusers are desirable and facilitates reuse, especially in
circumstances of high-complexity data. Similarly, Faniel and Zimmerman (2011) recognize the
value of social exchange between data producers and reusers, but indicate that this social
exchange is difficult to accomplish on large scale. In spite of that, some interviewees described
the process of contacting primary investigators to clarify or request additional information in
order to reuse data. An example is illustrated in Adam’s narrative:
there were some institutional details that I wanted to know about how bails worked in Philadelphia in
the sense that these people weren't talking that much and we weren't able to find some of their files, so
I asked them about some of the files that weren't included [in the study files in the repository]...and the
guy wrote me and said: "I think they are at a box at my attic somewhere", and he looked through the
box, but he couldn't find them. So, but I went to Philadelphia and I met some people who run the bail
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system there, and they gave me a lot of the institutional details that I needed (Adam, Professor).

 Support & Assistance Availability: Markus (2001) and Behboudi and Hart (2008) discuss
the role of human intermediaries for reuse and their particular importance in reuse success. In
a comparative case study between archeologists and social scientists, Faniel et al. (2013)
found that both disciplines rely on human intermediaries to reuse data. Data producers can be
considered human intermediaries, but here support and assistance aggregates the more formal
type of support provided by the institution the reuser is affiliated with and the data repository
which he/she obtained data from. One illustration of this type of support playing a role in the
reuse of data is expressed in Nathan’s comment:
I really needed a lot of external support for the data preparation and data analysis process. So, you
know, went to like research and stats camps, I asked for a lot of help from statisticians from the thesis
department, so they have staff support there that I actually had. I think in the future that would be
really helpful to have more statistical support for using the data. It’s one area that I really struggled in
a lot (Nathan, PhD Student).

 Training and Expertise: the reuse of data minimizes data collection skills, but demands
ability and experience in data analysis. Hyman (1972) emphasizes that skills should be built
through methodological training. Hyman focuses primarily on the importance of statistical
knowledge, considering that his arguments are centered on the secondary analysis of survey
data. Corti and Bishop (2005), on the other hand, explore the need of techniques and skills
development for the reuse of qualitative data and the importance of training programs to both
build awareness of the general opportunity for data reuse and prepare more scientists to reuse
data. Similarly, Kriesberg et al. (2013) articulate on the importance of formal training on data
reuse especially for novice scholars. With regard to the importance of training, Denise
provided a retrospect of her learning process after conducting data reuse without previous
training. Frank also spoke about the need of a set of skills required for the reuse data.
I think [secondary data analysis] it is a huge skill set that is different and it is your own skill set and
there are a lot of strengths to it and there are also challenges like there would be in any research
(Denise, Professor).
Well if you’ve never used this kind of stuff and you’re exposed to it, you know, one of the things that
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always threw people was well I’m using this complicated survey and it’s got all these sampling things,
what do I do? What do they mean? Well somewhere down the line somebody needs to, you know, you
need to learn how, or you need to be taught how those work, you don’t have to be an expert in
sampling theory, and you don’t have to be able to design the sample, but you have to understand how
to use it. So just dealing with the complexities of some of these data (…) if you’re just doing it on your
own from scratch it’s a little tough. If you have someone around who’s been through some of it it’s
more helpful (Frank, Research Consultant).

3.7.6 Social Factors
Social factors correspond to elements of the scientists’ social environment which can
influence their intention to reuse data. When asked about their opinion regarding data reuse as a
scientific practice, interviewees disclosed two aspects related to their social environment they
consider important when deciding whether to reuse data or not: their discipline and their peers.


Disciplinary Receptiveness: There is a general assumption that some fields and disciplines

are keener or more receptive to reuse second-hand data than others (Borgman, 2007; Faniel &
Jacobsen, 2010, Thesen & Patternson, 2011). Even though the small-scale exploratory study
did not aim to conduct any sort of comparative analysis between different disciplines within
the social sciences, some questions asked about their general views on the reuse of data in
science revealed how open they perceive their discipline to be towards the reuse of data.
Sociology is always trying to defend itself as 'a' Social Sciences, you know it is really changing to more
positivistic scientific approaches, which is fine...you know I am all for it (...) I mean…quantitative is
generally...data is generalizable to the agenda (...) and obviously the results are certainly more valid
(...) so that is why I really want to explore secondary sources...specially, you know, public available
data (Ivan, PhD Student).

 Peer Encouragement: The idea of support from peers was represented in some interviews.

Most of the comments came from PhD student or candidate interviewees while describing a
specific scenario where a professor or senior researcher recommended he/she look at a
particular dataset and consider it to the study.
Somebody else in my lab had been using the data from the MIT, Harvard, MIT data center and so my
professor introduced me to the center and this really rich dataset (Nathan, PhD Student).
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This notion of peer encouragement relates to some extent to the discussion about the role of
senior researchers in modeling general reuse practices in novice scholars (Kriesberg et al., 2013)
and the idea that research peers can be influence social scientists’ decision to consider whether to
reuse data or not.

3.8 Contributions and Limitations
It is acknowledged that this exploratory study was subject to different limitations. First, as
anticipated in the study scope section, the study sought to understand the reuse of research
(non-naturalistic) data. Therefore, findings are not expected and cannot be reproduced to
understand the reuse of naturalistic data in research. Second, the target population included
only social scientists that have at least once reused or attempted to reuse data available via data
repositories. Third, data analysis was based on only 13 individuals’ perceptions and
experiences with regard to the reuse of research data, taken from a small number of subdisciplines under the Social Sciences’ umbrella. Fourth, in spite of the intention to capture
perceptions on the reuse of both qualitative and quantitative data and the diversity in
interviewees’ methodological orientations, all experiences reported were basically related to the
reuse of quantitative data. Participants mentioned issues associated with the reuse of qualitative
data, but largely with respect to their assumptions rather than based on their own experiences.
Despite the aforementioned limitations, it is believed that the study findings offer an
important initial conceptual foreground for the larger study that is described in Chapter V. In
a broader spectrum this exploratory study provided a better understanding of how social
scientists usually discover data for reuse, issues they might face to gain access to data, the
different data types they reuse (and which they prefer), and the most common types of reuse
they perform. But, most importantly – considering the goals of this particular dissertation
study –, based on multiple experiences reported, including both successful and unsuccessful
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attempts to reuse data, this exploratory study was able to capture an array of factors that are
expected to influence social scientists’ data reuse practices.
Empirical findings support the assumption that scientists take into account a combination
of factors beyond frugal motivations when considering reusing other people’s research data.
These preliminary findings suggest that frugality accounts for only one of the aspects
identified amidst other dimensions of benefits, as well as other factors social scientists
associate with the reuse of research data. Results from this preliminary exploratory study
allows to infer that more than merely “thrifting” for available research data, by considering
advantages such as the time, resources, and money saving when working with existing data;
social scientists also weigh different conditions that they judge as relevant before reusing data
collected/generated by others. These conditions include other benefits and potential harms
associated with the reuse of data, the perceived reusability of data, the effort required to deal
with data they have not collected themselves, the availability of technical and personnel
support to facilitate the data reuse process, as well as, how receptive their peers and research
field are with regard to research based on secondary/existing data. Understanding to what
extent these different factors influence social scientists’ data reuse intention and behavior is
one of the main goals of this research.

3.9 Summary
This chapter offered an initial groundwork to understand the reuse of research data. Based
on interviews with social scientists, six categories (theoretical variables), and a set of 25
factors were found to be influential on social scientists’ data reuse experiences, most of
which were supported by different, albeit dispersed literature. The outcome of the
exploratory study reinforces the early statement that scientists do not make their decisions
whether to reuse data based solely on frugality. Despite being undeniably a critical driver for

94

the reuse of data; time, money and resources saving account only for a partial picture of
factors that influence scientists’ research data reuse.
Considering the goals and objectives of this research (Chapter I), the next step is the
examination of whether and to what extent these factors influence data reuse behavior.
Therefore, it is important to articulate on how the identified factors and theoretical variables
interplay, as well as to present the rationale behind their expected relationships. The next
chapter presents the theoretical foundation of the study – which is rooted in Venkatesh’s et
al. (2003) Unified Theory of Acceptance and Use of Technology (UTAUT) model –, along
with the research conceptual framework and hypotheses.

95

CHAPTER IV
THEORETICAL FOUNDATION AND RESEARCH FRAMEWORK
In the scientific sphere, theories are sets of propositions, principles, or statements
coherently devised to offer well-substantiated explanations about research phenomena. They
represent abstractions of observed phenomena, which postulate and explain the relationships
among entities in a given research domain, logically connecting repeating facts and events, in
order to allow further deployment and verification (Sutton & Staw, 1995; Sullivan, 2009).
Owing to the multitude of theoretical frameworks and models available, when applying a
theory it is important for researchers not only to inform, but also to present the reasoning
behind their theoretical choices. This is especially critical in cases where the theory is
borrowed from different fields, and the connection between the chosen theory and the
research phenomenon may not be immediately evident.
As indicated in Chapter I, it is of interest of this study to examine whether and to what
extent different factors influence scientists’ research data reuse. Chapter III took a first step in
identifying, presenting and discussing different theoretical variables and factors that influence
social scientists’ intention to reuse data and data reuse behavior. In order to answer the
aforementioned research questions, however, the study needs to theorize the relationships
between and among research constructs, as well as articulate about their operationalization as
a part of a research model. This study opted to take a data-driven approach for theory
selection, considering its proximity with empirical findings.
Information Systems literature offers different theories for the investigation of people’s
intention and behavior in different scenarios. Because data reuse is in essence a behavior
which scientists might choose to perform or not, based on their intentions and perceptions,
the study considers the Unified Theory of Acceptance and Use of Technology (UTAUT) as
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the theoretical lenses to investigate what factors and to what degree they influence scientists’
data reuse behavior.
This chapter therefore presents and justifies the selected theoretical framework of the
study, which consists of a tailored version of the Unified Theory of Acceptance and Use of
Technology (UTAUT) to study data reuse. This research adapts the UTAUT to investigate
scientists’ intentions and behaviors to reuse publicly research data collected by others.
First, this chapter presents a description of the UTAUT along with some examples of
different contexts in which this theory has been applied to date. Second, it establishes the link
between the UTAUT and the phenomenon of data reuse, explaining how the theoretical
variables and codes identified in the preliminary study (Chapter III) relate to the UTAUT.
Finally, drawing upon the UTAUT model, it proposes an adapted research framework to
examine scientists’ intentions and behaviors to reuse research data, and outlines the different
research hypotheses of the study.

4.1 Unified theory of acceptance and use of technology (UTAUT)
The Unified Theory of Acceptance and Use of Technology (UTAUT) was introduced by
Venkatesh, Morris, Davis, and Davis (2003) in their MIS Quarterly paper “User acceptance
of Information Technology: toward a unified view”. The theory proposes an empirically
validated and unified model to explain users’ intentions when using information systems and
their subsequent usage behavior.
The UTAUT integrates elements across the eight most prominent and competing models
in Information Systems literature (Figure 5), which have been extensively applied to
investigate technology adoption and related issues from an individual level of analysis. The
eight original models and theories of individual acceptance that are synthesized by Venkatesh
et al. (2003) are: the Theory of Reasoned Action (TRA), Technology Acceptance Model
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(TAM), Motivational Model (MM), Theory of Planned Behavior (TPB), Model Combining
the Technology Acceptance Model and Theory of Planned Behavior (C-TAM-TPB), Model
of PC Utilization (MPCU), Innovation Diffusion Theory (IDT), and Social Cognitive Theory
(SCT). Every major overlapping aspect of user acceptance determinants from those models
was reviewed and combined to originate the UTAUT (Sundaravej, 2010).

Figure 5: UTAUT’s Theoretical Basis
1. Theory of Reasoned Action (TRA): set forth by Fishbein and Ajzen (1975), the TRA is
drawn from social psychology and is considered one of the most influential theories of
human behavior. The three core constructs of the theory are: behavioral intentions (one’s
relative strength of intention to perform a behavior), the attitudes toward behavior
(positive and negative feelings individuals have towards performing a target behavior),
and the subjective norm (individuals’ perceptions about how people that are relevant to
them judge that they should or not perform the task in question). The TRA suggests that
one's behavioral intention depends on one’s attitude about the behavior and subjective
norms. In addition, this theory implies that if a person intends to perform a behavior, then
it is likely that the person will actually perform it.
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2. Technology Acceptance Model (TAM): originally proposed by Davis (1986) but more
popular with the paper Davis (1989), the TAM model is an extension of the TRA model.
The TAM was particularly tailored to the study of information systems, in order to
explain users’ acceptance and use of technology. The model has been widely applied to a
diverse range of contexts. Its original version includes two main constructs: perceived
usefulness (individuals’ belief that the use of a particular system will enhance their
performance) and perceived ease of use (individuals’ belief that the use of a particular
system will be free or require little effort). Years later, Venkatesh and Davis (2000)
presented an extended version of this model, named TAM2, aiming to better describe user
adoption behavior, including subject norms to account for individuals’ perceptions of
external pressures that influence the performance of a given behavior.
3. Theory of Planned Behavior (TPB): introduced by Ajzen (1985, 1991), this theory is an
extension of the TRA model which added the perceived behavioral control construct as a
determinant of intention and behavior. This additional construct reflects individuals’
perception of how easy or how difficult a given task is, accounting for both internal and
external potential constraints on behavior.
4. Combined Theory of TAM and TPB (C-TAM-TPB): proposed by Taylor and Todd
(1995), the C-TAM-TPB unifies the TAM and the TPB predictors. The authors concluded
that the combination of these two models is useful to predict IT usage behavior with a
more robust understanding of behavior and behavioral intentions.
5. Motivational Model (MM): derived from motivational theory and social psychology,
Davis, Bagozzi, and Warshaw (1992) developed the MM to offer explanations for
technology users’ behavior towards adoption and use. The major constructs of MM are
extrinsic motivations and intrinsic motivations. The former relates to factors that are
perceived as instrumental to achieve valued outcomes, but that are external to the
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activity/task itself; whilst the latter refers to factors related to users willingness to perform
an activity per se.
6. Model of Personal Computer Utilization (MPCU): proposed by Thompson, Higgins and
Howell (1991), the MPCU was based on Triandis’ (1979) theory on values, attitudes, and
interpersonal behavior, which are widely known in psychology. The MPCU has been
used to predict the acceptance and use of a set of information technologies based on six
constructs: job-fit (individuals’ perception that the use of a technology can enhance their
job performance), complexity (degree to which a technology is perceived as difficult to
understand and use), long-term consequences (perceived pay-offs of the outcomes related
to use), affect towards use (different feelings associated by an individual in the act of
technology use), social factors (individuals’ internalization of the reference of subjective
culture or social norms), and facilitating conditions (objective factors in the environment
that support users and that can influence on utilization).
7. Innovation Diffusion Theory (IDT): the Innovation Diffusion Theory was postulated by
Rogers in 1962 (Rogers, 2010) and was adapted by Moore and Benbasat (1991) to study
individuals’ technology acceptance. Seven core constructs constitute this theory: relative
advantage (the degree to which an innovation is perceived as more advantageous than its
precursor), ease of use (the degree to which an innovation is perceived as being ease to
use), image (the degree to which an innovation is perceived to enhance the user’s image
or status in their social environment), visibility (the degree to which one can see others
using the innovation), compatibility (the degree to which an innovation is perceived as
being consistent with existing values, needs, and previous experiences of potential
adopters), results demonstrability (the perceived tangible results associated with the usage
of a given innovation), and voluntariness of use (the degree to which the use of an
innovation is perceived as being voluntary).
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8. Social Cognitive Theory (SCT): proposed by Bandura (1986), was adapted to investigate
computer utilization skills by Compeau and Higgins (1995). This theory is comprised of
five main constructs: outcome expectations performance (performance-related
repercussions of the behavior), outcome expectations personal (personal-related
consequences of the behavior), self-efficacy (judgment of one’s ability to use a particular
technology to accomplish a task), affect (individuals affection for a particular behavior),
and anxiety (emotional reactions associated with performing a particular behavior).
Table 5 presents the four core constructs of the UTAUT model alongside the
corresponding constructs derived from each of the eight abovementioned theories. Unapplicable constructs are marked as such (N/A).
Table 5: Relationship Between the UTAUT Constructs and Other ICT Adoption and
Use Theories

Figure adapted by author from: “Technology adoption and use theory review for studying
scientists' continued use of cyber-infrastructure” by Y. Kim & K. Crowston, 2011.
Proceedings of the American Society for Information Science and Technology, 48(1), 1-10.

The core constructs of the different theories and models were compared and subjected to
an empirical study which sought to verify the variance in use intentions and use behavior of
information technology. The proposed UTAUT model (Figure 6), was subject to cross-
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validation via a longitudinal study which encountered 70% variance in intention to use and
about 50% variance in usage.

Figure 6: Unified Theory of Acceptance and Use of Technology (UTAUT)
Reprinted from: “User acceptance of information technology: Toward a unified view” by V.
Venkatesh, M. G. Morris, G. B. Davis. & F. D. Davis, F. D., 2003. MIS Quarterly, 27(3),
425-478. Reprinted with permission.

The UTAUT model represents the determinants and factors that impact directly and
indirectly use behavior of a given technology. Behavioral intention (BI) refers to one’s
perceived likelihood or subjective probability of using a particular technology. The boxes on
the left-hand side represent the four core constructs (independent variables) which are
determinants of intention and use behavior:
 Performance Expectancy (PE): the degree to which an individual believes that the use
of a particular technology will be beneficial for their job/task performance.
 Effort Expectancy (EE): the degree of ease associated with the use of the technology.
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 Social Influence (SI): the degree of one’s perception about important others’ belief
he/she should use the technology.
 Facilitating Conditions (FC): the degree to which an individual believes that an
organizational and/or technical infrastructure exists to support the use of the technology.
It is worth noting that Venkatesh et al. (2003) found in their empirical study that
“facilitating conditions have a direct influence on usage beyond that explained by behavioral
intentions alone” (p.454). They are objective factors in the environment which are considered
antecedent of usage not fully mediated by intention. This explains the direct link between FC
and use behavior depicted in the model, instead of a predictor for use intention.
At the bottom of Figure 5, the boxes for gender, age, experience (previous exposure to the
technology), and voluntariness (whether the use of the technology is mandatory or not) represent
four moderators that were found to exert a significant influence in some of the four determinants
(as indicated by the arrows), and, are therefore, expected to indirectly impact usage behavior.
These four additional moderating variables are believed to have effect on the original
relationship between independent variables (IV) and dependent variables (DV). In spite of being
included in the original model, William’s et al. (2011) meta-analysis of different studies which
applied the UTAUT found that these moderators are usually not included as part of the model.
Instead, they are often considered external constructs.
Over the years, Venkatesh’s et al. (2003) model has been extensively and fruitfully
applied to different disciplines and research contexts in order to investigate acceptance,
adoption, and use of a variety of technologies. Examples include technologies for virtual
teamwork and collaboration (Godin & Goette, 2013), open access platforms (Dulle &
Minishi-Majanja, 2011; Khalili & Singh, 2012; Lwoga & Questier, 2014), e-Government
services (Al Awadhi & Morris, 2008; Hung, Wang & Chou, 2007), mobile devices and
applications (Carlsson et al., 2006; Im, Hong & Kang, 2011; Wang & Wang, 2010), health
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information technologies and services (Hennington & Janz, 2007; Wills, El-Gayar & Bennett,
2008), and technology adoption in learning and pedagogy (Marchewka, Liu & Kostiwa, 2007;
Sumak, Polancic & Hericko, 2010; Tan, 2013), to mention just a few.
The UTAUT has become a popular theoretical choice of a number of studies giving its
robustness and completeness, as a result of the integration of different constructs from
different well-established theories and models. Among the different users’ acceptance models
and theories, UTAUT stands out for offering a solid and more comprehensive view of the
different dimensions that might influence one’s intentions and behaviors response towards
the acceptance and use of technology. Nonetheless, up to know, this model has not been
applied yet to investigate researchers’ intentions and behaviors towards the reuse of data; a
connection that is explored in the next section.

4.2 Bridging UTAUT and Data Reuse
The UTAUT model was developed in the context of technology adoption, acceptance, and
use. Nonetheless, because technology can be generally understood as the application of scientific
knowledge for practical purposes – and because the model is especially dedicated to understand
how different factors affect users’ intentions and behaviors – this model can be particularly
helpful for understanding the factors that influence scientists’ data reuse intention and behavior.
Compared to other theories on use intention and behavior, UTAUT offers both a more
comprehensive theoretical lens and a solid framework to ground the operationalization and
relationships of constructs. Not only does the UTAUT model account for individuals’
motivations and perceptions towards the intention and use of a given technology
(performance expectancy and effort expectancy), but it also includes the influence of others
and how the social system affects perceptions (social influence), as well as external factors
(facilitating conditions) that are influential to determine technology usage.
In spite of being inductively conceived, moreover, the preliminary study results are
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consistent with UTAUT core constructs. Chapter III revealed six core theoretical
variables/constructs: a) Perceived Benefits, b) Perceived Risks, c) Perceived Effort, d)
Reusability Assessment, e) Enabling Factors, and f) Social Factors, which were found to
influence scientists’ data reuse intention and behavior. Five of these theoretical variables
converge directly with UTAUT, as described in Table 6.
Table 6: Research Constructs
UTAUT

Preliminary Study

Refined Constructs
Perceived Benefits (PB)

Perceived Benefits (PB)
Performance Expectancy (PE)
The degree to which an
individual believes that the use of
a particular technology will be
beneficial for their job/task
performance

Motives and incentives for data
reuse

The degree to which scientists believe that
reusing research data collected by others is
beneficial for them and the scientific
community in general

Perceived Risks (PR)

Perceived Risks (PR)

Possible harmful consequences
foreseen as potential results of the
reuse of data

The degree to which scientists believe that
reusing research data collected by others
may be disadvantageous for them

Perceived Effort (PE)
Effort Expectancy (EE)

Perceived Effort (PE)

The degree of ease associated
with the use of the technology

The effort associated with
handling data that were not
produced/collected by scientists
themselves

The amount of work and the degree of
difficulty associated with the reuse other
people’s research data

Social Influence (SI)

Social Factors (SF)

Social Influence (SI)

The degree of one’s perception
about important others’ belief
he/she should use the technology

Influence of peers and/or
discipline on scientists’ intention
to reuse data (or not to reuse data)

The degree to which scientists perceive that
their discipline and peers are supportive
towards the reuse of research data

Facilitating Conditions(FC)
The degree to which an
individual believes that an
organizational and/or technical
infrastructure exists to support
the use of the technology

N/A

Facilitating Conditions (FC)
Enabling Factors (EF)
Conditions and infrastructures
which facilitate the reuse of data

The degree to which scientists believe that
an infrastructure (personnel, organizations
and/or technical) exists to support data
reuse

Reusability Assessment (RA)

Perceived Reusability (PReu)

Factors that researchers usually
weigh and evaluate on data before
making the decision whether to
reuse data or not

The degree to which scientists perceive that
data must attain certain
characteristics/attributes to be considered
reusable

The table above presents the comparison between the UTAUT core constructs and the
theoretical variables identified in the preliminary study. In addition, it presents a more
polished version of the variables which are expected to be predictors of scientists’ data reuse
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behavior. This more polished version of constructs and their definitions was necessary to
make the constructs previously identified in the exploratory study more accurate and
straightforward in the light of the adopted theory. The third column contains the new wording
for each constructs’ labeling and definition, which resulted from integrating the UTAUT with
the constructs from the exploratory study, allowing for further operationalization of the
research constructs in an integrated model.
As covered in Chapter III, interviews and the supporting literature reveal that social
scientists perceive different benefits and risks associated with the reuse of data. These factors
reflect social scientists’ expectations associated with performing data reuse, and the potential
perceived outcomes that data reuse might produce in their research and career. Hence, both
risks and benefits are related to performance expectations and considered important
predictors to determine scientists’ intentions to reuse publicly available data collected by
others. While perceived benefits (i.e. knowledge expansion, frugality and pre-endorsement)
are expected to impact positively on reuse intention, the perceived risks (i.e. fear of being
undervalued, fear of infringing ethical codes, slippage, and vulnerability to hidden errors) are
expected to negatively affect social scientists’ intention to reuse data.
The exploratory study results also revealed that social scientists associate some efforts
with the process of reusing data (i.e. being innovative with old data, data access, and data
discovery, dealing with mismatches, preparation for reuse, required shifts to fit data, and
understanding the original study). Unlike in the UTAUT theory, which approaches perceived
effort by evaluating the ease of use of a given technology, perceived effort in data reuse has
an adverse connotation. The perceived effort construct identified in the preliminary study
reflects the difficulty and amount of work required from scientists for reusing data. Thus,
perceived effort is expected to negatively impact social scientists’ intentions to reuse data.
Though worded slightly differently, social influence (SI) and facilitating conditions (FC)
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converge to the social factors (SF) and enabling factors (EF) constructs, respectively, both of
which are expected to positively impact social scientists’ intentions to reuse data. While the
former represents their perceptions about whether important others (i.e. their peers or their
discipline) are supportive to the reuse of data, the latter indicates the degree to which social
scientists believe there is an infrastructure (i.e. personnel/staff, tools) available to support
their reuse of data.
The findings of the preliminary study and related literature (e.g. Darby et al., 2012; Faniel
& Jacobsen, 2010; Faniel et al., 2013) suggest that scientists’ intentions to reuse data depend
on the degree to which they perceive that data are reusable. Interviewees revealed different
factors social scientists consider when assessing data reusability (i.e. data documentation
quality, data fitness, data producer trustworthiness and credibility, data quality, and study
rigor), most of which were sustained by related literature. These factors represent the
attributes of data they perceive as important determinants for determining if data is reusable
or not. Because the original UTAUT model does not account for any dimension that could be
adapted to assess this particular construct, the perceived reusability construct is included as
an additional theoretical variable of the model.

4.3 Research Model and Hypotheses
Theories are hypotheses (individual conjectures) that are logically linked together and can
be tested empirically in order to explain or predict outcomes (Hair et al., 2014). Considering
the findings from the preliminary study and drawing upon the UTAUT model, a conceptual
framework is proposed to examine social scientists’ intentions and behaviors regarding the
reuse of data (Figure 7). This framework is comprised of seven research hypotheses:
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Figure 7: Data Reuse Behavior Extended UTAUT
Differently from the original UTAUT model, where constructs has observed variables as
their indicators, the proposed model uses latent constructs to combine different lower-order
related constructs into a single higher-order construct. The research model is a hierarchical
component model (HCMs) (Lohmüller, 1989 apud Hair, et al. 2014) composed of eight
variables, of which two are dependent variables and six are independent variables. This type
of model integrates two elements: the higher-order component (HOC), which captures more
abstract entities and the lower-order (LOC) construct which express the dimensions (facets)
of these abstract entities (Hair, et al., 2014). The independent variables (higher-order
constructs) are: 1) perceived benefits, 2) perceived risks, 3) perceived effort, 4) social
influence, 5) facilitating conditions, and 6) perceived reusability. Lower-order constructs are
represented by the 25 factors previously described in Chapter III.
The dependent variables are scientists’ intention to reuse data and data reuse. The dash lines
indicate variables that were included or adjusted to fit the context of the research and to
accommodate the findings obtained in the preliminary study. Performance expectancy was
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broke down into benefits and risks in order to enrich the model, by providing more nuanced
expectations, considering both negative and positive factors associated with the reuse of
research data.

4.3.1 Independent Variables
Perceived Benefits (PB)
Social scientists anticipate some advantages of working with pre-available research data
as opposed to investing in primary data collection. In this study, perceived benefits represent
the degree to which scientists believe that reusing publicly available research data collected
by others is beneficial for science in general, as well as for their own research performance.
Chapter III indicates four beneficial aspects related to the reuse of research data: (PB1)
Contribution to scientific knowledge expansion; (PB2) Frugality; and (PB3) Pre-endorsement.
Because perceived benefits perform as motivators for data reuse, it is hypothesized that:
H1: The perceived benefits associated with data reuse positively affect social scientists’
intention to reuse research data.
Perceived Risks (PR)
Social scientists also note some disadvantages associated with the reuse of research data. In
the context of this research, perceived risks represent the degree to which scientists believe that
reusing publicly research data collected by others can be disadvantageous for their research and
their career. The preliminary study found four common risks scientists’ linked with the reuse of
research data: (PR1) Fear of being undervalued; (PR2) Fear of infringing ethical codes; (PR3)
Slippage, and (PR4) Vulnerability to hidden errors. These risks were found to discourage
interviewees from considering reusing research data. Hence, it is hypothesized that:
H2: The perceived risks associated with data reuse negatively affect social scientists’
intention to reuse data.
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Perceived Effort (PE)
Perceived effort refers to the degree of difficulty or amount of work (mechanical and/or
cognitive) required to reuse other people’s research data. As reported in Chapter III, there are
seven factors that refer to required work, both in terms of energy and time: (PE1) Being
innovative with old data; (PE2) Data access; (PE3) Data discovery; (PE4) Dealing with
mismatches; (PE5) Preparation for reuse, and (PE6) Understanding the original study.
Because these factors are likely to demand a significant amount of work from social scientists
and were often mentioned as potential barriers for their willingness to reuse data, it is
hypothesized that:
H3: The perceived effort required preparing data to be reused or to reuse data negatively
influences social scientists’ intention to reuse data.
Social Influence (SI)
Scientists are part of a social system which is expected to affect their intentions to reuse
data. For this research, social influence refers to the degree to which scientists perceive that
important others are supportive towards the reuse of research data and that performing this
behavior will enhance their status in their social system (Moore & Benbasat, 1991). Sources
of social influence include superior influences, and peer influences (Taylor & Todd, 1995).
Interviews with social scientists revealed that social influence can be derived from two main
sources: peer scientists and disciplinary field practices. (SI1) Disciplinary receptiveness and
(SI2) Peer encouragement were factors particularly important in participants’ opinions. Thus,
it is hypothesized that:
H4: Social influences have a positive effect on social scientists’ intention to reuse data.
Facilitating Conditions (FC)
Facilitating conditions refers to the degree to which social scientists believe that an
infrastructure (human resources and/or technical) exists to support data reuse. As in the
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UTAUT model, facilitating conditions in the adapted model are expected to have a direct
influence on the reuse of data. The preliminary study identified five factors scientists perceive
as facilitators of the data reuse process: (FC1) Data documentation availability; (FC2) Data
repositories availability; (FC3) Primary investigators’ reach; (FC4) Support & assistance
availability; and (FC5) Training & expertise. Thus it is hypothesized that:
H5: The availability of facilitating conditions positively influences data reuse behavior.
Perceived Reusability (PReu)
As previously explained, prior to data reuse social scientists assess the data reusability. In
this sense, perceived reusability represents the degree to which scientists perceive that data
have to possess certain characteristics necessary to be considered reusable. While PE
accounts for both mechanical and cognitive efforts scientists need to devote in order to make
data ready for reuse, PREu is intended to measure scientists’ perceptions of the attributes
reusable data should possess. Such attributes are mainly at a conceptual level and cannot be
fixed during the reuse process because they are inherited from data producers, the study
design, and the data gathering/collection and the data documentation process.
The findings from the preliminary study signal five aspects associated with data that they
judge as important to determine data reusability: (PReu1) Data documentation; (PReu2) Data
fitness; (PReu3) Data producer trustworthiness & credibility; (PReu4) Data quality; and
(PReu5) Study rigor. Given the importance of the reusability assessment for data reuse, it is
hypothesized that:
H6: The perceived reusability of data positively influences social scientists’ intention to
reuse data.

4.3.2 Dependent Variables
Intention to Reuse Data
Intention refers to one’s cognitive readiness to perform a given behavior. Ajzen (1988)
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explains that intentions are assumed to capture the motivations behind a behavior and remain
as behavioral dispositions until time and opportunity allow an attempt to translate them into
concrete action. Because intention is an immediate determinant and the strongest predictor of
actual behavior, it is hypothesized that:
H7: Social scientists’ intention to reuse data positively affects the actual reuse of research
data.
Data Reuse (Behavior)
Behaviors can be understood as deliberated attempts made by an individual when
engaging in a given activity (Ajzen, 1988). The outcome variable of interest of this study are
the direct results of social scientists’ deliberated attempts to engage in the reuse research data
– that is, the extent to which social scientists have reused preexisting research data collected
by others for the purpose of their own research.

4.4 Summary
This chapter described the theoretical foundation of the research, which bridges the
UTAUT model and the findings of the preliminary study results (Chapter III) to investigate
scientists’ intentions and behavior towards the reuse of research data. The model consists of
six different theoretical higher-order variables which are expected to explain social scientists’
intention and effective data reuse behavior.
Additionally, it outlined the research conceptual framework by articulating the
relationships between variables alongside the research hypotheses derived from this
framework. The research model and hypotheses developed at this stage is operationalized and
empirically verified through a survey research which is described in the following chapter.

112

CHAPTER V
METHODOLOGY

This chapter introduces the methods of this study. The research followed a sequential
exploratory mixed-methods approach, whose qualitative phase was described in Chapter III.
This chapter therefore focuses primarily on the quantitative portion of the study, which
employs an online survey in order to verify the proposed research model, test the research
hypotheses, and answer the research questions based on the perceptions and experiences of a
larger and more diverse group of social scientists. This chapter describes the population and
sampling of the survey study, the different steps taken for operationalization and refinement
of survey constructs and items, including the results of the survey pre-test, and the changes
implemented to the final survey. Lastly, the final survey administration procedures are
presented and the plan for data analysis is described.

5.1 Research Design
This dissertation follows a mixed-method approach that integrates qualitative and
quantitative data in a single study or a multiphase program of inquiry (Creswell & Clark,
2007; Tashakkori & Teddlie, 1998). The mixed-method research design seeks to minimize
the shortcomings of exclusively qualitative or quantitative methods, drawing from the
strengths of both types of research methodologies by coupling in-depth and contextualized
qualitative data with the predictive power of quantitative research.
Among the different mixed-methods designs, this research adopts the sequential
exploratory type (Creswell, 2003), which consists of two distinct and consecutive, yet
interconnected stages of data collection and analysis. The first stage is qualitative, and the
second is quantitative. The sequential exploratory strategy is considered appropriate in
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circumstances where researchers seek to explore the research phenomenon before collecting
and analyzing quantitative data to assist the interpretation and validation of the qualitative
findings (Creswell, 2003; Creswell & Clark, 2007; Tashakkori & Teddlie, 1998). This
interconnection between qualitative and quantitative studies makes the survey method
suitable for testing and validating the findings from the exploratory stage, as well as the
proposed research model.
Given these characteristics, the sequential exploratory approach was appropriate for the
goals of this study, which initially followed a qualitative approach (interviews) to explore the
phenomenon of interest with a small group of social scientists. This qualitative phase was
important to explore different factors influencing to data reuse that are still scattered or
remain overlooked by the current academic literature. Interview data revealed six core
theoretical variables (higher-order constructs), as well as 25 factors (lower-order constructs)
related to these variables, which are expected to influence social scientists’ data reuse
intention and behavior. These constructs were later articulated to the UTAUT in order to
define the research model of this dissertation study and establish the research hypotheses.
Because this study aimed to identify which and to what degree these different factors
influence both intention and actual reuse of data, an online survey was designed and deployed
using a larger sample of social scientists.
Surveys are generally recognized as a major source of a respondent’s beliefs and
behaviors (Ajzen & Fishbein, 1980; Creswell, 2003; DeVellis, 2003). Surveys allow
information about the characteristics, opinions and actions of a large population of interest, to
be gathered in a standardized way (Glasow, 2005). Furthermore, online surveys are costeffective, requiring minimal investment for administration, and are particularly appropriate
for collecting responses from people who are geographically dispersed (Creswell, 2003;
Glasow, 2005). In these terms, the survey method was chosen due to the possibility of testing
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the proposed model and examining the constructs and their hypothesized relationships.
Furthermore, this method was chosen due to its capability to draw more generalizable results
about scientists’ intention and behavior towards the reuse of research data. Figure 8 depicts a
rough representation of the dissertation research design.

Qualitative Data Collection &
Analysis
Small-scale study
Interviews
Complement the incipient
academic literature
Explore the research phenomenon
Ground preliminary findings in a
research framework

Quantitative Data Collection &
Analysis

Built
to

Survey study with a larger group
of social scientists
Test the research model and
hypotheses

Interpretation
of Findings

Figure 8: Research Design

The qualitative and quantitative phases were connected and each phase helped to answer
the research questions (Table 7).
Table 7: Relationship between the Research Stages and Research Questions
Stage

Goal

Related RQs

Qualitative
(Interviews)

Gain a better understanding and identify factors
that discourage or encourage research data
reuse among scientists. Explore scientists’
experiences with regard to the reuse of research
data. Investigate how social scientists assess the
reusability of data collected by others and what
factors they perceive as determinants when
deciding whether to reuse data or not.

RQ1: What are the factors that influence scientists’
research data reuse?

Quantitative
(Online Survey)

Examine if and to what extent scientists reuse
research data and how the factors previously
identified correlate to intentions to reuse and to
concrete reuse of research data.

RQ1: What are the factors that influence scientists’
research data reuse?
RQ2: To what degree do these factors influence
scientists’ research data reuse?
RQ3: To what extent do scientists reuse research
data?
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5.2 Target Population and Sampling
The target population of the survey study consisted of researchers from different subdisciplines within the social sciences. The target population included social scientists who are
affiliated with different academic and research institutions in the United States. The selection of
social scientists as opposed to scholars from other scientific fields reflects the reasoning
presented early in Chapter III: 1) the rich variety of disciplinary traditions the social sciences
embrace, and 2) the wide array of data that social scientists produce and reuse during their
research activities.
The qualitative portion of the study (interviews) targeted users of the two data repositories
in the Social Sciences, as the goals at that stage were to achieve a greater understanding of the
research phenomenon in question and to elucidate factors associated with data reuse. Therefore,
to develop a more comprehensive research framework, it was necessary to talk to social
scientists that were knowledgeable about the reuse of research data. On the other hand, the
quantitative study aimed to verify the extent to which social scientists reuse data and examine
the factors that impact data reuse intention and behavior. Therefore, the sampling frame of the
quantitative portion of the study (survey) had to be larger and more diverse, including social
scientists who have and who have not reused data before.
Research sampling should consider two key aspects: representativeness and
generalizability. One critical methodological concern in survey research is to find a sample
frame which is representative of the population of interest. It is vital that a sample frame
includes only individuals of the targeted population and contains accurate information that
can be used to contact selected individuals (Fink, 2003b; Nardi, 2014). The other important
concern is collecting data from a sample that is large enough to ensure an acceptable margin
of error. Probability sampling in survey research minimizes bias and provides a measurable
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sampling error (confidence interval), providing better precision of the statistical estimate
(Fink, 2003; Nardi, 2014).

5.2.1 Survey Sampling Frame
The sampling frame of the quantitative part of the study was comprised of social
scientists registered in the database Pivot (http://pivot.cos.com). Pivot is an international
research network managed by ProQuest, a global information content and technology
company located in Ann Arbor, Michigan. This database offers discovery tools and resources
for identifying funding opportunities, and includes pre-populated scholar profiles from
scientists in different fields worldwide which draw from both the Community of Scholars and
Community of Science (COS) databases (Pivot, 2013). Pivot’s directory classifies users’
profiles according to 15 major categories: Agriculture, Allied Health, Applied Science,
Architecture, Arts, Business, Education, Engineering, Environmental Science, Humanities,
Law, Mass Communication, Medicine, Natural Science, and Social Sciences.
Among the information included in the profiles are users’ emails and institutional
addresses. The platform allows advanced searches and filtering of profiles by name, keyword,
association or society, country (and states for the U.S, Canada and Australia), role (job
position), degree and discipline. At the time of writing, the network contained a total of
63,274 people categorized as social scientists in the U.S.9. It is important, however, to
underscore that the platform includes some arbitrariness in the classification of the different
disciplines. Pivot’s database aggregates 14 disciplines (Table 8) within the social sciences,
but leaves out Economics, Communication, and Media Studies, which are widely considered
as part of the social sciences by most of the funding agencies. Thus, the profiles of Pivot’s

9

The country filter selects users who are affiliated to academic or research institutions within a country, not
representing necessarily users’ nationality.
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members in these sub-disciplines, in the database under Business and Mass Communication,
respectively, were included in the study.
Table 8: Survey Sampling Frame
Categories/Disciplines
Social Sciences
Anthropology
Archaeology
Cognitive Science
Criminology
Family and Consumer Sciences
Geography
Government
Linguistics
Military Science
Political Sciences
Psychology
Public Administration
Sociology
Business
Economics
Mass Communication
Communication
Media Studies

Total Members (U.S)

Included

6,200
455
2,139
3,054
3,804
4,846
1,886
2,666
28
7,672
16,481
6,172
7,871







X


9,924



6,679
282




X





Among the 14 sub-disciplines classified by Pivot under Social Sciences, two were discounted
from the sampling frame: Government and Military Sciences. Government was excluded for not
being a consolidated sub-discipline per se. Military Science was excluded from the sample frame,
as after screening the 19 profiles under this classification, none were found to be clearly
associated with the social sciences. The final selection results in a total of 78,245 profiles, from
14 different disciplinary communities, of social scientists in the U.S who are registered in Pivot.
All profiles are publicly available for registered users of the platform, but formal
authorization to use the contact information in such profiles was needed from CoS Pivot, who
granted me permission to pull out profiles for random sampling only for the purpose of this
research.

118

Since crawling profiles manually was not a feasible option, I developed an application
with the assistance of a web programmer to automatically pull them from the database. This
application used a combination of three programs: NetBeans as the integrated development
environment (IDE), and Chrome Driver and Selenium for web browser automation. All
crawled profiles, containing emails, names and affiliation columns were later transferred to
an Excel spreadsheet.

5.2.2 Sampling Frame Cleaning & Preparation
An initial screening of the pool of profiles pulled from the CoS Pivot database revealed that
some cleaning and preparation was required to improve the quality of the sampling frame and
make it more accurate. There were many cases of duplicated profiles and some profiles missing
email addresses. In addition, there were some profiles associated with other fields rather than
those primarily selected in the query for the crawling process. This inconsistency in the data
can be justified by the fact that some profiles were included in more than one research
community. For instance, duplicate profiles were simultaneously under communication and
political science, education and psychology, or cognitive sciences and psychology. In other
cases, researchers who have done interdisciplinary research had their profiles attached to
communities from different fields such as health sciences and social sciences. For example,
some neuroscientists were included as part of the social sciences community under cognitive
sciences, but are also members of the allied health community.
After removing duplicates and profiles with missing emails, whenever identified, profiles
from the 13 social scientists previously interviewed in the preliminary study, Syracuse iSchool
professors and Doctoral students, and 15 researchers from different institutions in the U.S. who
were invited to participate in the expert panel that is further described later in Section 5.3.2.2
were removed from the sampling pool. The decision to remove iSchool was made to avoid
response bias. Not only would there be a chance that some faculty were aware of my research
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questions and hypothesis, but many of the doctoral students at SU/iSchool participate in
different rounds of instrument assessment for validity purposes as reported in Section 5.3.2.1.
The final sampling frame was comprised of a total of 40,719 unique profiles from which I
could select potential participants by using random method.

5.2.3 Sample Size
The research followed a random sampling technique for selecting potential participants
from the aforementioned sampling frame. It is common knowledge that the sampling process
should allow gathering data from a large and representative sample from the target population,
but what constitutes large enough remains an open and controversial debate.
Sudman (1976) indicates that the quality and adequacy of samples depend primarily on
the details and type of data analysis the research plans to follow. In order to comprehend
multiple relationships associated with the data reuse phenomenon, this dissertation applies
multivariate statistical methods. Multivariate analysis is widely employed in the social
sciences for simultaneously analyzing multiple variables often obtained by surveys or
observations (Hair, et al., 2014).
The literature presents different rules of thumb with regard to sample sizes for the
different multivariate statistical analyses that this dissertation employs for the survey data
analysis, including factor analysis, multiple regression, and more specifically the second
generation technique Partial Least Squares Structural Equation Modeling (PLS-SEM). These
recommendations can be classified in two main types. The first includes propositions of
samples based on absolute number of cases (N), while the second assumes that a particular
subject-to-variable (STV) ratio (p) is required. Recommendations for factor analysis were
more thoroughly reviewed by MacCallum, Widaman, Zhang & Hong (1999) and Mundfrom,
Shaw, & Ke (2005). Marcoulides & Saunders (2006) critiques different recommendations
and practices with regard to sample sizes in PLS-SEM analysis.
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Table 9 compiles a few recommendations from the literature for the different types of
statistical analysis. As can be observed, many recommendations have been put forth. However,
they vary greatly, and there is still no clear agreement on the literature with respect to ideal
sample sizes.
Table 9: Sample sizes Recommendations for Multivariate Analysis Techniques
Types
Absolute N

Recommendation

Sources

≥100 cases/observations

Kline (1979); Gorsuch (1983)
Guilford, Christensen, Bond & Sutton
(1954)
Cattell (1978)
Tabachnick & Fidell (1996)

≥200 cases/observations
≥250 cases/observations
≥300 cases/observations
100 (poor), 200 (fair), 300 (good), 500 (very good), and
1,000 (excellent)
400 cases/observations
PLS-SEM
150-200
STV (N:p) and Item ratio
The number of subjects should be >50+M (number of
predictors)
The number of subjects should be ≥50 + 8M (number of
Multiple
predictors
Regression
15:1 (subjects per predictor)
15-20:1 (subjects per independent variable)
3-6:1 subjects per variable
Factor Analysis
≥10:1 (subjects per item)
≥10 subjects per parameter, not per variable, and at least
100 subjects in case of only a few parameters
≥10 times the largest number of formative indicators
PLS-SEM
used to measure one construct or ≥10 times the largest
number of structural paths directed at a particular latent
construct in the structural model.
Factor Analysis

Comrey & Lee (2013)
Aleamoni (1976)
Chin & Newsted (1999)
Harris (1985)
Tabachnick & Fidell (1996)
Pedhazur (1997)
Hair et al. (2009)
Cattell (1978)
Everrit (1975); Nunnally (1978)
Norman & Streiner (2003)
Hair, Ringle & Sarstedt (2011); Hair et al.
(2014)

Another common approach to determine sample sizes considers the combination of four
key statistical parameters: effect size (the salience of the treatment relative to the noise in
measurement); alpha level (the odds that the observed result is due to chance); statistical power
(the odds that a treatment effect will be observable when it occurs), and number of predictors
(number of independent variables in the study) (Trochim, 2006). Hair et al. (2014) argue that a
useful program to carry out power analyses specific to model setups and verify if the sample
size complies with the statistical analysis is G*Power.
According to G*Power (Version 3.1.7) (Faul, 2013), this research would require a minimum
sample size of 111 subjects for validity purposes. This number was obtained considering the
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following parameters: a) the magnitude of the correlation of variables at least slightly above
moderately significant (f 2=0.2); b) a significant level of 5% (α=0.05); that is to say, a 5% chance
for the study to erroneously reject a null hypothesis (false positive), which in reality is true (Type
I error); c) a statistical power of 0.95 which complies with Cohen’s (1988) recommendation
(≥0.80), meaning that that there is 95% chance that an alternate hypothesis will be accepted when
it is true, and, therefore, only a 5% percent chance for a false negative (Type II error) and, d) the
number of predictors (independent variables) in the proposed model which equals to six.
In spite of G*Power’s compliance with key statistical parameters for sampling definition,
Nunnally (1978) cited by Green (1991) argues that 100 subjects are enough for correlation
analyses with up to three independent variables. The proposed model is comprised of six
independent variables which, according to Nunnally’s recommendation, should have between
300 to 400 subjects to prevent substantial bias (shrinkage). Because larger samples sizes are
desirable and possible to achieve given the high number of social scientists identified in the
sampling frame, the research considered a minimum of 400 participants, a number which also
complies with and exceeds most recommendations reported in Table 9 above.
The conservative average response rate estimate for web surveys in the social sciences
falls between 10-15%. Recently, when surveying social scientists about their data reuse
satisfaction, Faniel et al. (2013) obtained a slightly higher response rate of 15.56%. However,
it should be taken into account that in this particular study authors were surveying data
consumers of a particular data repository housed at the same institution the authors were
affiliated with, which might explain a better adherence and participation rate.
Results from a pilot survey with members of Pivot Cos database demonstrated that some
emails were found to be invalid and some randomly selected profiles were not usable (Kim,
2013). Barring some profiles from the population that might bounce for having invalid or
outdated emails, and considering the challenges in obtaining a high percentage of respondents
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in survey research, for the final survey deployment, this study randomly selected and
recruited 4,500 subjects from the total sampling frame in order to safely comply with the
minimum of 400 cases/observations. Some strategies for improving response rate and to
achieve at least the minimum number of subjects the study needs, were also be employed, as
is further described in section 5.4.
It is important to emphasize that this research chose not to perform a stratified random
sampling technique. Despite the sampling frame having subpopulations (strata) by disciplines,
due to some ambiguities and inconsistency found while screening profiles prior to the data
collection, there was no guarantee that every element of the population would be assigned
correctly to one of the sub-disciplines within the social sciences.

5.3 Operationalization of Constructs
As described in Chapter IV, this study employs the UTAUT as the theoretical lenses to
articulate the research constructs’ relationships. Previous studies (e.g. Spil & Schuring, 2005;
Sundaravej, 2010) that have employed the UTAUT theory have developed different items to
assess constructs, as exemplified in Table 10.
Table 10: Exemplary items to Assess UTAUT Core Constructs
Constructs
Performance
Expectancy (PE)
Effort
Expectancy (EE)
Social
Influence (SS)
Facilitating
Conditions (FC)
Intention to Use
Use

Exemplar Items
 Using the system enables me to accomplish tasks more quickly
 Using the system increases my productivity
 If I use the system, I will increase my chances of getting a promotion
 It is easy for me to use the system
 It would be easy for me to become skilful at using the system
 It takes little of my time to learn how to operate the system features
 People who influence my behavior think that I should use the system
 People who are important to me think that I should use the system
 My institution supports the use of the system
 I have the knowledge necessary to use the technology
 A specific person (or group) is available for assistance with possible difficulties to use the systems
 The system is compatible with other systems I am using
 I plan to use the system in the future
 I intend to try to use the platform sometime soon
 I would use the system to perform future tasks
 Past usage
 Frequency of use
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Because these exemplary items were developed in the context of technology use and do
not include all variables of the proposed research model, they are not appropriate for
measuring the constructs of this study. Therefore, the study’s theoretical framework
presented in Chapter IV (Figure 7) was translated into items which measure the research
constructs in terms of the factors identified in the preliminary study (See Table 4).
As well as the contextual difference, this study adopts a different approach for the
measurement of the research constructs. While Table 9 displays examples of items that reflect
a single overall concept, this research utilizes multidimensional superordinate constructs
(Edwards, 2001). Each of the six research constructs are composed of different dimensions
(factors) identified in the exploratory stage of the study, which are applicable to the context
of data reuse.
Superordinate constructs are best viewed as higher-order constructs (HOCs) with lowerorder constructs (LOCs) dimensions (Edwards, 2001). Models with LOCs are known for their
better level of granularity. Adopting LOCs contributes to a better close-up view of constructs
details, and complements the level of generalization captured by HOCs (Arnau, 1998).
Formative and reflective constructs are conceptually, substantively, and psychometrically
different (Bollen & Lennox, 1991), hence, attention with regard to inferences about the flow
between constructs is required. Choosing one or another depends upon how the research
conceptualizes constructs and operationalizes them. The recognition of this difference is
critical because using an incorrect measurement model is likely to undermine the content
validity and reliability of the constructs, cause misrepresentation of the structural
relationships within which the research constructs are embedded, and ultimately decrease
both its practicality and further replication of theories and models (Coltman, Devinney,
Midgley & Venaik, 2008).
This dissertation research adopts lower-order constructs (LOCs) as formations of the higher-
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order constructs (HOCs). In other words, each of the LOCs – early named as factors –, are
dimensions that help to explain their HOCs – early named independent variables –, in a more
granular and detailed fashion. Therefore, they help to better understand some of the risks
associated with the reuse of data. Figure 9 illustrates the relationship between LOCs and HOCs in
this research:
1.1
Formative (LOCs  HOC)
1.2

LOC1

1.3
2.1
2.2

LOC2

HOC

2.3
3.1
3.2

LOC3

3.3
Reflective (Measurements  LOCs)

Figure 9: Relationships Between HOCs, LOCs and Measurements
For example, Perceived Risks constitutes of different facets, which are considered different
types or examples of risks social scientists may perceive when considering reusing other people’s
data. They may not account for all possible potential risks associated with the reuse of data, but
they are examples of the overarching HOC.
Similarly, to the relationship between HOCs and LOCs, in structural equation modeling (SEM)
there are two main approaches for constructs’ measurement: reflective or formative (Edwards &
Bagozzi, 2000). Reflective measures apply items which are direct manifestations of the
hypothesized constructs. In this sense, variations of a construct are directly expressed by different
items, which are essentially interchangeable. On the contrary, in formative measures a construct is
composed of a collection of indicators which are independent. Therefore, items in formative
measures are not exchangeable and do not covary (Edwards, 2001; Gable & Sedera, 2009; Petter,
125

Straub, & Rai 2007). In this study, the great majority of the lower-order constructs was itemized
directing expressing LOCs’ dimensions, with the exceptions of Frugality (PB3) and Data Quality
(PReu4) measurements. Because these two concepts entail compound constructs, they are
measured by items that refer to particular traits, instead of direct manifestations of the latent lowerorder construct. For example, for the purpose of this study frugality was considered a compound
construct which integrates time, effort and monetary/resources savings. These three dimensions
are related, but not equivalent or interchangeable, thus they do not individually express the entire
notion of frugality. Each of these indicators captures only a specific aspect of the construct domain.
Similarly, data quality is a compound lower-order factor. In this study, data quality consists of
three different traits (i.e. completeness, consistency and accuracy) which collectively account for
the construct. Therefore, for these two cases, any change in an indicator, by definition would
change the construct of interest. Statistical implications of conceptualizing LOCs as formative in
relation to their HOCs, as well as the differences between formative and reflective measurements
are more thoroughly addressed in the data analysis chapter (Chapter VI).

5.3.1 Instrument Development
Creating new survey items is a challenging task. DeVellis (2003) suggests that a good
strategy for new items development is to compose a large initial pool of items by writing as
many different statements as possible and paraphrasing the construct that the item aims to
measure. Following this technique, some candidate items – at least three for each of the
lower-order constructs –, were proposed (Appendix C). For the six independent variables,
considering all of the 25 lower-order constructs there was a total of 80 items. Additionally,
each of the independent variable “intention to reuse” and “reuse behavior” had three items
each, a total of 86 initial items. Table 11 describes the number of items in each lower-order
construct for the independent variables:
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Table 11: Number of initial items per HOCs and LOCs
Higher-Order Construct
Perceived Benefits (PB)

Perceived Risks (PR)

Perceived Effort (PE)

Perceived Reusability (PReu)

Facilitating Conditions (FC)

Social Influence (SI)

Lower-Order
Construct
PB1 – 4 items
PB2 – 6 items
PB3 – 3 items
PR1 – 3 items
PR2 – 3 items
PR3 – 3 items
PR4 – 3 items
PE1 – 3 items
PE2 – 3 items
PE3 – 4 items
PE4 – 3 items
PE5 – 3 items
PE6 – 3 items
PReu1 – 3 items
PReu2 – 3 items
PReu3 – 3 items
PReu4 – 3 items
PReu5 – 3 items
FC1 – 3 items
FC2 – 3 items
FC3 – 3 items
FC4 – 3 items
FC5 – 3 items
SI1 – 3 items
SI2 – 3 items

Total
13 items

12 items

19 items

15 items

15 items

6 items

Before being considered for inclusion in the final survey instrument, the initial pool of
items was closely scrutinized for relevance and ambiguity, as well as verified in terms of
meaning. Items were evaluated to verify whether they capture the essential ideas of the
construct and their clarity (DeVellis, 2003). Although the research constructs were rooted in a
well-established theory, all proposed items are based on conceptual literature and interview
research, so refinement was necessary for consolidating the survey items and developing the
questions’ template. Items were checked at two different rounds and polished in terms of
wording, redundancy, and ambiguity, to achieve both a feasible and adequate number of items
to be surveyed for each variable. Prior to the final deployment, survey questions were assessed
for validity. Figure 10 synthesizes the five steps this study went through for the survey
instrument development:
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Figure 10: Survey Instrument Development

5.3.2 Evaluation of Initial Item Pool
The initial pool of survey items went through two different rounds of evaluation for
face and content validation, as specified in the following sections.

5.3.2.1 Face Validity
The first round was conducted for general face validity and verification purposes. Face
validity can be understood as a casual and subjective review of how good items or a group of
items seems to be (Litwin, 1995). This process is particularly helpful in survey research for
verifying if items indeed cover the concepts they claim to measure. Therefore, this round was
applied to this research in order to collect feedback on items’ wording, clarity, brevity,
ordering, ambiguity, completeness, and relevance.
On September 29, 2014, email invitations were sent to 13 iSchool doctoral students,
recruiting volunteers to judge at a face value level whether each of the items appears to measure
the target variable and constructs. Nine doctoral students accepted my invitation and completed
the task before the deadline. Among the participants, five were women and four men. Their
research interests vary widely, but for the face validity stage they were not required to hold any
particular topic expertise.
The task was completed remotely and by email. Each participant was offered one 5 U.S.
dollar gift certificate for the task. Face value judges received an email with instructions and a
MS Word Document (Appendix D). They were asked to read through each of the higher and
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lower-order constructs, along with their definitions and items, and indicate if they were clear
or not. They were also requested to rewrite items that were confusing and/or too wordy, in
order to make them more straightforward. Additionally, they had an open box where they
could provide some additional comments about constructs, definitions and items. Whenever
needed, follow-up was conducted via a short face-to-face Skype meeting to debrief some of
participants’ comments, and unsure their inputs were correctly interpreted.
Face value judges’ inputs were analyzed first individually and then collectively to identify
common issues. This step allowed significant improvement of the survey items in terms of
wording. In addition, some items were removed or added to better capture the full breath of
constructs. From the initial pool of items, three items from PB2 “Frugality” were removed.
Participants judged that items PB2.4 “Dismisses the need of specific skills for data
collection”; PB2.5: “Circumvents problems of obtaining access to challenging populations”,
and PB2.6: “Skips the process of gaining access to research sites” did not express the notion
of frugality. According to them, these items were more indirectly related to issues of saving
time and effort, and could cause confusion to survey respondents. On this particular issue,
one judge highlighted: “Problems definitely arise during data collection, but it seems like this
construct is getting at the practical nuances of data collection [rather than frugal aspects
associated with reuse]”. Also, judges commented that the other three items were enough and
clearly representing all aspects frugality.
Based on face value judges’ comments, three new items were added to the initial pool. In
PB3, “PB3.4: Have already been vetted in terms of quality”, and in PE4 “PE4.5: Deal with
data from disparate sources”. In both cases judges suggested the inclusion to meet the
description of the lower-order constructs.
Based on the feedback provided by face value judges, some items were removed and
modified if they were redundant, did not cover the meaning of each construct, and/or could

129

be problematic due to differing interpretations. However, some of the redundant and similar
items were kept for further reliability checking. Considering the removed and added items,
the final version after the review at this round had 79 items for the independent variables and
their different dimensions, and six items for the dependent variables “intention to reuse” and
“data reuse behavior”.

5.3.2.2 Content Validity
After the necessary adjustments to the instrument at the face validity stage, the study
proceeded to a round of content validity. Content validity is paramount in survey research to
identify if all important facets of a given construct are included. Litwin (1995) defines
content validity as a formal expert review conducted to verify how good an item or a group of
items capture the different dimensions of a given construct. This step is more rigorous than
the face validity, as it requires the evaluation by subject matter experts.
The expert review panel consisted of some of the most prolific scholars in the U.S who
had contributed to discussions related to research data reuse in the past two years. Experts
were identified through a screening of conference papers addressing research data reuse and
related issues in both academic and professional conferences in the field of information
science and data management, including the Association for Information Science and
Technology (ASIS&T) Annual Meeting and the Research Data Access and Preservation
(RDAP) Summit. Experts included professors, professionals and PhD candidates affiliated
with different universities and research institutes located in different U.S. states, such as
Michigan, Illinois, Florida, Indiana, California, Tennessee, Kentucky.
On October, 16 2014 sixteen experts received an invitation by email informing them of
the study and requesting their participation at the content validity review of the survey
instrument. Thirteen experts replied to this request in a timely manner. One expert declined
participation, and twelve agreed to participate; however, only 10 experts completed the task
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in the given time. Each expert was offered a 15 U.S dollar gift card as compensation for their
participation in this round of the study.
The task was designed in the online survey platform Qualtrics for the convenience of
participants and to facilitate the output analyses. Before starting the task, experts were asked
to read through a short preamble containing definitions of data reuse, and research data was
provided. Providing this introductory statement was important to contextualize how the
research approaches these two key concepts and, therefore, helped experts to better
understand the scope of the research before proceeding to the requested task.
Experts were asked to read through survey constructs’ definitions and judge how
important retaining each of the survey items within each construct was on a five-point Likert
scale. Additionally, experts could provide open text comments at the end of each section, and
rank on a scale from 1 to 5 how effective each group of items was in measuring a particular
construct (Appendix E).
The selection of the items was based on the scores assigned by experts. The fixed
threshold mean value for each item was greater than 3.0 (μ > 3.0), indicating that the item
was considered somewhat important and worth keeping. Based on the data analysis, it was
possible to observe that all items were judged to be of at least some importance to be
preserved. Table 12 below depicts the results of the content validity round:
Table 12: Content Validity of Survey Items (Panel of Experts)

Perceived Benefits

Factors

Knowledge
Expansion (PB1)

Frugality (PB2)
PreEndorsement
(PB3)

Items
PB1.1: Contributes to scientific advancement
PB1.2: Enables replication studies
PB1.3: Allows verification of prior research
findings
PB1.4: Promotes new scientific discovery
PB2.1: Saves time
PB2.2: Minimizes duplicate efforts
PB2.3: Reduces monetary costs
PB3.1: Comply with quality standards
PB3.2: Are trustworthy
PB3.3: Are reliable
PB3.4: Have been vetted in terms of quality
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Min

Max

Mean

Variance

2
1

5
5

4.10
3.80

1.21
1.29

Standard
Deviation
1.10
1.14

2

5

4.30

1.12

1.06

3
3
3
2
1
3
3
3

5
5
5
5
5
5
5
5

4.40
4.40
4.40
3.90
3.70
4.50
4.40
3.90

.71
.71
.49
1.21
1.57
.50
.49
.77

.84
.84
.70
1.10
1.25
.71
.70
.88

Factors

Perceived Risks

Fear to be
Undervalued
(PR1)

Fear of
Infringing
Ethical Codes
(PR2)

Slippage (PR3)

Vulnerability to
Hidden Errors
(PR4)

Be Innovative
With Existing
Data (PE1)

Obtain Access
To Data (PE2)

Perceived Effort

Data Discovery
Process (PE3)

Dealing with
Mismatches
(PE4)

Preparation for
Reuse (PE5)

Understanding
the New Study
(PE6)

Items
PR1.1: Research based on extant data receives
less academic acknowledgment
PR1.2: Research based on extant data is less
respected
PR1.3: The scientific community undervalues
studies based on extant data
PR2.1: I (would be) concerned about unwarily
infringing upon ethical codes
PR2.2: I (would be) concerned about unwarily
violating data protection norms
PR2.3: I (would be) concerned about lacking
additional informed consent from participants
PR3.1: I (would be) concerned about
misinterpreting data
PR3.2: I (would be) concerned about making
incorrect data assumptions/associations based on
data
PR3.3: I (would be) concerned about misusing
data
P4.1: I (would be) vulnerable to hidden errors in
data
PR4.2: I (would) have limited capability to
identify errors in data unless clearly reported
PR4.3: I (am/would be) at risk of reusing
inaccurate data
PE1.1:Come up with innovative ways to
approach extant data
PE1.2: Justify the importance of a new study
based on extant data
PE1.3: Identify different application possibilities
to apply extant data
PE2.1: Obtain permission to access the data
PE2.2: Gain access to the data
PE2.3: Retrieve the data
PE3.1: Find relevant data/data sets
PE3.2: Identify existing data sources
PE3.3: Identify reusable data/data sets
PE4.1: Fit extant data to a new study
PE4.2: Adjust their own research design to
accommodate extant data
PE4.3: Change their original research idea to
accommodate extant data
PE4.4: Re-frame their initial study to
accommodate extant data
PR4.5: Deal with data from disparate sources
PE5.1: Get data ready for reuse
PE5.2: Prepare data (e.g. formatting, selecting,
cleaning, etc.) prior to reuse
PE5.3: Adjust data to the new study
PE6.1: Spend extra time trying to comprehend
the original study
PE6.2: Devote energy to fully understanding the
data/data set
PE6.3: Spend extra effort to interpreting the
data/data set
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Min

Max

Mean

Variance

Standard
Deviation

2

5

4.20

1.07

1.03

2

5

4.10

.99

.99

2

5

4.10

1.21

1.1

1

5

3.10

1.43

1.2

3

5

3.80

.62

.79

2

5

3.90

.99

.99

4

5

4.20

.18

.42

3

5

4.40

.49

.70

2

5

4.00

1.50

1.22

3

5

4.40

.71

.84

3

5

4.70

.46

.67

2

5

4.60

.93

.97

2

5

3.56

1.28

1.13

1

5

3.40

1.38

1.17

2

5

3.56

1.03

1.01

2
3
3
4
3
4
3

5
5
5
5
5
5
5

4.00
4.10
4.20
4.50
4.00
4.50
4.10

1.11
.54
.40
.28
.67
.28
.32

1.05
.74
.83
.53
.82
.53
.57

2

5

3.89

.86

.93

2

5

3.90

.99

.99

2

5

4.00

1.25

1.12

2
2

5
5

4.22
3.56

.94
1.03

.97
1.01

4

5

4.56

.28

.53

2

5

3.78

1.19

1.09

3

5

4.11

.86

.93

2

5

4.33

1.00

1.00

2

5

3.78

1.44

1.20

Factors

Perceived Reusability

Data
Documentation
(PReu1)

Data Fitness
(PReu2)
Data Producer
Trustworthiness
& Credibility
(PReu3)
Data Quality
(PReu4)

Study Rigor
(PReu5)
Data
Documentation
Availability
(FC1)

Facilitating Conditions

Data
Repositories
Availability
(FC2)

Primary
Investigators
Reach (FC3)

Support &
Assistance
Availability
(FC4)

Previous
Expertise/Skills
(FC5)

Items
PReu1.1: Be accompanied by sufficient
documentation (e.g. code books, data collection
instruments)
PReu1.2: Have clear documentation (e.g. code
books, data collection instruments)
PReu1.3: Be accompanied by documentation that
explains the rationale and methodology for the
original study
PReu2.1: Have been collected at the same unit of
analysis (e.g. organization, society) needed
PReu2.2: Fit the study
PReu2.3: Conform to the right format
PReu3.1: Originate for a trustworthy source
PReu3.2: Be the product of a credible
institution/researcher
PReu3.3: Be the result of a well-developed
research process
PReu4.1: Be complete (with no or few missing
data)
PReu4.2: Be consistent/stable
PReu4.3: Be accurate/precise
PReu5.1: Be the product of a well-designed study
PReu5.2: Belong to a study that has
accomplished the original research plan
PReu5.3: Originate from a well-executed study
FC1.1:Availability of documentation encourages
data reuse
FC1.2: Availability of documentation makes data
reuse easier
FC1.3: Data documentation enables data reuse
FC2.1: Data repositories increase opportunities
for researchers to reuse data
FC2.2:The availability of data repositories makes
the process of reusing data easier
FC2.3: Data repositories enable data reuse
FC3.1: Having access to primary investigators
facilitates the data reuse process
FC3.2: The possibility of reaching primary
investigators facilitates the reuse of data
FC3.3: Contacting data producers allows for
getting more information of the data
FC4.1: Availability of training helps researchers
develop skills to reuse data
FC4.2: Availability of repository personnel for
assistance reduces the difficulties of reusing data
FC4.3: Availability of institutional personnel for
assistance increases the likelihood of reusing data
FC5.1: Researchers should possess particular
skills to reuse data
FC5.2: Experienced/senior researchers often find
it easier to reuse data
FC5.3: Novice researchers may lack necessary
expertise to reuse data
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Variance

Standard
Deviation

4.4

.71

.84

5

4.5

.94

.97

4

5

4.8

.18

.42

3

5

4

.44

.67

2
2
3

5
5
5

4.1
3.56
4.1

1.21
.78
.99

1.1
.88
.99

3

5

4.4

.49

.7

2

5

4.3

.9

.95

2

5

4

.89

.94

2
2
4

5
5
5

4
4.1
4.4

.89
.77
.27

.94
.88
.52

2

5

3.2

1.29

1.14

2

5

3.5

1.39

1.18

3

5

4.3

.68

.82

3

5

4.5

.5

.71

2

5

4.33

1

1

4

5

4.5

.28

.53

2

5

4.1

1.21

1.1

3

5

4.3

.46

.67

2

5

4

1.33

1.15

2

5

3.8

1.29

1.14

2

5

3.8

1.51

1.23

3

5

4.2

.62

.79

3

5

4.2

.4

.63

2

5

4

.89

.94

3

5

4.3

.68

.82

1

5

3.5

1.83

1.35

1

5

3.4

1.38

1.17

Min

Max

Mean

3

5

2

Social Influence

Factors

Items

Disciplinary
Receptiveness
(SI1)

Peer
Encouragement
(SI2)

Min

Max

Mean

Variance

Standard
Deviation

2

5

4

1.11

1.05

2

5

4.2

.84

.92

2

5

3.9

1.43

1.2

2

5

3.7

1.79

1.34

2

5

4.2

1.07

1.03

2

5

4.1

1.21

1.1

SI1.1: My research field/discipline is receptive
to the reuse of research data
SI1.2: Data reuse is a common practice in my
research field/discipline
SI1.3: My research field/discipline
conventionally reuses research data
SI2.1: My academic peers encourage me to
reuse research data
SI2.2: People at my institution are supportive
of the reuse of research data
SI2.3:My academic peers often reuse research
data

As mentioned before, in addition to the evaluation per item, experts could judge the
effectiveness of each set of items to measure facets of the given construct. According to
experts, all six groups of items were considered wholly or partially effective in measuring the
high-level constructs (Table 13).
Table 13: Results of effectiveness of items to assess each high-order constructs
High-Order Constructs
Perceived Benefits
Perceived Risks
Perceived Effort
Perceived Reusability
Facilitating Conditions
Social Influence

Min

Max

Mean

Variance

4
4
2
3
4
2

5
5
5
5
5
5

4.1
4.2
3.5
4.22
4.1
4.1

.1
.18
.94
.44
.1
.99

Standard
Deviation
.32
.42
.97
.67
.32
.99

Total of
Responses
10
10
10
9
10
10

A full compilation of comments added by experts are reported in Appendix F. Some
experts highlighted the redundancy of survey items, and stressed on the fact that respondents
would find tedious to respond a survey with many similar items. Nonetheless, some of the
similar items had to be preserved for the later survey pretest in order to check their reliability
and validity with other items in each construct.
One valuable general comment was pointed to the concern of lumping opinion and
experience responses in the same questions. One expert pinpointed that based on disciplinary
background and paradigmatic approaches; the answers from those already vested in reusing
data are likely to be quite different from those who are only approaching this question
philosophically. Because the survey was expected to be more comprehensive and target
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social scientists that have and have not reused data, instead of rewording items, or having a
split survey for two conditions (reusers and non-reusers) the late items on reuse behavior
would serve to distinguish how survey participants approached the questions. Additionally,
and in order to mitigate this issue, for the final survey participants would be informed early in
the survey that their responses could be based on either their past data reuse experiences or
their general thoughts about the topic.
In spite of being considered relevant according to the scores above the threshold, the
items for PB3: Pre-endorsement, according to one expert did not seem to measure benefits of
reusing data and fit the other items in the matrix. Rather items were assessing the quality of
secondary data, which is embedded in the perceived reusability construct. Also, one expert
emphasized that items assessing Perceived Risk “PR5: Fear of Unwarily Infringing Ethical
codes”, were not relevant because data openly available for reuse would vet potential human
subjects issues, and would be source-dependent. However, because no other experts raised
similar concerns, these two dimensions were kept in the survey pre-test to verify how these
lower-order constructs would statistically unfold with the others dimensions their constructs.
Furthermore, it could be premature to remove an entire dimension prior to the pre-test,
considering that empirical findings indicated relevance of these issues in social scientists
narratives.
Based on experts’ feedback, item FC5.3 addressed a limiting condition rather than a
potential facilitating condition for scientists to reuse data. Therefore, this item was removed
from the item pool. Other adjustments in terms of wording were implemented to some items
and lead sentences for sections based on experts’ review. For instance, the term “old data”
was found to have a negative connotation for face-value judges. This term was lately replaced
by “extant data”, but according to some experts, this term could be interpreted as data
produced and reused by the same researcher in different studies, rather than by someone else.
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Therefore, “extant data” was later substituted by “existing data” in survey questions and
leading sentences.
From the initial 79 pool of items to assess the six independent variables, 76 items were
retained for the survey pre-test round. Appendix G presents all modifications implemented in
survey items prior to the survey pre-test.

5.3.3 Survey Pre-test
A pretest of the refined items from the previous expert panel review was performed to
revise and purify the measurement items by using reliability analysis and feedback from
social scientists representing the target population. Pre-tests are a prime step for survey
research. They identify potential weaknesses of the instrument (e.g. remaining unclear items,
scale label issues, lack of instructions), and provide response rates, dropouts and completion
time estimates before the launching of the official survey. This step allowed more informed
decisions about rewording, and removing or retaining some of the items and constructs’
dimensions, as well other design adjustments before administering the survey to the final
research sample.

5.3.3.1 Pre-Test Survey Design
Traditionally, studies that have applied the UTAUT employ multi-item psychometric
Likert scales to measure participants’ agreement with the items relating to the theory
constructs and obtaining continuous data. Questions’ structure for assessing intention and
behavior are also often measured using Likert scales to measure likelihood and frequency.
Most of the questions asked participants to range each statement from ‘strongly disagree’
to ‘strongly agree’ in order to capture the exact level of agreement for each item. The pilot
study used a 6 point Likert scale along with an “I do not Know” option, in order to measure
participants’ agreement to items related to the six independent variables and intention.
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Similar to other variables, the outcome variable (reuse behavior) was measured by different
items using Likert scales. Items referring to reuse behavior, on the other hand, measured
frequency instead, as these items aim to assess actual attempts of social scientists to reuse
data. Additionally, the items measuring the outcome variable were preceded by a particular
timeframe. The time frame of 24 months to measure the items related to data reuse behavior
coincides with the period that data sharing mandates became more effective in the U.S., and
consequently, that more data was expected to become available for reuse.
The survey instrument, a questionnaire consisting of closed-ended questions, was designed
in the online survey platform Qualtrics. The overall structure of the online survey was
composed of three main parts (Appendix H). The first part consisted of a cover letter with the
informed consent, in compliance with Syracuse University IRB’s requirements, including an
introduction of the researcher and the advisor along with a description of the general purpose of
the study; a statement of the inexistence of risks associated with participation in the study;
information on voluntary participation and participants’ rights to withdraw the study if desired,
as well as guaranteeing their confidentiality, and incentives for participation. Following this
statement, there was a brief presentation of research data and data reuse definitions to inform
participants what those key concepts meant in the survey questions.
The second part was comprised of the questions related to the study variables, including
the independent variables, as well as the dependent and outcome variables. This part covered
sections I-VII of the questionnaire.
The third and final part of the survey (Section VIII) asked participants for demographic
information (e.g. age, gender, educational level), as well as some additional information,
including primary research field, current position, professional sector, types of data they
commonly use, and primary methodological orientation to research. In this last part of the
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pre-test survey participants were also invited to share additional comments about the survey
and to enter the prize drawing if they wished.

5.3.3.2 Pre-Test Administration
A total of 1,000 social scientists in Pivot’s directory were randomly selected from the
research sampling frame. These recipients were removed later on for random selection for the
final survey deployment. Invitations were sent by email on November 12, 2014. The email
message for this pretest included information about the purposes of this dissertation, and the
online survey link. Links to the survey were unique to each individual to avoid multiple
responses from the same recipient, as well as participation of people that were not part of the
targeted sample.
Because there was a chance that recipients could not be considered social scientists
themselves, the invitation email made clear to recipients that the survey was targeting only
researchers in the social sciences, from different disciplines, who work with research data.
Invitations were also explicit about the fact that the reuse of data was not a condition for
researchers to be qualified for participating in the survey.
Recipients could automatically opt out of receiving emails related to the study. They
could also skip questions in the questionnaire, but a notification for each section would pop
up with a reminder of the incomplete questions and ask for prior confirmation to proceed.
In the course of one week, two reminders were sent in order to increase response rate. As
a participation incentive, respondents were offered to enter in a drawing for a chance to win
one of five gift certificates of 30.00 U.S. dollar each.

5.3.3.3 Pre-Test Results
From the 1,000 emails sent requesting participation, 26 bounced and were rejected by the
recipient server. Emails can be rejected by servers for a number of reasons, such as: inaccuracy
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in the email addresses, high security firewall, full mailboxes, or temporary server shutdown.
A total of 86 recipients opted out from the pre-test survey. As mentioned earlier,
participants could automatically opt out, however, most of the removals were done manually by
email request. Researchers gave different reasons for not participating in the pre-test survey
pre-test, including: lack of time to complete the survey, being retired, not actively working on
research, no interest or knowledge about the topic of the research, and not identifying
themselves as social scientists. This last reason for non-participation was mostly recurrent
among geographers who do research in the earth sciences, and researchers in cognitive sciences
who had background in neurosciences, and therefore identify themselves primary as members
of the allied health science community.
In a time frame of one week, a total of 154 social scientists had initiated the survey and
either recorded their responses partially or fully, however only 95 observations recorded on
Qualtrics were complete and usable cases. Data recorded to Qualtrics was uploaded to IBM
SPSS Version 22 for the purpose of data analysis.

5.3.3.3.1 Demographics of Participants
More than half (62%) of respondents were men. The majority of them, 97% were PhDs
holders from academics, in a relatively widespread age range. In terms of sub-disciplines, most
of the survey pre-test participants were in economics (22-23%), followed by psychology (1617%), political sciences (14-15%), and sociology (13- 14%). Among the 93 respondents that
were in the academic sector, 38 (40.87%) were Full Professors, 35 (37.64%) Associated
Professors, 11 (11.83%) Assistant Professors, 4 (4.3%) Researchers, 3 (3.23%) Professor
Emeritus, and 2 (2.15%) were graduate students. Most of the professors and researchers who
participated in the pre-test were Tenured (70 – 15%), 10 (11%) were on a tenure track, 8 (9%)
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not on tenure track position, and 5 (5%) were retired. Table 14 details the demographics of the
pre-test participants:
Table 14: Demographics of Survey Pretest Participants
Profile

Category

Gender
(n=95)

Women
Men
25-34
35-44
45-54
55-64
65+
Academic
Commercial/Industry
Non-profit
Bachelor’s Degree
Master’s Degree
PhD/Doctoral Degree
Anthropology
Archaeology
Criminology
Family Sciences
Geography
Linguistics
Political Sciences
Psychology
Public Administration
Sociology
Economics
Communication
Other
Quantitative
Qualitative
Mixed-Method

Age Group
(n=94)

Sector
(n=95)
Education
(n=95)

Primary
Sub-Discipline
(n=95)

Methodological
Orientation
(n=94)

Number of
Respondents
36
59
5
30
21
25
13
93
1
1
1
2
92
5
1
4
1
2
1
14
16
1
13
22
6
9
46
13
35

Percentage
38%
62%
5%
32%
22%
27%
14%
98%
1%
1%
1%
2%
97%
6%
1%
4%
1%
2%
1%
15%
17%
1%
14%
23%
6%
9%
49%
14%
37%

There were two cases where participants mistakenly included their sub-discipline in the
open box provided for them to include additional options not listed, instead of marking the
equivalent option provided. These two occurrences were fixed in the dataset for accurate
computation of the demographic results. Other sub-disciplines cited by respondents were:
finance, education, special education, public policy, nutrition and food science, social work,
and more broadly, the social sciences.
Survey pre-test data was used to perform items and scale reliability and validity checking. For
the purpose of the analysis, answers of “I do not know” were treated as missing data and provided
some insights about the need to discard or reword items. Data was computed to verify for internal
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consistency and convergent validity as described in the next sections.
5.3.3.3.2 Reliability and Construct Validity Checking
Internal consistency is a common reliability checking technique to measure the extent to
which different items are consistent towards yielding the same concept or construct (Litwin,
1995). In other words, it measures the homogeneity of the items within a scale (DeVellis,
2003). For reflective measures, internal consistency is verified by the computation of
Cronbach’s alpha coefficient (α). This coefficient indicates how closely related a set of items
are as a group, and therefore is considered to be a measure of scale reliability, in which the
desirable threshold is α ≥.70 (Nunnaly, 1978), and α ≥.60 is acceptable for exploratory
studies (Bagozzi & Yi, 1988). Formative measures are not expected to be correlated. Thus,
reliability checking for the two formative lower-order constructs (Frugality and Data Quality)
was performed by testing the assumption of no multicollinearity through a variance inflation
factor (VIF) analysis. Evidence of multicollinearity is encountered in formative items with
VIF values ≤.2 and ≥.5 (Hair, Ringle & Sarstedt, 2001). MacKenzie, Podsakoff and
Podsakoff (2011) however, suggest that only indicators (items) with a no significant
relationship with the latent construct and a VIF greater than 10 are redundant and should be
considered for sequential elimination, if all of the essential aspects of the construct domain
are captured by the remaining indicators. To mitigate potential multicollinearity issues, this
study takes into account Petter, Straub and Rai’s (2007) recommendations to: 1) incorporate
both formative and reflective measures in the model; 2) remove correlated measurement
items, if content validity is not affected, and 3) collapse measurement items into a composite
index.
Because a significant alpha does not imply that the measure is unidimensional this pretest also verified potential dimensionality issues in the data. Construct validity was assessed
in terms of convergent and discriminant validity. Convergent validity refers to the
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demonstration that measures that are, in theory, supposed to be related, are actually related;
whereas, discriminant validity (also known as divergent), seeks to demonstrate that measures
that should not be related to each other theoretically, are in fact not related (Trochim, 2006).
Convergent validity can be estimated through exploratory factor analysis (EFA), which
provides a factor structure (a grouping of variables based on strong correlations). In general,
EFA helps to spot problematic variables and therefore prepares the variables to be used for a
more robust structural equation modeling. One approach to EFA is principal components
analysis (PCA) which is helpful to reduce correlated observed variables to a smaller set of
important independent composite variables.
At the pre-test stage, this study appraised factor loading and demonstrated whether
common factors appeared in multiple underlying items. For the convergent validity checking
the study considered the Eigenvalues outputs of PCA, which demonstrates the variance
accounted for by each underlying factor, and the number of dimensions (Principal
Components) where items should be clustered and be >1. In addition to the Eigenvalues, the
scree plots outputs of each of the six constructs were also analyzed to confirm the number of
dimensions for each of the constructs, considering the separation in fraction of total variance
where the 'most important' components cease and the 'least important' components begin.
For discriminant validity checking, I verified patterns of the rotated matrix, with the rotation
method Varimax/Orthogonal with Kaiser Normalization, and applying the recommended cutoff
of >.6. This verification assumes that variables should relate more strongly to their own factor
than to another factor, and load significantly only on one factor. If variable loads on multiple
factors are detected, cross-loadings should differ by more than .2 (Hair et al., 2009).
The following sections report on the results of the reliability and validity assessment of
the research constructs, as well as the rationale considered for items removal, rewording, and
clustering based on the results of the statistical tests. Scree plots for the six constructs as well
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as the tables for the total variance explained are depicted in Appendix I.
Perceived Benefits (PB)
In the pre-test analysis the perceived benefit construct was comprised of three dimensions
and 11 items. The reliability tests for the PB construct indicated a high internal consistency of
α=.873 for N=79. The Cronbach's alphas for each dimension within the PB construct are
reported in Table 15:
Table 15: Reliability Test for PB dimensions

PB1

Knowledge Expansion

PB2

Frugality

PB3

Dimensions

Pre-Endorsement

Items
PB1.1
PB1.2
PB1.3
PB1.4
PB2.1
PB2.2
PB2.3
PB3.1
PB3.2
PB3.3
PB3.4

Item to Total
Correlation
.844
.767
.719
.649
.521
.763
.715
.803
.884
.882
.840

Numbers of Cases
Used

Cronbach's alphas

91

.877

89

.809

73

.936

Because PB2 Frugality is a compound lower-order variable formed by money/resources,
time and effort savings, the internal consistency of formative constructs should be checked
through the verification of VIF instead. The VIF scores for PB2.1, PB2.2 and PB2.3 were
calculated using SmartPLS (v.3.1.9). The test showed VIF values of 1.511, 1.00 and 2.827
respectively, which are far from the critical tolerance value. Hence, no issue of
multicollinearity was detected, and these items were preserved in the survey instrument.
According to results of the EFA, the Eigenvalues table indicates that the first three
Eigenvalues account for 78.585% of the variation with the cut-off Eigenvalue >1 (Hair et al.,
2009). Thus, this analysis suggests that extracting three factors for PB is appropriate. Rotations
align the directions of the factors with the original variables so that the factors are more
interpretable. For interpretation, clusters of variables that are highly correlated (>.60) were sought
to define the rotated factors. The rotated component matrix (Table 16) below shows the number
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of clusters, indicating that lower-order constructs were highly correlated within the factors
(dimensions) they were previously grouped. PB1.4, however, was loaded moderately in another
factor. Despite the fact that the cross-loading was >.2, because the elimination of this lower-order
variable would not be detrimental to the study, I chose to remove PB1.4 from the final survey.
Table 16: Rotated Component Matrix output for PB
Component
1

2

3

PB1.1

.227

.883

.144

PB1.2

.101

.855

.167

PB1.3

.109

.869

.079

PB1.4

.159

.410

PB2.1

.142

.683
.209

PB2.2

.207

.167

.871

PB2.3

.157

.124

PB3.1

.891

-.019

.874
.199

PB3.2

.915

.186

.114

PB3.3

.894

.288

.103

PB3.4

.834

.178

.258

.697

It is worth noting, however, that in descriptive statistics the lower-order construct “Preendorsement” had a high frequency of respondents that indicated the option “I do not know”
(IDK) to its measurements. Based on the 95 completed surveys, PB3.1, PB3.2, PB 3.3 and
PB3.4 received 15.8%, 17.9%, 18.9% and 21.1% IDK answers respectively. These numbers
suggest that participants had problems understanding these survey items. Percentages were
above the average of IDK answers across all other measurements which accounted for 6.8%
of the responses. These results, along with the feedback provided by the panel of experts
which suggested that PB3 reflect benefits associated with in the data level, rather than in the
data reuse process, support the decision to remove PB3 along with its three measurements
from the final survey. According to the experts, this aspect of the perceived benefit would be
source-dependent and hard to survey without considering a context-specific scenario.
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Furthermore, this dimension was the only one that did not find any support in the literature,
making PB3 eligible for elimination.
Pre-test findings resulted in the removal of PB1.4 “Promotes new scientific discovery”, and
the entire dimension PB3 Pre-endorsement along with its four items, leaving two dimensions and
six items. Minor changes in terms of wording were applied PB1.2 and PB2.1, without altering
their meaning (Appendix J).

Perceived Risks (PR)
In the pre-test PR was comprised of four dimensions and 12 items. The reliability tests for
the PR demonstrated a high internal overall consistency of the construct (α=.909) for N=79
considering the listwise deletion criteria. The Cronbach's alphas for each dimension within
the PR construct are reported in Table 17 below:
Table 17: Reliability Test for PR dimensions

PR4

PR3

PR2

PR1

Dimensions

Fear of Being
Undervalued

Fear of Infringing
Ethical Codes and
Norms

Slippage

Vulnerability to
Hidden Errors

Items

Item to Total
Correlation

PR1.1

.860

PR1.2

.880

PR1.3

.876

PR2.1

.833

PR2.2

.876

PR2.3

.756

PR3.1

.875

PR3.2

.897

PR3.3

.850

PR4.1

.781

PR4.2

.821

PR4.3

.781

Numbers of Cases
Used

Cronbach's
alphas

88

.936

87

.910

91

.939

90

.895

According to results of the EFA, three components account for 80.85% of the variation
with a cut-off Eigenvalue >1, suggesting that extracting three factors for PR is more
appropriate than the anticipated four dimensions. This result was supported by the rotated
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component matrix outputs. Table 18 below shows that all PR2 “Slippage” and PR3
“Vulnerability to hidden errors” actually loaded in the same component. A closer scrutiny of
the survey items used to measure PR2 and PR3, partially explains these results. In fact, PR2.1,
PR2.2 and PR2.3, as well as PR3.1, PR3.2 and PR3.3 items were all worded equally in the
beginning of the item “I (would be) concerned about…” these might have caused some
implications to participants’ interpretations. Putting it differently, despite the fact PR2 and
PR3 intend to measure different dimensions of risks associated with the reuse of data, the
wording used might have affected the pre-test results. Therefore, these items were re-worded
to be more concise, while still preserving their meaning.
Table 18: Rotated Component Matrix output for PR
Component
1

2

3

PR1.1

.065

.069

.935

PR1.2

.194

.047

.926

PR1.3

.197

.075

.918

PR2.1

.850

.073

.157

PR2.2

.879

.172

.084

PR2.3

.855

.145

.013

PR3.1

.744

.357

.237

PR3.2

.707

.483

.180

PR3.3

.769

.327

.238

PR4.1

.274

.860

-.038

PR4.2

.178

.885

.040

PR4.3

.236

.861

.175

As a result of the pre-test, all four PR dimensions were kept for the final survey. However,
slight changes were implemented in the leading sentence and some items were shortened, while
preserving their original meaning. These adjustments were important to combine all dimensions
and their items into a single matrix in the PR section of the final survey instrument. In addition,
in spite of the good factor loading for PR1 items, due to pre-test participants’ comments about
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the ambiguity and the different interpretations that the concept “scientific community” may
receive, PR1.3 was removed from the final survey.

Perceived Effort (PE)
In this instrument pre-test stage the second order construct PE consisted of six dimensions
and 18 items. The reliability tests for the PE construct demonstrated a high internal
consistency of the construct (α=.882), for N=72. Within dimensions, except for PB2 and PB5
all items complied with reliability scores α>.7 (Table 19):
Table 19: Reliability Test for PR dimensions

PE1

Be Innovative with Existing Data

PE2

Obtain Access to Data

PE3

Data Discovery Process

PE4

Dealing with Mismatches

PE5

Preparation for Reuse

PE6

Dimensions

Understanding the Original Study

PE1.1
PE1.2
PE1.3
PE2.1

Item to Total
Correlation
.673
.664
.669
.327

PE2.2

.327

PE3.1
PE3.2
PE3.3
PE4.1
PE4.2
PE4.3
PE4.4
PE4.5
PE5.1

.843
.887
.912
.572
.757
.823
.832
.275
.430

PE5.2
PR6.1
PR6.2
PR6.3

.430
.801
.846
.844

Items

Numbers of Cases
Used

Cronbach's alphas

90

.811

88

.478

89

.941

87

.842

81

.580

91

.914

PE2 and PE5 internal consistency issues were sustained by the EFA results which
revealed the existence of only five dimensions of this construct, accounting for 76.245% of
the variance with a cut-off of Eigenvalue >1. Table 20 demonstrates factors’ loadings in each
of the five dimensions:
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Table 20: Rotated Component Matrix output for PR

PE1.1
PE1.2
PE1.3
PE2.1
PE2.2
PE3.1
PE3.2
PE3.3
PE4.1
PE4.2
PE4.3
PE4.4
PE4.5
PE5.1
PE5.2
PE6.1
PE6.2
PE6.3

1
.076
.150
.074
.598
.831
.836
.881
.902
.527
.293
.023
.038
.016
.304
.172
.187
.216
.168

Component
2
3
4
.219 .166
.815
-.092 .092
.831
.071 .185
.843
-.017 .042
.185
.063 .109 -.029
.209 .314
.135
.170 .147
.037
.211 .155
.050
.104
.598 .107
.032
.839 .041
.125
.924 .068
.055
.922 .061
.182 .196
.083
.048 .131
.059
.583 .111 -.082
.100 .866
.154
.043 .883
.180
.090 .873
.145

5
.065
.218
-.126
.058
.131
.038
.170
.058
.214
.025
.049
.122
.654
.787
.496
.095
.127
.225

Factor loadings for PE1 were found to be significant. PE2.1 and PE2.2 loaded together
with PB3 measurements. This can be explained by the fact that both dimensions are about the
effort related to processes social scientists go through in order to have data available for reuse.
Because PE2 e PE3 were loading too closely to be considered different dimensions, these two
lower-order constructs were integrated into only one dimension which was later re-labeled
“Data Discovery and Access”. Reliability tests for PE2.2, PE3.1, PE3.2 and PE3.3 showed a
high internal consistency among these items (α=.934), which helped to support the decision
to merge PE2 and PE3 dimensions.
PE4.1 and PE5.2 loaded similarly and lower than .60 in two different dimensions, making
them entitled to removal. PE4.2, PE4.3 and PE4.4 loaded well in the same dimension. PE4.5,
- which was included after the panel of experts - loaded weakly in a separate dimension and
was excluded. This exclusion also considered the assumption that disparate sources would be
context-dependent, and therefore, would not necessarily measure the general idea of
mismatches.
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After the analysis of PE5 loadings, it was concluded that PE5.1 would be arbitrary to access
the effort associated with the reuse. Data formatting, selecting, and cleaning are steps that all
research requires, regardless of whether the researcher is using new data they collected
themselves, or existing data collected by others. As such, PE5.1 was removed from the final
survey.
Pre-test results caused some important changes in the PE construct. The dimension PE5
“Preparation for Reuse” was excluded. Dimensions PE2 and PE3 were merged and items PE2.1,
PE4.1 and PE4.5 were dropped from the final survey (Appendix J).

Perceived Reusability (PReu)
The reliability tests for the PReu construct indicated a high internal consistency across all
dimensions (α=.880, N=78) and within most of all the five subdimensions (α>.6). The
Cronbach's alphas for each of the five dimensions and 14 items within the PE construct are
reported in Table 21:
Table 21: Reliability Test for PReu dimensions

PReu1

Data
Documentation

PReu2

Data Fitness

PReu3

Data Producer
Trustworthiness &
Credibility

PReu4

Data Quality

PReu5

Dimensions

Preparation for
Reuse

Numbers of
Cases Used

Cronbach's
alphas

PReu1.1

Item to Total
Correlation
.774

PReu1.2

.776

91

.795

PReu1.3
PReu2.1
PReu2.2

.493
.591
.403

80

.677

PReu2.3

.503

PReu3.1

.606
90

.888

PReu3.2

.425

PReu4.1
PReu4.2

.620
.675

87

.771

PReu4.3

.682

PReu5.1
PReu5.2

.767
.493

89

.801

PReu5.3

.719

Items
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The EFA results revealed that four distinct components for the PReu higher-order
construct. These four dimensions account for 73.758% of the variance with a cut-off
Eigenvalue >1.The fifth dimension had an Eigenvalue of .943. The matrix output (Table 22)
demonstrates factors’ loadings across components:
Table 22: Rotated Component Matrix output for PReu

PReu1.1
PReu1.2
PReu1.3
PReu2.1
PReu2.2
PReu2.3
PReu3.1
PReu3.2
PReu4.1
PReu4.2
PReu4.3
PReu5.1
PReu5.2
PReu5.3

1
.006
.042
.535
.369
-.023
.545
.073
.181
.744
.349
.283
.703
.806
.650

Component
2
3
.291
.897
.364
.879
-.059
.625
-.093
.366
.308
.063
-.034
.100
.276
.785
.185
.813
.443
-.077
.045
.606
.168
.715
.354
.383
.141
-.033
.397
.371

4
.142
.115
.158
.661
.838
.509
.000
-.038
.131
.376
.275
.072
.088
.108

PReu 1.3 loaded similarly in two different dimensions along with other items assessing data
documentation and study rigor with a cross-loading difference <.20. This item had complex
wording, “Be accompanied by documentation that explains the rationale and methodology for
the original study”, which might explains loading inconsistency. After further examination and
considering that data documentation dimension was well-captured in other lower-order
variables with higher loadings, PReu1.3 was removed from the final survey.
A similar issue was found for PReu2.3 “Conform to the right format”. One potential
explanation for this item to have loaded along with other items under the dimension “Study
Rigor” could have been caused by the word “right”. Respondents of the pre-test may have
understood that this item was measuring how correct and accurate data is, instead of being in
the format the reuser was looking for. Therefore, this item was re-worded for a better
accuracy of the measurements.
150

Only four dimensions were clearly identified and PReu3 and PReu4 loaded together in only
one dimension. Nonetheless, these dimensions cannot be combined because they clearly intend to
measure two different aspects of reusability. PReu3 aims to measure the importance of data
producers’ credibility and trustworthiness, while PReu4 corresponds to a formative higher-order
construct which integrates attributes of data quality. Because the fifth dimension was a very close
to the cutoff (.943), the original five PReu dimensions were kept in the model. All 14 items were
retained; however, some items were slightly re-worded for the sake of clarity and conciseness, yet
maintained their original meaning. VIF verification of PReu4.1, PReu4.2, and PReu4.3 indicated
scores of 3.021, 2.617, and 2.848, discarding potential multicollinearity issues.

Facilitating Conditions (FC)

At the pre-test stage FC was comprised of five dimensions and 14 items. The overall
reliability across all items and dimensions was α=.832 (N=67). The reliability tests for the FC
construct indicate a high internal consistency within four of the five sub-dimensions with the
exception of FC5. The Cronbach's alphas for each dimension within the FC construct are
reported in Table 23 below:
Table 23: Reliability Test for FC dimensions

FC1
FC2

Primary Investigators Reach

FC4

Data Repositories Availability

Support & Assistance Availability

FC5

Data Documentation Availability

FC3

Dimensions

Previous Expertise/Skills

Numbers of Cases
Used

Cronbach's alphas

FC1.1
FC1.2
FC1.3
FC2.1
FC2.2
FC2.3
FC3.1

Item to Total
Correlation
.867
.893
.882
.702
.781
.841
.809

86

.939

86

.881

FC3.2

.741

83

.853

FC3.3
FC4.1
FC4.2
FC4.3

.631
.719
.857
.794

78

.891

FC5.1

.319
75

.481

FC5.2

.319

Items
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The EFA analysis revealed that four factors account for 75.22% of the variation with the cutoff Eigenvalue >1. FC1, FC2, FC3 and FC4 have all their correspondent measurements loading
well together and within a unique category. FC5 “Previous Expertise and Skills” measurements
did not load together, and were not significant in any of the four components (Table 24).
Table 24: Rotated Component Matrix output for FC
Component
FC1.1
FC1.2
FC1.3
FC2.1
FC2.2
FC2.3
FC3.1
FC3.2
FC3.3
FC4.1
FC4.2
FC4.3
FC5.1
FC5.2

1

2

3

4

.865
.908
.827
.141
.312
.219
.094
.073
-.072
.044
.055
.230
.485
.026

.329
.217
.426
.823
.813
.887
-.017
-.040
.140
.113
.203
.155
-.314
-.236

.037
.048
.039
.139
-.009
-.020
.901
.857
.769
.327
.357
.430
.027
-.035

-.034
.091
.121
-.008
.050
.032
.220
.162
.212
.722
.785
.769
.374
.690

Furthermore, additional evaluation of FC5 concluded that this dimension was problematic
to measurements because it targeted inner capabilities of the researcher rather than an
infrastructure (personnel, organizations and/or technical) that exists to support data reuse. As
a result, this dimension was removed from the final survey.
Even though data documentation availability (FC1) items loaded and clustered well,
participants of the pre-test indicated that the existence of data documentation was sourcedependent and, therefore hard to judge as a part of facilitating conditions. Based on this
feedback, and considering that FC1 has some overlap with PReu, this dimension along with
its measurements was removed from the final survey.
Most of the items in FC had their wording improved for the final survey. Despite the
good results with regard to internal consistency and construct validity, some items of this
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construct were rephrased to better denote the actual existence and availability of the different
facilitating conditions, rather than the connotation of desirable existence of those conditions.

Social Influence (SI)
SI is represented by two dimensions and six measurements. Overall reliability was
confirmed (α=.962, N=71) for this construct. The reliability tests for the SI construct indicate
a high internal consistency within all the two sub-dimensions. The Cronbach's alphas for each
dimension within the SI construct are reported on Table 25 below:
Table 25: Reliability Test for SI dimensions

SI1

Disciplinary Receptiveness

SI2

Dimensions

Peer Encouragement

Items
SI1.1
SI1.2
SI1.3
SI2.1
SI2.2
SI2.3

Item to Total
Correlation
.785
.934
.899
.835
.778
.904

Numbers of Cases
Used

Cronbach's alphas

87

.930

71

.918

Nonetheless, EFA analysis revealed that only one factor accounted for 83.79% of the
variation with the cut-off Eigenvalue >1. Forcing the extraction with a fixed number of two
components (Table 26) showed that SI1.1 loads alone in a different dimension.
These results revealed a need to improve the differentiation between the two levels of
social influence the research aims to measure. In the final survey, the leading sentence that
preceded items was re-worded to emphasize these two different dimensions without incurring
in survey items’ verbose.
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Table 26: Rotated Component Matrix output for FC
Component
1

2

SI1.1

.406

.899

SI1.2

.803

.529

SI1.3

.849

.436

SI2.1

.878

.343

SI2.2

.670

.545

SI2.3

.847

.452

5.3.4 Final Survey Design
Based on the different rounds of face, content and construct validity, as well as internal
consistency checking five dimensions (lower-order constructs) were removed or merged and
21 initial items were removed at the pre-test round. Appendix J details the changes of survey
constructs and items; Appendix K presents the final survey constructs and items, while Table
27 provides a general comparison of the number of items and lower-order constructs prior
and after the series of steps taken in order to purify the survey instrument.
Table 27: Evolution of Items After the Different Steps of Validity and Reliability
Checking

Perceived Benefits (PB)
Perceived Risks (PR)
Perceived Effort (PE)
Perceived Reusability (PReu)

Initial Number of
Lower-Order
Constructs
3
4
6
5

Facilitating Conditions (FC)
Social Influence (SI)
Total

5
2
25

Higher-Order Constructs

13
12
19
15

Final Number of
Lower-Order
Constructs
2
4
4
5

15
6
80

3
2
20

Initial
Items

Final
Items
6
11
13
14
9
6
59

After the implementation of changes in the survey instruments, items and dimensions
were renumbered. Appendix K presents the table with the final items within lower-order
constructs along with their newly assigned number codes.
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In addition to the changes to independent variables measurements, the pre-test analysis
also allowed some improvements in the survey instrument with regard to questions with
categorical variables options. For instance, the question asking about different types of data
expanded options according to the different specifications provided by pre-test respondents
whenever they indicated other options different from those provided.
The overwhelming occurrence of free-text entries provided by respondents resulted in the
redesign of the data sources question, which asked participants to indicate typologies of data
sources instead of individual sources.
The final survey adopted a 7-point agreement Likert scale ranging from strongly disagree
to strongly agree, to assess the independent variables. No IDK option was provided, but
participants were allowed to skip questions.

5.4 Survey Administration Procedures
The final survey was uploaded to Qualtrics, an online survey platform to which iSchool
Syracuse University has a full subscription and complete access to all advanced features.
Invitation for participation containing the link to access the survey was submitted to 4,500
social scientists randomly selected from the pool of Pivot’s profiles. Prior to the random
selection of potential participants for the final survey, profiles of social scientists who
received the invitation for participation in the pilot study and that had participated in other
rounds of the study (i.e. interviews, face and content validity) were removed.
The email message for the final survey included information about the purposes of this
dissertation, and the online survey link. Each recipient received an individual link to avoid
multiple responses from the same recipient, as well as participation of people that were not part
of the original sample. As there was a chance that some recipients were classified by CoS Pivot
under sub-disciplines in the social sciences, despite of not being their primary field, the email
made clear to recipients that the survey was targeting only researchers in different disciplines of
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the social sciences, who work with research data. Invitations were also explicit about the fact
that their prior experience reusing data was not a condition for researchers to be qualified for
participating in the survey. Respondents were requested to consider their answers based on
either their general perception or experience, if applicable.
Recipients could automatically opt out receiving emails related to the study. They could
also skip questions in the questionnaire, but notifications in each page would ask prior
confirmation to proceed with incomplete responses. Data collection ran from December 16,
2014 through January, 12, 2015. Two reminders were sent to improve response rates.

5.5 Data Analysis Plan
Among the various methods available to verify the relationship between a set of variables,
this research adopts the structural equation modeling (SEM). SEM is regarded as a family of
second generation statistical techniques (Kline, 2005), which differ from first-generation
techniques such as factor analysis and multiple regression, and can simultaneously test and
estimate causal relationships among multiple independent and dependent constructs. In
addition, SEM can assess not only the measurement model (relationships between constructs
and measures), but also the path model (relationship between one construct and another) to
test theoretical relationships. Therefore, SEM enables researchers to simultaneously examine
relationships among measured variables and latent variables as well as between latent
variables.
SEM can be used for both confirmatory and exploratory purposes because it allows
comprehensive means for assessing and modifying theoretical models (Whitman & Woszczynski,
2004). Its robustness aligned with the increasing interest to understanding non-observable
phenomena with regard to perceptions, intentions and attitudes has made this a prominent
statistical analysis over the past decades (Hair et al., 2014).
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Partial Least Squares (PLS) is a variance or component-based approach to SEM which is
particularly useful for testing structural equation models. The method which was originally
developed in the 1980’s by the statistician Herman Wold is regarded as one soft modeling
technique with less rigid distributional assumptions on the data. Also, variance-based SEM
yields robust results even in the presence of small samples and multivariate deviations from
normality (Hair et al. 2014). PLS is considered a non-parametric technique which is highly
employed in the information systems field, especially among scholars who have investigated
use intention and behavior. This includes scholarly work applying the technology acceptance
model (TAM) (Ringle, Sartsted & Straub, 2012), and the UTAUT model precursors
Venkatesh et al. (2003) whose model this dissertation draws upon.
As reasoned by Hair et al. (2014), among other advantages, PLS-SEM is the preferable
approach for situations where: 1) the phenomenon under study is new or whose theoretical
framework is yet not fully crystallized; 2) the goal of the research is to predict key target
constructs or identifying their key drivers; 3) the structural model is relatively complex and
comprised of many latent variables and indicators/measurements; 4) the proposed model
integrates both reflective and formative measurements; and 5) items are perception-based and
measured on a Likert scales, thus of unknown distribution, and with no possibility of
normality demonstration.
Even though the proposed research model is grounded in a well-established and solid
model, because latent variables (lower-order constructs) are contextualized to the
phenomenon of data reuse, the model is still a first attempt to explain the factors that
influence data reuse intention and behavior. In this sense, the primary objective of this study
in applying structural modeling is prediction and explanation of target constructs. A relatively
large number of latent variables (20) and measurements (51) are part of the proposed model,
including both reflective and formative items. Furthermore, survey items for independent and
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dependent variables were framed based on perception and assessed through Likert scales.
Therefore, because all aforementioned criteria are true to this dissertation study, PLS-SEM is
adopted as the main statistical approach to analyze the empirical data obtained through
survey research.
For the descriptive statistics about the sample population and measurements, and for
preliminary data analysis, IBM SPSS (version 22) was used. In order to examine the
hypothesized model, the study employed SmartPLS (Ringle, Wende & Beker, 2014).

5.6 Summary
This chapter outlined the research methods and procedures of the study, giving special
focus to the quantitative stage which employs a survey research in order to test the research
model and hypotheses with a large and more diverse group of social scientists. It reported the
steps taken for validity assessment of the survey items, as well as the results of the survey
pre-test which helped to purify the survey items and polish the survey instrument prior to
final deployment. Rationale for exclusion and adaptation of survey items was presented based
on reliability and statistical measurements, and taking into account the feedback received at
different rounds of face and content validity testing. The final survey instrument was
deployed on December 16, 2014 with 4,500 social scientists in the U.S. randomly selected
from a pool of profiles from Pivot CoS database. Survey results are reported in the next
chapter and examine the extent to which social scientists reuse research data produced by
others, as well which factors and to what degree they influence social scientists’ data reuse
intention and behavior.
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CHAPTER VI
DATA ANALYSIS & RESULTS
This chapter presents the survey data analysis and results. It describes the data collection
process and response rates obtained, details the steps for data cleaning and preparation taken
prior to data analysis, and evaluates the dataset and the observations pool based on the
different assumptions and recommendations for PLS-SEM analysis. The demographics of
survey participants kept in the final sample are then presented alongside other relevant
descriptive statistics. The research model according to PLS-SEM specifications, the
measurement and structural models’ results, and the findings for the hypothesized
relationships are examined. Lastly, the revised model is presented along with a summary of
the chapter.

6.1 Data Collection & Processing
The following sections detail the survey administration procedures, the number of
responses obtained at the different calls for participation, as well as the final response rate. It
also presents the steps taken for data cleaning and preparation prior to the data analysis.

6.1.1 Survey Administration
The final survey instrument (Appendix L) was distributed by email on December 16,
2014 to 4,500 potential survey participants. Potential participants were randomly selected
from the pool of remaining profiles of social scientists at Pivot/CoS scholar database. Emails
were sent through the Qualtrics survey platform in order to better track the distribution of
emails. Email messages included a brief introduction to the study, a description of the
purpose of the survey, and a unique link to the online survey. The questionnaire consisted of
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an introduction and informed consent, a short preamble with some key definitions, specific
questions to measure the research constructs, as well as a few demographic questions. All
participants could enter for a chance to win one of ten $30 gift cards.
In order to increase the response rate, two reminders were sent, one on January 2, 2015
and the second on January 9, 2015. Qualtrics computes the total of started and completed
surveys. Started surveys account for any number of questions answered, with the failure to
click on the “submit your responses” button. A completed survey in Qualtrics does not mean
that the participant completed all questions, and therefore that the observation/cases has no
missing values, but that respondents went through all survey sections and chose to submit
their answers. Started surveys account for the complete cases in addition to the number cases
where participants closed the survey (voluntarily or involuntary) before submitting their
answers.

6.1.2 Responses and Response Rate
The first call registered a total of 328 started surveys, of which only 255 were completed.
At the first call, 197 emails bounced and a total of 122 recipients either opted-out
automatically or by email request. The second call submitted to non-respondents registered
an additional 191 started surveys, of which 150 were completed, and 219 recipients who
opted out. Contrary to prior expectations, as online survey responses tend to substantially
decline over the course of new reminders, the last call received a good number of responses.
The final call was submitted on January 9, 2015, reminding participants of the survey closure
on January 12, 2015. At this last call, Qualtrics registered 229 newly started surveys and 180
new completed ones. This growth in responses however, was understandable, considering the
time frame of data collection and that the population surveyed was comprised mostly of
social scientists in the academia. The first call was sent when some schools were off for
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winter break, and the first reminder was submitted just after a national holiday. The last call
coincided with days before the start of the spring semester in most academic institutions,
when most faculty and research were likely to be back to their office and work appointments,
which may explain the greater number of responses obtained in the second round. Sixty-three
opt-outs were recorded in this round, despite the fact that the second reminder email made
clear that it was the last communication before the survey closure.
A total of 743 (16.51%) started and 585 (13%) completed surveys were recorded in
Qualtrics until the official closure of the survey on January, 12 2015 (11:59 EST). The three
different calls led to a response rate above the 10% conservative percentage for online
surveys in the Social Sciences. Table 28 summarizes the number of responses obtained at the
different calls:
Table 28: Survey Distribution & Response History
Date

Round

Opt Outs

Started

Completed

12/16/2014

First Call

122

328

255

01/02/2015

First Reminder

219

191

150

01/09/2015

Second Reminder

63

224

180

404
(8.98%)

743
(16.51%)

585
(13%)

Total

The reasons for recipients to opt-out could not be fully assessed because messages
contained the automatic opt-out feature that did not require any interaction with the
researcher. However, about one third of 404 people who opted out were removed manually.
Survey recipients who requested to be removed from future participation calls usually
underscored the following reasons in their email messages: not being active in research, not
considering themselves social scientists, and lack of time or interest to participate. The first
two reasons cited were the criteria for participation explicitly defined in the solicitation
emails sent at the different rounds of data collection. As in the survey pre-test, most cases of
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recipients who justified for non-participation and opting-out of the study due to disciplinary
mismatch were from sub-disciplines that draw extensively from more than one field, and are
highly regarded for their interdisciplinarity such as cognitive sciences and geography. The
email excerpt below illustrates this particular issue:

I received a note asking that I participate in your survey. I am happy to do so. However, I have a
question first: Geography includes both human and physical specialties even though we are often
labeled or lumped with social science; geographers are both social and earth scientists at the same
time with some leaning much more one way than the other. I am a physical geographer; hence I do
little to no social science research…
Given my background and work, will my responses make any sense in your survey? Thus, do you want
my responses in your social science survey? (Email from a survey recipient who opted-out from the
study – 12/16/2014)

In those situations, recipients were asked to disregard my request because they did not fit to
the research criteria. Therefore, even though a precise adjustment of the number of adequate
potential participants cannot be provided due to automatic opt-outs, it is possible to infer that
the study response rate was higher than the percentage reported. Nevertheless, the number of
cases surpassed the minimum sample size requirements for the conservative response rate
requirement and for the minimum sample size needed for the PLS-SEM analysis.

6.1.3 Data Screening & Cleaning
Prior to data analysis the data set was subject of a screening and cleaning process.
Screening and cleaning are prime steps for data analysis-readiness, and for allowing to spot
potential anomalies in the dataset, and mitigate them, whenever possible, in order to make
sure the data is valid.
The final survey data from Qualtrics was initially exported to an Excel spreadsheet for
variables recoding and for the dataset codebook creation. At this stage, after a first screening
of the observations three cases were removed because respondents indicated in open
comment boxes that they were not social scientists or that they did not work with research
data, automatically excluding them from the targeted sample of interest of this research.
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Additionally, considering the demographic variable “Sector”, 15 cases where participants
were not academics were excluded. This decision was made considering that data reuse
practices among researchers working in the industry and in other organizations might differ
from academic scholars in the social sciences, but this study would be unable to derive
sufficient evidence for understanding research data reuse in different settings based on the
small number of cases. Among the 15 cases excluded, eight were participants from nonprofit organizations, four from government, and three from the industry. These two first
screening rounds reduced the initial number of potential cases to be considered for the main
data analysis from 743 to 725. The updated excel spreadsheet was then transferred to SPSS.
Since this research used an online survey, errors of data entry were reduced. Nevertheless,
a preliminary checking of correspondence between responses and case ID when the data
report was exported to Excel and later to SPSS was still conducted to assure accuracy of the
data. Each response case was carefully reviewed to verify inconsistencies in the data. This
inspection allowed for the detection of the need to replace the original entries of some opentext answers to demographic questions such as discipline and position by an equivalent
survey option. Because the survey did not allow participants to return to previous sections
and change their answers, two respondents used the open comment box at the end of the
survey to request replacement of their entries. In one case, the participant mentioned that
while filling out the survey with his smartphone, he accidently selected the wrong scale
option to all items in the first section. In another situation, the participant accidently skipped
the last demographic answer to the gender question, and requested the inclusion of his
response to the questionnaire. These two cases of manipulation of values due to participant
request were documented along with the dataset.
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Considering that the some started surveys could still have a sufficient level of
completeness, the initially cleaned and screened dataset was comprised of a total 725
potential usable cases.

6.1.4 Data Preparation
Data preparation is closely tied to analysis methods. For research employing PLS-SEM,
Hair et al. (2014) address different aspects that should be examined to assure that data is
adequate to PLS-SEM analysis standards.
“PLS-SEM is considered highly robust as long as missing values are below a reasonable
level” (Hair et al., 2014, p.16). The first recommendation is to identify missing data and
remove observations that exceed 15% of incompleteness. From 725 total cases in the dataset,
564 complied with the 85% of completeness suggested by Hair et al. (2014), among which
only one case was from the pool of participants who started but did not complete the survey.
Considering the pool of 564 usable cases, this research followed Hair’s (2014) to verify for
the portion of missing values per indicator. Appendix M presents a detailed description of the
missing values per indicator. The table shows that usable cases had low occurrences of
missing data. The highest percentage of missing data was of 1.6%. Because less than 5% of
values per indicator were missing, this research followed the recommendation to replace all
missing values by the mean value (Hair et al., 2014) before proceeding with the PLS-SEM
data analysis.10
Another recommendation is to remove suspicious response patterns including straight
lining and outliers (Hair et al., 2014). While straight lining reflects cases where participants
mark the same response for a high proportion of the questions, outliers are extreme responses
which can yield distortion in statistics. The dataset was inspected for straight lining, but no
such cases were encountered. Multivariate outliers are those which have extreme scores for a
10

The mean replacement was computed directly on Smart-PLS while running the main data analysis.
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combination of variables, or its patterns of scores are unusual. Detecting multivariate outliers
is therefore more complex than identifying extreme scores on a single variable (univariate
outlier), which can be easily done by inspecting the frequency distribution of z scores or box
plots (Kline, 2005). For the detection of multivariate outliers this dissertation followed
Kline’s (2005) recommendation of computing Mahalanobis distance (D) statistic in SPSS.
The conservative level of statistical significance for this particular analysis requires a p value
above .001 (p>.001) (Kline, 2005) The computation of ‘1-CDF.CHISQ(mah_1,7)’; where
Mah_1 is the value of the statistic and seven the degrees of freedom corresponding to the
total number of independent variables, spotted a total of 37 cases below the threshold in the
dataset. Each of these cases was carefully examined, but no case was removed for the final
analysis since they had reasonable scores for each variable.
As previously mentioned in Chapter V, PLS-SEM is a non-parametric method and does
not require particular assumptions about the distributional characteristics of the data in order
to render accurate results. Despite being a soft modeling technique with fairly loose
assumptions to data and no requisite of normality, it is still important to verify if data is not
too far abnormal, which could cause problems in parameters’ significance assessment (Hair
et al., 2014). Normality is conventionally assessed by two measures, skewness and kurtosis.
While the former measures the lopsidedness of a distribution, the latter measures the
peakedness or the flatness of it. Skewness and kurtosis for symmetry and distribution peaks
checking were tested in SPSS. Histograms and frequency table outputs indicated nonnormality in the data, however; no variable was found to have an extreme value regarding
normality measures. Kline (2005) recommends a cut-off value of 3 for extreme skewness and
10 for kurtosis. Skewness results for individual items representing both independent and
dependent variables ranged from -2.270 to .588, and kurtosis from -1.245 to 7.295, as
described in Appendix N.
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6.2 Survey Results
This section presents the results of the survey study in the following order: 1)
demographics of respondents; 2) types of data and data sources participants use most; 3)
PLS-SEM analysis of the research model and the research hypotheses testing; 4) the extent to
which they perform data reuse, and what types of data reuse and sub-disciplines that are most
likely to reuse data, and 5) the factors that social scientists ponder while judging the
reusability of research data.

6.2.1 Demographics of Participants
As described earlier in section 6.2, for the purpose of this research only academic social
scientists were included in the data analysis, leaving 564 for the final data analysis. Among
them, only 558 indicated their gender in the survey. Men accounted for a total of 313 (56.1%)
of the participants and 245 (44.3%) of the respondents were women. Social scientists who
participated in this study mostly aged between 45 and 64 years old, and the majority (97.7%)
of respondents held a PhD/Doctoral degree. In terms of their primary methodological
approach to research 309 (54.8%) are quantitative, 82 (14.5%) qualitative, and 173 (30.7%)
are mixed-method researchers.
As indicated in Table 29, most respondents are from Psychology (n=105, 18.6%),
Sociology (n=78, 13.8%), Economics (n=63, 11.2%), and Political Sciences (n=63, 11.2%).
Thirty six respondents indicated different sub-disciplines as their primary field of study.
Responses included: public health, social work, library science, history, demography,
behavior genetics, political economy, political history, women’ studies, marketing, youth
development, urban studies and planning, and speech science.
From the 562 respondents who answered the question about their academic positions 112
(19.9%) indicated being Assistant Professors, 162 (28.8%) Associate Professors, 230 (40.9%)
Full Professors, 24 (4.3%) Professors Emeritus, 12 (2.1%) Graduate Students, 11 (2%)
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Lecturers/Instructors, 6 (1.1%) Researchers, 3 (0.5%) Professors of Practice, 1 (0.2%) PostDoctoral Fellow, and 1 (0.2%) indicated in the open option being an Adjunct Professor.
Among the 557 respondents who filled out the question about their academic contract 377
(67.7%) are tenured, 107 (19.2%) are on a tenure track, 45 (8.1%) are not on a tenure track,
and 28 (5%) are retired.
Table 29: Demographics of Survey Participants
Number of
Respondents
245

Profile Category
Gender
(n=558)

Age Group
(n=559)

Education
(n=564)

Primary
Sub-Discipline
n=564

Women
Men

313

43.9%
56.1%

25-34

54

9.7%

35-44

144

25.8%

45-54

144

25.8%

55-64

137

24.5%

65+

80

14.3%

Bachelor’s Degree

2

0.4%

Master’s Degree

11

2.0%

PhD/Doctoral Degree

551

97.7%

Anthropology

26

4.6%

Archaeology

15

2.7%

Cognitive Science

5

0.9%

Communication

42

7.4%

Criminology

30

5.3%

Economics

63

11.2%

Education

15

2.7%

Family Sciences

7

1.2%

Finance

5

0.9%

Geography

17

3.0%

(Applied) Linguistics

24

4.3%

Political Sciences

63

11.2%

Psychology

105

18.6%

Public Administration

17

3.0%

Public Policy

16

2.8%

Sociology

78

13.8%

Other
Methodological
Orientation
n= 564

Percentage

36

6.4%

Quantitative

309

54.8%

Qualitative

82

14.5%

Mixed-Method

173

30.7%
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Even though the research did not adopt a stratified sampling strategy, it is worth-noting
that the sub-disciplines that received more responses (i.e. Psychology, Sociology, Economics
and Political Sciences) were the same top four sub-disciplines in terms of profiles numbers
represented in the research sampling frame. This suggests that not only the response rate was
satisfactory for the purpose of data analysis, but also that to some extent responses portray the
sub-disciplines with most scholars in the social sciences.

6.2.2 Data Sources and Data Types
Survey participants were asked to indicate which of the listed data sources they had used
in the last 24 months to retrieve data for their own research. Respondents were encouraged to
select all applicable options and to include any other types not provided in the question.
Figure 11 indicates that government and official repositories were the most common data
source from which participants retrieved data (50.4%), the next most frequently used were
repositories in their sub-discipline (29.1%), institutional repositories from universities (20.6%)
came in third, followed by individual researchers’ websites (16%) and research groups’
webpages (13.7%) trailing behind. A good number of respondents (N=154, 27.3%) indicated
they had not retrieved existing data from any source in the past 24 months, which provides a
rough estimation of the number of social scientists that have not reused data in the given
timeframe. Other data sources respondents indicated include: datasets exchanged directly
with researchers via email and personal communication, datasets published in journal articles
and journal’s data repositories, non-governmental organizations’ (NGOs) websites, blogs and
multidisciplinary database containing datasets such as Figshare.
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Disciplinary repositories

164 (29.1%)

Government/Official repositories

284 (50.4%)

Individual researchers' websites

90 (16%)

Repositories from academic institutions

116 (20.6%)

Research groups' websites

77 (13.7%)

Other

93 (16.5%)

None

154 (27.3%)
30

80

130

180

230

280

330

380

430

480

530

Figure 11: Data Sources used to retrieve existing data (past 24 months)
Table 30 indicates the frequencies of sub-disciplines considering cases where participants
have indicated not having retrieving existing data in the giving time-frame of 24 months.
Table 30: Cases of non-users of data sources in the past 24 months by sub-disciplines
Sub-discipline

Frequency

Percentage

Anthropology

7

4.5%

Cognitive Science

2

1.3%

Communication

23

14.9%

Criminology

1

0.6%

Economics

8

5.2%

Education

8

5.2%

Family Sciences

3

1.9%

Geography

1

0.6%

(Applied) Linguistics

6

3.9%

Political Sciences

6

3.9%

Psychology

53

34.4%

Public Administration

5

3.2%

Public Policy

2

1.3%

Sociology

19

12.3%

Other

10

6.5%

Total

154

100.0%
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The survey also collected the types of research data respondents most commonly use in
their research (Figure 12).

Audio Files

73 (12.9%)

Clinical Trials

28 (5%)

Experimental Data

193 (34.2%)

Field Notes

149 (26.4%)

Interview Transcripts

206 (36.5%)

Official Data Reports (Agencies/Government)

254 (45%)

Surveys

416 (73.8%)

Video Files

47 (8.3%)

Other

97 (17.2%)
10

60

110

160

210

260

310

360

410

460

510

560

Figure 12: Types of research data most commonly used by respondents
About three quarters of the respondents indicated using survey data (n=416, 73.8%),
followed by official data reports from agencies and government (n=254, 45%), interview
transcripts (n=206, 36.5%), experimental data (n=193, 34.2%), field notes (149, 26.4%),
audio files (n=73, 12.9%), video files (n=47, 8.3%) and clinical trials (n=28, 5%). Other data
types cited by respondents included assessment data, maps, photographs, archaeological
artifacts, and creative products (e.g. sketches).

6.2.3 PLS-SEM Analysis

This dissertation employs PLS-SEM as the main technique for the analysis of the survey
data as well as the validation of the research model and its hypothesized relationships.
SmartPLS was used to compute these results.
Following Chin’s (2010) and Hair’s et al (2014) recommendations, PLS-SEM results are
reported in a two-step approach. The first step consists of the measurement model assessment,
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where a set of statistics including construct reliability, composite reliability, convergent and
discriminant validity, and multicollinearity issues are examined. This step delivers empirical
measures of the relationships between indicators and their constructs (Hair, et al. 2014) and
checks for the appropriateness of these measures (Chin, 2010). The second step consists of
the structural model assessment, which provides the empirical measures about the
relationships between the constructs (Hair, et al. 2014). This second step pays particular
attention to the significance and relevance of the path coefficients (β) and the t-statistics
generated by the bootstrapping analysis, the level of coefficient of determination (R2), and the
effect sizes (f2) (Chin, 2010; Hair et al., 2014).
PLS-SEM requires the computation of construct scores for each latent variable in the path
model, however, higher-order constructs do not have observed variables (or indicators)
(Becker, Klein & Wetzel, 2012). Because of that, research adopting hierarchical models
should provide: 1) the type of hierarchical latent variable model used; 2) the approach used to
estimate the hierarchical latent variable model, 3) the assessment of the appropriateness of the
lower-order constructs obtained from the relation between lower-order construct and its
manifest variables (indicators/items), and 4) the assessment of the appropriateness of the
higher-order constructs obtained from their relations with the lower-order constructs (Becker,
Klein & Wetzel, 2012). This research takes into account these recommendations to report
PLS-SEM results.
6.2.3.1 Measurement Model Assessment
Initial Specifications
This study employs a reflective-formative hierarchical component model (HCM) type,
meaning that lower-order constructs (LOCs) are reflectively measured constructs that do not
share a common cause. Rather, they form general abstract concepts known as higher-order
constructs (HOCs) that fully mediates the influence on subsequent endogenous variables
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(Becker, Klein & Wetzels, 2012; Chin, 1998; Hair, et al., 2014). Estimation of the
hierarchical latent variable model followed the repeated indicator approach considering the
path inner weighting scheme, which is judged as the more appropriate approach for the
reflective-formative HCM (Becker, Kelin & Wetzel, 2012). The repeated indicator approach
is depicted in Appendix O, which consists all measurements from each of the LOCs as
formative measurements of their specific HOCs.
Appropriateness of Constructs

As suggested by Becker, Klein and Wetzels (2012), the lower-order constructs were
analyzed according to their relationship with their manifest variables (indicators/items), while
the appropriateness of higher constructs was verified, and took into account the relationship
between HOCs and LOCs. Previously, an initial examination of the indicators reliability for
each individual higher and lower-order construct was conducted. Alpha for all individual
lower-order and higher-order constructs are all above .70 (Appendix P).
Between Lower-Order Constructs and Measurements
Construct reliability takes into account the Cronbach’s alpha by examining individual items
and their loading scores within their constructs. Appendix Q presents the table with the
different loadings and cross-loadings of each of the survey items along with their lower-order
constructs. With the exception of PReu4.1 which α=.698, all items were above .70. Despite this,
Preu4.1 was retained considering that the loading is only slightly below the threshold, and still
conforms to the minimum critical value for exploratory studies (Bagozzi & Yi, 1988).
PB2 (Frugality) and PReu4 (Data Quality) are exceptions to other LOCs because they
have formative measurements. Therefore, the traditional notion of internal consistency
reliability for their measurements (items) does not apply. By nature, formative indicators may
be negatively or positively correlated or even completely uncorrelated with other items from
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the same construct (MacKenzie, Podsakoff & Podsakoff, 2011). For such cases, the variance
of inflation factor (VIF) was verified in order to check for multicollinearity. VIF scores
computed by SmartPLS for PB2 items range from 1.518 to 2.260, and for PReu items VIF
scores are between 1.350 and 1.833. Therefore, the VIF statistic did not spot any collinearity
concerns among the formative items of these two LOCs.
Convergent validity was examined by taking into account the average variance explained
(AVE), the composite reliability (CR) and factor loadings computed by SmartPLS. Following
MacKenzie, Podsakoff and Podsakoff’s (2011) recommendation, lower-order constructs were
examined to verify whether the average variance extracted (AVE) for the set of indicators was
greater than .50. Lower-order constructs composite reliability was examined to verify the
convergent validity of the measurement model which should be ≥.70 (Fornell & Larcker, 1981).
Composite reliability of all lower-order constructs are well above .70, and AVEs range from .62
to .97. In addition, the square root of AVE for each latent variable was computed to demonstrate
discriminant validity among the latent variables (Fornell & Larcker, 1981). All square roots of
AVEs shown on Appendix R are higher than the correlation coefficients between each pair of
latent factors, demonstrating good discriminant validity of the lower-order constructs.
Between Higher-Order Constructs and Lower-Order Constructs
Research employing HCM often neglects to perform the evaluation of the higher-order
constructs, but information about evaluation criteria outcomes for HOCs is relevant and
should be provided (Hair, Ringle & Sarstedt, 2013). This absence of HOCs’ evaluation can
be justified by the fact the literature has not yet established widely acceptable standards to
address the assessment of second-order formative constructs (Steinkühler, 2010), and because
conventional notions of internal consistency are not applicable to the set of sub-dimensions
serving as formative lower-order constructs of the higher construct. This happens as a result
of the measurement model not predicting that sub-dimensions are correlated, and treating
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LOCs as HOCs latent variables that contain no measurement error (MacKenzie, Podsakoff &
Podsakoff, 2011). Nonetheless, the literature indicates that, by applying the repeated indicator
approach, it is possible to verify the validity of LOCs at the HOC level. When the repeated
indicator technique is employed “weights and loadings are represented by the path
coefficients between higher-order and lower-order constructs, and not by the manifest
indicators that are repeated at the construct level.” (Becker, Klein & Wetzels, 2012). A first
examination of the model following the repeated indicator approach revealed negative paths
between PR4 and PR, FC2 and FC and also between PReu LOCs and HOC.
MacKenzie, Podsakoff and Podsakoff (2011) describe that convergent validity of
formatively defined HOC with regard to their LOCs can be evaluated using Edward’s (2001)
adequacy coefficient (R2a). The adequacy coefficient measures the strength of the relationship
between a set of formative LOCs and their HOCs by summing the squared correlations
between the construct and its indicators and dividing by the number of indicators. LOCs R2a
values greater than .50 mean that, on average, the majority of their variance is shared with their
respective HOC construct. In cases where the adequacy coefficient falls below .50 (Edward,
2001), LOCs that cause the low R2a are eligible for removal due to the lack of convergent
validity. Table 31 describes some remedies adopted to ensure convergent validity at the HOC
level for HOCs with R2a lower than .50, and the LOCs which were removed from the model.
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Table 31: Convergent Validity LOCs and HOCs
HOC
Perceived
Benefits
Perceived
Risks

Perceived
Effort
Social
Influence
Perceived
Reusability
Facilitating
Conditions

LOC
PB1
PB2
PR1
PR2
PR3
PR4
PE1
PE2
PE3
PE4
SI1
SI2
PReu1
PReu2
PReu3
PReu4
FC1
FC2
FC3

Cross-Loadings
.904
.869
.774
.790
.676
.141
.801
.787
.719
.838
.912
.981
–.489
.564
.039
.450
.936
.275
.739

R2a (1)

Remedy

R2a(2)

.79

-

.79

.42

.62

.90

.20

.50

Removed
Removed
Removed
Removed
Removed
Removed
-

.56

.62

.90

-

.71

Note: Loadings based on repeated indicator approach. R2a = adequacy coefficient. R2a (1) = average of squared
correlation loadings between LOCs and HOCs. R2a (2) = recalculated after remedies adoption.

As observed in Table 31, the remedy of removing LOCs with low cross-loadings
substantially improved the HOCs’ adequacy coefficients. For the HOC PReu, however, the
low adequacy coefficient could not be mitigated to comply with the .5 threshold. Therefore,
PReu along with its LOCs was removed from the PLS-SEM structural model. Thus, as it will
be further discussed, this construct should not be included in the hypotheses testing as
initially anticipated in Chapter IV. Nonetheless, because the relationship between this LOC
and its measurements was found to be relevant, results for this particular construct are
reported separately from the model (Section 6.2.5). To some extent, the descriptive analysis
of the PReu construct can be informative to identify the factors social scientists consider the
most when judging the reusability of data, based on the responses of a more diverse and
larger number of social scientists. Discriminant validity checking for HOCs based on Fornell
and Larcker’s construct reliability index (Appendix S) revealed that each of the HOCs are
unrelated, meaning that they indeed assess different things.
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After applying the necessary adjustments to the model, the measurement model
assessment substantiates that all remaining construct measures, as well as LOCs and HOCs
are reliable and valid. The final model was comprised of five HOCs, 14 LOCs, and 40
measurements (Appendix T). The structural model focusing on the hypothesized relationships
between the constructs is evaluated in the next section.
6.2.3.2 Structural Model Assessment
SmartPLS 3 (v.3.1.9) (Ringle, Wende & Beker, 2014) was applied to validate the
structural model. Because normal distribution is not assumed in PLS-SEM, this technique
relies on a bootstrapping procedure. Bootstrapping tests the significance of coefficients such
as outer weights, outer loadings, and path coefficients by estimating standard errors for the
estimates. In this procedure, subsamples are created with randomly drawn observations from
the original set of data (with replacement), and then used to estimate the PLS path model.
With this information, t-values are calculated to assess each estimate’s significance (Hair, et
al. 2014). Bootstrapping with 5000 subsamples was performed to examine significance level
of path coefficients and to compute t-statistics; that is, the ratio of the departure of an
estimated parameter from its notional value and its standard error, which should be >1.96
(significant at α = .05, two-tailed).
R-squared (R2) is a statistical measure that performs as a coefficient of determination or
goodness of fit, indicating the percentage of variability of the response data around its mean.
Typically the R2 of formative HOCs is equal or very close to 1.000, meaning that the HOCs
are fully explained by its facets (LOCs) (Becker, Klein & Wetzels, 2012). The R2 for all
HOCs are depicted in the center of each of the LOCs (Figure 13). Perceived Benefits
(R2=.999); Perceived Risks (R2=.961); Perceived Effort (R2=1.000); Social Influence
(R2=1.000), and Facilitating Conditions (R2=.977).
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R2 for Intention to Reuse (IR) was found to be equal to .394 demonstrating that the
collection of HOCs in the model that are expected to exert an influence on social scientists
intention to reuse data, accounts for approximately 39% of the explanation for social scientists’
data reuse intention. R2 for Reuse Behavior (RB) is equal to .283 demonstrating that intention
to reuse and facilitating conditions together explain about 28% of the social scientists data reuse
behavior. The R-Squared adjusted (R2 ajd); that is the modified version of R-squared that has
been adjusted for the number of predictors in the model remained the same for all HOCs, but
was slightly lower for the dependent and outcome variables (exogenous constructs). IR had
an R2 ajd=.390, and RB R2 ajd = .280
In Figure 13, yellow rectangles represent the measurements (survey items) and the values
stemming from measurements to their respective LOCs (outer model) are the items’ loadings.
Values from paths stemming from LOCs to HOCs and stemming from HOCs to dependent
variables (inner model) represent path coefficients (β).
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Note: All path coefficients are standardized, bootstrapping with 5000 samples, 564 bootstrap cases. Lines’ thickness varies according to significant path coefficients. ***p<.001, **p<.01 (two-tailed).
Paths between measurements and LOCs represent outer factor loadings. Paths between LOCs and HOCs represent path weights. Paths between HOCs and exogenous (dependent and outcome) variables
represent path coefficients (β).

Figure 13: PLS-SEM Analysis of Research Model
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The structural model shown in Figure 13 was used to test the hypothesized relationships
early established in Chapter IV. Table 31 summarizes hypotheses testing results, taking into
account Cohen’s magnitudes for effect size (f2), .02 small, .15 medium and .35 large effects,
for quantifying their statistical strength.
Table 32: PLS-SEM Testing for Research Hypotheses
Path
Coefficient1
(β)

Path
Coefficient2
(β)

STERR

TStatistics

Sig.

Result

f2

H1: PB(+)IR

.253

.254

.037

6.751

.000

Supported

.090

H2: PR(-)IR

– .114

–.113

.039

2.897

.004

Supported

.020

H3: PE(-) IR

– .009

–.011

.035

.265

.791

Not
Supported

.000

H4: SI(+) IR

.428

.427

.043

9.988

.000

Supported

.230

H5: FC(+) RB

.249

.251

.039

6.390

.000

Supported

.072

Hypothesis

Not Tested (Removed at the Measurement Assessment Stage)

H6: PReU(+)IR
.380

H7: IR(+) RB

.380

.031

1

12.276

.000

Supported

.170

2

Note: Path Coefficient = based on the original sample. Path Coefficient = based on the sample mean. STERR= Standard
Error. f 2 computed by SmartPLS, f 2= (R2included – R2excluded) / (1-R2included).

According to results displayed on Table 3.2 above, the effect of Perceived Benefits (PB)
was positive and statistically significant on social scientists’ intention to reuse research data
(β=.253, p<.001), though it was at the low end. Perceived Risks (PR) had a low negative, effect
on social scientists’ data reuse intentions (β= –.114, p<.01). Social Influence (SI) had a
medium-sized, positive effect on social scientists intent to reuse data (β=.428, p<.001).
Facilitating Conditions (FC) was found to have a low positive effect on social scientists reuse
behavior (β=.249, p<.001). Intention to Reuse (IR) was found to have a moderate positive
effect on reuse behavior (β=.380, p<.001). Perceived Effort (PE) was found to have low
significance (p>.05), a t-value >1.96 and non-existent effect size. Therefore, the hypothesis that
the perceived effort associated with dealing with data produced by others negatively influence
social scientists’ intention to reuse research data could not be supported by this study.
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In addition to the hypotheses testing, the analysis of path coefficients between outer
loadings and outer weights also reveal important and more granular results. While outer
loadings are the results of single regressions of each indicator (measurement) to their
corresponding construct LOC, outer weights represent the results of a multiple regression of a
construct on its sets of indicators. Therefore, loadings are especially relevant to understanding
the contributions of reflective items to the model (absolute importance), but it can also serve
to interpret formative measurements; whereas weights are the most important criterion to
assess each indicator’s contribution (relative importance) in formative measurement models
(Hair et al., 2014).
In alignment with results of the measurement assessment, all outer loadings for reflective
items were above .70, indicating their absolute importance. It is relevant to pinpoint however,
differences in measurements weights for PB2 (Frugality); the only remaining formative LOC.
Judging by the weight scores of each of the three measurements (PB2.1=.302, PB2.2=.479,
PB2.3=.411) it is possible to state that the reduction of duplicated efforts associated with data
reuse is relatively more important than the time reduction of monetary costs associated with
research, and both are relatively more significant than the time saving aspect.
The paths stemming from LOCs to HOCs also provide important information about the
relevance of each the LOCs in explaining the particular HOC to which they are subordinated.
In Perceived Benefits, the possibility of expanding scientific discoveries through data reuse
(PB1 – Knowledge Expansion) contributes slightly more than the frugal aspect associated
with the reuse of data (PB2 – Frugality) to social scientists’ perception of benefits associated
with the reuse of existing data.
In respect to perceived risks, the fear of their research being undervalued by the academic
community (PR1 – Fear to Be Undervalued) contributes to the understanding of social
scientists’ perceptions of harmful consequences or disadvantages of reusing other people’s
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data. This fear contributes less, however, than the risks of unwarily being in danger of reusing
data for which consent and approval for conducting the study was granted only to the original
data collectors (PR2 – Fear of Infringing Ethical Codes). The risk of making incorrect data
assumptions/associations or unintentional misuse data collected by others (PR3 – Slippage) was
also observed as more critical than the recognition issue.
The role of disciplinary receptiveness (SI1) and academic peer encouragement (SI2) are
equally important to understand the social influence in social scientists intention to reuse
research data. In terms of Facilitating Conditions, support and assistance availability (FC3)
contributes slightly more than the availability of data repositories (FC1) to understand the
impact of facilitating conditions on reuse behavior. These results are summarized in Table 33
below:
Table 33: Path Results from LOCs stemming to their respective HOCs

(PB1)  (PB)

Original
Sample
(O)
.615

.615

Standard
Error
(STERR)
.017

.000

35.280

(PB2)  (PB)

.511

.510

.015

.000

33.133

(PR1)  (PR)

.222

.222

.015

.000

15.087

(PR2)  (PR)

.432

.433

.017

.000

26.187

(PR3)  (PR)

.536

.536

.016

.000

33.117

(SI1)  (SI)

.522

.522

.005

.000

106.419

(SI2)  (SI)

.526

.526

.005

.000

96.313

(FC1)  (FC)

.552

.551

.020

.000

27.077

(FC3)  (FC)

.598

.598

.019

.000

32.265

Path (LOC  HOC)

Sample
Mean (M)

P Values

T Statistics
(|O/STERR|)

Based on the PLS-SEM results, a revised structural model containing the representation
of significant empirical results is presented below (Figure 14).
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Figure 14: Refined Data Reuse Behavior Model

6.2.4 Data Reuse Behavior
Since this study aims to verify the extent to which social scientists reuse research data, the
outcome variable reuse behavior (RB) along with its five items was assessed to verify the
frequency with which participants have reused research data in the past 24 months. In a 7point Likert scale, ranging from never (0) to every time (6), participants were asked to
indicate how often they have reused data in different situations. A total of 168 (29.8%) out of
the 564 respondents marked never (0) for all measurements of data reuse behavior. Despite
the fact that the survey was inclusive, and did not target only data reusers, it is worth noting
that only about 70% of the respondents had reused data to some extent in one of the situations
provided in the given time frame. Table 34 provides the frequency, mean score, and standard
deviation for each of the items assessing data reuse behavior.
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Table 34: Descriptive Statistics for Data Reuse Behavior Items
Item
RB1
RB2
RB3
RB4
RB5

[0]
Never

[1]
Rarely

[2]
Occasionally

109
(27.5%)
100
(25.3%)
132
(33.3%)
101
(25.5%)
199
(50.3%)

88
(22.2%)
93
(23.5%)
75
(18.9%)
81
(20.5%)
84
(21.2%)

71
(17.9%)
73
(18.4%)
53
(13.4%)
68
(17.2%)
49
(12.4%)

[3]
Sometimes
56
(14.1%)
53
(13.4%)
54
(13.6%)
48
(12.1%)
35
(8.8%)

[4]
Frequently

[5]
Usually

[6]
Every time

35
(8.8%)
31
(7.8%)
28
(7.1%)
37
(9.3%)
10
(2.5%)

25
(6.3%)
30
(7.6%)
29
(7.3%)
39
(9.8%)
14
(3.5%)

12
(3.0%)
16
(4%)
25
(6.3%)
22
(5.6%)
5
(1.3%)

Mean

Std.
Dev.

1.86

1.690

1.94

1.739

1.89

1.900

2.11

1.869

1.08

1.445

Note: Based on 396 cases, where (RB1+RB2+RB3+RB4+RB5) ≥1.
RB1= Combined different data sources from other researchers to create a new dataset for your own research
RB2= Reused data collected by other researchers as the main data source for your own research
RB3= Reused data produced by an organization or institution as the main data source of your own research
RB4= Published a paper based on existing data neither you and/or any of your co-authors have collected
RB5= Reused data produced by an individual researcher as the main data source of your own research
Rarely = 10% of the time. Occasionally = about 30% of the time. Sometimes = about 50% of the time. Frequently = about 70%

of the time. Usually = about 90% of the time. Every time = 100%.

According to the mean values, the most common data reuse behavior among social
scientists is to publish papers based on existing data that were collected neither by them or
their co-authors (RB4). More rarely, social scientists reused research data produced/collected
by another researcher as the main data source of their own research (RB5). It is prudent to
note, however, that mean scores indicate that the reuse of data seldom occurred more than
10% of the time in the two years when respondents published or produced research. This
suggests that data reuse occurred more sporadically among social scientists in comparison to
the reuse of their own data.
While it is beyond the scope of this study to draw any conclusions about differences in
data reuse behavior across different methodological orientations, this research took a step
further to examine whether data reuse behavior had any differences in terms of the primary
approach to research (i.e. quantitative, qualitative or mixed-method). This additional step was
conducted given that some authors (e.g. Carlson & Anderson, 2007; Cucu-Oancea, 2010;
Heaton, 2004; 2008; Moore, 2006; Van den Berg, 2008; Yoon, 2014) suggest that qualitative
data is less likely and/or more difficult to be reused in comparison to quantitative data. Other
studies (e.g. Borgman et al., 2012; Faniel & Jacobsen, 2010) indicate that scientists’
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disciplinary affiliation may exert an influence on data reuse, because the reuse of data is an
ingrained practice in some disciplinary traditions.
As mentioned earlier in Chapter V, the survey data is not normally distributed. While
normal distribution is not an assumption that must be met for conducting PLS-SEM analysis,
it requires extra precaution and additional steps for conducting one-way ANOVA analysis.
An alpha level of .05 was used for all group comparisons statistical tests. The Levene's
test performed in SPSS (version 22) for the three methodological orientation groups rejected
the null hypothesis of homogeneity of variance (p<.001). Since the homoscedasticity
assumption was not met, and because groups’ sizes differ, a Kruskal-Wallis H Test was
conducted. Results indicated significance of overall difference among the three groups –
quantitative (N=308, M=1.57, SD=1.56), qualitative (N=82, M=.61, SD=.90), and mixedmethod (N=173, M=.99, SD=1.04) –, χ2(2, N= 563) = 32.20, p<.001 (See Appendix U).
Pairwise post-hoc comparisons among the three groups were conducted following
Bonferroni’s approach. This approach is more conservative, but has the advantage of
allowing simultaneous inference. Since it adjusts p-values, and by computing the smallest
familywise significance level, each comparison can be declared statistically significant as part
of the multiple comparison testing (Wright, 1992). Table 35 below shows Bonferroni’s test
results for the comparisons across methods.

Table 35: Multiple Comparisons (Methods)
(I) METHOD
Quantitative
Qualitative
Mixed-Method

(J) METHOD
Qualitative
Mixed-Method
Quantitative
Mixed-Method
Quantitative
Qualitative

Mean
Difference
(I-J)
.95290*
.58487*
-.95290*
-.36802
-.58487*
.36802

Note: *. The mean difference is significant at the 0.05 level.
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Std. Error
.16633
.12717
.16633
.17945
.12717
.17945

Sig.
.000
.000
.000
.122
.000
.122

Results of Bonferroni’s post-hoc test were significant (p<.001) in indicating that
quantitative social scientists reused data more frequently than qualitative social scientists did,
as did social scientists who primarily follow the mixed-methods approach to research
(p<.001). No significant difference, however, was observed between qualitative and the
mixed-methods groups (p= .112). Taken together, these results suggest that social scientists
who work with quantitative data are more prone to reusing other peoples’ data compared to
qualitative and mixed-methods researchers.
Thereafter, the same sequence of tests was performed to compare data reuse behavior
across some of the sub-disciplines represented in the dataset. This research did not anticipate
establishing conclusive comparisons across sub-groups, and did not follow a disciplinary
stratified sampling procedure to collect the survey data. Nonetheless, this additional analysis
was performed with the four sub-disciplines that received enough responses (i.e. Economics,
Political Sciences, Psychology, and Sociology) for making meaningful exploration of potential
disciplinary differences towards the reuse of research data. The Levene’s test based on the 308
selected cases rejected the null hypothesis of homogeneity of variances (p <0.05). KruskalWallis H Test indicated that the distribution of data reuse behavior means significantly vary
across disciplinary groups: Economics (N=63, M=2.01, SD=1.66), Political Sciences (N=63,
M=1.47, SD=1.28), Psychology (N=105, M=.64, SD=.92), and Sociology (N=78, M=1.65,
SD=1.58) –, χ2(3, N =309) = 40.50, p >.001 (See Appendix V).
Follow-up tests were conducted to evaluate pairwise differences among the four groups,
controlling for Type I error across tests by using the Bonferroni approach (Table 36).
Bonferroni’s tests for group comparisons demonstrated no statistically significant differences
among economists, political scientists, and sociologists with regards to their data reuse behavior.
Psychologists, on the other hand, when compared to each of the other three groups, differ
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significantly from each of them (p≤.001), and based on mean rank scores are the ones who
reuse research data the least frequently.

Table 36: Multiple Comparisons (Sub-disciplines)
(I) SUBDISCIPLINES
Economics

Political Sciences

Psychology

Sociology

(J) SUBDISCIPLINES
Political Sciences
Psychology
Sociology
Economics
Psychology
Sociology
Economics
Political Sciences
Sociology
Economics
Political Sciences
Psychology

Mean Difference
Std. Error
(I-J)
.53651
.24023
1.36889*
.21487
.36142
.22839
-.53651
.24023
.83238*
.21487
-.17509
.22839
-1.36889*
.21487
-.83238*
.21487
-1.00747*
.20154
-.36142
.22839
.17509
.22839
1.00747*
.20154

Sig.
.158
.000
.687
.158
.001
1.000
.000
.001
.000
.687
1.000
.000

Note: *. The mean difference is significant at the 0.05 level.

Even though these comparative analyses were not the focus of this study, they add
valuable information about methodological and disciplinary differences with regard to data
reuse behavior in the social sciences, and provide some insights to future studies, as covered
further in Chapter VII.

6.2.5 Perceived Reusability
The measurement assessment stage of PLS-SEM analysis revealed that the HOC
Perceived Reusability (PReu) was not appropriate to keep as a part of the research model.
In spite of the removal of the PReu from the PLS-SEM model, it is believed that the
descriptive analysis of this construct can help inform, based on a more diverse and larger
group of social scientists, what traits social scientists give priority in judging the reusability
of research data. Similarly to other survey questions, respondents were requested to indicate
in a scale from 1 to 7 (strongly disagree to strongly agree) the extent to which they believed
that data must conform to the specifications provided in order to be considered reusable.
Table 37 illustrates the results.
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Table 37: Mean scores for PReu dimensions
Std.
Deviation

Rank

6.38

.93

1

5.30

1.13

4

563

6.14

.91

2

Data Quality (PReu4)

564

5.51

1.03

3

Study Rigor (PReu5)

563

5.22

1.26

5

Dimensions

N

Mean

Data Documentation(PReu1)

564

Data Fitness (PReu2)

564

Data Producer Trustworthiness & Credibility (PReu3)

Note: Mean scores based on the computation of all measurements within each dimension.

Mean scores displayed on Table 36 reveal that all aspects identified in the qualitative
study with respect to conditions that research data must satisfy in order to be considered
reusable were considered important factors in the main survey study. Even though
participants were not asked to rank their order of importance, the mean scores provide
evidence that data documentation is the most important determinant of reusability of research
data for social scientists, followed by the credibility and the trust they have in data producers,
the quality of data, and how data should fit to their study. The rigorousness with which the
study has to follow the initial research plan was considered the least important factor among
others, but was still considered relevant for data reusability assessment.

6.3 Summary
This chapter presented the results of the main survey data analysis along with the research
model and hypotheses testing. PLS-SEM was employed to analyze how the different
constructs (HOCs and LOCs) collectively contribute to social scientists’ intention to reuse
data and data reuse behavior, based on data from 564 valid cases.
The PLS-SEM measurement assessment showed that PReu was not a good fit to the
model due to the lack of convergent validity between LOCs and HOC. As a result, the
anticipated hypothesis that perceived reusability influence positively social scientists’
intention to reuse data could not be verified. Results for the PReu construct and its facets
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were later described, as it can provide some additional insights about factors that are
important for data reusability assessment based on a larger and diverse group.
The adjusted model was then subjected to the structural analysis following the
bootstrapping procedure. The PLS-SEM analysis confirmed most of the hypotheses.
Perceived Benefits (Frugality and Knowledge Expansion) and Social Influence (Disciplinary
Receptiveness and Peer Encouragement) were found to have a positive influence on social
scientists intention to reuse data. Perceived Risks (Fear to Be Undervalued, Fear to Infringe
Ethical Codes, and Slippage) was found to have a negative impact on social scientists’
intention to reuse data. Facilitating conditions represented by the two facets “Repositories
Availability” and “Support and Assistance Availability” were found to have a direct effect on
data reuse behavior. The hypothesis that the effort associated with data reuse negatively
impacts on social scientists’ intention to reuse data could not be supported by this study.
Based on these findings, the revised research model to investigate data reuse behavior was
presented.
In additional to the PLS-SEM analysis, the outcome variable was more closely examined
to verify the extent to which social scientists reuse data. Results show that among those who
have reused data in the past 24 months, there were only a few who reuse research data more
than in 10% of their research related activities. Additionally, group comparisons tests
demonstrated that this behavior is more likely to happen among researchers who follow a
quantitative methodological approach, and, that from the top four sub-disciplines surveyed in
this study, Psychology is the field in which data is reused the least.
The following chapter discusses these findings while revisiting the research questions. It
also articulates the practical and theoretical implications of the results, and details some
opportunities for further studies.

188

CHAPTER VII
DISCUSSION OF FINDINGS AND CONCLUSIONS
This chapter discusses the main findings of the survey research and articulates the
answers to the research questions. The contributions of this study and the implications of
findings for data managers, stakeholders from data repositories, funding agencies, and policymakers are also presented. Then, as all research has its limitations, this chapter acknowledges
some characteristics of design and methodology which impact the interpretation of the
research findings. Finally, opportunities for future research and the conclusions are outlined.

7.1 Discussion of Findings
The following sections recap the main findings of the study, presenting the survey results
and the content analysis of some comments from survey respondents that helped to
complement the quantitative data.

7.1.1 Not exclusively for their own benefit
This research found that social scientists anticipate some advantages of working with
existing research data as opposed to investing in primary data collection. Perceived benefits
were represented in this study as the degree to which social scientists believed that reusing
existing research data collected by others was advantageous for science in general, as well as
for their own research performance.
The frugal aspect of data reuse is recognized as a relevant benefit by social scientists. The
reuse of data reduces the costs of research (money, time and personnel), thus being an
alternative for scientists with limited research budgets (Castle; 2003; Dale, 2004; Hyman,
1972; Law, 2005; Kiecolt & Nathan, 1985). Re-users can avoid spending time, effort, and
money “re-inventing the wheel” and dealing with problems and challenges regarding data
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collection and gathering that their peers have already solved by tapping into a pool of
reusable, publicly available data sources.
It is important to underscore, however, that some survey respondents expressed concerns
about potential abuses with regard to the reuse of data, which can be the product of decisions
based on frugality, but in fact be detrimental to the field. Such concerns are particularly
related to situations where researchers may reuse data as a short-cut or an easier route to
accomplish research, instead of legitimately seeking to contribute to better clarification or
understanding of phenomena of interest. On this matter, a respondent particularly criticized
this approach: “Some researchers have a database and then go fishing’ for research questions
that can be asked – I don't believe this is an appropriate reuse of data” (Survey Participant,
Associate Professor, Education).
Some survey participants made more evident the issue of data reuse being performed as a
mechanism to improve publication rates, and stressed the pressure for academics to have
more publications as a key driver for data reuse: “Given that most research institutions
increasingly stress a high level of publication, reusing data (i.e., secondary data analysis) is
just about the only way to survive in the business” (Survey Participant, Associate Professor,
Sociology). Other survey participants not only recognized this issue, but also the potential
drawbacks that indiscriminant data reuse may cause:
In International Relations, data are commonly shared & re-used (almost ridiculously if you ask me).
Frequently whole articles in IR are justified based on the "tweaking" of one variable (Survey
Participant, Full Professor, Political Science).’
Too many researchers in my field are constantly recycling/reusing the same data and the same
variables to save time rather than investing time in collecting their own data or improving existing
data sources. I find this model of repeatedly exploiting the same data sets to maximize publication rates
highly unoriginal and not much of a contribution to the field (Survey Participant, Associate Professor,
Political Science).
I have seen this mentality many times among graduate students -- rather than asking interesting and
important questions and then designing a methodology well suited to answering that question (whether
that entails one or more primary studies or some form of data reuse), they begin by identifying data
that they can reuse and then try to figure out what questions they can answer with it. In many cases,
that is the tail wagging the dog and can be counterproductive to both their development and the
progression of science (Survey Participant, Associate Professor, Psychology).
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The comments above highlight situations where data reuse can provide short-term
benefits to individual academics, but does not always lead to a valuable contribution in their
field. Nonetheless, the possibility of expanding knowledge through data reuse and
maximizing opportunities for discovery while exploring existing data in the light of new
ideas and different theories was found to be as relevant as the frugal motivations associated
with data reuse. Survey results signal that social scientists believe that reusing research data
collected by others can be beneficial for them, and more importantly, to the scientific
community in general. These results corroborate Hyman’s (1972) and Law’s (2005)
discussion about the social benefits or advantages of data reuse and secondary analysis in the
social sciences and the idea that social scientists’ see data reuse as a principle concern for the
welfare of the scientific community.
While the frugality and knowledge expansion dimensions might not have captured all
existing benefits associated with the reuse of data, results showed that social scientists
recognize both practical and social benefits of data reuse, and that these benefits ultimately
influence to some extent data reuse intention and actual behavior.

7.1.2 The “what ifs” of reusing someone else’s data
Survey findings supported the preliminary study results that social scientists note some
risks associated with the reuse of research data which negatively influence their intention and
actual data reuse behavior. For the purpose of this research, perceived risks measured social
scientists’ perceptions about potential disadvantages the reuse of data may bring to their
research and career. The preliminary study identified four common risks which social
scientists linked with the reuse of research data: (PR1) Fear of being undervalued; (PR2) Fear
of infringing ethical codes; (PR3) Slippage, and (PR4) Vulnerability to hidden errors.
Although the survey data showed the fear of being undervalued did not contribute as
much as other negative influences, this factor still resonated as a concern that some social
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scientists had when evaluating the disadvantages of working with existing data. A respondent
described his experience of having his research depreciated because he reused data: “For one
study I used a database of transcribed speech rather than create my own for the purpose of my
study. One of the reviewers felt this was ‘opportunistic’ and as such somewhat shoddy.”
(Survey Participant, Full Professor, Linguistics).
Survey results revealed that what concerned social scientists the most when reusing other
people’s data was the potential misinterpretation or unintentional misuse of data, as well as
the unintentional infringement of the norms and codes of conduct of the field. The hidden
errors dimension was removed after PLS-SEM measurement assessment due to the lack of
convergent validity. It is worth noting, however, that comments from some of the survey
participants indicated that the concerns about hidden errors existed, but in relation to the
harmful consequences that hidden errors may cause in their research.
I think the biggest problem is the hidden errors. For example, what if there were human subject
violations committed that have not been revealed? I have worked on research teams where the
quality of the data collection is so low I, personally, would not publish from that segment of the data
set. How would someone else know that? And there are researchers who may not be accurately
reporting their data (Survey Participant, PhD Researcher, Communication).
The primary reason I don't use data repositories from existing researchers is because I can't trust
how they coded, entered, and verified (if they even did) the data. I have been aware of too many
projects where I don't think the researchers took necessary precautions to ensure accuracy of the
data coding and entry (Survey Participant, Full Professor, Family Sciences).

These comments help to clarify that hidden errors may not be considered a perceived risk
alone as anticipated in this study, but rather represent a critical issue that can produce risks to
reusers. Because hidden errors cannot be easily identified by reusers, and they have a lack of
control over data quality (Castle, 2003; Hyman, 1972; Kiecolt & Nathan, 1985), social
scientists believe they can be at risk of unwarily misusing and misinterpreting data, and/or
violating ethical codes and norms.

192

7.1.3 The Data Reuse Bandwagon
This research found that disciplinary receptiveness and peer encouragement exert
significant influence on social scientists’ intention and actual data reuse behavior. As
hypothesized based on the exploratory study results, social influence in the context of data
reuse comes from two fronts: more broadly from the field or discipline they are part of, and,
in a narrower scope, from their research peers. Results indicate that there is a normative
social influence that shapes social scientists’ perceptions and attitudes towards the reuse of
data, as well as a social proof through which social scientists tend to rely on their research
peer practices before considering reusing data.
Many survey participants left comments addressing the role of their disciplinary norms
and/or the influence of their peers in their decision to reuse data. The reasons why primary
data was preferred to data reuse was expressed by some survey participants; especially by
those who provided justifications for not having reused data: “The norms of my field
discourage reuse of the same data for a new study. However, it is done at times and I think it is
fine to do if a worthwhile research question or hypothesis presents itself and existing data can
help to answer it” (Survey Participant, Full Professor, Communication). Another respondent
highlighted that “It is rare in my field (cognitive neuroscience/cognitive psychology) to reuse
data. Nearly everyone (everyone I know) designs their own experiments and collects their
own data.” (Survey Participant, Associate Professor, Psychology)
In addition, when senior researchers introduce general reuse practices and recommends this
approach to novice scholars (Kriesberg et al., 2013), the role of peer encouragement was
described by a respondent: “While I have not re-used data in my own research in the past two
years, I encourage my graduate students to find pre-existing data sets for their master's
research and many students have found that to be beneficial.” (Survey Participant, Full
Professor, Psychology)
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Although this research did not target comparisons across sub-disciplines within the social
sciences, this study found that disciplinary differences did exist, which warrants further
investigation in this realm, as addressed in section 7.3.

7.1.4 Build and they may come; assist and they are more likely to reuse
This research found that facilitating conditions indeed influenced data reuse behavior.
Social scientists who were aware about data repositories and those who knew staff and
support were available to guide them in this process were more likely to reuse data. This
result is consistent with Markus’ (2001) knowledge reuse theory, in which he states the
importance of data repositories and human intermediaries for helping what she calls
“secondary knowledge miners” to find and effectively reuse knowledge assets produced by
others.
Other studies investigating data reuse among scientists also corroborate with the findings
from this study. Data reusers tend to rely on intermediaries for discovering, evaluating, and
understanding data (Faniel et al., 2013). Hence, repository and institutional staff along with
peers and colleagues have a key role in this process. Palmer, Weber, and Cragin (2012) state
that, undoubtedly, repositories that gather data with analytic potential are among the most
significant resources for the production of new scientific knowledge. Therefore, the existence
of data repositories is essential for allowing better visibility of data assets available for
potential reuse.
Despite of the importance of data repositories, some survey participants expressed some
concerns about the current data infrastructure available for researchers: “while there are
repositories for gathering large, regularly used datasets, the provision of replication data by
authors of scholarly articles remains inconsistent and problematic.” (Survey Participant,
Assistant Professor, Political Sciences). This comment addresses an interesting point about
the lack of repositories containing data from individual scholars or research groups, in
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comparison to data that are made available by the government or national agencies, and that
can be reused for research purposes.
Another respondent from the same sub-discipline acknowledged the existence of data
repositories storing research data for potential reuse, but added a caveat about the available
infrastructure by saying that the biggest challenge for reusing data is:
the lack of one, centralized repository (there are many, each which takes time to search through, so it
is easier to simply contact individual researchers who may have re-usable data). One universal site
would be great. (Survey Participant, Assistant Professor, Political Sciences).

This comment suggests that having data available in a central repository or a meta-search
to improve data discovery would minimize the effort of searching for datasets in different,
individual silos of data.

7.1.5 Either way, it takes effort
Perceived effort was measured in the final survey through four dimensions/facets in order
to gather social scientists’ perceptions about the amount of work that data reuse entails. This
construct aimed to verify how their perception of the effort involved in the process of
discovering, selecting, making sense of data they did not collect themselves, fitting and
adjusting their research to accommodate existing data, and arguing for originality when
reusing existing data would affect their intention to reuse data.
The mean scores for this variable measurements showed that social scientists believed a
great deal of effort is demanded from reusers to make data reusable for their purposes.
However, the PLS-SEM presented a different picture: the negative influence of perceived
effort on data reuse intention was not statistically significant. One possible interpretation of
this result could be that the amount of work and degree of difficulty associated with the reuse
of other people’s research data is not as significant if compared to the great deal of effort
involved in the process of producing/collecting primary data, and therefore, would not
influence social scientists’ intention to reuse data. In other words, idealizing and executing a
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study from the very beginning demands as much work as going through the process of
reusing existing data, as observed by an academic respondent from Education: “Most of my
studies are conceptualized in such a way that requires great efforts to design and collect the
data. Data collection and management takes considerable effort”.

7.1.5 The data source matters, but how?
This research considered assessing the influence of social scientists’ perception towards
data reusability on their intention to reuse data. Nonetheless, the PLS-SEM measurement
assessment phase disclosed that the construct was not a good fit to the proposed model, which
had to be removed from the initial research framework.
One possible explanation for this negative result could be that, in comparison to other
theoretical variables in the research model, perceived reusability is highly source-dependent
and context-specific, what makes it unsuitable as part of the research model based on overall
opinion, nor appropriate in a study assessing different data reuse experiences collectively.
The measurements for this construct and its facets considered characteristics/attributes to
which data would be expected to conform in order to be reusable, however, survey
participants were asked about their perception about data reusability in a generic way, and
therefore, results were not effective to measure what the research initially proposed.
Although there is not enough evidence to draw conclusions about the relationship
between perceived reusability and data reuse intention, this study recognizes that some
attributes at the data level are determinant for social scientists to decide whether to reuse data
or not. Before reusing data created by others, scientists need to assess the data’s relevance
and how reusable data are (Faniel & Jacobsen, 2010). To date, however, little is known about
the attributes that are assessed by scientists to judge research data reusability, and what
features scientists consider when judging research data. This includes qualities scientists seek
in datasets, data producers, and supporting data documentation. This is an important topic
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that warrants a study of its own. Some recommendations to approach this subject are
provided in section 7.3.

7.1.6 From intention to actual data reuse behavior
The small-scale exploratory study provided some hints that data reuse is challenging to
perform in the social sciences. Interviewees disclosed some unsuccessful attempts to reuse
data produced/collected by others, and described the barriers to reusing data as opposed to
working with primary data. Because of its quantitative nature, this research question can be
answered only by the results of the survey study. The degree to which social scientists reuse
data was verified through the outcome variable – data reuse behavior, and more specifically,
through five conditions that measured how frequently social scientists reused other people’s
data. These were the only measurements in the model assessing actual behavior rather than
perception based on respondents’ general opinion or actual experience.
Intention to reuse was found to be a moderate predictor of reuse behavior, which along
with facilitating conditions, accounts for approximately 28% of the explanation for actual
data reuse. The analysis of data reuse behavior measurements revealed that about 30% of the
participants have not reused data in the past 24 months. Among the other 70% who indicated
that they reused other people’s data in at least one of the conditions provided, data reuse
occurred rarely. These results suggest that data reuse was not a highly adopted practice
among the group of social scientists surveyed.
No prior study has assessed actual data reuse behavior in a similar fashion, and did not
allow for comparative discussions based on empirical data. Nonetheless, the findings from
this research align with the literature, in which data reuse is still considered as unexploited in
the social sciences (Smith, 2008), and reproducible research and replication studies are still
far from achieving the full potential of data reuse (Burman, Reed, & Alm, 2010).
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Actual data reuse behavior was also analyzed considering two categorical variables:
respondents’ sub-disciplines and methodological orientations. The importance of qualitative
data reuse has been put forth by many scholars (e.g. Bishop, 2007, 2009; Corti, 2007; Grinyer,
2009; Hammersley, 2010; Heaton, 2004, 2008; Hinds, Vogel & Clarke-Steffen, 1997).
However, the existence of substantial practical and intellectual challenges associated with
qualitative data reuse in comparision to quantitative data are widely recognized (CucuOancea, 2010; Niu, 2009b). Corti and Thomson (2004) state that despite of the lack of logical
intellectual reason, there is no similar research culture, as there is among quantitative
researchers, encouraging the reuse of data collected by other researchers. Others find that the
intellectual reason lies in the fact that qualitative data is largely context and reflexiveinterpretative dependent. Rather than collected, gathered, or found, it is created and coproduced in the research process (Moore, 2007). On this matter, Heaton (2004) adds that in
qualitative research data is “dependent on the primary researcher’s direct knowledge of the
context of data collection and analysis obtained through their own personal involvement in
the research” (p.30).
Empirical data from the exploratory small-scale study help to sustain the argument that
qualitative data is less likely to be reused. As previously covered in section 3.6.1.3, the
importance of reusing qualitative data was evident in some interviewees’ discourses, but even
those who primarily use qualitative or mixed-methods approaches to research had their data
reuse experiences limited to quantitative data. Likewise, survey results from this study
identified differences in mean values that were statistically different among methodological
approaches, demonstrating that qualitative and mixed-method social scientists in fact tended
to reuse data less frequently than quantitative social scientists did.
This study was not designed to compare data reuse behavior across sub-disciplines in
social sciences. Moreover, any comparisons would demand an in-depth knowledge of data
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practices within each of the social sciences’ sub-disciplines, as well as their differences and
similarities, for reliable interpretation of results. In addition to that, interdisciplinarity and
cross-disciplinarily would have to be taken into consideration to discuss actual data reuse
behavior. However, survey results provide more concrete basis to the disciplinary differences
statement, which thus far has been stated more in a speculative way, rather than supported by
empirical data.

7.2 Contributions & Implications of the Study
This study offers significant contributions to the field of information science and
technology in terms of research (methods and theory) and practice, which are addressed in
the following sections.

7.2.1 Methodological Contributions
This study presents three main methodological contributions to research. First, this
research employed a mixed-method approach to investigate data reuse. Prior research in data
reuse and related topics has employed essentially qualitative methods such as interviews and
observations to understand the reuse of research data. While approaching this topic through
an exploratory research design is valuable to understand this research phenomenon in a
micro-scope, it restricts results to very small groups of scientists. By combining qualitative
and quantitative methods, this study advanced from assumptions based on a small-scale study,
to a second step which validated the qualitative findings through a survey with a larger and
more diverse group of social scientists. Therefore, methodologically, this research offered a
more comprehensive approach for studying a phenomenon that has been poorly explored in
the literature, and at the same time was capable of providing more generalizable results.
Second, this study produced a survey instrument that can be used by researchers
interested in investigating the reuse of research data. This research proposed a set of newly
created survey items to assess data reuse intention and actual behavior, which were verified
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through different rounds of validity testing. In this way, the survey instrument itself
constitutes one important contribution for future studies in related topics.
Third, this research proposed and tested a higher-order reflective-formative model. From
a methodological standpoint, the description of measurement and structural assessment steps
taken can be instrumental to further studies applying this type of hierarchical component
models (HCMs). Despite growing attention in the literature, studies applying HCMs are still
scarcer than simple components model. This causes the literature to be restricted, particularly
with regard to evaluation criteria outcomes for HOC and standards to address the assessment
of second-order formative constructs (Steinkühler, 2010). Even though recommended, this
procedure is rarely performed and demonstrated by studies adopting HCMs and following the
PLS-SEM technique. By applying the repeated indicator approach suggested by Hair et al.
(2014) to verify the validity of LOCs at the HOC level, and Edwards’(2001) adequacy
coefficient approach for convergent validity, this research outlines a methodological
alternative to deal with HOCs measurement in relation to its LOCs, which can serve as a
methodological guideline for future studies.

7.2.2 Theoretical Contributions
This study contributes to the current base of knowledge through the conceptualization of
research data reuse behavior and bridges the gap between empirical and theoretical research
in this increasingly important field. The conceptual framework developed in this study
articulated the relationships of constructs based on the well-established UTAUT model. Not
only did this study provide a novel approach to investigate data reuse intention and behavior,
but it also contributed to the development of a more fine-grained theory by integrating
different dimensions (lower-order constructs) to better understand the relationships between
the theoretical variables (higher-order constructs). HCMs are appropriate to cases where
constructs under examination are quite complex, and require another layer of abstraction,
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“since they offer means of establishing more parsimonious path models.” (Hair et al., 2014).
While research applying HCMs is gaining popularity, current research applying UTAUT still
primarily uses simple component models with reflective measurements, which limits the
understanding of the underlying factors behind broad theoretical variables.
Although the model may not account for all factors influential to data reuse intention and
actual behavior, the validation of the model demonstrates that most of the factors identified in
the small-scale study are relevant to explaining intention and data reuse behavior. Results
based on the analysis of the survey data demonstrate that the revised model offers a
foreground to the understanding of the reuse of research data, and serves as a predictive
framework for further research on data reuse, which can be enhanced and adapted by future
studies.

7.2.3 Practical Implications
Findings of this study also have some practical implications which can be valuable for
decision makers (e.g. policymakers, open data advocates, and data repository stakeholders),
as well as funding agencies to promote the reuse of research data, and to provide better data
services for researchers.
First, there should be efforts to create mechanisms for data quality endorsement, and to
promote trust building between data producers/collectors and repositories’ users. Even
though this study recognizes that the reuse of data cannot be assumed as an outcome of data
sharing endeavors, it is undeniable that data has to be shared, and preferably in a systematic,
organized and detailed fashion in order to be findable and create more opportunities for reuse.
As described in chapters I and II, funding agencies, journals, and research institutions are
increasingly fulfilling mandates for researchers to share their data in an organized and
systematic way. However, if the expectation is to promote data reuse instead of stock-piling
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data assets to have them sitting idle in data repositories, there should be a concerted effort to
assure that data, especially from individual researchers, are endorsed in terms of quality.
Survey results show that social scientists tend to use data they produced/collected
themselves more frequently than existing data, and in cases they choose to reuse existing data,
these are more likely to come from official or governmental sources rather than from other
researchers, as illustrated in the comment below:

I'd be comfortable using US Census data as part of a study. But if we were talking about doing a new
statistical analysis over data some other researcher(s) gathered experimentally, or relying on someone
else's statistical analysis of publicly available data, I would want a lot more information and would be
much more likely to think I had better replicate the work for myself (Survey Participant, Assistant
Professor, Linguistics).

Therefore, in order to mitigate potential issues of distrust between reusers and data
creators/collectors, it would be important for repositories to create mechanisms for
endorsement of data collectors/creators and their datasets. Automatic tools for metadata, data
documentation, and dataset verification, accompanied by strategies similar to the peer-review
system for quality checking of datasets could help to minimize these issues.
Second, social influence was found to exert a positive influence on social scientists’
intention to reuse data. Therefore, it is critical for funding agencies and data repository
managers to understand what concerns there are about the reuse of data among researchers in
the sub-disciplines of social sciences, and why the researchers are less receptive to research
not based on primary data, in order to identify ways to overcome such barriers. While the
norms of a field cannot be easily changed, there could be some programs to incentivize data
reuse and make this practice more widely accepted. In a narrower scope, because peer
encouragement was also found to be relevant, it is important for advisors and senior scholars
to pass along the opportunities and possibilities of data reuse. Funding agencies and data
repositories stakeholders should be aware of the peer influence role in this process and seek
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to find partnerships to promote awareness about the benefits of responsible reuse of existing
research data.
Third, because availability of data repositories and social scientists’ knowledge about
them were found to significantly positively influence social scientists’ actual data reuse
behavior, there should be more communication promoting these data sources among social
scientists. There is a need to bring to their attention the types of data they can find in these
data repositories and make them more aware about the available data sources they can tap
into. Even though perceived effort did not have a significant negative influence on social
scientists’ intention to reuse data, as explained, this study found that the data access and
discovery process was the most salient effort among other facets of the effort construct.
Taking this result together with the importance of data repositories for data reuse, and the fact
that these repositories are mushrooming, it would be important for data repository
stakeholders to consider minimizing the effort it takes to discover datasets by investing in
robust meta-search tools, which would facilitate the identification of relevant datasets,
simultaneously, and across multiple repositories. While Re3data.org and DataBib allow
scientists to search for data repositories by country, subject/discipline, and data types, more
recently DataCite has created a beta version of a Metadata Search, which allows scientists to
search for datasets, in different repositories from institutions affiliate to DataCite. Data
repositories should consider working with interoperable standards and platforms, as well as
participating in these types of alliance and promote discovery tools alternatives among social
scientists, in order to make their content more visible to potential reusers.
Fourth, this study found the availability of support and assistance contributes to the
understanding of the influence of facilitating conditions to actual reuse behavior. In other
words, those who have received training or have personnel available to assist them in this
process are more likely to reuse data. The mean scores of this facilitating condition
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dimension revealed that most social scientists did not receive formal training, nor can count
on personnel from their own institution or from a data repository to assist them in this process,
which can be one of the explanations for data reuse to be still poorly performed among social
scientists. Consequently, it is important for research and academic institutions to partner with
funding agencies and data repository managers to invest in more systematic and permanent
training and assistance to make social scientists more aware about the possibilities of data
reuse, guide them on how to explore data sources and make more informed decisions about
the quality of datasets, as well as educating them about responsible data reuse, mechanisms
for attribution. The need for such initiatives was patent in one respondent comment:
I'd like to see more training and awareness about working with others' datasets because it can require
many compromises if one isn't careful and planful from start to finish. That's why I believe it's
important to frame reuse of data in terms of “responsible and ethical” (Survey Participant, Associate
Professor, Education)

Lastly, because data sharing is becoming an increasingly common practice, funding
agencies, in conjunction with Institutional Review Boards from academic and research
institutions, should consider defining rules for informed consent involving human subjects
that are effective not only for the purpose of the original research, but further reuses of that
data. This precaution, if taken prior to data provision and data archiving, will minimize the
risks perceived by reusers with regard to unintentional infringement of ethical codes,
especially with respect to qualitative data that were found to be more sensitive and
challenging to be reused.

7.3 Limitations of the Research
No research is without some limitations. This research has tried to mitigate all important
potential limitations, but recognizes that some constraints still remained, and should be taken
into consideration for the evaluation of the study findings.
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First, constructs identified in the preliminary study were based on a small number of
interviews, including social scientists from different sub-disciplines within the social
scientists. While the codes that represented the themes found on interviewees’ narratives
were found to be recurrent across interviews, chances are that other important factors were
not captured by this study due to the small number of subjects and considering that not all
sub-disciplines within the social sciences were represented in the qualitative study.
Second, it is important to underscore that, although different rounds were employed for
the validation of constructs prior to the final survey deployment, the coding process of the
preliminary qualitative study data was conducted solely by the researcher. The lack of
multiple coders prevented this study to perform inter-coder reliability checking and, thus, to
demonstrate the strength of the categories which were defined based on the interview data.
Third, this research did not adopt a stratified sampling for interviews, nor for the survey
study. Hence, results are taken together considering the social sciences as an umbrella field,
and it is beyond the capability of this study to understand or draw conclusions about how the
different factors influence sub-disciplines. Furthermore, comparisons between sub-disciplines
would demand not only an in depth investigation of traditions and norms of within the field,
which was out of this research scope, but also different approaches to research regarding
methodological orientation, as well as the level of interdisciplinarity involved. Nonetheless,
this study recognizes the importance of exploring disciplinary differences and congruencies
to better understand data reuse intention and behavior, especially because the results from the
ad-hoc tests signal that some sub-disciplines indeed differ from each other.
Fourth, because this research focused on the social sciences, the proposed lower-order
constructs (factors) identified are not necessarily relevant for other sciences. Still, it is
believed that the model along with the constructs and factors can offer basis for further
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exploration in different disciplines and can be adapted to investigate data reuse behavior in
STEM disciplines and Humanities.
Finally, for the purpose of this study, the outcome variable was assessed through five
measurements, expressed by different conditions of data reuse. While those items were
evaluated and validated pre- and post- survey deployment, it is recognized that the options
provided to respondents may not represent all important conditions to assess data reuse
behavior. Putting it differently, respondents may have reused data in different ways than
those provided in the survey, which were not taken into account by this research.
In spite of these limitations, this study allowed for the examination of whether and to
what extent different factors contribute to social scientists’ intention to reuse data, and actual
data reuse behavior. Since this was a first attempt to propose a model to investigate data reuse
among scientists, future research can improve the proposed model and research constructs,
taking into consideration the aforementioned limitations. Some opportunities for future
research are outlined in the following section.

7.3 Opportunities for Future Research
Because studies addressing the reuse of research data among scientists and how scientists
perform data reuse are relatively new, different approaches to investigate this phenomenon
remain untapped. Based on the limitations of this research, there are four main suggestions
for future research.
First, this study encourages future research to consider not only reusing the theoretical
model and measurements proposed by this study, but also expanding them, by adding
constructs and facets this research might have overlooked or that was not capable to assess.
Ad-hoc statistical tests showed that there are differences between methodological
orientations and sub-disciplines in the social sciences with regard to the reuse of data, but the
data collected under the theoretical framework was not suitable for explaining such
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differences. Thus, a second suggestion for future research would be to apply the proposed
theoretical model to different sub-disciplines within the social sciences, following a stratified
sampling strategy to assure a significant minimum number of participants for each discipline.
Results of such comparisons, supported by discussions idiosyncratic data practices of each
sub-discipline, would be valuable for understanding critical points for the reuse of data and
define specific strategies for each field. On a related note, further research targeting on group
comparisons should consider conducting in-depth research with different disciplinary groups
of interest using focus groups or other types of qualitative approaches in order to identify the
full range of practices and general norms scientists follow for reusing data produced by others.
The same approach could be also followed to analyze differences in data reuse behavior
considering different methodological approaches and different types of data, or even to
explore if experience in research (novel vs. expert), or the degree of methodological training
received have impacts on data reuse behavior.
Third, although investigating relationships outside of what was proposed to study is
beyond the scope of this research and the underlying UTAUT theory, it would be worth
examining potential relationships among the constructs. Further investigation of these
potential connections among constructs can help to reevaluate the proposed model and to
better theorize data reuse behavior.
This research chose to include cases of social scientists who have not reused data, so that
all participants’ overall opinions toward data reuse were counted toward the analysis of data
reuse intention, regardless of whether a participant reused or did not reuse data. The nonreusers, however, were excluded in calculating the relation between intention to reuse and the
actual reuse. It would be a worthwhile research to further explore how the different factors
interplay for non-reusers and reusers.
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Finally, it would be worth exploring the possibilities to include the perceived reusability
construct in the model. This particular construct tends to be more conceptual than operational
compared with other constructs in the data reuse behavior model, which does not align very
well with the underlying theory. Rethinking the initially proposed model, perhaps one
alternative would be to evaluate perceived reusability as a mediating factor between intention
and actual behavior. This approach, however, would require the section of the survey
assessing perceived reusability to be situation-based in order to capture if and how different
traits of data are determinants for researchers to make the decision of proceeding or refraining
from reusing data.

7.4 Conclusions
Following a sequential exploratory mixed-method approach, this study proposed to
deepen the understanding of different underlying factors influencing the reuse of research
data, as well as determine which and to what extent these factors contribute to the intention of
data reuse, and actual data reuse behavior.
Three research questions guided this study: 1) What are the factors that influence
scientists’ research data reuse? 2) To what degree do these factors influence scientists’
research data reuse? and 3) To what extent do scientists reuse research data?
Focusing on data reuse among social scientists, this study developed a conceptual model
based on results of the small-scale study with 13 social scientists from different subdisciplines. A total of 25 factors were identified in this exploratory study and grouped into six
theoretical variables, whose hypothesized relationships to verify social scientists’ intention
and reuse behavior were established based on the UTAUT theory. The degree to which the
factors influence social scientists’ intention to reuse data and actual reuse was verified
through the PLS-SEM analysis of the higher-order reflective-formative model based on 564
valid responses obtained in the online survey.
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Perceived benefits, perceived risks, and social influence were found to positively
influence social scientists’ intention to reuse data. Facilitating conditions and intention to
reuse were found to be predictors of actual reuse behavior. Despite the fact that some
hypothesized relationships could not be supported by the study, the assumption that social
scientists consider other factors beyond frugal motivation was indeed confirmed based on the
empirical data.
Results also showed that actual data reuse is still poorly performed by social scientists,
indicating that much work should be done by stakeholders from repositories, funding agencies,
policy makers, and open science advocates to leverage the reuse of data that have been
accumulating in digital repositories. Understanding the challenges associated with the reuse of
data and addressing them is critical to help the advancement of open science, by not only
having publicly available data, but also data that are publicly actionable and reproducible.
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APPENDIX A
Dataverse Most Downloaded Datasets in the Social Sciences (With Restricted Files)
Title

ID

Last Released

Downloads

A DIFFERENT SHADE OF GRAY: MIDLIFE AND BEYOND IN THE INNER CITY, 1995-1996

hdl:1902.1/00135

08/19/10

53

GENDER AND LATINA POLITICS IN BOSTON, 1988-1991

hdl:1902.1/01147

04/01/10

39

GROWING UP AND GROWING OLD IN ITALIAN-AMERICAN FAMILIES, 1975-1977

hdl:1902.1/01136

11/28/07

55

LONGITUDINAL STUDY OF THE HARVARD/RADCLIFFE CLASS OF 1996, 1992-1996

hdl:1902.1/01129

01/10/08

59

MADICS STUDY OF ADOLESCENT DEVELOPMENT IN MULTIPLE CONTEXTS, 1991-1998

hdl:1902.1/01066

08/31/12

6461

RADCLIFFE CLASS OF 1969

hdl:1902.1/01027

07/09/10

94

REPLICATION DATA FOR: DEMOCRATIZATION AND CONSTITUTIONAL CRISES IN PRESIDENTIAL REGIMES

hdl:1902.1/14492

04/21/10

101

SCHOOL OF THE FUTURE PROJECT, 1990-1995

hdl:1902.1/01769

11/28/07

75

STUDY OF SOUTHEAST ASIAN REFUGEE YOUTH, 1986 – 1987

1902.1/MXIQSFOTPF

08/27/08

94

STUDY OF WORK AND FAMILY AMONG BLACK FEMALE DOMESTIC SERVANTS, 1989-1991

hdl:1902.1/01065

04/16/10

81

WOMEN AND FAMILY PROJECT, 1991-1996

hdl:1902.1/00017

01/28/13

127

WORCESTER FAMILY RESEARCH PROJECT: BASELINE DATA, 1992-1995

hdl:1902.1/01099

12/04/12

390

WORLD OF OUR MOTHERS STUDY OF JEWISH AND ITALIAN IMMIGRANT WOMEN, 1980-1983

hdl:1902.1/00938

05/22/12

87

ABORTION AND THE POLITICS OF MOTHERHOOD, 1984

hdl:1902.1/00990

11/2/10

118

CALIFORNIA VALLEY ORAL HISTORY PROJECT, 1980

hdl:1902.1/00786

11/28/07

55

EARLY HEAD START RESEARCH AND EVALUATION PROJECT, 1996 – 2001

hdl:1902.1/00097

11/30/11

3904

EARLY YEARS OF MARRIAGE STUDY, 1986-1989

hdl:1902.1/01018

11/28/07

106

HARVARD STUDENT STUDY, 1960-1964

hdl:1902.1/00698

7/9/10

154

JAPANESE COMPETITIVE SUCCESS: A STUDY IN THE MOTIVATION OF JAPANESE WOMEN, 1984

hdl:1902.1/00701

11/28/07

73

LIFE HISTORIES OF WOMEN IN PRISON, 1986-1987

hdl:1902.1/00917

11/28/07

86

MULTIFORM ASSESSMENTS OF PERSONALITY DEVELOPMENT AMONG GIFTED COLLEGE MEN, 1941-1965

hdl:1902.1/00519

5/21/13

426

NO SHAME IN MY GAME: THE WORKING POOR IN THE INNER CITY, 1993-2002

hdl:1902.1/00035

11/28/07

47

ORALHISTORYOF THETENUREDWOMENINTHEFACULTY OF ARTSAND SCIENCES ATHARVARDUNIVERSITY,1981

hdl:1902.1/00709

12/7/09

73

STUDY OF GAY FATHERS, 1978

hdl:1902.1/00729

11/28/07

60

THE BEGINNING SCHOOL STUDY, 1982-2002

hdl:1902.1/01293

2/1/12

2336
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APPENDIX B
Interview Protocol

Initial Presentation (read to interviewees before recording)
You have been selected because we believe you are a qualified participant to tell us about your
experiences of reusing research data. This study is particular interested in understanding practices and
factors that promote or hinder the reuse of research data. Our study does not intent to evaluate your
experiences or judge your techniques in regards to the reuse of data. Rather, we are trying to learn more
about common practices and gain insights on the different issues associated with the reuse of data in the
social sciences.
Questions11
1. Please describe your main research interests and tell me about your research field.
2. Please briefly describe your current research project(s).
3. What types of data do you usually produce in your research? What types of data are most
important for your research activities?
4. What is opinion/view about the reuse of data in science?
5. What would you consider motivators for scientists (including yourself) to reuse preexisting data?
Why?
6. What would you consider barriers for scientists (including yourself) to reuse preexisting data?
Why?
7. How do you see data reuse in your field and discipline? Is it a common practice? Why?
8. What are important factors you would consider prior to reuse someone else’s data? Why?
9. Considering your own experience of reusing data, please describe as many different experiences
you recall and provide as much detail you can recollect about:










What was your research about? (topic, goal, etc.)
Why did you consider searching for preexisting data, instead of conducting primary data collection?
How did you find out about the existence of the data?
Where was the data archived?
Please describe the dataset, including: What type of data was it? What was the data about? Who was the
data producer? How was the data organized? How was data documented?
How was the process to gain access to the data? Any barriers?
How did you decide if the data was reusable or not? Which factors influenced your decision to select the
dataset? What conditions do you think were important for you to choose to reuse data?
Which difficulties, if any, did you face while reusing someone else’s data? Please explain.
Did any of these attempts result on actual reuse of the data?
o If yes, please describe in detail the outcomes of the reuse? If not, could you describe in the
detail why the attempt was not successful and did not incur on reuse?

Background Questions
1. How long have you been in your current position?
2. What is your highest degree?
3. When did you obtain your last degree?
4. What would you say is your primary methodological orientation? (i.e. quantitative, qualitative or
mixed-methods)

11

Note: The questions were outlined in advance in order to offer a minimum guidance to the interview process. Some additional
and improvised questions (probes and follow-ups) not included here were asked during interview depending on participants’
responses, in order to clarify or obtain additional information that could not be anticipated prior to the interaction with
interviewees. Additionally, some questions were reworded differently or asked in different order, depending on the flow of
interviews.
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APPENDIX C
Initial Survey Items Pool
Category/Factors
Perceived Benefits

PB1

Knowledge
Expansion

PB2

Frugality

PB3

Pre-Endorsement

Candidate Survey Items
In my opinion/based on my own experience, the reuse of data:
PB1.1: Contributes to scientific advancement
PB1.2: Empowers replication in science
PB1.3: Allows better scrutiny of research findings
PB1.4: Promotes new discovery in science
In my opinion/based on my own experience, the reuse of data:
PB2.1: Saves time in research
PB2.2: Minimizes duplicate efforts in research
PB2.3: Reduces costs associated with research
PB2.4: Dismisses the need of specific skills for data collection
PB2.5: Circumvents problems of obtaining access to challenging populations
PB2.6: Skips the process of gaining access to research sites
It is my belief that, overall, data openly available for reuse:
PB3.1: Comply with quality standards
PB3.2: Had their credibility endorsed
PB3.3: Had their quality appraised

Perceived Risks
PR1

Fear of Being
Undervalued

PR2

Fear of Infringing
Ethical Codes

PR3

Slippage

PR4

Vulnerability to
Hidden Errors

In my opinion/based on my own experience:
PR1.1: Research based on original/new data receives less academic credit
PR1.2: Research based on original/new data experiences lower pay-offs
PR1.3: The scientific community undervalues studies based on reused data
In my opinion/based on my own experience, when reusing data:
PR2.1: I (would) concern about unwary infringe of some ethical codes
PR2.2: I (would) concern about unwary violate norms of data protection
PR2.3: I (would) concern lacking new informed consent from participants
In my opinion/based on my own experience, when reusing data:
PR3.1: I (would) concern about misinterpreting data
PR3.2: I (would) concern about making incorrect assumptions/associations of data
PR3.3: I (would) concern about misusing data
In my opinion/based on my own experience, when reusing data:
PR4.1: I (would) be vulnerable to hidden errors in data
PR4.2: I (would) have limited capability of identifying errors in data unless clearly reported
PR4.3: I (would) be at risk to reuse inaccurate data

Perceived Effort
PE1

Be Innovative with
Old Data

PE2

Obtain Access to
Data

PE3

Data Discovery
Process

PE4

Dealing with
Mismatches

PE5

Preparation for
Reuse

PE6

Understanding the
Original Study

In my opinion/based on my own experience, the reuse of data requires extra effort from reusers to:
PE1.1: Come up with innovative ways to approach extant data
PE1.2: Justify the importance of a new study based on old data
PE1.3: Identify different possibilities of application of extant data
In my opinion/based on my own experience, the reuse of data requires extra effort from reusers to:
PE2.1: Obtain permission to access data
PE2.2: Gain access to data
PE2.3: Be able to retrieve data
In my opinion/based on my own experience, the reuse of data requires extra effort from reusers to:
PE3.1: Find data/datasets that are relevant
PE3.2: Identify existing data sources
PE3.3: Identify reusable data/datasets
In my opinion/based on my own experience, the reuse of data requires extra effort from reusers to:
PE 4.1: Fit old data to a new study
PE 4.2: Adjust the research design of their new study
PE 4.3: Alter their original research idea
PE 4.4: Reframe their initial study to accommodate extant data
In my opinion/based on my own experience, the reuse of data requires extra effort from reusers to:
PE5.1: Get data ready for reuse
PE5.2: Prepare data (e.g. formatting, selecting, cleaning, etc.) prior to reuse
PE5.3: Adjust data to the new study needs
In my opinion/based on my own experience, the reuse of data requires reusers to:
PE6.1: Spend extra time to fully comprehend the original study
PE6.2: Devote extra amount of energy to fully understand the data/dataset
PE6.3: Spend extra effort to interpret data/dataset
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Category/Factors

Candidate Survey Items

Perceived Reusability
PReu1

Data
Documentation

PReu2

Data Fitness

PReu3

Data Producer
Trustworthiness &
Credibility

PReu4

Data Quality

PReu5

Study Rigor

In my opinion/based on my own experience, in order to be reusable, research data must be:
PReu1.1: Supplemented by sufficient documentation (e.g. codebooks
PReu1.2: Have clear documentation (e.g. codebooks
PReu1.3: Complemented by comprehensive documentation (e.g. codebooks
In my opinion/based on my own experience, in order to be reusable, research data must:
PReu2.1: Be at the same level of analysis (e.g. individual, organizational, societal) of the new study
PReu2.2: Match the topic of interest of the new study
PReu2.3: Be available in the specific format scientists need
In my opinion/based on my own experience, in order to be reusable, research data must:
PReu3.1: Have been originated by a trustworthy data producer
PReu3.2: Be related to a credible institution
PReu3.3: Be part of a well-developed research project
In my opinion/based on my own experience, in order to be reusable, research data must:
PReu4.1: Be complete (without or with few missing data)
PReu4.2: Be consistent/uniform
PReu4.3: Be accurate/precise
In my opinion/based on my own experience, in order to be reusable, research data must:
PReu5.1: Belong to a well-designed study (e.g. clear presentation of research goals and
research methods choice
PReu5.2: Belong to a study that have rigorously accomplished the original plan (e.g. timeline)
PReu5.3: Be part of a study that have been meticulously executed (e.g. data collection)

Facilitating Conditions
FC1

Data
Documentation
Availability

FC2

Data Repositories
Availability

FC3

Primary
Investigators
Reach

FC4

Support &
Assistance
Availability

FC5

Training &
Expertise

In my opinion/based on my own experience:
FC1.1: Data documentation is a facilitator of data reuse
FC1.2: Data documentation ease the process of data reuse
FC1.3: Supplementary data documentation enables data reuse
In my opinion/based on my own experience:
FC2.1: Data repositories widen possibilities for scientists to reuse data
FC2.2: The availability of data repositories ease the process of reusing data
FC2.3: The reuse of data is enabled by data repositories
In my opinion/based on my own experience:
FC3.1: Having access to primary investigators ease the data reuse process
FC3.2: The possibility of reaching primary investigators facilitate the reuse of data
FC3.3: Contacting data producers is helpful to obtain more detailed information about data
In my opinion/based on my own experience:
FC4.1: Training helps scientists to develop skills for reusing data
FC4.2: Assistance personnel reduce difficulties in reusing data
FC4.3: Assistance personnel increase scientists’ likelihood of reusing data
In my opinion/based on my own experience:
FC5.1: Scientists should hold particular skills (e.g. data selection, cleaning, re-analysis) to
reuse data
FC5.2: Senior researchers may find easier to reuse data
FC5.3: More novice researchers may lack the necessary expertise to reuse data

Social Influence

SI1

SI2

Disciplinary
Receptiveness

Peer
Encouragement

In my opinion/based on my own experience:
SI1.1: My research field/discipline is receptive to the reuse of research data
SI1.2: Data reuse is a common practice in my research field/discipline
SI1.3: My research field/discipline traditionally reuses research data
In my opinion/based on my own experience:
SI2.1: My academic peers encourage me to reuse research data
SI2.2: People at my department/school are supportive about the reuse of research data
SI2.3: My academic peers usually reuse research data

Intention to Reuse
I would:
Reuse other people’s research data for my own research
Reuse research data if available in a data repository
Consider to reuse extant data as opposed to collecting my own data for my research
Reuse Behavior
In the past 24 months, how often have you:
Combined different primary data sources from other scientists to compose a new dataset for your own research
Reused data collected by someone else as the main data source of my own research
Published a paper based on data that was not collected by yourself and/or any of your co-authors
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APPENDIX D
Face Validity (Task with PhD Students)
Please remember to enable Macros before starting.
Category/Factors

Is the item
clear?

Definition/Candidate Survey Items

Yes

PB1

1 PERCEIVED BENEFITS
KNOWLEDGE EXPANSION
Data can be reused to answer different
questions other than the ones covered by
primary studies or for
replication/validation

The degree to which scientists believe that reusing research data
collected by others is beneficial for them
In my opinion/based on my own experience, the reuse of data:
PB1.1: Contributes to scientific advancement
PB1.2: Empowers replication in science
PB1.3: Allows better scrutiny of research findings
PB1.4: Promotes new discovery in science
In my opinion/based on my own experience, the reuse of data:

PB2

PB2.1: Saves time in research
FRUGALITY
Ways to circumvent data collection
problems associated with time and cost
(money) to minimize duplicated efforts or
the need to develop data collection skills.

PB2.2: Minimizes duplicate efforts in research
PB2.3: Reduces costs associated with research
PB2.4: Dismisses the need of specific skills for data collection
PB2.5: Circumvents problems of obtaining access to challenging populations

PB3

PB2.6: Skips the process of gaining access to research sites
PRE-ENDORSEMENT
Data available for reuse are considered to
some extent credible and reliable,
otherwise they would not be shared and
available to the public

PR1

2 PERCEIVED RISKS
FEAR OF BEING UNDERVALUED
Reusing other people’s data in research
can be perceived as less valuable, and thus
have fewer pay-offs than conducting
research based on new data

It is my belief that, overall, data openly available for reuse:
PB3.1: Comply with quality standards
PB3.2: Had their credibility endorsed
PB3.3: Had their quality appraised
The degree to which scientists believe that reusing research data
collected by others may be disadvantageous for them
In my opinion/based on my own experience:
PR1.1: Research based on original/new data receives less academic credit
PR1.2: Research based on original/new data experiences lower pay-offs
PR1.3: The scientific community undervalues studies based on reused data
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No

If you think it can be
improved, how would
you rephrase it to make it
more clear and
straightforward?

Please insert any
additional comment you
wish here.

PR2

FEAR OF INFRINGING ETHICAL
CODES
Hesitation to reuse data which was obtained
through consent to a particular study and/or
unwary violating aspects of confidentiality,
copyright and data protection

In my opinion/based on my own experience, when reusing data:
PR2.1: I (would) concern about unwary infringe of some ethical codes
PR2.2: I (would) concern about unwary violate norms of data protection
PR2.3: I (would) concern lacking new informed consent from participants

PR3
PR4

In my opinion/based on my own experience, when reusing data:
SLIPPAGE
Misinterpretation, incorrect association, or
misuse that might occur while reusing
other people’s data

VULNERABILITY TO HIDDEN
ERRORS
The susceptibility to faulty data given the
difficulty of identifying potential errors on
data collected by others

PE2

PE1

3 PERCEIVED EFFORT
BE INNOVATIVE WITH OLD DATA
The effort of identifying original
contributions from second-hand data and
exploring different issues not yet explored
or overlooked by primary researchers, as
well as other reusers
OBTAIN ACCESS TO DATA
Refers to data accessibility. The effort
associated with obtaining access and
retrieving data.

PR3.1: I (would) concern about misinterpreting data
PR3.2: I (would) concern about making incorrect assumptions/associations
of data
PR3.3: I (would) concern about misusing data
In my opinion/based on my own experience, when reusing data:
PR4.1: I (would) be vulnerable to hidden errors in data
PR4.2: I (would) have limited capability of identifying errors in data
unless clearly reported
PR4.3: I (would) be at risk to reuse inaccurate data
The amount of work and the degree of difficulty associated with the
reuse other people’s research data
In my opinion/based on my own experience, the reuse of data
requires extra effort from reusers to:
PE1.1: Come up with innovative ways to approach extant data
PE1.2: Justify the importance of a new study based on old data
PE1.3: Identify different possibilities of application of extant data
In my opinion/based on my own experience, the reuse of data
requires extra effort from reusers to:
PE2.1: Obtain permission to access data
PE2.2: Gain access to data

PE3

PE2.3: Be able to retrieve data
DATA DISCOVERY PROCESS
Refers to data discoverability. The effort
associated with data discovery and the
identification of relevant and potentially
reusable datasets

In my opinion/based on my own experience, the reuse of data
requires extra effort from reusers to:
PE3.1: Find data/datasets that are relevant
PE3.2: Identify existing data sources
PE3.3: Identify reusable data/datasets
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PE4
PE5
PE6

DEALING WITH MISMATCHES
The effort of working with data generated
based on different research questions and/or
hypotheses, using particular instruments or
techniques for data collection, in a particular
context and time-frame etc. Resigning initial
ideas and reframing the study design and goals
in order to accommodate the existing data
PREPARATION FOR REUSE
Refers to the effort to get data ready for
reuse and manipulation, including:
screening and cleaning processes, dealing
with missing data, adding/complementing
data, and putting it in an appropriate
format, sorting, recoding etc.
UNDERSTANDING THE ORIGINAL
STUDY
The effort associated with making sense of
the data and thoroughly comprehending
the original study

PReu2

PReu1

4 PERCEIVED REUSABILITY
DATA DOCUMENTATION
Whether the supplementary documentation
provided along with the data is sufficient,
easy to understand and clearly explains the
methodology, the rationale of the study,
etc. to support reuse.

DATA FITNESS
Whether the topic, level of analysis, and
type of data are compatible with the
purpose of reuse

In my opinion/based on my own experience, the reuse of data
requires extra effort from reusers to:
PE 4.1: Fit old data to a new study
PE 4.2: Adjust the research design of their new study
PE 4.3: Alter their original research idea
PE 4.4: Reframe their initial study to accommodate extant data
In my opinion/based on my own experience, the reuse of data
requires extra effort from reusers to:
PE5.1: Get data ready for reuse
PE5.2: Prepare data (e.g. formatting, selecting, cleaning, etc.) prior to reuse
PE5.3: Adjust data to the new study needs
In my opinion/based on my own experience, the reuse of data requires
reusers to:
PE6.1: Spend extra time to fully comprehend the original study
PE6.2: Devote extra amount of energy to fully understand the data/dataset
PE6.3: Spend extra effort to interpret data/dataset
The degree to which scientists perceive that data attain certain
characteristics/attributes to be considered reusable
In my opinion/based on my own experience, in order to be reusable,
research data must be:
PReu1.1: Supplemented by sufficient documentation (e.g. codebooks
PReu1.2: Have clear documentation (e.g. codebooks
PReu1.3: Complemented by comprehensive documentation (e.g.
codebooks
In my opinion/based on my own experience, in order to be reusable,
research data must:
PReu2.1: Be at the same level of analysis (e.g. individual,
organizational, societal) of the new study
PReu2.2: Match the topic of interest of the new study
PReu2.3: Be available in the specific format scientists need
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PReu3
PReu4

DATA PRODUCER
TRUSTWORTHINESS & CREDIBILITY
How trustful and credible data
producers (institutions or individual
authors/contributors) are

DATA QUALITY
How consistent and complete data
are perceived to be

In my opinion/based on my own experience, in order to be reusable,
research data must:
PReu3.1: Have been originated by a trustworthy data producer
PReu3.2: Be related to a credible institution
PReu3.3: Be part of a well-developed research project
In my opinion/based on my own experience, in order to be reusable,
research data must:
PReu4.1: Be complete (without or with few missing data)
PReu4.2: Be consistent/uniform

PReu5

PReu4.3: Be accurate/precise

STUDY RIGOR
How well-designed and executed
the study was

FC3

FC2

FC1

5 FACILITATING CONDITIONS
DATA DOCUMENTATION
AVAILABILITY
The availability of comprehensive and
detailed data documentation improves
chances for data reuse
DATA REPOSITORIES
AVAILABILITY
The existence of repositories and their
capability to organize, self-guard, and
facilitate access to reusable data improves
conditions for reuse
PRIMARY INVESTIGATORS REACH
Communication with primary investigators
helps reusers to obtain additional
information about the data and the study

In my opinion/based on my own experience, in order to be reusable,
research data must:
PReu5.1: Belong to a well-designed study (e.g. clear presentation of
research goals and research methods choice
PReu5.2: Belong to a study that have rigorously accomplished the
original plan (e.g. timeline)
PReu5.3: Be part of a study that have been meticulously executed
(e.g. data collection)
The degree to which scientists believe that an infrastructure (personnel,
organizations and/or technical) exists to support data reuse
In my opinion/based on my own experience:
FC1.1: Data documentation is a facilitator of data reuse
FC1.2: Data documentation ease the process of data reuse
FC1.3: Supplementary data documentation enables data reuse
In my opinion/based on my own experience:
FC2.1: Data repositories widen possibilities for scientists to reuse data
FC2.2: The availability of data repositories ease the process of reusing data
FC2.3: The reuse of data is enabled by data repositories
In my opinion/based on my own experience:
FC3.1: Having access to primary investigators ease the data reuse process
FC3.2: The possibility of reaching primary investigators facilitate the
reuse of data
FC3.3: Contacting data producers is helpful to obtain more detailed
information about data
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FC4
FC5

SUPPORT & ASSISTANCE
AVAILABILITY
Having institutional support and assistance
from the data repository personnel or at the
university level (e.g. statistical center,
library, IT center, advisors)
PREVIOUS EXPERTISE/SKILLS
Importance of training on secondary
analysis for skill development. Expertise
in secondary analysis will lead to more
reuse of data

SI2

SI1

6 SOCIAL INFLUENCE
DISCIPLINARY RECEPTIVENESS
Disciplinary tradition or perceived
acceptance of the reuse of data. Some
disciplines are more prone to data reuse
than others

PEER ENCOURAGEMENT
Support or habitual practice of data reuse
among colleagues/peers to reuse data

INTENTION TO REUSE

In my opinion/based on my own experience:
FC4.1:Training helps scientists to develop skills for reusing data
FC4.2: Assistance personnel reduce difficulties in reusing data
FC4.3: Assistance personnel increase scientists’ likelihood of reusing data
In my opinion/based on my own experience:
FC5.1: Scientists should hold particular skills (e.g. data selection,
cleaning, re-analysis) to reuse data
FC5.2: Senior researchers may find easier to reuse data
FC5.3: More novice researchers may lack the necessary expertise to reuse data
The degree to which scientists perceive that their discipline and peers
are supportive towards the reuse of research data
In my opinion/based on my own experience:
SI1.1: My research field/discipline is receptive to the reuse of research data
SI1.2: Data reuse is a common practice in my research field/discipline
SI1.3: My research field/discipline traditionally reuses research data
In my opinion/based on my own experience:
SI2.1: My academic peers encourage me to reuse research data
SI2.2: People at my department/school are supportive about the reuse
of research data
SI2.3: My academic peers usually reuse research data
The extent to which scientists would be willing to reuse preexisting
research data collected by others for the purpose of their own research

I would:
Reuse other people’s research data for my own research
Reuse research data if available in a data repository
Consider to reuse extant data as opposed to collecting my own data for my research
The extent to which scientists have reused preexisting research data
REUSE BEHAVIOR
collected by others for the purpose of their own research
In the past 24 months, how often have you:
Combined different primary data sources from other scientists to compose a new dataset for your own research
Reused data collected by someone else as the main data source of my own research
Published a paper based on data that was not collected by yourself and/or any of your co-authors
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APPENDIX E
Content Validity Expert Panel
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APPENDIX F
Expert Panel (Open Comments)

Perceived Benefits






Perceived Risks





Overall

Social
Influence

Facilitating
Conditions

Perceived
Reusability

Perceived Effort









Comments
Items in the second question matrix do not seem to measure benefits of reusing data. They seem to be about the
quality of secondary data.
Would be interested to see how "trustworthy" and "reliable" are defined or interpreted. Providing examples of
"quality standards" would also be helpful, especially if they are known in the social science community.
For saving time you may want to clarify whose time is being saved. In my research I found that how people
perceived this question varied greatly with their role so it was important to disambiguate the concept so I knew I
was measuring the same thing with different people.
Here is a similar issue for monetary costs -- is this for the individual researcher or her/his project team or
institution? On the second question, I am unclear if you are asking the respondent if data openly available for
reuse should fit these characteristics or if this is their perception of what open data currently is. Even with these
issues I rated the section as very effectively measuring the benefits since I believe you covered key topics.
The three items in the first question matrix seems very similar. If you want to reduce the time of finishing the
survey, you might consider using only one.
My assumption is that social science data is in a repository which would vet the human subjects’ issues. So the
first set of questions would be source-dependent.
In the first section I think you need to define the term extant data, especially if you are surveying beyond the
information science data community. I also think you need to finish the statement in terms of less than what? I
assume you mean less than native data collected by the researcher, but someone going through this may finish it
differently which could influence results.
Although all the items have value. Some items seem to be measuring the same thing. For example, "Devote
energy to fully understanding the data/data set" and "Spend extra effort to interpreting the data/data set", "get data
ready for use" and "prepare data". Survey respondents will be impatient when they see so many similar items.
I might consider adding "dealing with data creators" in some form.
Some of the questions seem to be repetitious; for instance, how is "get data ready for reuse" different from
"prepare data prior to reuse"? Would also clarify "extant" data with regular "data" since that plays a role in
interpreting the question; would "extant" data cover data that a participant generated in a previous study he/she
wants to reuse AND data from an external source (i.e. national survey)?
The lead sentence for this section doesn't make sense to me. Any research requires effort and how does someone
judge what is extra effort? For example, modelers re-use data and they would not see this as extra effort-- it is just
part of what they do. I think you may want to rephrase this as something along the lines of "In your opinion/based
on your experience, what was the time/effort have you expended on each of these activities?" Obviously it will
need to be rephrased to match your scale but I hope that helps illustrate my concern. An example of the
awkwardness of the current question is reading it through with the last item. It was hard for me to discern the
differences in some of the questions.



Again, there are some overlapping items. for example, from a trustworthy source covers "be the product of a
credible researcher"
The questions related more to "well-executed/designed" and "credible" sources provide robust insight to "trust"
than just asking about a "trustworthy source"




The last item does not seem a facilitating condition
Consider the role of "open" versus "fee-based" data repositories in the design of the question.



N/A



This next comment is actually about all three questions so far --I also am concerned with lumping opinion and
experience together. I think you will want to tease out those who have actually experience with reusing data and
those who are only thinking about it. Based on disciplinary background and paradigmatic approaches, the answers
of those who are already vested in reusing data are likely to be quite different from those who are only
approaching this question philosophically.
Consider differentiating between "opinion" and what a participant actually "experienced" (i.e. repeating this
section twice)- there are very few studies about experiences and this section might be a good way to make visible
the relationship between opinion and what has occurred (if any reuse has actually happened)
Several questions (by design I imagine) substantially overlap.
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APPENDIX G
Changes Made on Survey Items after Expert Panel Review

Perceived Benefits

Knowledge
Expansion
(PB1)
Frugality (PB2)
PreEndorsement
(PB3)

Perceived Risks

Fear to be
Undervalued
(PR1)

Fear of
Infringing
Ethical Codes
(PR2)

Slippage (PR3)

Vulnerability to
Hidden Errors
(PR4)

Perceived Effort

Be Innovative
With Existing
Data (PE1)

Obtain Access
To Data (PE2)
Data Discovery
Process (PE3)

Dealing with
Mismatches
(PE4)

Items

Changes made

PB1.1: Contributes to scientific advancement
PB1.2: Enables replication studies
PB1.3: Allows verification of prior research findings
PB1.4: Promotes new scientific discovery
PB2.1: Saves time
PB2.2: Minimizes duplicate efforts
PB2.3: Reduces monetary costs
PB3.1: Comply with quality standards
PB3.2: Are trustworthy
PB3.3: Are reliable
PB3.4: Have been vetted in terms of quality
PR1.1: Research based on extant data
receives less academic acknowledgment
PR1.2: Research based on extant data is less
respected
PR1.3: The scientific community
undervalues studies based on extant data
PR2.1: I (would be) concerned about
unwarily infringing upon ethical codes
PR2.2: I (would be) concerned about
unwarily violating data protection norms
PR2.3: I (would be) concerned about lacking
additional informed consent from
participants
PR3.1: I (would be) concerned about
misinterpreting data
PR3.2: I (would be) concerned about making
incorrect data assumptions/associations
based on data
PR3.3: I (would be) concerned about
misusing data
P4.1: I (would be) vulnerable to hidden
errors in data
PR4.2: I (would) have limited capability to
identify errors in data unless clearly reported
PR4.3: I (am/would be) at risk of reusing
inaccurate data
PE1.1:Come up with innovative ways to
approach extant data
PE1.2: Justify the importance of a new study
based on extant data
PE1.3: Identify different application
possibilities to apply extant data
PE2.1: Obtain permission to access the data
PE2.2: Gain access to the data
PE2.3: Retrieve the data
PE3.1: Find relevant data/data sets
PE3.2: Identify existing data sources
PE3.3: Identify reusable data/data sets
PE4.1: Fit extant data to a new study
PE4.2: Adjust their own research design to
accommodate extant data
PE4.3: Change their original research idea to
accommodate extant data
PE4.4: Re-frame their initial study to
accommodate extant data
PR4.5: Deal with data from disparate sources

None Change
None Change
None Change
No Change
Saves my/researchers time
No Change
Reduces monetary costs associated with research
No Change
Are from trustworthy sources
No Change
No Change
Research based on existing data receives
inferior academic acknowledgment
Research based on existing data is poorly
regarded
The scientific community undervalues studies
based on existing data
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No Change
No Change
No Change
No Change
No Change
No Change
No Change
No Change
No Change
Come up with innovative ways to approach
existing data
Justify the importance of a new study based on
existing data
Identify different application possibilities to
apply existing data
No Change
Removed
No Change > Becomes PE2.2
No Change
No Change
Select reusable data/data sets
Fit existing data to a new study
Adjust their own research design to
accommodate existing data
Change their original research idea to
accommodate existing data
Re-frame their initial study to accommodate
existing data
No Change

Preparation for
Reuse (PE5)

Understanding
the New Study
(PE6)

Perceived Reusability

Data
Documentation
(PReu1)

Data Fitness
(PReu2)
Data Producer
Trustworthiness
& Credibility
(PReu3)
Data Quality
(PReu4)

Study Rigor
(PReu5)

Facilitating Conditions

Data
Documentation
Availability
(FC1)
Data
Repositories
Availability
(FC2)

Primary
Investigators
Reach (FC3)

Support &
Assistance
Availability
(FC4)

PE5.1: Get data ready for reuse
PE5.2: Prepare data (e.g. formatting,
selecting, cleaning, etc.) prior to reuse
PE5.3: Adjust data to the new study
PE6.1: Spend extra time trying to
comprehend the original study
PE6.2: Devote energy to fully understanding
the data/data set
PE6.3: Spend extra effort to interpreting the
data/data set
PReu1.1: Be accompanied by sufficient
documentation (e.g. code books, data
collection instruments)
PReu1.2: Have clear documentation (e.g.
code books, data collection instruments)
PReu1.3: Be accompanied by documentation
that explains the rationale and methodology
for the original study
PReu2.1: Have been collected at the same unit
of analysis (e.g. organization, society) needed
PReu2.2: Fit the study
PReu2.3: Conform to the right format
PReu3.1: Originate for a trustworthy source
PReu3.2: Be the product of a credible
institution/researcher
PReu3.3: Be the result of a well-developed
research process
PReu4.1: Be complete (with no or few missing
data)
PReu4.2: Be consistent/stable
PReu4.3: Be accurate/precise
PReu5.1: Be the product of a well-designed
study
PReu5.2: Belong to a study that has
accomplished the original research plan
PReu5.3: Originate from a well-executed study
FC1.1:Availability of documentation
encourages data reuse
FC1.2: Availability of documentation makes
data reuse easier
FC1.3: Data documentation enables data reuse
FC2.1: Data repositories increase
opportunities for researchers to reuse data
FC2.2:The availability of data repositories
makes the process of reusing data easier
FC2.3: Data repositories enable data reuse
FC3.1: Having access to primary
investigators facilitates the data reuse process
FC3.2: The possibility of reaching primary
investigators facilitates the reuse of data
FC3.3: Contacting data producers allows for
getting more information of the data
FC4.1: Availability of training helps
researchers develop skills to reuse data
FC4.2: Availability of repository personnel
for assistance reduces the difficulties of
reusing data
FC4.3: Availability of institutional personnel
for assistance increases the likelihood of
reusing data
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Removed
No Change > Becomes PE 5.1
No change > Becomes PE 5.2
Spend time trying to comprehend the original
study
No Change
Spend time interpreting the data/data set
No Change
No Change
No Change
No Change
No Change
No Change
No Change
No Change
Removed
No Change
No Change
No Change
No Change
No Change
No Change
No Change
No Change
No Change
No Change
No Change
No Change
No Change
No Change
No Change
No Change
No Change

No Change

Social Influence

Previous
Expertise/Skills
(FC5)

Disciplinary
Receptiveness
(SI1)

Peer
Encouragement
(SI2)

FC5.1: Researchers should possess particular
skills to reuse data
FC5.2: Experienced/senior researchers often
find it easier to reuse data
FC5.3: Novice researchers may lack
necessary expertise to reuse data
SI1.1: My research field/discipline is
receptive to the reuse of research data
SI1.2: Data reuse is a common practice in my
research field/discipline
SI1.3: My research field/discipline
conventionally reuses research data
SI2.1: My academic peers encourage me to
reuse research data
SI2.2: People at my institution are supportive
of the reuse of research data
SI2.3:My academic peers often reuse research
data
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No Change
No Change
Removed
No Change
No Change
No Change
No Change
No Change
No Change

APPENDIX H
Survey Pre-Test
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231

232

233

234

235

236
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APPENDIX I
Scree Plot and Total Variance Explained Tables
Total Variance Explained - Perceived Benefits (PB)
Extraction Sums of Squared

Rotation Sums of Squared

Loadings

Loadings

% of

Cumulative

% of

Cumulative

%

Total

Variance

%

Initial Eigenvalues
Compo-

% of

Cumulative
%

Total

Variance

nent

Total

Variance

1

5.177

47.063

47.063

5.177

47.063

47.063

3.313

30.119

30.119

2

2.010

18.275

65.338

2.010

18.275

65.338

2.970

27.003

57.122

3

1.457

13.247

78.585

1.457

13.247

78.585

2.361

21.463

78.585

4

.597

5.425

84.010

5

.548

4.977

88.988

6

.367

3.335

92.323

7

.257

2.337

94.660

8

.205

1.864

96.524

9

.174

1.583

98.107

10

.123

1.118

99.225

11

.085

.775

100.000

Extraction Method: Principal Component Analysis.

Total Variance Explained - Perceived Risks (PR)
Extraction Sums of Squared

Rotation Sums of Squared

Loadings

Loadings

% of

Cumulative

% of

Cumulative

Variance

%

Total

Variance

%

Initial Eigenvalues
Compo-

% of

Cumulative
%

Total

nent

Total

Variance

1

5.934

49.447

49.447

5.934

49.447

49.447

4.115

34.293

34.293

2

2.280

19.001

68.449

2.280

19.001

68.449

2.800

23.335

57.628

3

1.488

12.399

80.847

1.488

12.399

80.847

2.786

23.219

80.847

4

.776

6.464

87.311

5

.348

2.901

90.212

6

.270

2.252

92.464

7

.216

1.797

94.261

8

.188

1.569

95.829

9

.149

1.238

97.067

10

.131

1.090

98.156

11

.122

1.016

99.172

12

.099

.828

100.000

Extraction Method: Principal Component Analysis.
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Total Variance Explained (PE)
Extraction Sums of Squared

Rotation Sums of Squared

Loadings

Loadings

% of

% of

Initial Eigenvalues
Compon
ent
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18

% of
Total Variance
6.526
36.256
2.518
13.988
2.131
11.840
1.530
8.499
1.019
5.662
.812
4.511
.766
4.255
.495
2.751
.423
2.350
.358
1.987
.300
1.669
.283
1.571
.261
1.448
.158
.879
.138
.765
.129
.717
.087
.486
.066
.365

Cumulative
%
36.256
50.244
62.084
70.584
76.245
80.756
85.011
87.763
90.113
92.100
93.769
95.340
96.788
97.667
98.432
99.150
99.635
100.000

Total Variance
6.526
36.256
2.518
13.988
2.131
11.840
1.530
8.499
1.019
5.662

Cumulative
%
36.256
50.244
62.084
70.584
76.245

Total
3.969
3.344
2.610
2.247
1.554

Cumulative

Variance
22.053
18.576
14.501
12.484
8.631

%
22.053
40.628
55.130
67.614
76.245

Extraction Method: Principal Component Analysis.

Total Variance Explained (Preu)

Component
1
2
3
4
5

Initial Eigenvalues
% of
Cumulative
Total Variance
%
6.041
43.149
43.149
1.723
12.309
55.458
1.494
10.669
66.127
1.068
7.631
73.758
.934
6.670
80.428

6

.517

3.694

84.122

7

.510

3.645

87.767

8

.459

3.279

91.046

9

.419

2.991

94.037

10

.268

1.917

95.953

11

.232

1.658

97.611

12

.161

1.147

98.758

13

.143

1.021

99.779

14

.031

.221

100.000

Extraction Sums of Squared
Loadings
% of
Cumulative
Total Variance
%
6.041
43.149
43.149
1.723
12.309
55.458
1.494
10.669
66.127
1.068
7.631
73.758

Rotation Sums of Squared
Loadings
% of
Cumulative
Total Variance
%
3.081
22.005
22.005
2.981
21.296
43.301
2.547
18.196
61.497
1.716
12.261
73.758

Extraction Method: Principal Component Analysis.
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Total Variance Explained: FC
Extraction Sums of Squared

Rotation Sums of Squared

Loadings

Loadings

% of

Cumulative

% of

Cumulative

Variance

%

Total

Variance

%

Initial Eigenvalues
Compo-

% of

Cumulative
%

Total

nent

Total

Variance

1

4.741

33.867

33.867

4.741

33.867

33.867

2.734

19.529

19.529

2

3.161

22.576

56.443

3.161

22.576

56.443

2.717

19.406

38.935

3

1.561

11.152

67.595

1.561

11.152

67.595

2.585

18.464

57.400

4

1.066

7.616

75.211

1.066

7.616

75.211

2.494

17.811

75.211

5

.943

6.735

81.946

6

.624

4.456

86.402

7

.565

4.036

90.438

8

.389

2.780

93.218

9

.253

1.810

95.027

10

.224

1.598

96.626

11

.163

1.166

97.791

12

.140

.999

98.790

13

.107

.764

99.554

14

.062

.446

100.000

Extraction Method: Principal Component Analysis.

Total Variance Explained SI
Extraction Sums of Squared

Rotation Sums of Squared

Loadings

Loadings

% of

Cumulative

% of

Cumulative

Variance

%

Total

Variance

%

Initial Eigenvalues
Compon

% of

Cumulative
%

Total

ent

Total

Variance

1

5.027

83.790

83.790

5.027

83.790

83.790

3.468

57.807

57.807

2

.338

5.630

89.420

.338

5.630

89.420

1.897

31.613

89.420

3

.303

5.057

94.477

4

.168

2.801

97.278

5

.099

1.658

98.935

6

.064

1.065

100.000

Extraction Method: Principal Component Analysis.
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APPENDIX J
Changes Made on Survey Items after Reliability and Construct Validity Checking

Perceived Benefits

Knowledge
Expansion (PB1)

Frugality (PB2)

PreEndorsement
(PB3)

Perceived Risks

Fear to be
Undervalued
(PR1)

Fear of
Infringing
Ethical Codes
(PR2)

Slippage (PR3)

Vulnerability to
Hidden Errors
(PR4)

Perceived Effort

Be Innovative
With Existing
Data (PE1)
Obtain Access
To Data (PE2)
Data Discovery
Process (PE3)

Dealing with
Mismatches
(PE4)

Items

Changes made

PB1.1: Contributes to scientific advancement
PB1.2: Enables replication studies
PB1.3: Allows verification of prior research
findings
PB1.4: Promotes new scientific discovery
PB2.1: Saves my/researchers time
PB2.2: Minimizes duplicate efforts
PB2.3: Reduces monetary costs associated
with research
PB3.1: Comply with quality standards
PB3.2: Are from trustworthy sources
PB3.3: Are reliable
PB3.4: Have been vetted in terms of quality
PR1.1: Research based on existing data receives
inferior academic acknowledgment
PR1.2: Research based on existing data is
poorly regarded
PR1.3: The scientific community undervalues
studies based on existing data
PR2.1: I (would be) concerned about unwarily
infringing upon ethical codes
PR2.2: I (would be) concerned about unwarily
violating data protection norms
PR2.3: I (would be) concerned about lacking
additional informed consent from participants
PR3.1: I (would be) concerned about
misinterpreting data
PR3.2: I (would be) concerned about making
incorrect data assumptions/associations based
on data
PR3.3: I (would be) concerned about misusing
data
P4.1: I (would be) vulnerable to hidden errors
in data
PR4.2: I (would) have limited capability to
identify errors in data unless clearly reported
PR4.3: I (am/would be) at risk of reusing
inaccurate data
PE1.1: Come up with innovative ways to
approach existing data
PE1.2: Justify the importance of a new study
based on existing data
PE1.3: Identify different application
possibilities to apply existing data
PE2.1: Obtain permission to access the data
PE2.2: Retrieve the data
PE3.1: Find relevant data/data sets
PE3.2: Identify existing data sources
PE3.3: Select reusable data/data sets
PE4.1: Fit existing data to a new study
PE4.2: Adjust their own research design to
accommodate existing data
PE4.3: Change their original research idea to
accommodate existing data
PE4.4: Re-frame their initial study to
accommodate existing data
PR4.5: Deal with data from disparate sources

No Change
Enables reproducible research
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No Change
Removed
Saves reuser’s time
No Change
No Change

Removed

Receiving inferior acknowledgment
Having my research poorly regarded
Removed
Unwarily infringing upon ethical codes
Unwarily violating data protection norms
Lacking additional informed consent from
participants
Misinterpreting data
Making incorrect data assumptions/associations
based on data
Misusing data
Being vulnerable to hidden errors in data
Having limited capability to identify errors in
data
Reusing inaccurate data
Find innovative ways to approach existing data
No Change
No Change
Get permission to reuse data
No Change
Find relevant data
No Change
Select reusable data
Removed

Merged into one
Single Dimension
“Data Discovery
and Access”

No Change
Change a research idea to accommodate existing
data
No Change
Removed

Preparation for
Reuse (PE5)
Understanding
the New Study
(PE6)

Perceived Reusability

Data
Documentation
(PReu1)

Data Fitness
(PReu2)
Data Producer
Trustworthiness
& Credibility
(PReu3)
Data Quality
(PReu4)

Study Rigor
(PReu5)

Data
Documentation
Availability
(FC1)

Facilitating Conditions

Data
Repositories
Availability
(FC2)

Primary
Investigators
Reach (FC3)

Support &
Assistance
Availability
(FC4)

Previous
Expertise/Skills
(FC5)

PE5.1: Prepare data (e.g. formatting, selecting,
cleaning, etc.) prior to reuse
PE5.2: Adjust data to the new study
PE6.1: Spend time trying to comprehend the
original study
PE6.2: Devote energy to fully understanding
the data/data set
PE6.3: Spend time interpreting the data/data set
PReu1.1: Be accompanied by sufficient
documentation (e.g. code books, data collection
instruments)
PReu1.2: Have clear documentation (e.g. code
books, data collection instruments)
PReu1.3: Be accompanied by documentation
that explains the rationale and methodology for
the original study
PReu2.1: Have been collected at the same unit
of analysis (e.g. organization, society) needed
PReu2.2: Fit the study
PReu2.3: Conform to the right format
PReu3.1: Originate for a trustworthy source
PReu3.2: Be the product of a credible
institution/researcher
PReu4.1: Be complete (with no or few missing
data)
PReu4.2: Be consistent/stable
PReu4.3: Be accurate/precise
PReu5.1: Be the product of a well-designed
study
PReu5.2: Belong to a study that has
accomplished the original research plan
PReu5.3: Originate from a well-executed study
FC1.1:Availability of documentation
encourages data reuse
FC1.2: Availability of documentation makes
data reuse easier
FC1.3: Data documentation enables data reuse
FC2.1: Data repositories increase opportunities
for researchers to reuse data
FC2.2:The availability of data repositories
makes the process of reusing data easier
FC2.3: Data repositories enable data reuse
FC3.1: Having access to primary investigators
facilitates the data reuse process
FC3.2: The possibility of reaching primary
investigators facilitates the reuse of data
FC3.3: Contacting data producers allows for
getting more information of the data
FC4.1: Availability of training helps researchers
develop skills to reuse data
FC4.2: Availability of repository personnel for
assistance reduces the difficulties of reusing data
FC4.3: Availability of institutional personnel for
assistance increases the likelihood of reusing data
FC5.1: Researchers should possess particular
skills to reuse data
FC5.2: Experienced/senior researchers often
find it easier to reuse data
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Entire Dimension Removed

Comprehend the original study
Get familiar with data produced by someone else
Removed
Have sufficient documentation (e.g. code books)
Have clear documentation (e.g. code books)
Removed
Be at the same unit of analysis (e.g. individuals,
group) I need
Fit my study
Conform to the format I need
No Change
Be the product of a credible institution
New <Be the product of a credible researcher>
No Change
No Change
No Change
No Change
No Change
No Change

Removed

There are repositories with social sciences data
available for researchers
I am aware of data repositories I can reuse data
from
I can easily find repositories with data related to
my research
Primary investigators are available to provide
additional information about their data
I can easily contact primary investigators for
clarification about their data if I need
Removed
I have received training on how to find data I can
potentially reuse
New <I have access to formal training on skills
that are helpful to reuse data>
Data repositories have personnel that can help
me to reuse data
My institution has personnel to assist me to reuse
research data
Entire Dimension Removed

Social Influence

Disciplinary
Receptiveness
(SI1)

Peer
Encouragement
(SI2)

SI1.1: My research field/discipline is receptive
to the reuse of research data
SI1.2: Data reuse is a common practice in my
research field/discipline
SI1.3: My research field/discipline
conventionally reuses research data
SI2.1: My academic peers encourage me to
reuse research data
SI2.2: People at my institution are supportive
of the reuse of research data
SI2.3:My academic peers often reuse research
data
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Is receptive to the reuse of data
Has data reuse as a common practice
Conventionally reuses data
Encourage me to reuse data
Are supportive of the reuse of data
Often reuse data

APPENDIX K

Perceived
Benefits

Final Survey Constructs and Items
Knowledge
Expansion (PB1)
Frugality (PB2)

Perceived Risks

Fear to be
Undervalued (PR1)
Fear of Infringing
Ethical Codes (PR2)
Slippage (PR3)
Vulnerability to
Hidden Errors (PR4)

Perceived Effort

Be Innovative With
Existing Data (PE1)
Data Access &
Discovery Process
(PE2)
Dealing with
Mismatches (PE3)

Perceived Reusability

Understanding the
New Study (PE4)
Data Documentation
(PReu1)
Data Fitness (PReu2)
Data Producer
Trustworthiness &
Credibility (PReu3)
Data Quality (PReu4)

Social
Influence

Facilitating
Conditions

Study Rigor (PReu5)
Data Repositories
Availability
(FC1)
Primary Investigators
Reach (FC2)
Support & Assistance
Availability (FC3)
Disciplinary
Receptiveness (SI1)
Peer Encouragement
(SI2)

PB1.1: Contributes to scientific advancement
PB1.2: Enables reproducible research
PB1.3: Allows verification of prior research findings
PB2.1: Saves reuser’s time
PB2.2: Minimizes duplicate efforts
PB2.3: Reduces monetary costs associated with research
PR1.1: Receiving inferior acknowledgment
PR1.2: Having my research poorly regarded
PR2.1: Unwarily infringing upon ethical codes
PR2.2: Unwarily violating data protection norms
PR2.3: Lacking additional informed consent from participants
PR3.1: Misinterpreting data
PR3.2: Making incorrect data assumptions/associations based on data
PR3.3: Misusing data
PR4.1: Being vulnerable to hidden errors in data
PR4.2: Having limited capability to identify errors in data
PR4.3: Reusing inaccurate data
PE1.1: Find innovative ways to approach existing data
PE1.2: Justify the importance of a new study based on existing data
PE1.3: Identify different application possibilities to apply existing data
PE2.1: Get permission to reuse data
PE2.2: Retrieve the data
PE2.3: Find relevant data
PE2.4: Identify existing data sources
PE2.5: Select reusable data
PE3.1: Adjust their own research design to accommodate existing data
PE3.2: Change a research idea to accommodate existing data
PE3.3: Re-frame their initial study to accommodate existing data
PE4.1: Comprehend the original study
PE4.2: Get familiar with data produced by someone else
PReu1.1: Have sufficient documentation (e.g. code books)
PReu1.2: Have clear documentation (e.g. code books)
PReu2.1: Be at the same unit of analysis (e.g. individuals, group) I need
PReu2.2: Fit my study
PReu2.3: Conform to the format I need
PReu3.1: Originate for a trustworthy source
PReu3.2: Be the product of a credible institution
PReu3.3: Be the product of a credible researcher
PReu4.1: Be complete (with no or few missing data)
PReu4.2: Be consistent/stable
PReu4.3: Be accurate/precise
PReu5.1: Be the product of a well-designed study
PReu5.2: Belong to a study that has accomplished the original research plan
PReu5.3: Originate from a well-executed study
FC1.1: There are repositories with social sciences data available for researchers
FC1.2: I am aware of data repositories I can reuse data from
FC1.3: I can easily find repositories with data related to my research
FC2.1: Primary investigators are available to provide additional information about their data
FC2.2: I can easily contact primary investigators for clarification about their data if I need
FC3.1: I have received training on how to find data I can potentially reuse
FC3.2: I have access to formal training on skills that are helpful to reuse data
FC3.3: Data repositories have personnel that can help me to reuse data
FC3.4: My institution has personnel to assist me to reuse research data
SI1.1: Is receptive to the reuse of data
SI1.2: Has data reuse as a common practice
SI1.3: Conventionally reuses data
SI2.1: Encourage me to reuse data
SI2.2: Are supportive of the reuse of data
SI2.3: Often reuse data
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APPENDIX L
Final Survey
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248
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APPENDIX M
Missing Data Report Table

Missing
Variable
PB1.1
PB1.2
PB1.3
PB2.1
PB2.2
PB2.3
PR1.1
PR1.2
PR2.1
PR2.2
PR2.3
PR3.1
PR3.2
PR3.3
PR4.1
PR4.2
PR4.3
PE1.1
PE1.2
PE1.3
PE2.1
PE2.2
PE2.3
PE2.4
PE2.5
PE3.1
PE3.2
PE3.3
PE4.1
PE4.2
PReu1.1
PReu1.2
PReu2.1
PReu2.2
PReu2.3
PReu3.1
PReu3.2
PReu3.3
PReu4.1
PReu4.2
PReu4.3
PReu5.1
PReu5.2
PReu5.3
FC1.1
FC1.2
FC1.3
FC2.1
FC2.2
FC3.1
FC3.2
FC3.3
FC3.4
SI1.1
SI1.2
SI1.3
SI2.1
SI2.2
SI2.3
IR1
IR2
IR3
RB1
RB2
RB3
RB4
RB5

N

Mean
564
564
564
564
563
564
560
564
563
563
563
564
564
564
564
564
564
564
563
563
564
564
563
563
564
563
562
562
563
563
564
564
564
563
563
563
563
563
561
555
563
563
562
562
562
562
562
561
562
561
561
560
562
564
564
564
564
563
562
563
563
563
563
563
563
563
563

6.02
5.86
5.95
5.66
5.20
5.74
3.56
3.45
3.47
3.64
3.82
4.42
4.48
4.01
5.41
5.37
5.33
4.63
4.45
4.56
4.78
4.53
4.75
4.63
4.70
4.95
4.73
4.70
4.94
5.52
6.38
6.38
5.54
5.81
4.52
6.47
5.72
6.21
4.80
5.78
5.99
5.85
4.18
5.66
5.67
5.37
4.36
4.24
4.18
3.22
3.84
3.95
3.40
5.38
4.73
4.58
4.31
4.85
4.42
5.47
5.75
5.21
1.31
1.36
1.33
1.48
.76

Std. Deviation
1.046
1.187
1.138
1.374
1.536
1.339
1.573
1.571
1.605
1.627
1.719
1.548
1.574
1.635
1.288
1.310
1.279
1.554
1.658
1.657
1.518
1.564
1.590
1.601
1.509
1.516
1.549
1.555
1.526
1.250
.950
.939
1.445
1.293
1.599
.840
1.326
1.056
1.588
1.207
1.060
1.358
1.752
1.435
1.298
1.651
1.815
1.368
1.359
1.857
1.942
1.484
1.924
1.420
1.844
1.855
1.634
1.537
1.811
1.372
1.177
1.617
1.652
1.706
1.813
1.840
1.308
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Count

Percent
0
0
0
0
1
0
4
0
1
1
1
0
0
0
0
0
0
0
1
1
0
0
1
1
0
1
2
2
1
1
0
0
0
1
1
1
1
1
3
9
1
1
2
2
2
2
2
3
2
3
3
4
2
0
0
0
0
1
2
1
1
1
1
1
1
1
1

.0
.0
.0
.0
.2
.0
.7
.0
.2
.2
.2
.0
.0
.0
.0
.0
.0
.0
.2
.2
.0
.0
.2
.2
.0
.2
.4
.4
.2
.2
.0
.0
.0
.2
.2
.2
.2
.2
.5
1.6
.2
.2
.4
.4
.4
.4
.4
.5
.4
.5
.5
.7
.4
.0
.0
.0
.0
.2
.4
.2
.2
.2
.2
.2
.2
.2
.2

APPENDIX N
Skewness and Kurtosis Report Table

PB1.1

564

0

-1.623

.103

Std. Error
of
Kurtosis
4.433
.205

PB1.2

564

0

-1.426

.103

2.570

.205

PB1.3

564

0

-1.690

.103

4.054

.205

PB2.1

564

0

-1.082

.103

.710

.205

PB2.2

563

1

-.731

.103

-.116

.206

PB2.3

564

0

-1.117

.103

.791

.205

PR1.1

560

4

.186

.103

-.814

.206

PR1.2

564

0

.296

.103

-.863

.205

PR2.1

563

1

.184

.103

-.941

.206

PR2.2

563

1

.028

.103

-1.044

.206

PR2.3

563

1

.004

.103

-1.003

.206

PR3.1

564

0

-.464

.103

-.533

.205

PR3.2

564

0

-.490

.103

-.541

.205

PR3.3

564

0

-.226

.103

-.883

.205

PR4.1

564

0

-1.102

.103

1.391

.205

PR4.2

564

0

-1.128

.103

1.373

.205

PR4.3

564

0

-1.019

.103

1.331

.205

PE1.1

564

0

-.532

.103

-.583

.205

PE1.2

563

1

-.268

.103

-.963

.206

PE1.3

563

1

-.431

.103

-.819

.206

PE2.1

564

0

-.467

.103

-.447

.205

PE2.2

564

0

-.449

.103

-.586

.205

PE2.3

563

1

-.603

.103

-.436

.206

PE2.4

563

1

-.524

.103

-.547

.206

PE2.5

564

0

-.612

.103

-.246

.205

PE3.1

563

1

-.681

.103

-.146

.206

PE3.2

562

2

-.533

.103

-.458

.206

PE3.3

562

2

-.505

.103

-.425

.206

PE4.1

563

1

-.630

.103

-.379

.206

PE4.2

563

1

-1.098

.103

1.170

.206

PReu1.1

564

0

-2.221

.103

6.792

.205

PReu1.2

564

0

-2.196

.103

6.874

.205

PReu2.1

564

0

-1.038

.103

.630

.205

PReu2.2

563

1

-1.375

.103

1.851

.206

PReu2.3

563

1

-.283

.103

-.708

.206

PReu3.1

563

1

-2.270

.103

7.295

.206

PReu3.2

563

1

-1.065

.103

.770

.206

PReu3.3

563

1

-1.678

.103

3.220

.206

Items

N
Valid

Skewness

Missing

253

Std. Error of
Skewness

Kurtosis

Items

N

PReu4.1

Valid
561

PReu4.2

Skewness

Missing

Std. Error of
Skewness

Kurtosis

Std. Error
of Kurtois

3

-.497

.103

-.559

.206

555

9

-1.036

.104

.874

.207

PReu4.3

563

1

-1.230

.103

1.810

.206

PReu5.1

563

1

-1.394

.103

1.538

.206

PReu5.2

562

2

-.061

.103

-.874

.206

PReu5.3

562

2

-1.218

.103

.913

.206

FC1.1

562

2

-1.054

.103

.858

.206

FC1.2

562

2

-.992

.103

.096

.206

FC1.3

562

2

-.155

.103

-1.093

.206

FC2.1

561

3

-.106

.103

-.290

.206

FC2.2

562

2

-.146

.103

-.408

.206

FC3.1

561

3

.588

.103

-.786

.206

FC3.2

561

3

.108

.103

-1.245

.206

FC3.3

560

4

.036

.103

-.217

.206

FC3.4

562

2

.290

.103

-1.156

.206

SI1.1

564

0

-1.005

.103

.493

.205

SI1.2

564

0

-.493

.103

-.979

.205

SI1.3

564

0

-.363

.103

-1.087

.205

SI2.1

564

0

-.133

.103

-.791

.205

SI2.2

563

1

-.613

.103

-.239

.206

SI2.3

562

2

-.309

.103

-1.066

.206
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APPENDIX O
Repeated Indicator Approach Graphic
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APPENDIX P
Cronbach’s Alpha

HOC
Perceived Benefits

Perceived Risks

Perceived Effort

Perceived
Reusability

Alpha
.86

.90

.91

.87

Social Influence

.95

Facilitating
Conditions

.84

LOC

Alpha

Knowledge Expansion (PB1)
Frugality (PB2)

.88
Formative

Fear to be Undervalued (PR1)

.83

Fear of Infringing Ethical Codes (PR2)

.90

Slippage (PR3)

.90

Vulnerability to Hidden Errors (PR4)

.91

Be Innovative With Existing Data (PE1)

.88

Data Access & Discovery Process (PE2)

.88

Dealing with Mismatches (PE3)

.92

Understanding the New Study (PE4)

.78

Data Documentation (PReu1)

.97

Data Fitness (PReu2)

.69

Data Producer Trustworthiness & Credibility
(PReu3)

.80

Data Quality (Preu4)

Formative

Study Rigor (PReu5)

.78

Disciplinary Receptiveness (SI1)

.93

Peer Encouragement (SI2)
Data Repositories Availability (FC1)

.92
.85

Primary Investigators Reach (FC2)

.84

Support & Assistance Availability (FC3)

.81

Intention to Reuse α= .88
Reuse Behavior
α= .88
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APPENDIX Q
Loadings and Cross-loadings of Items and LOCs
CONSRUCTS

ITEMS
PB1.1
PB1.2
PB1.3
PB2.1
PB2.2
PB2.3
PR1.1
PR1.2
PR2.1
PR2.2
PR2.3
PR3.1
PR3.2
PR3.3
PR4.1
PR4.2
PR4.3
PE1.1
PE1.2
PE1.3
PE2.1
PE2.2
PE2.3
PE2.4
PE2.5
PE3.1
PE3.2
PE3.3
PE4.1
PE4.2
SI1.1
SI1.2
SI1.3
SI2.1
SI2.2
SI2.3

PB1
0.882
0.910
0.895
0.412
0.513
0.496
-0.143
-0.195
-0.215
-0.165
-0.200
-0.236
-0.217
-0.249
-0.063
-0.047
-0.026
0.013
-0.051
-0.014
-0.121
-0.086
-0.051
-0.023
-0.069
-0.067
-0.042
-0.041
-0.136
-0.054
0.314
0.283
0.310
0.318
0.338
0.288

PB2
0.556
0.512
0.472
0.771
0.846
0.882
-0.101
-0.164
-0.171
-0.138
-0.134
-0.164
-0.121
-0.134
-0.007
0.019
0.046
0.019
-0.056
-0.026
-0.104
-0.145
-0.017
0.014
0.002
-0.032
-0.040
-0.046
-0.067
-0.024
0.284
0.313
0.333
0.301
0.287
0.316

PR1
-0.214
-0.156
-0.124
-0.106
-0.072
-0.191
0.915
0.932
0.496
0.468
0.446
0.372
0.350
0.370
0.245
0.243
0.237
0.142
0.304
0.167
0.195
0.138
0.092
0.150
0.141
0.090
0.134
0.124
0.107
0.085
-0.407
-0.311
-0.319
-0.339
-0.431
-0.292

PR2
-0.211
-0.184
-0.168
-0.122
-0.108
-0.177
0.426
0.514
0.924
0.945
0.888
0.504
0.493
0.455
0.349
0.362
0.343
0.115
0.194
0.163
0.311
0.283
0.154
0.153
0.208
0.169
0.215
0.195
0.161
0.152
-0.304
-0.292
-0.284
-0.294
-0.350
-0.294

PR3
-0.205
-0.243
-0.237
-0.119
-0.131
-0.130
0.356
0.376
0.503
0.501
0.453
0.926
0.942
0.882
0.543
0.547
0.516
0.102
0.165
0.088
0.205
0.175
0.136
0.109
0.157
0.224
0.210
0.167
0.203
0.188
-0.190
-0.199
-0.211
-0.206
-0.257
-0.218

PR4
-0.033
-0.061
-0.038
0.066
-0.018
0.024
0.212
0.268
0.360
0.351
0.338
0.544
0.574
0.472
0.924
0.940
0.909
0.112
0.146
0.086
0.167
0.147
0.169
0.155
0.177
0.213
0.214
0.176
0.111
0.234
-0.042
-0.078
-0.093
-0.095
-0.065
-0.040

PE1
-0.056
-0.003
0.010
-0.057
0.010
-0.024
0.180
0.234
0.142
0.168
0.172
0.091
0.149
0.117
0.146
0.101
0.103
0.889
0.891
0.920
0.348
0.343
0.541
0.592
0.520
0.389
0.332
0.344
0.393
0.410
-0.148
-0.116
-0.113
-0.162
-0.196
-0.138

PE2
-0.073
-0.068
-0.076
-0.048
-0.023
-0.069
0.134
0.178
0.227
0.243
0.248
0.185
0.188
0.134
0.216
0.173
0.156
0.485
0.495
0.570
0.731
0.768
0.867
0.863
0.892
0.440
0.408
0.410
0.516
0.566
-0.173
-0.211
-0.211
-0.180
-0.212
-0.206

PE3
-0.046
-0.054
-0.046
-0.031
-0.040
-0.035
0.097
0.131
0.166
0.176
0.232
0.203
0.216
0.174
0.229
0.195
0.177
0.384
0.306
0.341
0.283
0.364
0.407
0.376
0.422
0.905
0.946
0.941
0.539
0.487
-0.125
-0.081
-0.088
-0.112
-0.144
-0.076

PE4
-0.087
-0.099
-0.095
-0.049
-0.063
-0.011
0.063
0.129
0.137
0.169
0.171
0.231
0.217
0.141
0.220
0.162
0.146
0.401
0.380
0.416
0.474
0.513
0.484
0.474
0.534
0.582
0.503
0.492
0.903
0.907
-0.121
-0.143
-0.154
-0.129
-0.152
-0.155

SI1
0.323
0.306
0.237
0.275
0.226
0.343
-0.283
-0.390
-0.285
-0.282
-0.299
-0.201
-0.200
-0.187
-0.088
-0.081
-0.043
-0.050
-0.193
-0.121
-0.261
-0.233
-0.151
-0.123
-0.141
-0.074
-0.108
-0.111
-0.126
-0.145
0.888
0.964
0.950
0.728
0.773
0.791
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SI2
0.335
0.330
0.241
0.243
0.244
0.325
-0.296
-0.401
-0.333
-0.275
-0.322
-0.229
-0.239
-0.202
-0.074
-0.079
-0.045
-0.091
-0.239
-0.154
-0.240
-0.212
-0.154
-0.141
-0.161
-0.098
-0.123
-0.113
-0.134
-0.149
0.721
0.784
0.796
0.933
0.939
0.919

PReu1
0.211
0.242
0.202
0.268
0.144
0.226
-0.049
-0.073
-0.067
-0.042
-0.010
-0.054
-0.053
-0.065
0.088
0.159
0.095
0.150
0.053
0.077
0.043
0.018
0.060
0.075
0.025
0.153
0.055
0.054
0.044
0.138
0.152
0.141
0.135
0.175
0.183
0.140

PReu2
-0.013
0.047
0.045
0.043
0.050
0.070
0.092
0.089
0.081
0.077
0.089
0.085
0.117
0.071
0.133
0.145
0.104
0.196
0.223
0.206
0.183
0.203
0.201
0.197
0.203
0.171
0.223
0.224
0.161
0.200
-0.118
-0.093
-0.104
-0.113
-0.115
-0.109

PReu3
0.099
0.140
0.083
0.089
0.094
0.105
-0.017
-0.013
-0.036
-0.026
0.012
-0.002
0.016
-0.023
0.106
0.115
0.102
0.168
0.125
0.146
0.098
0.057
0.093
0.123
0.086
0.144
0.110
0.116
0.057
0.165
0.102
0.078
0.065
0.049
0.079
0.060

PReu4
-0.029
0.048
0.051
0.083
0.102
0.058
0.111
0.128
0.082
0.060
0.109
0.017
0.046
0.012
0.129
0.129
0.144
0.218
0.239
0.231
0.138
0.154
0.166
0.191
0.173
0.164
0.139
0.134
0.110
0.138
-0.071
-0.034
-0.049
-0.064
-0.081
0.000

PReu5
-0.053
-0.019
-0.039
0.003
0.004
-0.037
0.070
0.130
0.068
0.052
0.089
0.032
0.074
0.061
0.035
0.030
0.017
0.231
0.238
0.236
0.132
0.092
0.157
0.171
0.120
0.163
0.161
0.150
0.126
0.131
-0.146
-0.089
-0.090
-0.129
-0.129
-0.089

FC1
0.308
0.298
0.259
0.241
0.223
0.288
-0.215
-0.298
-0.303
-0.276
-0.266
-0.201
-0.239
-0.210
-0.067
-0.090
-0.088
-0.068
-0.116
-0.108
-0.224
-0.254
-0.153
-0.125
-0.204
-0.068
-0.109
-0.127
-0.153
-0.125
0.451
0.511
0.498
0.413
0.450
0.444

FC2
0.167
0.110
0.167
0.069
0.143
0.131
-0.073
-0.127
-0.179
-0.183
-0.169
-0.137
-0.162
-0.140
-0.084
-0.139
-0.098
-0.005
-0.024
-0.046
-0.193
-0.161
-0.080
-0.054
-0.081
-0.072
-0.140
-0.122
-0.126
-0.141
0.148
0.173
0.185
0.149
0.180
0.160

FC3
0.169
0.145
0.096
0.129
0.131
0.178
-0.146
-0.198
-0.220
-0.199
-0.250
-0.182
-0.210
-0.146
-0.115
-0.190
-0.174
0.055
-0.009
0.017
-0.150
-0.104
-0.081
-0.068
-0.095
-0.025
-0.069
-0.039
0.002
-0.079
0.335
0.437
0.434
0.378
0.376
0.404

IR
0.394
0.376
0.316
0.273
0.321
0.368
-0.227
-0.340
-0.300
-0.279
-0.294
-0.257
-0.236
-0.252
-0.066
-0.074
-0.008
-0.047
-0.187
-0.114
-0.183
-0.158
-0.064
-0.066
-0.077
-0.071
-0.132
-0.122
-0.122
-0.122
0.521
0.476
0.470
0.518
0.541
0.508

RB
0.262
0.251
0.186
0.192
0.182
0.250
-0.224
-0.306
-0.326
-0.312
-0.337
-0.276
-0.290
-0.231
-0.189
-0.185
-0.139
0.017
-0.146
-0.046
-0.164
-0.184
-0.103
-0.066
-0.101
-0.055
-0.106
-0.071
-0.075
-0.058
0.392
0.481
0.502
0.486
0.457
0.501

CONSRUCTS

ITEMS
PReu1.1
PReu1.2
PReu2.1
PReu2.2
PReu2.3
PReu3.1
PReu3.2
PReu3.3
PReu4.1
PReu4.2
PReu4.3
PReu5.1
PReu5.2
PReu5.3
FC1.1
FC1.2
FC1.3
FC2.1
FC2.2
FC3.1
FC3.2
FC3.3
FC3.4
IR1
IR2
IR3
RB1
RB2
RB3
RB4
RB5

PB1
0.238
0.243
0.055
0.062
-0.055
0.086
0.139
0.081
-0.097
0.002
0.091
0.025
-0.155
-0.013
0.258
0.297
0.292
0.191
0.115
0.132
0.181
0.107
0.059
0.397
0.359
0.329
0.216
0.274
0.214
0.202
0.158

PB2
PR1
PR2
PR3
0.239 -0.073 -0.055 -0.077
0.240 -0.059 -0.033 -0.046
0.058 0.051 0.028 0.042
0.133 0.052 0.065 0.068
-0.044 0.134 0.124 0.132
0.118 -0.030 -0.015 -0.006
0.089 -0.046 -0.037 -0.038
0.087 0.030 0.003 0.034
-0.043 0.165 0.113 0.088
0.032 0.087 0.066 0.042
0.168 0.087 0.057 -0.023
0.044 0.055 0.010 0.007
-0.131 0.193 0.154 0.106
0.018 0.062 0.056 0.059
0.259 -0.248 -0.241 -0.176
0.282 -0.228 -0.273 -0.186
0.244 -0.260 -0.290 -0.255
0.164 -0.087 -0.146 -0.154
0.100 -0.117 -0.214 -0.142
0.145 -0.171 -0.239 -0.172
0.157 -0.151 -0.216 -0.169
0.140 -0.176 -0.202 -0.193
0.112 -0.096 -0.101 -0.083
0.356 -0.328 -0.331 -0.271
0.328 -0.284 -0.258 -0.224
0.358 -0.215 -0.257 -0.230
0.196 -0.174 -0.267 -0.197
0.256 -0.305 -0.352 -0.293
0.228 -0.276 -0.327 -0.237
0.178 -0.249 -0.264 -0.242
0.156 -0.182 -0.243 -0.229

PR4
0.113
0.131
0.059
0.183
0.085
0.100
0.050
0.143
0.035
0.138
0.142
0.031
-0.018
0.048
-0.052
-0.053
-0.123
-0.088
-0.129
-0.187
-0.129
-0.124
-0.105
-0.060
-0.050
-0.034
-0.135
-0.188
-0.148
-0.143
-0.151

PE1
0.090
0.114
0.152
0.201
0.196
0.103
0.148
0.160
0.226
0.218
0.187
0.210
0.227
0.228
-0.060
-0.087
-0.133
-0.026
-0.027
-0.001
0.015
0.021
0.046
-0.133
-0.099
-0.111
-0.031
-0.076
-0.061
-0.058
-0.033

PE2
0.042
0.064
0.162
0.193
0.211
0.087
0.064
0.128
0.139
0.205
0.142
0.108
0.184
0.138
-0.171
-0.174
-0.249
-0.120
-0.124
-0.098
-0.089
-0.122
-0.062
-0.118
-0.065
-0.158
-0.081
-0.138
-0.157
-0.143
-0.077

PE3
0.091
0.097
0.173
0.163
0.187
0.107
0.122
0.109
0.068
0.143
0.144
0.140
0.143
0.148
-0.064
-0.063
-0.153
-0.093
-0.129
-0.056
-0.044
-0.038
-0.008
-0.119
-0.104
-0.087
-0.057
-0.084
-0.079
-0.079
-0.039

PE4
0.091
0.107
0.176
0.151
0.141
0.126
0.076
0.111
0.078
0.182
0.079
0.124
0.117
0.119
-0.123
-0.108
-0.170
-0.138
-0.136
-0.049
0.014
-0.076
-0.028
-0.149
-0.073
-0.139
-0.045
-0.061
-0.085
-0.072
-0.041

SI1
0.144
0.157
-0.061
-0.036
-0.175
0.080
0.109
0.034
-0.079
-0.057
-0.017
-0.030
-0.208
-0.089
0.417
0.446
0.505
0.170
0.166
0.401
0.400
0.305
0.256
0.526
0.457
0.412
0.425
0.485
0.403
0.394
0.306

258

SI2
PReu1 PReu2 PReu3 PReu4 PReu5
0.176 0.985 0.247 0.354 0.303 0.250
0.175 0.986 0.257 0.389 0.315 0.272
-0.075 0.318 0.822 0.314 0.333 0.283
-0.038 0.188 0.798 0.338 0.340 0.256
-0.178 0.082 0.736 0.240 0.359 0.320
0.053 0.325 0.324 0.825 0.448 0.356
0.098 0.316 0.331 0.838 0.431 0.381
0.025 0.320 0.313 0.878 0.519 0.444
-0.080 0.078 0.337 0.312 0.698 0.494
-0.075 0.218 0.376 0.436 0.777 0.413
0.000 0.359 0.342 0.513 0.876 0.507
-0.042 0.277 0.340 0.461 0.546 0.891
-0.214 0.053 0.216 0.222 0.432 0.717
-0.095 0.289 0.337 0.446 0.499 0.890
0.378 0.209 0.013 0.139 -0.016 -0.069
0.413 0.230 -0.008 0.094 -0.007 -0.068
0.438 0.158 -0.055 0.045 -0.035 -0.035
0.163 0.038 -0.029 0.016 0.030 0.053
0.163 0.008 -0.111 -0.033 -0.001 0.046
0.392 -0.002 -0.068 0.003 0.005 0.050
0.380 0.075 -0.042 0.034 -0.002 0.029
0.275 0.005 -0.039 0.015 -0.051 0.028
0.264 -0.030 -0.047 0.022 0.000 0.048
0.568 0.114 -0.194 -0.012 -0.086 -0.157
0.490 0.184 -0.125 0.039 -0.046 -0.092
0.443 0.116 -0.071 -0.043 -0.061 -0.139
0.424 0.076 -0.139 0.027 -0.094 -0.146
0.511 0.115 -0.109 0.048 -0.077 -0.175
0.455 0.145 -0.052 0.039 -0.041 -0.126
0.417 0.162 -0.049 0.048 -0.082 -0.132
0.314 0.058 -0.132 -0.008 -0.093 -0.083

FC1
0.225
0.220
0.042
0.029
-0.132
0.110
0.119
0.037
-0.131
-0.031
0.046
0.005
-0.164
-0.039
0.865
0.909
0.861
0.342
0.272
0.420
0.421
0.381
0.291
0.373
0.359
0.323
0.316
0.408
0.311
0.343
0.267

FC2
0.025
0.025
-0.073
-0.076
-0.023
-0.005
-0.022
0.004
0.005
-0.025
0.041
0.032
0.051
0.055
0.237
0.251
0.375
0.933
0.927
0.268
0.245
0.334
0.220
0.227
0.197
0.143
0.169
0.111
0.062
0.039
0.105

FC3
0.017
0.017
-0.045
-0.030
-0.072
-0.012
0.066
0.005
-0.049
-0.066
0.041
0.064
0.016
0.035
0.364
0.408
0.481
0.299
0.324
0.834
0.842
0.756
0.755
0.315
0.271
0.205
0.299
0.330
0.204
0.227
0.223

IR
0.163
0.140
-0.121
-0.019
-0.216
-0.009
0.011
-0.016
-0.129
-0.086
-0.006
-0.033
-0.252
-0.125
0.291
0.358
0.381
0.184
0.212
0.263
0.296
0.223
0.152
0.918
0.917
0.855
0.408
0.466
0.396
0.372
0.332

RB
0.135
0.130
-0.111
-0.002
-0.167
0.033
0.086
-0.016
-0.142
-0.087
-0.034
-0.071
-0.194
-0.166
0.340
0.344
0.370
0.105
0.117
0.307
0.295
0.205
0.184
0.446
0.427
0.419
0.806
0.911
0.858
0.834
0.726

APPENDIX R
Correlation Coefficients between Lower-Order Factors
LOCs

CR

AVE

PB1

PB2

PR1

PR2 PR3 PR4 PE1

PE2

PB1
PB2

0.92

0.80

0.90

N/A

N/A

N/A

PR1
PR2
PR3
PR4
PE1
PE2
PE3

0.92

0.85

-0.18

0.92

0.94

0.85

-0.21

0.40

0.92

0.94

0.84

-0.25

0.26

0.53

0.92

0.95
0.93

0.85
0.81

-0.05
-0.02

0.08
0.23

0.38
0.17

0.58
0.13

0.92
0.13

0.90

0.91

0.68

-0.08

0.17

0.26

0.19

0.20

0.38

0.83

0.95

0.87

-0.05

0.12

0.21

0.22

0.22

0.44

0.45

PE3

PE4

SI1

SI2

PRe
u1

PRe
u2

PRe
u3

PRe
u4

PRe
u5

FC1

FC2

FC3

0.93

PE4
0.90
0.82
-0.10
0.11
0.17 0.22 0.19 0.20 0.60 0.57 0.91
0.95
0.87
0.32
-0.37 -0.31 -0.21 -0.08 -0.13 -0.21 -0.10 -0.15 0.93
SI1
SI2
0.95
0.87
0.34
-0.38 -0.34 -0.24 -0.07 -0.18 -0.21 -0.12 -0.16 0.82 0.93
0.99
0.97
0.24
-0.07 -0.04 -0.06 0.12 0.10 0.05 0.10 0.10 0.18 0.18 0.99
PReu1
PReu2
0.83
0.62
0.03
0.10
0.09 0.10 0.14 0.23 0.24 0.22 0.20 -0.12 -0.12 0.26
0.79
PReu3
0.88
0.72
0.12
-0.02 -0.02 0.00 0.12 0.16 0.11 0.13 0.12 0.07 0.07 0.38
0.38
0.85
N/A
N/A
N/A
PReu4
PReu5
0.87
0.70
-0.04
0.11
0.08 0.06 0.03 0.26 0.16 0.17 0.14 -0.12 -0.12 0.27
0.36
0.47
0.84
0.91
0.77
0.32
-0.28 -0.31 -0.24 -0.09 -0.11 -0.23 -0.11 -0.15 0.52 0.47 0.23 -0.02 0.10
0.40
FC1
0.88
FC2
0.93
0.86
0.17
-0.11 -0.19 -0.16 -0.12 -0.03 -0.13 -0.12 -0.15 0.18 0.18 0.03 -0.07 -0.01
0.12
0.33
0.80
0.87
0.64
0.15
-0.19 -0.24 -0.20 -0.17 0.02 -0.12 -0.05 -0.04 0.43 0.41 0.02 -0.06 0.02
0.31
0.48
0.34
FC3
0.80
Note: CR Composite Reliability; AVE: Average Variance Extracted.
Diagonal elements are the square roots of the AVE. Off-diagonal elements are the correlations among the lower-order latent constructs.
Diagonal elements should be greater than off-diagonal elements in order to demonstrate discriminant validity. All correlation coefficients are significant at α=0.001.
CR and AVE scores are not computed for LOCs with formative items (Not Applicable = N/A).
PB1 = Knowledge Expansion. PB2 = Frugality. PR1= Fear to be Undervalued. PR2 = Fear of Infringing Ethical Codes. PR3 = Slippage. PR4=Vulnerability to Hidden Errors. PE1 =
Be Innovative with Existing Data. PE2= Data Access & Discovery Process. PE3 =Dealing with Mismatches. PE4 = Understanding the new study. SI1 = Disciplinary Receptiveness.
SI2 = Peer Encouragement. PReu1 = Data Documentation. PReu2 = Data Fitness. PReu3 = Data Producer Trustworthiness & Credibility. PReu4 = Data Quality. PReu5 = Study Rigor.
FC1 = Data Repositories Availability. FC2 = Primary Investigators Reach. FC3 = Support & Assistance Availability.
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APPENDIX S
Correlation Coefficients between Higher-Order Constructs

HOC

CR

AVE

PB

PR

PE

SI

PB
PR
PE
SI
FC

0.90

0.79

0.89

0.92

0.56

-0.22

0.75

0.93

0.62

-0.08

0.30

0.79

0.96

0.90

0.39

-0.33

-0.22

0.95

0.88

0.71

0.31

-0.33

-0.17

0.538

FC

0.84

Note: CR = Composite Reliability; AVE = Average Variance Extracted. Diagonal elements are the square roots of
the AVE. Off-diagonal elements are the correlations among the lower-order latent constructs. Diagonal elements
should be greater than off-diagonal elements in order to demonstrate discriminant validity. All correlation
coefficients are significant at α=0.001. PB = Perceived Benefits. PR = Perceived Risks. PE = Perceived Effort. SI
= Social Influence. FC= Facilitating Condition.
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APPENDIX T

Perceived Risks

Perceived
Benefits

Constructs (LOCS & HOCS) and Measurements for PLS-SEM

Knowledge
Expansion (PB1)
Frugality (PB2)
Fear to be
Undervalued (PR1)
Fear of Infringing
Ethical Codes (PR2)
Slippage (PR3)

Social
Influence

Facilitating
Conditions

Perceived Effort

Be Innovative With
Existing Data (PE1)
Data Access &
Discovery Process
(PE2)
Dealing with
Mismatches (PE3)
Understanding the
New Study (PE4)
Data Repositories
Availability
(FC1)
Support & Assistance
Availability (FC3)
Disciplinary
Receptiveness (SI1)
Peer Encouragement
(SI2)

PB1.1: Contributes to scientific advancement
PB1.2: Enables reproducible research
PB1.3: Allows verification of prior research findings
PB2.1: Saves reuser’s time
PB2.2: Minimizes duplicate efforts
PB2.3: Reduces monetary costs associated with research
PR1.1: Receiving inferior acknowledgment
PR1.2: Having my research poorly regarded
PR2.1: Unwarily infringing upon ethical codes
PR2.2: Unwarily violating data protection norms
PR2.3: Lacking additional informed consent from participants
PR3.1: Misinterpreting data
PR3.2: Making incorrect data assumptions/associations based on data
PR3.3: Misusing data
PE1.1: Find innovative ways to approach existing data
PE1.2: Justify the importance of a new study based on existing data
PE1.3: Identify different application possibilities to apply existing data
PE2.1: Get permission to reuse data
PE2.2: Retrieve the data
PE2.3: Find relevant data
PE2.4: Identify existing data sources
PE2.5: Select reusable data
PE3.1: Adjust their own research design to accommodate existing data
PE3.2: Change a research idea to accommodate existing data
PE3.3: Re-frame their initial study to accommodate existing data
PE4.1: Comprehend the original study
PE4.2: Get familiar with data produced by someone else
FC1.1: There are repositories with social sciences data available for researchers
FC1.2: I am aware of data repositories I can reuse data from
FC1.3: I can easily find repositories with data related to my research
FC3.1: I have received training on how to find data I can potentially reuse
FC3.2: I have access to formal training on skills that are helpful to reuse data
FC3.3: Data repositories have personnel that can help me to reuse data
FC3.4: My institution has personnel to assist me to reuse research data
SI1.1: Is receptive to the reuse of data
SI1.2: Has data reuse as a common practice
SI1.3: Conventionally reuses data
SI2.1: Encourage me to reuse data
SI2.2: Are supportive of the reuse of data
SI2.3: Often reuse data
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APPENDIX U
Outputs for Group Comparisons
Methods
Oneway
Descriptives
MEAN_RB

Quantitative
Qualitative
Mixed-Method
Total

N
308
82
173
563

Mean
Std. Deviation
1.5675
1.56434
.6146
.89761
.9827
1.04188
1.2490
1.38611

Std. Error
.08914
.09912
.07921
.05842

Test of Homogeneity of Variances
MEAN_RB
Levene Statistic df1 df2 Sig.
35.525
2 560 .000
Kruskal-Wallis Test

262

95% Confidence
Interval for Mean
Lower
Upper
Bound
Bound
1.3921 1.7429
.4174
.8119
.8263 1.1390
1.1343 1.3638

Minimum
.00
.00
.00
.00

Maximum
6.00
3.80
4.80
6.00

Ranks
MEAN_RB

METHOD
Quantitative
Qualitative
Mixed-Method
Total

N
308
82
173

Mean Rank
312.99
206.45
262.64

563

Test Statisticsa,b
MEAN_RB
Chi-Square
32.203
df
2
Asymp. Sig.
.000
a. Kruskal Wallis Test
b. Grouping Variable: METHOD

Post Hoc Tests
Multiple Comparisons
Dependent Variable: MEAN_RB
Bonferroni
(I) METHOD
Quantitative

(J) METHOD
Mean Difference (I-J)
Qualitative
.95290*
Mixed-Method
.58487*
Qualitative
Quantitative
-.95290*
Mixed-Method
-.36802
Mixed-Method
Quantitative
-.58487*
Qualitative
.36802
*. The mean difference is significant at the 0.05 level.

263

Std.
Error
.16633
.12717
.16633
.17945
.12717
.17945

Sig.
.000
.000
.000
.122
.000
.122

95% Confidence Interval
Lower Bound
Upper Bound
.5535
1.3523
.2795
.8902
-1.3523
-.5535
-.7989
.0629
-.8902
-.2795
-.0629
.7989

APPENDIX V
Outputs for Group Comparisons
(Sub-Disciplines)
Oneway
Descriptives
MEAN_RB

Economics
Political Sciences
Psychology
Sociology
Total

N
63
63
105
78
309

Mean
2.0127
1.4762
.6438
1.6513
1.3469

Std.
Deviation
1.66166
1.28336
.92611
1.57890
1.44439

Std. Error
.20935
.16169
.09038
.17878
.08217

Test of Homogeneity of Variances
MEAN_RB
Levene Statistic

df1

16.839

3

df2

Sig.

305

.000

Kruskal-Wallis Test

264

95% Confidence Interval
for Mean
Lower
Upper
Bound
Bound
1.5942
2.4312
1.1530
1.7994
.4646
.8230
1.2953
2.0073
1.1852
1.5086

Minimum
.00
.00
.00
.00
.00

Maximum
6.00
4.60
4.20
6.00
6.00

Ranks
FIELD
MEAN_RB Economics
Political Sciences
Psychology
Sociology
Total

N

Mean Rank
193.33
168.36
111.67
171.58

63
63
105
78
309

Test Statisticsa,b
MEAN_RB
Chi-Square
41.500
df
3
Asymp. Sig.
.000
a. Kruskal Wallis Test
b. Grouping Variable: FIELD

Post Hoc Tests
Multiple Comparisons
Dependent Variable: MEAN_RB
Bonferroni
95% Confidence Interval

Mean
(I) FIELD

(J) FIELD

Difference (I-J)

Std. Error

Economics

Political Sciences

.53651

.24023

Lower Bound

Upper Bound

.158

-.1014

1.1745

1.36889*

.21487

.000

.7983

1.9395

Sociology

.36142

.22839

.687

-.2451

.9679

Economics

-.53651

.24023

.158

-1.1745

.1014

Psychology

.83238*

.21487

.001

.2618

1.4030

Sociology

-.17509

.22839

1.000

-.7816

.4314

-1.36889

*

.21487

.000

-1.9395

-.7983

-.83238

*

.21487

.001

-1.4030

-.2618

-1.00747*

.20154

.000

-1.5427

-.4723

-.36142

.22839

.687

-.9679

.2451

.17509

.22839

1.000

-.4314

.7816

1.00747*

.20154

.000

.4723

1.5427

Psychology

Political Sciences

Psychology

Economics
Political Sciences
Sociology

Sociology

Economics
Political Sciences
Psychology

*. The mean difference is significant at the 0.05 level.
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1. iMovement: maximizing the transdiciplinarity of the Information Science. Online Video
Conference talk to EREBDSul 2011. April 22, 2011. (in Portuguese)
2. Adoption of Institutional Repositories by researchers: an ethnographic report of the SUrface
case. Bird Library – Syracuse University. February, 22 2012.
3. QR Codes: alternatives to enhance library services. Bird Library – Syracuse University. March 28,
2011.
4. Web 2.0 Resources for Libraries - Aplicação de recursos da Web 2.0 em Bibliotecas: novas
possibilidades para os serviços de informação, 2009. (in Portuguese)
5. Open Source Platforms for Libraries and Archives - Aplicação de Softwares Livres e Bases de
dados à Ciência da Informação, 2008. (in Portuguese)
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