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Christopher L. Rogers
Abstract
Lie n-algebras are the L∞ analogs of chain Lie algebras from rational homotopy theory. Henriques
showed that finite type Lie n-algebras can be integrated to produce certain simplicial Banach manifolds,
known as Lie∞-groups, via a smooth analog of Sullivan’s realization functor. In this paper, we provide
an explicit proof that the category of finite type Lie n-algebras and (weak) L∞-morphisms admits the
structure of a category of fibrant objects (CFO) for a homotopy theory. Roughly speaking, this CFO
structure can be thought of as the transfer of the classical projective CFO structure on non-negatively
graded chain complexes via the tangent functor. In particular, the weak equivalences are precisely the
L∞ quasi-isomorphisms. Along the way, we give explicit constructions for pullbacks and factorizations
of L∞-morphisms between finite type Lie n-algebras. We also analyze Postnikov towers and Maurer–
Cartan/deformation functors associated to such Lie n-algebras. The main application of this work is our
joint paper [16] with C. Zhu which characterizes the compatibility of Henriques’ integration functor with
the homotopy theory of Lie n-algebras and that of Lie∞-groups.
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1 Introduction
The motivation for this paper lies within the various algebraic formalisms developed decades ago for classi-
fying rational homotopy types. In [15], Quillen established the relationship between the rational homotopy
theory of simply-connected spaces, and the homotopy theory of connected chain Lie algebras over Q. By
a chain Lie algebra, we mean a chain complex L of vector spaces concentrated in non-negative degrees
equipped with a differential graded Lie algebra (dgla) structure. A chain Lie algebra L is connected if it is
strictly positively graded, i.e. L0 = 0. Quillen formalized the homotopy theory of connected chain Lie alge-
bras using a model structure in which a weak equivalence is defined to be a dgla morphism whose underlying
chain map induces an isomorphism in homology, and in which a fibration is defined to be a dgla morphism
whose underlying chain map is surjective in all degrees.
From here, we can make a quick leap to the approach developed by Sullivan in [18], provided we re-
strict our attention to “finite type” chain Lie algebras, i.e. those algebras whose underlying chain complex
is finite-dimensional in each degree. First, recall that the Chevalley-Eilenberg algebra CE(L) associated to
a chain Lie algebra L is the commutative dg algebra (cdga) obtained by taking the linear dual of the bar
construction of L. If L is finite type, then CE(L) admits the structure of a simply connected Sullivan al-
gebra. Moreover, CE(L) is a model for the rational homotopy type of its realization, i.e. the simplicial set〈
CE(L)
〉
:= homcdga(CE(L),Ω
∗
poly(∆
•)), where Ω∗poly(∆
n) is the cdga of polynomial de Rham forms on
the geometric n-simplex.
A more direct path from chain Lie algebras to Kan complexes is via deformation theory. Associated to
any Z-graded dgla (L, d, [·, ·]) is its set of Maurer-Cartan elements MC(L) := {a ∈ L−1 | da +
1
2 [a, a] =
0}. Furthermore, the dgla structure on L induces a natural simplicial dgla structure on the tensor product
L⊗QΩ
∗
poly(∆
•). As noted by Getzler [8], ifL is a finite type, then there is a natural isomorphism of simplicial
sets: 〈
CE(L)
〉
∼=
∫
L
where (
∫
L)n := MC
(
L ⊗ Ω∗poly(∆
n)
)
. Hence, if L is finite type connected, then L is a Lie model for the
rational homotopy type of the space
∫
L. Moreover, the “simplicial Maurer-Cartan functor”
∫
is compatible
with the respective homotopy theories. Indeed, by combining Quillen’s work [15] with the results of Bous-
field and Gugenheim [4], it follows that
∫
preserves both weak equivalences and fibrations. In particular,∫
L is a Kan complex for every finite type connected chain Lie algebra L.
This leads to an obvious question: What is the analog of this story for arbitrary chain Lie algebras over a
field of characteristic zero? That is, suppose there are no constraints imposed on degree zero elements and no
assumptions involving nilpotency or completeness. To begin with, Quillen’s model for the homotopy theory
of connected rational chain Lie algebras extends in a straightforward way to the more general case over any
field of characteristic zero. It follows from the work of Getzler and Jones [7, Thm. 4.4] that the category of
chain Lie algebras over such a field admits a model structure induced by the projective model structure on
non-negatively graded chain complexes. Hence, a weak equivalence is, as before, a dgla morphism whose
underlying chain map is a quasi-isomorphism, and a fibration is defined to be a dgla morphism whose under-
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lying chain map is surjective in positive degrees. This is a natural generalization of Quillen’s model structure
for the rational connected case.
However, the spatial realization of finite type chain Lie algebras with no constraints on connectivity is a
more subtle endeavor. Indeed, all finite dimensional non-nilpotent Lie algebras are examples of such chain
Lie algebras. Consequently, as demonstrated by Sullivan [18, “Theorem 8.1”], the realization of chain Lie
algebras over R necessarily involves the diffeo-geometric integration of Lie algebras to Lie groups (i.e. Lie’s
Third Theorem).
The existence of a smooth realization functor for such chain Lie algebras is a special case of the more
general problem addressed by Henriques’ in his work [9] on the integration of Lie n-algebras. Lie n-algebras
are L∞-algebras (or “strong homotopy Lie algebras”) whose underlying chain complexes are non-negatively
graded. Thus they include chain Lie algebras as a special case. However, the “correct” notion of morphism
between Lie n-algebras is significantly weaker than just a linear map which preserves the L∞-structure on
the nose. This implies that the category of Lie n-algebras and weak L∞-morphisms is not a category of
algebras over the L∞ operad. Hence, a model for the homotopy theory of Lie n-algebras does not follow
from the aforementioned result of Getzler and Jones. The main result (Thm. 5.2) of this paper resolves this
issue by explicitly providing such a model.
Henriques’ integration procedure for finite type Lie n-algebras involves replacing the polynomial de
Rham forms in Sullivan’s realization functor with the dg Banach algebra ofCr-differential forms. The output
of this procedure is a group-like simplicial Banach manifold, or “Lie ∞-group”, which satisfies a diffeo-
geometric analog of the horn filling condition for Kan simplicial sets. Simplicial manifolds of this kind have
been used as geometric models for the higher stages of the Whitehead tower of the orthogonal group. The
most famous example of such a model is called the “String Lie 2–group”, which Henriques showed can be
obtained by integrating its infinitesimal analog, the “string Lie 2-algebra”.
The results of this paper, when combined with our joint work with Zhu in the companion paper [16],
address the compatibility of Henriques’ integration functor with the homotopy theories of Lie n-algebras and
Lie∞-groups. This can be understood as the smooth analog of the aforementioned results of Quillen and
Bousfield-Gugenheim which characterize the homotopical properties of the realization functor for connected
Lie models for rational homotopy types.
Overview and main results
After reviewing standard facts concerning L∞-algebras in the sections leading up to Sec. 3.2, we con-
sider in Def. 3.6 two classes of morphisms in the category LienAlg of Lie n-algebras. We say a L∞-
morphism (f1, f2, . . .) : (L, ℓ1, ℓ2, ℓ3, . . .) → (L′, ℓ′1, ℓ
′
2, ℓ
′
3, . . .) is a weak equivalence iff the chain map
f1 : (L, ℓ1) → (L
′, ℓ′1) is a quasi-isomorphism, and we say it is a fibration iff the chain map f1 is a surjec-
tion in all positive degrees. Thus weak equivalences coincide with L∞ quasi-isomorphisms. Although every
weak equivalence between Lie n-algebra induces a quasi-isomorphism between their associated Chevalley-
Eilenberg (co)algebras, the converse is not true, in contrast with the simply connected case mentioned in the
above introduction.
In Sec. 3.3, we prove several useful technical results concerning morphisms in LienAlg. We show in
Prop. 3.8 that every strict L∞-morphism (in the sense of Sec. 3.1.1) can be factored into a fibration followed
by a weak equivalence. In particular, the diagonal map L → L⊕ L in LienAlg admits such a factorization.
Therefore, it follows from our main theorem (see below) and Brown’s Factorization Lemma (see Lemma 5.4)
that every weak L∞-morphism in LienAlg admits such a factorization.
Next, in Lemma 3.11, we show that every fibration can be factored into an isomorphism followed by a
strict fibration. The proof is a simple modification of a result of Vallette [20] concerning the factorization
of “∞-epimorphisms”. (See, for example, Def. 3.3). This “strictification of fibrations” is a very useful tool
which we use repeatedly throughout this paper and in the companion paper [16].
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In Prop. 4.1 and Cor. 4.4, we explicitly construct pullbacks of fibrations and acyclic fibrations along
arbitrary morphisms in LienAlg. Moreover, the pullback of a (acyclic) fibration is again a (acyclic) fibration.
The proof of these facts involves a clever use of certain coalgebra endomorphisms, which we learned from
studying Vallette’s proof of his Thm. 4.1 in [20].
Since our main application is integration, in Sec. 5, we restrict our attention to the full subcategory
LienAlg
fin of finite type Lie n-algebras. The category LienAlg
fin does not admit a model structure, since it
does not have all limits and colimits. So instead, we work within Brown’s framework [2] of a category of
fibrant objects, or “CFO”, for a homotopy theory (Def. 5.1). The main result (Thm. 5.2) of the paper is:
Theorem. Let n ∈ N∪{∞}. The category LienAlg
fin of finite type Lie n-algebras over a field of character-
istic zero and weak L∞-morphisms has the structure of a category of fibrant objects, in which a morphism
(f1, f2, . . .) : (L, ℓ1, ℓ2, ℓ3, . . .)→ (L
′, ℓ′1, ℓ
′
2, ℓ
′
3, . . .)
is:
- a weak equivalence iff the chain map f1 : (L, ℓ1) → (L
′, ℓ′1) is a quasi-isomorphism of chain com-
plexes, and
- a fibration iff the chain map f1 : (L, ℓ1)→ (L
′, ℓ′1) is a surjection in all positive degrees.
Hence, the homotopy theory that we consider for Lie n-algebras is inherited from the projective model
structure for non-negatively graded chain complexes (Sec. 2), via the tangent functor which assigns to a L∞-
morphism (f1, f2, . . .) as above, the chain map f1 : (L, ℓ1) → (L′, ℓ′1). In particular, our results imply that
the tangent functor is an exact functor between categories of fibrant objects (Cor. 5.8). We also note that this
CFO structure is compatible with the one induced on the category of chain Lie algebras by the aforemen-
tioned Getzler-Jones/Quillen model structure. (Recall that chain Lie algebras form a non-full subcategory of
Lie∞Alg.)
Also in Sec. 5, we compare the category of fibrant objects structure on finite type Lie n-algebras with
Vallette’s CFO structure (Thm. 5.9) on Z-graded L∞-algebras.
In Sec. 6, we analyze Maurer-Cartan (MC) sets of certain Z-graded L∞-algebras which are constructed
by tensoring Lie n-algebras with bounded commutative dg algebras. This is a familiar procedure used in
deformation theory for constructing deformation functors out of pronilpotent L∞-algebras. Maurer-Cartan
sets are also used to define Henriques’ integration functor. We prove that this construction sends pullback
diagrams of fibrations in LienAlg to pullback diagrams of MC sets. In Cor. 6.7, we show that an analogous
statement holds in the smooth category when the MC sets are equipped with a Banach manifold structure.
The proofs crucially depend on the explicit description of pullbacks given in Sec. 4.
Finally, in Sec. 7, we analyze a very useful Postnikov tower construction for Lie n-algebras which was
introduced Henriques in [9]. They play a key role in his proof that Lien-algebras integrate to fibrant simplicial
manifolds. We also introduce an important class of fibrations in LienAlg called “quasi-split fibrations” (Def.
7.1). Such fibrations naturally arise in applications, e.g. string extensions. We show that a morphism of
Postnikov towers induced by a quasi-split fibration admits a convenient functorial decomposition (Prop. 7.5
and Prop. 7.6). We use this result and the aforementioned results concerning MC sets in [16] to show that
Henriques’ integration functor is an exact functor with respect to the class of quasi-fibrations. (See Thm.
9.16 in [16].)
In this paper, we work with L∞-algebras within the context of dg cocomutative coalgebras, rather than
commutative dg algebras, even though we are ultimately interested in finite type objects. This is because
our main result Thm. 5.2, as well as many of the auxiliary results, also hold for infinite dimensional Lie
n-algebras. (See Remark 5.3.) Furthermore, many of the technical tools we develop in order to prove our
main results are the “non-negatively graded” variations of Vallette’s work [20] on the homotopy theory of
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Z-graded dg P
!
coalgebras (where P
!
is the Koszul dual cooperad of an operad P). For the convenience of
the reader, we quickly recall in the next section various facts concerning cocommutative coalgebras, as well
as establish the notation and conventions that we use throughout the paper.
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2 Preliminaries and notation
2.1 Graded linear algebra
Throughout, k denotes a field of characteristic zero. For a Z-graded vector space V we denote by sV (resp.
by s−1V ) the suspension (resp. the desuspension) of V . In other words,
sVi := V [−1]i = Vi−1 s
−1Vi := V [1]i = Vi+1
We denote by |x| the degree of a homogeneous element x ∈ V . Similarly, |f | denotes the degree of a linear
map f : V → V ′ between graded vector spaces V and V ′.
Let x1, . . . , xn be elements of V and σ ∈ Sn a permutation. The notation ǫ(σ) = ǫ(σ;x1, . . . , xn) is
reserved for the Koszul sign, which is defined by the equality
x1 ∨ · · · ∨ xn := ǫ(σ)xσ(1) ∨ · · · ∨ xσ(n) ∈ S(V )
which holds in the free graded commutative algebra S(V ) generated by V . Note that ǫ(σ) does not include
the sign (−1)σ of the permutation σ.
The notation σ · (x1 ⊗ x2 ⊗ · · · ⊗ xn) is reserved for the left action of Sn on V ⊗n, i.e.
σ · x1 ⊗ x2 ⊗ · · · ⊗ xn := ǫ(σ)xσ−1(1) ⊗ xσ−1(2) ⊗ · · · ⊗ xσ−1(n). (2.1)
We denote by Shp1,...,pk ⊆ Sn the subset of (p1, . . . , pk)-shuffles in Sn, i.e. Shp1,...,pk consists of elements
σ ∈ S¯n, n = p1 + p2 + · · ·+ pk such that
σ(1) < σ(2) < · · · < σ(p1),
σ(p1 + 1) < σ(p1 + 2) < · · · < σ(p1 + p2),
. . .
σ(n− pk + 1) < σ(n− pk + 2) < · · · < σ(n) .
We use homological conventions for all differential graded (dg) structures except for the cochain algebras
that appear in Sec. 6.
2.2 Notation
2.2.1 The model category Ch
proj
≥0
Throughout the paper, Ch≥0 denotes the category of chain complexes over k concentrated in non-negative
degrees. The notation Chproj≥0 is reserved for category Ch≥0 equipped with the projective model structure.
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Weak equivalences are the quasi-isomorphisms, and fibrations are those chain maps which are surjective in
all positive degrees. Since we work over a field, the cofibrations are those chain maps which are injective in
all degrees.
Since all objects in Chproj≥0 are (bi)fibrant, we will also consider Ch
proj
≥0 as a category of fibrant objects
(Def. 5.1) whenever it is convenient to do so.
2.2.2 Notation for categories
Wewill consider several closely related categories. We list them here as a convenient reference for the reader
as they traverse through the paper.
- Ch denotes the category of Z-graded (i.e., unbounded) chain complexes over k.
- CoCom (resp. dgCoCom) denotes the category ofZ-graded (resp. dg) conilpotent cocommutative coal-
gebras (Sec. 2.3).
- L∞Alg is the category whose objects are Z-graded L∞-algebras and whose morphisms are weak L∞-
morphisms (Sec. 3.1). We will tacitly identify L∞Alg as the full subcategory of dgCoCom consisting
of those dg coalgebras whose underlying graded coalgebras are cofree (Sec. 2.4).
- CoCom≥0 (resp. dgCoCom≥0) denotes the full subcategory of CoCom (resp. dgCoCom) consisting
of those graded (resp. dg) coalgebras whose underlying graded vector spaces are concentrated in non-
negative degrees.
- Fix n ∈ N ∪ {∞}. We denote by LienAlg the category of Lie n-algebras: the full subcategory of
L∞Alg consisting of those L∞-algebras whose underlying chain complex is concentrated in degrees
0, 1, . . . , n − 1. (Sec. 3.2). Hence, the morphisms in LienAlg are always taken to be weak L∞-
morphisms. Again we will usually identify LienAlg as a full subcategory of dgCoCom≥0.
The notation LienAlg
fin is reserved for the full subcategory of LienAlg consisting of finite type Lie
n-algebra (Sec. 3.2.)
- We denote by cdgabnd≥0 the category of bounded cochain algebras. (Sec. 6.) Its objects are cohomologically
graded unital commutative dg k-algebras whose underlying graded vector spaces are concentrated in
non-negative degrees and bounded from above. The morphisms in cdgabnd≥0 are unit preserving cdga
morphisms.
2.3 Conilpotent cocommutative coalgebras
The following facts and notational conventions concerning dg coalgebras are standard, and the reader already
familiar with treatments of L∞-algebras as dg coalgebras, e.g. [12] or [14, Sec. 10.1.6] can likely skip this
section.
For a basic introduction to dg coalgebras and their morphisms, we suggest Sections 3d and 22a of [6], Ap-
pendix B of [15], and Section 2 of [10]. We recall that a graded counital cocommutative coalgebra (C,∆, ǫ)
is coaugmented iff it is equipped with a distinguished degree zero element 1 ∈ C0 satisfying ∆1 = 1⊗ 1,
and ǫ(1) = 1. For such a coalgebra, we have a decomposition of vector spaces
C ∼= k · 1⊕ C¯, C¯ := ker ǫ.
Let ∆¯ : C¯ → C¯ ⊗ C¯ denote the reduced comultiplication defined as ∆¯(c) := ∆¯c = ∆c− c⊗ 1− 1⊗ c.
We call the non-counital cocomutative coalgebra (C¯, ∆¯) the associated reduced coalgebra. The reduced
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diagonal ∆¯(n) is recursively defined by the formulas:
∆¯(0) := id, ∆¯(1) := ∆¯, ∆¯(n) :=
(
∆¯⊗ id⊗(n−1)
)
◦ ∆¯(n−1) : C¯ → C¯⊗(n+1).
A coaugmented counital cocommutative coalgebra (C,∆, ǫ,1) is conilpotent iff C¯ =
⋃
n ker ∆¯
(n). We
define CoCom to be the category whose objects are Z-graded conilpotent coaugmented counital cocommuta-
tive coalgebras. Similarly, we define dgCoCom to be the category whose objects are coalgebras (C,∆, ǫ,1)
in CoCom equipped with a degree −1 codifferential δ satisfying δ(1) = 0.
The full subcategories CoCom≥0 ⊆ CoCom and dgCoCom≥0 ⊆ dgCoCom are defined analogously.
Reduced dg coalgebras (C¯, ∆¯, δ) and their morphisms
The codifferential δ of any conilpotent dg coalgebra (C,∆, ǫ,1, δ) ∈ dgCoCom is uniquely determined by
its restriction to the corresponding reduced coalgebra (C¯, ∆¯). We will use the same notation for δ and its
restriction to C¯. Similarly, since we are over a field, morphisms in dgCoCom are uniquely determined by
their restriction to the associated reduced dg coalgebras [10, Sec. 2.1]. From now on, when dealing with the
categories dgCoCom≥0, dgCoCom, etc., we will tacitly work with the associated reduced dg coalgebras and
their morphisms, and make no mention of counits or coaugmentations.
2.4 Cofree conilpotent coalgebras and their morphisms
Let V be graded vector space. The symmetric algebra generated by V
S(V ) = k⊕ S¯(V ), S¯(V ) := V ⊕ S2(V )⊕ S3(V )⊕ . . .
is naturally a graded conilpotent cocommutative coalgebra with comultiplication ∆ defined as the unique
morphism of algebras such that∆(v) = v⊗1+1⊗v for all v ∈ V . The comultiplication for the corresponding
reduced coalgebra (S¯(V ), ∆¯) is explicitly:
∆¯(v1, v2, . . . , vm) =
∑
1≤p≤m−1
∑
σ∈Sh(p,m−p)
ǫ(σ)
(
vσ(1) ∨ vσ(2) ∨ · · · ∨ vσ(p)
)
⊗
(
vσ(p+1) ∨ vσ(p+2) ∨ · · · ∨ vσ(m)
)
.
Let V and V ′ be graded vector spaces. Let Φ: S¯(V ) → S¯(V ′) be a linear map. For p,m ≥ 1 the
notation Φpn is reserved for the restriction-projections
Φpm : S¯
m(V )→ S¯p(V ′) Φpm := prS¯p(V ′) ◦Φ|S¯m(V ) (2.2)
Φ is obviously completely determined by its restriction-projection maps {Φrm}. Furthermore, we denote by
Φ1 : S¯(V )→ V ′ the linear map
Φ1 := Φ11 +Φ
1
2 + · · ·
We recall that (S¯(V ), ∆¯) is cofree over V in the category CoCom (cf. Lemma 22.1 in [6]). In particular,
a degree zero linear map F 1 : S¯(V ) → V ′ uniquely determines a coalgebra morphism F : S¯(V ) → S¯(V ′)
via the following formula
F (v1, . . . , vm) = F
1
m(v1, . . . , vm) +
m−1∑
p=1
k1+k2+···+kp+1=m∑
k1,k2,...,kp+1≥1
∑
σ∈Sh(k1,k2,...,kp+1)
ǫ(σ)
(p + 1)!
F 1k1(vσ(1), . . . , vσ(k1)) ∨ F
1
k2
(vσ(k1+1), . . . , vσ(k1+k2)) ∨ · · ·
∨ F 1kp+1(vσ(m−kp+1+1), . . . , vσ(m)).
(2.3)
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This gives explicit formulas for the restriction-projections F pm:
F pm(v1, . . . , vm) =
k1+k2+···+kp=m∑
k1,k2,...,kp≥1
∑
σ∈Sh(k1,k2,...,kp)
ǫ(σ)
p!
F 1k1(vσ(1), . . . , vσ(k1))
∨ F 1k2(vσ(k1+1), . . . , vσ(k1+k2)) ∨ · · · ∨ F
1
kp
(vσ(m−kp+1), . . . , vσ(m)).
(2.4)
In particular, we have
Fmm (v1, . . . , vm) = F
1
1 (v1) ∨ F
1
1 (v2) ∨ · · · ∨ F
1
1 (vm), F
p
m(v1, . . . , vm) = 0 ∀p > m. (2.5)
Hence, a coalgebra morphism between cofree conilpotent coalgebras F : S¯(V ) → S¯(V ′) is uniquely deter-
mined by its structure maps F 1k : S¯
k(V )→ V ′.
Composition
Let F : S¯(V ) → S¯(V ′) and G : S¯(V ′) → S¯(V ′′) be coalgebra morphisms. It follows from Eqs. 2.3–
2.5 that the composition GF : S¯(V ) → S¯(V ′′) is the unique coalgebra morphism whose structure maps
(GF )1m : S¯
m(V )→ V ′′ are
(GF )1m(v1, . . . , vm) =
m∑
p=1
G1pF
p
m(v1, . . . , vm) (2.6)
Coderivations
Analogously, we recall that a degree −1 linear map δ1 : S¯(V ) → V uniquely determines a degree −1
coderivation δ : S¯(V )→ S¯(V ) via the following formula
δm(v1, . . . , vm) = δ
1
m(v1, . . . , vm)+
m−1∑
i=1
∑
σ∈Sh(i,m−i)
ǫ(σ)δ1i (vσ(1), . . . , vσ(i)) ∨ vσ(i+1) ∨ · · · ∨ vσ(m). (2.7)
(See, for example, Lemma 2.4 in [12]). This gives explicit formulas for the restriction-projections:
δpm(v1, . . . , vm) =
∑
σ∈Sh(m−p+1,p−1)
ǫ(σ)δ1m−p+1(vσ(1), . . . , vσ(i)) ∨ vσ(i+1) ∨ · · · ∨ vσ(m). (2.8)
In particular, we have
δmm(v1, . . . , vm) =
(
δ11
)⊗
(v1 ∨ v2 · · · ∨ vm), δ
p
m(v1, . . . , vm) = 0 ∀p > m, (2.9)
where
(
δ11
)⊗
denotes the usual derivation onS(V ) induced by the linear map δ11 : V → V . Hence, a coderiva-
tion on a cofree conilpotent coalgebra is uniquely determined by its structure maps δ1m : S¯
m(V )→ V .
It follows from Eqs. 2.7–2.9 that a degree −1 coderivation δ on S¯(V ) is a codifferential, i.e., δ2 = 0, if
and only if
m∑
k=1
δ1kδ
k
m(v1, . . . , vm) = 0 ∀m ≥ 1. (2.10)
Analogously, a coalgebra morphism of the form F : S¯(V ) → S¯(V ′) lifts to a dg coalgebra morphism
F : (S¯(V ), δ)→ (S¯(V ′), δ′) if and only if
m∑
k=1
δ′1k F
k
m(v1, . . . , vm) =
m∑
k=1
F 1k δ
k
m(v1, . . . , vm) ∀m ≥ 1. (2.11)
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3 Lie n-algebras
3.1 L∞-algebras and L∞-morphisms
AnL∞-algebra (L, ℓ) is aZ-graded vector space L equipped with a collection ℓ = {ℓ1, ℓ2, ℓ3, . . .} of graded
skew-symmetric linear map, or “brackets”,
ℓk : Λ
kL→ L, 1 ≤ k <∞ (3.1)
with |ℓk| = k − 2, satisfying an infinite sequence of Jacobi-like identities of the form:∑
i+j=m+1,
σ∈Sh(i,m−i)
(−1)σǫ(σ)(−1)i(j−1)lj(li(xσ(1), . . . , xσ(i)), xσ(i+1), . . . , xσ(m)) = 0. (3.2)
for allm ≥ 1 [12, Def. 2.1]. In particular, Eq. 3.2 implies that (L, ℓ1) ∈ Ch.
Equivalently, a L∞-structure on a graded vector space L is a degree −1 codifferential δ on the coalgebra
S¯(sL). (See, for example, Thm. 2.4 in [12].) The correspondence between the structure maps
δ1m : S¯
m(sL)→ sL
and the brackets is given by the formula
δ1m = (−1)
m(m−1)
2 s ◦ ℓm ◦ (s
−1)
⊗m
. (3.3)
Let L and L′ be graded vector spaces. We recall that there is a one-to-one correspondence between
collections f = {f1, f2, . . .} of skew-symmetric linear maps
fk : Λ
kL→ L′ 1 ≤ k <∞ (3.4)
with |fk| = k − 1, and coalgebra morphisms
F : S¯(sL)→ S¯(sL′)
whose degree 0 structure maps F 1k : S¯
k(sL)→ sL are given by the formula
F 1k = (−1)
k(k−1)
2 s ◦ fk ◦ (s
−1)
⊗k
. (3.5)
A morphism (i.e. a weak L∞-morphism) of L∞-algebras
f : (L, ℓ)→ (L′, ℓ′)
is a collection f = {f1, f2, . . .} of skew-symmetric linear maps as in (3.4) whose corresponding coalgebra
morphism (3.5) satisfies Eq. 2.11 and therefore lifts to a morphism of dg coalgebras
F : (S¯(sL), δ) → (S¯(sL′), δ′)
We treat the category L∞Alg of L∞-algebras as a full subcategory of dgCoCom. Hence, composition of
morphisms in L∞Alg is given by Eq. 2.6.
A morphism f : (L, ℓ) → (L′, ℓ′) is an L∞-isomorphism iff the linear map f1 : L → L′ is an isomor-
phism in Ch. It is easy to show that this condition implies that f corresponds to an actual isomorphism in
the category dgCoCom.
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Notation 3.1. In contrast with some other conventions found in the literature, we will write weak L∞-
morphisms in L∞Alg using a single lower-case (Roman or Greek) letter, e.g.
f : (L, ℓ)→ (L′, ℓ′),
and the k-ary map in the collection f will always be denoted by fk. The dg coalgebra morphism encoded by
the collection f will always be written using the corresponding upper-case letter, e.g. F : S¯(sL)→ S¯(sL′).
Remark 3.2. By definition, if f : (L, ℓ) → (L′, ℓ′) is an L∞-morphism, then the coalgebra morphism
F : S¯(sL) → S¯(sL′) satisfies Fδ = δ′F . Therefore, by setting m = 1 in Eq. 2.11, we observe that de-
gree 0 map f1 is necessarily a chain map:
f1 : (L, ℓ1)→ (L
′, ℓ′1)
Furthermore, if x, y ∈ L, then by setting m = 2 in Eq. 2.11 we see that
f1
(
ℓ2(x, y)
)
− ℓ′2
(
f1(x), f1(y)
)
= ℓ′1f2(x, y). (3.6)
Since the bilinear bracket ℓ2 on a L∞-algebra (L, ℓ) induces a Lie algebra structure onH0(L), it follows
from Eq. 3.6 that H0(f1) : H0(L)→ H0(L′) is a morphism of Lie algebras.
Next, we recall three useful classes of L∞-morphisms.
Definition 3.3. Let f : (L, ℓ)→ (L′, ℓ′) be a morphism of L∞-algebras.
1. We say f is aL∞-quasi-isomorphism iff the chain map f1 : (L, ℓ1)→ (L′, ℓ′1) is a quasi-isomorphism,
i.e. the induced map on homology
H(f1) : H(L)→ H(L
′)
is an isomorphism.
2. We say f is a L∞-epimorphism [20, Def. 4.1] iff the chain map f1 : (L, ℓ1)→ (L′, ℓ′1) is a surjection
in degree n for all n ∈ Z.
3.1.1 Strict L∞-morphisms
Finally, recall that a morphism f : (L, ℓ) → (L′, ℓ′) in L∞Alg is a strict L∞-morphism iff fk = 0 for all
k ≥ 2. If
f = f1 : (L, ℓ)→ (L
′, ℓ)
is a strict morphism, then it follows from the definition that the restriction-projections (2.4) of the coalgebra
morphism F satisfy
F km = 0, if k 6= m.
Combining this with Eq. 2.11, it follows that every k-ary bracket ℓk is preserved by the chain map f1:
ℓ′k ◦ f
⊗k
1 = f1 ◦ ℓk for all k ≥ 1
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3.2 The category of Lie n-algebras
Let (L, ℓ) be a L∞-algebra. If the underlying graded vector space L is concentrated in the first n − 1 non-
negative degrees, i.e.
L =
n−1⊕
i≥0
Li
then L is called a Lie n-algebra [3, Def. 4.3.2].
For a fixed n ∈ N ∪ {∞}, we denote by LienAlg the full subcategory of L∞Alg whose objects are
Lie n-algebras. Note that if n < ∞ then, for degree reasons, ℓk = 0 for all k > n + 1. Similarly, if
f : (L, ℓ)→ (L′, ℓ′) is a morphism in LienAlg, then fk = 0 for all k > n.
Example 3.4. We recall a few elementary, but important, examples.
1. A Lie 1-algebra is just a Lie algebra. This gives a full and faithful embedding of the category of Lie
algebras over k into LienAlg for any n.
2. We say a Lie n-algebra (L, ℓ) is abelian iff ℓk = 0 for all k ≥ 2. Hence, an abelian Lie n-algebra is
the same thing as a chain complex concentrated in degrees 0, . . . , n− 1.
3. Let dgla<n≥0 denote the category of chain Lie algebras whose underlying chain complex is concentrated
in degrees 0, . . . , n − 1. There is a functor dgla<n≥0 → LienAlg which sends a chain Lie algebra
(L, d, [·, ·]) to the Lie n-algebra (L, ℓ), where ℓ1 = d, ℓ2 = [·, ·] and ℓk = 0 for all k > 2. Under this
embedding, dgla morphisms are mapped to strict Lie n-algebra morphisms.
A simple but non-trivial example of a Lie 2-algebra is the “string Lie 2-algebra” [9, Def. 8.1]. See Sec. 7 for
further discussion.
Proposition 3.5. The category LienAlg is closed under finite products. Moreover, the forgetful functor
LienAlg→ dgCoCom≥0 creates products.
Proof. Indeed, the categorical product of any two Lie n-algebras (L, ℓk) and (L′, ℓ′k) is the Lie n-algebra
(L⊕ L′, ℓk ⊕ ℓ
′
k) where
lk ⊕ l
′
k
(
(x1, x
′
1), . . . , (xk, x
′
k)
)
:=
(
ℓk(x1, . . . , xk), ℓ
′
k(x
′
1, . . . , x
′
k)
)
. (3.7)
Furthermore, the usual projections pr: L⊕ L′ → L, pr′ : L⊕ L′ → L′ lift to strict L∞-epimorphisms
(L, ℓ)
pr
←− (L⊕ L′, ℓ⊕ ℓ′)
pr′
−−→ (L′, ℓ′)
The product of Lie n-algebras then coincides with the product in dgCoCom≥0 via the natural isomorphism
of graded vector spaces S(V ⊕ V ′) ∼= S(V )⊗ S(V ′).
Definition 3.6. Let f : (L, ℓ)→ (L′, ℓ′) be a morphism of Lie n-algebras.
1. We say f is a weak equivalence iff the chain map f1 : (L, ℓ1)→ (L′, ℓ′1) is a quasi-isomorphism.
2. We say f is a fibration iff the chain map f1 : (L, ℓ1)→ (L′, ℓ′1) is surjective in all positive degrees.
3. We say f is an acyclic fibration iff f is a weak equivalence and a fibration.
Remark 3.7. Clearly, a morphism f in LienAlg is a weak equivalence iff it is an L∞-quasi-isomorphism. Fur-
thermore, f is an acyclic fibration if and only if it is both a L∞-quasi-isomorphism and a L∞-epimorphism.
Indeed, if (L, ℓk) is a Lie n-algebra, then H0(L) = L0/ im ℓ1.
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Following the standard terminology from deformation theory, let
tan≥0 : LienAlg→ Ch
proj
≥0
denote the tangent functor, which is defined by the assignments:
(L, ℓ) 7→ (L, ℓ1)
(L, ℓ)
f
−→ (L′, ℓ′) 7→ (L, ℓ1)
f1
−→ (L′1, ℓ
′
1)
(3.8)
Then it follows from Sec. 2.2.1 that f : (L, ℓ) → (L′, ℓ′) is a weak equivalence (resp. fibration) of Lie n-
algebras if and only if tan≥0 f is a weak equivalence (resp. fibration) in Ch
proj
≥0 . We show later in Cor. 5.8
that the tangent functor is an exact functor.
3.3 Factoring Lie n-algebra morphisms
We now give an explicit factorization for morphisms in LienAlg, which we will use to show the existence of
path objects.
Factoring chain maps in Ch
proj
≥0
Suppose f : (V, dV )→ (W,dW ) is a morphism of chain complexes. We will factor f explcitly as f = pf ,
where  is an acyclic cofibration and pf is a fibration as defined in Sec. 2.2.1. Let (P (W ), dP (W )) ∈ Ch≥0
denote the chain complex with underlying graded vector space
P (W )0 := {0} ⊕W1, P (W )i := Wi ⊕Wi+1, for i ≥ 1, (3.9)
with differential
dP (W )(x, y) := (0, x). (3.10)
Note that the complex (P (W ), dP (W )) is acyclic. In particular, the linear map
h : P (W )→ P (W )[1], h(x, y) := (y, 0) (3.11)
is a contracting chain homotopy. Let π : P (W )→W denote the degree zero linear map
π(x, y) := x+ dW y. (3.12)
It is easy to verify that π is a chain map and that it is surjective in all positive degrees. We can therefore
factor f into an acyclic cofibration followed by a fibration:
V

−→V ⊕ P (W )
pf
−→W,
(v) :=
(
v, (0, 0)
)
, pf
(
v, (x, y)
)
:= f(v) + π(x, y)
(3.13)
Factoring strict maps in LienAlg
Next we extend the above factorization in Chproj to strict morphisms in LienAlg.
Proposition 3.8. Let f = f1 : (L, ℓ) → (L
′, ℓ′) be a strict morphism of Lie n-algebras. Then f can be
factored in the category LienAlg as
(L, ℓ)

−→ (L˜, ℓ˜)
φ
−→ (L′, ℓ′)
where  is a weak equivalence, and φ is a fibration in LienAlg.
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For the proof, we’ll use the following lemma:
Lemma 3.9 (see Theorem A.1 [20]). Let (L˜, ℓ˜) and (L′, ℓ′) be Lie n-algebras. Let m > 1 and suppose
{Φ1i : S¯
i(sL˜)→ sL′}1≤i≤m−1 is a collection of linear maps satisfying
k∑
i=1
δ′1i Φ
i
k =
k∑
i=1
Φ1i δ˜
i
k ∀k ≤ m− 1,
where δ˜ and δ′ are the codifferentials encoding the L∞-structures on L˜ and L
′, respectively. Then:
1. The linear map cm : S¯
m(sL˜)→ sL′ defined as
cm :=
m−1∑
k=1
Φ1kδ˜
k
m −
m∑
k=2
δ′1k Φ
k
m
is a degree −1 cycle in the chain complex (Hom
(
S¯(sL˜), sL′), ∂
)
, where
∂cm = δ
′1
1 ◦ cm − (−1)
|cm|cm ◦ δ˜
m
m .
2. There exists a linear map Φ1m : S¯
m(sL˜)→ sL′ such that the collection {Φ11, . . .Φ
1
m−1,Φ
1
m} satisfies
m∑
i=1
δ′1i Φ
i
m =
m∑
i=1
Φ1i δ˜
i
m
if and only the homology class [cm] is trivial.
The lemma can be verified by direct computation, which we leave to the reader. Alternatively, both the
lemma and Prop. 3.8 follow from applying the obstruction theory developed in [20] to weak L∞-morphisms
between algebras over the Lie∞ operad.
Proof of Prop. 3.8. Let f = f1 : (L, ℓ) → (L′, ℓ′) be a strict morphism of Lie n-algebras. Via (3.13), we
factor the chain map f : (L, ℓ1)→ (L′, ℓ′1) in Ch
proj
≥0 as
L

−→ L˜
pf
−→ L′,
where, for brevity, we denote by L˜ the chain complex
(L˜, ℓ˜1) :=
(
L⊕ P (L′), ℓ1 ⊕ dP (L′)
)
.
We then extend the differential ℓ˜1 to the following L∞-structure:
ℓ˜k
(
(v1, ~v
′
1 ), . . . , (vk, ~v
′
k )
)
:=
(
ℓk(v1, . . . , vk), (0, 0)
)
, ∀k ≥ 2,
for all vi ∈ L and ~v ′i = (x
′
i, y
′
i) ∈ P (L
′). Note that, by construction, if L and L′ are concentrated in degrees
0, . . . , n− 1, then L˜ is as well. Hence, (L˜, ℓ˜) ∈ LienAlg.
It is easy to see that the inclusion of complexes  : L→ L˜ lifts to a strictL∞-morphism  : (L, ℓ)→ (L˜, ℓ˜)
which is, by construction, a weak equivalence in LienAlg.
Switching to the coalgebra picture, let δ˜ be the codifferential on S(sL˜) ∼= S(sL) ⊗ S(sP (L′)) that
encodes the L∞-structure on L˜. We have the equality
δ˜ = δ ⊗ id+ id⊗ δˆ,
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where δˆ denotes the extension of the differential dP (L′) on P (L
′) to S¯(sP (L′)), i.e., δˆ11 = sdP (L′)s
−1. Let J
denote the coalgebra map corresponding to the strict L∞-morphism . Our goal is to construct a morphism
in dgCoCom≥0
Φ:
(
S¯(sL˜), δ˜
)
→
(
S¯(sL′), δ′
)
that has the following properties:
1. Φ11 = s ◦ pf ◦ s
−1,
2. ΦJ = F , and hence Φ1kJ
k
k = 0 for all k ≥ 2, since f is strict.
The above implies that the morphism Φ, combined with J , will give us the desired factorization of f in
L∞Alg.
We construct Φ by induction. Let Φ11 := s◦pf ◦s
−1. Letm > 1 and suppose {Φ1i : S¯
i(sL˜)→ sL′ | 1 ≤
i ≤ m− 1} is a collection of linear maps satisfying
k∑
i=1
δ′1i Φ
i
k =
k∑
i=1
Φ1i δ˜
i
k ∀k ≤ m− 1, (3.14)
and
Φ1kJ
k
k = 0, 2 ≤ k ≤ m− 1. (3.15)
Part 1 of Lemma 3.9 implies that the degree −1 linear map
cm : S¯
m(sL˜)→ sL′, cm :=
m−1∑
k=1
Φ1kδ˜
k
n −
m∑
k=2
δ′1k Φ
k
m,
as an element of the chain complex Homk
(
S¯(sL˜), sL′), satisfies
∂cm = δ
′1
1 ◦ cm − (−1)
|cm|cm ◦ δ˜
m
m = 0.
Recalling Eq. (2.6), which describes the composition of morphisms in LienAlg, we observe that Eq. 3.15
implies that cm vanishes when restricted to the subspace im Jmm . Hence, cm descends to cocycle c˜m in the
subcomplex
(
Homk(coker J
m
m , sL
′), ∂
)
where:
coker Jmm
∼=
m−1⊕
i=0
Si(sL)⊗ Sm−i(sP (L′)) =
⊕
i+j=m
Si(sL)⊗ S¯j(sP (L′)), (3.16)
and where ∂ denotes, by slight abuse of notation, the restriction of the differential on the ambient complex
Homk
(
S¯(sL˜), sL′).
Now let h : P (L′)→ P (L′)[1] be the contracting chain homotopy defined in Eq. 3.11. By the symmetric
version of the “tensor trick” (e.g. [14, Sec. 10.3.6]), we extend h to a contracting chain homotopy H
on the complex
(
S¯(sP (L′)), δˆ
)
. Explicitly, the restriction of H to length k tensors Hk : S¯k(sP (L′)) →
S¯k(sP (L′))[1] is defined as:
Hk(~v
′
1 , . . . , ~v
′
k ) :=
∑
σ∈Sk
σ−1 ·
(
id⊗k−1 ⊗ shs−1
)
σ · (~v ′1 , . . . , ~v
′
k ), ∀ ~v
′
i ∈ sP (L
′),
where σ· denotes the left action defined in Eq. 2.1. A direct calculation shows that indeed id = δˆH +Hδˆ.
Since δ˜mm =
∑
i+j=m(δ
i
i ⊗ id+ id⊗ δˆ
j
j ), it follows that the map
idS(sL) ⊗H : coker J
m
m → coker J
m
m [1]
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is a contracting chain homotopy for the complex (coker Jmm , δ˜
m
m). Therefore, the linear map
c˜m ◦ (id⊗H) : coker Jmm → sL
′ satisfies
c˜m = −∂
(
c˜m ◦ (id⊗H)
)
. (3.17)
Finally, we extend H to all of S(sP (L′)) by declaring H(1k) := 0, and we let Φ1m : S¯(L˜) → sL
′ be the
linear map
Φ1m
(
(v1, ~v
′
1 ), . . . , (vk, ~v
′
m)
)
:= −cm ◦ (id⊗H)
(
(v1, ~v
′
1 ), . . . , (vk, ~v
′
m)
)
.
Hence Eq. 3.17 implies that cm = ∂Φ1k. It then follows from part 2 of Lemma 3.9 that the collection
{Φ11, . . .Φ
1
m−1,Φ
1
m} satisfies
k∑
i=1
δ′1i Φ
i
k =
k∑
i=1
Φ1i δ˜
i
k ∀k ≤ m,
andΦ1kJ
k
k = 0 for 2 ≤ k ≤ m. This completes the inductive step, and therefore the proof the proposition.
Remark 3.10. The factorization recalled in the beginning of this section of a chain map f : (V, dV ) →
(W,dW ) in Ch
proj
≥0 is functorial. Indeed, a commutative diagram in Ch≥0 of the form:
V W
V ′ W ′
f
f ′
α β (3.18)
factors as
V V ⊕ P (W ) W
V ′ V ′ ⊕ P (W ′) W ′
 pf
′ pf ′
α βγ (3.19)
where γ : V ⊕ P (W )→ V ′ ⊕ P (W ′) is the chain map
γ
(
v, (x, y)
)
:=
(
α(v), (β(x), β(y)).
It would be convenient if the factorization in Prop. 3.8 could be made functorial in a similar way, perhaps
using the symmetrized homotopy H : S¯(sP (L′)) → S¯(sP (L′))[1]. Then, Thm. 5.2 in Sec. 5 would imply
that LienAlg
fin is equipped with a functorial path object. We leave this as an open question.
Factoring arbitrary maps in LienAlg
Let f : (L, ℓ) → (L′, ℓ′) be an arbitrary (not necessarily strict) L∞-morphism in LienAlg. Then f can be
factored into a weak equivalence composed with a fibration in the following way. First, we observe that the
diagonal map diag : (L′, ℓ′) → (L′ ⊕ L′, ℓ′ ⊕ ℓ′) is a strict L∞-morphism. Hence, Prop. 3.8 gives us an
explicit factorization of the diagonal into a weak equivalence followed by a fibration
(L′, ℓ′)

−→ (L′I , ℓ′I)
φ
−→ (L′ ⊕ L′, ℓ′ ⊕ ℓ′).
The Lie n-algebra (L′I , ℓ′I) is a path object for (L′, ℓ′), in the sense of Def. 5.1. When combined with Cor.
4.4, which concerns the existence of pullbacks of (acyclic) fibrations, the existence of a path object for (L′, ℓ′)
implies the existence of a factorization1 of f . We provide more details later in Cor. 5.5 for morphisms in
LienAlg
fin, our main category of interest.
1This is Brown’s Factorization Lemma. (See Lemma 5.4)
15
3.3.1 Strictification of fibrations
In the last part of this section, we show that every fibration in LienAlg can be factored into an isomorphism
followed by a strict fibration. We will use this fact repeatedly throughout the paper. The proof is a mod-
ification of a result of Vallette [20] concerning the factorization of “∞-epimorphisms” between Z-graded
homotopy algebras .
Lemma 3.11. Let f : (L, ℓ) → (L′, ℓ′) be a fibration between Lie n-algebras. Then there exists a Lie n-
algebra (L, ℓ˜) and an isomorphism φ : (L, ℓ˜)
∼=
−→ (L, ℓ) such that
fφ : (L, ℓ˜)→ (L′, ℓ)
is a strict fibration with fφ = (fφ)1 = f1.
Proof. Let F : S¯(sL) → S¯(sL′) be the coalgebra morphism corresponding to the fibration f . Then the
linear map F 11 :
⊕
i≥1 sLi →
⊕
i≥1 sL
′
i is surjective in all degrees i ≥ 2. Let σ :
⊕
i≥1 sL
′
i →
⊕
i≥1 sLi
be a map of graded vector space whose restrictions satisfy the equalities
σ|
sL′1
= 0, F 11 ◦ σ|
⊕
i≥2 sL
′
i
= id.
Let Φ11 := id : sL → sL. Let m ≥ 2 and suppose we have defined a sequence of degree 0 linear maps
{Φ1k : S¯
k(sL) → sL}m−1k≥1 . It follows from Eq. 2.4 that this sequence gives us well defined linear maps
Φkm : S¯
m(sL)→ S¯k(sL) for 2 ≤ k ≤ m. Now define Φ1m : S¯
m(sL)→ sL as:
Φ1m = −
m∑
k≥2
σF 1kΦ
k
m.
This construction inductively yields a coalgebra isomorphism Φ: S¯(sL) → S¯(sL). Now let δ be the cod-
ifferential on S¯(sL) corresponding to the Lie n-algebra structure on L. We define a new codifferential
δ˜ := Φ−1δΦ. Clearly, we can promote Φ to an isomorphism of dg coalgebras Φ:
(
S¯(sL), δ˜
)
→
(
S¯(sL), δ
)
.
And since Φ11 = id, it follows from Eq. 2.6 that we have
(FΦ)11 = F
1
1 : sL→ sL
′.
It remains to show that FΦ is strict, i.e. (FΦ)1m = 0 for allm ≥ 2. Eq. 2.6 and the construction of Φ imply
that
(FΦ)1m = −F
1
1
( m∑
k≥2
σF 1kΦ
k
m
)
+
m∑
k≥2
F 1kΦ
k
m.
Ifm ≥ 2, then for any homogeneous element y ∈ S¯m(sL), we have |y| > 1. Hence,
∣∣F 1kΦkm(y)∣∣ > 1 for any
k ≥ 1. It then follows from the definition of σ that F 11
(
σF 1kΦ
k
m(y)
)
= F 1kΦ
k
m(y). Therefore, (FΦ)
1
m = 0
for allm ≥ 2.
4 Pullbacks in LienAlg
In this section, we give an explicit description of pullbacks of fibrations and acyclic fibrations in the category
LienAlg. After recalling the construction of pullbacks in dgCoCom≥0, we focus on the special case of pulling
back strict fibrations in LienAlg. We then use Lemma 3.11 to address the more general non-strict case.
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Consider a diagram of Lien-algebras of the form (L′, ℓ′)
g
−→ (L′′, ℓ′′)
f
←− (L, ℓ). The category dgCoCom≥0
is complete, so the pullback of the corresponding diagram of dg coalgebras exists:
(P¯ , δP )
(
S¯(sL), δ
)
(
S¯(sL′), δ′
) (
S¯(sL′′), δ′′
)
Pr
Pr′ F
G
(4.1)
The graded coalgebra P¯ is the equalizer of the diagram
S¯(sL⊕ sL′) S¯(sL′′)
F Pr
GPr′
which can be characterized as the largest sub-coalgebra of S¯(sL ⊕ sL′) contained in the vector space
ker(F Pr−GPr′). By generalizing a construction of Sweedler [19, Sec. 16.1], we have the following explicit
description of P¯ :
P¯ =
{
v ∈ ker(F Pr−GPr′) | (id⊗ F Pr)∆¯(v) = (id ⊗GPr′)∆¯(v)
∈ S¯(sL⊕ sL′)⊗ S¯(sL′′)
}
.
(4.2)
Above ∆¯ is the reduced comultiplication on S¯(sL⊕sL′). Using arguments analogous to those in the proof of
Lemma 16.1.1 in [19], it is not difficult to show that the restriction ∆¯|P gives P¯ the structure of a cocommu-
tative coalgebra. The codifferential δP is, of course, the restriction of the codifferential δ⊕ on S¯(sL⊕ sL′).
4.1 Strict fibrations
The pullback of a strict fibration in LienAlg has a convenient explicit description.
Proposition 4.1. Suppose f = f1 : (L, ℓ) → (L
′′, ℓ′′) is a strict fibration in LienAlg and g : (L
′, ℓ) →
(L′′, ℓ′′) is an arbitrary morphism between Lie n-algebras. Let (L˜, ℓ˜1) ∈ Ch≥0 denote the pullback of the
diagram of chain maps (L′1, ℓ1)
g1
−→ (L′′1 , ℓ
′′
1)
f1
←− (L, ℓ1). Then:
1. The pullback square in Ch≥0 containing f1 and g1 lifts to a commutative diagram in LienAlg:
(L˜, ℓ˜) (L, ℓ)
(L′, ℓ′), δ′
)
(L′′, ℓ′′)
f
g
(4.3)
2. Let (P¯ , δP ) denote the pullback of the diagram (S¯(sL
′), δ′)
G
−→ (S¯(sL′′), δ′′)
F
←− (S¯(sL), δ), where
F and G are the dg coalgebra morphisms corresponding to f and g, respectively. Then there exists
an isomorphism of dg coalgebras
(P¯ , δP )
∼=
−→ (S¯(sL˜), δ˜)
which induces an isomorphism of cones over commuting squares in dgCoCom≥0. Hence, the diagram
(4.3) is a pullback diagram in LienAlg.
Before we prove Prop. 4.1, we will need to discuss a few technical constructions.
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Useful endomorphisms of the product coalgebra
As above, consider a diagram of the form (L′, ℓ′)
g
−→ (L′′, ℓ′′)
f=f1
←−−− (L, ℓ) in LienAlg, in which f is a strict
fibration. In order to give an explicit description of the L∞-structure on the pullback, we first construct2 two
auxiliary endomorphisms of the graded coalgebra S¯(sL′ ⊕ sL).
Throughout this section, we denote elements of the direct sum sL′ ⊕ sL as vectors ~v := (v′, v). We
first give a convenient description of sL˜, the suspension of the pullback of f1, as a graded vector space.
Since f is a fibration, the linear map F 11 :
⊕
i≥1 sLi →
⊕
i≥1 sL
′′
i is surjective in all degrees i ≥ 2. Let
σ :
⊕
i≥1 sL
′′
i →
⊕
i≥1 sLi be a map of graded vector space whose restrictions satisfy the equalities
σ|
sL′′1
= 0, F 11 ◦ σ|
⊕
i≥2 sL
′′
i
= id.
Then we have
sL˜1 = sL
′
1 ×sL′′1 sL1, sL˜i≥2 = sL
′
i≥2 ⊕ kerF1
and a pullback diagram of graded vector spaces
sL˜ sL
sL′ sL′′
pr+σG1 pr′
pr′ F1
G1
(4.4)
Clearly, S¯(sL˜) ⊆ S¯(sL′ ⊕ sL) as graded coalgebras. We define the linear maps H1k : S¯
k(sL′ ⊕ sL) →
sL′ ⊕ sL to be
H11 (~v) := (v
′, σG1(v
′) + v), H1k(~v1, . . . , ~vk) :=
(
0, σG1k(v
′
1, . . . , v
′
k)
)
. (4.5)
Similarly, let J1k : S¯
k(sL′ ⊕ sL)→ sL′ ⊕ sL denote the linear maps
J11 (~v) := (v
′,−σG1(v
′) + v), J1k (~v1, . . . , ~vk) :=
(
0,−σG1k(v
′
1, . . . , v
′
k)
)
. (4.6)
Claim 4.2. We have the equalities HJ = JH = idS¯(sL′⊕sL).
Proof. Indeed, using the definition of σ, a direct computation verifies that (HJ)11 = H
1
1J
1
1 = idsL′⊕sL.
Now suppose m ≥ 2. It remains to show (HJ)1m = 0. It follows from Eq. 2.6 that (HJ)
1
m =
∑m
k=1H
1
kJ
k
m.
From Eq. 2.4, we see that the formula for Jkm involves a summation of tensor products of linear maps of the
form ∑
j1+j2+···+jk=m
J1j1 ⊗ J
1
j2
⊗ · · · ⊗ J1jk . (4.7)
Hence, if k < m, then in each term of above sum, there exists a ji > 1, and so it follows from the definition
(4.6) of J that pr′ J1ji = 0. Combining this observation with the definition (4.5) of H , we deduce that if
2 ≤ k < m, then H1kJ
k
m = 0. Therefore,
(HJ)1m(~v1, . . . , ~vm) = H
1
1J
1
m(~v1, . . . , ~vm) +H
1
mJ
m
m (~v1, . . . , ~vm)
= H11
(
0,−σG1m(v
′
1, . . . , v
′
m)
)
+H1m
(
(v′1,−σG1(v
′
1) + v1), (v
′
2,−σG1(v
′
2) + v2) . . . ,
. . . , (v′m,−σG1(v
′
m) + vm)
)
=
(
0,−σG1m(v
′
1, . . . , v
′
m)
)
+
(
0, σG1m(v
′
1, . . . , v
′
m)
)
= 0.
Hence, HJ = idS¯(sL′⊕sL). The same proof (mutatis mutandis) shows that JH = idS¯(sL′⊕sL), and so the
claim has been verified.
2To the best of our knowledge, this construction is due to Bruno Vallette. It is implicit in his proof of Thm. 4.1 in [20].
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Now let δ⊕ denote the codifferential on the product S¯(sL′ ⊕ sL), and define
δ˜ := J ◦ δ⊕ ◦H|S¯(sL˜).
Claim 4.3. δ˜ induces a well-defined codifferential on S¯(sL˜).
Proof. Note that if im δ˜ ⊆ S¯(sL˜), then Claim 4.2 implies that δ˜2 = 0, and hence δ˜ is a codifferential. There-
fore, all we need to show is that im δ˜1m ⊆ sL˜ form ≥ 1. We proceed by considering a few cases.
Casem = 1: If ~v ∈ sL˜i≥2, then it follows from Eq. 2.6 and the definitions of H and J that:
δ˜11(~v) = J
1
1 (δ⊕)
1
1H
1
1 (~v) =
(
δ′11 (v
′),−σG1(δ
′1
1 (v
′)) + δ11σG1(v
′) + δ11(v)
)
.
If |~v| = 2, then (δ⊕)11~v ∈ sL
′
1 ×sL′′1 sL1. Therefore, σG1(δ
′1
1 (v
′)) = 0 and so:
F1
(
−σG1(δ
′1
1 (v
′)) + δ11σG1(v
′) + δ11(v)
)
= F1(δ
1
1(v)) = δ
′′1
1 (G1(v
′)) = G1(δ
′1
1 (v
′)).
Hence, δ˜11(~v) ∈ sL˜1. If |~v| > 2, then v ∈ kerF1 and so:
F1
(
−σG1(δ
′1
1 (v
′)) + δ11σG1(v
′) + δ11(v)
)
= −G1(δ
′1
1 (v
′) + δ′′11
(
FσG1(v
′) + F (v)
)
= −G1(δ
′1
1 (v
′) + δ′′11 G1(v
′) = 0
Hence, δ˜11(~v) ∈ sL˜i>1.
Casem ≥ 2: Let ~v1, . . . , ~vm ∈ sL˜. It follows from Eq. 2.6 that
δ˜1m(~v1, . . . , ~vm) =
m∑
k≥1
k∑
l≥1
J1l (δ⊕)
l
kH
k
m(~v1, . . . , ~vm). (4.8)
First suppose that
∣∣(δ⊕)lkHkm)(~v1, . . . , ~vm)∣∣ = 1. Then, for degree reasons it must be the case that m = 2,
and ~v1, ~v2 ∈ sL˜1 are in lowest degree. This implies that (δ⊕)22H
2
2 (~v1, ~v2) = (δ⊕)
2
2(H
1
1 (~v1) ∨H
1
1 (~v2)) = 0.
Therefore, by expanding Eq. 4.8 we obtain the equality
δ˜12(~v1, ~v2) = J
1
1
(
(δ⊕)
1
1H
1
2 (~v1, ~v2) + (δ⊕)
1
2H
2
2 (~v1, ~v2)
)
=
(
0, δ11σG
1
2(v
′
1, v
′
2)
)
+
(
δ′12 (v
′
1, v
′
2), δ
1
2(v1, v2)
)
.
Since F corresponds to a strict L∞-morphism, we have F1
(
δ12(v1, v2)
)
= δ′′12
(
F1(v1), F1(v2)
)
. Further-
more, since ~v1, ~v2 ∈ sL˜1, we have
(
F1(v1), F1(v2)
)
=
(
G1(v
′
1), G1(v
′
2)
)
. From these two equalities, we
deduce that
F1
(
δ11σG
1
2(v
′
1, v
′
2) + δ
1
2(v1, v2)
)
=
(
δ′′12 G
2
2 + δ
′′1
1 G
1
2
)
(~v1, ~v2). (4.9)
Since G is a morphism of dg-coalgebras, we have(
δ′′12 G
2
2 + δ
′′1
1 G
1
2
)
(~v1, ~v2) =
(
G11δ
′1
2 +G
1
2δ
′2
2
)
(~v1, ~v2) = G
1
1δ
′1
2 (~v1, ~v2).
By substituting this last equality into Eq. 4.9, we conclude that
G1(δ
′1
2 (v
′
1, v
′
2)) = F1
(
δ11σG
1
2(v
′
1, v
′
2) + δ
1
2(v1, v2)
)
,
and hence δ˜12(~v1, ~v2) ∈ sL˜1.
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Now we consider the remaining sub-case and suppose |~v1 + . . .+ ~vm| > 2. From Eq. 2.4, we see that
the formula for Hkm consists of a sum of tensor products of linear maps H
1
j1
⊗H1j2 ⊗ · · · ⊗H
1
jk
, just as Jkm
involved the summation (4.7). Hence, we can apply the argument used in the verification of Claim 4.2 to the
present case and deduce that if 2 ≤ l ≤ k < m, then
J1l (δ⊕)
l
kH
k
m(~v1, . . . , ~vm) = 0.
Consequently, we have
δ˜1m(~v1, . . . , ~vm) = J
1
1
(m−1∑
k=1
(δ⊕)
1
kH
k
m(~v1, . . . , ~vm)
)
+
m∑
l=1
J1l (δ⊕)
l
mH
m
m (~v1, . . . , ~vm). (4.10)
Note that in order to show δ˜1m(~v1, . . . , ~vm) ∈ sL˜, it suffices to verify that
pr δ˜1m(~v1, . . . , ~vm) ∈ kerF1,
since |~v1 + . . .+ ~vm| > 2. Let us focus on the first summation on the right hand side of Eq. 4.10. It follows
from the definition of δ⊕ that we have (δ⊕)1kH
k
m =
(
δ′1k pr
′⊗kHkm, δ
1
k pr
⊗kHkm
)
. Since k < m, we have
pr′⊗kHkm = 0, and hence
pr J11
(m−1∑
k=1
(δ⊕)
1
kH
k
m(~v1, . . . , ~vm)
)
=
m−1∑
k=1
δ1k pr
⊗kHkm(~v1, . . . , ~vm).
Since F corresponds to a strict L∞-morphism, applying F1 to the right hand side of the above equality gives
m−1∑
k=1
F1δ
1
k pr
⊗kHkm(~v1, . . . , ~vm) =
m−1∑
k=1
δ′′1k (F1 pr)
⊗kHkm(~v1, . . . , ~vm). (4.11)
The expansion of (F1 pr)⊗kHkm using Eq. 2.4 involves sums of the following form∑
j1+j2+···+jk=m
(F1 pr)H
1
j1
⊗ (F1 pr)H
1
j2
⊗ · · · ⊗ (F1 pr)H
1
jk
. (4.12)
If jr > 1 and ~w1, . . . , ~wjr ∈ {~v1, . . . , ~vm} ⊆ sL˜, then
(F1 pr)H
1
jr(~w1, . . . , ~wjr) = F1σG
1
jr(w
′
1, . . . , w
′
jr) = G
1
jr(w
′
1, . . . , w
′
jr) (4.13)
where the last equality above follows from the fact that |~w1, . . . , ~wjr | > 1. For the jr = 1 case, if ~vi ∈ sL˜1,
then the definition of H11 implies that
F1 prH
1
1 (~vi) = F1(σG1(v
′
i) + vi) = F1(vi) = G1(vi). (4.14)
And if ~vi ∈ sL˜j≥2, then vi ∈ kerF , which implies that
F1 prH
1
1 (~vi) = F1(σG1(v
′
i)) = G1(v
′
i). (4.15)
Therefore, by combining Eqs. 4.11 – 4.15, we conclude that
F1 prJ
1
1
(m−1∑
k=1
(δ⊕)
1
kH
k
m(~v1, . . . , ~vm)
)
=
m−1∑
k=1
δ′′1k G
k
m(v
′
1, . . . , v
′
m). (4.16)
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Now consider the second summation on the right hand side of Eq. 4.10. Equation 2.8 and the definitions
of δ⊕ and J1l≥2 imply that
pr
m∑
l=2
J1l (δ⊕)
l
mH
m
m = −
m∑
l=2
σG1l δ
′l
m pr
′⊗mHmm .
Hence,
pr
m∑
l=2
J1l (δ⊕)
l
mH
m
m (~v1, . . . , ~vm) = −
m∑
l=2
σG1l δ
′l
m(v
′
1, . . . , v
′
m)
Furthermore, it follows directly from the definition of J11 that
prJ11 (δ⊕)
1
mH
m
m (~v1, . . . , ~vm) =
(
−σG1δ
′1
m pr
′⊗mHmm + δ
1
m pr
⊗mHmm
)
(~v1, . . . , ~vm)
= −σG1mδ
′1
m(v
′
1, . . . , v
′
m) + δ
1
m
(
σG1(v
′
1) + v1, . . . , σG1(v
′
m) + vm
)
.
We apply F1, and by using the above equalities, we obtain the following:
F1 pr
( m∑
l=1
J1l (δ⊕)
l
mH
m
m (~v1, . . . , ~vm)
)
= −
m∑
l=2
F1σG
1
l δ
′l
m(v
′
1, . . . , v
′
m)− F1σG
1
1δ
′1
m(v
′
1, . . . , v
′
m)
+ F1δ
1
m
(
σG1(v
′
1) + v1, . . . , σG1(v
′
m) + vm
)
= −
m∑
l=2
G1l δ
′l
m(v
′
1, . . . , v
′
m)−G
1
1δ
′1
m(v
′
1, . . . , v
′
m)
+ δ′′1m (F1)
⊗m
(
σG1(v
′
1) + v1, . . . , G1(v
′
m) + vm
)
= −
m∑
l=1
G1l δ
′l
m(v
′
1, . . . , v
′
m) + δ
′′1
mG
m
m(v
′
1, . . . , v
′
m)
(4.17)
To obtain the last two lines above, we used the fact that F is a strict L∞-morphism, as well as the definition
of σ, and the fact that either vi ∈ kerF1 or G1(v′i) = F1(vi) for all i = 1, . . . ,m. Finally, we combine Eq.
4.16 with Eq. 4.17 to obtain
F1 pr δ˜
1
m(v
′
1, . . . , v
′
m) =
m∑
k=1
δ′′1k G
k
m(~v1, . . . , ~vm)−
m∑
l=1
G1l δ
′l
m(v
′
1, . . . , v
′
m).
Therefore, sinceG is a dg coalgebra morphism, we conclude that F1 pr δ˜1m(v
′
1, . . . , v
′
m) = 0. This completes
the verification of the claim.
The proof of Proposition 4.1
Proof of statement (1). Claims 4.2 and 4.3 above imply that (S¯(sL˜), δ˜) is a dg coalgebra, and thatH : (S¯(sL˜), δ˜)→
(S¯(sL′ ⊕ sL), δ⊕) is a dg-coalgebra morphism. A straightforward calculation shows that the following dia-
gram in LienAlg ⊆ dgCoCom≥0 commutes:
(S¯(sL˜), δ˜)
(
S¯(sL), δ
)
(
S¯(sL′), δ′
) (
S¯(sL′′), δ′′
)
PrH
Pr′H F
G
(4.18)
Furthermore, by construction, the above diagram lifts the pullback square in Ch≥0 to a commutative diagram
in the category LienAlg.
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Proof of statement (2). Let (P¯ , δP ) denote the pullback of diagram (4.1) in dgCoCom≥0 withF :
(
S¯(sL), δ
)
→(
S¯(sL′′), δ′′
)
corresponding to a strict fibration in LienAlg.
Recall from (4.2) that P¯ is a subcoalgebra of S¯(sL′ ⊕ sL). Let
J |P¯ : P¯ → S¯(sL
′ ⊕ sL)
denote the restriction of the coalgebra morphism J defined in Eq. 4.6. We claim that im J |P¯ ⊆ S¯(sL˜). Since
S¯(sL′⊕ sL) is cofree in CoCom≥0, it suffices to check that the image of the linear map J1|P := J |P : P¯ →
sL′ ⊕ sL is contained in sL˜.
Let ~y ∈ P¯ be an element of homogeneous degree. Write ~y as sum of elements of increasing word length,
i.e., ~y = ~y1 + ~y2 + · · · + ~yr, with ~yi ∈ S¯ni(sL′ ⊕ sL) and 1 = n1 < n2 < · · · < nr. Suppose nr = 1.
Then ~y = ~y1 = (v′, v) ∈ sL′ ⊕ sL, and ~y ∈ ker(F Pr−GPr
′) implies that (v′, v) ∈ sL˜. Therefore
J(~y) = (v′,−σG1(v
′) + v) ∈ sL˜.
For the higher arity case, suppose nr > 1. The equality F Pr(~y) = GPr
′(~y) implies that F 1 Pr(~y) =
G1 Pr′(~y). Since F is a strict L∞-morphism, F 1m≥2 = 0. Therefore, we deduce that
F1 pr(~y1) =
r∑
i=1
G1ni pr
′⊗ni(~yi). (4.19)
Note that |~y| > 1, since nr > 1. Hence, it suffices to show that prJ1(~y) ∈ kerF1. It follows directly from
the definition of J that
prJ1(~y) =
r∑
i=1
prJ1ni(~yi) = pr~y1 −
r∑
i=1
σG1ni pr
′⊗ni(~yi).
Applying F1 to the above gives
F1 prJ
1(~y) = F1 pr ~y1 −
r∑
i=1
G1ni pr
′⊗ni(~yi).
It then follows from Eq. 4.19 that F1 prJ1(~y) = 0.
Thus, J |P¯ : P¯ → S¯(sL˜) is a well-defined coalgebra morphism. Since δP = δ⊕|P and HJ = id, the
morphism J |P is compatible with the differentials. Furthermore, the following diagram in dgCoCom≥0
commutes:
(P¯ , δP )
(S¯(sL˜), δ˜)
(
S¯(sL), δ
)
(
S¯(sL′), δ′
) (
S¯(sL′′), δ′′
)
J
PrH
Pr′H F
G
Pr
Pr′
To see that J |P¯ is an isomophism, note that the commutative diagram (4.18) implies that the sub-
coalgebra H(S¯(sL˜)) ⊆ S¯(sL′ ⊕ sL) is contained in the vector space ker(F Pr−GPr′). Therefore, the
universal property of the coalgebra P¯ implies that H(S¯(sL˜)) ⊆ P¯ , and it then follows by Claim 4.2 that
H|S¯(sL˜) is the inverse of J |P¯ .
Hence, we conclude that (S¯(sL˜), δ˜) is a pullback in dgCoCom≥0 and therefore a pullback in LienAlg.
This completes the proof of statement (2) of the proposition.
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4.2 Pullbacks of fibrations and acyclic fibrations
Corollary 4.4. Suppose f : (L, ℓ) → (L′′, ℓ′′) is a (acyclic) fibration in LienAlg and g : (L
′, ℓ) → (L′′, ℓ′′)
is an arbitrary morphism between Lie n-algebras. Then the pullback of the diagram
(L′, ℓ′k)
g
−→ (L′′, ℓ′′k)
f
←− (L, ℓk)
exists in LienAlg, and the morphism induced by the pullback of f along g is a (acyclic) fibration.
Proof. Suppose f is a (acyclic) fibration. Lemma 3.11 implies that there exists a Lie n-algebra (L, ℓˆ) and
an isomorphism φ : (L, ℓˆ)
∼=
−→ (L, ℓ) such that fφ : (L, ℓˆ) → (L′′, ℓ′′) is a strict (acyclic) fibration with
fφ = (fφ)1 = f1. It follows from Prop. 4.1, that there exists a pullback diagram in LienAlg of the form
(L˜, ℓ˜) (L, ℓˆ)
(L′, ℓ′) (L′′, ℓ′′)
f˜φ fφ
g
(4.20)
Moreover, Prop. 4.1 implies that the image of above diagram under the tangent functor (3.8) is the pullback
diagram of (fφ)1 along g1 in Ch≥0. Hence, tan≥0(f˜φ) is a (acyclic) fibration in Ch
proj
≥0 , and therefore f˜φ is
a (acyclic) fibration in LienAlg.
Now let F , G, Φ denote the dg coalgebra morphisms corresponding to f , g, and φ, respectively. Let
(C¯, δC) denote the dg coalgebra witnessing the pullback of F along G. The second statement of Prop.
4.1, combined with the pasting lemma for pullbacks, implies that the following diagram in dgCoCom≥0
commutes:
(S¯(sL˜), δ˜) (S¯(sLˆ), δˆ)
(C¯, δC) (S¯(sL), δ)
(S¯(sL′), δ′) (S¯(sL′′), δ′′)
Φ˜
∼=
Φ
∼=
F˜ F
G
Since Φ˜ is an isomorphism, C¯ is the cofree coalgebra in CoCom≥0 cogenerated by Φ(sL˜). Hence, (C¯, δC)
is also Lie n-algebra and F˜ is an (acyclic) fibration.
We end this section with the corollary below, whose proof follows immediately from the construction of
the pullbacks in Prop. 4.1 and Cor. 4.4.
Corollary 4.5. Let f : (L, ℓ) → (L′, ℓ′) be a fibration in LienAlg. Then the tangent functor (3.8) maps
pullback squares in LienAlg of the form
(L˜, ℓ˜) (L, ℓ)
(L′, ℓ′) (L′′, ℓ′′)
f
g
to pullback squares in Ch≥0.
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5 LienAlg
fin as a category of fibrant objects
Let (L, ℓ) be a Lie n-algebra with underlying graded vector space L =
⊕n−1
i≥0 Li. If each Li is finite-
dimensional, we say (L, ℓ) is finite type. For a fixed n ∈ N ∪ {∞}, we denote by LienAlg
fin the full
subcategory of L∞Alg whose objects are finite type Lie n-algebras.
Definition 5.1 (Sec. 1 [2]). LetC be a category with finite products, with terminal object ∗ ∈ C, and equipped
with two classes of morphisms called weak equivalences and fibrations. A morphism which is both a weak
equivalence and a fibration is called an acyclic fibration. Then C is a category of fibrant objects (CFO) for
a homotopy theory iff:
1. Every isomorphism in C is an acyclic fibration.
2. The class of weak equivalences satisfies “2 out of 3”. That is, if f and g are composable morphisms
in C and any two of f, g, g ◦ f are weak equivalences, then so is the third.
3. The composition of two fibrations is a fibration.
4. The pullback of a fibration exists, and is a fibration. That is, if Y
g
−→ Z
f
←− X is a diagram in C with f
a fibration, then the pullback X ×Z Y exists, and the induced projection X ×Z Y → Y is a fibration.
5. The pullback of an acyclic fibration exists, and is an acyclic fibration.
6. For any object X ∈ C there exists a (not necessarily functorial) path object, that is, an object XI
equipped with morphisms
X
s
−→ XI
(d0,d1)
−−−−→ X ×X,
such that s is a weak equivalence, (d0, d1) is a fibration, and their composite is the diagonal map.
7. All objects of C are fibrant. That is, for any X ∈ C the unique mapX → ∗ is a fibration.
We now prove the main result of the paper.
Theorem 5.2. Let n ∈ N ∪ {∞}. The category LienAlg
fin of finite type Lie n-algebras and weak L∞-
morphisms has the structure of a category of fibrant objects, in which the weak equivalences and fibrations are
those morphisms that satisfy the defining criteria given in Def. 3.6. That is, a morphism f : (L, ℓ)→ (L′, ℓ′)
is
• a weak equivalence iff f is a L∞ quasi-isomorphism,
• a fibration iff the associated chain map f1 : (L, ℓ1)→ (L
′, ℓ′1) is a surjection in all positive degrees.
Proof. We begin by noting that Prop. 3.5 implies that LienAlg
fin has finite products. Next, it follows immedi-
ately from the definition of weak equivalences and fibrations that: every isomorphism is an acyclic fibration,
the weak equivalences satisfy “2 out of 3”, the composition of two fibrations is again a fibration, and that the
trivial map (L, ℓ)→ 0 is a fibration for any (L, ℓ) ∈ LienAlg
fin. Hence axioms 1,2,3, and 7 in Def. 5.1 for a
CFO are satisfied.
To verify axiom 4, suppose (L′, ℓ′)
g
−→ (L′′, ℓ′′)
f
←− (L, ℓ) is a diagram in LienAlg
fin and f is a fibration. It
follows from Cor. 4.4 that the pullback (L˜, ℓ˜) of the diagram exists in LienAlg and that the morphism induced
by the pullback is a fibration. Cor. 4.4 also implies that the underlying complex of (L˜, ℓ˜) is the pullback of
the diagram tan≥0
(
(L′, ℓ′)
g
−→ (L′′, ℓ′′)
f
←− (L, ℓ)
)
in Ch≥0. Hence, (L˜, ℓ˜) is clearly finite type, and axiom
4 is satisfied. The same argument also verifies axiom 5.
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Finally, recall that any diagonal map diag : (L, ℓ) → (L ⊕ L, ℓ ⊕ ℓ) is a strict morphism in LienAlg
fin.
Hence, Prop. 3.8 implies that diag has a factorization (L, ℓ)

−→ (L˜, ℓ˜)
φ
−→ (L ⊕ L, ℓ ⊕ ℓ) in the category
LienAlg, in which  is a weak equivalence and φ is a fibration. Recall from the proof of Prop. 3.8 that
L˜ =
(
L ⊕ P (L ⊕ L)
)
, where P (L ⊕ L) is the graded vector space defined in (3.9). Therefore, L˜ is finite
type, and (L˜, ℓ˜) is a path object for (L, ℓ) in LienAlg
fin. Hence, axiom 6 in Def. 5.1 is satisfied, and this
completes the proof.
Remark 5.3. Clearly, the same proof shows that the category LienAlg is also a category of fibrant objects
with the same weak equivalences, fibrations, and path objects as LienAlg
fin.
We can now complete the discussion that we started in Sec. 3.3 concerning the factorization of of arbitrary
weak L∞-morphisms in LienAlg
fin. Let us recall Brown’s Factorization Lemma:
Lemma 5.4 (Sec. 1 [2]). Let C be a category of fibrant objects. Let f : X → Y be a morphism in C, and let
Y I be a path object for Y . Then f can be factored as
X

−→ X ×Y Y
I φf−→ Y
where φf is a fibration, and  is a weak equivalence which is a section (right inverse) of an acyclic fibration.
The morphisms  and φf in the lemma can easily be expressed in terms of the maps Y
s
−→ Y I
(d0,d1)
−−−−→
Y × Y that appear in factorization of the diagonal. See, for example, Sec. 2.1 of [16] for details.
Hence, Thm. 5.2 and the factorization lemma imply the following:
Corollary 5.5. Let f : (L, ℓ) → (L′, ℓ′) be a weak L∞-morphism between finite type Lie n-algebras. Then
f can be factored in the category LienAlg
fin as
(L, ℓ)

−→ (L˜, ℓ˜)
pf
−→ (L′, ℓ′)
where  is a weak equivalence, and pf is a fibration in LienAlg.
The CFO structure on Lie n-algebras can be thought of as a lift of the projective CFO structure (Sec.
2.2.1) on Ch≥0 via the tangent functor (3.8) in the following sense:
Definition 5.6 (Def. 2.3.3 [1]). A functor F : C → D between categories of fibrant objects is a (left) exact
functor iff
1. F preserves the terminal object, fibrations, and acyclic fibrations.
2. Any pullback square in C of the form
P X
Z Y
f
in which f : X → Y is a fibration in C, is mapped by F to a pullback square in D.
Remark 5.7. Note that axiom 1 in the above definition combined with Lemma 5.4 implies that an exact
functor F : C→ D between CFOs sends weak equivalences to weak equivalences.
Corollary 5.8. The tangent functor tan≥0 : LienAlg
fin → Chproj≥0 is an exact functor between categories of
fibrant objects.
Proof. Theorem 5.2 and Cor. 4.5.
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Comparison with the Vallette CFO structure on L∞Alg
In [20], Vallette showed that the category L∞Alg of Z-graded L∞-algebras is exactly the subcategory of
bifibrant objects in the Hinich model structure [10] on dgCoCom. This result implies the following theorem:
Theorem 5.9 (Thm. 2.1 [20]).
1. The category L∞Alg of Z-graded L∞-algebras and weak L∞-morphisms has the structure of a cate-
gory of fibrant objects in which a morphism
f : (L, ℓ)→ (L′, ℓ′)
is a weak equivalence iff it is a L∞-quasi-isomorphism, and a fibration iff it is a L∞-epimorphism
(Def. 3.3).
2. Every L∞-algebra (L, ℓ) has a functorial path object whose underlying graded vector space is(
L⊗ Ω∗poly(∆
1)
)
m
∼= Lm[t]⊕ Lm+1[t]dt
where Ω∗poly(∆
1) denotes the commutative dg algebra of polynomial de Rham forms on the geometric
1-simplex.
Let us make a few comparisons between the CFO structure on LienAlg
fin given in Thm. 5.2 and Vallette’s
CFO structure on L∞Alg.
First, the weak equivalences in LienAlg
fin and L∞Alg obviously coincide. Furthermore, it follows from
Remark 3.7 that the acyclic fibrations also coincide. If (L, ℓ) ∈ LienAlg, then the path object (L⊗Ω∗poly(∆
1), ℓΩ)
for (L, ℓ) ∈ L∞Alg is not a Lie n-algebra. And the degree zero truncation of (L ⊗ Ω∗poly(∆
1) is certainly
not finite type. However, Vallette’s Prop. 3.3 in [20] implies that L∞Alg is also equipped with a functorial
cylinder object. If (L, ℓ) is a finite type Lie n-algebra, then the degree zero truncation of the cylinder ob-
ject (L⊗ J, ℓ˜) is also finite type. It would be interesting to work out further details and show that the CFO
structure on LienAlg
fin satisfies Brown’s additional axioms (F) and (G) in [2, Sec. 6]. This would imply that
LienAlg
fin is “almost” a model category, in the sense of Vallette [20, Sec. 4.1].
6 Maurer–Cartan sets
In this section, we analyze Maurer-Cartan (MC) sets of Z-graded L∞-algebras constructed by tensoring
Lie n-algebras with bounded commutative dg algebras. This construction naturally arises when studying
formal deformation problems in characteristic zero. It also appears, as mentioned in the introduction, in the
definition of the spatial realization functor for chain Lie algebras. The smooth analog of the Maurer-Cartan
set is featured in the defintion of Henriques’ integration functor [9] for Lie n-algebras.
We begin by recalling some basic facts about Maurer-Cartan elements from [5, Sec. 2] and references
within. We note that the L∞-algebras in [5] are assumed to be complete and filtered, which is not the case in
this paper. However, the particular results that we recall below will still hold since all L∞-algebras involved
are sufficiently “tame” in the following sense:
Definition 6.1. A Z–graded L∞-algebra (L, ℓ) is tame iff there exists an N ≥ 1 such that for all k ≥ N
ℓk(x1, . . . , xk) = 0 ∀x1, . . . xk ∈ L−1.
A (weak) L∞-morphism f : (L, ℓ)→ (L′, ℓ′) between tame L∞-algebra is a tame morphism iff there exists
an N ≥ 1 such that for all k ≥ N
fk(x1, . . . , xk) = 0 ∀x1, . . . xk ∈ L−1.
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For trivial reasons, every Lie n-algebra is tame and every morphism between Lie n-algebra is tame for
any n ∈ N ∪ {∞}. Given a tame Z–graded L∞-algebra (L, ℓ), the curvature curv : L−1 → L−2 is the
function
curv(a) := s−1
∑
k≥1
1
k!
δ1k
(
sa, sa, . . . , sa)
= ℓ1(a) +
∑
k≥2
(−1)
k(k−1)
2
1
k!
ℓk(a, a, . . . , a) ∈ L−2.
(6.1)
where δ is the corresponding codifferential on S¯(sL). For any a ∈ L−1, the expression exp(sa) − 1 is
a well-defined element of the completion of S¯(sL) defined by the corresponding formal power series. By
extending δ in the natural way, a straightforward calculation shows that
δ
(
exp(sa)− 1
)
= exp(sa)(s curv(a)) (6.2)
and hence
s curv(a) = pr
sL ◦δ
(
exp(sa)− 1
)
, (6.3)
where pr
sL denotes the canonical projection to the vector space sL. The Maurer–Cartan elements of L
are the elements of the subset
MC(L) :=
{
x ∈ L−1 | curv(x) = 0
}
.
Similarly, let f : (L, ℓk)→ (L′, ℓ′k) be a tamemorphism. Such amorphism induces a function f∗ : L−1 →
L′−1 defined as:
f∗(a) := s
−1
∑
k≥1
1
k!
F 1k (sa, sa, . . . , sa)
= f1(a) +
∑
k≥2
(−1)
k(k−1)
2
1
k!
fk(a, a, . . . , a).
(6.4)
As in Eq. 6.2, we extend F to the completions of S¯(sL) and S¯(sL′), and a straightforward calculation shows
that
F
(
exp(sa) − 1
)
= exp(sf∗(a)) − 1. (6.5)
Remark 6.2.
1. If f : (L, ℓ) → (L′, ℓ′) and g : (L′, ℓ′) → (L′′, ℓ′′) are tame morphisms, then it follows from the
composition formula (2.6) for L∞-morphisms that gf : (L, ℓ) → (L′′, ℓ′′) is also tame. Indeed, if fk
vanishes on (L−1)⊗k for all k ≥ NL and gk vanishes on (L′−1)
⊗k for all k ≥ NL′ then (gf)k vanishes
on (L−1)⊗k for all k ≥ NLNL′ .
2. Note that the function f∗ in Eq. 6.4 is also well-defined for any coalgebra morphism F : S¯(sL) →
S¯(sL′) satisfying
F 1k (sx1, . . . , sxk) = 0 ∀x1, . . . xk ∈ L−1.
for k ≫ 1. Compatibility of F with the codifferentials is obviously not necessary. We will use this in
the proof of Prop. 6.5.
We note that the first statement in Remark 6.2 along with Eqs. 6.2, 6.3, and 6.5 imply the following result:
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Proposition 6.3 (cf. Prop. 2.2 [5]). Let f : (L, ℓ)→ (L′, ℓ′) be a tameL∞-morphism between tameZ-graded
L∞-algebras. Then the function (6.4) restricts to a well-defined function f∗ : MC(L) → MC(L′) between
the corresponding Maurer-Cartan sets. Moreover, the assignment
(L, ℓ)
f
−→ (L′, ℓ′) 7−→ MC(L)
f∗
−→ MC(L′)
is functorial.
6.1 “Deformation functors”
The following construction provides important examples of tame L∞-algebras. We denote by cdga
bnd
≥0 the
category whose objects are unital, non-negatively and cohomologically graded commutative dg k-algebras
which are bounded from above. Morphisms in cdgabnd≥0 are unit preserving cdga morphisms. Let n ∈
N ∪ {∞}. Let (L, ℓ) ∈ LienAlg
fin be a finite type Lie n-algebra and let (B, dB) ∈ cdga
bnd
≥0 . Denote by
(L⊗B, ℓB)
the Z–graded L∞-algebra whose underlying chain complex is (L⊗B, ℓB1 ) where
(L⊗B)m :=
⊕
i+j=m
Li ⊗B
−j
ℓB1 (x⊗ b) := ℓ1x⊗ b+ (−1)
|x|x⊗ dBb
and whose higher brackets are defined as:
ℓBk
(
x1 ⊗ b1, . . . , xk ⊗ bk
)
:= (−1)εℓk(x1, . . . , xk)⊗ b1b2 · · · bk, (6.6)
with
ε :=
∑
1≤i<j≤k
|bi| |xj | .
If f : (L, ℓ) → (L′, ℓ′) is a morphism of Lie n-algebras, then it is easy to verify that the maps fBk : Λ
k(L⊗
B)→ L′ ⊗B defined as
fBk
(
x1 ⊗ b1, . . . , xk ⊗ bk
)
:= (−1)εfk(x1, . . . , xk)⊗ b1b2 · · · bk. (6.7)
assemble together to give a L∞-morphism fB : (L⊗B, ℓB)→ (L′ ⊗B, ℓ′B) in L∞Alg.
Lemma 6.4. Let (L, ℓ) ∈ LienAlg
fin be a finite type Lie n-algebra and (B, dB) ∈ cdga
bnd
≥0 a bounded cdga.
1. If f : (L, ℓ)→ (L′, ℓ′) is a morphism of Lie n-algebras, then the induced L∞-morphism
fB : (L⊗B, ℓB)→ (L′ ⊗B, ℓ′B)
is a tame morphism between tame L∞-algebras.
2. The assignment
(L⊗B, ℓBk )
fB
−−→ (L′ ⊗B, ℓ′Bk ) 7−→ MC(L⊗B)
fB∗−−→ MC(L′ ⊗B).
defines a functor
MC(− ⊗B) : LienAlg
fin → Set (6.8)
natural in B ∈ cdgabnd≥0 .
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Proof. Statement (2) is straightforward. For statement (1), note that since the underlying cochain complex
of B is bounded, there exists an N ≥ 0 such that B =
⊕N
i≥0B
i. Since the underlying chain complex of
L is concentrated in non-negative degrees we have (L ⊗ B)−1 =
⊕N−1
i≥0 Li ⊗ B
i+1. It follows from Eq.
6.6 and Eq. 6.7 that for all k ≥ N , and any a1, . . . , ak ∈ (L ⊗ B)−1, we have ℓBk (a1, . . . , ak) = 0 and
fBk (a1, . . . , ak) = 0. A similar argument shows that (L
′ ⊗B, ℓ′B) is also tame.
We end this section by showing that the functorMC(−⊗B) defined in (6.8) preserves certain pullback
diagrams. We provide a detailed proof of this rather straightforward fact in order to have the analogous
statement in the category of Banach manifolds follow as a simple corollary (Cor. 6.7).
Proposition 6.5. Let B ∈ cdgabnd≥0 be a bounded cdga. Let f : (L, ℓ) → (L
′′, ℓ′′) be a fibration and
g : (L′, ℓ′) → (L′′, ℓ′′) be a morphism in LienAlg
fin. Let (L˜, ℓ˜) be the pullback of the diagram (L′, ℓ′)
g
−→
(L′′, ℓ′′)
f
←− (L, ℓ). Then the induced commutative diagram of sets
MC(L˜⊗B) MC(L⊗B)
MC(L′ ⊗B) MC(L′′ ⊗B)
fB∗
gB∗
(6.9)
is a pullback square.
Proof. We only consider here the special case when f : (L, ℓ) → (L′′, ℓ′′) is a strict fibration, since the
general case will then follow from Lemma 3.11.
Let f = f1 : (L, ℓ)→ (L′′, ℓ′′) be strict fibration and g : (L′, ℓ′)→ (L′′, ℓ′′) be amorphism in LienAlg
fin.
As in the proof of Prop. 4.1, we have the following pullback diagram in LienAlg
fin ⊆ dgCoCom≥0:
(S¯(sL˜), δ˜)
(
S¯(sL), δ
)
(
S¯(sL′), δ′
) (
S¯(sL′′), δ′′
)
PrH
Pr′H F
G
where L˜ is the pullback of diagram (4.4) in Ch≥0, and H : S¯(sL′ ⊕ sL) → S¯(sL′ ⊕ sL) is the coalgebra
isomorphism (4.5). Let B ∈ cdgabnd≥0 . For brevity, denote the pullback of diagram (6.9) as
E := MC(L′ ⊗B)×MC(L′′⊗B) MC(L⊗B) (6.10)
Then E is the equalizer of the following diagram of sets
(L′ ⊗B)−1 ×(L′′⊗B)−1 (L⊗B)−1 (L
′ ⊗B)−2 × (L⊗B)−2
curv′B × curvB
0
(6.11)
where curvB and curv′B are the curvature functions (6.1) for the tame L∞-algebras L ⊗ B and L′ ⊗ B,
respectively. There is also a similar equalizer diagram involving L˜⊗B:
MC(L˜⊗B) (L˜⊗B)−1 (L˜⊗B)−2
c˜urvB
0
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Let J : S¯(sL′ ⊕ sL) → S¯(sL′ ⊕ sL) denote the right inverse of the coalgebra morphism H given
by Eq. 4.6. It follows from Remark 6.2 and Lemma 6.4 that the function jB∗ : (L
′ ⊗ B ⊕ L ⊗ B)−1 →
(L′ ⊗B ⊕ L⊗B)−1 is well-defined. Now let
ϕ : (L′ ⊗B)−1 ×(L′′⊗B)−1 (L⊗B)−1 → (L
′ ⊗B ⊕ L⊗B)−1 (6.12)
denote the function
ϕ(a′, a) := jB∗ (a
′, a) = (a′, a−
(
s
−1σs⊗ idB
)
gB∗ (a
′)). (6.13)
First, we observe that imϕ ⊆ L˜⊗B. Indeed, we have fB∗ (a) = g
B
∗ (a
′), and since f is strict, fB∗ = f1⊗ idB.
Since the functor −⊗k B is exact, it follows from diagram (4.4) that
sL˜⊗B sL⊗B
sL′ ⊗B sL′′ ⊗B
Pr⊗idB + σG1 Pr
′⊗idB
Pr′⊗idB F1 ⊗ idB
G1 ⊗ idB
is a pullback diagram. A straightforward calculation then shows that ϕ(a′, a) ∈ L˜⊗B.
Next, we claim that the restriction of ϕ to the pullback (6.10) induces a function
ϕ|E : E → MC(L˜⊗B).
So suppose (curv′B(a′), curvB(a)) = 0. We will show that c˜urvB(ϕ(a′, a)) = 0. Let δ⊕ denote the
codifferential that encodes the product L∞-structure on L′ ⊕ L. It then follows that
curvB⊕(a
′, a) =
(
curv′B(a′), curvB(a)
)
= 0. (6.14)
Let δ˜ = J ◦ δ⊕ ◦H denote the codifferential encoding the L∞ structure on L˜, and let δ˜B denote the codif-
ferential for the induced structure on L˜⊗B. Passing to the completions, Eq. 6.2 implies that
δ˜B
(
exp(sϕ(a′, a))− 1
)
= exp(sϕ(a′, a))(sc˜urvB(ϕ(a′, a))), (6.15)
while Eq. 6.5 gives us
exp(sϕ(a′, a))− 1 = exp(sjB∗ (a
′, a))− 1 = JB
(
exp(s(a′, a))− 1
)
. (6.16)
A straightforward calculation shows that δ˜B = JB ◦ δB⊕ ◦H
B . Therefore, by combining Claim 4.2 with Eq.
6.16 we obtain:
δ˜B
(
exp(sϕ(a′, a)) − 1
)
= JBδB⊕
(
(exp(s(a′, a)) − 1
)
= JB
(
exp(s(a′, a))(s curvB⊕((a
′, a)))
)
.
It then follows from the above equality and Eq. 6.14 that δ˜B
(
exp(sϕ(a′, a)) − 1
)
= 0. Hence, Eq. 6.15
implies that c˜urvB(ϕ(a′, a)) = 0, and so the function ϕ|E fits into the following commutative diagram
E
MC(L˜⊗B) MC(L⊗B)
MC(L′ ⊗B) MC(L′′ ⊗B)
(pr h)B∗
(pr′ h)B∗ f
B
∗
gB∗
ϕ|E
(6.17)
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To see that ϕ|E is an isomorphism, first note that the dg coalgebra morphism H :
(
S¯(sL˜), δ˜
)
→
(
S¯(sL′ ⊕
sL), δ⊕
)
defined in Eq. 4.5 induces the function
hB∗ : MC(L˜⊗B)→ MC
(
(L′ ⊕ L)⊗B
)
∼= MC(L′ ⊗B)×MC(L⊗B),
where
hB∗ (a
′, a) = (a′, a+
(
s
−1σs⊗ idB
)
gB∗ (a
′)).
Furthermore, the commutativity of the above diagram (6.17) implies that
gB∗ (a
′) = fB∗
(
a+
(
s
−1σs⊗ idB
)
gB∗ (a
′)
)
.
Hence, hB∗
(
MC(L˜⊗B)
)
⊆ E. Keeping in mind the second statement in Remark 6.2, it is straightforward to
show that the functoriality described in Prop. 6.3 and Lemma 6.4 also holds for the assignment of the graded
coalgebra morphisms:
H,J : S¯(sL′ ⊕ sL)→ S¯(sL′ ⊕ sL) 7−→ hB∗ , j
B
∗ : (L
′ ⊗B ⊕ L⊗B)−1 → (L
′ ⊗B ⊕ L⊗B)−1.
It then follows from Claim 4.2 and the definition of ϕ in Eq. 6.13 that hB∗ is the explicit inverse to ϕ|E
Thus,MC(L˜⊗B) is indeed the pullback of diagram (6.9).
6.2 Maurer-Cartan sets with differentiable structure
We now consider the scenario in which all of the Maurer-Cartan sets in Prop. 6.5 have geometric structure.
Specifically, we are interested in the case when the geometry arises from a dg Banach algebra structure on
(B, dB). Examples relevant to our applications in [16] include the cdgas Ω(∆n) and Ω(Λkj ): the dg Banach
algebras of r-times continuously differentiable forms on the geometric n-simplex∆n and the geometric horn
Λkj ⊆ ∆
k, respectively. (See Sec. 5.1 of [9]).
So let k = R and suppose (B, dB) ∈ cdga
bnd
≥0 is a fixed cdga equipped with the structure of a dg
Banach algebra. If (L, ℓ) ∈ LienAlg
fin, then since L is finite type, the structure on B naturally makes
(L⊗B) into a graded Banach space. From Eqs. 6.1 and 6.6, we see that the curvature curvB : (L⊗B)−1 →
(L⊗B)−2 is a polynomial and hence a smooth function between Banach manifolds, in the sense of [13, Ch.
I,3]. Similarly, if f : (L, ℓ) → (L′, ℓ′) is a morphism in LienAlg
fin, then it follows from Eq. 6.4 and Eq. 6.7
that fB∗ : (L⊗B)−1 → (L
′ ⊗B)−1 is a smooth function.
We now restrict our focus to those (L, ℓ) ∈ LienAlg
fin which satisfy the following assumption:
Assumption 6.6. The Maurer-Cartan set MC(L ⊗ B) ⊆ (L ⊗ B)−1 is a Banach submanifold [13, Ch. II,
2] and therefore
MC(L⊗B) (L⊗B)−1 (L⊗B)−2
curvB
0
is an equalizer diagram in the category of Banach manifolds.
Corollary 6.7. Suppose B ∈ cdgabnd≥0 has the structure of a dg Banach algebra. Let f : (L, ℓ) → (L
′′, ℓ′′)
be a fibration and g : (L′, ℓ′) → (L′′, ℓ′′) be a morphism in LienAlg
fin, and let (L˜, ℓ˜) be the pullback of be
the pullback of the diagram (L′, ℓ′)
g
−→ (L′′, ℓ′′)
f
←− (L, ℓ).
Assume that all of the aforementioned Lie n-algebra satisfy assumption (6.6). If the pullback of the
diagram
MC(L′ ⊗B)
gB∗−−→ MC(L′′ ⊗B)
fB∗←−− MC(L⊗B)
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exists as a Banach manifold, then the induced commutative diagram
MC(L˜⊗B) MC(L⊗B)
MC(L′ ⊗B) MC(L′′ ⊗B)
fB∗
gB∗
is a pullback square in the category of Banach manifolds.
Proof. As in the proof of Prop. 6.5, we only consider the case when f is a strict fibration, and leave the general
case as an exercise. First we note that the underlying set of the pullback in the category of Banach manifolds
is the usual fiber product in sets [13, Ch.II,2]. Therefore, by hypothesis, E := MC(L′ ⊗ B) ×MC(L′′⊗B)
MC(L ⊗ B) admits the structure of a manifold. In the proof of Prop. 6.5, we showed that the function ϕ
defined in Eq. 6.13 induces an isomorphism
ϕ|E : E → MC(L˜⊗B)
between cones over the diagram consisting of the functions fB∗ and g
B
∗ in the category of sets. Using Eq.
6.1 and Eq. 6.4, we observe that all functions appearing in the proof of Prop. 6.5 are either polynomial
functions between Banach spaces, or maps between equalizers of such polynomial functions. The equalizers
themselves are Banach submanifolds by assumption. Hence, the morphism ϕ|E respects the differentiable
structures, as does its inverse. Therefore ϕ|E is a diffeomorphism.
We end this section by noting that the above assumption is always satisfied in our main application of
interest, when B = Ω(∆n). Indeed, this follows from a result of Henriques’ [9, Thm. 5.10] and a result of
Ševera and Širaň [17, Prop. 4.3]. Furthermore, the hypothesis in Cor. 6.7 concerning the existence of the
pullback of Maurer-Cartan spaces is satisfied if the morphism f : (L, ℓ)→ (L′, ℓ′) is a “quasi-split fibration”
[16, Sec. 6]. This is a special kind of fibration which we discuss in the next section.
7 Postnikov towers for Lie n-algebras
In this last section, we analyze the functorial aspects of Henriques’ Postnikov construction for Lie n-algebras
[9]. We show that in certain cases the Postnikov tower admits a convenient functorial decomposition. We use
this in [16] to prove that the integration functor sends a certain distinguished class of fibrations in LienAlg
fin
to fibrations between simplicial Banach manifolds. We call these distinguished fibrations “quasi-split”.
Definition 7.1. A fibration of Lie n-algebras f : (L, ℓ)→ (L′, ℓ′) is a quasi-split fibration iff:
1. the induced map in homology H(f1) : H(L)→ H(L′) is surjective in all degrees and,
2. H0(L) ∼= kerH0(f1)⊕H0(L′) in the category of Lie algebras.
Note that every acyclic fibration in LienAlg
fin is a quasi-split fibration. More generally, f : (L, ℓ) →
(L′, ℓ′) is a quasi-split fibration if kerH(f1) is central and H(f1) : H(L) → H(L′) is a split epimorphism
in the category of H0(L)-modules.
The string Lie 2-algebra (g ⊕ R[−1], {ℓ1, ℓ2, ℓ3}) associated to a simple Lie algebra g of compact type
was the original motivation for Henriques’ work in [9]. It sits in a quasi-split fiber sequence of the form
R R 0
0 g g
id
ℓ1 = 0
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This is a special case of a more general fiber sequence called a "central n-extension". (See [16, Sec. 6].)
7.1 Morphisms between towers
Let (L, ℓ) be a Lie n-algebra. Following [9, Def. 5.6], we consider two different truncations of the underlying
chain complex (L, d = ℓ1). For any m ≥ 0, denote by τ≤mL and τ<mL the following (m + 1)-term
complexes:
(τ≤mL)i =

Li if i < m,
coker(dm+1) if i = m,
0 if i > m,
(τ<mL)i =

Li if i < m,
im(dm) if i = m,
0 if i > m.
(7.1)
In degree m, the differentials for τ≤mL and τ<mL are dm : Lm/ im(dm+1) → Lm−1, and the inclusion
im(dm) →֒ Lm−1, respectively. The homology complexes of τ≤mL and τ<mL are
Hi(τ≤mL) =
{
Hi(L) if i ≤ m,
0 if i > m,
Hi(τ<mL) =
{
Hi(L) if i < m,
0 if i ≥ m.
We have the following surjective chain maps
p≤m : L→ τ≤mL p<m : L→ τ<mL (7.2)
where in degreem, themap p≤m is the surjection Lm → coker(dm+1), and p<m is the differential dm : Lm →
im(dm). There are also the similarly defined surjective chain maps
q≤m : τ≤mL→ τ<mL, q<m+1 : τ<m+1L
∼
−→ τ≤mL. (7.3)
The map q≤m in degreem is the differential dm : coker dm+1 → im dm, and the identity in all other degrees.
The map q<m+1 is the projection Lm → coker dm+1 in degree m, the identity in all degrees < m, and the
zero map in degree m+ 1. We note that q<m+1 is a quasi-isomorphism of complexes.
Proposition 7.2. Let (L, ℓ) be a Lie n-algebra.
1. The Lie n-algebra structure on (L, ℓ) induces Lie (m + 1)-structures on the complexes τ≤mL and
τ<mL whose brackets are given by
τ≤mℓk(x¯1, . . . , x¯k) := p≤mℓk(x1, . . . , xk), τ<mℓk(y¯1, . . . , y¯k) := p<mℓk(y1, . . . , yk),
where x¯i = p≤m(xi) and y¯i = p<m(yi).
2. The assignments (L, ℓ) 7→ (τ≤mL, τ≤mℓ) and (L, ℓ) 7→ (τ<mL, τ<mℓ) are functorial.
3. An L∞-morphism φ : (L, ℓ)→ (L
′, ℓ′) induces a morphism of towers of Lie n-algebras
· · · τ≤m−1L τ<m−1L τ≤m−2L · · · τ≤1L τ<1L τ≤0L
· · · τ≤m−1L
′ τ<m−1L
′ τ≤m−2L
′ · · · τ≤1L
′ τ<1L
′ τ≤0L
′
q≤m−1 q<m−1 q≤m−2 q≤1 q<1
q′
≤m−1 q
′
<m−1 q
′
≤m−2
q′
≤1 q
′
<1
τ<m−1φ τ≤m−2φ τ≤1φ τ<1φ τ≤0φ (7.4)
in which the horizontal arrows are the strict L∞-morphisms induced by the surjective chain maps
(7.3).
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Proof. Weprove (1) and (2) for τ≤mL. The same arguments apply for τ<mL. First, we verify that the brackets
τ≤mℓk are well-defined. For degree reasons, the only non-trivial case to check is τ≤mℓ2(x¯1, x¯2)when x¯1 is in
degreem and x¯2 is in degree 0. Suppose x1 = x′1+dm+1z, where dm+1 is the differential ℓ1 in degreem+1.
The Jacobi-like identities (3.2) for theL∞-structure imply that the degree 0 bracket ℓ2 satisfies ℓ1ℓ2(x1, x2) =
ℓ2(ℓ1x1, x2)+ℓ2(ℓ1x1, x2) = ℓ2(x1, ℓ1x2). Hence, ℓ2(x1, x2) = ℓ2(x′1, x2)+dm+1ℓ2(z, x2), and so τ≤mℓ2
is well-defined. The fact that the brackets ℓk satisfy the identities (3.2) immediately implies that the brackets
τ≤mℓk satisfy them as well.
Next, let φ : (L, ℓ)→ (L′, ℓ′) be a morphism in LienAlg. Define maps τ≤mφk : Λkτ≤mL→ τ≤mL′ by
τ≤mφk(x¯1, . . . , x¯k) := p
′
≤mφk(x1, . . . , xk),
where p′≤m : L
′ → τ≤mL
′ is the projection (7.2). We verify that these are well-defined. Again, for de-
gree reasons, the only non-trivial case to check is τ≤mφ1(x¯) with x¯ in degree m. Recall that φ1 is a chain
map (Remark 3.2). Hence, if x1 = x′1 + dm+1z, then τ≤mφ1(x¯) = τ≤mφ1(x¯
′). The fact that the maps
φk satisfy the defining equations (2.11) immediately implies that the maps τ≤mφk form an L∞-morphism
τ≤mφ : (τ≤mL, τ≤mℓ)→ (τ≤mL
′, τ≤mℓ
′).
For statement (3), since the L∞ brackets for τ≤mL and τ<mL are defined using the projection maps
(7.2), it is easy to see that the horizontal projections in the diagram (7.4) are strict L∞-morphisms. Since the
vertical morphisms τ≤mφ and τ<mφ are also defined using the projection maps (7.2), the diagram indeed
commutes.
Remark 7.3. The Lie n-algebra τ≤0L is just the Lie algebra H0(L) concentrated in degree zero. Given a
morphism of Lie n-algebras f : (L, ℓ) → (L′, ℓ′), the induced morphism τ≤0f : H0(L) → H0(L′) of Lie
algebras is the morphism H0(f1) from Remark 3.2.
7.2 A functorial decomposition of towers
Let f : (L, ℓ) → (L′, ℓ′) be a quasi-split fibration (7.1). Our goal is to decompose the induced morphism
between the Postnikov towers associated to L and L′. Let us make two simple initial observations. First,
recall that every fibration in LienAlg can be factored into an isomorphism followed by a strict fibration (Prop.
3.8). Hence, we restrict our discussion here to strict quasi-split fibrations. Second, it follows directly from
the definition that every quasi-split fibration is an L∞-epimorphism (Def. 3.3). Therefore, we present our
results below in a slightly more general context for the case when f is a strict L∞-epimorphism.
We begin with the following useful lemma. A variation of this result arises in the construction of minimal
models for L∞-algebras.
Lemma 7.4. Let f : (L, ℓ) → (L′, ℓ′) be an acyclic fibration in LienAlg. Let (ker f1, ℓ1) denote the kernel
of the chain map f1 : (L, ℓ1)→ (L
′, ℓ′1) considered as an abelian Lie n-algebra (Example 3.4). Then there
exists a L∞-morphism
r : (L, ℓk)→ (ker f1, ℓ1)
such that the morphism induced via the universal property of the product:(
f, r
)
: (L, ℓ)→ (L′ ⊕ ker f1, ℓ
′ ⊕ ℓker f ) (7.5)
is an isomorphism of Lie n-algebras.
Proof. Since f is an acyclic fibration, the chain map f1 : (L, ℓ1)→ (L′, ℓ′1) is an acyclic fibration in Ch
proj
≥0 .
Therefore, there exists a chain map σ : (L′, ℓ′1) → (L, ℓ1) such that f1σ = idL′ . Moreover, since the
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complexes (L, ℓ1) and (L′, ℓ′1) are bifibrant in Ch
proj
≥0 , there exists a chain homotopy h : L → L such that
idL − σf1 = ℓ1h+ hℓ1. We consider the following chain map:
g1 : L→ ker f1, g1 := idL − σf1 (7.6)
and for k ≥ 2, define the degree k − 1 multi-linear maps
gk : Λ
kL→ ker f1, gk := g1 ◦ h ◦ ℓk. (7.7)
LetG : S¯(sL)→ S¯(s ker f1) denote the coalgebra map associated to the maps gk. Let δ and δker f1 denote the
codifferentials corresponding to theL∞-structures onL and ker f1, respectively. We verify that (δker f1◦G)
1
m
equals (G ◦ δ)1m for allm ≥ 1. Indeed, since g1 is a chain map, we have (δker f1 ◦G)
1
1 = (G ◦ δ)
1
1. Now let
m ≥ 2. Equations 3.3 and 3.5 imply that(
δker f1 ◦G)
1
m = (−1)
m(m−1)
2 s
(
ℓ1g1hℓm
)
(s−1)⊗m (7.8)
and
(G ◦ δ)1m = G
1
1δ
1
m +
m∑
k≥2
G1kδ
k
m = G
1
1δ
1
m +
m∑
k≥2
+sg1 ◦ hs
−1δ1kδ
k
m. (7.9)
Since δ ◦ δ = 0, we use Eq. 2.10 to rewrite the last term on the right hand side:
(G ◦ δ)1m = G
1
1δ
1
m − sg1hs
−1δ11δ
1
m = (−1)
m(m−1)
2 s
(
g1 − g1hℓ1
)
ℓm(s
−1)⊗m.
By comparing the above equality with Eq. 7.8, and using the fact that g1 − g1hℓ1 = ℓ1gh, we conclude that(
δker f1 ◦G)
1
m = (G ◦ δ)
1
m. Hence, g : (L, ℓk) → (ker f1, ℓ1) is an L∞-morphism. Finally, since the linear
map (f1, g1) : L→ L′ ⊕ ker f1 is an isomorphism of complexes, it follows that the induced morphism(
F,G
)
: L→ L′ ⊕ ker f1
is an L∞-isomorphism.
Our first decomposition result involves the commuting squares in (7.4) whose top edges are the strict
acyclic fibrations q<m+1 : (τ<m+1L, τ<m+1ℓ) → (τ≤mL, τ≤mℓ) defined (7.3). Let ker q<m+1 denote the
kernel of the strict acyclic fibration of the chain map q<m+1. Then ker q<m+1 is an abelian Lie n-algebra
concentrated in degrees m andm+ 1 with
(ker q<m+1)m = im dm+1, (ker q<m+1)m+1 = im dm+1[−1]. (7.10)
The induced differential ℓker = ℓ1 on ker q<m+1 is simply the desuspension isomorphism.
Proposition 7.5. Let f : (L, ℓ) → (L′, ℓ′) be a strict L∞-epimorphism between Lie n-algebras. Then there
exists morphisms in LienAlg
r : (τ<m+1L, τ<m+1ℓ)→ (ker q<m+1, ℓ
ker), r′ : (τ<m+1L
′, τ<m+1ℓ
′)→ (ker q′<m+1, ℓ
′ ker)
inducing L∞-isomorphisms(
q<m+1, r
)
:
(
τ<m+1L, τ<m+1ℓ
) ∼=
−→
(
τ≤mL⊕ ker q<m+1, τ≤mℓ⊕ ℓ
ker
)
(
q′<m+1, r
′
)
:
(
τ<m+1L
′, τ<m+1ℓ
′
) ∼=
−→
(
τ≤mL
′ ⊕ ker q′<m+1, τ≤mℓ
′ ⊕ ℓ′ ker
)
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such that the following diagram commutes in LienAlg:
τ<m+1L τ≤mL⊕ ker q<m+1
τ<m+1L
′ τ≤mL
′ ⊕ ker q′<m+1
(
q<m+1, r
)
∼=
τ<m+1f τ≤mf ⊕ τ<m+1f |ker(
q′<m+1, r
′
)
∼=
(7.11)
Proof. Since f is strict, we have f = f1 and so Prop. 7.2 implies that we have the following commutative
diagram in LienAlg:
τ<m+1L τ≤mL
τ<m+1L
′ τ≤mL
′
q<m+1
τ<m+1f1 τ≤mf1
q′<m+1
(7.12)
For the sake of brevity, let V and V ′ denote the abelian Lie n-algebras ker q<m+1 and ker q′<m+1, respec-
tively.
Since q<m+1 and q′<m+1 are acyclic fibrations, Lemma 7.4 provides us with L∞-isomorphisms
(q<m+1, r) : τ<m+1L
∼=
−→ τ≤mL⊕ V and (q′<m+1, r
′) : τ<m+1L
′
∼=
−→ τ≤mL
′ ⊕ V ′. We will show that in the
proof of Lemma 7.4, we can choose the morphisms r and r′ such that diagram (7.11) commutes.
In degree m, (7.12) corresponds to the following commutative diagram between short exact sequences
of vector spaces:
im dm+1 Lm coker dm+1
im d′m+1 L
′
m coker d
′
m+1
i
i′
π
π′
τ<m+1f1|imd τ<m+1f1 τ≤mf1
Since f is an L∞-epimorphism, the maps τ<m+1f1|im d and τ≤mf1 are surjections. This, along with the fact
that the rows are exact, implies that there exists sections s : coker dm+1 → Lm, and s′ : coker d′m+1 → L
′
m,
of π and π′, respectively, such that
τ<m+1f1 ◦ s = s
′ ◦ τ≤mf1.
The linear maps s and s′ induce sections σ : τ≤mL→ τ<m+1L and σ′ : τ≤mL′ → τ<m+1L′ in Ch≥0 of the
chain maps q<m+1 and q′m+1, respectively. Explicitly, we have
σ(x) :=

x, if |x| < m
0, if |x| > m
s(x), if |x| = m
with an analogous formula for σ′. Moreover, it follows that
τ<m+1f1 ◦ σ = σ
′ ◦ τ≤mf1. (7.13)
We then construct chain homotopies h : τ<m+1L→ τ<m+1L[1] and h′ : τ<m+1L′ → τ<m+1L′[1], as in the
proof of Lemma 7.4. Explicitly, we have
h(x) :=
{
0, if |x| < m or |x| > m
s(x− sπ(x)) ∈ im(dm+1)[1], if |x| = m
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with an analogous formula for h′. Hence, the homotopies satisfy
τ<m+1f1 ◦ h = h
′ ◦ τ<m+1f1. (7.14)
We then use the chain maps σ, σ′, the homotopies h and h′, and the L∞-structures τ<m+1ℓ and τ<m+1ℓ′ to
construct L∞-morphisms
r : τ<m+1L→ V, r
′ : τ<m+1L
′ → V ′
via formulas (7.6) and (7.7) in the proof of Lemma 7.4.
Using (7.13), (7.14), and the fact that τ<m+1f1 is an L∞-morphism, a direct computation verifies that
for all k ≥ 1, we have
r′k ◦
(
τ<m+1f1
)⊗k
= τ<m+1f1|V ◦ rk.
Hence, the diagram (7.11) commutes.
Now letm ≥ 1. We focus on those commuting squares in (7.4) whose top edges are the strict quasi-split
fibrations q≤m : (τ≤mL, τ≤mℓ)→ (τ<mL, τ<mℓ) defined (7.3). As a chain map, q≤m induces a short exact
sequence of chain complexes
Hm
i
−→ τ≤mL
q≤m
−−−→ τ<mL
where Hn is the homology group Hn(L) concentrated in degree n with trivial differential. Our second
decomposition result is the following:
Proposition 7.6. Letm ≥ 1 and let f : (L, ℓ) → (L′, ℓ′) be a strict L∞-epimorphism in LienAlg such that
the induced map in homology
H(f1) : Hm → H
′
m
is surjective in degreem. Then there exists L∞-structures ℓˆ and ℓˆ
′ on the graded vector spaces τ<mL⊕Hm
and τ<mL
′ ⊕H ′m, respectively, and L∞-isomorphisms
qˆ : (τ≤mL, τ≤mℓ)
∼=
−→
(
τ<mL⊕Hm, ℓˆ
)
qˆ′ : (τ≤mL
′, τ≤mℓ
′)
∼=
−→
(
τ<mL
′ ⊕H ′m, ℓˆ
′
)
such that the following diagram of strict L∞-morphisms commutes
(τ≤mL, τ≤mℓ) (τ<mL⊕Hm, ℓˆ)
(τ≤mL
′, τ≤mℓ
′) (τ<mL
′ ⊕H ′m, ℓˆ
′)
qˆ
∼=
τ≤mf τ<mf ⊕H(f)
qˆ′
∼=
(7.15)
Proof. Since f is strict, we have f = f1 and so Prop. 7.2 implies that we have the following commutative
diagram in LienAlg:
τ≤mL τ<mL
τ≤mL
′ τ<mL
′
q≤m
τ≤mf1 τ<mf1
q′
≤m
(7.16)
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In degreem, this corresponds to the following commutative diagram between short exact sequences of vector
spaces:
Hm coker dm+1 im dm[−1]
H ′m coker d
′
m+1 im d
′
m[−1]
i
i′
dm
d′m
H(f1) τ≤mf1 τ<mf1
By hypothesis, the vertical maps are surjections. Let
µ : H ′m → Hm, ν : im d
′
m[−1]→ im dm[−1], ψ : im dm[−1]→ coker dm+1,
be sections of H(f1), τ<mf1, and dm, respectively. Denote by s′ : im d′m[−1] → coker d
′
m+1 the com-
position s′ := τ≤mf1 ◦ ψ ◦ ν. In general, the linear map τ≤mf1ψ − s′τ<mf1 will not equal zero. So let
s : im dm[−1]→ coker dm+1 be the composition s := ψ− i ◦ µ ◦ (τ≤mf1ψ− s′τ<mf1). Then s and s′ are
sections of dm and d′m, respectively, and
τ≤mf1 ◦ s = s
′ ◦ τ<mf1.
We use s and s′ to define chain maps. Let t : τ<mL→ τ≤mL and rˆ : τ≤mL→ Hm be the linear maps
t(x) :=
{
s(x), if |x| = m
x, if |x| < m,
rˆ := id− tq≤m
respectively. Then the isomorphism qˆ : τ≤mL→ τ<mL⊕Hm is defined to be
qˆ(z) :=
(
q≤m(z), rˆ(z)
)
.
The map qˆ′ is defined in the analogous way, using the section s′ instead of s. Hence (7.15) commutes as a
diagram in the category Ch≥0.
Finally, we construct compatible L∞-structures on τ<mL⊕Hm and τ<mL′⊕H ′m via transfer across the
isomorphisms qˆ and qˆ′. For each k ≥ 1, we define
ℓˆk := qˆ ◦ τ≤mℓk ◦
(
qˆ−1
)⊗k
, ℓˆ′k := qˆ
′ ◦ τ≤mℓ
′
k ◦
(
qˆ′−1
)⊗k
. (7.17)
Hence, by construction, the chain maps qˆ and qˆ′ lift to L∞-isomorphisms.
7.2.1 The structure of the “twisted product” (τ<mL⊕Hm, ℓˆ)
We emphasize that, in general, the Lie n-algebra
(
τ<mL⊕Hm, ℓˆ
)
defined in the above proof of Cor. 7.6 is
not the categorical product of the Lie n-algebra (τ<mL, τ<mℓ) with the abelian Lie n-algebra Hm. This is
in contrast with the decomposition τ<m+1L ∼= τ≤mL⊕ ker q<m+1 given in Prop. 7.5.
Indeed, it follows from the definition of qˆ given in the above proof that theL∞-structure maps ℓˆk : Λk(τ<mL⊕
Hm)→ τ<mL⊕Hm defined in Eq. 7.17 can be written as
ℓˆk
(
(x1, y1), (x2, y2), . . . , (xk, yk)
)
=(
τ<mℓk
(
x1, x2, . . . , xk), rˆ ◦ τ≤mℓk
(
tx1 + y1, tx2 + y2, . . . , txk + yk)
)
. (7.18)
Note that there is only one non-trivial structure map ℓˆk that involves non-zero inputs from Hm, since Hm is
concentrated in top degreem. Namely:
ℓˆ2
(
(x, 0), (0, y)
)
=
(
0, ℓ2(x, y)
)
,
where x ∈ L0 = τ<mL0 is an element of degree 0 and y ∈ Hm. This simple observation plays a key role in
our study [16] of integrated quasi-split fibrations.
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