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Naslov: Strojno učenje na medicinskih podatkih z interpretabilnimi modeli
Avtor: Jure Vito Srovin
Modeli strojnega učenja se uporabljajo v mnogih domenah, v katerih imajo
napake lahko hude posledice na posameznika in družbo. Napačne klasifikacije
in vzroke za njih je pogosto težko odkriti, še posebej pri uporabi kompleksnih
modelov, katerih delovanje je človeku nerazumljivo. Cilj diplomske naloge je
predstaviti pomen zmožnosti interpretacije modelov strojnega učenja in pre-
veriti uspešnost delovanja preprostih modelov, ki so sami po sebi interpreta-
bilni. Preizkusili smo RiskSLIM, algoritem za gradnjo redkih celoštevilskih
linearnih modelov, ki so enostavni za uporabo, in ga primerjali z bolj prilju-
bljenimi metodami strojnega učenja. Rezultate smo pridobili na dvorazre-
dnih in večrazrednih medicinskih podatkovnih množicah različnih velikosti.
Uspešnost modelov RiskSLIM na binarnih množicah je bila nekoliko slabša
od preostalih metod, vendar še vedno zelo dobra. RiskSLIM ponuja odlično
razmerje med interpretabilnostjo modela in uspešnostjo klasifikacij. Ven-
dar pa deluje slabo na množicah, pri katerih je za uspešno klasifikacijo treba
upoštevati veliko število atributov, kar pri RiskSLIM ni možno, saj je omejen
na majhno število značilk. Uporabljamo ga lahko tudi na večrazrednih po-
datkovnih množicah s pomočjo metaklasifikatorjev. Njegova velika slabost je
dolgotrajen postopek gradnje modela, ki se eksponentno podalǰsuje z večjim
številom atributov v množici. Zamudna je tudi ročna obdelava podatkov, saj
je treba analizirati in diskretizirati vsako značilko posebej.
Ključne besede: interpretabilni modeli, RiskSLIM, strojno učenje v medi-
cini.
Abstract
Title: Machine learning in medicine with interpretable models
Author: Jure Vito Srovin
Machine learning models are used in many domains where wrong decisions
can have severe consequences for the individual and society. Misclassifica-
tions and their causes are often di cult to detect, especially when using
complex models whose decision-making behaviour is unintelligible to hu-
mans. The goal of the thesis is to present the importance of interpretability
of machine learning models and evaluate the performance of simple mod-
els that are inherently interpretable. We tested RiskSLIM, an algorithm for
building sparse linear integer models that are easy to use and compared it
to more popular machine learning methods. Results were obtained on bi-
nary and multiclass medical datasets of di↵erent sizes. The performance of
RiskSLIM models on binary datasets was slightly worse than performance
of other methods, but very good nonetheless. RiskSLIM o↵ers an excellent
trade-o↵ between model interpretability and classification accuracy. How-
ever, it has poor performance on datasets, where a large number of features
is required for successful classification, which is not possible with RiskSLIM,
as it is limited to a small number of features per model. It can also be
utilized on multiclass datasets using meta-classifiers. Its major drawback is
the lengthy process of building the model, which is exponentially extended
on datasets with large number of features. Manual data processing is also
time consuming, as it is necessary to analyze and discretize each feature
individually.
Keywords: interpretable models, RiskSLIM, machine learning in medicine.
Poglavje 1
Uvod
V današnjem svetu je uporaba strojnega učenja pogosto sestavni del mo-
dernih sistemov različnih industrij. Strojno učenje se uporablja v medijski
industriji za priporočanje gledane vsebine in na spletnih trgovinah za pri-
poročanje izdelkov, ki so kupcu potencialno zanimivi. Uporablja se tudi v
oglaševanju za personalizirani in učinkoviteǰsi prikaz oglasov, v finančni in-
dustriji za pametno posojanje kreditev, v kazenskem pravosodju za oceno
verjetnosti ponovnega prekrška ter na področju medicine za postavljanje di-
agnoz in obdelavo rentgenskih slik.
1.1 Uporaba strojnega učenja v medicini
Eden izmed najbolj perspektivnih področij uporabe strojnega učenja je me-
dicina. Strojno učenje se tu uporablja za postavljanje diagnoz, prognoz in
razvoj novih načinov zdravljenja. Napačne odločitve v medicini imajo lahko
hude posledice. Ravno zato je ključnega pomena, da se v primeru napačne
odločitve ugotovi vzrok napake in popravi model. Trenutni trend je upo-
raba tako imenovanih črnih škatel; kompleksnih modelov, ki imajo pogosto
visoko klasifikacijsko točnost. Vendar pa je zaradi kompleksnosti odločanje
teh modelov pogosto nerazložljivo uporabnikom in celo njihovim razvijalcem.
To pomeni, da v primeru napake vzroka ni tako enostavno najti. Razvijalci
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si poskušajo razlagati delovanje kompleksnih modelov s pomočjo drugega
modela, ki je zgrajen naknadno. Vendar pa ti modeli razlage ne poskušajo
vedno posnemati izračunov in operacij originalnega modela, niti ne upora-
bljajo enakih značilk. Torej se ne odločajo na enak način in so posledično
nezanesljivi.[1] Namesto kompleksnih neinterpretabilnih modelov bi morali
začeti uporabljati modele, ki so sami po sebi interpretabilni in enostavni
za uporabo. Zdravnik pri takšnem modelu hitro ugotovi, kako je prǐsel do
sklepa, katere podatke je uporabil pri odločanju in kakšno pomembnost jim
je prepisal. Model deluje kot podalǰsek specialista.[2][3]
Modeli ocene tveganja (v nadaljevanju risk scores) so dober primer takšnih
modelov, vendar niso tako natančni kot nekatere bolj znane metode strojnega
učenja, saj so pogosto zgrajeni z zaokrožitvijo koeficientov logistične regresije.
RiskSLIM[4] je knjižnica, ki obravnava gradnjo risk scores kot optimizacijski
problem. Izbere najbolǰse značilke, jim dodeli celoštevilske koeficiente in pri
končni rešitvi upošteva postavljene omejitve. V diplomskem delu bomo pre-
verili uporabnost modelov, zgrajenih s pomočjo algoritma RiskSLIM, in jih
primerjali z več priljubljenimi metodami strojnega učenja.[5]
1.2 Struktura naloge
V drugem poglavju naredimo splošen pregled uporabe strojnega učenja na
področju medicine, pogoste načine uporabe v praksi in potencialne smeri ra-
zvoja. Predstavimo tudi prednosti interpretabilnih modelov in problematiko
črnih škatel. V tretjem poglavju opǐsemo teoretično ozadje in lastnosti de-
lovanja algoritma RiskSLIM. V četrtem opǐsemo, katere podatke RiskSLIM
sprejema in načine njihove obdelave. V petem poglavju primerjamo rezul-
tate algoritma RiskSLIM z rezultati drugih bolj priljubljenih metod stroj-




Strojno učenje je veja umetne inteligence, specializirana za gradnjo aplikacij,
ki se učijo s pomočjo podatkov in izbolǰsujejo svojo točnost skozi čas. Algo-
ritmi ǐsčejo vzorce v učni množici in na podlagi novih podatkov sprejemajo
odločitve.[6]
2.1 Strojno učenje v medicini
Strojno učenje se v medicini uporablja za postavljanje prognoz, diagnoz,
ter odkrivanje novih oblik bolezni in načinov zdravljenja. Preprosta oblika
odločilnih modelov, ki se v medicini uporabljajo že dolgo, so modeli ocene tve-
ganja (risk scores).[5] Med bolj poznanimi je Framingham Risk Score, ki oceni
tveganje nastanka bolezni srca in ožilja pri posamezniku določenega spola v
naslednjih desetih letih.[7] Gre za enostavne oblike linearnih odločitvenih mo-
delov, ki se uporabljajo zaradi preprostosti in razumljivosti pri ocenjevanju
tveganj. V zadnjih letih so v uporabi tudi kompleksneǰse metode. Algoritmi
nadzorovanega učenja se v medicini med drugim uporabljajo za diagnostici-
ranje in postavljanje prognoz, za avtomatsko interpretacijo meritev EKG in
prepoznavanje pljučnih tumorjev na podlagi rentgenskih slik.[7] V nasprotju
z nadzorovanim učenjem pri nenadzorovanem ne želimo klasificirati primerov,
temveč želimo najti nove vzorce in odkriti podskupine, ki jih prej nismo po-
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znali. Na ta način lahko odkrijemo povsem nove vzroke za bolezni in načine,
kako jih zdraviti.[7]
Pri gradnji modelov je izbira vrste odločitvenih modelov odvisna od pro-
blema in danih podatkov. Na primer, ko je učna množica relativno majhna,
je uporaba enostavnih modelov, kot sta linearna in logistična regresija, zelo
učinkovita. Učna napaka ne bo tako majhna kot pri kompleksneǰsih meto-
dah, vendar pa bo model bolj splošen in bo bolje deloval na skritih primerih.
Vsi algoritmi imajo svoje prednosti in slabosti, ki se jih je treba zavedati.
Kvaliteta odločilnega modela je odvisna predvsem od kvalitete podatkov,
na katerih je zgrajen. To pri medicinskih podatkih lahko predstavlja težavo,
saj se na primer rezultati odvzema krvi lahko zelo razlikujejo glede na uro od-
vzema. V zdravstvu bolnikom pogosto odvzemajo le meritve, ki so potrebne
v določenih okolǐsčinah. Kljub temu da je lahko vrednost npr. laktata v krvi
zelo dober napovednik smrtnosti, je večini bolnikov ne izmerijo [8]. Zaradi
tega so zdravnǐski zapisi pogosto pomanjkljivi in je pri gradnji modela treba
ustrezno obravnavati manjkajoče vrednosti. Domensko znanje zelo pomaga
pri izbiri atributov, saj slednji morda sami po sebi ne prispevajo veliko k
klasifikaciji, vendar pa par ali trojica teh močno vpliva na končni razred.
Še posebej pomembno je pri gradnji interpretabilnih modelov, saj morajo ti
upoštevati strukturno znanje domene.
Da bo uporaba strojnega učenja postala nepogrešljiv del zdravstva, mo-
ramo odpraviti še številne ovire in razrešiti številne etične dileme. Anketa
je pokazala, da se 63 % odraslih v Veliki Britaniji ne strinja z uporabo svo-
jih osebnih podatkov za izbolǰsanje zdravstvenih storitev. Odgovori v anketi
prav tako niso naklonjeni uporabi sistemov umetne inteligence pri nalogah,
ki jih sedaj še uspešno upravljajo zdravniki. Zasebnost, nepristranskost po-
datkov in vprašanje odgovornosti so glavne ovire strojnega učenja v medicini.
Zdravnǐska kartoteka je zaupen dokument, s katerim je treba ravnati etično
in s privolitvijo bolnika. Uporaba teh podatkov v strojnem učenju mora biti
anonimna in v skladu z vsemi predpisi ter regulacijami. Pomembno je tudi,
da je podatkovna množica, na kateri je zgrajen model, poštena in predstavlja
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realno epidemiološko sliko ciljne skupine. Na primer – model, ki je nastal na
podlagi podatkov stareǰsih belih moških, bo delal slabe predikcije na prime-
rih, v katerih je oseba mlada temnopolta ženska. Pristranskost podatkov vodi
k pristranskosti modela in močno poslabša kvaliteto njegovih klasifikacij.[9]
Največjo oviro predstavljajo neinterpretabilne metode strojnega učenja, ka-
terih delovanje je včasih skrito tudi razvijalcem. Pojasnitev načina zdravlje-
nja bolniku je ena izmed glavnih etičnih načel v medicini. Zdi pa se, da je
upoštevanje tega načela nemogoče, če zdravnik ne razume osnovne logike, s
katero se odloča model. Obrazložitev uporabljenih sistemov strojnega učenja
in njihovega delovanja bi morda povečala bolnikovo zaupanje vanje.[9]
2.2 Interpretabilnost modelov
Interpretabilnost modelov je zmožnost razumevanja njihovega delovanja in
načina klasifikacije. Neinterpretabilnim modelov pravimo tudi črne škatle, saj
v njihovo notranjost nimamo vpogleda. Model je črna škatla takrat, kadar
je njegovo delovanje prekompleksno za človeško razumevanje, ali pa, kadar
je model lastnǐski. Pri kompleksnem modelu poznamo vsaj spremenljivke, ki
jih uporablja, česar pri lastnǐskem ne. Črne škatle se dandanes uporabljajo
na mnogih področjih, kjer si napačnih klasifikacij ne smemo privoščiti.[1]
Napačna diagnoza bolnikovega obolenja lahko vodi do neuspešnega zdravlje-
nja ali celo smrti. Modeli v kazenskem pravosodju lahko nepravično zavrnejo
prošnjo pogojnega izpusta ali omogočijo izpust družbi nevarnega človeka.
Vse te odločitve imajo lahko hude posledice na človeka in družbo. Da bi
takšne napake preprečili, so si izmislili metode, ki razlagajo odločitve črnih
škatel, namesto da bi uporabljali modele, ki so sami po sebi razložljivi. Te
metode lahko imenujemo modeli razlage. Morajo popolnoma posnemati no-
tranje delovanje kompleksnega modela, uporabljati enake vhode in jih enako
obdelovati. Razlaga kompleksnega modela je po definiciji nezanesljiva, saj
bi morala biti, če bi bila povsem pravilna, enaka prvotnemu modelu, ki pa
ga v tem primeru ne bi več potrebovali.[1] Model razlage, ki je v 90 % skla-
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den s prvotnim modelom, večinoma podaja pravilno razlago, vendar pa v
10 % podaja napačno, kar pomeni, da ne moramo zaupati razlagi in po-
sledično prvotnemu modelu. Na primer – modeli, ki predvidevajo, ali bo
kršitelj ponovno kršil, za napovedi uporabljajo le starost in pretekle kršitve.
Ker je rasa v teh podatkovnih zbirkah korelirana s starostjo in preteklimi
prekrški, lahko model razlage razlaga odločitve prvotnega modela s pravilom
”Ta oseba bo aretirana, ker je temnopolta”. To je napačna interpretacija
delovanja prvotnega modela, saj se model razlage odloča na podlagi drugih
vhodnih atributov kot prvotni model.[1]
Dober primer nepopolne razlage so tudi slike opaznosti (v nadaljevanju
saliency maps), ki se uporabljajo na področju računalnǐskega vida in nam
povejo, kateri del slike nevronska mreža obdeluje. Pokaže lahko le, katero
območje slike klasifikator upošteva, ne pa, na kakšen način to območje upo-
rabi pri klasifikaciji. Saliency map je na primer za razlago klasifikacije slike
sibirskega haskija zelo podoben pri pravilni in napačni klasifikaciji. Dokaz,
da je žival na sliki sibirski haski, je skoraj enak dokazu, da se na sliki nahaja
prečna flavta.
Slika 2.1: Saliency maps kažejo, kateri del slike algoritem opazuje. Na levi je
dokaz, da je na sliki sibirski haski, na desni pa dokaz, da je na sliki prečna
flavta.[1]
Pogosta domneva je, da so kompleksni modeli potrebni za visoko točnost
klasifikacij. Vendar to ni vedno res, posebej takrat, ko so podatki dobro
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strukturirani in imajo smiselne atribute. V računalnǐskem vidu pa so v veliki
prednosti algoritmi globokega učenja, saj slike vsebujejo ogromno količino
brezpomenskih atributov. Pri izdelavi modelov se v praksi model iterativno
izbolǰsuje. Po interpretaciji rezultatov preoblikujemo podatkovno množico in
zgradimo bolǰsi model. V tem primeru večja interpretabilnost vodi k bolǰsi
točnosti.[1]
Lastnǐski modeli so intelektualna lastnina. Podjetja ne želijo, da bi se
njihova metoda strojnega učenja uporabljala zastonj, zato so delovanje in
podatki, ki jih uporablja, skriti. Pogosto so ti modeli kompleksneǰsi, kot bi
bilo potrebno, saj jih je tako težje posnemati. Če bi razkrili model, bi s
tem razkrili tudi poslovno skrivnost. V medicini se pojavlja trend slepega
sprejemanja črnih škatel, kar podjetjem omogoča prodajo takšnih modelov
zdravstvenim ustanovam. Na področju radiologije in spremljanja stanja pa-
cienta, na primer EKG, je velika potreba po avtomatizaciji. Računalniki
hitreje obdelujejo podatke od človeka in se enako odločajo ne glede na čas
v dnevu. Ravno zato je na teh področjih uporaba strojnega učenja zelo
koristna. Vendar pa se nevronske mreže lahko naučijo klasificirati rentgen-
ske slike ne na podlagi slikanega področja telesa, temveč na podlagi napisov
ali ostalih artifaktov, ki so posledica specifične radiološke opreme.[1] Takšne
težave bi hitreje odkrili z uporabo interpretabilnih modelov ali celo z uporabo
razložljivih modelov. Velik problem je tudi pri sprejemanju odgovornosti za
nastale napake. Podjetja, ki služijo na račun lastnǐskih modelov, zelo redko
prevzemajo odgovornost v primeru slabe klasifikacije, saj tudi ne vedo ve-
dno, zakaj je do nje prǐslo. Pacient je lahko zaradi napačne diagnoze resno
oškodovan, medtem ko podjetje, ki je model zgradilo, za takšno napako ni
vedno odgovorno. Trenutna zakonodaja, kot je na primer evropski GDPR
[10], zahteva obrazložitev klasifikacij, ne pa intepretabilnosti samih modelov.
Posledično so nepopolne ali celo napačne razlage sprejemljive.[1]
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Poglavje 3
Algoritem RiskSLIM
Risk scores so enostavni linearni klasifikacijski modeli za ocenjevanje tvega-
nja. Uporabnikom omogočajo hitro določanje ocen brez predhodnega znanja
ali uporabe računalnika. Strokovnjaki jih pogosto uporabljajo za podporo
pri odločanju na področju medicine, kazenskega pravosodja in bančnǐstva.
Z njimi ocenjujejo tveganje kršenja pogojnega odpusta, neuspešnega plačila
bančnega posojila in smrtnosti bolnika v intenzivni negi.[5] Risk scores so se
uporabljali že pred nastankom modernih računalnikov in so bili ročno nare-
jeni. Danes so tipično zgrajeni s pomočjo hevristik in strokovnega mnenja.
Najprej se izbere ustrezne atribute, na katerih se izvede logistična regresija z
močno regularizacijo, izračunane koeficiente se nato skalira in zaokroži. Na
koncu strokovnjaki izmed vseh zgrajenih modelov izberejo najbolǰsega; ti-
stega, ki čim bolj dosledno upošteva dane omejitve in je hkrati najuspešneǰsi
v praksi.[5]
RiskSLIM [4] je algoritem za grajenje risk scores z reševanjem problema
MINLP (ang. mixed integer nonlinear problem). Minimizira logistično funk-
cijo napake za dobro kalibracijo modela in visok AUC (ang. Area Under
the Curve), kaznuje visoko število koeficientov in jih omeji na cela števila.
Omogoča tudi upoštevanje dodatnih omejitev med gradnjo modela, na primer
največje število značilk in medsebojno izključujoče se značilke, ki se ne smejo
skupaj pojaviti v končni rešitvi. To pomeni, da so smernice strokovnjakov
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lahko upoštevane že med samo gradnjo modela.[11]
Slika 3.1: CHADS2 risk score za oceno tveganja kapi. Značilke in vre-
dnosti koeficientov so določili strokovnjaki, verjetnosti tveganja pa so bile
izračunane na podlagi podatkov.[5][12]
3.1 Definicija problema
Učno množico definiramo kot {(xi, yi)}Ni=1, kjer je xi = [1, xi1, xi2 . . . , xid]T
vektor značilk posameznega primera, za katerega velja xi ✓ Rd+1 in yi 2
{ 1, 1} končni razred. Rezultat lahko definiramo kot linearno funkcijo s(x) =
h , xi, kjer je   ✓ Rd+1 vektor koeficientov [ 0, 1, . . . , d]T,  0 pa prosti člen.
Verjetnost tveganja izračunamo po formuli:
pi = Pr(yi = 1 | xi) =
1
1 + exp( h , xii)
(3.1)
Tukaj bi  j predstavljala koeficient ali število točk za značilko j. Uporab-
nik sešteje zmnožke vrednosti posameznih značilk in njihovih koeficientov, da
dobi rezultat si = h , xii, s katerim ugotovi oceno tveganja. Koeficienti se




s.t.   2 L
(3.2)
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RiskSLIMminimizira funkcijo napake l( ) = 1N
PN
i=1 log(1+exp( h , yixii))




j=1 1[ j 6= 0] . Z
drugimi besedami, preferira manǰse modele z manj koeficienti. Parameter C0
nadzoruje ravnotežje med minimizacijo funkcije napake in redkostjo modela.
Koeficienti so omejeni na območje vrednosti L = { n, . . . , n}d+1, ki ga določi
uporabnik, pri čemer velja, da je n 2 N.[11]
3.2 LCPA
LCPA (ang. lattice cutting plane algorithm – algoritem 1) je vrsta CPA
(ang. cutting plane algorithm) za iskanje rešitve na optimizacijski problem
RiskSlimMINLP (3.2) s pomočjo drevesnega iskanja. Iskanje rekurzivno
deli prostore možne rešitve problema RiskSlimMINLP na ločene particije
in zavrže particije, kjer je rešitev neizvedljiva ali neoptimalna. V primeru
da je najdena celoštevilska rešitev, se posodobi aproksimacija funkcije na-
pake s pomočjo preseka ravnine, ki se izračuna na podlagi dobljene rešitve in
učne množice. Vsak dodani presek posodobi aproksimacijo, kar posledično
zmanǰsa iskalni prostor na naslednji iteraciji. Slabost CPA je, da neuspešno
rešuje nekonveksne probleme, ki so posledica večje dimenzije podatkov in
nekonveksnih omejitev.[11] Medtem pa LCPA deluje tudi na nekonveksnih
problemih in prav tako ohrani vse prednosti CPA[5]:
• Skalabilnost z množico podatkov: operacije na učni množici se iz-
vajajo le pri izračunu parametrov preseka, ne pa pri reševanju problema
RiskSlimMINLP. Čas izvedbe se povečuje linearno s številom primerov
v učni množici.
• Nadzor nad podatkovno povezanimi izračuni: izračune parame-
trov preseka ravnine je možno poljubno implementirati ali prilagoditi
in s tem zmanǰsati čas, ki ga algoritem porabi z izračuni nad učnimi
podatki.
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• Možnost uporabe reševalnika MIP: reševalniki MIP (ang. mi-
xed integer problem solver) ponujajo učinkovito implementacijo B&B
(ang. branch & bound) iskanja, povratne klice, zakasnjeno upoštevanje
omejitev in druge prednosti, ki skraǰsajo čas za pridobitev optimalne
rešitve.
Optimizirati RiskSlimMINLP je računsko zahtevna naloga, saj so `0 regu-
larizacija, minimizacija nad celimi števili in problem MINLP vsi NP-težki.[5]
Gradnja modela traja od nekaj minut pa do več ur, odvisno od števila značilk,
primerov v učni množici in operacijskih omejitev. Pomembni faktorji, ki vpli-
vajo na čas, ki je potreben za pridobitev optimalnega modela, so naslednji:
• Visoko korelirane značilke: odvečne spremenljivke povzročijo več
optimalnih rešitev, kar poveča velikost iskalnega drevesa.
• Oblika vhodnih podatkov: problem je težji, ko podatkovna množica
vsebuje zvezne spremenljivke.
3.2.1 Izvajanje LCPA
Algoritem 1 prikazuje izvajanje drevesnega iskanja LCPA. Drevo vsebuje vo-
zlǐsča iz množice vozlǐsč N . Vsako vozlǐsče (Rn, vn) 2 N vsebuje podprostor
množice omejitevRn ✓ conv(L) in spodnjo mejo vn optimalne vrednosti tega
podprostora. Algoritem se ne ustavi, dokler " ni dovolj majhen. Na vsaki
iteraciji LCPA odstrani vozlǐsče iz množice vozlǐsč N in reši linearni pro-
blem nad podprostorom Rn. Če je najdena rešitev možna s celoštevilskimi
koeficienti, se posodobi aproksimacija funkcije napake. Če rešitev ni možna
s celoštevilskimi koeficienti, algoritem razdeli vozlǐsče (Rn, vn) na vozlǐsča z
ločenima podprostoroma R0 in R00. Sicer pa je vozlǐsče zavrženo in LCPA
nadaljuje z naslednjim v čakalni vrsti.[5] Celoten algoritem se izvaja na strani
reševalnika (CPLEX) z izjemo 7. in 8. koraka, v katerih se izračunajo para-
metri preseka in se posodobi aproksimacija funkcije napake.
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3.3 Implementacija z reševalnikom MIP
RiskSLIM rešuje problem MINLP s pomočjo IBM-ove knjižnice CPLEX, ki
je komercialni reševalnik MIP (ang. solver). RiskSLIM je možno implemen-
tirati z vsakim reševalnikom MIP, ki podpira povratne klice med reševanjem
problema. Na ta način reševalnik izvaja celotno drevesno iskanje algoritma
LCPA, mi pa moramo le implementirati posodabljanje aproksimacije funk-
cije napake, ki se izvede, ko reševalnik najde celoštevilsko rešitev na dani
problem. Po posodobitvi aproksimacije se nadzor izvajanja vrne nazaj k
reševalniku.
Prednost uporabe reševalnika MIP namesto algoritmov MINLP je pred-
vsem hitreǰse izvajanje na večjih podatkovnih množicah. Reševalnik MINLP
uspešno deluje le, ko je število primerov ali število atributov zelo majhno.
Na večjih množicah je njegovo delovanje znatno upočasnjeno s podatkovno
povezanimi izračuni. Ena izmed ključnih lastnosti reševalnikov MIP je tudi
uporaba zakasnjenih omejitev (ang. lazy constraints), ki se obravnavajo šele,
ko LCPA najde celoštevilsko rešitev. To nam omogoča prosto dodajanje ome-
jitev, ne da bi nas skrbelo, da bomo z njimi upočasnili delovanje LCPA. Ven-
dar pa moramo biti previdni, da s prekomernimi omejitvami bazena možnih
rešitev ne skrčimo preveč, saj se lahko zgodi, da je pridobljena rešitev v
praksi neuporabna ali pa sploh ne obstaja.
3.3.1 Dodajanje omejitev
Pri algoritmu RiskSLIM se uporabnǐske omejitve upoštevajo že med gradnjo
modela. To pomeni, da ni treba zgraditi velikega števila modelov in izmed
njih izbrati tistega, ki najbolj zadostuje pogojem, temveč je gradnja enega
samega dovolj. Postavljamo lahko različne vrste omejitev, na primer:
• Enostavnost modela: določimo lahko najmanǰse in največje število
značilk, ki bodo vključene v končnem modelu.
• Med seboj izključujoče se značilke: koristno pri kategoričnih spre-
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menljivkah ali pri značilkah z več mejami binarizacije, na primer Age
  55 in Age   70, pri katerih želimo, da se v modelu pojavi le ena
izmed njih.
• Monotonost značilke: omejitev uporabimo, ko želimo, da model
upošteva domensko znanje. Model na primer ne sme predpostaviti,
da imajo stareǰsi bolniki manǰse tveganje kapi.
• Logične strukture: na primer, če je značilka 1 v modelu, potem
vključi tudi značilko 2 ali značilko 3.
Omejitve pri CPLEX-u lahko dodajamo s pomočjo zakasnjenih linearnih
omejitev. Zapǐsemo jih v obliki a1x1+a2x2 . . .+anxn   b, kjer so x spremen-
ljivke, ki sodelujejo pri optimizaciji, a njihovi koeficienti in b realno število
na desni strani izraza. Trenutna implementacija algoritma RiskSLIM ponuja
nabor spremenljivk, ki jih lahko uporabimo pri dodajanju omejitev. To so
binarne spremenljivke prisotnosti značilk alphai, vrednosti njihovih koefici-
entov rhi in velikost modela L0norm. Na primer, če želimo v modelu imeti
največ eno izmed dveh spremenljivk, to izrazimo kot alpha1 + alpha2  1,
kjer je alpha1 binarna vrednost prisotnosti prve značilke v modelu, alpha2
pa druge. V Pythonu takšno omejitev dodamo s spodnjim odsekom kode.
[13]
1 mip . l i n e a r c o n s t r a i n t s . add (
2 names = [ ’ p i c k on e f e a t u r e ’ ] ,
3 l i n e x p r = [ cp lex . SparsePair ( ind = [ ’ a lpha 1 ’ , ’ a lpha 2 ’ ] ,
4 va l = [ 1 . 0 , 1 . 0 ] ) ] ,
5 s en s e s = ”L” ,
6 rhs = [ 1 . 0 ] )
Levo stran enačbe zapǐsemo v lin expr, kjer je ind seznam indeksov ali
imen spremenljivk, val pa seznam njihovih koeficientov. Vrednost desne
strani enačbe zapǐsemo v rhs, enakost ali neenakost izrazov pa določimo
v senses. Spodnji odsek kode je primer omejitve velikosti modela na inter-
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val med 3 in 6 značilk. Uporabili smo dva linearna izraza L0norm   3 in
L0norm  6, ki določata spodnjo in zgornjo mejo velikosti modela.
1 mip . l i n e a r c o n s t r a i n t s . add (
2 names = [ ” l ow e r l im i t ” , ” uppe r l im i t ” ] ,
3 l i n e x p r = [ cp lex . SparsePair ( ind = [ ’ L0 norm ’ ] , va l = [ 1 . 0 ] ) ,
4 cp l ex . SparsePai r ( ind = [ ’ L0 norm ’ ] , va l = [ 1 . 0 ] ) ] ,
5 s en s e s = [ ”G” , ”L” ] ,
6 rhs = [ 3 . 0 , 6 . 0 ] )
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Algoritem 1 Lattice Cutting Plane Algorithm (LCPA)
Input
(xi, yi)ni=1 učna množica
L množica koeficientov
C0 `0parameter
"stop 2 [0, 1] sprejemljivi razmik optimalnosti
RemoveNode metoda za odstranitev vozlǐsča
SplitRegion metoda za delitev preiskovalnih prostorov
RiskSlimLP (l̂,R) metoda za odstranitev vozlǐsča
Initialize
k  0 števec presekov
l̂k( ) {0} aproksimacija funkcije napake
(V min, V max) (0,1) meje optimalne vrednosti RiskSlimMINLP
R0  conv(L) začeten prostor z vsemi možnimi koeficienti
v0  0 spodnja meja LP problema za prostor R0
N  {(R0, v0)} vozlǐsče s prostorom in spodnjo vrednostjo
" 1 razmik optimalnosti
1: while " > "stop do
2: (Rt, vt) RemoveNode(N ) t je indeks odstranjenega vozlǐsča
3: reši RiskSlimLP (l̂k,Rt)
4:  t  koeficienti optimalne rešitve RiskSlimLP (l̂k,Rt)
5: V t  optimalna vrednost RiskSlimLP (l̂k,Rt)
6: if optimalna rešitev možna s celimi števili then
7: izračunaj parametra prereza l( t) in rl( t)
8: l̂k+1( ) max{l̂k( ), l( t) + hrl( k),    ti} posodobi aproksimacijo
9: if V t < V max then
10: V max  V t posodobi zgornjo mejo
11:  best   t posodobi najbolǰso rešitev
12: N  N \ {(Rs, vs) | vs   V max} poreži neoptimalna vozlǐsča
13: end if
14: k  k + 1
15: else if optimalna rešitev ni možna s celimi števili then
16: (R0,R00) SplitRegion(Rt, t) R0 in R00 sta ločena podprostora R
17: N  N [ {(R0, V t), (R00, V t)} V t je spodnja meja za R0 in R00
18: end if
19: V min  mins=1...|N |vs V min je najmanǰsa spodnja meja med vozlǐsči v N





Za izdelavo modela so najpomembneǰsi podatki, na katerih je zgrajen. Ri-
skSLIM ima svoje omejitve in priporočila, ki jih je za uspešno izdelavo treba
upoštevati. Vsi atributi morajo biti številčni, končni razred pa lahko zavzema
le vrednosti {0, 1} ali { 1, 1}. Manjkajoče vrednosti, ki so v medicini zelo po-
goste, je treba imputirati ali v celoti odstraniti. RiskSLIM je regresijski mo-
del in za njegovo izhodno vrednost velja p 2 [0, 1], kjer je p 2 R. Posledično
ga lahko uporabljamo pri večrazrednih klasifikacijah le z množico modelov,
ki ločujejo vsak posamezni razred od preostalih. Čas izdelave modela se
linearno povečuje s številom primerov v učni množici, vendar pa se optimiza-
cijski čas zelo podalǰsa na podatkovnih množicah z večjim številom atributov.
Zelo je pomembno, da zmanǰsamo število atributov v učni množici, tako da
odstranimo visoko korelirane in nepomembne značilke ter s tem skraǰsamo
izvajalni čas. Manj pomembne značilke najdemo s pomočjo `1 regularizirane
logistične regresije, ki zaokroži majhne koeficiente na nič in odstrani njihove
značilke iz množice.
4.1 Koreliranost podatkov
Visoko korelirane značilke ne izbolǰsajo natančnosti linearnih modelov in
lahko povzročijo močna nihanja ocen koeficientov. To nam onemogoča pra-
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vilno interpretirati razmerja med neodvisnimi spremenljivkami in odvisno
spremenljivko.[14] Prav tako je izvajalni čas RiskSLIM algoritma dalǰsi, ko
pri optimizaciji sodelujejo močno korelirane značilke. Odkrijemo jih lahko
s pomočjo Pearsonovega koeficienta, ki nam pove linearno koreliranost dveh
atributov. Pozitivna vrednost predstavlja pozitivno korelacijo med značilkama,
negativna negativno in vrednost 0 pomeni, da ni linearne korelacije med
njima. Izračuna se po formuli 4.1, kjer je cov(X, Y ) kovarianca vrednosti





Uporabljamo lahko tudi druge koeficiente korelacij, na primer Spearma-
nov koeficient, ki prikazuje monotono razmerje značilk namesto linearnega.
Korelacije med vsemi značilkami najlažje predstavimo s pomočjo toplotnega
grafa (ang. heatmap), na katerem so močne korelacije bolj nasičeno obarvane.
Slika 4.1: Toplotni graf koreliranosti značilk za podatkovno množico Inflam-




Značilke z relativno visokimi vrednostmi je treba pretvoriti v manǰse, saj
model visokim dodeli zelo majhne koeficiente, ki so nato zaokroženi na nič.
To pomeni, da te značilke nimajo nobenega vpliva na napovedi modela in
posledično v njem niso vključene. Temu se izognemo s skaliranjem ali z
binarizacijo značilk.
4.2.1 Skaliranje
Za vrednosti x značilke se standardno skalirana vrednost z izračuna po for-





Skalirane značilke imajo majhne realne vrednosti, ki niso najbolǰse pri
izdelavi modela RiskSLIM iz dveh glavnih razlogov. Zmanǰsa se interpreta-
bilnost in enostavnost uporabe modela, saj moramo za pravilne napovedi ska-
lirati nove primere na enak način, kot je skalirana učna množica. To pomeni,
da za uporabo nujno potrebujemo računalnik. Uporabniku je tudi veliko težje
razumeti klasifikacije, kjer model uporablja realne vrednosti namesto binar-
nih. Množenje z realnimi števili je za človeka prezahtevna operacija, zato
je uporaba takšnih modelov povsem nepraktična brez računalnika. Zahtev-
neǰsi je tudi optimizacijski problem, zato posledično potrebujemo več časa za
iskanje optimalne rešitve, ko podatkovna množica vsebuje realna števila.[5]
4.2.2 Binarizacija
Pri binarizaciji številčno vrednost značilke pretvorimo v binarno s pomočjo
vnaprej določene meje. Dobljeno število je majhno in omogoča enostavno
uporabo modela brez računalnika. Velika slabost binarizacije je izguba in-
formacij, kar zmanǰsa natančnost napovedi, vendar pa naredi model bolj
splošen. Posamezni atribut lahko binariziramo z množico vnaprej določenih
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meja in tako dobimo nabor binarnih atributov. Za vrednosti X prvotnega
atributa in množico mejnih vrednost K ✓ R generiramo binarne značilke Sk
za vsako mejno vrednost k 2 K po formuli 4.3. V definiciji lahko zamenjamo





1 for X   k
0 else
(4.3)
Slika 4.2: Primer binarizacije stolpca X z mejnimi vrednostmi k = 20, 40, 80.
Več mejnih vrednosti določimo, več binarnih značilk je generiranih, kar
pa znatno podalǰsa čas optimizacije problema. Zato jih ni smiselno jemati
iterativno na majhen interval in prepustiti algoritmu LCPA, da izbere naj-
bolǰso, temveč jih izberemo z analizo učne množice podatkov. Pomagamo
si lahko s knjižnico InterpretML [16], ki ponuja različne oblike razložljivih
modelov. Z EBM (ang. Explainable Boosted Machine) lahko prikažemo
povprečen prispevek posamezne značilke k končnemu rezultatu napovedi s
pomočjo stolpičnega diagrama.[17] Vidimo ga lahko na primeru podatkovne
množice Diabetes UCI [18] na sliki 4.3.
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Slika 4.3: Stolpični diagram prikazuje povprečen prispevek posamezne
značilke k napovedi modela. Prispevki so urejeni po velikosti od največjega
proti najmanǰsemu.
Slika 4.4: Izberemo mejne vrednosti 95, 130, 155, 160 na podlagi grafa
značilke glukoza. Vse vrednosti se nahajajo tik pred padci prispevkov in
so relativno blizu sredini distribucije podatkov.
EBM tudi omogoča vpogled prispevka posamezne spremenljivke. Pri-
spevki so prikazani z grafom, v primeru da značilka zavzame binarno vre-
dnost, za vse možne meje. Pod njim je histogram, ki prikazuje distribucijo
vrednosti značilke. Ti grafi nam lahko zelo pomagajo pri izbiri mej binari-
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zacije in tako zmanǰsajo število značilk, ki so uporabljene pri optimizaciji.
Dobre meje so tiste, ki se nahajajo malo pred ostrim padcem prispevka in so
kar se da v sredini distribucije podatkov. Primer izbranih mejnih vrednosti
za značilko glukoza je prikazan na sliki 4.4. Izmed njih bo RiskSLIM sam
izbral najbolj optimalno in jo vključil v končni model. Če je dobrih mej-
nih vrednosti preveč in se optimizacijski problem rešuje dlje, kot bi želeli,
moramo nekatere izmed njih zavreči. Eden izmed načinov je uporaba `1
regularizirane logistične regresije, ki majhne koeficiente zakroži na nič. S
spreminjanjem parametra regularizacije lahko določimo, koliko spremenljivk
bo odstranjenih.[19]
Ročna analiza grafov EBM je zelo zamudna, zato potrebujemo veliko
časa za binarizacijo atributov ene same podatkovne množice. Postopek lahko
avtomatiziramo s hevristiko, ki na grafu EBM najde ostre padce prispevka,
izbere soležne vrednosti in jih ustrezno zaokroži. Celoten postopek izbora
meja in binarizacije značilke lahko opǐsemo z algoritmom 2, ne glede na to,
ali meje izbiramo ročno ali avtomatsko.
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Algoritem 2 Postopek binarizacije značilke
Input
X vektor vrednosti značilke v učni množici
Y vektor vrednosti značilke v testni množici
učna množica
testna množica
1: zgradimo EBM model na učni množici
2: analiziramo EBM graf in izberemo množico meja K avtomatsko ali ročno
3: for za vsako mejno vrednost k 2 K do
4: inicializiramo Sk dolžine vektorja X binariziran vektor X z mejo k
5: inicializiramo Pk dolžine vektorja Y binariziran vektor Y z mejo k
6: for za vsako vrednost xi v X do
7: if xi   k then
8: S[i] = 1
9: else if xi < k then
10: S[i] = 0
11: end if
12: end for
13: for za vsako vrednost yi v Y do
14: if yi   k then
15: P [i] = 1
16: else if yi < k then
17: P [i] = 0
18: end if
19: end for
20: Dodamo Sk stolpec v učno množico
21: Dodamo Pk stolpec v testno množico
22: end for
23: Odstranimo stolpec X iz učne množice stolpec prvotne značilke
24: Odstranimo stolpec Y iz testne množice stolpec prvotne značilke
Output: Učna in testna množica z binarizirano značilko
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Poglavje 5
Rezultati
RiskSLIM smo preizkusili na različnih podatkovnih množicah, ki se med seboj
razlikujejo po številu primerov in atributov, ter jih primerjali z nekaterimi
priljubljenimi metodami strojnega učenja. Za primerjalne metode smo si
izbrali logistično regresijo, metodo podpornih vektorjev in metodo naključnih
gozdov.
5.1 Merjenje uspešnosti modelov
5.1.1 Matrika napačnih klasifikacij
Uspešnosti posameznih modelov smo izmerili s pomočjo matrike napačnih
klasifikacij (ang. confusion matrix), ki prikazuje število pravilnih klasifikacij
vsakega razreda in število primerov, ki so bili klasificirani napačno. Matrika
ima za binarne klasifikacije le štiri polja, ki vsebujejo število pravilno kla-
sificiranih pozitivnih primerov (TP), število pravilno klasificiranih negativ-
nih primerov (TN), število napačno klasificiranih pozitivnih primerov (FN)
in število napačno klasificiranih negativnih primerov (FP). S pomočjo teh
vrednosti lahko izračunamo točnost, preciznost in priklic modela. Točnost
je definirana kot razmerje med številom pravilno klasificiranih primerov in
številom vseh primerov.
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točnost =
TP + TN
TP + TN + FP + FN
(5.1)
Vendar pa je lahko točnost zavajujoča v primeru, ko imamo relativno
veliko število primerov enega razreda in so podatki neuravnoteženi. Takrat
je točnost modela zelo visoka, kljub temu da neuspešno klasificira manǰsinske
razrede.
Slika 5.1: Matrika napačnih klasifikacij za dvorazredne klasifikacije.
Prav zato pri vrednotenju uspešnosti modela upoštevamo tudi preciznost
in priklic posameznega razreda. Preciznost je razmerje med pravilno klasifi-
cirani primeri nekega razreda in vsemi klasifikacijami, ki sodijo v ta razred.
Priklic pa je razmerje med pravilno klasificiranimi primeri razreda in številom
primerov, ki v resnici pripadajo temu razredu. V primeru, da potrebujemo
metriko, ki upošteva tako preciznost kot priklic razreda, lahko uporabimo










F1 = 2 · preciznost · priklic
preciznost+ priklic
(5.4)
5.1.2 ROC krivulja in AUC
Poleg matrike napačnih klasifikacij se pogosto meri uspešnosti binarnih kal-
sifikacij s pomočjo ROC krivulje in AUC. ROC krivulja prikazuje uspešnost
ločevanja razredov pri različnih pragih klasifikacije, ki zavzemajo realne vre-
dnosti med 0 in 1. Vsaka točka na krivulji predstavlja razmerje med deležem
pravilno klasificiranih pozitivnih primerov (TPR) in deležem napačno klasi-
ficiranih negativnih primerov (FPR). Točko, ki ustreza uporabljenemu pragu
klasifikatorja, pa imenujemo operacijska točka. AUC (ang. Area Under the
Curve) je, kot pove samo ime, ploščina pod ROC krivuljo in je splošna me-
ritev uspešnosti modela pri ločevanja končnih razredov.
Slika 5.2: ROC krivulja in ploščina pod njo AUC.
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5.2 Binarne klasifikacije
Algoritem RiskSLIM smo preizkusili na štirih dvorazrednih podatkovnih mno-
žicah. Prve tri so bile pridobljene iz javnega repozitorija za strojno učenje
UCI [20], ki hrani številne podatkovne množice iz različnih domen, ki se upo-
rabljajo pri empiričnih analizah algoritmov strojnega učenja. Prva je Heart
Disease UCI [21], ki vsebuje podatke o bolnikih s srčnimi obolenji in ima 303
primerov s štirinajstimi atributi. Druga je Breast Cancer Wisconsin UCI
[22], kjer je cilj napovedati tip tumorja na dojki in ima 569 primerov z dva-
intridesetimi atributi. Tretja pa se imenuje Diabetes UCI [18] in ima 768
primerov z devetimi atributi. Vse tri so relativno majhne množice z malo
primeri in majhnim številom atributov, zato sem RiskSLIM preizkusil tudi
na večji lastni množici z več kot 14.000 primeri in 279 atributi. Je anoni-
mizirana, saj so imena značilk šifrirana, njihove vrednosti pa skalirane tako,
da iz njih ni mogoče razbrati, za katero vrsto atributa gre. V nadaljevanju
bomo to množico imenovali Disease Binary.
Podatkovne množice so bile uravnoteženo deljene na učno množico, ki je
znašala 80 % celotne, in na testno množico, v kateri je bilo preostalih 20
% primerov. Na učni množici smo izvajali petkratno prečno preverjanje, s
katerim smo določili vrednosti hiperparametrov za optimalno gradnjo posa-
meznih modelov. Modeli RiskSLIM so bili omejeni na največ osem značilk,
njihovi koeficienti pa na interval od -6 do 6. Rezultate vseh metod lahko
vidimo v tabelah 5.1 in 5.2, kjer je CA klasifikacijska točnost, AUC ploščina
pod krivuljo ROC, R1 priklic pozitivnega razreda, P1 preciznost pozitivnega
razreda, R0 priklic negativnega razreda in P0 preciznost negativnega razreda.
Heart Disease UCI Breast Cancer UCI
CA AUC R1 P1 R0 P0 CA AUC R1 P1 R0 P0
RiskSLIM 0.79 0.88 0.91 0.75 0.64 0.86 0.94 0.99 0.88 0.95 0.97 0.93
Log. regr. 0.82 0.92 0.85 0.82 0.79 0.81 0.97 1.00 0.93 1.00 1.00 0.96
SVC 0.84 0.93 0.91 0.81 0.75 0.88 0.97 1.00 0.90 1.00 1.00 0.95
Nakl. gozd 0.82 0.92 0.88 0.81 0.75 0.84 0.97 0.99 0.90 1.00 1.00 0.95
Tabela 5.1: Tabela prikazuje rezultate na množicah Heart Disease UCI in
Breast Cancer UCI.
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Diabetes UCI Disease Binary
CA AUC R1 P1 R0 P0 CA AUC R1 P1 R0 P0
RiskSLIM 0.71 0.78 0.72 0.57 0.71 0.83 0.39 0.57 0.75 0.06 0.37 0.97
Log. regr. 0.77 0.82 0.52 0.76 0.91 0.78 0.73 0.77 0.66 0.12 0.74 0.98
SVC 0.72 0.79 0.46 0.64 0.86 0.75 0.95 0.78 0.32 0.42 0.98 0.97
Nakl. gozd 0.76 0.81 0.56 0.70 0.87 0.78 0.95 0.68 0.04 0.67 1.00 0.95
Tabela 5.2: Tabela prikazuje rezultate na množicah Diabetes UCI in Disease
Binary.
Ročna binarizacija je precej zamudna, saj se za eno značilko porabi pri-
bližno eno minuto. Za množico Heart Disease UCI je bilo treba binarizirati
šest atributov, za Breast Cancer UCI devetnajst, za Diabetes UCI osem in
za Disease Binary triindvajset. Gradnja modela na mnočici Heart Disease
UCI je trajala 19 minut, na množici Breast Cancer UCI 23 minut, na množici
Diabetes UCI 58 minut in na množici Disease Binary 23 minut. Modeli Ri-
skSLIM, ki so bili zgrajeni na izbranih dvorazrednih množicah, so na voljo
na koncu diplomskega dela v dodatku A.
Na slikah 5.3, 5.5, 5.7 in 5.9 so prikazane ROC krivulje z označenimi
operacijskimi točkami in njihove vrednosti AUC na izbranih dvorazrednih
podatkovnih množicah za vse obravnavane metode strojnega učenja. Vidimo
lahko, da se ROC krivulje primerjanih metod zelo prekrivajo na množicah
Heart Disease UCI, Breast Cancer UCI in Diabetes UCI, medtem ko so razlike
med njimi veliko bolj opazne na množici Disease Binary. Tu ima RiskSLIM
občutno slabši AUC od logistične regresije in metode podpornih vektorjev.
Na slikah 5.4, 5.6, 5.8 in 5.10 pa so izrisane PR krivulje, ki prikazujejo
razmerja med preciznostjo in priklicem klasifikacij pri različnih operacijskih
točkah modela. Podane so tudi povprečne preciznosti, ki povzamejo PR
krivuljo kot uravnoteženo povprečje doseženih preciznosti. Na sliki 5.10 lahko
vidimo, da ima RiskSLIM za vse točke na krivulji zelo nizke preciznosti,
medtem ko imajo preostale metode pri visokih pragih klasifikacije bistveno
vǐsje.
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Slika 5.3: ROC krivulje in AUC za množico Heart Disease UCI.
Slika 5.4: PR krivulje in povprečne preciznosti (AP) za množico Heart Dis-
ease UCI.
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Slika 5.5: ROC krivulje in AUC za množico Breast Cancer UCI.
Slika 5.6: PR krivulje in povprečne preciznosti (AP) za množico Breast Can-
cer UCI.
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Slika 5.7: ROC krivulje in AUC za množico Diabetes UCI.
Slika 5.8: PR krivulje in povprečne preciznosti (AP) za množico Diabetes
UCI.
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Slika 5.9: ROC krivulje in AUC za množico Disease Binary.
Slika 5.10: PR krivulje in povprečne preciznosti (AP) za množico Disease
Binary.
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Rezultate primerjalnih metod smo statistično primerjali z rezultati algo-
ritma RiskSLIM s pomočjo Wilcoxonovega testa predznačnih rangov (ang.
Wilcoxon signed-rank test) [23], s katerim smo dobili vrednosti p. Wilcoxo-
nov test predznačnih rangov je neparametrični statistični test za primerjavo
dveh skupin, kjer so isto ležeči pari podatkov med seboj odvisni. Vrednost
p je dokaz proti ničelni hipotezi, ki pravi, da med rezultati dveh klasifika-
torjev ni bistvene razlike. Manǰse vrednosti predstavljajo močneǰsi dokaz
za zavrnitev ničelne hipteze. V našem primeru smo primerjali izhodna vek-
torja verjetnosti modelov, ki nastaneta pri klasifikaciji testne množice po-
datkov. Za stopnjo statistične pomembnosti ↵ = 0.05 lahko rečemo, da je
razlika med rezultati algoritma RiskSLIM in rezultati primerjalnih metod na
množicah Heart Disease UCI in Breast Cancer UCI statistično zanemarljiva.
Pri množicah Diabetes UCI in Disease Binary pa lahko vidimo, da so vre-
dnosti p manǰse od izbrane stopnje, kar pomeni, da so razlike med rezultati
statistično pomembne.
Heart Disease UCI Breast Cancer UCI Diabetes UCI Disease Binary
Wilcoxon p Wilcoxon p Wilcoxon p Wilcoxon p
Log. regr. 785 0.25 2710 0.11 4671 0.02 1309159 0.00
SVC 852 0.50 2825 0.20 4121 0.00 3327 0.00
Nakl. gozd 822 0.38 3085 0.59 4727 0.03 3123 0.00
Tabela 5.3: Tabela prikazuje rezultate statistične primerjave rezultatov al-
goritma RiskSLIM z rezultati preostalih primerjalnih metod.
RiskSLIM ima na množicah Heart Disease UCI, Breast Cancer UCI in
Diabetes UCI zanemarljivo slabše rezultate od preostalih metod, na Dise-
ase Binary pa veliko slabše. To je predvsem posledica omejevanja števila
značilk pri algoritmu RiskSLIM, zaradi katere algoritem ne mora uporabiti
vseh atributov, ki so potrebni za uspešno klasifikacijo. RiskSLIM deluje do-
bro na velikih množicah z majhnim številom pomembnih atributov, ni pa
primeren za klasifikacije, kjer je treba upoštevati veliko število značilk.
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5.3 Večrazredne klasifikacije
RiskSLIM smo preizkusili tudi na treh večrazrednih podatkovnih množicah.
Prva množica se imenuje Inflammations UCI [15], vsebuje podatke o bolnikih
z akutnim vnetjem mehurja in ima le 120 primerov s šestimi atributi. Druga
množica je lastna in je skoraj povsem enaka Disease Binary, vendar ima 73
končnih razredov, zato jo bomo v nadaljevanju imenovali Disease Multiclass.
Zadnja je prav tako anonimizirana lastna množica z okoli 200.000 primeri in
316 atributi. Ima devet končnih razredov in jo bomo v nadaljevanju imenovali
Groups.
Več razredne množice so bile deljene enako kot dvorazredne. Učna množica
je znašala 80 % primerov, testna pa 20 %. Modeli RiskSLIM so bili ome-
jeni na največ osem značilk, njihovi koeficienti pa na interval od -6 do 6.
RiskSLIM je regresijski model, katerega izhodne vrednosti so med 0 in 1.
To pomeni, da sam po sebi ne more biti uporabljen pri večrazrednih kla-
sifikacijah, temveč potrebujemo drugačen pristop. Uporabimo ga lahko z
metaklasifikatorjem, ki zgradi množico modelov, izmed katerih vsak deli en
razred proti preostalim (ang. one vs rest). V primeru, da imamo 20 končnih
razredov, je treba zgraditi 20 modelov, ki ločujejo te razrede. Modele, ki
sodelujejo pri metaklasifikaciji, bomo v nadaljevanju imenovali podmodeli.
Izhodna vrednost metaklasifikatorja je enaka razredu, katerega podmodel, ki
ločuje ta razred od preostalih, ima najvǐsjo izhodno verjetnost.
Gradnjo modela na množicah Inflammations UCI in Disease Multiclass
smo implementirali s pomočjo OneVsRest [24] metaklasifikatorja iz knjižnice
za strojno učenje Scikit-learn. Vsi podmodeli, ki so ločevali en razred od
preostalih, so uporabljali enak omejeni nabor binariziranih značilk. Gradnjo
modela na podatkovni množici Groups pa smo implementirali tako, da smo
ročno izbrali in binarizirali značilke za vsak posamezen podmodel. To po-
meni, da je vsak podmodel izbiral iz svojega nabora značilk. Postopek je bil
zelo zamuden, saj smo morali ročno binarizirati okoli 90 značilk, približno
deset za vsak podmodel.
Na tabeli 5.4 vidimo točnosti in povprečne ocene F1 (macro F1) vseh
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Inflammations UCI Disease Multiclass Groups
Točnost macro F1 Točnost macro F1 Točnost macro F1
RiskSLIM 1.00 1.00 0.36 0.01 0.34 0.17
Log. regresija 1.00 1.00 0.45 0.05 0.58 0.47
SVC 1.00 1.00 0.48 0.06 / /
Nakl. gozd 1.00 1.00 0.45 0.04 0.64 0.49
Tabela 5.4: Tabela prikazuje rezultate vseh štirih metod strojnega učenja na
izbranih večrazrednih podatkovnih množicah.
primerjanih metod. Rezultat RiskSLIM na množici Disease Multiclass je
veliko slabši od rezultatov preostalih metod. To lahko pripǐsemo neuspešni
binarizaciji in izbiri značilk, saj niso bile izbrane za vsak podmodel posebej,
temveč je bil vsem podmodelov na voljo enak nabor binariziranih značilk.
Končnih razredov v množici Disease Multiclass je preveč, da bi za vsakega
ročno določili svoj nabor atributov. To bi lahko rešili z avtomatsko izbiro
in binarizacijo, vendar bi s tem izgubili nadzor nad gradnjo modelov. Na
množici Groups ima RiskSLIM prav tako slabe rezultate, saj ima množica
zelo veliko atributov, ki jih model potrebuje za uspešno klasifikacijo prime-
rov, kar pri RiskSLIM ni mogoče, saj je njegova velikost omejena na majhno
število značilk. Rezultata metode podpornih vektorjev na množici Groups ni-
smo pridobili, saj algoritem ni kos velikim podatkovnim zbirkam, ker gradnja
modela traja predolgo.
RiskSLIM je bil zelo uspešen na množici Inflammations UCI, ki ima le štiri
končne razrede. Treba je bilo zmanǰsati omejitev velikosti modela RiskSLIM,
saj je bila točnost pri omejitvi osem enaka 50 %. Množica ima zelo majhno
število primerov in le šest atributov, zato velikosti modela ni smiselno imeti
večje od 6. Vsi štirje podmodeli, ki so bili zgrajeni na množici Inflamma-
tions UCI, se nahajo na koncu diplomskega dela v dodatku B. V splošnem
RiskSLIM deluje dobro na večrazrednih množicah z majhnim številom atri-
butov, v primeru da ima vsak podmodel sebi prilagojen nabor binariziranih
značilk.
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5.4 Vpliv omejitev na uspešnost modela
Z dodajanjem omejitev pri gradnji modela RiskSLIM se bazen možnih rešitev
zmanǰsuje. V tabeli 5.5 vidimo vpliv omejevanja velikosti modela RiskSLIM
na njegovo uspešnost klasifikacij. Gradnjo treh modelov smo omejili na
največ 4, 6, 8 značilk, njihovi koeficienti pa so bili omejeni na interval [ 6, 6].
Heart Disease UCI Breast Cancer UCI Diabetes UCI
Točnost AUC Točnost AUC Točnost AUC
RiskSLIM (max 4) 0.80 0.89 0.91 0.93 0.73 0.81
RiskSLIM (max 6) 0.82 0.90 0.96 0.98 0.77 0.82
RiskSLIM (max 8) 0.79 0.88 0.94 0.99 0.71 0.78
Tabela 5.5: Tabela prikazuje rezultate modelov RiskSLIM z različnimi ome-
jitvami velikosti na dvorazrednih podatkovnih množicah.
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Poglavje 6
Sklepne ugotovitve
V diplomskem delu smo predstavili, kako pomembna je zmožnost interpreta-
cije odločitvenih modelov na področjih, kjer imajo napačne odločitve lahko
hude posledice. V medicini je velika potreba po avtomatiziranih odločilnih
sistemih, ki bi olaǰsali delo specialistov in izbolǰsali storitve zdravstvenih
ustanov. Podjetja, ki razvijajo te sisteme, pogosto uporabljajo kompleksne
modele, katerih način delovanja je človeku povsem nerazumljiv. Njihove
odločitve poskušajo razlagati s pomočjo drugih metod, namesto da bi upora-
bljali modele, ki so sami po sebi interpretabilni. Glavni razlog za preferirano
uporabo kompleksnih metod je prepričanje, da imajo preprosteǰsi modeli
slabo klasifikacijsko točnost. Ravno zato smo preizkusili uspešnost delova-
nja enostavnih linearnih modelov, ki so bili zgrajeni s pomočjo knjižnice
RiskSLIM in primerjali njihove rezultate z rezultati logistične regresije, me-
tode podpornih vektorjev in metode naključnih gozdov. Uspešnost mode-
lov smo primerjali na dvorazrednih in večrazrednih medicinskih podatkovnih
množicah različnih velikosti.
RiskSLIM smo omejili na največ osem značilk na model, njihove celo-
številske koeficiente pa na interval od -6 do 6. Rezultati algoritma RiskSLIM
na binarnih množicah UCI so podobni rezultatom preostalih primerjalnih
metod. Njegove klasifikacijske točnosti in vrednosti AUC so nekoliko nižje,
vendar še vedno dovolj dobre. RiskSLIM ponuja odlično razmerje med inter-
39
40 Jure Vito Srovin
pretabilnostjo in točnostjo, saj gradi majhne modele, ki dobro delujejo pri
različnih operacijskih točkah na ROC krivulji. Vendar pa daje slabe rezultate
na množicah, pri katerih model potrebuje veliko atributov za uspešno klasifi-
kacijo primerov, kar pri modelu RiskSLIM ni možno, saj je omejen na majhno
število značilk. Njegova velika slabost je dolgotrajna gradnja modela, katere
čas se eksponentno povečuje z dimenzijo učne množice. To pomeni, da je
treba močno zmanǰsati nabor atributov, ki sodelujejo pri gradnji. RiskSLIM
lahko uporabimo tudi pri večrazrednih klasifikacijah s pomočjo metaklasifi-
katorja, ki ločuje posamezen razred od preostalih. Pomembno je le, da vsi
podmodeli uporabljajo lasten nabor značilk in meje binarizacije, ki so naj-
primerneǰse za klasifikacijo njihovega razreda.
Z vse pogosteǰso uporabo strojnega učenja na različnih področjih se pove-
čuje tudi potreba po interpretabilnosti modelov. Uporaba takšnih modelov
bo postala pogosteǰsa z možnimi poostritvami regulacij, ki bodo zahtevale
zanesljivo razlago odločanja modela. Algoritem RiskSLIM bi lahko imel ve-
liko več uporabnikov, če zanj ne bi bilo treba imeti licence komercialnega
reševalnika MIP, kot je na primer CPLEX. Prav tako bi k njegovi prilju-
bljenosti pripomogla enostavna uporabe knjižnice in dobra dokumentacija.
Z razvojem bolǰse strojne opreme se bo tudi zmanǰsal čas gradnje modela
RiskSLIM, kar bo pospešilo iterativni proces njegove izdelave.
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Dodatek A
Dvorazredni modeli RiskSLIM
Slika A.1: Model RiskSLIM, zgrajen na množici Heart Disease UCI.
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Slika A.2: Model RiskSLIM, zgrajen na množici Breast Cancer UCI.
Slika A.3: Model RiskSLIM, zgrajen na množici Diabetes UCI.
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Slika A.4: Model RiskSLIM, zgrajen na množici Disease Binary.




Slika B.1: Model RiskSLIM, zgrajen na množici Inflammations UCI za razred
None.
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Slika B.2: Model RiskSLIM, zgrajen na množici Inflammations UCI za razred
Bladder Inflammation.
Slika B.3: Model RiskSLIM, zgrajen na množici Inflammations UCI za razred
Nephritis.
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Slika B.4: Model RiskSLIM, zgrajen na množici Inflammations UCI za razred
Both.
