Abstract. Let W be a complex reflection group. We study Harish-Chandra bimodules over the rational Cherednik algebra Hc(W ) with parameter c. When W is a Coxeter group, we give a complete description of irreducible Harish-Chandra bimodules with full support. When W is a symmetric group we also obtain, for certain values of the parameter c, a description of irreducible Harish-Chandra bimodules with minimal support. Our proofs are based on localization techniques and the study of the KZ functor.
Introduction
In this paper we study Harish-Chandra bimodules over rational Cherednik algebras. Recall that a rational Cherednik algebra is an associative algebra H c := H c (W, h) associated to a complex reflection group W and its reflection representation h, see Subsection 2.1 for a precise definition. This algebra depends on a parameter c, which is a conjugation invariant function c : S → C, where S is the set of reflections of W . The algebra H c is filtered, with associated graded gr H c = C[h ⊕ h * ]#W , the smash-product algebra. It follows that H c has a triangular decomposition H c = C[h] ⊗ CW ⊗ C[h * ], where C[h], C[h * ] and CW sit inside H c as subalgebras, similar to that of the universal enveloping algebra of a semisimple Lie algebra g. Then, the representation theory of the rational Cherednik algebra has many similarities with that of semisimple Lie algebras. For example, one has a category O c , [GGOR] , to be recalled in Subsection 2.2 below, that has been extensively studied in recent years, see e.g. [BE, GGOR, GL, Lo2, Lo3, Rou, RSVV, Sh, Web, Wi] . One also has a notion of Harish-Chandra bimodules, [BEG] . As stated above, these are the main object of study of this paper. Unlike category O, Harish-Chandra bimodules have not been extensively studied in the literature. Let us remark that, while in the Lie algebra setting category O and the category of HarishChandra bimodules are very similar, cf. [BG, Section 5] , this is no longer the case in the Cherednik algebra setting see, for example, Subsections 3.4, 4.4 below.
An H c -H c ′ -bimodule V is said to be Harish-Chandra (HC, for short) if it is finitely generated and the adjoint action of every element from C[h] W or C[h * ] W is locally nilpotent, [BEG, Definition 3.2] . Just as an analogous construction in the Lie algebra case, HC bimodules form a full abelian subcategory of the category of H c -H c ′ -bimodules, and the tensor product induces a functor V ⊗ H c ′ • : O c ′ → O c . Recently, these functors have been used to construct derived equivalences between categories O for different parameters c, c ′ , [Lo3, Theorem 4.1 ].
An interesting problem, then, is to describe the category HC(H c , H c ′ ) of HC H c -H c ′ -bimodules. In this paper, we address the problem of classifying its simple objects. A classification of simple HC H c -bimodules has been carried out in [BEG] for the case when W is a Coxeter group and the parametes c, c ′ are integral. Namely, in this case we have that the category HC(H c -H c ′ ) is semisimple and isomorphic to the category of finite dimensional representations of the group W . An explicit construction of its irreducibles is given in terms of spaces of locally finite maps Hom fin (M, N ) for simple objects M, N ∈ O c . Here, a map f ∈ Hom C (M, N ) is said to be locally finite if it is locally nilpotent with respect to the operator ad(a) for all a ∈ C[h] W ∪C[h * ] W . Moreover, for M ∈ HC(H c , H c ′ ), N ∈ HC(H c ′ , H c ′′ ) one has that M ⊗ H c ′ N ∈ HC(H c -H c ′′ ), Proposition 2.2. So the category HC(H c ) := HC(H c -H c ) becomes a tensor category and the equivalence HC(H c ) ∼ = W -rep is that of tensor categories.
In this paper we extend the above mentioned result by giving a characterization of the category of HC bimodules with full support over the rational Cherednik algebra H c (W ), where W is a Coxeter group and c is any parameter, see Subsection 2.5 for the definition of the support of a HC bimodule. Namely, we prove the following result. Theorem 1.1. Let W be a Coxeter group, and let c ∈ C[S] W . Let W ′ be the subgroup of W generated by the reflections s ∈ S such that c(s) ∈ Z. Then, the category of HC H c -bimodules with full support modulo those with smaller support is equivalent, as a tensor category, to the category of finite dimensional representations of the group W/W ′ . Theorem 1.1 has a 'two-parametric' analog, namely, we describe the HC H c -H c ′ -bimodules with full support, see Subsection 3.5.
We study more closely the case where W = S n , the symmetric group in n elements. In this case, the possible supports of modules in category O have been classified, [BE] , and it is known which simples have a given support, [Wi] . In [Lo, Theorem 5.8.1] , the possible supports of HC H c -bimodules are characterized, and Theorem 3.4.6 in loc. cit. gives an upper bound for the number of irreducible HC bimodules with given support, see Subsection 4.2. We use the results of [Wi] on the number of irreducible representations in O with a given support to improve this bound. In some special cases, we show that our bound is achieved.
We study more closely the category of HC bimodules over the algebra H c (S n ), c = r/n, with gcd(r; n) = 1. In this case, the algebra H c (S n ) admits a finite dimensional representation, and the category of HC bimodules has two irreducible objects: a finite dimensional one, M , and the unique proper nonzero ideal in the algebra H c , J . It is easy to see that there exists a nonsplit exact sequence 0 → J → H c → M → 0. On the other hand, [BL, Lemma 7 .6] constructs a non-split exact sequence 0 → M → D → J → 0. We show that M, J , H c and D exhaust the indecomposable HC H c -bimodules.
To finish this section, let us sketch the structure of the paper. In Section 2 we recall the definition of the rational Cherednik algebra H c , its spherical subalgebra eH c e and category O c . We also recall finite Hecke algebras H q , and give an overview of the functor KZ : O c → H q . This functor will be very important in our arguments. At the end of the section, we review known results about HC bimodules, including induction and restriction functors introduced in [Lo] . In Section 3 we prove Theorem 1.1. We start by studying bimodules over the smash product D(h reg )#W , where D(•) stands for the ring of differential operators. Then, we study how localization to h reg behaves on a certain collection of HC bimodules: every simple HC bimodule of full support can be embedded into a bimodule of the form Hom fin (S ′ , S) where S ∈ O c , S ′ ∈ O c ′ are simple and S ′ is fixed, so we study the localizations of these HC bimodules. This will give us, Lemma 3.5, a combinatorial argument from which the proof of Theorem 1.1 will follow. We prove this theorem in the one-parametric setting in Subsection 3.4 and in the two-parametric setting in Subsection 3.5. In Section 4 we study more carefully the type A (W = S n ) case. In order to do this, first we recall some known results on the structure of the algebra H c and its category O c in this case. After that, we are able to obtain an upper bound on the number of irreducible HC bimodules with prescribed support. We show that this bound is achieved for minimally supported modules over the algebra H c (S n ) when c = r m where m divides n. We also give a complete description of the category HC(H k/n (S n )), where gcd(k; n) = 1. The proof of this is based on the vanishing of several extension groups. Finally, in Subsection 4.5 we study two-parametric HC bimodules in type A.
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Preliminaries
2.1. Rational Cherednik Algebras. Fix a complex reflection group W , let S ⊆ W be the set of reflections and let c : S → C be a conjugation invariant function. For each reflection s ∈ S, let α ∨ s ∈ h be its eigenvector with eigenvalue λ s = 1. Also, let α s ∈ h * be an eigenvector of s with eigenvalue λ −1 s . We normalize so that α s , α ∨ s = 2. The rational Cherednik algebra H c := H c (W, h) is the quotient of the smash product algebra T (h ⊕ h * )#W , where T (•) denotes the tensor algebra, by the relations:
The algebra H c is filtered, with W in filtration degree 0, h and h * in filtration degree 1. Its associated graded is the smash product C[h⊕h * ]#W . Thus, we have a triangular decomposition Sometimes, see e.g. Subsection 4.3 below, it will be more convenient to work with a smaller algebra than H c . Let e := 1 |W | w∈W w be the trivial idempotent in CW . Then, e is also an idempotent in H c . The spherical Cherednik algebra is eH c e. We call the parameter c spherical if the algebras H c and eH c e are Morita equivalent (via the bimodule H c e). Note that for some m ∈ Z >0 the element δ m is W -invariant. Then, eδ m ∈ eH c e, the localization eH c e[(eδ m ) −1 ] makes sense, and eH c e[(eδ
allows us to define a category O c of modules over H c . By definition, O c is the full subcategory of the category of finitely generated H c -modules consisting of those modules for which h acts by locally nilpotent endomorphisms. For example, finite dimensional representations, when they exist, belong to O c . Also, for an irreducible representation τ of W , consider τ as an S(h)#W -module by letting h act on τ by 0. Then, the Verma module ∆ c (τ ) := Ind A module M ∈ O c is finitely generated over the subalgebra C[h] ⊆ H c . Hence, we may define its support supp(M ) as the support of M as a C[h]-module. This is a W -invariant subvariety of h. In fact, it is a union of strata of the stratification of h with respect to stabilizers of points in W . We remark that the support of an irreducible module N ∈ O c is irreducible when viewed as a subvariety of h/W , see [BE, Proposition 3.22] , and that a module M ∈ O c is finite dimensional if and only if its support consists of a single point.
We remark that we can also define a category O spher c for the spherical subalgebra eH c e, consisting of those finitely generated eH c e-modules such that every element of S(h) W + acts locally nilpotently. When c is spherical, the equivalence M → eM restricts to an equivalence O c → O spher c . 2.3. Hecke algebras. Let B W := π 1 (h reg /W ) be the braid group. We can give a system of generators for B W . Denote by A the set of reflection hyperplanes on h. For each H ∈ A, the pointwise stabilizer W H is cyclic, of order say ℓ H . Let s H ∈ S ∩ W H be the element with determinant exp(2π √ −1/ℓ H ), and let T H be a generator of the monodromy around H such that a lift of T H to h reg is represented by a path from x 0 to s H (x 0 ), see [BMR] for a precise definition. The set {T H } H∈A is a generating set for the group B W . For a function q : S → C × that is constant on W -conjugacy classes, we define the Hecke algebra H q (W ) to be the quotient of the group algebra CB W by the relations (T H − 1) s∈S∩H (T H + q(s)), one for each hyperplane H ∈ A.
Remark 2.1. We use the normalization of the Hecke algebra H q whose quadratic relations read (T i − 1)(T i + q) = 0, which is not standard. Hence, our T i 's differ from those of [DJ] by a factor of q, and our q corresponds to q −1 in [DJ] . Using this normalization, we say that an H q -module is trivial if all T i 's act by 1. See also remark after Theorem 2.6 in [DJ] .
2.4. KZ functor. Consider the Cherednik algebra H c := H c (W ). In [GGOR] it is shown that there exists a quotient functor KZ : O c → H q (W ), where the parameter q depends on c. We are not going to be explicit about this dependence, we just remark that, if W is a reflection group where all reflections have order 2, then q = exp(2π √ −1c). In this section, we briefly explain the construction of this functor. See [GGOR, Section 5] for more details.
Start with a module
] must be a local system. Moreover, it has regular singularities, [GGOR, Section 5.3] . Hence, DR(eM [δ −1 ]) is a representation of the braid group B W , where DR stands for the de Rham functor, see e.g. [HTT, Chapter 7] . By [GGOR, Theorem 5.13 [BEG] , or Proposition 3.1 in [Lo3] .
Proposition 2.2.
(1) Any V ∈ HC(H c -H c ′ ) is finitely generated as a left H c -module, as a right H c ′ -module, and as a
A way to construct HC bimodules is as follows. Consider modules 
We remark that the notion of a HC bimodule also makes sense for spherical subalgebras. Namely, note
Then, a finitely generated eH c eeH c ′ e-bimodule is said to be HC if the adjoint action of every element eC[h] W ∪ eC[h * ] W is locally nilpotent. Moreover, when the parameter 'c' is spherical the Morita equivalence between categories of H c -and eH c e-bimodules restricts to an equivalence between the categories HC(H c ) and HC(eH c e). Also, for M, N ∈ O c , e Hom fin (M, N )e = Hom fin (eM, eN ) so that, in particular, Hom fin (M, N ) = 0 if and only if Hom fin (eM, eN ) = 0.
Let us now define the associated variety of a HC bimodule, [Lo, Subsection 3.4] , [Lo3, Subsection 3.1] . By [Lo, Proposition 5.4 .3], a HC bimodule can be equipped with an increasing bimodule filtration F i V such that gr V is a C[h ⊕ h * ]#W -bimodule where the left and right actions of elements of the center of the latter algebra coincide, [Lo, Lemma 3.3.3] . This center is identified with C[(h⊕h * )/W ]. Since C[h⊕h * ]#W is finite over its center, we can define the associated variety V(V ) to be the support in (h ⊕ h * )/W of the module gr V . This is independent of the choice of filtration. Also, we remark that V(V ) is a union of symplectic leaves of (h ⊕ h * )/W , and that, for any HC bimodule V ,
where RAnn(V ), LAnn(V ) stand for the right and left annihilators of the bimodule V , respectively, cf. [BL, Corollary 5.19 ].
2.6. Induction and restriction functors. We will need induction and restriction functors for HC bimodules, introduced in [Lo, Section 3] , see also [BL, Section 5] , [Lo3, Section 3] . Namely, for x ∈ (h ⊕ h * )/W , let W be the stabilizer of a corresponding point x ∈ (h⊕h * ), and let Ξ : 3. Harish-Chandra bimodules with full support.
3.1. Bimodules over D(h reg )#W . In this section, we classify simple Harish-Chandra bimodules with full support over rational Cherednik algebras associated to Coxeter groups. One of our main tools will be the localization to h reg . Recall that H c [δ −1 ] is isomorphic to D(h reg )#W . Then, we start by studying bimodules over the latter algebra. Since W acts freely on h reg , the algebras D(h reg )#W and D(h reg /W ) are Morita equivalent, an equivalence is given by M → eM where e, as before, is the trivial idempotent for W . Throughout this section, we denote N ) n , where the components Diff(M, N ) n are inductively defined as follows: [HTT, Proposition 1.2.9 ]. An explicit isomorphism is given by n⊗
Note that this implies that Diff(C [X] , N ) is finitely generated both as a right and left D(X)-module whenever N is a local system. As a right D-module, an explicit set of generators is
Since the algebra D(X) is simple and noetherian, [Br, Theorem 10] implies the following.
Lemma 3.1. Let N be a nonzero local system. Then, Diff(C [X] , N ) is a progenerator both in the categories of left and right
Now assume that N is an irreducible local system. We have a natural evaluation map of D(X)-modules
Since Diff(C [X] , N ) = 0, the evaluation map is never zero. Then, by the simplicity of N , this map is surjective. We claim that it is also injective. To see this, note that we have an isomorphism Diff(
This follows from the description of Diff above in the case when N is a local system. So we can view the evaluation map as an element of End C [X] (N, N ). Now N is noetherian since it is finitely generated over C [X] . We have seen that the evaluation map is surjective. Hence, it must also be injective. This discussion has the following consequence. 
By the discussion above, the module Diff(
. This is a contradiction.
3.2. Localization of HC bimodules. We will apply the results of the previous subsection to give an explicit description of the localization of certain Harish-Chandra H c -H c ′ -bimodules. Namely, consider the Verma module ∆ c ′ (triv). We will consider bimodules of the form Hom fin (∆ c ′ (triv), N ), for N ∈ O c with full support. We first see that any irreducible HC H c -H c ′ -bimodule with full support is contained in such a bimodule.
Proposition 3.3. Let V be a simple H c -H c ′ -bimodule with full support. Then, there exists an irreducible object T ∈ O c such that V is a sub-bimodule of Hom fin (∆ c (triv), T ).
Proof. Since V has full support, we see that
Note that e(V | h reg )e is a noetherian bimodule over the algebra D(X). Then, it is a progenerator of
Let T be an irreducible quotient of the latter module. It is easy to see that we have a nonzero map V → Hom fin (∆ c ′ (triv), T ).
We claim that for an irreducible N ∈ O c , the localization of Hom fin (∆ c ′ (triv), N ) to X (this means, first taking localization to h reg and then applying the functor e(•)e) is isomorphic to Diff(C [X] , N | X ) whenever the former bimodule is nonzero. This claim follows from Proposition 3.2 and the following lemma.
Lemma 3.4. Let N ∈ O c be simple and non-torsion. For any standard module ∆ c ′ (τ ), the localization
Then, we can extend f to M | X by
To see that this actually defines an inclusion, assume that f = 0. Then, f (x) = 0 for some non-torsion element x ∈ M . Since N is simple and non-torsion, there exists a ∈ H c such that the element af (x) ∈ N is not torsion. Then, when considering af : M | X → N | X , the element af (x) is nonzero, so the image of f is nonzero.
3.3. KZ functor. Since for any HC H c -H c ′ -bimodule V and any module M ∈ O c ′ , the module V ⊗ H c ′ M is a module in category O c , it makes sense to ask what is the image of a module of the form V ⊗ H c ′ M under the KZ functor. In this subsection, we answer this question when V has the form Hom fin (∆ c ′ (triv), M ) for an irreducible module with full support M ∈ O c . Namely, we have the following result.
Lemma 3.5. Let c, c ′ : S → C be conjugation invariant functions and consider the rational Cherednik algebras H c , H c ′ . Let q, q ′ be the associated sets of parameters for the Hecke algebras H q , H q ′ , so that we have
Proof. We show that for every N ∈ O c ′ :
Since H q ′ -mod is a quotient of O c ′ , this implies the result. Now, by results in the previous subsection the localization to X of Hom
By [HTT, Proposition 4.7.8] 
, with diagonal action of the braid group π 1 (X). The lemma is proved.
Remark 3.6. Note that ∆ c ′ (triv) has a simple socle. This follows because ∆ c ′ (triv) is free as a C[h]-module (so that every submodule is torsion free) and the localization ∆ c ′ (triv)| h reg is a simple D(h reg )#W -module. Moreover, for S := Soc(∆ c ′ (triv)), KZ(S) = KZ(∆ c ′ (triv)). Then, Lemma 3.5 holds, with the same proof, if we substitute ∆ c ′ (triv) by S. We will mostly use this form of the lemma.
3.4. Single parameter case. In this subsection and the next we assume that W is a Coxeter group. For this subsection, assume c = c ′ and write ∆(triv) := ∆ c (triv). The following is a consequence of Lemma 3.5.
Lemma 3.7. Assume there exists an irreducible module M ∈ O c with full support such that Hom fin (∆(triv), M ) = 0, and M ∼ = Soc(∆(triv)). Then, for some reflection s ∈ S, c(s) ∈ Z.
Proof. Note that KZ(M ) must be an irreducible H q -module. Since M ∼ = Soc(∆(triv)), we have that KZ(M ) ∼ = KZ(∆(triv)) = C, so that there exist m ∈ KZ(M ) and a generator T := T s ∈ H q such that T m = −q s m, where q s = exp(2π √ −1c(s)). Since KZ(M ) ⊗ C KZ(M ) ∈ H q -mod, we must have that q 2 s = 1 or q 2 s = q s . So we get q s = ±1. Since the module KZ(M ) is not trivial, we may assume −q s m = T m = m. Then, we must have q s = 1. The result follows.
Remark 3.8. If the function c is integral, then category O c is semisimple, so every standard is simple and it is known that Hom fin (∆(triv), ∆(τ )) = 0 for every irreducible representation τ of W . Moreover, in this case the bimodules Hom fin (∆(triv), ∆(τ )) form a complete list of simple HC bimodules, see [BEG, Section 7] .
Assume now that W has a single conjugacy class of reflections, so that the parameter c is a single complex number. By Remark 3.6 we have that for non-integral c ∈ C, and for every simple module M ∈ O c , Hom fin (S, M ) = 0 unless S ∼ = M . Since the localization of Hom fin (S, S) is a simple D(h reg )-bimodule, we have that the non-torsion part of the socle of Hom fin (S, S) is simple. On the other hand, we have that every simple HC bimodule of full support must be contained in Hom fin (S, S). Then, we conclude that for nonintegral c there must exist a unique (up to isomorphism) simple HC bimodule with full support. Since the localization of the algebra H c is a simple bimodule and H c does not have torsion sub-bimodules, this discussion implies the following.
Proposition 3.9. Assume W is a Coxeter group with a single conjugacy class of reflections. If c ∈ C is not an integer, then there exists a unique (up to isomorphism) HC H c -bimodule with full support, that must then be isomorphic to the unique minimal ideal of H c . Now we investigate the case of Coxeter groups with two conjugacy classes of reflections, so that c = (c 1 , c 2 ) ∈ C 2 . Note that, if nontrivial HC H c -bimodules with full support exist then, by Lemma 3.7 we must have that one of c 1 , c 2 is an integer. If both of them are integers then, Remark 3.8, we have that Hom fin (∆(triv), ∆(τ )), τ ∈ W -irrep, form a complete list of simple HC H c -bimodules. So we may assume only one of them is an integer. The following result tells us that we may assume this integer is 0. Proof. Since c − c ′ is an integer valued function, then [BEG, Proposition 8.10(ii) ] implies that both c P c ′ := Hom fin (∆ c ′ (triv), ∆ c (triv)) and c ′ P c := Hom fin (∆ c ′ (triv), ∆ c (triv),) are both nonzero. Then we have a translation functor HC(H c ) → HC(H c ′ ) given by V → c ′ P c ⊗ Hc V ⊗ Hcc P c ′ . We claim that this functor yields the desired equivalence. First of all, since the translation functor is a tensor product functor, it commutes with localization. Now, analogously to Lemma 3.4, we have that both c P c ′ | X and c ′ P c | X are isomorphic to Diff(C[X], C[X]) = D(X). From here, the result easily follows.
Proposition 3.11. Let W be a Coxeter group with two conjugacy classes of reflections, and let c = (c 1 , c 2 ) ∈ C 2 . Assume that exactly one of c 1 , c 2 , say c i , is an integer. Let W j be the subgroup generated by the reflections corresponding to the parameter c j , i = j. Then, the category of HC H c -bimodules with full support is isomorphic, as a tensor category, to W/W j -rep.
Proof. First of all note that, since the reflections corresponding to the parameter c j form a single conjugacy class, the subgroup W j is normal in W and so the group W/W j does make sense. Now, since c i ∈ Z then, by the previous lemma we may assume c i = 0. So the algebra H c is isomorphic to H c j (W j , h)# W j W , where the meaning of the previous algebra is as follows: note that we have CW j ⊆ H c j (W j , h) and an action of W on H c j (W j , h) by algebra automorphisms such that the action of W j ⊆ W coincides with the adjoint action coming from the inclusion
with the product defined analogously to the smash product H c j (W j , h)#W . So HC H c -bimodules with full support correspond to W -equivariant HC H c j (W j , h)-bimodules with full support, where the action of W j ⊆ W coincides with that coming from the inclusion of W j ⊆ H c j (W j , h). Since c j ∈ Z, Proposition 3.9 tells us that H c j (W j , h) has a unique simple HC bimodule with full support. Then, H c has at most |(W/W j )-irrep| simple HC bimodules with full support. Let us construct these. Let τ be an irreducible representation of W/W j . In particular, it is an irreducible representation of W , where the action of W j is trivial. Then, we can consider the Verma module ∆ c (τ ). Note that as a W j -module τ is simply a direct product of copies of the trivial representation, say triv
Clearly, this implies that Hom fin (∆ c (triv), ∆ c (τ )) = 0. Since the localization of these bimodules are simple and non-isomorphic, this yields |(W/W j )-irrep| different irreducible HC H c -bimodules. The result is proved.
Since an irreducible Coxeter group has at most two conjugacy classes of reflections, Theorem 1.1 follows immediately from Propositions 3.9 and 3.11.
3.5. Two-parametric case. Let c, c ′ : S → C be conjugation invariant functions. Throughout this subsection, we assume that c, c ′ are distinct. First, we assume that W is a Coxeter group with a single conjugacy class of reflections. By Lemma 3.5, if M ∈ O c is a simple module with full support and Hom fin (∆ c ′ (triv), M ) = 0, then we have a functor
Note that if KZ(M ) is the trivial module (i.e., if M = Soc(∆ c (triv))) then KZ(M )⊗ C • is the identity functor on π 1 (h reg /W ) and we must have q = q ′ , that is, c − c ′ ∈ Z. Even more is true: assume one of the generators T i of the braid group acts on an element m ∈ KZ(M ) with eigenvalue 1. Let N 1 , N 2 ∈ H q ′ -mod be such that T i acts with eigenvalue 1 and −q ′ , respectively, on elements of N 1 and N 2 . Since both
On the other hand, assume all generators of the braid group act on KZ(M ) with eigenvalue −q. Similarly to the paragraph above, we see that {1, −q} = {−q,′ }. Then, either q = q ′ = −1, or q −1 = q ′ . So we get that, if L(∆ c ′ (triv), M ) = 0 for some simple M ∈ O c with full support, then either c − c ′ ∈ Z or c + c ′ ∈ Z.
Proposition 3.12.
( Proof.
(1) One implication follows from the discussion above. The other one is, basically, Proposition 8.10
(ii) in [BEG] .
For (2), we assume that c − c ′ ∈ Z. The other case follows by considering an isomorphism H c → H −c that acts as the identity on h and h * and maps s → −s for s ∈ S. If c, c ′ ∈ Z then, similarly to Subsection 3.4 we get that, for an irreducible M ∈ O c with full support, Hom fin (S c ′ , M ) = 0 only if M = S c , where S c , S c ′ denote the socle of ∆ c (triv), ∆ c ′ (triv), respectively. The localization of Hom fin (S c ′ , S c ) is D(X), this follows similarly to Lemma 3.4. Then, Hom fin (S c ′ , S c ) has a unique simple subbimodule with full support. The result now follows by Proposition 3.3. Now assume that one of c, c ′ (and therefore both) is an integer. In this case, it is known that the translation functor c P c ′ ⊗ H c ′ • : H c ′ -mod → H c -mod, introduced in the proof of Lemma 3.10 is an equivalence of categories, [BEG, Section 8] . Then, the functor c P c
is an equivalence of categories. The former of these categories is equivalent to W -rep. We are done.
Now we study the case where W is a Coxeter group with two conjugacy classes of reflections, so that c = (c 1 , c 2 ), c ′ = (c ′ 1 , c ′ 2 ). Similarly to the discussion at the beginning of this subsection, if a nontrivial HC H c -H c ′ -bimodule with full support exists then, for each i = 1, 2, we must have that either c i − c ′ i ∈ Z or c i + c ′ i ∈ Z. Then, we have the following result, whose proof is completely analogous to that of Proposition 3.12. 
Preliminary results.
We now turn our attention to type A, that is, W = S n , with reflection representation h = C n−1 , that we identify with the subspace {(x 1 , . . . , x n ) ∈ C n : x i = 0}. Throughout this section, we denote H c (n) := H c (S n ). In this subsection, we gather some results on the structure of the algebra H c and category O c .
It is known, cf. [BE, Example 3.25] , [Lo, Theorem 5.8.1] , that the algebra H c := H c (n) is simple unless c = r/m with r, m ∈ Z with gcd(r; m) = 1 and 1 < m ≤ n. In this case, [Lo, Theorem 5.8.1 (2) ], the algebra H c has ⌊n/m⌋ proper nonzero two-sided ideals that are linearly ordered, say J 1 ⊂ J 2 ⊂ · · · . . . J ⌊n/m⌋ . Moreover, J 2 i = J i for any i = 1, . . . , ⌊n/m⌋. We set J 0 = {0}, J ⌊n/m⌋+1 = H c .
The classification of two-sided ideals gives a characterization of the possible associated varieties of HC bimodules. For i = 1, . . . , [n/m] consider the subgroup S ×i m ⊆ S n , and consider the set
consists of HC bimodules whose annihilator contains J i , and the irreducible objects in HC L i (H c ) correspond to simple HC bimodules whose (left or right) annihilator is precisely J i .
We now give a description of the supports of irreducible modules in O c . Namely, for every i = 1, .
, . . . , x (i−1)m+1 = · · · = x im }, and let X i be the union of the S n translates of Let us recall how [Wi, Theorem 1.8] is proved, as this will be important for our arguments. So let i and p be as in the previous paragraph. Consider a subgroup S ×i m ⊆ S n . Let h := {x ∈ h : S ×i m ⊆ Stab Sn (x)} and h reg := {x ∈ h : Stab Sn (x) = S ×i m }. Then, Wilcox proves that we have a localization functor,
and that identifies this quotient category with a subcategory of the category of S i × S p -equivariant D(h reg )-modules with regular singularities. Then, he checks that under the Riemann-Hilbert correspondence that identifies the latter category with the category of finite dimensional representations of π 1 (h reg /(S i × S p )), the image This construction has the following consequence for HC bimodules. Namely, let S be the simple module supported in X i that gets sent to the trivial
. Then, the proofs in Subsection 3.3 can be carried out in this setting and we see that, whenever T is a simple module with Hom fin (S, T ) = 0, and N is another simple module in
Lemma 4.1. Let S ∈ O i be the simple module satisfying
The previous lemma gives an upper bound on the number of irreducible objects in the category HC L i (H c ). Namely, since c ∈ Z then, by the results of Subsection 3.4 we see that, if T ∈ O i c , then KZ i (T ) has to be of the form λ⊗C, where λ is an irreducible representation of S i and C stands for the trivial H q (S p ) representation.
Proposition 4.2. The number of simple HC bimodules supported on the symplectic leaf L i is no more than the number of irreducible representations of S i .
Semisimplicity of HC
We have just obtained an upper bound on the number of irreducible objects of the category HC L i (H c ). In this subsection, we check that this category is semisimple. The proof is based on restriction functors, Subsection 2.6. Recall that this is a functor
that identifies the quotient category HC L i (H c ) with a full subcategory of the category of finite dimensional Ξ-equivariant HC H c bimodules that is closed under taking subquotients. Then, we start with a few remarks on finite dimensional bimodules.
Recall that the algebra H c (n), has a finite dimensional module if and only if c = r/n, with gcd(r; n) = 1, [BEG2, Theorem 1.2]. The unique irreducible finite dimensional H c -module is L c (triv) if c > 0; and it is L c (sign) if c < 0. Moreover, the category of finite dimensional H c -modules is semisimple, this follows either from the results of the previous subsection or, more directly, from [BEG2, Proposition 1.12] . Note that it follows that H c has a unique irreducible finite dimensional bimodule, and that this bimodule does not have self-extensions.
We remark that a finite dimensional bimodule must be HC: given a finite dimensional bimodule M , for any element Let us apply the previous observations to the study of HC L i (H c ). Note that the algebra H c is isomorphic to H r/m (C m−1 , S m ) ⊗i . By the results above, this algebra has a unique finite dimensional bimodule, that does not have self-extensions. The subgroup S i ⊆ Ξ acts on H c by permuting the tensor factors, and the subgroup S n−mi acts trivially. Then, the category HC Ξ 0 (H c ) is equivalent to the category of representations of the group S i × S n−mi . Note, however, that S n−mi acts trivially on the image of the restriction functor • † : this follows from the fact that simple HC bimodules supported on L i are contained in bimodules of the form Hom fin (S, M ), where KZ i (S) = C and H q (S n−mi ) acts trivially on KZ i (M ), cf. Lemma 4.1. Then, we get the following result.
Proposition 4.3. The category HC L i is semisimple. Moreover, it is equivalent to the category of representations of S i /N for some normal subgroup N ⊆ S i .
4.3.
Bimodules with minimal support. We give a complete description of the category of HC H c (S n )-bimodules with minimal support when the parameter c has the form c = r/m, for m a divisor of n. In particular, we show that the upper bound on the number of irreducibles obtained in the previous subsection is achieved in this case. Throughout this subsection, we denote q := n/m. For convenience, we assume that c > 0, we will deal with the case c < 0 at the end of this subsection. The following is our main result. The proof of Proposition 4.4 will be done by induction on r. The proof for the case r = 1 is based on a symmetry result obtained in [CEE] , see also [EGL] . There is a symmetry of parameters for the simple quotients of spherical rational Cherednik algebras. Namely, for positive integers n, N consider the Cherednik algebras H N/n (n) and H n/N (N ), with maximal ideals J max and J ′ max , respectively. Both parameters are spherical so eJ max e, e ′ J ′ max e ′ are the maximal ideals of the spherical Cherednik algebras eH N/n (n)e and e ′ H n/N (N )e ′ , respectively. Here, e ∈ CS n and e ′ ∈ CS N denote the trivial idempotents in their respective group algebras. Then, by [CEE, Proposition 9.5] , [EGL, Proposition 7 .7], we have an isomorphism between the algebras eH N/n (n)e/eJ max e and e ′ H n/N (N )e ′ /e ′ J ′ max e ′ , mapping (the images of) the subalgebras
Since HC eH c e-bimodules with minimal support are precisely the ones whose annihilator is the maximal ideal in eH c e, we have the following easy consequence of the above mentioned results.
Proposition 4.5. The isomorphism eH N/n (n)e/eJ max e ∼ = e ′ H N/n (N )e ′ /e ′ J ′ max e ′ induces an equivalence of tensor categories between the categories of minimally suported HC eHe N/n (n)-bimodules and minimally supported HC eHe n/N (N )-bimodules. Now, the parameter c = r/m > 0, with gcd(r; m) = 1 and mq = n for q ∈ Z >0 , is spherical for the rational Cherednik algebra associated to S n . Then, Proposition 4.5 has the following consequence. Now the case r = 1 of Proposition 4.4 is an easy consequence of Corollary 4.6 and [BEG, Theorem 8.5] , that asserts that the category of HC H m (q)-bimodules is equivalent, as a tensor category, to the category of representations of S q . To complete the proof of Proposition 4.4 we use an inductive argument for which we will need the theory of shift functors for rational Cherednik algebras of type A, see e.g. [GS, Section 3] . Namely, consider the eH c+1 (n)e-eH c (n)e-bimodule Q c+1 c := eH c+1 (n)e sign δ. Here, e sign denotes the sign idempotent, e sign = 1 n! σ∈Sn sign(σ)σ. The bimodule Q c+1 c is HC, this follows from [GGS, Theorem 1.6 ], [BL, 5.2] . The functor F : eHe c (n)-mod → eHe c+1 (n)-mod given by F (M ) = Q c+1 c ⊗ eHce M is then an equivalence of categories, [BE, Corollary 4.3] , that induces an equivalence O spher c → O spher c+1 . A quasi-inverse functor is given by tensoring with the (eH c+1 (n)e, eH c (n)e)-bimodule P c+1 c := δ −1 e sign H c+1 (n)e, see Section 3 in [GS] (we remark that [GS] assumes that c ∈ 1 2 + Z, an assumption that was later removed in [BE, Corollary 4.3] ). The bimodule P c+1 c is also HC. It then follows that we have an equivalence of tensor categories F : HC(eH c (n)e) → HC(eH c+1 (n)e),
. Clearly, this equivalence preserves the filtrations of the categories of HC bimodules by the support.
We now proceed to finish the proof of Proposition 4.4. So let r, m, n, q be as in the statement of that proposition. We will work over spherical subalgebras, and we make the following inductive assumption: For every 0 < r ′ < r and every m ′ , q ′ ∈ Z >0 with gcd(r ′ , m ′ ) = 1, the category HC L q ′ (eH r ′ /m ′ (m ′ q ′ )e) is equivalent, as a tensor category, to the category of representations of S q ′ .
Clearly, Proposition 4.5, together with [BEG, Theorem 8.5] , give the base of induction. Now, using Proposition 4.5 again, we have that the categories HC Lq (eH r/m (n)e) and HC Lq (e ′ H m/r e ′ (qr)) are equivalent as tensor categories. Using shift functors, we get a tensor equivalence between HC Lq (eH r/m (n)e) and HC Lq (e ′ H r ′ /r (qr)e ′ ), where 0 < r ′ < r. By our inductive assumption, this is tensor equivalent to S q -rep. Proposition 4.4 now follows by sphericity, since we are assuming our parameter c is positive.
Let us give a description of the irreducible objects in HC Lq (H r/m (n)). First of all, the simple modules in O q r/m have the form L(mλ), where λ is a partition of q. The simple module that gets sent to the trivial S q -representation under KZ q is L(m triv q ) = L(triv), where triv q stands for the trivial partition of q and triv = m triv q is the trivial partition of n. The localization Loc q of the bimodules Hom fin (L(triv), L(mλ)) are simple, so each one of Hom fin (L(triv), L(mλ)) are either simple or 0. But a HC bimodule V ∈ HC Lq (H r/m (n)) is a Noetherian bimodule over the simple algebra H c /J q , so it is a progenerator in the category of left and right modules over this algebra. In particular, V ⊗ Hc L(triv) = 0, so any irreducible HC bimodule with minimal support embeds in a bimodule of the form Hom fin (L(triv), L(mλ)). By counting, it follows that {Hom fin (L(triv), L(mλ)) : λ is a partition of q} is a complete list of irreducible HC H r/m (n)-bimodules with minimal support. An explicit tensor equivalence is given as follows,
. That this functor intertwines tensor products follows by an analog of Lemma 3.5, using the functor KZ q instead of KZ.
To finish this subsection, we remark that for c = r/m < 0, with mq = n, the category HC Lq (n) is also equivalent to the category of representations of S q . This follows because there is an equivalence
4.4. Case c = r/n. In this subsection, we completely characterize the category of HC bimodules over the algebra H r/n (n), where gcd(r; n) = 1. By Subsection 3.4, this algebra has a unique simple HC bimodule with full support, namely, the unique nonzero proper ideal J H c . By Subsection 4.2, this bimodule doesn't have self-extensions. On the other hand, this algebra has a unique irreducible finite dimensional bimodule, namely M := H c /J , that does not admit self-extensions. The bimodules M, J form a complete list of irreducible HC bimodules. We now investigate extensions between them. For the rest of this section we denote simply by 'Ext' the extension group Ext Note that the previous proposition implies that both H c and D are injective-projective in the category HC(H c ). The injective hull of J coincides with the projective cover of M , which is H c , while D is both the injective hull of M and the projective cover of J . It follows, in particular, that the homological dimension of HC(H c ) is infinite. 4.5. Two-parametric case. We study the category HC(H c (n)-H c ′ (n)) when the parameters c, c ′ are distinct. First, we remark that if c is a regular parameter (this means that c is not of the form r/m with 0 < m ≤ n) then HC(H c (n)-H c ′ (n)) = 0 unless c ′ = ±c + m with m ∈ Z and, in this case, HC(H c (n)-H c ′ (n)) has been completely described, Proposition 3.12. So we may assume that both parameters c, c ′ are singular. Since for irreducible modules M ∈ O c ′ , N ∈ O c , Hom fin (M, N ) = 0 only when supp(M ) = supp(N ), the description of supports of irreducible modules given in Subsection 4.1 together with Proposition 3.12 imply that a necessary condition for HC(H c (n)-H c ′ (n)) to be nonzero is that c and c ′ have the same denominator when expressed as irreducible fractions. Then, throughout this subsection we assume that c = r/m, c ′ = r ′ /m, gcd(r; m) = gcd(r ′ ; m) = 1.
Recall that, for i = 1, . . . , ⌊n/m⌋ we have the functor KZ c and, moreover, that whenever Hom fin (N, M ) is nonzero then, for every module L ∈ (CS i ⊗ H q (S n ))-mod the B i × B n−mimodule KZ i (M ) ⊗ C L factors through the algebra CS i ⊗ H q (S n−mi ). The following result is then completely analogous to Proposition 3.12.
Proposition 4.11. Let i ∈ {1, . . . , ⌊n/m⌋} and assume that n − mi = 0. Then, HC L i (H c (n)-H c ′ (n)) = 0 unless c − c ′ ∈ Z or c + c ′ ∈ Z. Now assume that c ′ = c + k, with c > 0 and k ∈ Z >0 . Then, using shift functors we have an equivalence of categories HC(H c (n)) ∼ = HC(H c (n)-H c ′ (n)) ∼ = HC(H c ′ (n)) preserving the filtration by supports so that, in particular, they descend to equivalences HC L i (H c (n)) ∼ = HC L i (H c (n)-H c ′ (n)) ∼ = HC L i (H c ′ (n)). Since we have an isomorphism H c ′ (n) → H −c ′ (n) fixing the subalgebras C[h] Sn , C[h * ] Sn , we also have an equivalence HC(H c (n)-H −c−k (n)) ∼ = HC(H c (n)) preserving the filtration by supports. Finally, note that similar results hold if c < 0 and k ∈ Z <0 .
