Abstract. An investigation of the asymptotic completeness property for inertial manifolds leads to the concept of "flow-normal hyperbolicity", which is more natural in this case than the traditional form of normal hyperbolicity derived from the linearised flow near the manifold. An example shows that without flow normal hyperbolicity asymptotic completeness cannot be guaranteed. The analysis also yields a new result on the asymptotic equivalence of ordinary differential equations.
INTRODUCTION.
Although intrinsically infinite-dimensional, many partial differential equations display phenomena that are naturally associated with finite-dimensional systems.
For example, numerical studies of the Kuramoto-Sivashinsky equation (Hyman & Nicolaenko, 1986) show a bifurcation structure that one would expect from a system of ordinary differential equations.
This relationship to a finite-dimensional system can be made rigorous by proving the existence of an inertial manifold M (Foias et al., 1985) , a Lipschitz (or smoother) manifold which is positively invariant and attracts all orbits of the flow at an exponential rate. The inertial manifold contains the attractor, and when restricted to the manifold the partial differential equation becomes a finite set of ordinary differential equations (section 2). This paper discusses the sense in which the inertial manifold provides a reduction in the dimension of the phase space, and notions of "equivalence" between the original partial differential equation and the finite-dimensional system on the manifold. The strongest equivalence property is termed "asymptotic completeness", when any trajectory of the "parent" flow tends to a trajectory on the manifold. A condition that ensures this property -"flow normal hyperbolicity" -arises naturally (sections 3 and 5).
A natural way to approach this is via the study of asymptotically autonomous ordinary differential equations (Markus, 1956; Thieme, 1994) , and so the analysis yields a new result in this area, showing the asymptotic equivalence of two equations provided that the trajectories of the limiting (autonomous) equation do not separate too quickly in backwards time. This forms the subject of section 3, which can be read independently.
It is always possible that such a condition is merely an artefact of the method of proof. However, in this case one can construct a counterexample (section 4) to show that this is essentially the best possible result. Nevertheless, something can be salvaged in the general case, since trajectories of the "parent" flow can always be followed arbitrarily closely by a collection of trajectories on M.
In the conclusion it is shown that flow normal hyperbolicity is related to the spectral gap condition required by most existence proofs (cf. theorem 1.4).
DISSIPATIVE EVOLUTION EQUATIONS AND INERTIAL MANIFOLDS
Evolution equations on a Hilbert space H, of the form du/dt + Au + g(u) = 0, ( follows this corresponds to setting α = β = 0 and neglecting all subscripts on the norms (or see Robinson (1995c) for an informal introduction to the mathematical background).
The positivity of A and the Lipschitz property of g are enough to ensure that (1.1) generates a strongly continuous semigroup T (t) on D(A α ), and there are very full results concerning existence and regularity of solutions (Hale, 1988; Henry, 1981; Miklavčič, 1985; Temam, 1988) .
Evolution equations that possess a bounded absorbing set are termed "dissipative".
For such a system, the nonlinear term can be modified by a cut-off function which leaves the equation identical within the absorbing set but ensures that it is linear when |u| α is large enough. For example, when
and set Foias et al., 1988; Temam, 1988) 
The semigroup S(t) generated by such an equation is compact, since it maps bounded sets in D(A α ) into bounded sets in D(A α+ ), a space compactly embedded in D(A α ) (this follows from a straightforward application of the variation of constants formula). This is enough to ensure that equation (1.2) possesses a finite-dimensional compact global attractor (Mallet-Paret, 1976; Temam, 1988) .
The global attractor A is the maximal compact invariant set to which all trajectories tend,
The distance in definition 1.2 (and in all that follows) is measured in
The existence of such an attractor is not necessarily a convenient way to obtain a lower-dimensional description of the dynamics. For example, the Lorenz attractor in IR 3 (Lorenz, 1963 ) has a complicated fractal structure, and the dynamics are best described by the original three-dimensional system. If the attractor can be embedded in a smooth invariant manifold then the dynamics have an elegant description. Assuming exponential attraction to this manifold, replacing the perhaps slow rate of approach to the attractor, yields an inertial manifold. Definition 1.3. An inertial manifold M is a Lipschitz manifold which is positively invariant and attracts all orbits of the flow exponentially,
for all u 0 ∈ X, where X is any bounded set in D(A α ).
Almost all of the existence theorems for inertial manifolds require a gap in the spectrum of A as the main hypothesis (an exception is the paper of Mallet-Paret & Sell (1988) , which uses special properties of the Laplacian on some particular domains). Different methods of proof yielding the same conditions can be found in Chow et al. (1992) , Constantin et al. (1988 Constantin et al. ( & 1989 , Debussche (1990 ), Ninomiya (1992 , and Robinson (1995a Robinson ( & 1995b .
Since A −1 is a compact operator, the spectral theory of compact operators on a Hilbert space (Bollobás, 1990) yields a complete set of eigenfunctions w j for A, with corresponding eigenvalues λ j satisfying
Define P n as the projection operator onto the first n eigenfunctions of A,
and Q n as its orthogonal complement in H, Q n = I − P n . A standard existence theorem is (Robinson, 1995b )
ensures that there exists an inertial manifold given as the graph of a Lipschitz
Trajectories converge toward the manifold at a rate µ, where
with Lipschitz constant l (say), so that
The restriction to inertial manifolds that can be expressed as graphs has occurred in all of the existence proofs so far presented in the literature. One natural question is whether this restriction has any justification other than the ease with which such inertial manifolds can be found. One justification must be the simple form in which the equation on the manifold can be expressed.
THE INERTIAL FORM.
Restricting (1.2) to the graph of a Lipschitz function φ :
where P = P n and Q = Q n for some n, yields the ordinary differential equation for p = P n u dp/dt + Ap + P f (p + φ(p)) = 0, (2.1) termed the "inertial form". The hope is that the dynamics of (2.1) adequately reflect the full dynamics of (1.2); this is not unreasonable since the attractor of (1.2) is contained within the inertial manifold (see Temam (1988) for example).
The problem is therefore to compare the infinite-dimensional equation
with the finite-dimensional dp/dt
It is tempting to say glibly that "the dynamics of the inertial form fully determine those of the partial differential equation". However, a simple example acts a warning that things are not quite so straightforward. Consider the three-
for which z = 0 is an attracting invariant manifold, since z decreases algebraically according to
Note that the decrease of z is slower than exponential and so z = 0 is not really an inertial manifold. However, one might still expect the full dynamics to be "determined" by those on z = 0. If ω(1) = 1, then for an initial condition (1, θ(0), z 0 ),
But then there is no trajectory θ 0 (t) on the circle r = 1 on the plane z = 0 for which
This highlights the need for the following definition, which ensures the existence of such a tracking trajectory on the manifold.
Definition 2.1. An inertial manifold is asymptotically complete if for any tra-
Since the inertial manifold is exponentially attracting, the rate of convergence in (2.5) is usually exponential too. This is referred to as "exponential tracking" (Foias et al., 1989) .
The first step in studying this property is to reduce the problem to a question in the study of ordinary differential equations. Within this setting it becomes clear what conditions need to be imposed on the flow to ensure asymptotic completeness.
The idea is to split the flow into its P and Q components, bound the Q part and then restrict analysis to the finite-dimensional projection onto P H. Consider first the distance between the trajectory u(t) = p(t) + q(t) and some trajectorȳ
Now, |q(t)−φ(p(t))| α is the vertical distance to the manifold, and it is straightforward to show that this decays at the same rate as the minimum distance:
Lemma 2.2. The distance of a trajectory from the manifold decays exponentially iff the "vertical" distance decays at the same rate,
The other implication is obvious.
showing that the important quantity to analyse is |p(t) −p(t)|. Sincep is the P component of a trajectory on M it obeys the finite-dimensional equation (2.3).
The projection onto P H of the solution u(t) also obeys (2.3) with the addition of a decaying perturbative term.
Lemma 2.3. The equation for the P -component of (2.2) can be represented by the asymptotically autonomous equation
where e(t) = e(t, u 0 ) decays exponentially,
Proof. The P -component of (2.2) is dp/dt + Ap = −P f (p + q)
where
Now, since f is Lipschitz, |e(t)| decays exponentially fast:
from lemma 2.2.
It is therefore sufficient to show that any solution of dp/dt + Ap + P f (p + φ(p)) + e(t) = 0 tends to some solution of dp/dt
If one can show that the trajectories approach exponentially then this ensures that the inertial manifold has the exponential tracking property. (Note, however, that a slower rate of convergence would still ensure asymptotic completeness according to definition 2.1.)
ASYMPTOTIC EQUIVALENCE OF ODEs.
Setting g(x) = −Ax − P f (x + φ(x)) enables the problem to be expressed simply as a search for conditions for
to be asymptotically equivalent to
in other words that for any solution of (3.1) there exists a solution of (3.2) such that
The assumption is that G(x, t) converges exponentially to g(x),
In line with the derivation above, denote
where the x dependence will not be made explicit in what follows
Asymptotically autonomous equations such as (3.1) have been studied in the past by Markus (1956) , Opial (1960), and Yoshizawa (1963) . However, most of their results focused on the ω-limit sets of trajectories rather than the individual trajectories themselves. Recently, Thieme (1992 & 1994 and Mischaikow et al. (1995) have returned to the study of such systems and discussed situations in which trajectories of (3.1) can be guaranteed to converge to stationary points of (3.2). Note that the aim below is to discuss the convergence of solutions of (3.1) to some general solution of (3.2), and there is no restriction to fixed points or periodic orbits. A similar approach is taken in Benaïm & Hirsch (1996) , who obtain the same condition as below by a different method, and develop a more general theory of "asymptotic pseudotrajectories" that copes with several different applications.
It is instructive first to consider the case where the nonlinearity g is C 1 , equivalent to a C 1 nonlinearity f in the original partial differential equation (2.2) and a C 1 inertial manifold. Analysis of this case (inspired by Marlin & Struble, 1969 ) leads naturally to a condition on the solutions of (3.2) which can then also be shown to ensure the tracking property for Lipschitz nonlinearities g, i.e. for Lipschitz inertial manifolds. This condition can be translated back into a normal hyperbolicity condition for the original inertial manifold problem.
Let the solution ofẏ = g(y) with y(t 0 ) = y 0 be denoted by y(t; t 0 , y 0 ). Since y(t) is the solution of an autonomous ordinary differential equation, it is clear that y(t; t 0 , y 0 ) = y(t − t 0 ; 0, y 0 ). Now consider a solution x(t) ofẋ = G(x, t), for which a trajectory y(t) oḟ
is required, such that
preferably exponentially. As an approximation to this trajectory y(t), consider the solution ofẏ = g(y) which agrees with the trajectory x(t) when t = T , y(t; T, x(T )).
Since the aim is a solution y(t) which agrees with x(T ) in the limit of infinite times (at "T = ∞"), it is natural to consider the limit
as a candidate for the tracking trajectory.
When f is C 1 , an expression for y(t; T, x(T )) can be found explicitly in terms of the solution Φ(t, y 0 ) of the linear variational equation
Recall (Hale, 1969 ) that Φ(t, y 0 ) = (∂y/∂y 0 )(t; 0, y 0 ) and that, since y(t; t 0 + h, y 0 ) − y(t; t 0 , y 0 ) = y(t; t 0 + h, y 0 ) − y(t; t 0 + h, y(h; 0, y 0 )),
Therefore, for the chosen solution x(s) of (3.1),
and so in fact
The limit in (3.3) can now be given explicitly as
The important question is the convergence of this integral and its behaviour in t (see Marlin & Struble, 1969) . For (3.5) to solve (3.2) on [0, ∞) the integral must converge uniformly for t in each bounded sub-interval of [0, ∞): it is then the uniform limit of solutions of (3.2) and thus a solution itself. The decay of the distance |x(t) − y ∞ (t)| is clearly given by the convergence of
to zero.
Since Φ(t, y 0 ) = (∂y/∂y 0 )(t, y 0 ), and s > t in the integrand of (3.6), Φ is a measure of the separation of trajectories in backwards time. Since a bound is required on (3.6), and it is known that |e(s)| ≤ Be −µs , it is natural to impose Φ(−t, y 0 ) ≤ Ce γt with γ < µ to ensure convergence of (3.6). In other words one imposes an exponential bound on the backward separation of trajectories. The following theorem is then almost immediate. As remarked above, note that the theorem covers general solutions of the equation rather than just fixed points and periodic orbits.
Theorem 3.1. If x(t) is a solution oḟ
where |G(x, t) − g(x)| ≤ Be −µt , g is C 1 , and any two solutions y 1 (t) and y 2 (t) oḟ y = g(y) satisfy
with γ < µ, then there exists a solution y(t) ofẏ = g(y) such that
Proof. From (3.7) it follows that
and so for t negative
Therefore the integral of (3.5) is bounded by
since µ > γ. Clearly the same argument implies the uniform convergence of the integral, and so (3.5) provides the required tracking trajectory.
Note that additional information about the solutions of the linear variational equation (3.4) can be obtained using the theory of skew product flows developed in Sacker & Sell (1978) , Sell (1978) , and Sacker & Sell (1980) . This result is now generalised to the case where g is only assumed to be Lipschitz by dealing directly with (3.3).
Theorem 3.2. Allow g(x) in theorem 3.1 to be Lipschitz. Then the same conclusion holds.
Proof. The main objective is to estimate |y(t; s + h, x(s + h)) − y(t; s, x(s))|.
This is done in two stages, and reference to figure 3.1 should make the argument transparent. Consider first
the separation in backwards time of solutions of equations (3.1) and (3.2) with the same value at t = s + h. If the separation is denoted by z(t), and the Lipschitz constant of g is L, clearly
Using (3.7), this implies that
Using this expression, it is clear that (3.3) converges uniformly on bounded intervals of [0, ∞), since, for any τ > T ,
which tends to zero uniformly on [0, t 0 ] for all t 0 > 0 as T → ∞. Therefore the limit in (3.3) exists and satisfies (3.2), since it is the uniform limit of solutions of (3.2).
Furthermore, noting that y(t; t, x(t)) = x(t), it follows from (3.8), setting T = t and letting τ → ∞, that
which is the exponential tracking property, at rate µ.
It seems plausible that a more general result may be possible, independent of the rate of decay of e(t). Indeed, Opial (1960) suggests as much by noting that an estimate of the separation of solutions of (3.1) and (3.2) with the same initial condition looks like an estimate for the separation of two solutions of (3.2) with different initial conditions. That this general result is not the case is shown by the counterexample in the next section.
A COUNTEREXAMPLE.
It is relatively straightforward (Swinnerton-Dyer, 1993) to construct a counterexample with nonlinear terms that are only Lipschitz. Indeed, for a fixed point on the line near which the dynamics areẋ = |x|, a perturbation + e −µt will drive the trajectory through the origin from x < 0 into x > 0 for arbitrarily small positive , provided that µ < 1. Turning the line into a circle and adding an extra fixed point near which the dynamics are the same gives a planar system for which the addition of an exponentially decaying term produces orbits that circle forever unlike any of the original trajectories (this is worked out in detail as example 1.5 in Thieme, 1992) . However, for a C 1 counterexample a little more work is required, although the idea is similar.
The following example is based around a series of similar boxes. The idea is to construct a self-contained box from which trajectories can escape under perturbation. For the unperturbed systeṁ
trajectories spiral outwards from the origin, anticlockwise towards the sides of the
. This can be seen by considering the quantity
which evolves according to
where r 2 = x 2 + y 2 . As θ approaches zero,
where η < 1 can be taken arbitrarily close to 1 when θ is small enough. Since dθ/dt ≥ −4θ, θ does not reach zero in a finite time.
The dynamics of (4.1) near the corners will also be important in what follows.
A lowest order approximation near (−1, −1), for example, with ξ = 1 + x and η = 1 + y, yields θ = 4ξη, andξ
Thus η decays exponentially and ξ finally begins to increase (having been approximately constant to first order) only once η < ξ. The time T taken to pass through a small box [0, ] × [0, ] (in (ξ, η) co-ordinates) from (θ/4 , ) to x = is at least the time taken for η to decrease from to θ/4 , and so
with the time between two corners tending to infinity as θ → 0. Note however that the trajectory does eventually leave the immediate neighbourhood of the corner and continue on its way.
The perturbation is an additional term in the x equation which induces a push to the right localised near (−1, 0) and (1, 0),
where f (x, y) is C 1 , everywhere positive (or zero) and satisfies
The θ dynamics become (4.3) and θ can be shown to satisfy the differential inequality
otherwise.
Above, the time intervals [t 2n+1 , t 2n+1 + τ 1 ] are when the trajectory is in the righthand perturbed region (where f = 1), and the times [t 2n , t 2n + τ 2 ] are in the left-hand region (where f > 0). Note that τ 2 can be taken to be strictly greater than τ 1 (consider the dynamics near the edges as θ → 0).
From (4.4),
and so, setting β = 2η − µ > 0, for t = t 2n+1 + τ 1
with κ = 2(e βτ 2 − 1)/β and α = (e βτ 1 − 1)/2(e βτ 2 − 1) < 1. Now,
if e −β(t 2j+1 −t 2j ) ≤ α/2, i.e. provided that t 2j+1 − t 2j is large enough. But, from (4.2), the time taken near the corners tends to infinity as θ tends to zero, and thus for all j ≥ j 0 (for some j 0 ) the term in the sum can be bounded above by (4.5), so that
j=1 e βt 2j − αe βt 2j+1 ) and γ = κα e βτ 1 /2 > 0, the first term including the sum to j 0 and the second term the sum from j 0 onwards.
Thus θ eventually passes through zero on the right of the box, i.e. the trajectory is pushed through x = 1. To complete the counterexample, line up an even number of these boxes in the x direction, with every box a mirror image of the previous one, excepting the perturbation term which always acts to push trajectories to the right. The same mechanism as above will ensure that trajectories eventually escape out to the right of each box. Finally, wrap the line of boxes into a circle. Then there exist trajectories which circle around forever, although none of the unperturbed trajectories have this behaviour.
autonomous equations in the plane whose ω-limit sets do not coincide with those of the limiting equations. These examples, which have C 1 nonlinearities and exponentially decaying perturbations, are based on a general result which allows any cyclic chain of heteroclinically connected fixed points of (3.2) to be obtained in the ω-limit set of a non-autonomous equation like (3.1) if e(t) is chosen appropriately.
The above example has the advantage of being self-contained and the analysis essentially self-evident.
A quick calculation of the derivatives of the nonlinear terms along the attracting edges of the box shows that the maximum backwards separation there occurs near (±1, 0) and is at rate 2. Thus µ < 2 is precisely a violation of the condition of theorem 3.1, apart from a couple of small points. Firstly, if µ = 2 the construction fails. Secondly, the estimate γ = 2 follows from considering only the separation near the boundary, which is the attractor for the system. This suggests that it is in fact the rate of separation in a neighbourhood of the attractor that is important.
Despite the counterexample above, all is not lost. Indeed, even when the conditions of theorem 3.1 fail it is a straightforward result that the solutions of (3.2) can be used to approximate (3.1) arbitrarily closely for all time by switching from one solution to another.
Proposition 4.1. Given a solution x(t) of (3.1), there exists a sequence of times
and a corresponding sequence of errors { n } and points y n = x(t n ) such that
where n → 0 as n → ∞ and the "jumps" decrease to zero,
Proof. The separation of the trajectories oḟ
which start at the same point at time T is bounded by η e L(t−T ) /L, where L is the Lipschitz constant of g and |e(t)| ≤ η for all t ≥ T . Choose {T n } such that
and then once t > T n the trajectory x(t) can be tracked by a trajectory ofẏ = g(y)
for at least a time n to within a distance /n. The separation of y(t n+1 − t n , 0, y n ) from x(t n+1 ) = y n+1 is also bounded by /n.
It now remains to translate these results back into the infinite-dimensional setting of the inertial manifold problem which began the investigation, and to discover what kind of condition has been obtained for asymptotic completeness.
FLOW-NORMAL HYPERBOLICITY AND ASYMPTOTIC COMPLETENESS
It is simple to turn the conditions of theorem 3.2 into conditions to apply to the inertial manifold problem. Indeed, the backwards separation of trajectories of dp/dt + Ap + P f (p + φ(p)) = 0 is precisely the the backwards separation of trajectories on the manifold. When this is slower than the rate of approach to M the manifold is said to be "flownormally hyperbolic". holds and furthermore
for two solutions u 1 (t) and u 2 (t) lying on M, where γ < µ
Note that this definition does not require f and M to be C 1 , unlike conventional definitions of normal hyperbolicity.
The following theorem (which follows immediately from theorem 3.2) states that flow-normal hyperbolicity is sufficient for the inertial manifold to be asymptotically complete.
Theorem 5.2. If an inertial manifold is flow-normally hyperbolic, then it is asymptotically complete. The rate of tracking is the same as the rate of attraction towards the manifold.
A similar result follows from the analysis of Palmer (1970) , but there the obtained rate of tracking is only µ−γ. The proof of Chow et al. (1992) , which uses a fixed point method related to this analysis, can also be used to obtain this result in a form which depends on the Lipschitz constant of f . Here, however, the main focus is on qualitative properties of the flow rather than results involving estimates of quantities derived from the governing equation. See Langa & Robinson (1996) for a similar proof that does not require an explicit form for the flow restricted to the inertial manifold.
The counterexample of section 4 can easily be turned into an inertial manifold example by adding the vertical dynamicsż = −µz and changing the e −µt factor in the perturbing term to a z.
Finally, proposition 4.1 still holds and provides some sense in which the dynamics on M always determine the asymptotic dynamics of (2.2) (cf. the result of Vishik (1992) for systems in which all the stationary points are hyperbolic). A similar result also holds if M is replaced throughout by A, see Langa & Robinson (1996) .
Proposition 5.3. Given a trajectory u(t), there exists a sequence of times {t n } ∞ n=1
such that
and a corresponding sequence of errors { n } and points {v n } with v n ∈ M such that
Although elementary, this proposition is instructive. Even in the simple system (2.4) it is not immediately obvious that the solutions on z = 0 θ(t) =θ 0 + t offer increasingly better approximations to
for someθ 0 . However, given the result of proposition 5.3 it is not hard to show that for some > 0 and T > 0, provided that
. Furthermore, the amount of time that the solution can be approximated to within increases by e µ on each interval [t n , t n+1 ].
CONCLUSION.
The investigation of asymptotic completeness presented above led naturally to the idea of "flow-normal hyperbolicity". In the context of inertial manifolds this is more natural than the traditional form of linearised normal hyperbolicity used in analyses that show the persistence of invariant manifolds (Fenichel, 1971; Hirsch, Pugh, & Shub, 1977; Sacker, 1965; Wiggins, 1994) .
Some interesting questions arise from this new definition. It is possible to
show that when the manifold is flat (or if one works in terms of "flattened" coordinatesq = q − φ(p)) that flow-normal hyperbolicity implies linearised normal hyperbolicity, which should allow standard persistence results to be applied. Indeed, Kurzweil (1968) has such a persistence result for flat manifolds, but there are non-trivial problems in adapting his result to the general case (see Robinson, 1994) .
Since flow-normal hyperbolicity makes sense even for Lipschitz manifolds, one might hope to prove a general persistence theorem for Lipschitz (rather than C 1 ) manifolds. Counter to this, it would be a major step to show that a flow-normally hyperbolic manifold is necessarily C 1 . This would considerably shorten many persistence results in the literature, in addition to being a very easy condition to check for manifolds constructed in applications, due to the relationship between flow-normal hyperbolicity and the spectral gap condition (1.4) which will now be outlined.
Suppose that the manifold is given as the graph of a function φ with Lipschitz constant ≤ 1. Then a bound on the separation of trajectories on M is given by a bound on the separation of trajectories of the ODE dp/dt + Ap + P f (p + φ(p)) = 0.
The Lipschitz constant of
, and so
The rate of attraction from theorem 1.4 (1.5) is bounded by
and so the condition µ > γ yields
which is precisely the spectral gap condition (1.4). Thus if one requires an inertial manifold to be flow-normally hyperbolic it is unreasonable to hope to improve upon the gap condition.
However, hope for improvement may lie in the direction pioneered by Kwak (1992) , who obtains an inertial manifold for a reaction-diffusion equation with convection u t = u xx + (f (u)) x + g(u) + h(x)
by considering a new system for the transformed variables J(u) = (u, u x , f (u)).
The new system has an asymptotically complete inertial manifold (and so the 
