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Abstract. In this paper, we prove the existence of infinitely many homoclinic orbits for
the first order Hamiltonian systems Jx˙−M(t)x+R′(t, x) = 0, by the minimax methods
in critical point theory, when R(t, y) satisfies the superquadratic condition R(t,x)
|x|2
−→ ±∞
as |x| −→ ∞, uniformly in t, and need not satisfy the global Ambrosetti-Rabinowitz con-
dition.
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1. Introduction and main result. In this paper, we are interested in the
existence of homoclinic solutions for the first-order Hamiltonian system
(H) x˙ = JH ′(t, x)
where x(t) = (p(t), q(t)) ∈ RN × RN , J =
(
0 −IN
IN 0
)
is the standard symplectic
matrix and H is of the type
H(t, x) = −
1
2
M(t)x.x +R(t, x)
with M(t) =
(
0 L(t)
L(t) 0
)
, L is a continuous function taking values in the set of
(N ×N)−symmetric matrices and R : R×R2N −→ R, (t, x) 7−→ R(t, x) is a continuous
function, differentiable with respect to the second variable with continuous derivative
R′(t, x) = ∂R
∂x
(t, x). Here x.y denotes the Euclid’s inner product of x, y ∈ R2N and |.| de-
notes the corresponding Euclid’s norm. As usual, assuming that x = 0 is an equilibrium
for (H), we say that a solution x of (H) is homoclinic to 0 if x ∈ C1(R,R2N) satisfies
x 6= 0 and the asymptotic condition x(t) −→ 0 as |t| −→ ∞.
Establishing the existence of homoclinic orbits of Hamiltonian systems is one of the most
important problem in the theory of Hamiltonian systems. During the two last decades,
the existence and multiplicity of homoclinic solutions for Hamiltonian systems have been
extensively investigated by many authors with the aid of the variational methods. For
examples see [1-10] for the second-order systems, and [11-17] for the first-order systems.
1
2All classical known results for Hamiltonian systems (see [1-3,8,11-16]) are obtained un-
der the following assumption that the Hamiltonian satisfies the so-called Ambrosetti-
Rabinowitz condition, that is, there exists a constant µ > 2 such that for all t ∈ R and
x ∈ R2N , |x| ≥ r,
0 < µR(t, x) ≤ R′(t, x).x.
In very recent years, many authors devoted to the existence of homoclinic orbits for sec-
ond order systems (see [5-7, 9,10]) under a kind of new superquadratic conditions firstly
introduced by Fei [19] for the existence of periodic solutions. Motivated by the work of
[20], the author gets recently in [17], without the Ambrosetti-Rabinowitz condition, the
existence of at least one homoclinic orbit for (H) under the following conditions:
(L1) There exists a constant γ < 0 such that the smallest eigenvalue
l(t) = inf
|ξ|=1
L(t)ξ.ξ
of L(t) satisfies
l(t) |t|γ−1 −→ ∞ as |t| −→ ∞;
(L2) L ∈ C
1(R,R2N) and there is T0 > 0 such that 2L(t) + L˙(t) and 2L(t) − L˙(t) are
nonnegative definite for all |t| ≥ T0, where L˙(t) =
dL
dt
(t);
(R1)
R(t, x)
|x|2
−→ +∞ as |x| −→ ∞, uniformly in t ∈ R,
(R2)
|R′(t, x)|
|x|
−→ 0 as |x| −→ 0, uniformly in t ∈ R;
(R3) there exist a > 0 and α > 1 such that
|R′(t, x)| ≤ a(|x|α + 1), ∀t ∈ R, ∀x ∈ R2N ;
(R4) there exist β > α, b > 0 and r > 0 such that
R′(t, x).x− 2R(t, x) ≥ b |x|β , ∀t ∈ R, ∀ |x| ≥ r,
(R5) R
′(t, x).x ≥ 2R(t, x) ≥ 0, ∀t ∈ R, ∀x ∈ R2N .
Remark 1.1. It is easy to see that the function
R(t, x) = |sin(t)| |x|
3
2 + |x|2 ln(1 + |x|2), ∀t ∈ R, ∀x ∈ R2N
satisfies (R1)− (R5) and don’t satisfies the Ambrosetti-Rabinowitz condition.
The purpose of this paper is to show that the Hamiltonian system (H) possesses infinitely
many homoclinic orbits if R(t, x) is even in x and satisfies the above assumptions.
Our main result reads as follows:
Theorem 1.1. Assume (L1), (L2) and (R1) − (R5) hold, and suppose, in addition,
3that R(t,−x) = R(t, x) for all (t, x) ∈ R × R2N . Then (H) possesses infinitely many
homoclinic orbits (xk) such that∫
R
[−
1
2
Jx˙k.xk +
1
2
M(t)xk.xk −R(t, xk)]dt −→ +∞ as k −→∞.
Remark 1.2. Observe that if x is a solution of (H) then y(t) = x(−t) is a solution of
the system
Jy˙(t) +M(−t)y(t)− R′(−t, y(t)) = 0.
Moreover, −R(−t, x) satisfies (R1), (R4), (R5) whenever R(t, x) satisfies respectively the
following assumptions
(R′1)
R(t, x)
|x|2
−→ −∞ as |x| −→ ∞, uniformly in t ∈ R;
(R′4) there exist β > α, b > 0 and r > 0 such that
R′(t, x).x− 2R(t, x) ≤ −b |x|β , ∀t ∈ R, ∀ |x| ≥ r;
(R′5) R
′(t, x).x ≤ 2R(t, x) ≤ 0, ∀t ∈ R, ∀x ∈ R2N .
So we have
Theorem 1.2. Assume (L1), (L2) and (R
′
1), (R2), (R3), (R
′
4), (R
′
5) hold, and suppose, in
addition, that R(t,−x) = R(t, x) for all (t, x) ∈ R× R2N . Then (H) possesses infinitely
many homoclinic orbits (xk) such that∫
R
[−
1
2
Jx˙k.xk +
1
2
M(t)xk.xk − R(t, xk)]dt −→ −∞ as k −→ ∞.
2. Preliminary results. For a selfadjoint operator S acting in L2 = L2(R,R2N),
let D(S) denotes the domain, |S| the absolute value, and |S|
1
2 the square root. In the
following, ci denotes a positive constant. If S1 and S2 are two selfadjoint operators with
D(S1) ⊂ D(S2), then D(|S1|
1
2 ) ⊂ D(|S2|
1
2 ), and if moreover ‖S1u‖ ≤ c1 ‖S2u‖ for all
u ∈ D(S1), then
∥∥∥|S1| 12 u
∥∥∥
L2
≤ c2
∥∥∥|S2| 12 u
∥∥∥
L2
for all u ∈ D(|S1|
1
2 ).
Let J0 be the (2N)× (2N) matrix
J0 =
(
0 IN
IN 0
)
,
and A0 = −J
d
dt
+ J0, a selfadjoint operator acting in L
2. Let W 1,2 = W 1,2(R,R2N )
be the usual Sobolev space. Clearly, < A0u,A0u >L2= ‖u‖
2
W 1,2 for all u ∈ D(A0),
and D(A0) = W
1,2, where < ., . >L2 denotes the L
2 inner product. Note that letting
D = (−I2N
d2
dt2
+ I2N)
1
2 , one has D(D) = W 1,2 and D(|D|
1
2 ) = W
1
2
,2(R,R2N) = H
1
2 , the
Sobolev space of fractional order. Hence D(|A0|
1
2 ) = H
1
2 and
(2.1) ‖u‖
H
1
2
≤ c3
∥∥∥|A0| 12 u
∥∥∥
L2
, ∀u ∈ D(|A0|
1
2 ).
4Suppose that L satisfies (L1) and (L2). Let A = −J
d
dt
+M , a selfadjoint operator with
D(A) ⊂ L2, defined as a sum of quadratic forms. Let {E(λ)/−∞ < λ <∞} denotes
the resolution of A, and U = I − E(0) − E(−0). Then U commutes with A, |A| and
|A|
1
2 , and A = |A|U is the polar decomposition of A (see [18]). D(A) is a Hilbert space
equipped with the norm
‖u‖1 = ‖(I + |A|)u‖L2 , ∀u ∈ D(A).
It is easy to verify
(2.2) ‖u‖W 1,2 ≤ c4 ‖u‖1 , ∀u ∈ D(A),
i.e., D(A) is continuously embedded in W 1,2. Combining (2.1) and (2.2) yields
(2.3) ‖u‖
H
1
2
≤ c5
∥∥∥(I + |A|) 12u
∥∥∥
L2
, ∀u ∈ D((I + |A|)
1
2 ).
Moreover D(A) is compactly embedded in L2(R,R2N) (see [14]). Then (I + |A|)−1 :
L2 −→ L2 is a compact linear operator. Therefore a standard argument shows that the
spectrum σ(A) of A consists of eigenvalues numbered by (counted in their multiplicities)
...λ−2 ≤ λ−1 ≤ 0 < λ1 ≤ λ2...
with λk −→ ±∞ as k −→ ±∞, and a corresponding system of eigenfunctions (ek) of A
forms an orthonormal basis in L2.
Now set E = D(|A|
1
2 ) = D((I + |A|)
1
2 ). E is a Hilbert space under the inner product
< u, v >0=< |A|
1
2 u, |A|
1
2 v >L2 + < u, v >L2
and norm
‖u‖0 =< u, u >
1
2
0=
∥∥∥(I + |A|) 12u∥∥∥
L2
.
Let E0 = Ker(A), E+ = CLE(span {e1, ..., en}) and E
− = (E0 ⊕ E+)⊥E , where CLES
stands for the closure of S in E and S⊥E the orthogonal complementary subspace of S
in E. Then
E = E− ⊕E0 ⊕ E+
is an orthonormal decomposition of E. Since D(A) is compactly embedded in L2, 0 is
at most an isolated eigenvalue of A, then for the later convenience, we introduce on E
the following inner product
< u, v >=< |A|
1
2 u, |A|
1
2 v >L2 + < u
0, v0 >L2
for all u = u− + u0 + u+, v = v− + v0 + v+ ∈ E− ⊕ E0 ⊕E+, and norm
‖u‖ =< u, u >
1
2 .
Since γ < 0, then 2
2−γ
< 1 and we get
Proposition 2.1.[14] Let L satisfies (L1) and (L2). Then E is compactly embedded in
5Lp for all [1,∞[, which implies that for all p ∈ [1,∞[, there exists a constant λp > 0 such
that
(2.1) ‖u‖Lp ≤ λp ‖u‖ , ∀u ∈ E.
Finally, we introduce
(2.2) a(u, v) =< |A|
1
2 Uu, |A|
1
2 v >L2
for all u, v ∈ E. a(u, u) is the quadratic form associated with A. Clearly, for u ∈ D(A)
and v ∈ E we have
(2.3) a(u, v) =< Au, v >L2=
∫
R
(−Ju˙+Mu).udt.
Plainly, E−, E0 and E+ are orthogonal to each other with respect to a, and moreover
a(u, v) =< (P+ − P−)u, v >, ∀u, v ∈ E,
(2.4) a(u, u) =
∥∥u+∥∥2 − ∥∥u−∥∥2 , ∀u ∈ E,
where P± : E −→ E± are the orthogonal projectors and u = u−+u0+u+ ∈ E−⊕E0⊕E+.
The following critical point proposition will be used for proving the previous Theorem.
Let E be a real Hilbert space with the norm ‖.‖. Suppose that E has an orthogonal
decomposition E = E1 ⊕ E2 with both E1 and E2 being infinite dimensional. Suppose
(vn) (resp. (wn)) is an orthonormal basis for E
1 (resp. E2), and set
Xn = span {v1, ..., vn} ⊕E
2, Xm = E1 ⊕ {w1, ..., wm} .
Recall that we say f ∈ C1(E,R) satisfies (PS)∗ condition if any sequence (xn) with
xn ∈ Xn for which 0 ≤ f(xn) ≤ const. and f
′
n(xn) −→ 0 as n −→ ∞ possesses a
convergent subsequence, where fn = f/Xn . We also say that f satisfies (PS)
∗∗ condition
if for each n ∈ N, fn satisfies the Palais-Smale condition, i.e., any sequence (uk) ⊂ Xn
for which (f(uk)) is bounded and f
′
n(uk) −→ 0 as k −→ ∞ possesses a convergent
subsequence.
Proposition 2.2.[11] Let E be as above and let f ∈ C1(E,R) be even, satisfy (PS)∗
and (PS)∗∗, and f(0) = 0. Suppose moreover that f satisfies, for any m ∈ N,
(f1) there is Rm > 0 such that f(u) ≤ 0, ∀u ∈ X
m with ‖u‖ ≥ Rm;
(f2) there are rm > 0, am > 0 with am −→ ∞ as m −→ ∞ such that
f(u) ≥ am, ∀u ∈ (X
m−1)⊥ with ‖u‖ = rm;
(f3) f is bounded from above on bounded sets of X
m.
Then f has a positive critical value sequence (ck) satisfying ck −→∞ as k −→∞.
63. Proof of Theorem 1.1. Define a functional f in E by
(3.1) f(u) =
1
2
a(u, u)−
∫
R
R(t, u)dt, ∀u ∈ E.
By (2.4), we have
(3.2) f(u) =
1
2
(
∥∥u+∥∥2 − ∥∥u−∥∥2)−
∫
R
R(t, u)dt,
for all u = u− + u0 + u+ ∈ E0 ⊕E− ⊕ E+.
By (R2), (R3), for all ǫ > 0 there exists a constant Cǫ > 0 such that
(3.3) |R′(t, x)| ≤ 2ǫ |x| + (α+ 1)Cǫ |x|
α , ∀t ∈ R, ∀x ∈ R2N .
Now, using the Mean Value Theorem and the inequality and (3.3) imply
|R(t, x)| =
∣∣∣∣
∫ 1
0
R′(t, sx).xds
∣∣∣∣
(3.4) ≤ ǫ |x|2 + Cǫ |x|
α+1 , ∀t ∈ R, ∀x ∈ R2N .
It is well known that (3.3) and (3.4) imply that the functional f is continuously differ-
entiable in E and for all u, v ∈ E
(3.5) f ′(u)v =
∫
R
(−Ju˙ +M(t)u− R′(t, u)).vdt.
Moreover, the critical points of f on E are exactly the homoclinic orbits of the system
(H).
Now, let E1 = E− ⊕ E0 and E2 = E+ with (vn = en)
∞
1 and (wm = e−m)
∞
1 respec-
tively, where (en)
∞
−∞ is the system of eigenfunctions of A (see section 2). Set also
Xn = span {v1, ..., vn} ⊕ E
2, Xm = E1 ⊕ {w1, ..., wm} and fn = f/Xn . We will ver-
ify that f satisfies the assumptions of Proposition 2.2. We will proceed by successive
lemmas.
Lemma 3.1. f satisfies (f1).
Proof : We claim that there exists ǫ1 > 0 such that
(3.6) meas({t ∈ R/ |u(t)| ≥ ǫ1 ‖u‖}) ≥ ǫ1, ∀u ∈ X
m − {0} .
Otherwise, for any positive integer k, there exists uk ∈ X
m − {0} such that
meas(
{
t ∈ R/ |uk(t)| ≥
1
k
‖uk‖
}
) <
1
k
for all positive integer k. Replacing uk by
uk
‖uk‖
, if necessary, we may assume that ‖uk‖ = 1
and
(3.7) meas(
{
t ∈ R/ |uk(t)| ≥
1
k
}
) <
1
k
7for all positive integer k. Since Xm is closed in H
1
2 , it is reflexive and then there exists
a subsequence, denoted by (uk), such that (uk) converges weakly to some u0 in X
m.
Hence by Proposition 2.1, we can assume, by going to a subsequence if necessary, that
uk −→ u0 in L
2, i.e.
(3.8)
∫
R
|uk − u0|
2 dt −→ 0 as k −→ ∞.
Thus there exist δ1 > 0, δ2 > 0 such that
(3.9) meas({t ∈ R/ |x0(t)| ≥ δ1}) ≥ δ2.
In fact, if not, we have
meas(
{
t ∈ R/ |u0(t)| ≥
1
k
}
) = 0,
for all positive integer k, which implies that
0 ≤
∫
R
|u0|
4 dt ≤ ‖u0‖
2
L∞
∫
R
|u0|
2 dt ≤
λ22
k2
‖u0‖
2 =
λ22
k2
−→ 0
as k −→ ∞ by Proposition 2.1. Hence u0 = 0, which contradicts that ‖u0‖ = 1.
Therefore (3.9) holds.
Now let
I0 = {t ∈ R/ |u0(t)| ≥ δ1} , Ik =
{
t ∈ R/ |uk(t)| <
1
k
}
,
and
Ick = R− Ik.
By (3.7) and (3.9), we have for all positive integer k
meas(Ik ∩ I0) = meas(I0 − (I
c
k ∩ I0)) ≥ meas(I0)−meas(I
c
k ∩ I0) ≥ δ2 −
1
k
.
Let k be large enough such that
δ1 −
1
k
≥
1
2
δ1 and δ2 −
1
k
≥
1
2
δ2,
one has
|uk(t)− u0(t)|
2 ≥ ||uk(t)| − |u0(t)||
2 ≥ (δ1 −
1
k
)2 ≥
1
4
δ21 , ∀t ∈ Ik ∩ I0
which implies that∫
R
|uk(t)− u0(t)|
2 dt ≥
∫
Ik∩I0
|uk(t)− u0(t)|
2 dt ≥
1
4
δ21meas(Ik ∩ I0)
≥
1
4
δ21(δ2 −
1
k
) ≥
1
8
δ21δ2 > 0
8for all large integer k. This is a contradiction with (3.8). Therefore (3.6) holds.
For u = u− + u0 + u+ ∈ Xm, let
Ωu = {t ∈ R/ |u(t)| ≥ ǫ1 ‖u‖} .
By (R1), for d =
1
2ǫ3
1
> 0, there exists r1 > 0 such that
R(t, x) ≥ d |x|2 , ∀ |x| ≥ r1, ∀t ∈ R.
Hence one has
(3.10) R(t, u(t)) ≥ d |u(t)|2 ≥
1
2ǫ1
‖u‖2
for all u ∈ Xm with ‖u‖ ≥ r1
ǫ1
and t ∈ Ωu. It follows from (R5), (3.6) and (3.10) that
f(u) =
1
2
∥∥u+∥∥2 − 1
2
∥∥u−∥∥2 −
∫
R
R(t, u)dt
≤
1
2
∥∥u+∥∥2 −
∫
Ωu
R(t, u)dt ≤
1
2
∥∥u+∥∥2 − 1
2ǫ1
‖u‖2meas(Ωu)
(3.11) ≤
1
2
∥∥u+∥∥2 − 1
2
‖u‖2 ≤ 0,
for all u ∈ Xm with ‖u‖ ≥ R1
ǫ1
. The proof of Lemma 3.1 is complete.
Lemma 3.2. f satisfies (f2).
Proof : Define
ηm = sup
u∈(Xm)⊥−{0}
‖u‖Lα+1
‖u‖
.
Clearly, ηm ≥ ηm+1 > 0. We claim that
(3.12) ηm −→ 0 as m −→∞.
Arguing indirectly, assume ηm −→ η > 0 as m −→ ∞. Then there is a sequence
um ∈ (X)
⊥
m with ‖um‖ = 1 and ‖um‖Lα+1 ≥
η
2
. For each wk, there is m0 ∈ N such that
∀m ≥ m0, wk ∈ X
m, and then < um, wk >= 0.
Therefore < um, wk >−→ 0 as m −→ ∞ and then um ⇀ 0 weakly in E. So, by
Proposition 2.1, ‖um‖Lα+1 −→ 0 asm −→ ∞, contradiction. Thus ηm −→ 0 asm −→ ∞.
By (3.4) with ǫ = 1
4λ2
2
and c = Cǫ one has, for u ∈ (X
m−1)⊥
f(u) =
1
2
‖u‖2 −
∫
R
R(t, u)dt ≥
1
2
‖u‖2 −
∫
R
[
1
4λ22
|u|2 + c |u|α+1]dt
≥
1
2
‖u‖2 −
1
4d
‖u‖2L2 − c ‖u‖
α+1
Lα+1 ≥
1
4
‖u‖2 − cηα+1m−1 ‖u‖
α+1 .
9Let rm = [2(α + 1)cη
α+1
m−1]
−1
α−1 , we have
f(u) ≥ [
1
4
−
1
2(α+ 1)
]r2m = am with ‖u‖ = rm.
Since α > 1, (3.12) shows that am −→∞ as m −→ ∞. (f2) follows.
Lemma 3.3. Let
g(u) =
∫
R
R(t, u)dt, ∀u ∈ E.
Then g ∈ C1(E,R) and g′ is a compact map.
Proof : By (3.3) and (3.4), g ∈ C1(E,R) and
(3.13) g′(u)v =
∫
R
R′(t, u).vdt, ∀u, v ∈ E.
Let un ⇀ u weakly in E. By Proposition 2.1, one can assume that un −→ u strongly in
Lp for p ∈ [1,∞[. By (3.13), we have
‖g′(un)− g
′(u)‖ = sup
‖v‖=1
∣∣∣∣
∫
R
(R′(t, un)− R
′(t, u)).vdt
∣∣∣∣ .
By (3.3) there exists a constant c1 > 0 such that for any r > 0, one has∣∣∣∣
∫
|t|≥r
(R′(t, un)−R
′(t, u)).vdt
∣∣∣∣ ≤ c1
∫
|t|≥r
[|un|+ |u|+ |un|
α + |u|α] |v| dt
≤ c1[‖v‖L2 (
∫
|t|≥r
(|un|+ |u|)
2dt)
1
2 + ‖v‖Lα+1 (
∫
|t|≥r
(|un|+ |u|)
α+1dt)
α
α+1 ].
So by Proposition 2.1, there exists a constant c2 > 0 such that for any v ∈ E, ‖v‖ = 1,∣∣∣∣
∫
|t|≥r
(R′(t, u(xn))− R
′(t, u)).vdt
∣∣∣∣
(3.14) ≤ c2[(
∫
|t|≥r
(|un|
2 + |u|2)dt)
1
2 + (
∫
|t|≥r
(|un|
α+1 + |u|α+1)dt)
α
α+1 ].
We deduce from (3.14) that for any ǫ > 0, there exists r > 0 so large such that
(3.15)
∣∣∣∣
∫
|t|≥r
(R′(t, un)− R
′(t, u)).vdt
∣∣∣∣ < ǫ2 ,
for all n ∈ N and all v ∈ E, ‖v‖ = 1. On the other hand, it is well known that since
un −→ u, strongly in L
2,
‖R′(t, un)−R
′(t, u)‖L2(IR) −→ 0
10
as n −→∞, where Ir =]− r, r[. Therefore there is n0 ∈ N such that
(3.16)
∣∣∣∣
∫
|t|≤r
(R′(t, un)− R
′(t, u)).vdt
∣∣∣∣ < ǫ2 ,
for all integer n ≥ n0 and all v ∈ E, ‖v‖ = 1. Combining (3.15) and (3.16) yields
‖g′(un)− g
′(u)‖ < ǫ, ∀n ≥ n0.
Hence g′ is compact.
Finally, let us prove the Palais-Smale conditions.
Lemma 3.4. f satisfies (PS)∗ and (PS)∗∗ conditions.
Proof : The verification procedure for (PS)∗ and (PS)∗∗ conditions are the same, and
so we only check the (PS)∗ condition. Suppose un ∈ Xn be such that
(3.17) 0 ≤ f(un) ≤ const. and f
′
n(un) −→ 0 as n −→∞.
We claim that (un) is bounded. If not, passing to a subsequence if necessary, we may
assume that ‖un‖ −→ ∞ as n −→∞. By (R4), (R5), we have
2f(un)− f
′(un).un =
∫
R
[R′(t, un).un − 2R(t, un)]dt
(3.18) ≥ b
∫
{t∈R/|un(t)|≥r}
|un|
β dt, ∀n ∈ N,
which implies
(3.19)
1
‖un‖
∫
{t∈R/|un(t)|≥r}
|un|
β dt −→ 0 as n −→ ∞.
By (R2), (R3) there exists a constant c3 > 0 such that
(3.23) |R′(t, x)| ≤ c3(|x| + |x|
α), ∀x ∈ R2N .
Hence by (3.20)
f ′n(un).u
+
n =
1
2
∥∥u+n∥∥2 −
∫
R
R′(t, un).u
+
n dt
≥
1
2
∥∥u+n∥∥2 −
∫
R
|R′(t, un)|
∣∣u+n ∣∣ dt
(3.21) ≥
1
2
∥∥u+n∥∥2 − c3
∫
R
|un|
α
∣∣u+n ∣∣ dt− c3
∫
R
|un|
∣∣u+n ∣∣ dt.
11
By Ho¨lder’s inequality and Proposition 2.1, we have∫
R
|un|
α
∣∣u+n ∣∣ dt =
∫
{t∈R/|xn(t)|≤r}
|un|
α
∣∣u+n ∣∣ dt
+
∫
{t∈R/|un(t)|≥r}
|un|
α
∣∣u+n ∣∣ dt ≤ rα
∫
{t∈R/|un(t)|≤r}
∣∣u+n ∣∣ dt
+(
∫
{t∈R/|xn(t)|≥r}
(|un|
α)
β
αdt)
α
β dt)(
∫
{t∈R/|un(t)|≥r}
∣∣u+n ∣∣ ββ−α dt)β−αβ
≤ rα
∥∥u+n∥∥L1 + (
∫
{t∈R/|un(t)|≥r}
|un|
β dt)
α
β
∥∥u+n∥∥
L
β
β−α
(3.22) ≤ [λ1r
α + λ β
β−α
(
∫
{t∈R/|un(t)|≥r}
|un|
β dt)
α
β ]
∥∥u+n∥∥ .
Similarly,∫
R
|un|
∣∣u+n ∣∣ dt =
∫
{t∈R/|un(t)|≤r}
|un|
∣∣u+n ∣∣ dt+
∫
{t∈R/|un(t)|≥r}
|un|
∣∣u+n ∣∣ dt
≤ r
∥∥u+n∥∥L1 + (
∫
{t∈R/|un(t)|≥r}
|un|
β dt)
1
β
∥∥u+n∥∥Lβ′
(3.23) ≤ [λ1r + λβ′(
∫
{t∈R/|un(t)|≥r}
|un|
β dt)
1
β ]
∥∥u+n∥∥ ,
where β ′ is the Ho¨lder’s conjugate of β. Combining (3.21), (3.22), and (3.23), yields
f ′(un).u
+
n ≥
1
2
∥∥u+n∥∥2 − λ1c3[rα + r] ∥∥x+n ∥∥
−c3[λ β
β−α
(
∫
{t∈R/|un(t)|≥r}
|un|
β dt)
α
β
(3.24) +λβ′(
∫
{t∈R/|un(t)|≥r}
|un|
β dt)
1
β ]
∥∥u+n∥∥ .
Since 1 < α < β, we deduce from (3.19) and (3.24) that
(3.25)
‖u+n ‖
‖un‖
−→ 0 as n −→ ∞.
Similarly,
(3.26)
‖u−n ‖
‖un‖
−→ 0 as n −→ ∞.
Now, let
(3.27) vn(t) =
{
un(t), if |un(t)| ≤ r,
0, if |un(t)| > r,
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and
wn(t) = un(t)− vn(t)
for all integer n and all t ∈ R. By (3.18) and (3.27), there exists a constant c4 > 0 such
that
(3.18) c4(1 + ‖un‖) ≥ ‖wn‖
β
Lβ , ∀n ∈ N.
Since E0 is of finite dimension, we deduce from Ho¨lder’s inequality and (3.28)∥∥u0n∥∥2L2 =< u0n, un >L2=< u0n, vn >L2 + < u0n, wn >L2
(3.29) ≤ r
∥∥u0n∥∥L1 +
∥∥u0n∥∥Lβ′ ‖wn‖Lβ ≤ c5
∥∥u0n∥∥L2 (1 + ‖wn‖Lβ)
for all integer n and some constant c5 > 0. Hence by (3.28) and (3.29), there exist
positive constants c6, c7 such that for all integer n
(3.30)
∥∥u0n∥∥ ≤ c6 ∥∥u0n∥∥L2 ≤ c5c6(1 + ‖wn‖Lβ) ≤ c7(1 + ‖un‖ 1β ).
Since β > 1, we deduce from (3.30) that
(3.31)
‖u0n‖
‖un‖
−→ 0 as n −→ ∞.
Combining (3.25), (3.26) and (3.31) yields
(3.32) 1 =
‖un‖
‖un‖
≤
‖u−n ‖+ ‖u
0
n‖+ ‖u
+
n ‖
‖un‖
−→ 0 as n −→∞,
which is a contradiction. Hence (un) must be bounded. By Lemma 3.3, we deduce that
(un) possesses a convergent subsequence, which completes the proof of Lemma 3.4.
The functional f satisfies all the assumptions of Proposition 2.2, so it possesses a
positive critical value sequence (ck) satisfying ck −→ ∞ as k −→ ∞. Therefore the
system (H) possesses infinitely many homoclinic orbits uk satisfying f(uk) −→ ∞ as
k −→∞.
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