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ABSTRACT 
This report describes modifications to the MODEL 
language and processor to facilitate automatic 
implementation of solution procedures for systems of 
simultaneous equations. MODEL is a very high level 
nonprocedural language for specifying computational tasks. 
The MODEL processor compiles a specification in the MODEL 
language into a computer program in P L / I .  The purpose of 
the current modifications is to allow users with relatively 
little programming expertise to solve complex mathematical 
systems involving sets of simultaneous equations quickly and 
efficiently using an automatic program generation approach 
to modelling. 
The primary application which has motivated these 
modifications is that of Project LINK, an international 
econometric model composed of independent constituent 
country/region models which are linked together into a 
complex network of simultaneous equations. 
This report presents the rationale behind these 
modifications, describes the syntax, semantics, scheduling 
and code generation of specifications containing 
simultaneous equations, and illustrates these facilities in 
applications to two small national models from the L I N K  
system and to a novel linkage mechanism used to simulate 
trade among the national models- 
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CHAPTER 1 
INTRODUCTION 
1.1 THE MODEL SYSTEM 
This report describes modifications to the MODEL 
language and processor to facilitate automatic 
implementation of solution procedures for systems of 
simultaneous equations. MODEL is a very high level 
nonprocedural language for specifying computational tasks. 
The MODEL processor compiles a specification in the MODEL 
language into a computer program in PL/I. The purpose of 
the current modifications is to allow users with relatively 
little programming expertise to solve complex mathematical 
systems involving sets of simultaneous equations quickly and 
efficiently using an automatic program generation approach 
to modelling. 
The primary application which has motivated these 
modifications is that of Project LINK, an international 
econometric model composed of independent constituent 
countrylregion models which are linked together into a 
complex network of simultaneous equations. The design 
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described in this report is intended to enable economists 
working on LINK and scientists working in other areas of 
expertise to specify such models using the language of 
mathematics, and to obviate as much as possible detailed 
knowledge of numerical methods, programming and computer 
science. 
Presently, professionals in social, natural and 
engineering sciences must acquire significant expertise in 
statistics and numerical methods as well as in computer 
systems and programming in order to use a computer to 
perform complex computations. These additional requirements 
tend to retard research and development in the users' 
primary fields of interest. Such requirements can be 
greatly relaxed by building this knowledge into an 
intelligent computation system. The MODEL system has 
built-in intelligence in two broad areas: 
1) Mathematics -- consisting of checking 
completeness, non-ambiguity and consistency of 
specified data and mathematical relationships, and 
automatic incorporation of implied statistical and 
numerical methods. 
2) Computer Progranming -- consisting of automatic 
generation of correct and efficient computer 
programs which implement the mathematically 
described computations. 
The MODEL system's use of a very high level language for 
specifying data types and computational relationships 
provides a way to represent models easily and economically 
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in a language which is quite natural for researchers in the 
sciences and engineering. A specification of a computation 
consists of a set of statements describing the schemata of 
data employed and the mathematical relationships existing 
among the data. The statements need not be ordered in a way 
which represents specific steps in the computation, but 
rather can be presented in any order which seems most 
natural to the modeler. In specifying equations, the user 
can employ the syntax and semantics of regular, matrix and 
boolean algebras. The language provides great flexibility 
in the definition of data structures, types and names, and 
in the use of the general language of mathematics to 
describe equational relationships among these data 
structures. This is a great advantage over some widely used 
modelling systems, especially in the area of econometric 
modelling, which force the user to comply with fixed and 
sometimes unnatural data base structures and equation 
formats. 
Also in contrast with most of today's econometric 
modelling tools, the MODEL system uses a compilation 
approach to automatic program generation rather than an 
interpretive execution of user equations. This allows us to 
perform much more complete and in-depth analyses of users' 
specifications in order to discover as early as possible 
many different types of mathematical ambiguities, 
incompletenesses and inconsistencies. Furthermore, the 
MODEL processor can recognize the need for numerical and 
statistical solution techniques implied by the user, and 
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incorporates such techniques automatically into the solution 
program. Compilation also enables us to produce several 
types of output reports which completely document the user's 
specification and which are very helpful in understanding 
the underlying mathematical model. In addition, the 
solution program produced during compilation can be reused 
indefinitely without the penalty of repeated analysis of the 
specification. 
The main product of the MODEL processor is a complete 
and correct PL/I program which efficiently implements the 
modeler's requested computations. Our compilation approach 
further enables us to optimize the generated PL/I program 
with respect to memory and processing time requirements. 
When the produced program is compiled by one of today's good 
optimizing PL/I compilers, the resultant executable program 
will be extremely efficient. Besides the "normal" 
optimization, the solution program will have been optimized 
on a much more global scale by the MODEL system. When large 
and complex models are being solved, as in econometrics 
where international models often involve huge statistically 
derived data bases and tens of thousands of equations, this 
increase in efficiency can be extremely significant. 
1 . 2  MODEL AND PROJECT LINK 
There is a growing tendency in the social, natural and 
engineering sciences toward increasingly large and complex 
models. The LINK World Trade Model, the first user of the 
currently described system, is typical in this respect. 
Consisting of local country/region models from twenty-three 
participating institutions across the globe, the LINK model 
managed at the University of Pennsylvania is one of the 
largest and most complete international econometric models. 
The large scale of the computations is illustrated by the 
tremendous bank of data on thirty-one national and regional 
economies and the approximately twenty thousand equations in 
the system. 
1.2.1 SIMULTANEOUS EQUATIONS IN ECONOMETRICS 
Iterative solution methods are used to solve the trade 
models for desired years or periods. The simplest and 
perhaps most straightforward configuration might seem to 
group all the model equations into a single iterative loop. 
In a very large system such as LINK, however, such a large 
grouping leads to rather inefficient computations. Even in 
today's atmosphere of shrinking computer time costs, this 
method would be prohibitively costly. Instead, the 
equations remain grouped into roughly national divisions, 
where individual groups of equations exhibit a much tighter 
coupling that tends to speed convergence of the model. 
These local models are solved locally iteratively and their 
solutions are communicated to the linkage model, which 
performs its calculations of world trade and distributes the 
resultant data back to the local models for recomputation. 
This process is continued until desired convergence criteria 
are satisfied and the system is solved. Such a method leads 
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to greater computational efficiency as well as greater ease 
of understanding owing to increased modularity. 
1 . 2 . 2  PROJECT LINK DEVELOPMENT PROCEDURE 
The present procedure used in Project LINK to form a 
world wide model is to allow independent local development 
of national models and to perform the combination of the 
models into a single world trade model and the simulation 
computations and global analysis at a central location here 
at the University of Pennsylvania. The Project LINK 
development procedure can be summarized in the following 
steps: 
Step 1) - independent development and testing of local 
region or country models by the geographically and 
politically dispersed organizations which participate in 
Project LINK. Local developers typically represent 
variables in their computer models with mnemonic names that 
are meaningful and easy to comprehend. Local testing is 
accomplished using exogenous trade variables whose values 
are supplied by data files. 
Step 2 )  - translation of the local models into a 
standardized format FORTRAN program suitable for inclusion 
into the LINK software system. This translation involves 
changing the organization of data and names of the variables 
to conform with the LINK software standards. This includes 
defining all variables in global matrices and referencing 
the variables with appropriate subscript values, thereby 
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eliminating any ambiguities which would have resulted from 
use of the same names for variables in different countries' 
economies. 
Step 3) - Shipment of models to the university of 
Pennsylvania. FORTRAN programs are compiled. 
Step 4) - Project LINK testing and verification of 
local models. LINK economists attempt to reproduce results 
obtained by the developers of the models to help ensure the 
integrity of the software base. 
Step 5 )  - Linkage of local programs with the LINK 
software system. This generates a computer load module of 
the world wide system, ready for international simulation. 
Step 6 )  - Test and final computation of world wide 
solutions. Integration testing and verification and dynamic 
simulations are performed at LINK central. 
The major difficulties in this procedure derive from 
steps two and four, which involve a great deal of manual 
labor and are a source of errors which must be found and 
corrected. 
1.3 REQUIREMENTS FOR AUTOMATED TOOLS IN ECONOMETRICS 
Experience with the LINK system as it exists and 
studies of other econometric modelling software systems have 
engendered a host of desired improvements and extra features 
which would render such systems more effective and 
accessible tools for economists and modelers in other fields 
of the social and natural sciences and engineering. These 
areas where improvements are desired include the following: 
Use of Natural Variable Names - A software system which --
enables the user to attach natural, meaningful mnemonic 
names to the variables he uses would lead to enhanced 
readability of model software. This in turn leads to better 
understandability and maintainability as more economists 
come into contact with the actual model in a purer form than 
a FORTRAN program with huge nondescript matrices containing 
the variables. 
Ease of Nesting Local Models - An easy, natural way to -- 
indicate nesting of local solutions leads to enhanced 
modularity and greater efficiency of computation. No great 
expertise in programming should be required to generate or 
to alter patterns of nesting in the simulation computations. 
Choice of Convergence Criteria - Depending on the 
application, different types of convergence criteria may be 
applied to iterative solution procedures. Relative 
convergence criteria, numbers which indicate the maximum 
allowed difference between successive iteration values of 
block variables, should be easy to specify. In cases where 
maximum numbers of allowable iterations are specified as 
part of convergence criteria, these too should be 
straightforward to indicate. 
Locality of Models - It should be simple and natural to 
specify models for local development and experimentation. 
Economists familiar with local conditions should be able to 
specify and implement a model with minimum intervention by 
highly skilled programmers or computer systems analysts. 
Local data bases, in arbitrarily complex format, should be 
easy to specify and manipulate. 
Modularity - Integration of local models into a linked 
world trade nodel should entail a minimum of modifications 
to the local models. Ideally, the local models should 
simply be concatenated together with a linkage model without 
any modifications whatsoever. This improves the speed with 
which locally updated models may be merged with their 
trading partners' models and thus helps to increase the 
currentness of the world trade model. Errors resulting from 
manual translation of models to other formats are reduced or 
eliminated by this reduction in required modifications for 
linking. 
Reduction of Required Expertise Computer Science - 
Implied in all the above areas, and the most important 
factor of all is a reduction in the overall level of 
expertise in numerical analysis, programming and computer 
science required to generate, test and update econometric 
models. Economists should be able to directly perform these 
tasks without intervention by computer science personnel, 
whose presence in the system is a source of error at worst 
and an inconvenience at best. Greater involvement of 
economists in the overall process and an increase of model 
I 1  turnover," as time-consuming steps involving interaction 
with computer scientists are bypassed, could lead to greater 
freedom to experiment with novel econometric methods and an 
overall improvement in the timeliness of simulation results. 
Generality - Finally, changes should be introduced to 
expand the generality of modelling systems. Restrictions on 
the use of new modelling techniques brought about by the 
standarized model formats required with present modelling 
software systems impede the progress of research in 
econometrics and other fields where mathematical models must 
be forced to conform with packaged software. Ways should be 
found to implement models in a form more closely resembling 
the mathematical language in which they are created, rather 
than in computer languages such as FORTRAN, which is 
notorious for its illegibility. Such changes would clearly 
ease the task of modelers and invite participation in 
modelling in novel ways by heretofore discouraged 
scientists. 
1 . 4  MODIFICATIONS TO THE MODEL SYSTEM 
In response to these and other needs we have sought to 
apply the tools of nonprocedural specification of 
computations embodied in the MODEL automatic program 
generation system to the field of econometrics. The current 
research has aimed to more clearly understand the needs of 
modern econometric researchers and to incorporate 
modifications into the MODEL system designed to meet these 
needs. Favorable experience in applying such techniques to 
other diverse areas has encouraged us to expand the 
capabilities of the M O D E L  system into new fields where an 
unmet need for computer science expertise has greatly 
impeded the progress of research. In cooperation with the 
scientists at the University of Pennsylvania's Project L I N K  
World Trade Model Headquarters, we embarked on a series of 
development stages which can be summarized in the following 
six steps: 
1) Generalization of the MODEL language to facilitate 
specification of computation of solutions of sets of 
simultaneous equations. The new syntax and semantics should 
allow specification of nested iterative solution procedures 
as outlined above and should allow a modeler to conveniently 
select from among several iterative solution methods for his 
computations. Specification of such factors as convergence 
criteria, maximum number of allowed iterations and initial 
values for variables in iterative solution procedures should 
be possible in a natural and convenient manner. 
Presentation of a complete specification of an econometric 
model should be concise, natural, general and legible. 
2) Development of an appropriate scheduling algorithm 
to handle blocks of simultaneous equations, and inclusion of 
that algorithm in the M O D E L  processor. The scheduling 
algorithm should be able to affect increases in efficiency 
of the indicated computations based on the advantages of an 
automatic processor over a hunan in the analysis of data 
dependencies among complex mathematical statements. 
Thorough evaluation of alternative algorithms and 
application of the selected algorithm to a variety of simple 
test cases should help establish the usefulness and 
correctness of the new scheduler. 
3) Expansion of the code generation phase of the MODEL 
system to produce correct, efficient and concise 
implementations of object programs corresponding to program 
flowcharts generated by the new simultaneous block 
scheduling algorithm. Produced programs should be in the 
higher level language PL/I and should exhibit a high degree 
of modularity and legibility. 
4) Generation and testing of a small econometric model 
using the newly expanded capabilities of the MODEL system. 
As a proof-of-principle application, the actual model of the 
Spanish economy used in the LINK system was converted to a 
mathematical representation and specified in the MODEL 
language. The same coefficients, historical and other data 
used in the LINK system was used with MODEL to reproduce 
LINK'S results of simulations for Spain over the five year 
period 1978-1982. Experience gained in this 
proof-of-principle problem was helpful in debugging and 
revising some of the modifications to the system to enhance 
the usability of MODEL in econometrics. 
5) Generation and testing of a larger econometric 
model. A second and more complicated national econometric 
model, that of France, was converted from the LINK system 
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implementation to a MODEL specification and tested to 
reproduce LINK'S results for the period 1 9 7 8 - 1 9 8 2 .  This 
task helped to further smooth out any difficulties which 
went undetected in the preceding stage of the research, and 
allowed us to determine how easy large-scale use of MODEL in 
econometrics would be after some experience had been gained 
with the new system, taking into account learning curve 
effects noticeable in our previous development of the 
Spanish model. Simulation of the French model was a highly 
favorable experience. 
6) Demonstration of the linkage of econometric models 
using the new MODEL system. The two models already 
developed and tested, Spain and France, were linked together 
with a simple model of the rest of the world and a novel 
linkage model to demonstrate the usefulness of MODEL as a 
general-purpose econometric modelling tool. The novel 
linkage nodel used was developed in cooperation with S .  
Fardoust of the University of Pennsylvania's Department of 
Economics and the LINK project. The linked international 
trade model which we thereby generated was thoroughly tested 
and used to satisfactorily simulate the period from 
1 9 7 8 - 1 9 8 2 ,  as were its component models before it. The 
success of this experiment illustrates the applicability of 
MODEL to econometric modelling. 
All of this work was performed by the author in the 
University of Pennsylvania's Department of Computer and 
Information Science, using the facilities of the Moore 
School's VAX 111780 computer. 
1.5 O U T L I N E  O F  T H E  R E P O R T  
Chapter two of this report provides a brief review of 
the MODEL language and processor, covering basic concepts 
needed to understand the algorithms and examples discussed 
throughout the remainder of the report. 
Chapter three presents an example of the use of MODEL 
in econometric modelling. This should serve to firm the 
reader's understanding of the priniciples discussed in 
Chapter two and to introduce some basic concepts of 
econometrics used in future sections of the report. 
Chapters four through six of this report present the 
design and implementation of modifications to the MODEL 
language and processor undertaken in response to modelling 
needs such as those discussed earlier in the report. 
Chapter four covers the syntax and semantics of specifying 
simultaneous equations in the MODEL system. Chapter five 
discusses modifications to the scheduling phase of the MODEL 
processor which handle sets of simultaneous equations. 
Chapter six presents the code generation techniques used to 
implement specifications of computations involving sets of 
simultaneous equations. 
Chapter seven reviews the major application of the 
current research to date, a multimodel linked world trade 
model generated with the new MODEL facilities described 
above. The success of this application serves to confirm 
the usefulness of M O D E L  as a tool in econometric modelling. 
Chapter eight concludes the report and offers some 
recommendations for future research. 
The four appendices contain: 
i) lists of references in economics and computer 
science, 
ii) a full listing of M O D E L  output reports 
associated with the short Spanish model, 
iii) a program listing of the modifications to the 
M O D E L  scheduler, and 
iv) a listing of the specification of the M O D E L  
linked world trade model. 
C H A P T E R  2 
R E V I E W  O F  T H E  MODEL LANGUAGE AND P R O C E S S O R  
This chapter provides a brief overview of the features 
and functions of the MODEL language and processor, intended 
to supply the reader with sufficient background to 
understand the balance of this report. For a more indepth 
treatment of these subjects, the interested reader is 
referred to Pnueli and Prywes (1980 and 1981). 
2.1 N O N P R O C E D U R A L I T Y  I N  MODEL 
MODEL is a general purpose language for specifying 
computational tasks. It provides users in the social, 
natural and engineering sciences with a very high level 
language for expressing computations in a familiar way which 
does not require expertise in computer programming. Because 
these users are familiar with much of classical mathematics, 
we have selected the language of algebraic equations as the 
major component of the very high level language. We refer 
to this language as nonprocedural. Nonprocedurality conveys 
the notions of a higher level and more abstract mode of 
expression in the following ways: 
a) It ignores all considerations of input/output and 
memory media of the data. Therefore there is no need to 
express assignments of values to memory locations. For 
example, the equals sign ( = )  in a nonprocedural language 
signifies algebraic equality of the two sides of an 
equation. In contrast, this same symbol in a procedural 
programming language indicates the assignment of a value to 
a specifically named memory location. 
b) It is devoid of the notion of sequential execution 
of statements. The statements in a nonprocedural language 
may be presented in arbitrary order without changing the 
meaning of a specification. They are taken to be 
descriptive of mathematical relationships rather than 
prescriptive of specific actions on data. 
The nonprocedural language basically consists of data 
descriptions and schemata, without regard to the medium on 
which the data are recorded or displayed, and a set of 
relations, typically mathematical equations, specifying the 
relationships among these data. To distinguish a set of 
nonprocedural statements from a procedural computer program, 
we refer to them as constituting a specification. 
Computational tasks are thus specified through the use of 
the MODEL language. 
2.2 THE MODEL LANGUAGE 
Statements in the MODEL language may be of three 
distinct types, header statements, data description 
statements or assertions. Data description statements 
describe the structure and attributes of variables 
participating in the specification. Assertions are 
equations which define the value of some variables in the 
specification in terms of other variables. Header 
statements provide documentation names for computational 
tasks and data aggregates in the specification. 
2 . 2 . 1  DATA DESCRIPTION 
Data in a MODEL specification may consist of highly 
structured, tree-oriented structures similar to those found 
in popular high level languages such as COBOL or PL/I. A 
structure is visualized as a tree where data constitute 
nodes and directed branches lead to lower level constituent 
substructure nodes. A complete specification of a data 
structure consists of a MODEL statement for each node in the 
underlying tree. Roughly, the syntax of a data description 
statement is 
<data description statement> : :=  
<data name> IS <node type><node description>; 
<node type> : := FILE 1 RECORD ( GROUP I FIELD 
<node description> ::= <descendants>l<data definition> 
in standard BNF notation where 
data name - is the reference name of a structure, i.e. --
the name given to a node of the tree. 
node type - indicates a level in the tree. A FILE is -
at the root of a data tree. A FIELD is a terminal tree node 
representing a single variable. A RECORD is an intermediate 
node which is also the unit of data transfer between 
input/output media and memory (as in COBOL and PLII). A 
GROUP is any other intermediate node in the tree structure. 
descendants - supply the names and numbers of 
repetitions of descendant structures. If a descendant 
occurs only once, then the number of repetitions may be 
omitted. If the number of repetitions nay vary, then the 
minimum and maximum bounds may be specified. If the number 
of repetitions is unknown or undetermined, this may be 
specified by an asterisk (* )  in place of a number of 
repetitions. When an unknown or variable number of 
repetitions is indicated, the number of repetitions can be 
defined by an equation using the attribute qualifier SIZE. 
For example, if the variable is X, then its number of 
repetitions can be defined by equating some expression to 
S1ZE.X. 
data definition - describes a terminal node's data -
type, size and scale in a syntax similar to PL/I. Variables 
may be fixed, floating, numeric, picture, character, etc. 
Data aggregates (files) may be further designated as 
source or target. Values of source variables are assumed to 
be externally supplied, typically from input files. Values 
of target variables are assumed to be produced from 
computations as update values or external outputs to some 
solution file. Such a header statement is given by 
<header statement> : := <header type>:<header name> 
<header type> ::= MODULE I SOURCE FILE I TARGET FILE 
Note that a header statement is also used to name a MODULE, 
or computational task, typically one such task per input 
specification. The header name is a single module, source 
file or target file name or, in the case of source and 
target files, may be a list of such file names. 
For example, 
SOURCE FILE: COEFF; 
COEFF IS FILE(C0-REC); 
CO-REC IS RECORD (C(100)); 
C IS FIELD (PIC8S99.V999'); 
is the set of model statements describing a file containing 
variables to be used as coefficients in equations. COEFF is 
a file consisting of one record, CO-REC, which is composed 
of one hundred contiguous variables of type C, each of which 
is a picture variable of format S99.V999. 
Another example, 
SOURCE FILE: TIM-SER; 
TIM-SER IS FILE (TS-REC(20)); 
TS - REC IS RECORD (TS-DATA(*)); 
TS - DATA IS FIELD (PIC8S999.V999'); 
SIZE.TS-DATA N; 
presents the MODEL statements which describe a file called 
TIM-SER, which contains historical (tine series) data for 
use in an econometric model. There are twenty records of 
type TS-REC in the file, each of which contains a variable 
number of repetitions of the picture variable TS-DATA. The 
number of repetitions of the field TS-DATA is specified at 
runtime by the variable N, according to the relationship 
SIZE-TS-DATA = N; 
N is presumably defined elsewhere in the input 
specification. 
As shown, the description of data is simple and 
straightforward. Each structure is listed with its 
constituent parts until all the data has been described. 
Although data is described in MODEL statements (as in 
PL/I) as tree structures, we can also view data as arrays. 
There is a direct correspondence between the array and tree 
views of a data structure. Specifying a number of 
repetitions of a repeating descendant tree node is 
equivalent to specifying the range of a data vector. In 
general, a hierarchical data structure may be alternatively 
viewed as a multidimensional array, where the numbers of 
repetitions of nodes in the data tree give the ranges of 
corresponding dimensions of the multidimensional array. 
Thus we may view TS-DATA in the above example as a two 
dimensional array. Its first, or outer, dimension 
corresponds to repetitions of TS-REC and its second, or 
inner, dimension corresponds to repetitions of TS-DATA. We 
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refer to the number of repetitions of a node as a size or 
range specification, or alternately as the size or range of 
the dimension. Viewing the data trees as arrays allows us -
to identify specific elements by using indices to indicate 
individual elements along corresponding dimensions. Thus 
TS_DATA(nl,n2) 
denotes the n2-th TS-DATA of the nl-th TS-REC. Element 
indices are denoted by free subscript variables that may 
assume integer values within the range of the appropriate 
dimensions. Such subscripts may be identified in MODEL 
specifications by simple statements of the form 
<subscript declaration> : := <subscript name> IS SUBSCRIPT; 
2 . 2 . 2  ASSERTIONS 
Assertions specify the transformations to be applied to 
data structures which have been described in data 
description statements. Rather than give detailed step by 
step instructions, as would be necessary if a procedural 
language were being used, the MODEL user simply identifies 
mathematical relationships among the variables participating 
in the specification, from which the MODEL processor deduces 
the actual execution sequences. Assertions may therefore be 
given in arbitrary order without changing the meaning of a 
specification. The variable on the left hand side of the 
equal sign in an assertion is the dependent variable and is 
defined by an expression on the right hand side of the equal 
sign. An expression is composed of variables and constants 
to which basic operators and functions have been applied. 
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The syntax and semantics of regular, boolean and matrix 
algebras are available for use in specifying such 
relationships. Constants, variables and boolean and 
arithmetic operators conform with the usage of conventional 
high level languages, including the ALGOL-like IF-THEN-ELSE 
operator whose syntax is 
<variable> = IF <condition> THEN <expression-l> 
ELSE <expression-2>; 
a useful statement which means that if <condition> evaluates 
to TRUE, then <expression- 1> defines the value of the 
variable; otherwise, <expression-2> is used. 
An assertion statement, though similar in syntax to an 
assignment statement in procedural programming languages, is 
actually quite different. An assertion expresses the 
mathematical notion of equivalence between the two sides of 
the equal sign. That is, an assertion is an equation. This 
idea of assertions as equations is fundamental to the 
difference between procedural and nonprocedural languages. 
Because of the nonprocedural nature of MODEL, each variable 
name denotes exactly one value. The "historical" values of 
data, previous values overwritten by computations in 
procedural languages, must be explicitly represented by 
symbolic names. For instance, an assignment statement in a 
procedural language used to increment a variable within a 
loop might be 
x a x + 1 ;  
a statement which is meaningless in a nonprocedural language 
where it would be viewed as an equation. In model it would 
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be necessary to consider each value of X, perhaps as 
elements of an indexed vector, as separate and unique data 
entities. If successive values of X were represented as 
elements along a vector whose range is traversed by a 
subscript T, then the equivalent MODEL representation of the 
above assignment would be the assertion 
X(T) = X(T-1) + 1; 
Both dependent and independent variables should be 
subscripted by a list of subscript expressions corresponding 
to the dimensions of the variables specified in the data 
description statements. Subscript expressions, which may 
consist of any integer valued expressions, must be ordered 
according to the order of the dimensions of the data 
structure they reference. Subscripts may be omitted when 
doing so does not lead to ambigui.ty. In these cases, the 
MODEL processor recognizes the implication of subscripts in 
the expressions and fills them in automatically. Allowing 
omission of subscripts in certain cases can facilitate the 
composition of simple and correct assertions. 
Qualified names, denoted by using a period ( to 
connect a string of individual data names, may be used in a 
manner similar to P L / I  to unambiguously identify specific 
variables when necessary. Another usage of qualified names 
is in specifying the range of a given array dimension, e.g. 
SIZE.X, as discussed above. 
Assertions in a MODEL specification may contain sets of 
simultaneous equations, optionally nested and blocked by the 
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user to identify solution strategies and criteria. The 
MODEL processor detects such sets of simultaneous equations 
and generates a P L / I  program to iteratively solve the system 
of equations and to report to the user if the system does 
not converge. The user may, at his option, block groups of 
equations together for local iterative solution and specify 
for each block a solution nethod, convergence criterion, 
initial data values and maximum number of iterations to be 
used in solving the equations. If the user omits this 
information, default values are assumed for these parameters 
and the Gauss-Seidel algorithm is used to solve the system 
of equations. This topic is covered in great detail 
throughout the remainder of this report. 
2.3 THE MODEL PROCESSOR 
The MODEL processor analyses a given input 
specification, detects any ambiguities, incompletenesses or 
inconsistencies in the specification and generates a PL/I 
program which implements the computational tasks implied or 
specified by that specification. Our approach is to allow 
the user to submit a subset of a "complete" specification, 
deduce the missing parts and generate corresponding 
statements based on implications in the portion submitted by 
the user. In this way some of the routine work in composing 
a specification may be performed by the system, and in some 
cases computational algorithns nay be provided 
automatically, including the use of numerical and 
statistical methods as appropriate. The results of the 
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analysis are presented to the user in appropriate warning 
and error messages, and in automatically generated 
documentation. Messages are expressed in terms of the 
nonprocedural specification language, not in the procedural 
terms of the generated object PL/I program. Instead of 
demanding missing details immediately from the user, we 
prefer to make automatic corrections and additions wherever 
possible, advising the user of our actions through system 
messages. Even when such actions do not exactly correspond 
with the user's intended meaning, they often lead the user 
to a better understanding of his computational task so that 
he may complete the specification more easily. 
2.3.1 THE ARRAY GRAPH 
The first step in the analysis of a specification is to 
represent the user's statements in a convenient internal 
form, based on which implicit information may be derived and 
entered, automatic checks may be conducted and finally a 
schedule of program execution may be derived. We have 
selected an internal representation similar to Petri Nets 
and Data Flow Graphs, forms of directed graphs which nodel 
data dependency relationships. Our graph is a novel tool 
which we call an array graph. It differs from conventional 
methods in that each node of the graph represents the 
accessing or evaluating of an entire array of data rather 
than a single element of an array. 
Each node of an array graph is potentially compound, 
representing instances of the data structure or equation for 
all appropriate array elements. Information concerning 
dimensionality and range must therefore be associated with 
nodes of the array graph. A node which represents a data 
structure has subscripts associated with its source and 
target variables. Thus use of an array graph allows a 
single compound node, say A, to represent the elements from 
A(l,l, . ,I) to A(nl,nl, . . . ,nm) , 
where nl,n2,...,nm are the ranges of the m dimensions of A 
from one to m respectively. 
A directed edge of an array graph may similary be 
compound, representing all instances of dependencies among 
array elements at the source and destination of the edge. 
These dependencies imply precedence relationships in the 
execution of implied actions at the edge's nodes, which may 
take the following forms: 
- hierarchical precedence refers to the need to access 
a source structure before its components can be accessed or 
the need to evaluate the components of a target structure 
before the aggregate structure can be stored. 
- data dependency precedence refers to the need to 
evaluate the independent variables in an equation before the 
dependent variable can be evaluated; similarly, data 
parameters of a structure (range, length, etc.) must be 
evaluated before evaluating the corresponding structure. 
These edges are determined from analysis of information 
associated with the end nodes of the edges. Each edge must 
also contain information on dimensionality and range to the 
extent that it is compound. 
Incomplete or missing information in the array graph is 
filled in by the MODEL processor by deducing or 
"propagating" essential information from user specified 
statements to other statements with missing information or 
to new statements which are generated when necessary by the 
system and added to the specification. Additions of 
information by the system include: 
- dimensionality, subscripting, size of dimensions and 
data types of variables. When missing, these may be 
propagated to a variable in an equation from other variables 
in the equation for which these attributes have been 
defined. 
- data description statements for variables which have 
been referenced in equations but have not been defined by 
the user. 
- equations to define variables for which data 
descriptions have been supplied by the user. Default action 
is to copy variables from input to output. 
- automatic inclusion of iterative solution methods 
when indicated by the presence of sets of simultaneous 
equations in the user's specification. Similarly, 
optimization methods may be included when there are more 
unknowns than equations and an objective function is 
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provided by the user. 
In every case, the user is advised of implied actions 
taken by the automatic processor. 
We can conveniently represent an array graph 
pictorially by letting a cirlce represent data structures, 
squares represent assertions and arrows represent directed 
edges. Often we associate subscript expressions with 
appropriate edges. Thus, the subgraph represented by the 
equation, named "a", 
a: Z = 3*X + 4 * Y ;  
can be visualized as shown in Figure 2-1 where the direction 
of the edges symbolize the direction of the dependencies. 
The assertions themselves, as represented by letters such as 
a,b,c,etc. are important components of these array graphs. 
As shown in Figure 2-1, the dependent variable is depicted 
as depending on the assertion, which in turn is dependent on 
the independent equation variables. 
2.3.2 SCHEDULING 
Scheduling of the array graph refers to generating a 
sequence of execution tasks which implement the computations 
described in the input specification. This is accomplished 
in a compilation process which allows us to perform 
extensive diagnostic analysis of the array graph. The MODEL 
language allows the user to choose a representation for his 
problem which is natural and appropriate to the situation, 
but which typically does not correspond with the most 
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a :  Z = 3*X + 4*Y; 
Figure  2 - 1 .  Example o f  a Subgraph f o r  a S i n g l e  A s s e r t i o n .  
efficient computation. The MODEL processor maps the user's 
statements into an efficient procedural computer program in 
the object high level language. An intermediate result of 
this translation is a skeletal, flowchart-like 
representation of the program which we call a schedule. The 
final, code generation phase of the system translates the 
individual schedule entries into efficient source code in 
P L / I .  Consider the basic problems of translating a 
specification into a conventional program: 
Unordered Nature - of the - - Specification 
Nonprocedurality of the language allows the user to input 
statements in arbitrary order. Dependency relationships in 
the array graph give rise to precedence constraints used to 
deduce correct execution sequences. An equation for 
defining a variable can be executed only when all the other 
variables on which this variable depends have been 
previously defined or accessed. Similarly, storage or 
output of a variable must be preceded by its calculation. 
Handling Input/Output - User data description is 
independent of the storage medium, whether the data be in 
internal memory, external memory (secondary storage) or 
messages received over communication lines. The system 
determines, based on array graph representations of the 
relationships between variable and file descriptions or 
between variables and equations, whether the data is on an 
1/0 device or in main memory, and schedules appropriate 1/0 
instructions when necessary. 
Analysis of Iterations - When an equation involves an 
array variable, translation calls for repetitive calculation 
of the variable for different values of the subscripts which 
implicitly or explicitly are included in the equation. Thus 
the equation must be enclosed in iterative loops, nested 
loops if the array is of multiple dimensions. Correct and 
efficient loop design must take into account many 
considerations, including the potentially complicated 
dependencies among array elements in assertions, and the 
possibility of sharing storage within loops for successive 
elements of a given array when effiency or the unmanageable 
size of large external data bases mandates. Iterations for 
numerical computation procedures, such as loops to 
iteratively recalculate variables in sets of simultaneous 
equations, must also be added when called for by analysis of 
the array graph dependencies. 
The general approach to scheduling is to create a 
component graph consisting of all the Maximally Strongly 
Connected Components (MSCC) in the array graph and the edges 
connecting these MSCC's. An MSCC is either a single node of 
the array graph or a subgraph of the array graph containing 
cycles or knots of cycles caused by the existence of cyclic 
dependencies in the array graph. The component graph is 
therefore an acyclic directed graph whose component nodes 
may contain cycles. The component graph is then 
topologically sorted, resulting in a linear arrangement of 
components which can be regarded as a gross level 
representation of ,the flowchart. Subscripts for each 
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component are determined and appropriate iterations for 
these subscripts are added to bracket the respective 
components. 
We can attempt to decompose multinode MSCC's into 
schedulable calculations by deleting certain edges when 
possible which may lead to unravelling of the knotted 
subgraphs. Consider the example of a two node MSCC given by 
the assertion named "a": 
a:  X(T) = IF (T-1) THEN 1 ELSE X(T-1)+1; 
which defines the values of elements of the vector X to have 
the values 1,2,3,etc. If the range of the subscript T is N, 
i.e. 
S1.ZE.X N; 
then a conceptual schedule of this subgraph is 
DO T = 1 TO N; 
<subgraph consisting of nodes a and X>; 
END ; 
where the array subgraph is pictorially represented as shown 
in Figure 2-2. 
The edges in this subgraph indicate that the evaluation 
of the (T-1)th element of X should precede the evaluation of 
the Tth element. But, since we know this will occur anyway 
in our partial schedule owing to the monotonically 
increasing iteration on our loop counter T, we can delete 
this edge as containing extraneous information. This allows 
for decomposition of the MSCC and production of a detailed 
schedule. 
F i g u r e  2 - 2 .  Subgraph of a r e c u r s i v e  a s s e r t i o n .  
In general, to decompose an MSCC, we 
1) find a dimension of the MSCC for which all of 
its nodes share a common subscript, 
2) add an iteration around the MSCC for this 
subscript, 
3) find edges that represent dependencies on lower 
valued indexed elements of the selected subscript, 
and 
4) delete these edges to aid in decomposition of 
the component. 
For complex MSCC's the decomposition and scheduling are 
performed by mutually recursive functions until all cycles 
which can be opened in this way have been scheduled. 
Such analyses of dependencies of higher valued indexed 
elements on lower valued indexed elements can have important 
implications for the efficient use of memory. If a variable 
depends on only a few of the most recently calculated values 
of data along a given dimension, then only a few values of 
that variable need be in memory at any one time, and 1/0 for 
them can often be performed within the scope of the 
enclosing iteration. Whenever all the elements along a 
variable's dimension must be colocated in memory, we refer 
to that dimension as physical; otherwise, when only a few 
must be in memory at the same time as discussed above, we 
call that dimension virtual. 
Some components of the component graph cannot be fully 
decomposed by the above process of deleting edges to lower 
valued indexed array elements. When this occurs, there 
exist MSCC's consisting of cyclic dependencies which 
indicate the presence of sets of simultaneous equations in 
the input specification. In this case, an iterative 
numerical solution method may be applicable in lieu of the 
usual iteration loops generated by the scheduler. 
Scheduling of such numerical solution methods must take into 
account user statements regarding the sets of equations as 
well as dependencies in the array graph, including possible 
user specification of solution method, convergence criteria, 
initial data values and maximum number of iterations. The 
use and scheduling of simultaneous equations is the subject 
of much of the remainder of this report, and is discussed in 
considerable detail in the chapters ahead. 
CHAPTER 3 
MODELLING IN ECONOMETRICS 
This chapter provides an example of the use of MODEL in 
econometric modelling. We present a description of an 
actual MODEL specification describing the economy of Spain, 
and present some background material in econometrics. 
3 . 1  SPECIFYING ECONOMETRIC MODELS 
Solution of the type of econometric models examined in 
this report consists of applying numerical iterative methods 
to sets of simultaneous equations describing the performance 
of certain variables in a nation's economy. These equations 
result from theoretical and statistical studies of the 
behavior of essential sectors of that economy. The 
equations typically involve real and monetary factors, 
domestic and import-export behavior, and economic and 
political influences. When a set of equations has been 
developed, it is usually in an abstract form where 
coefficients of the various variables are not known. 
Refinement of a model involves careful statistical analysis 
of the sectors described in the model to verify the accuracy 
of the equations and to ascertain correct operational values 
for these coefficients. This statistical analysis is 
performed on historical or time-series data consisting of 
cross sectional data taken at periodic intervals in time. 
When a model and its derived coefficients can satisfactorily 
reproduce solution trends which correspond well with 
actually observed time series data, the model is deemed 
adequate and can be used to solve for future statistical 
variables which will accurately predict the future 
performance of that economy. 
Equations in an econometric model often contain time 
lags as parts of the defining relationships. This concept 
of lags in econometrics is an important one. It recognizes 
the fact that economic events or trends in one sector of an 
economy often take a significant amount of time to be felt 
in other, indirectly related sectors of that economy. The 
solution year or period, often indicated by a subscript or 
index into a vector or array of time progessive solutions of 
an economy, can thus appear in current or lagged form. In 
current form, a relationship might appear as 
X(T) = 2 * Y(T); 
for example, meaning that for each period or year T of the 
solution, the economic variable X is equal to twice the 
value of variabe Y in that year. Lagged behavior, on the 
other hand, can be illustrated by the example 
X ( T )  = 2 * Y(T-1); 
which indicates that in each solution period, the value of 
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t h e  e c o n o m i c  v a r i a b l e  X s h o u l d  b e  t a k e n  a s  t w i c e  t h e  
s o l u t i o n  v a l u e  o f  t h e  v a r i a b l e  Y the p r e v i o u s  y e a r  - o r  
p e r i o d .  T h u s ,  i n  1 9 6 8 ,  X i s  e q u a l  t o  two times t h e  v a l u e  
w h i c h  Y h a d  i n  1 9 6 7 .  
V a r i a b l e s  i n  e c o n o m e t r i c  m o d e l s  a r e  f u r t h e r  c l a s s i f i e d  
a s  e x o g e n o u s  a n d  e n d o g e n o u s  v a r i a b l e s .  An e x o g e n o u s  
v a r i a b l e  i s  o n e  whose  v a l u e  i s  c o n s i d e r e d  t o  b e  d e t e r m i n e d  
b y  f a c t o r s  o u t s i d e  t h e  s c o p e  o f  t h e  t h e o r e t i c a l  b a s e s  f o r  
t h e  g i v e n  m o d e l .  Time i s  a n  e x o g e n o u s  v a r i a b l e ,  a s  a r e  
c o n g r e s s i o n a l l y  d e t e r m i n e d  t a x  r a t e s  a n d  o t h e r  v a l u e s  whose  
p r e d i c t i o n  i s  s u b j e c t  t o  d i s c o n t i n u o u s  o r  u n c o n t r o l l a b l e  
c h a n g e s .  From t h e  p o i n t  o f  v i e w  o f  a  l o c a l  economy,  i m p o r t  
p r i c e s  a n d  e x p o r t  v a l u e s  may b e  c o n s i d e r e d  e x o g e n o u s .  T h a t  
i s ,  a  n a t i o n  c a n n o t  d e t e r m i n e  o n  a  t h e o r e t i c a l  b a s i s  t h e  
p r i c e  t h a t  o t h e r  c o u n t r i e s  w i l l  c h a r g e  f o r  g o o d s  ( i m p o r t  
p r i c e s ) ,  n o r  t h e  amoun t  o f  g o o d s  t h a t  o t h e r  c o u n t r i e s  w i l l  
w i s h  t o  i m p o r t  f r o m  t h e  l o c a l  c o u n t r y  ( e x p o r t  v a l u e s ) .  
E n d o g e n o u s  v a r i a b l e s ,  o n  t h e  o t h e r  h a n d ,  a r e  t h o s e  w h i c h  c a n  
b e  s o l v e d  by  c o m b i n i n g  t h e  v a l u e s  o f  e x o g e n o u s  v a r i a b l e s  a n d  
m a t h e m a t i c a l  r e l a t i o n s h i p s  among c u r r e n t  a n d  l a g g e d  
e x o g e n o u s  and  e n d o g e n o u s  v a r i a b l e s  t o g e t h e r  w i t h  n u m e r i c a l  
m e t h o d s  t o  p r o d u c e  p e r i o d i c  e c o n o m e t r i c  s o l u t i o n s .  O f t e n  
s u c h  v a r i a b l e s  c a n  b e  s o l v e d  b y  i t e r a t i v e  c o m p u t e r  m e t h o d s .  
Some o f  t h e n  c a n  b e  c a l c u l a t e d  d i r e c t l y  o n c e  o t h e r s  h a v e  
b e e n  s o l v e d  by  s u c h  m e t h o d s .  F o r  e x a m p l e ,  r e a l  p r o d u c t i o n  
i n  d i f f e r e n t  s e c t o r s ,  s u c h  a s  a g r i c u l t u r e  a n d  m a n u f a c t u r i n g ,  
m i g h t  b e  s o l v e d  s e p a r a t e l y  i n  s e c t o r a l  s y s t e m s  o f  
i n t e r r e l a t e d  e q u a t i o n s ,  w h e r e a s  t o t a l  p r o d u c t i o n  i n  a n  
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economy might be simply calculated by summing the individual 
sectors' solutions, once they have been found iteratively. 
It is natural, we see, to solve sets of variables based on 
both procedural considerations, as when iterative methods 
are used on various sectors, and on nonprocedural 
considerations, as when data dependencies are used to 
dictate which sectors' solutions should precede calculation 
of other variables. 
In accordance with the above considerations, data 
aggregates in econometric modelling are usually arranged in 
some sort of vectored structure, with time representing the 
independent variable driving the solution. Values of the 
econometric variables are determined for several consecutive 
periods and trends among the variables are used to help 
determine timely and effective economic policies. 
3 . 2  THE S H O R T  SPANISH M O D E L  
An illustration of an econometric model specified in 
the M O D E L  language is given for a simplified model of the 
Spanish economy. We will first take a look at the data 
structures and then present the defining relationships among 
them. The complete M O D E L  specification describing this 
model, given the M O D U L E  name SPAIN, is presented in Figure 
3-1. This is a quite simple and naive model of the Spanish 
economy, presented here to illustrate techniques used in 
more complete and realistic models. 
MOTUE: SPAIN: If SPANISH TRADE HO#L */ 
SrJlJfKE FILE: SIHKF; It SIRLATION PWTTER DEFINITION FILE f/ 
SIHr!EF IS FILE t IE!PUTRECI : - - . - -. - - . - - - . . .. . . . . - - . . 
ItPllTREC I S  RECORD( BEG-YR!P@-SItl, IAG) r 
MCi,M;( IS  FIELD (PIC'rQ43'); I t  YEAR OF STMT CF SIHlHUIATION * f 
PD-SIH I S  FIELD (PIC'W'): I* NLglEEli OF PERIOD? It4 Udli SINLATICN */ 
LCK; I S  1 P C '  If MXIM NUH6ER OF LAG PERIODS I N  mI1EL*/ 
SWRCE FILE: COW: I* TRADE HIDEL EQUATION COEFFICIENTS FILE */ 
I S  FILE (COSC(73)): 
COREC I S  RECORD(A): 
A I S  F I M  (DEC FLOCIT(10)): 
!3URCE FILE: Tin-5 @I. I* TIttESERIES (HISTORICAL) DATA F I E  */ 
iiM-~ER ISFILE~(TSJEC~~~II; 
TS-REC I S  RECORD( WAHE, VW, NUhPDS, TSSATA( 1 : 20) ); 
VMFL I S  FIELD (W:i 4) ) 1 /* NAME CF MCICCL VMIRBLE 
V N  IS FIELD (PIC'99S9'); I* W-iltERIC IDENTIFIER OF VARIABLE 
NUKPDS I S  FIELD (PIC499P9')r I* W%ER OF PERIOI6 CIF TIME 
I* SERIES C@TA FCIR THIS VARIC\BLE 
T S A T A  I S  FIELD !PIC'W.V999'): I* TItlE SERIES IrATfl VALE 
SiZE.TSJNTA = WE: I* WE DATA VALE PER FERIOD PER V A R I W  
TFINET FILE: WJTION; I* SII IUTION SOLUTION FILE */ 
SOLUTION IS FILE (SOLW(*)); 
SX-GRP I S  GRWP(HRRECISOMC): I* EACH SOLUTION GRUJP CONTAINS *I 
/* A HEADER Ni A BODY */ 
HI#?-C I S  RECORD(CSNPDDID,SLILIDI; 
:UD,Iu I S  FfELD(PIC'fr(i59'); I* SOLUTION PERIOD NUllBER *I 
XL,MC I S  RECORD(II,EX,G~V,I%ER,IM~~',I~~~I~~CON~,INV,IH~GW~; 
(CONS, INVI 11, EXr Itl,GUIJ,CIIP~ IHSER, IHQl, iH24, It l3) ME FIELD (PIC'BB99.V(6)P81; 
S!ZE.W!-MS, = PD-SlHt /* M 3dUTIOti RErBD FOR EkCH PD. OF SIH. t i  
T I S  SUEGRIPT: /* T ( T I K I  I S  CI CWNTEFt irF SIHWTIO?I PDS. f/ 
I F  (TWIG) 
ELSE 
I F  U X A G )  
ELSE 
I F  (DM) 
ELSE 
I F  (TXAG) 
ELSE 
mi 
TtfEN 
THEN 
THEN 
I* FINAUY, WE PRE$€NT EQUATIONS FOR A S I W E  SOLUTION GROUP HEADER *I 
SH-PD-ID(T) = T; I* F M E R  OF SOLUTION PERIOD */ 
StLYR-ID(T) = BEG-YR + T - I;  I* YEAR OF SItUJRILCITlC(U RESLTS *I 
F i g u r e  3-1. MODEL S p e c i f i c a t i o n  o f  the  Short Span i sh  Model. 
There are four data files associated with SPAIN: three 
source (input) files, SIMDEF, COEFF and TIM-SER; and one 
target (output) file, SOLUTION. 
The SIMDEF or SIMulation DEFinition file contains 
certain parameters used to control the simulation- After 
the object PL/I program has been generated and compiled, 
this is the file which the user manipulates to run different 
simulations. It consists of a single record INPUTREC 
containing three picture variable fields, BEG-YR, PD-SIM and 
LAG. BEG - YR is the beginning year or period of the 
simulation, PD-SIM is the desired number of periods to be 
solved in our simulation, and LAG indicates the maximum 
number of lagged periods in the model equations. When the 
resultant Spanish sumulation is executed, the solutions of 
the economy will be generated for PD-SIM years beginning 
with year BEG-YR- LAG is the number of historical data 
periods which must be read into memory before beginning the 
solution procedure. 
COEFF is a file containing statistically derived 
coefficients of the model equations. It consists of 
seventy-three records, each called CO-REC and each 
containing a single floating point variable A(i). The 
A(i)'s may be referenced using a single subscript 
corresponding to their positions in the input file and their 
numbers in the model equations. Thus A(7) is the seventh 
number in the coefficient file and the coefficient A7 in the 
mathematical representation of the econometric model. 
TIM - SER is a file containing historical (time series) 
data of the Spanish economy. There are eleven records named 
TS-REC in this file, each containing information about a 
single one of the eleven variables participating in the 
econometric model. Each TS-REC contains three simple fields 
called VNAME, VNUM and NUM - PDS, and a vector of historical 
data called TS-DATA for the corresponding variable. VNAME 
is simply the documentation name of the variable 
corresponding to that TS-REC; VNUM is a similar 
documentation identification number associated with the 
variable (numbered consecutively from one to eleven in the 
respective TS - REC's); and TS - DATA contains from one to 
twenty historical values of the variable. The exact number 
of periods for which historical data is available is 
specified by the remaining field, NUM-PDS. This relation is 
stated in the assertion 
SIZE-TS-DATA = NUM-PDS; 
For uniformity, we constrain all TS-DATA vectors to begin in 
the same year, but they may end in different years depending 
upon the availability of data for the particular economic 
variable. A particular historical value for a variable thus 
has two indices or subscripts corresponding to the two 
dimensions of the data array, one dimension for the 
repetitions of TS-REC and one for the repetitions within 
TS - DATA. Thus TS_DATA(4,7) refers to the seventh time 
series datum in the fourth record of the file. More 
generally, TS - DATA(1,J) refers to the Jth time series datum 
in the Ith record of the file, where I and J are subscript 
v a r i a b l e s  i n  t h e  model  s p e c i f i c a t i o n .  
The r e m a i n i n g  f i l e  i n  o u r  s p e c i f i c a t i o n ,  SOLUTION, i s  
t h e  o u t p u t  f i l e  w h i c h  w i l l  c o n t a i n  s o l u t i o n s  f o r  t h e  v a r i o u s  
y e a r s  o f  o u r  d y n a m i c  s i m u l a t i o n .  T h i s  i s  a  v i r t u a l  f i l e  
( i n d i c a t e d  by  t h e  * i n  SOL-GRP(*)) w h i c h  c o n t a i n s  a  v a r i a b l e  
number  of s o l u t i o n  g r o u p s ,  e a c h  named SOL-GRP a n d  e a c h  
d e s c r i b i n g  t h e  s o l u t i o n  o f  t h e  S p a n i s h  economy f o r  a  s i n g l e  
y e a r  o r  p e r i o d .  The s i z e  o f  t h e  SOL-GRP a r r a y ,  a n d  h e n c e  
t h e  number of  s o l u t i o n s  t o  b e  f o u n d ,  i s  g i v e n  b y  t h e  
a s s e r t i o n  
SIZE-SOL-GRP = PD-SIM; 
w h e r e  PD-SIM h a s  b e e n  d e s c r i b e d  i n  t h e  SIMDEF f i l e  a b o v e .  
Each  SOL-GRP c o n t a i n s  two r e c o r d s ,  HDR-REC a n d  SOL-REC, e a c h  
o f  w h i c h  c o r r e s p o n d  t o  a  s i n g l e  l i n e  ( r e c o r d )  i n  t h e  
SOLUTION f i l e .  The f i r s t  l i n e  i n  e a c h  SOL-GRP i s  a h e a d e r  
r e c o r d  HDR-REC w h i c h  c o n t a i n s  t h e  f i e l d s  SIM-PD-ID a n d  
SM-YR-ID, t h e  p e r i o d  number and  y e a r  o f  o u r  dynamic  
s i m u l a t i o n ,  r e s p e c t i v e l y .  The s e c o n d  l i n e  i n  e a c h  SOL-GRP 
i s  a  s o l u t i o n  r e c o r d  SOL-REC w h i c h  g i v e s  a  l i s t  o f  p i c t u r e  
v a r i a b l e  s o l u t i o n  v a l u e s  f o r  v a r i a b l e s  i n  t h e  s i m u l a t i o n ,  
o n e  s o l u t i o n  v a l u e  p e r  v a r i a b l e .  T h e s e  v a r i a b l e s  a r e  named 
a s  f i e l d s  i n  SOL-REC a n d  h a v e  t h e  f o l l o w i n g  mean ing  i n  t h e  
S p a n i s h  economy: 
CONS - consumption 
INV - total investment 
11 - autonomous government investment 
EX - total exports 
IM - total imports 
GOV - total government expenditures 
GDP - gross domestic product 
IMSER- imported services 
IMO 1, 
IM24, 
IM3 - imports in various commodity categories 
These variables can be thought of as virtual arrays of data, 
one array element per SOL-GRP. Thus, CONS(T), for example, 
represents the value of the consumption variable in solution 
period T. T, representing time as a solution period 
counter, is identified as a SUBSCRIPT variable in the input 
specification. 
Now that we have defined our data in data description 
statements, we must present the assertions, or defining 
relationships among the data. Below, and in the input 
specification, we have grouped these statements into three 
logically sensible sections defining the exogenous model 
variables, endogenous variables and solution header 
variables. 
Exogenous Variables - These assertions allow us to copy 
the historical values of solution variables into the 
appropriate solution variables. As noted, exogenous values 
are supplied from sources outside the econometric model. 
All we need do is relate the appropriate historical data 
array to the corresponding solution variable. A typical 
assertion defining an exogenous variable is 
GOV(T) = TS-DATA(6,T); 
which defines values of GOV, the government expenditures 
variable. This assertion says that in each solution period, 
we take the value of GOV from the corresponding data element 
in the sixth historical data record. This sixth record is 
the one containing time series data for GOV. In this simple 
model, no theoretical relationships are given to determine 
GOV if it were not thus given exogenously. If the 
simulation is extended into the future, then "future 
historical data" for exogenous variables must be 
extrapolated using outside sources and these values must be 
made available in the TIM-SER file. 
Endogenous Variables - These assertions describe the 
mathematical relationships among the economic variable in 
defining equations to be solved by numerical methods. The 
MODEL system will generate an iterative solution program to 
determine the values of variables found to be involved in 
simultaneous sets of equations. The method of solution is 
the subject of much of the remainder of this report. 
Assertions here have the form 
X(T) = IF (T>LAG) THEN ffA(i),other vars,lagged vars) 
ELSE TS-DATA(n,T); 
where X represents a given variable to be defined, n is the 
index of that variable's time series data record in the 
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TIM-SER f i l e ,  and  f  i s  a  f u n c t i o n a l  r e l a t i o n s h i p  d e f i n i n g  X 
i n  t e r m s  o f  o t h e r  c u r r e n t  a n d  l a g g e d  v a r i a b l e s  a n d  t h e  
e q u a t i o n  c o e f f i c i e n t s  A ( i ) .  I n  e a r l y  s o l u t i o n  p e r i o d s ,  when 
T  i s  l e s s  t h a n  o r  e q u a l  t o  LAG a s  d e f i n e d  i n  t h e  s i m u l a t i o n  
d e f i n i t i o n  f i l e ,  s o l u t i o n  v a l u e s  a r e  m e r e l y  c o p i e d  f r o m  
h i s t o r i c a l  d a t a .  T h i s  e n s u r e s  t h a t  e n o u g h  v a l u e s  o f  t h e  
s o l u t i o n  v a r i a b l e s  w i l l  b e  e s t a b l i s h e d  s o  t h a t  when T  i s  
g r e a t e r  t h a n  LAG, " t u r n i n g  on"  t h e  e q u a t i o n ,  r e f e r e n c e s  t o  
l a g g e d  s o l u t i o n  v a r i a b l e s  w i l l  b e  s a t i s f i a b l e .  I f  s u c h  
i n i t i a l  c o p y i n g  w e r e  n o t  d o n e ,  t h e n  f o r  e x a m p l e ,  CONS(T-1) 
when T=1 wou ld  b e  m e a n i n g l e s s .  
H e a d e r  R e c o r d s  - T h e s e  two a s s e r t i o n s  s i m p l y  d e f i n e  t h e  
r e l a t i o n s h i p s  among t h e  s o l u t i o n  p e r i o d  c o u n t e r  T  a n d  t h e  
y e a r  a n d  p e r i o d  o f  t h e  s i m u l a t i o n .  I f  BEG-YR i s  1 9 8 0 ,  f o r  
e x a m p l e ,  t h e n  i n  t h e  f i r s t  t h r e e  y e a r s  o f  t h e  s i m u l a t i o n  
SM-PD-ID i s  1 , 2 , 3  a n d  SIM-YR-ID i s  1 9 8 0 , 1 9 8 1 , 1 9 8 2 .  T h e s e  
v a l u e s  h e l p  t o  i d e n t i f y  i n d i v i d u a l  s o l u t i o n s  i n  t h e  o u t p u t  
f i l e  a n d  t h e r e b y  make i t  more  r e a d a b l e .  
When t h e  s p e c i f i c a t i o n  o f  t h e  S p a n i s h  m o d e l  i s  
s u b m i t t e d  t o  t h e  MODEL p r o c e s s o r ,  t h e  r e s u l t s  a r e  a  c o r r e c t  
a n d  e f f i c i e n t  P L / I  p r o g r a m  w h i c h  i m p l e m e n t s  t h e  d e s c r i b e d  
e c o n o m e t r i c  m o d e l ,  a  c o m p l e t e  s e t  o f  d o c u m e n t a t i o n  r e p o r t i n g  
o n  v a r i o u s  a s p e c t s  o f  t h e  s p e c i f i c a t i o n  a n d  i t s  o b j e c t  P L / I  
p r o g r a m ,  and  t h o r o u g h  w a r n i n g  a n d  e r r o r  m e s s a g e s ,  w h e r e  
a p p r o p r i a t e ,  t o  t h e  u s e r .  When c o m p i l e d ,  l i n k e d  a n d  
e x e c u t e d ,  t h e  P L / I  p r o g r a m  r e a d s  t h e  a p p r o p r i a t e  s o u r c e  
f i l e s ,  s o l v e s  t h e  e c o n o m e t r i c  mode l  a c c o r d i n g  t o  t h e  
equations provided and reports to the user solutions of the 
model. 
Although the example of Spain given here is a simple 
and naive one, it serves well to illustrate the methods used 
to solve more complicated and general econometric models. 
3.3 LINKAGE OF NATIONAL ECONOMETRIC MODELS 
In the example of the short Spanish model presented 
above, we showed how certain trade variables were determined 
exogenously to a given economy's model. The value of a 
nation's exports and the price of its imports cannot be 
dictated by factors internal to its economy, but are rather 
decided by policies and actions of the external countries 
with which it trades. The given country, in turn, helps 
determine the value of exports and price of imports of its 
trading partners. Linkage of econometric models entails 
replacing these exogenous trade variables with the actual 
-~alues of the variables as determined by co-executed models 
of international trading partners. Iterative solution of 
several models proceeds simultaneously to solve the system 
of equations linking the export variables of each country to 
the import variables of its trading partners. Iterations 
continue until convergence criteria indicate that each 
country's internal and trade sectors have converged. At 
this point the trade model is said to have converged and the 
values of all the model variables represent a solution for 
that period. 
Figure 3-2 shows a block diagram of a simple system of 
two nations, A and B, which are each other's exclusive 
trading partners. In this case, country A determines the 
price of imports and value of exports of country B, and 
country B determines the price of imports and value of 
exports of country A. Thus the system of equations linking 
the trading partners, i.e. the linkage model is simply 
A-VX B-VM; 
AoPM BoPX; 
B.VX A-VM; 
B.PM = A-PX; 
where PX = price of exports, PM = price of imports, VX = 
value of exports, VM = value of imports and "A." and "B." 
serve as qualifiers to identify the nation whose variable we 
mean. 
Note that the trade variables can be thought of as 
being outputs of a linkage model, and the needed trade 
variables can be thought of as being inputs to a linkage 
model. In the dynamic simulations which are our main 
concern, such linkage models are of prime importance. 
During the development stage of an international trade 
model, however, national econometric models are likely to be 
generated independently. In order to test such models, we 
can simply replace the required trade variables, which are 
endogenous in a linked configuration, with exogenous values 
obtained from input files as in the preceding chapter's 
example of Spain. One criterion for design of econometric 
modelling systems is to allow such switches from local to 
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Figure  3-2.  Block Diagram o f  a Two-Nation Trade R e l a t i o n s h i p .  
linked computing modes to take place quickly and easily. In' 
Figure 3-2, we can visualize the models as running either in 
linked mode, using the four equation linkage model presented 
above, or in local mode, where the TRADE-IN and TRADE-OUT 
values are in external data files. In the latter case input 
files provide estimated or extrapolated values based on 
analyses of historical data, and are replaced in the former 
case by real values of dynamically simulated trade. 
The simple linkage model described above is 
insufficient when trade models of greater scope and 
complexity are used. Addition of more models representing 
countries or regions with a complex network of trade in many 
goods and services requires more general and extensible 
methods of linkage. Gana, Hickman, Lau and Jacobson (1979) 
have investigated alternative approaches to linkage of 
national econometric models. In Project LINK, an analytical 
tool known as a trade share matrix (TSM) is used to 
determine the proportions of individual models' imports as a 
share of its trading partners' exports. Aggregate trade 
variables can be appropriately disaggregated by commodity 
groups and routed to the correct trading nation's economy. 
The trade share matrix and accompanying mathematical 
relationships for aggregatingldisaggregating trade variables 
and for routing commodities and services among 
nationsjregions comprise a linkage model. The linkage model 
and the individual models of participating local economies 
together comprise the international trade model. A block 
diagram of such a system is shown is Figure 3-3, where A-Z 
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Figure  3-3. Block Diagram o f  a  M u l t i n a t i o n a l  Trade Model 
Using a C e n t r a l  Linkage Model. 
represent individual country or region econometric models. 
CHAPTER 4 
SIMULTANEOUS EQUATIONS: SYNTAX AND SEMANTICS 
In this chapter we describe the nature and method of 
identification of simultaneous equations in the MODEL 
system. The role of the user versus the automatic processor 
is discussed. User control of scheduling and solution 
generation are presented using the tools of the MODEL 
language. The syntax and semantics of specifying 
computations involving sets of simultaneous equations are 
presented. 
4.1 SIMULTANEOUS EQUATIONS IN MODEL 
In the scheduling phase of the MODEL processor, the 
array graph is topologically sorted to determine a sequence 
of nodes dependent on one another in strict order. When 
this order, based on the direction of data dependency edges 
in the graph, has been determined, loops may be added around 
subgraphs of the sorted graph to satisfy the range and 
dimensionality aspects of the appropriate nodes. For 
example, consider the assertions: 
al: Y = SIN(X); 
a2: Z = (X**2 + Y**2)**0.5; 
a 3 :  X = 1; 
A simplified representation of the array graph for this 
partial specification (which excludes data and file 
definitions) is given in Figure 4-1. 
During scheduling, the corresponding dependency-sorted 
graph can be visualized as shown in Figure 4-2a or, more 
simply as shown in Figure 4-2b where, in the second case we 
have removed the edge from X to a2, which became redundant 
when overall topological sorting guaranteed the order of 
these nodes via other paths. We say that the graph has now 
been decomposed into a sequence of single nodes, each 
connected to the next by a single dependency relationship. 
The integrity of our calculation of data values for X, Y and 
Z in the order specified by this new decomposed graph has 
been guaranteed by the sorting process. If X, Y and Z have 
non-zero dimensionality, an iteration loop may be easily 
added to enclose the necessary nodes of the sorted graph, 
and we would proceed with code generation. 
In a large class of problems, we may not be able to 
fully decompose a graph into a linear list of individual 
assertion and data nodes. Rather, the presence of cyclical 
dependencies, or cycles, in the array graph may limit our 
sorting process to the production of a graph whose nodes are 
non-trivial subgraphs. That is the nodes of the sorted 
graph may no longer be simple assertion or data nodes, but 
a l :  Y = SIN(X); 
a2:  Z = ( ~ * * 2  + Y**2)**0.5; 
a3:  X = 1; 
Figure  4-1. T o p o l o g i c a l l y  s o r t a b l e  subgraph o f  
t h r e e  e q u a t i o n s .  , 
Figure  4-2a. Subgraph of F igure  4 - 1 ,  Shown S o r t e d  
T o p o l o g i c a l l y  
- -  - 
Figure  4-2b. Subgraph o f  F i g u r e  4-1, S o r t e d  and w i t h  
Redundant Edge from X t o  a2 Removed. 
may contain one or more assertion and data nodes connected 
by cyclical dependencies. A cyclical dependency occurs when 
the value of some datum depends not solely on the values of 
other data, but also, directly or indirectly, on its own 
value. Some of these cycles can be further decomposed and 
scheduled by the process of deletion of edges from higher 
valued indexed to lower valued indexed elements of a 
dimension of some data structure as described in Chapter two 
of this report. In this chapter, and throughout the 
remainder of this report, we will be concerned with cycles 
where this type of decomposition is not possible. These 
cycles indicate the presence of simultaneous equations in 
the user specification. 
An example of a simple cyclical dependency can be 
illustrated by the single assertion 
a: X = 3*(X**2); 
This is a simple case where the assertion for X is directly 
self-referential, representing the mathematical relationship 
X = 113; 
The array graph for this example is simply as shown in 
Figure 4 - 3 .  We see that, beginning at X, we may traverse a 
set of edges of the graph and end up back at X again. This 
circular path is a cycle or cyclical dependency. Of course, 
more than one assertion may be involved in the cycle. 
Consider the assertions 
al: X = Y + Z + 1; 
a2: Y = X + Z - 11; 
a3: Z = X + Y - 9 ;  
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a: X = 3 * ( X * * 2 ) ;  
Figure  4-3. Subgraph o f  a  S e l f - R e f e r e n t i a l  A s s e r t i o n .  
representing a set of three simultaneous equations in three 
variables with solution 
( x , y , z )  (10,4r5)* 
Here we will find that the corresponding graph contains 
several cycles as shown in Figure 4-4. Here each datum in 
the graph depends on every other variable involved. It is 
impossible to decompose this graph on the basis of data 
dependencies alone, because every node is topologically 
equivalent to every other node in the array graph. 
Therefore, scheduling cannot proceed in a linear fashion as 
in the usual case, and a new strategy must be adopted to 
deal with simultaneous equations. 
When the array graph representation of the 
specification contains only linearly sortable dependencies, 
the task of the MODEL system's scheduling and code 
generation phases is simply to order these assertions in 
correspondence with constraints implied by the data 
dependencies and generate code to correspond with the 
described calculations, with properly added iteration loops 
to ensure that the full range of every datum's dimensions 
are correctly accounted for. While this is no trivial task, 
all the mathematical information describing the 
relationships among source and target variables are 
explicitly or implicitly expressed in the specification in 
the form of data dependencies. 
F i g u r e  4-4. Subgraph o f  a S e t  o f  Three  S imul taneous  
E q u a t i o n s  C o n t a i n i n g  S e v e r a l  Cycles  
4 . 2  ITERATIVE SOLUTION METHODS IN MODEL 
When the input specification contains simultaneous 
equations, however, we have seen that insufficient 
information exists in the array graph to determine the order 
of calculation of data values by the same method of 
examination of data dependencies. In such cases, the 
objective of the MODEL processor is not simply to order the 
assertions to ensure correct precedence of calculations, but 
to generate a correct object program which provides a 
solution of the given simultaneous equations. Thus it is 
necessary to provide instructions to the MODEL system as to 
how 'to solve the simultaneous equations. One way to do this 
would be to force the user to include a great deal more 
information in his input specification, detailing the manner 
in which he wishes the simultaneous equations to be solved. 
This would be a great burden on the modeler and is one of 
the major drawbacks of many currently used methods which the 
current research is intended to remedy. The other way to 
provide such information, and the way chosen in the current 
implementation, is to build into the MODEL system the 
necessary expertise in computer programming and numerical 
analysis for generating solutions to such problems on its 
own. 
A number of well known algorithms exist in the field of 
numerical analysis for determining solutions to sets of 
simultaneous equations. It is our intention that the user 
shall eventually be able to select from among several of 
these algorithm for use in sol-,ring his systems of 
equations, and that the MODEL processor will implement an 
object program according to such indications, or according 
to criteria applied automatically to determine the optimum 
solution method for the particular probem at hand. In this 
stage of the research, we have implemented only one such 
solution method to serve as a basis for study of the 
effectiveness of the new MODEL system as a tool in modelling 
with simultaneous equations. The algorithm selected for . 
implementation is the Gauss-Seidel iterative method, one of 
the most well known, straightforward and general such 
methods in numerical analysis. 
In this method, initial values are assigned to each of 
the variables in the set of equations to be solved. We then 
iteratively sequence through the equations, calculating a 
new value for every variable in the set of equations in each 
iteration. In each equation, the current values of 
independent variables, as determined by their most recent 
iterative recalculation, are used to calculate a new 
replacement value for the dependent variable. This 
iteration process is repeated until either 
1) the difference between the current and previous 
values for all independent variables does not 
exceed a given percentage, in which case the set 
of equations is said to have converged and the 
current values constitute a solution of the set of 
equations, or 
2) some prescribed maximum number of iterations 
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has been reached without convergence, in which 
case we say that the set of simultaneous equations 
has diverged. 
For a more complete and theoretical explanation of the 
Gauss-Seidel solution method the reader is referred to 
almost any good text in numerical analysis. 
Thus we may infer that, in order to generate a solving 
program for a set of simultaneous equation, we must supply 
the following additional information to the MODEL system: 
1) solution method - We take this always to be the 
Gauss-Seidel method in the current implementation, 
but other algorithms exist and could be 
implemented in the future. 
2) maximum number of iterations - A maximum number 
of iterations to perform before assuming the set 
of equations has no solution and terminating the 
iteration process. 
3) convergence criterion - The relative distance 
between successively calculated values of 
independent variables which, when not exceeded, 
signals convergence of the equations. 
4) initial values - Optional initial values to use 
as starting points in the iterative solution 
process. The closeness of initial values to the 
eventual solution values can reduce the number of 
iteration required for convergence. 
5 )  recalculation order - The order desired by the 
user for recalculating the values of new 
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independent variables during each iteration of the 
solution process. Changes in the order of 
recalculation can also reduce the number of 
iterations required for convergence of the system 
of equations. 
In our implementation, we have provided new features in 
the MODEL language to allow the user to supply this 
information to the extent he wishes, while building 
sufficient intelligence into the MODEL system to enable the 
user to omit any or all of the information and have the 
MODEL system generate a solution on its own. 
4 . 3  S E M A N T I C S  OF S I M U L T A N E O U S  BLOCKS 
The semantic tool we have supplied to provide this 
additional information is the BLOCK statement. When a user 
wishes to solve a set of simultaneous equations, he simply 
places assertions representing these equations in his 
program specification and encloses the set of assertions by 
a BLOCK-END statement pair. This indicates to the MODEL 
processor that any simultaneous equations detected within 
the scope of the matching BLOCK and END statements shall be 
solved by an iterative solution method, with the order of 
recalculation of dependent variables to correspond with the 
o r d e r ' o f  their defining assertions in the input 
specification. Returning to our earlier example, a user 
might place the following statements in his input 
specification: 
BLOCK SOLVE IT; - 
Y = X**2 + z; 
Z a Y + l ;  
X = 1; 
END SOLVE-IT; 
By enclosing these equations within a BLOCK-END pair, the 
user indicates his desire to generate a program solving the 
simultaneous equations by an iterative procedure. He also 
requests the system to generate code which recalculates data 
values in the order Y,Z,X. 
For documentation purposes, the user must include a 
name for any BLOCK specification in his input file. In the 
above case, the name SOLVE-IT was chosen. Ostensibly, users 
will choose descriptive titles to enhance the informative 
quality of reports generated by the MODEL system. 
The intent of the BLOCK statement is descriptive rather 
than prescriptive. That is, the BLOCK specificatins do not 
convey strict scheduling instructions to the MODEL 
processor, but are intended to provide clues and guidelines 
to be used in generating solution procedures. This is 
consistent with the general philosophy of the MODEL system, 
relieving the user of the responsibility for procedural 
explicitness and its requisite high degree of programming 
proficiency. In keeping with this philosophy, there is in 
effect a "default BLOCK" specification, an invisible 
BLOCK-END pair which encloses the entire input 
specification. The name of this default block is 
$MAINBLOCK. Any simultaneous equations found within the 
scope of this default block, i.e. any such 'equations in the 
input file at all, will be solved by the system fully 
automatically even if the user omits all additional block 
inf ormation. Thus, the modeler can create simple 
Gauss-Seidel solution procedures simply by inserting a set 
of simultaneous equations in his specification. If he does 
not wish to alter the default system block descriptors, he 
need do nothing else. The MODEL system will independently 
generate a correct and efficient solution procedure for him 
fully automatically. 
Thus the precise meaning of the BLOCK specification is 
that the preparer of the specification suspects that there 
may be cyclical dependencies among the assertions between 
the BLOCK and END statement pair, and that he desires to 
have these equations solved locally, within a possibly 
larger number of simultaneous equations. Further, if such 
dependencies are found, then the system is to take the order 
of the assertions in the specification as a guideline for 
scheduling the assertions in the corresponding topologically 
unsortable component subgraph to produce a solving iterative 
procedure. This meaning of the BLOCK statement is adopted 
because when large or complicated sets of equations are 
involved, the user may be unsure about the exact nature of 
the data dependencies in his specification. Rather than 
perform exhaustive (and exhausting) mathematical analyses of 
the equations himself, the user may wish to submit the 
entire group to the MODEL processor within a BLOCK-END pair 
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and have the system automatically determine which equations 
are involved in the simultaneous equations and which are 
not, based on the data dependencies in the corresponding 
array graph. Those equations which do not participate in 
the actual simultaneous set can be straightforwardly 
calculated in a solution program, while those that do will 
be solved in a nested local iterative solution procedure, as 
part of a possibly larger iterative solution involving other 
equations or blocks. 
Among those which do form simultaneous equations, the 
MODEL system will, to the extent possible, rely on 
dependencies for scheduling determinants, but when stymied 
by topologically unsortable subgraphs it must rely on 
ordering guidelines established by the user in his 
preparation of the input file. Although the user may not 
have performed lengthy analyses of the dependencies among 
his equations, we assume that he is sufficiently familiar 
with the nature of his model to suggest a guideline for the 
order of iterative recalculations of his variables. Speed 
of convergence may be greatly affected by the order of the 
equations, and in fact the Gauss-Seidel algorithm may 
converge or diverge based solely on the order of the 
equations in the iteration procedure. Strategies for 
choosing an optimal order of equations when employing the 
Gauss-Seidel algorithm exist but depend on the sizes and 
relative values of the coefficients of the model equations. 
Since, as a rule, the equation coefficients will not be 
available until runtime of the generated solution program, 
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so that the user alone and not the MODEL processor might 
have knowledge of their values at the time of compilation of 
the specification, we must accept the user's order as a 
guideline for scheduling when topological decomposition of 
the array graph is blocked by the presence of cycles. 
As will be shown in a later chapter of this report, 
edges of the array graph which conflict with the order 
suggested by the user are selectively deleted and the 
resultant subgraph is resubmitted to the topological 
decomposition process. This is continued until a fully 
decomposed graph is achieved and a complete flowchart has 
been constructed. Because deletion of one edge may release 
several nodes of the subgraph from a given cycle, the final 
order of calculations is partly dependent on the user's 
clues and partly dependent on the inherent data dependencies 
in the system of equations. Although the exact order of the 
scheduled nodes may therefore differ from the exact order in 
the input specification, as a result of data dependencies 
peculiar to any given system of equations, such differences 
will affect neither the correctness nor the speed of 
convergence of the generated solution program. In fact, by 
removing from the scope of the iterative solution assertions 
which the user mistakenly or unknowingly included in his 
BLOCK, the MODEL system is able to increase the efficiency 
of the solution procedure. This is because recalculation of 
variables which dependency analysis has revealed are not 
actually a part of the cycle of equations need not be 
iteratively performed. Rather, the values of such variables 
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need be calculated only once, either before or after the 
iterative solution loop, as dependencies dictate. 
4 . 4  NESTING OF SIMULTANEOUS BLOCKS 
We nay describe a set of simultaneous equations in the 
notation of matrix algegra, 
A X P B  
where the matrices are given as in Figure 4-5. Here, X 
represents the variables to be solved in our eventual 
Gauss-Seidel solution procedure, and A is a matrix of 
coefficients of the variables in the system of simultaneous 
equations. The matrix B contains constant terms of the 
equations. In real applications, when the number of 
variables to be solved is more than a few, it is likely that 
the matrix of coefficients A is a sparse matrix. That is, A 
will contain a large proportion of zero-valued coefficients. 
This is because in large mathematical models, most of the 
model variables are directly dependent on only a few of the 
remaining variables in the set of equations. In such cases 
the user may wish to further improve the efficiency of his 
program by requesting that his overall iterative solution 
procedure contain smaller, localized iterations over groups 
of variables whose coefficients form dense partitions of the 
overall coefficient matrix for his model. The user may wish 
to make such a request whenever his knowledge of the 
behavior of the system of equations he is modelling suggests 
that some subgroups of equations exhibit tightly coupled 
behavior. This is not limited to equations with nonzero 
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ElT = ( b l , .  . . ,bn) 
T = m a t r i x  t r a n s p o s e  o p e r a t i o n  
F igure  4-5. Mat r ix  R e p r e s e n t a t i o n  of  Simultaneous Equa t ions .  
coefficient matrices, but may occur whenever the functional 
relationships among subgroups of variables exhibits tightly 
coupled behavior. For example, an econometrician modelling 
the world economy would request localized iterative solution 
of groups of equations representing individual countries' 
economies, on the basis that the tight coupling among 
variables internal to each country renders them more 
efficiently solved in local iterative procedures. 
In the MODEL system, we call this localization of 
iterations nesting. To request a nested solution, the user 
simply encloses subgroups of equations in local or nested 
BLOCK-END statement pairs. This nesting appears similar to 
the normal nesting of iterations in a procedural computer 
program, except that in the nonprocedural context of the 
MODEL system it provides information about target variable 
coupling rather than indicating a specific series of 
operations. If we symbolically represent assertion by ai, 
bi and ci, then 
BLOCK WORLD ; 
cl; 
c2; 
BLOCK A-COUNTRY; 
al; 
a2; 
END A-COUNTRY ; 
BLOCK B-COUNTRY; 
bl; 
b2; 
END B-COUNTRY; 
END WORLD ; 
represents a conceptual model of the world economy using 
BLOCK notation, where countries A and B are solved by local 
iterations within the global iteration for the total WORLD 
model. In this example, ai represent assertions describing 
the economy of country A, bi represent assertions describing 
the economy of country B, and ci represent assertions 
describing the linkage model of trade relationships among 
countries A and B. 
Figure 4-6 depicts a procedural analog of the 
nonprocedural view of nesting presented above, illustrating 
how individual country models are solved in local iterations 
within global iterations of an international linkage model. 
4 . 5  SYNTAX OF BLOCK STATEMENTS: BLOCK DESCRIPTORS 
As we noted earlier, certain other solution procedure 
characteristics besides calculation order may be specified 
by the modeler. These are solution method, relative error 
and maximum iterations. Choice of solution method allows 
the user to select from among a number of possible 
procedures for numerical calculation of solution to his sets 
of simultaneous equations. Relative error refers to the 
convergence criterion for equations within a given block, 
the maximum distance between successive iteration values of 
variables in that block for convergence to be satisfied. 
Maximum iterations is the maximum allowable number of 
iterations of a block of equations before it is assumed that 
the system of equations has diverged. For each BLOCK in his 
input specification, the user may optionally employ simple 
English-like statements for supplying the values of these 
block descriptors. These are appended to the BLOCK 
Globa l  I t e r a t i v e  S o l u t i o n  - 
LINKAGE EQUATIONS 
Loca l  I t e r a t i v e  S o l u t i o n  
[MODEL A EQUATIONS 
L 1 Loca l  I t e r a t i v e  S o l u t i o n  
I r MODEL B EQUATIONS 
L 
* 
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Loca l  I t e r a t i v e  S o l u t i o n  
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F i g u r e  4-6 .  P r o c e d u r a l  N e s t i n g  o f  I t e r a t i v e  S o l u t i o n s  
o f  Blocks o f  E q u a t i o n s .  
statement in any order, separated by commas as in 
BLOCK SOLVER: SOLUTION IS GAUSS-SEIDEL, 
RELATIVE ERROR IS x, 
MAXIMUM ITERATION IS n; 
Here x is a real number and n is an integer. Allowable 
abbreviations of the above descriptors are SOL for SOLUTION, 
REL for RELATIVE, ERR for ERROR, MAX for MAXIMUM and ITER 
for ITERATION. Default values for any of the above 
descriptors are supplied automatically by the system for use 
when the user omits the corresponding descriptors from his 
input specification. These default values are: 
DESCRIPTOR DEFAULT 
SOLUTION GAUSS-SEIDEL 
REL ERROR 0.0001, i.e. 1/100 % 
MAX ITER 100 
4 . 6  THE INITIAL STATEMENT 
We have noted that the user may optionally supply 
values to be used as initial values for variables which are 
solved by means of iterative procedures. He may do so by 
use of the INITIAL statement, as for instance 
1NITIAL.VAR-NAME = <expression>; 
which nonprocedurally supplies an initial value for the 
variable VAR - NAME, to be used if VAR - NAME is found to belong 
to a system of simultaneous equations. In the absence of 
user supplied initial values, the MODEL processor employs a 
process of choosing initial values based on the following 
policy: 
- if the variable is of dimension zero (i-e. a 
scalar), then we choose the constant value one for 
an initial value 
- if the variable is of dimension greater than 
one, then along each dimension we set the first 
element's initial value equal to the constant 
value one, and each succeeding element's initial 
value equal to the solution value of its immediate 
predecessor element along that dimension 
This policy was developed after careful analysis of 
modelers' data bases in a broad range of potential 
applications. The choice when dimension is greater than 
unity improves programming efficiency in many real world 
cases where solutions of v.ariables along a given dimension 
are often not very distant from one another, as for example 
when variables in an economy are solved for several 
successive years and exhibit slowly changing values. Of 
course, the user can override such default values through 
the use of the INITIAL statement as described above. 
4.7 THE END STATEMENT 
The user may, as described above, employ a BLOCK 
statement to indicate the beginning of a block of 
simultaneous equations. Similarly, he may signify the end 
of a given block by providing a matching END statement. 
Semantically, an end statement may be written as 
END ; 
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END <block name>; 
where the former statement indicates an end to the current 
innermost open block and the latter indicates an end to the 
block whose name is given following the word END. The MODEL 
system will provide end statements wherever they are 
missing, by adding END statements for unmatched BLOCK 
statements to the end of the input specification. The order 
of addition of END statements corresponds to the order of 
the unmatched BLOCK statements in the specification. That 
is, open blocks are closed in the same order that they were 
opened in the corresponding BLOCK statements. The default 
system block is closed last so that this invisible block 
encloses the user's entire input specification. Although 
this policy has proven quite effective, it can sometimes 
lead to nesting structures different from the intent of the 
modeler. For this reason, it is recommended that the user 
include END statenents in all but the simplest nesting 
situations. This avoids the ambiguity of unclosed BLOCKS. 
In the next chapter of this report we will examine how 
the MODEL scheduler uses the BLOCK descriptors to help 
determine a schedule of computations from the user's 
specification. 
CHAPTER 5 
SIMULTANEOUS EQUATIONS: SCHEDULING 
In this chapter, we examine in detail the scheduling of 
array graphs which contain cyclical dependencies. Some 
examples of input specifications describing systems of 
simultaneous equations and their corresponding generated 
flowcharts are presented. 
5 . 1  THE NEW BLOCK SCHEDULER 
The bulk of the processing during the scheduling phase 
of the MODEL processor is performed by two mutually 
recursive procedures, SCHEDULE-COMPONENT and SCHEDULE-GRAPH. 
Both procedures accept as an argument a pointer to an array 
subgraph which i,s to be scheduled. SCHEDULE-GRAPH 
decomposes the array graph into maximally strongly connected 
components (MSCC's) and passes each to a separate instance 
of SCHEDULE-COMPONENT, which generates flowcharts for each 
such component of the array graph. These small flowcharts, 
one for each MSCC, when concatenated together, comprise the 
flowchart for the entire array graph. A maximally strongly 
connected component (MSCC) is defined as a subgraph where 
there is a path between any pair of member nodes. If the 
NSCC is a simple data or assertion node, then it can be 
scheduled as the next event in the object program flowchart. 
When the MSCC is a set of interconnected nodes, however, 
possibly indicating the presence of a set of simultaneous 
equations, then the previously employed algorithms are 
insufficient and we must employ a new method of creating 
elements in the flowchart. In this chapter, we are solely 
concerned with MSCC's which cannot be further decomposed and 
which therefore form sets of simultaneous equations. 
We continue to use these same two procedures, 
SCHEDULE-GRAPH and SCHEDULE-COMPONENT. A third procedure, 
SIMUL-BLK (for SIMultaneous BLOCK scheduler), has been added 
to SCHEDULE-COMPONENT to handle the cases where there are 
systems of simultaneous equations in the input 
specification- SIMUL-BLK analyses an MSCC and, on the basis 
of ordering considerations supplied by the user through his 
use of BLOCK-END statement pairs in the input specification, 
selectively deletes edges from the MSCC, generates flowchart 
structures to begin simultaneous solution procedures, and 
resubmits the array graph to the SCHEDULE-GRAPH procedure. 
This selective edge removal enables SCHEDULE-GRAPH to 
further decompose the MSCC into two or more smaller MSCC's, 
each of which is similarly submitted to SCHEDULE-COMPONENT 
for further scheduling. This process of selective edge 
deletion and resubmission of the resultant subgraphs 
continues until every MSCC is the size of a single node, at 
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which time the flowchart for the entire object program will 
be complete. 
Several scheduling algorithms for scheduling MSCC's 
were discussed and evaluated during the development of the 
current MODEL system, and two were implemented and tested 
before the current final version was chosen. Two central 
ideas were used as guidelines in the development and 
selection of this algorithm, in keeping with the evolution 
to date of the MODEL system: 
1) the MODEL processor should perform as much 
scheduling and analysis on its own as is 
reasonably possible, without need for intervention 
by the user, and 
2) the scheduler should evaluate the array graph 
as represented by the user in the input 
specification and should add as little extra 
information as is reasonably possible. 
A tradeoff exists between the actions of requiring 
completeness in the input specification and building 
intelligence into the MODEL processor. Requiring the user 
to include much detailed information in his input 
specification may make the MODEL processor more difficult to 
use, discouraging its goal of attractiveness to those who 
are unskilled in computer science. Building in a great deal 
of intelligence is difficult except in very specific areas. 
Our desire to keep the MODEL system a general purpose 
software tool precludes the addition of scheduling 
algorithms aimed at very specific end applications. 
In the current version, we have applied these ideas by 
limiting the amount and type of manipulation which SIMUL-BLK 
may perform on the underlying array graph. We have built. in 
enough intelligence to make the MODEL system a powerful tool 
in modelling systems of simultaneous equations. We have 
also limited its manipulation of the array graph to the 
selective deletion of edges, so that the possibility of 
adding contradicting or limiting information to the input 
model is eliminated. 
In keeping with this philosophy, we decided to retain 
in our new algorithm the basic approach of topological 
sorting based on data dependencies. By definition, a 
multinode MSCC is not further sortable. However, the 
deletion of one or more edges from the MSCC may well render 
it further decomposable, although to what extent depends 
upon the particular graph's dependencies. In the simple 
example in Figure 5-la, removal of a single edge renders the 
entire graph sortable. But in the next graph, in Figure 
5-lb, removal of the indicated edge allows only partial 
sorting of the graph, leaving another smaller MSCC still 
present. Although these examples are simple in order to 
illustrate the principles of edge deletion, the method is 
general and can easily be extended to very large and complex 
graphs. Removal of even a single edge can often greatly 
unravel a complicated graph and allow further topological 
decomposition 
Figure  5- la .  Subgraph where Removal o f  an Edge Allows S o r t i n g .  
F i g u r e  5- lb.  Subgragh where Removal o f  an Edge Allows 
P a r t i a l  S o r t i n g .  
It is possible to analyze a given graph and determine 
which edges, when removed, will give rise to the greatest 
amount of such unravelling. Such analysis would reduce the 
number of required steps in the entire 
submit-analyze-delete-resubmit process, hastening the 
production of our flowchart. This approach is not open to 
us when generating iterative solution procedures because the 
order of nodes in the generated flowchart must depend not 
only on relative dependencies, but also on the strict order 
implied by the user in his input specification. Recall that 
the speed of convergence, and in fact the very stability of 
the system of simultaneous equations, nay depend on the 
order of iterative recalculation. Therefore, while we must 
remove edges to allow further decomposition of the array 
graph, we may only delete edges which contradict or 
interfere with the order of assertions implied by the user 
in the input specification. 
Recall also that the philosophy of the MODEL system is 
to promote maximum efficiency in the modelling of 
simultaneous equations, to which end we wish wherever 
possible to rearrange portions of the user's specification. 
We wish to move assertions presented in inner nested blocks 
to outer levels of nesting whenever data dependencies 
indicate this is possible, in order to avoid unnecesarry 
recalculation of locally irrelevant variables. If a 
variable in an inner block does not depend simultaneously on 
other variables in that block, it is possible to move it to 
the next outer level of nesting, improving program 
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efficiency without adversely affecting correctness of the 
computations. 
In keeping with these considerations, the following 
approach was developed to choose which edges should be 
deleted by the SIMUL-BLK procedure. When an MSCC graph is 
presented for scheduling, it is examined both from the data 
dependency point of view and the specification order point 
of view. The first component of the MSCC, from a 
specification order viewpoint, is identified. Then all 
edges emanating from other nodes in the MSCC and terminating 
at this first component are removed. This eliminates data 
dependencies which deter scheduling of the first component, 
and permits it to be unravelled from the rest of the MSCC, 
consistent with both specification order and its own 
internal data dependencies. 
Besides simply removing edges, it is the responsibility 
of the simultaneous block scheduler to generate some 
flowchart data structures in order to indicate the beginning 
and end of new simultaneous solution iterations in the 
generated object program. Whenever the first component of 
the MSCC is a single node and the innermost block to which 
it belongs has not been started in the flowchart, SIMUL-BLK 
generates the data structures required to indicate a 
simultaneous solution iteration in the program flowchart. 
It then makes a note of which block it has started, and 
after deleting the proper edges as above, passes the newly 
simplified subgraph recursively to SCHEDULE-GRAPH for 
further action. The annotation of which blocks have or have 
not been started in the flowchart ensures that indicated 
solution iterations will not be redundantly generated. 
5 . 2  DETAILED PRESENTATION OF THE SIMUL-BLK PROCEDURE 
In the following discussion we examine in detail the 
internal data structures and processing of the simultaneous 
block scheduler, SIMUL-BLK. Some familiarity with the data 
usage in the MODEL processor will be assumed. For more 
in-depth background material, see Pnueli, Lu and Prywes 
( 1 9 8 0 ) .  See Appendix I for a program listing of SIMUL-BLK. 
5 . 2 . 1  DATA STRUCTURES OF SIMUL-BLK 
There are five primary data structures which the 
simultaneous block scheduler manipulates, the SIM structure, 
the BLOCK structure, the EDGE structure, the GNODE structure 
and the flowchart structure. Of these data structures, only 
the SIM structure is generated and used exclusively within 
SIMUL-BLK. The other data structures have more general uses 
in the scheduling phase and throughout the MODEL processor. 
Each of these data structures is described below: 
The GNODE Structure - The GNODE structure is the 1. --
scheduling phase's simplified internal representation of 
array graphs and subgraphs, illustrated in Figure 5 - 2 .  It 
omits some information which is present in the complete 
graph and which is unnecessary for scheduling purposes, and 
is thereby smaller and more straightforward to manipulate. 
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Figure 5-2. Diagram of the GNODE structure. 
T h i s  d a t a  s t r u c t u r e  i s  a l i n k e d  l i s t  o f  d a t a  s t r u c t u r e s ,  
e a c h  o f  t y p e  GNODE a n d  r e f e r r e d  t o  b y  t h e  b a s e d  p o i n t e r  
GNODE-PTR- Each s t r u c t u r e  i n s t a n c e  o n  t h e  l i s t  r e p r e s e n t s  a  
n o d e  o f  t h e  a r r a y  g r a p h  a n d  c o n t a i n s  t h e  f o l l o w i n g  s k e l e t a l  
d a t a  n e c e s s a r y  t o  a r r i v e  a t  t h e  g r a p h  i n  i t s  e n t i r e t y :  
NODE-ID - t h e  n o d e  i d e n t i f i c a t i o n  number  o f  t h e  
c u r r e n t  n o d e  
SUXL - a  p o i n t e r  t o  a  l i s t  o f  e d g e  s t r u c t u r e s  
w h i c h  e m a n a t e  f r o m  t h e  c u r r e n t  n o d e  a n d  t e r m i n a t e  
i n  i t s  t ' s u c c e s s o r s "  
NXT-GNODE - a  p o i n t e r  t o  t h e  n e x t  GNODE s t r u c t u r e  
on  t h e  l i s t  
P r i o r  t o  s c h e d u l i n g ,  a  l i s t  o f  t h i s  t y p e  i s  c o n s t r u c t e d  a n d  
p a s s e d  t o  t h e  s c h e d u l i n g  r o u t i n e  SCHEDULE-GRAPH v i a  t h e  
p o i n t e r  GRAPH, w h i c h  p o i n t s  t o  t h e  b e g i n n i n g  o f  t h e  e n t i r e  
G N O D E  l i s t .  A s  s c h e d u l i n g  p r o c e e d s  a n d  some o f  t h e  n o d e s  
a r e  s c h e d u l e d  i n  t h e  o b j e c t  p r o g r a m  f l o w c h a r t ,  t h e  s c h e d u l e d  
n o d e s  a r e  removed f r o m  t h e  G N O D E  l i s t -  Each  new, s m a l l e r  
G N O D E  l i s t  i s  p a s s e d  t o  a new r e c u r s i o n  o f  SCHEDULE-GRAPH, 
w h i c h  p r o c e e d s  w i t h  t h e  s c h e d u l i n g  o f  t h a t  s u b g r a p h  a s  i f  i t  
w e r e  a n  e n t i r e l y  new a n d  c o m p l e t e  g r a p h .  When s c h e d u l i n g  i s  
c o m p l e t e d ,  t h e  G N O D E  l i s t  w i l l  h a v e  s h r u n k  t o  a  s i n g l e  n o d e  
s u b m i t t e d  t o  t h e  f i n a l  i n s t a n c e  o f  SCHEDULE-GRAPH, whose  
s c h e d u l i n g  t a s k  i s  a t  l a s t  t r i v i a l .  A t  t h i s  p o i n t  t h e  
c o m p l e t e  s o l u t i o n  f l o w c h a r t  w i l l  h a v e  b e e n  g e n e r a t e d  a n d  t h e  
t a s k  o f  t h e  s c h e d u l i n g  p h a s e  o v e r .  
The  GNODE l i s t  i s  u s e d  b y  SIMUL-BLK t o  e x a m i n e  t h e  
a r r a y  g r a p h  f r o m  t h e  p o i n t  o f  v i e w  o f  d a t a  d e p e n d e n c i e s .  
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When SCHEDULE-GRAPH finds that the subgraph it has been 
passed comprises an MSCC, indicating that it cannot proceed 
any further on the basis of dependency data alone, the 
subgraph is passed to SIMUL-BLK for further action. To the 
dependency information, SIMUL - BLK adds its knowledge of 
input file order and user specified BLOCK statements, and 
can break the apparent scheduling deadlock by scheduling an 
iterative solution and selective deletion of edges. The 
deletion of these edges is accomplished through manipulation 
of the list of edges to successor nodes, SUXL, associated 
with each GNODE structure. 
2 .  - The Flowchart Structure - A flowchart structure, 
called locally SELMNT by SIMUL-BLK, is generated and added 
to the growing object program flowchart list whenever 
SIMUL-BLK finds it necessary to begin an iterative solution 
procedure. This structure is illustrated in Figure 5-3. 
The data included in this structure straightforwardly 
provides the information required to generate PL/I object 
code for the iterative procedure, including the maximum 
number of iterations, the relative error convergence 
criterion, the type of solution method (always Gauss-Seidel 
for the present), etc. Another piece of data included is a 
pointer to a SIMUL-BLK-generated list of data fields which 
require initialization before the solution iterations can 
proceed. These initial values are gathered by the code 
generation phase from associative memory, where they are 
stored in 1NITIAL.X statements supplied by the user, or by 
default values generated by the MODEL processor. SIMUL-BLK 
based s t o r a g e  p t r  
NXT SLMN t-- 
SLMN TYPE I - 
I SLMN L I S T  - 
SLMN LABEL I - 
I SLMN LEVEL - 
SLMN METHOD I - 
SLMN - MAX - ITER 
SLMN REL ERR01 k I SLMN-NAME 
p t r  t o  n e x t  SELMNT s t r u c t u r e  
on l i s t  
= 3 f o r  s imul taneous  b lock  
p t r  t o  SELMNT s t r u c t u r e s  w i t h i n  
t h e  scope o f  t h i s  b l o c k  
BLOCK name given by u s e r  
BLOCK n e s t i n g  l e v e l  
s o l u t i o n  method code 
maximum number o f  i t e r a t i o n s  
f o r  t h i s  b lock  
r e l a t i v e  e r r o r ,  convergence 
c r i t e r i o n  f o r  t h i s  b lock  
program name o f  i t e r a t i o n  
c o u n t e r  
p t r  t o  l i s t  o f  v a r i a b l e s  
r e q u i r i n g  i n i t i a l i z a t i o n  b e f o r e  
i t e r a t i v e  s o l u t i o n  
SELMNT 
F i g u r e  5-3.  Diagram o f  t h e  f l o w c h a r t  s t r u c t u r e .  
manipulation of SELMNT is limited to concatenation of new 
flowchart data to the object program flowchart. 
3. -- The BLOCK Structure - The BLOCK structure list, 
illustrated in Figure 5-4, provides information which 
describes the specification's nesting structure as provided 
by the user through his use of BLOCK-END statement pairs. 
During the syntax analysis phase of the MODEL processor, 
each BLOCK statement provided by the user gives rise to a 
structure on this doubly linked list. Optionally supplied 
user details of relative error, maximum iterations, etc., 
are included in the BLOCK structure. Default values are 
filled in during syntax analysis wherever the user omits 
this data. In each BLOCK structure, the system also 
provides a nesting level number, a down-list pointer, an 
up-list pointer and a pointer to the parent block of each 
block to assist SIMUL-BLK in manipulating the BLOCK list. 
When SIMUL - BLK determines that the first assertion to 
be scheduled (i.e. unravelled by deleting incoming edges 
from assertions later in the input specification) is part of 
a BLOCK which has not yet been generated, SIMUL-BLK 
allocates a SELMNT flowchart structure, fills in the 
necessary information provided by the corresponding BLOCK 
structure, and concatenates the new flowchart structure onto 
the existing object program flowchart. This new flowchart 
structure will signify the beginning of an iterative 
solution procedure to later code generation phases of the 
MODEL system. At the time this flowchart structure is 
based s t o r a g e  p t r  
l----l 
BTYPE P 
BLEVEL 1 
BMETHOD  I BYAX ITER I - 
1 BREL ERROR I - 
I BPARENT I 
BUP 
BDOWN 
BLOCK 
f i e l d  used t o  n o t e  code 
g e n e r a t i o n  DONE/NOT DONE 
BLOCK beg inn ing  s t a t e m e n t  
number 
BLOCK end ing  s t a t e m e n t  
number 
name o f  t h i s  b lock  
n e s t i n g  l e v e l  o f  t h i s  b lock  
i t e r a t i v e  s o l u t i o n  method 
code 
maximum number o f  i t e r a t i o n s  
r e l a t i v e  e r r o r ,  convergence 
c r i t e r i o n  f o r  t h i s  b lock  
p t r  t o  p a r e n t  b lock  s t r u c t u r e  
p t r  t o  p r e v i o u s  b l o c k  s t r u c t u r e  
p t r  t o  n e x t  b lock s t r u c t u r e  
F igure  5-4. Diagram o f  t h e  BLOCK s t r u c t u r e .  
generated, SIMUL - BLK sets the field BTYPE in the 
corresponding BLOCK structure equal to 'DONE', an indication 
to future recursive instances of SIMUL-BLK that the required 
iteration procedure has been started. At the end of 
scheduling, when recursive descendants of this instance of 
SIMUL-BLK return to it, SIMUL-BLK resets the BTYPE field to 
spaces before returning itself to its calling program. 
Associated with each BLOCK is a beginning and ending 
statement number, given by BB - STMT$ and BE-STMT$, 
respectively, in its corresponding BLOCK structure. Both 
these data are used by SIMUL-BLK to help determine the first 
component in the MSCC it is attempting to unravel. If 
SIMUL-BLK finds that the first specification order assertion 
in the MSCC belongs in a block of equations which has not 
been completely scheduled, then the first component consists 
of all assertions in the MSCC whose innermost containing 
block is the same as the innermost containing block of the 
first assertion. Otherwise, the first component consists of 
just the first assertion by itself. Identification of the 
first component is essential, because unravelling of the 
MSCC is accomplished by deletion of all edges emanating from 
later assertions in the MSCC and terminating in the first 
component. 
4 -  -- The EDGE Structure - There is a list of EDGE 
structures associated with each node in the subgraph, and 
pointed to by the SUXL pointer in each node's GNODE 
structure list entry. The EDGE structure, illustrated in 
based s t o r a g e  p t r  
I EDGE PTR I - 
node i d  of edge sou rce  node 
SOURCE 
node i d  o f  edge t a r g e t  node 
TARGET 
EDGE 
EDGE - TYPE 
D I M  - DIF 
SUBX 
F i g u r e  5-5 .  Diagram o f  t h e  EDGE s t r u c t u r e .  
t ype  o f  edge 
d i f f e r e n c e  i n  number of 
dimensions between source  and 
t a r g e t  edge 
p t r  t o  l i s t  o f  s u b s c r i p t  
s t r u c t u r e s  f o r  t h i s  edge 
Figure 5-5, allows access to range, dimensionality and other 
important data detailing the characteristics of edges 
emanating from the individual graph nodes. Two important 
data fields in the EDGE structure are SOURCE and TARGET, 
integer variables representing the node id's of the graph 
nodes where the given edge originates and terminates, 
respectively. 
When SIMUL-BLK has arrived at a list of nodes 
comprising the first component in the MSCC, the edge 
structure lists of all later specification order nodes are 
examined, and any EDGE structure whose TARGET field bears 
the node id of a node in the first component is deleted. 
This deletion is accomplished simply by manipulating the 
pointers of the EDGE structure lists and freeing the memory 
occupied by each based storage EDGE structure. 
5. The SIM Structure - The SIM structure shown in --
Figure 5-6, is the main working data structure of the 
SIMUL-BLK procedure. It is a list of data structures, one 
for each node in the MSCC, maintained in input file order. 
The GNODE representation of the array subgraph is in 
essentially random order from the point of view of the 
sequence of assertions in the user's input specification. 
As we have seen, however, this sequence of assertions is 
essential if we are to unravel an array graph with cyclical 
dependencies consistent with the user's specification. To 
bridge this gap of input sequence information, and to assist 
in the deletion of selected edges, SIMUL-BLK manipulates the 
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based  s t o r a g e  p t r  
SIM PTR L-J 
sIrf NODE ID - - 
SIN TYPE - 
SIM TARGET - 
SIM - STMTS 
SIM SUXL - 
SIM GNODE - 
SIM BP - 
NXT SIM - - 
SIM 
node i d  o f  c u r r e n t  graph node 
A f o r  ASTX o r  F f o r  FLD 
t a r g e t  node i d  o f  t y p e  7 
ASTX edge 
s t a t e m e n t  number o f  c u r r e n t  
graph node 
p t r  t o  c u r r e n t  n o d e ' s  edge 
s t r u c t u r e  l i s t  
p t r  t o  c u r r e n t  n o d e ' s  GNODE 
s t r u c t u r e  
p t r  t o  innermost  c o n t a i n i n g  
BLOCK s t r u c t u r e  o f  t h i s  graph node 
p t r  t o  n e x t  SIM s t r u c t u r e  
F i g u r e  5 -6 .  Diagram o f  t h e  SIM s t r u c t u r e .  
SIM structure. 
Each SIM structure contains the following data: 
SIM-NODE-ID - identification code of the 
corresponding array graph node 
SIM-TARGET - target node id of this node, if the 
node is an assertion 
SIM-STMT$ - statement number of assertion node 
SIM-GNODE - cross-reference pointer to this node's 
GNODE structure 
NXT - SIM - pointer to the next SIM in the input 
file order list 
There are two types of nodes in the MSCC's which SIMUL-BLK 
is asked to unravel, FLD (field) type nodes and ASTX 
(assertion) type nodes. That is, the MSCC contains only 
assertions and the fields which are their targets. Since 
the actual statement number in associative memory 
corresponding to a FLD type node is the statement number of 
its data description statement, this statement number is 
irrelevant for our purposes. This is because we are 
concerned with specification order based on assertion order, 
not data description order. Thus for the purposes of 
SIMUL - BLK we consider both the data field and its defining 
assertion to have the same statement number, equal to the 
actual statement number of the assertion (ASTX) statement. 
In our linear ordering of SIM structures, we conventionally 
place the structure for FLD nodes immediately following the 
structure for their defining ASTX nodes. The purpose of the 
SIM-TARGET field in the SIM structure is to enable us to 
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correctly place FLD type nodes after their defining ASTX 
nodes, of which they are targets. 
In the following discussion we describe the processing 
which takes place in SIMUL-BLK and examine the manipulation 
of the basic data structures described above. 
5.2.2 PROCESSING IN SIMUL-BLK 
As do the mutually recursive procedures SCHEDULE-GRAPH 
and SCHEDULE - COMPONENT, SIMUL - BLK returns a pointer to a 
flowchart list generated as a result of SIMUL-BLK's and its 
descendants' activities. The processing which takes place 
in SIMUL-BLK is logically divided into nine separate 
sequential tasks. The actions of each of these nine tasks 
are summarized below. For a complete program listing of the 
SIMUL-BLK procedure, see Appendix I of this report. 
The purpose of each task in SIMUL-BLK can be briefly 
identified by the actual comments which precede these tasks 
in the PL/I source code: 
1. initialize the list of SIM structures with hol 
and eol members 
2 .  construct a SIM data structure for each ASTX 
node in specification order 
3. construct a SIM data structure for each FLD 
target of the preceding ASTX elements 
4. find the last SIM structure in the first 
component 
5. make a list of node id's in the first 
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component 
6. optionally print diagnostic/status information 
7 .  delete all backward edges into the first 
component 
8 .  find the smallest block which contains our 
entire MSCC 
9 .  allocate block if necessary and recursively 
schedule or terminate 
These nine tasks are described in more detail below: 
1. Initialize the list of SIM structures with hol and 
eol members. 
To assist in subsequent manipulation of the SIM structure 
list, the linked list is initially created with two dummy 
members, a head-of-list (hol) member and an end-of-list 
(eol) member. They are given statement numbers which 
clearly identify them as external to our real input 
specification, and are linked via hol's NXT-SIM pointer. 
2. Construct a SIM data structure for each ASTX in 
specification order 
Here we search through the GNODE structure list which 
describes the array subgraph to be scheduled and create a 
SIM structure for each assertion type (ASTX) node found, 
adding the SIM structure to our growing list of SIM 
structures in the appropriate specification order. The key 
by which these assertion SIM's are ordered is a sequence 
number created during syntax analysis which is given by 
sequence number a 10 * line number + indentation. 
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Here indentation refers to the offset (counted from zero) of 
the given assertion from the beginning of the given line. 
For example, an assertion name associatively stored as 
'AASS413' refers to the fourth assertion on line forty-one 
of the specification. We will alternately refer to this 
coded sequence number and simply a statement number in the 
following paragraphs. 
For each SIM structure allocated in this search, we 
find its statement number and, by searching through its EDGE 
list for a type seven edge, we determine the node id of the 
FLD type data node which is defined by this assertion. This 
FLD node id will be used to help us correctly add the FLD 
type SIM structures to out list in the next processing task. 
Next, we search through the growing SIM list and insert our 
new structure just after the last assertion whose statement 
number is less than the current node's statement number, 
thereby generating the list of SIM's in specification order. 
As we construct our SIM list, we compare the statement 
numbers of the assertions with the two variables FIRST-STMTS 
and LAST-STMT$, updating them as necessary so that they 
reflect the statement numbers of the first and the last 
assertions in our MSCC from a specification viewpoint, 
respectively. These variables will be used later to help 
identify the first component in our MSCC. 
3 .  Construct a SIM data structure for each FLD target 
of the preceding ASTX elements. 
Here we search once again through the GNODE list and this 
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time create a SIM structure for each FLD type node found. 
We place these into the SIM list immediately following the 
assertions which define the fields' values. Thus for each 
newly allocated FLD type SIM structure, we search the SIM 
list for the ASTX type SIM strucure whose SIM-TARGET field 
is equal to the node id of the given FLD, and insert the new 
SIM structure immediately after it on the SIM list. 
At the completion of this task we have completed the 
SIM structure list. Every assertion node from the array 
subgraph is represented by one SIM structure, in order of 
increasing statement numbers on the list. Similarly, every 
data field node is represented by one SIM structure, which 
is located on the SIM list immediately following the SIM of 
the assertion node which defines this data field. 
4 .  Find the last SIM structure in the first component. 
As discussed earlier, we will attempt to unravel the first 
component from the the array subgraph by selectively 
deleting edges into the first component from later 
assertions in the input specification. Recall that the 
first component in this context may be either a single node 
or a nested block of nodes, depending on the particular 
array subgraph at hand. Here we look through the BLOCK 
structure list, the head of which is pointed to by a 
variable called BHOL (for Block Head Of List) which was set 
during syntax analysis when the BLOCK list was created. IF 
we find a block whose scope begins earlier than FIRST-STMT$ 
and ends within the given MSCC, then the first component 
consists of all those nodes within our MSCC which are within 
the scope of that first block. Otherwise, our first 
component consists of the very first assertion in our MSCC 
and its associated FLD type target node. In either case, we 
set a pointer to the SIM structure immediately after the 
last SIM structure in the first component in our MSCC, to be 
used in further processing. 
5 .  Make a list of node id's in the first component. 
In this task we simply traverse the SIM list from its 
beginning up to the end of the first component in the list, 
found in the preceding task. As we do this, we construct a 
list of corresponding structures, each of which contains 
simply the node id of its SIM list structure. We now have a 
linked list of node id's in the first component of our MSCC. 
6 .  Optionally print diagnostic/status information. 
The MODEL system user can select at runtime a diagnostic 
output feature triggered by the binary flag TRACE. If TRACE 
is set, desired phases of the MODEL processor print out 
diagnostic and/or debugging information which is extremely 
useful for software development of MODEL modifications. 
Here, as elsewhere in MODEL, certain diagnostic output 
commands are left in the source code even after the 
containing procedure has been debugged and verified. This 
policy is an invaluable aid when modification and extension 
of existing MODEL software becomes necessary. Here, the 
diagnostic information consists of a description of edges in 
the array graph underlying our current MSCC. 
7. Delete all backward edges into the first component. 
Beginning at the first SZM structure after the first 
component in our MSCC, we traverse the rest of the SIM list. 
For each one, we use the embedded pointer to the node's 
corresponding GNODE structure to retrieve a pointer 
(GNODE.SUXL) to a list of edges emanating from that node. 
We then look through this list of edges and for each edge, 
we look through the list of nodes in our first component 
found in task five above. Whenever we find an edge whose 
target node matches a node id in the list of nodes, we 
delete that edge by manipulating its EDGE list linkage 
pointers- This simple process enables us to unravel the 
MSCC somewhat so that successive attempts at scheduling some 
of its nodes will be successful. 
8- Find the smallest block which contains our entire 
MSCC 
This task is accomplished simply by looking through the 
BLOCK structure list, beginning at its head of list, until 
we find a block whose scope encompasses our entire MSCC. 
That is, we find a block whose BLOCK statement number is 
less than FIRST-STMT$ and whose END statement number is 
greater than LAST-STMT$. This block will be used in the 
next task. 
9. Allocate block if necessary and recursively 
schedule or terminate- 
If the BLOCK found in task eight above has not been started 
in our solution program flowchart, then we must create a 
flowchart data structure, enter into it the proper data 
concerning this block's iterative solution procedure, and 
add this flowchart segment to the growing object program 
solution flowchart. We first check the BTYPE field of the 
BLOCK structure found above. This is the field used to 
record the act of generating a block flowchart structure. 
It the field is blank, we set the field equal to 'DONE' and 
proceed to allocate a SELMNT flowchart structure. Then we 
fill in the relevant information, e.g. maximum iterations, 
block name, relative error, etc., from the appropriate 
fields in the BLOCK structure. 
When we do allocate a block's flowchart structure, it 
is also necessary.to compose for the code generation phase a 
list of FLD type nodes in our MSCC, so that these variables 
can be initialized prior to entry of the iterative solution 
procedure at runtime. 
Before exiting from SIMUL-BLK, we also free up unneeded 
memory that was used for the SIM list and the node-id list. 
This is simple "house cleaning". 
Finally, we pass the nodified array graph to an 
offspring SCHEDULE-GRAPH for further scheduling. 
SCHEDULE-GRAPH will eventually return to us a pointer to a 
completed flowchart for the given subgraph which we in turn 
return to our calling program. In the event we added a 
block flowchart structure for a new block, we set its 
next-pointer equal to SCHEDULE-GRAPH'S returned flowchart 
pointer and return a pointer to our generated flowchart. 
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These nine tasks comprise the processing activities of 
SIMUL-BLR. The above sequence of operations is performed by 
successive instances of SIMUL-BLK whenever SCHEDULE-GRAPH or 
SCHEDULE-COMPONENT confront an MSCC, until at last the 
entire object program flowchart has been generated. 
5 . 3  EXAMPLES OF SCHEDULING SIMULTANEOUS EQUATIONS 
Now we will examine a few examples of simple input 
specifications and their resultant object program 
flowcharts, in order to illustrate the scheduling of 
simultaneous blocks of equations in the MODEL system. The 
example specifications will be simple in order to illustrate 
certain specific points about the scheduling process. 
Program flowcharts are described in associated 
flowchart reports, which are succinct representations of the 
object program's processing flow generated automatically for 
the user as part of MODEL'S automatic documentation. Every 
time a user submits a specification to the MODEL system, 
several useful reports are generated, one of which is the 
Flowchart Report. 
The flowchart report is a linearized list of actions 
which the object program has been designed to perform. Each 
line of this report identifies an action or a datum 
manipulated in the course of execution of the object 
program. Four columns are included in each line of the 
flowchart report: NODE$, NAME, DESCRIPTION and EVENT. The 
NODE$ is an integer which gives the internal system 
- 104 - 
identification number of a given graph node where 
appropriate. This number, which is useful in conjunction 
with some of the other MODEL output reports and to MODEL 
system programmers, can be disregarded in the following 
discussionm The second field is NAME, which identifies the 
assertion or qualified variable name manipulated in the 
current action. Recall that the name of an assertion is 
given by AASSidb, where id# is equal to ten times the line 
number on which the assertion appears plus its indentation 
number. The third field in the flowchart report is 
DESCRIPTION, which describes the entity given in the NAl4E 
column. The fourth and final column, EVENT, specifies what 
action is to be taken by the object program is manipulation 
of the associated program entity. In some cases, as for 
example when purely procedural events occur, no 
corresponding NAME exists in the input specification. The 
beginning and end of system added iterations are such 
events, so their NODE$ and NAME columns are blank in the 
flowchart report. For emphasis in presenting the use of 
iterative solution procedures and nesting, we have added 
brackets by hand enclosing the scope of such iterations in 
the following figures. 
Figure 5-7 contains the simplest of our examples, a two 
equation simultaneous system within a single block. As can 
be easily seen in the accompanying flowchart report, the two 
equations are scheduled in the iterative solution procedure 
in the order that they appear in the input specification. 
Note that we have included a qualifier specifying the 
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maximum number of desired iterations (50) and that the 
system defaults for other values (relative error 0.0001, 
solution method Gauss-Seidel) have been relied upon. 
In the next example, shown in Figure 5-8, we have 
retained the simple mathematical model of example 1, and 
added for illustration explicit qualifiers for relative 
error (one percent or 0.01) and solution method 
(Gauss-Seidel). See that the addition of these qualifiers 
does not alter the scheduled order of calculation as 
reflected in the accompanying flowchart. We have also added 
explicit initial values for X1 and X2 in this example, to be 
used by the code generation phase to assign initial values 
to the simultaneous variable before the Gauss-Seidel 
iterative procedure is begun. 
In the next example, in Figure 5-9, we show how object 
program variable calculation order depends not only on the 
order of equations in the input specification, but also on 
the nature of data dependencies in the mathematical model. 
Here, there are four equations instead of two in the 
simultaneous block and it is up to the scheduler to 
determine which belong in the block, and in what order to 
calculate them. X1 and X2 depend on one another's values as 
before. X3 depends on the values of XI, X2 and X4, while X4 
depends on none of the other variables, being equal to the 
constant value seventy-seven. At the beginning of 
scheduling, X4 can be scheduled right away therefore, 
leaving X1, X2 and X3 in the array graph. Furthermore, it 
EXGtlCJUT IS FILE (amiECli  
WTREC I S  RECORD(XlvX2): 
(X1,X2) ME FIELD (PIC'BBS99.9999'); 
BLOCK TRY: N I X  IER IS 50: 
X I  = 1 + 2 + 12; 
X2 = 1 - Xli4f 
END TRY; 
mIXAE NlYE - IlERaT I O N ( m S E 1 M )  
FIEID IN RECORD MWWC.OUTREC 
RECORD I N  FILE EXMWi 
FILE 
DID 
TARGET OF RSSERTION: RRSSW 
TCIRGET OF CISSERTIW: AASSlOO 
SIIllLTMWS - TRY 
WRITE RECOW) 
CLOSE FILE 
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D ( M T  IS FILE (OUTRE)! 
OUTREC IS ECORD(Xl*XZ); 
( X l s X 2 )  CISIE FIELD (PIC'BBS99.9999'11 
TRY: MX ITER IS 3 9  
ELATIVE ERR IS 0.01. 
SOLUTION r n D  IS wsxm 
X 1 = 1 + 2 t X Z ;  
X2 = 1 - X1/4: 
W) mYz 
Fl .wwREPO#I 
DESCRIPTION 
tunMEm 
mERT1OH 
SPEMCY. WK 
S S R T  low 
sF€cICY HRnE 
ITEMiTION(WSS,SEIDEL) 
 TIO ON 
F I M  IN RECORD EKCYWKIT.MiEC 
 TIO ON 
FIELD IN REcm EX~.amc 
Mlr IrnTIa4 
R E r n  IN F I E  M W  
FILE 
MD' 
TARGET OF CtSSO1TIf)tJ: CLIISSl56 
SImLTC35WS W: TRY 
WRITE FiEClRD 
CLOSE FILE 
Figure  5-8.  MODEL Specification and Flowchart of a Simple 
System of  Simultaneous Equations ' I i t f i  E x p l i c i t  
Block Descr ip tors  and I n i t i a l  Values. 
w 
is found that only X1 and X2 are interdependent and must be 
solved together iteratively. Finally, X3 is calculated 
after the Gauss-Seidel procedure, when all its source 
variables have been found. Within the Gauss-Seidel 
iteration, calculation order corresponds to the order in the 
input specification. Scheduling of the variables X3 and X4 
occur on the basis of data dependencies. They were removed 
from the scope of the iteration, increasing the efficiency 
of the computation without sacrificing correctness.. In a 
simple model such as this, it would have been easy for the 
user to detect the nature of the data interrelationships and 
remove the assertions for X3 and X4 from the BLOCK himself. 
But in large and complicated systems of equations, such 
situations are difficult or impossible for humans to detect, 
making the job perfect for automated tools such as the 
present MODEL system. 
In the simple case shown here, where no nesting of 
blocks occurs, removal of an assertion from the innermost 
block places it outside of the scope of any Gauss-Seidel 
iterations. When nested blocks and complex models are 
considered, dependencies might not dictate the removal of an 
assertion completely from the scope of such iterations, but 
might only indicate the removal to. an outer level of 
nesting. This would still increase the efficiency of the 
resultant solution program, by decreasing the number of 
unnecessary recalculations of such variables. 
The next two examples illustrate the use of nesting in 
MMWT IS FILE (OUIRECI; , 
! OiiiAEC IS RECCRD( X I ,  X2, X31 X4); 
I ( X l v  X2v X3v 14) ARE F I M  (PIC'BBS99e9999')S 
TRY: MX ITER IS 50: 
X3 = X1 + X2 + x4; 
x 1 = 1 + 2 * X 2 ;  
X? = 1  - X1/41 
x4 = n: 
m m  
)#I]UEm 
ASSERTION 
FIM IN MCORI) am.amEc 
ITmTION(GAUSSSEmQ) 
ASSERTION 
FIELD IN RECORD ~ . m  
PSSEKnON 
F1a.D IN FiECOW) E X ~ e O U I R U :  
DrD IrnTIW 
ASSEKTION 
FIEUI IN RECORD MIYllillT.lMREC 
RECORD IN FILE UMOUT 
F I E  
08) 
T m  UF kSSE#IIErN: ~ 1 2 0  
SIMLTMEOUS kOIX: TRY 
TAMin OF ASSERTION: CrASSllO 
SItuLTMW1S 6ucX: TRY 
L 
TARGEi OF ASSERTION: M 9 0  
LiRITE RECORO 
CLOSE FILE 
Figure  5-9. MODEL S p e c i f i c a t i o n  and Flowchart  o f  a S e t  o f  
Simultaneous Equat ions  Conta in ing  S impl i fy ing  
Data Dependencies. 
modelling with simultaneous equations. The first example, 
in Figure 5-10, is called NESTMOD and illustrates a nesting 
of two smaller blocks within one larger block. Here, all of 
the assertions are actually a part of the MSCC, as 
guaranteed by our somewhat artificial addition of the 
dependencies "+X-X" and "+Y-Y" in the defining assertions 
for variables A and C. The scheduler is therefore unable to 
dissociate any variables from the MSCC on the basis of 
missing dependencies as above, and so the flowchart order 
corresponds exactly to the order suggested in the input 
specification. The nesting of Gauss-Seidel procedures in 
the flowchart imitates the nesting of blocks in the input 
specification, and the dependencies do not give rise to any 
rearrangement of assertions. 
In the last example, in Figure 5-11, we have removed 
the above mentionned artificial dependencies in the 
assertions defining A and C .  Now it is found that, although 
the user requested a nested solution, one is not indicated 
on the basis of the data dependencies. In fact, blocks BLK2 
and BLK3 are completely independent of one another and so 
can be solved in separate Gauss-Seidel iterations, with no 
need for nesting. 
These two nesting examples illustrate how small changes 
in the dependencies of models can lead to rather large 
changes in the optimally efficient solution programs. It is 
clear that for all but the most trivial simultaneous models, 
a human cannot hope to produce such efficient solution 
HOW: NEsm: 
SCllIFiCE: MSTIN: 
TMGET: NESTWTI 
NESTIN IS FILE (NESTREC); 
NESTREC IS RECMD(K(4)): 
K IS FIELD (PIC'B9.V99')1 
h'ESTUJT IS FILE ~WTRECII 
UUTMC IS KECCIF.~D(XIYICISB~C,D)I 
(XIY,AIB,CID) ARE FIELD (PIC'bTjS(5)9*V(S)P')i 
BLWX BLKI: tlAX ITER IS 1001 
X = A * Y + B ;  
BLOCK BLKZ: MX ITER IS 100: 
CI = 0.2 + B + S(1) + X - 1; 
a = 0.2 r A + ~(21:  
END BIXZ; 
Y = C * X + D ;  
ROCK u3: ttAx IfER IS 100; 
C = 0.2 t D + K(31 + Y - Y1 
D = 0.2 t C + K(4)r 
END BLK3: 
END &Klt 
40 NESWD 
37 NESTIN 
38 NSI1N.NESTREC 
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NESTIN IS FILE (NESTREC); 
NESTREC IS ECORD(K(4))t 
K IS FIELD (PIC'B9.W'lO 
E S T W T  IS FILE ~OlITKC);  
WTREC IS RECORD(XIYIAIBICSD)~ 
(XsY,AtBIC*D) ARE FIQJ (PIC'BBS(51?.V(S)9')8 
BLOCK M I :  MX ITER IS 1001 
X = A * Y + B r  
ROCK MX ITER IS 1OOI 
A = 0.2 B + K(1): 
B = 0.2 f A + K(2lt 
m m  
Y = C * X t D I  
BLOCK U3: MX ITER IS 1008 
C = 0.2 f D + K(3)i 
D = 0.2 f C + K(4): 
DcDm 
c:3 Wli 
FLOWCHART REWRT 
ME$ NCrP DESCRIPTION M)(T 
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programs without the use of an automated system such as 
MODEL 
In the next chapter of this report, we proceed to the 
code generation phase of the MODEL processor, to examine the 
process of creating from our flowchart a correct iterative 
solution procedure. 
CHAPTER 6 
SIMULTANEOUS EQUATIONS: CODE GENERATION 
In this chapter we examine the transformation of our 
completed object program flowchart into a correct and 
functional PL/I program. Since the algorithms employed 
during code generation are relatively straightforward and 
much less novel than those used in the scheduling process, 
we will concentrate mainly on the structure of the produced 
PL/I programs, rather than on the method of production of 
these programs. Some examples of generated programs will be 
presented which correspond to the input specifications and 
flowchart reports of the previous chapter of this report. 
6.1 THE ITERATIVE SOLUTION METHOD 
The iterative solution method employed in code 
generation is the Gauss-Seidel method, a well known 
algorithm which iteratively recalculates variables until the 
difference between successive values of all variables do not 
exceed a specified threshold, at which time the system of 
equations is said to have converged. If, after a set number 
of iterations, not all variables in the system meet this 
convergence criterion, then the set of equations is said to 
have diverged. Depending on the behavior of the set of 
equations, the output we would normally expect from such a 
procedure is either 
a) the correct solution values of variables within 
the set of equations, or 
b) the names of those variables which have not 
converged after some maximum number of iterations 
has been achieved. 
In the following discussion, we will see how MODEL generated 
programs efficiently produce exactly these desired results. 
For each block of simultaneous equations to be solved 
in the system flowchart, the MODEL processor generates three 
logical sections of PL/I source code: 
1) an initialization sequence, 
2) a convergence procedure, and 
3) a recalculation loop. 
6.1.1 THE INITIALIZATION SEQUENCE 
The first step in the iterative solution of a system of 
simultaneous equations is to assign all initial values which 
serve as starting points in the recalculation process. 
Initial values for variables can be obtained from two 
sources: user specified assertions or system generated 
default values. 
When the user has supplied an initial value via the 
INITIAL statement, the system will have generated statements 
which assign these values to special "INITIAL$" variables by 
the time the Gauss-Seidel source code is to be generated- 
In this case, all that remains is to assign these INITIALS 
variables to their appropriate solution variables- For 
example, suppose our user wished to assign initial values of 
five and seven to variables X and Y, respectively. He would 
signify this by including in his specification the 
assertions 
INIT1AL.X 5; 
INITIAL-Y 7 ;  
Before the Gauss-Seidel source code is generated, the system 
will have generated code assigning these values to special 
INITIALS variables, as in the PL/I code: 
INITIALSX = 5; 
INITIALSY = 7; 
All that now remains is to assign these INITIALS variables 
to their appropriate solution variables, as in the PL/I 
code: 
X = INITIALSX; 
Y - INITIALSY; 
to ensure that the variables X and Y have been properly 
initialized. 
If the user omits statements specifying initial values 
from his specification, then the system generates initial 
values for all necessary variables according to the policy 
presented in Chapter five of this report: 
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- if the variable is a zero dimensional entity, 
i.e. a simple variable, then it is assigned the 
initial value one. 
- if the variable is of dimension one or greater, 
i-e. a vector or a multidimensional array, then 
the first data element along each dimension is 
assigned the initial value one; subsequent 
elements along any given dimension are assigned 
initial values equal to the solution values of 
their immediate predecessors along that dimension- 
The latter policy element is possible because MODEL 
uniformly generates solutions for muldimensional variables 
in order of increasing range indices. That is, subscript 
values begin with the index value one and increase 
monotonically up to the SIZE of the given dimension. 
Thus, if X were a variable of zero dimension, e.g. a 
simple integer variable, the system generates PL/I code of 
X - 1; 
If X is a one dimsnsional array (a vector), then the PL/I 
code generated is 
IF $Is1 THEN X($I)=l; 
ELSE X($I)=X($I-1); 
where $1 is a subscript ranging along the length of the 
vector X- In the latter case, the solution takes place 
within an iteration on $I so that each previous variable has 
been solved by the time any given element after the first is 
initialized. The above example can easily be generalized to 
handle data structures of arbitrary range and 
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dimensionality. 
6 . 1 - 2  THE CONVERGENCE PROCEDURE 
The convergence procedure, as we call it, is a local 
PL/I procedure generated for each block of simultaneous 
equations. It performs the function of convergence testing 
and error message creation for the corresponding block's 
recalculation loop described later. At each new 
recalculation of a variable, this convergence procedure is 
called with three arguments: the newly recalculated value 
of the variable, its previous value and the documentation 
name of the variable. If the new value is within the 
convergence criterion distance of the previous value, then 
no action is t.aken- But if it is not, then a flag is 
cleared to indicate this lack of convergence within the 
corresponding block, indicating the need for further 
iterations. Furthermore, if convergence as indicated by 
these values is not obtained and the maximum number of 
prescribed iterations has been attained, then an error 
message is created and sent to the user informing him which 
block and which variables have not converged. 
The name of each convergence procedure is chosen 
according to the documentation name of the corresponding 
block given by the user in his input specification. If the 
block name given in the BLOCK statement is XYZ, for example, 
then,the convergence procedure name would be SITER-PROC-XYZ 
in the generated PL/I program. For each block of equations, 
t h e  name o f  t h e  c o n v e r g e n c e  p r o c e d u r e  i s  f o r m e d  b y  p r e f i x i n g  
"$ITER - PROC-" t o  t h e  B L O C K  name s u p p l i e d  b y  t h e  u s e r .  Use 
o f  t h i s  name i n  g e n e r a t i n g  s o u r c e  c o d e  h e l p s  make t h e  
r e s u l t a n t  P L / I  p r o g r a m  e a s i e r  t o  r e a d ,  s h o u l d  t h e  u s e r  w i s h  
t o  do  S O .  
The  t h r e e  v a r i a b l e s  p a s s e d  t o  e a c h  c o n v e r g e n c e  
p r o c e d u r e  a r e  known l o c a l l y  i n  e a c h  p r o c e d u r e  b y  t h e  names 
$OLD-VAL, $NEW-VAL a n d  $VAR-NAME. The t i t l e s  o f  t h e s e  
v a r i a b l e s  a r e  d e s i g n e d  t o  b e  d e s c r i p t i v e  o f  t h e i r  f u n c t i o n s .  
$NEW-VAL a n d  $OLD-VAL, b o t h  f l o a t i n g  p o i n t  n u m b e r s ,  h o l d  t h e  
n e w l y  r e c a l c u l a t e d  a n d  p r e v i o u s  v a l u e s ,  r e s p e c t i v e l y ,  o f  t h e  
p a r t i c u l a r  v a r i a b l e  b e i n g  c u r r e n t l y  t e s t e d  f o r  c o n v e r g e n c e .  
$VAR-NAME, a  c h a r a c t e r  s t r i n g  v a r i a b l e ,  h o l d s  t h e  name o f  
t h e  v a r i a b l e  c u r r e n t l y  b e i n g  t e s t e d ,  a n d  i s  u s e d  t o  
c o n s t r u c t  e r r o r  m e s s a g e s  i n  t h e  e v e n t  o f  d i v e r g e n c e .  
When a  c o n v e r g e n c e  p r o c e d u r e  i s  c a l l e d ,  i t  f i r s t  t e s t s  
t h e  new and  p r e v i o u s  v a l u e s  o f  t h e  v a r i a b l e  a g a i n s t  t h e  
r e l a t i v e  c o n v e r g e n c e  c r i t e r i o n  wh ich  was o b t a i n e d  b y  t h e  
c o d e  g e n e r a t o r  f r o m  t h e  b l o c k  f l o w c h a r t  d a t a  s t r u c t u r e  
c r e a t e d  d u r i n g  t h e  s c h e d u l i n g  p h a s e .  T h i s  i n f o r m a t i o n ,  
a l o n g  w i t h  t h e  b l o c k  name a n d  maximum number o f  i t e r a t i o n s ,  
i s  b u i l t  i n t o  t h e  c o n v e r g e n c e  p r o c e d u r e  f o r  e a c h  b l o c k  b e i n g  
s o l v e d .  An e x a m p l e  o f  g e n e r a t e d  P L / I  c o d e  t o  t e s t  f o r  
c o n v e r g e n c e  i s  
IF $OLD - VAL = 0.0 THEN $REL-ERR = A B S ( $ N E W  - V A L ) ;  
E L S E  $REL - ERR = A B S ( $ O L D  -VAL-$NEW-VAL)/ABS(SOLD-VAL); 
I F  $REL-ERR > 1.OE-04 THEN D O ;  
where ABS is the absolute value function. This statement 
tests the current variable for convergence against the 
relative convergence criterion 0.0001, or 1/100 percent. 
The floating point variable $REL-ERR, is used to hold the 
value of the relative error or distance between the old and 
new values of the variable being tested. Note that, if the 
previous value of the variable is zero, then the relative 
distance cannot be calculated algegraically since this would 
lead to division by zero. In this case, therefore, we take 
the value of the relative error to be the new value of the 
variable being tested. If the above test, which is actually 
passed if divergence is indicated (i.e. the test is for >) ,  
shows that the variable does not meet the convergence 
criterion, then the convergence procedure goes on to test 
whether the maximum number of iterations have been 
performed. If so, then error messages containing the block 
name, the name of the divergent variable, its current and 
previous values and the relative distance between them are 
prepared in an error message buffer ($ERROR-BUF) and output 
to a system error message file (ERRORF). Whenever a 
variable does not pass the convergence test, a flag is 
cleared to indicate that additional iterations are required. 
Thus, a complete convergence procedure for a block named TRY 
with relative convergence criterion of l/lOO percent and 
maximum number of iterations of fifty would be: 
$ITER-PROC-TRY: PROCEDURE($OLD VAL,$WEW-VAL,$VAR-NAME); 
DCL (SOLD-VAL,$NEW VAL,$REL-ERR) FLOAT BIN; 
DCL ($VAR NAME)  CHAR(^^) VAR; 
IF SOLD-VAL = 0.0 THEN $REL-ERR = ABS($NEW-VAL); 
ELSE $REL-ERR = ABS($OLD VAL-$NEW-VAL)/ABS($OLD-VAL); 
IF $REL-ERR > 1 -0E-04 THEN DO; 
IF $ITER-CNTR-1 = 50 THEN DO; 
$ERROR-BUF = 'NO CONVERGENCE IN BLOCK: TRY'; 
WRITE FILE (ERRORF) FROM ($ERROR-BUF); 
$ERROR-BUF = ' VARIABLE NAME : ' 1 1  $VAR-NAME; 
WRITE FILE (ERRORF) FROM ($ERROR-BUF); 
$ERROR-BUF - ' CURRENT VALUE : ' 1 1  $NEW-VAL; 
WRITE FILE (ERRORF) FROM ($ERROR-BUF); 
$ERROR-BUF = ' PREVIOUS VALUE: ' 1 1  $OLD-VAL; 
WRITE FILE (ERRORF) FROM ($ERROR-BUF); 
$ERROR-BUF = ' RELATIVE ERROR: ' 1 1  SREL-ERR; 
WRITE FILE (ERRORF) FROM ($ERROR-BUF); 
END ; 
$ITER-CNVRG-1 = 'O'B; 
END ; 
RETURN ; 
END $ITER-PROC-TRY; 
Here $ITER-CNTR-1 is a counter of Gauss-Seidel iterations 
and $ITER-CNVRG-1 is the flag used to indicate failure of 
the convergence test. The derivation of the names for these 
variables is presented in the following discussion. 
6.1.3 THE GAUSS-SEIDEL RECALCULATION LOOP 
The actual recalculation of variables which is at the 
heart of the Gauss-Seidel algorithm is performed in these 
iterative recalculation loops. Each loop, one for each 
block in the solution program, calculates new values for the 
system of equation's variables in the order prescribed by 
the generated flowchart and calls the correct convergence 
procedure at each recalculation to test for convergence. In 
each pass through an iterative loop, every variable in that 
loop is recalculated once and tested. The iterations 
continue until every variable in the loop has passed the 
c o n v e r g e n c e  t e s t  i n  t h e  c u r r e n t  i t e r a t i o n ,  o r  u n t i l  t h e  
maximum number of  i t e r a t i o n s  h a s  b e e n  r e a c h e d  a n d  n o t  a l l  
v a r i a b l e s  h a v e  p a s s e d  t h e  c o n v e r g e n c e  t e s t ,  w h i c h e v e r  comes 
f i r s t .  Then  t h e  s y s t e m  o f  e q u a t i o n s  w i l l  h a v e  c o n v e r g e d  o r  
d i v e r g e d ,  r e s p e c t i v e l y .  
A r e c a l c u l a t i o n  a n d  t e s t  o f  a s i n g l e  v a r i a b l e  c o n s i s t s  
o f  s a v i n g  t h e  o l d  v a l u e ,  c a l c u l a t i n g  t h e  new v a l u e  a c c o r d i n g  
t o  t h e  u s e r ' s  a s s e r t i o n ,  a n d  c a l l i n g  t h e  c o r r e s p o n d i n g  
c o n v e r g e n c e  p r o c e d u r e  f o r  t h a t  v a r i a b l e .  F o r  e x a m p l e ,  i f  a  
u s e r ' s  a s s e r t i o n  i n  BLOCK TRY i s  
a :  X1 = 1 + 2*X2; 
t h e n  t h e  c o r r e s p o n d i n g  r e c a l c u l a t i o n  a n d  t e s t  i n  t h e  
g e n e r a t e d  P L / I  s o u r c e  c o d e  wou ld  b e  
STMP-VAL = X1; 
X1 = 1 + 2*X2; 
CALL $ITER-PROC-TRY($TMP-VAL,Xl,'Xl'); 
w h e r e  $TMP-VAL i s  a  g l o b a l  v a r i a b l e  u s e d  t o  h o l d  t e m p o r a r y  
p r e v i o u s  v a l u e s  o f  v a r i a b l e s  w h i l e  t h e y  a r e  r e c a l c u l a t e d .  
( N o t e  t h a t ,  f o r  s i m p l i c i t y ,  we h a v e  n o t  q u a l i f i e d  t h e  
v a r i a b l e  names i n  t h e  PL/I c o d e  shown h e r e  w i t h  t h e i r  d a t a  
f i l e  names .  I n  a c t u a l  g e n e r a t e d  c o d e  t h e s e  q u a l i f i e r s  d o  
a p p e a r .  F o r  e x a m p l e ,  i f  X1 a n d  X 2  b e l o n g e d  t o  f i l e  OUT, 
t h e n  t h e  a c t u a l  s o u r c e  c o d e  p r o d u c e d  wou ld  b e  
OUTaX1 = 1 + 2*OUT.X2; 
f o r  t h i s  e q u a t i o n .  F o r  c l a r i t y  we o m i t  t h i s  d e t a i l  i n  the 
c u r r e n t  e x a m p l e s . )  
E v e r y  v a r i a b l e  i s  r e c a l c u l a t e d  i n  a  g i v e n  i t e r a t i o n .  
The iterations continue until either convergence is attained 
or the maximum number of iterations is reached, whichever 
comes first. Thus, if our iteration counter is called 
SITER-CNTR-1 and our convergence flag is called 
SITER-CNVRG-1, then the Gauss-Seidel iteration would be: 
SITER-CNVRG-1 = 'O'B; 
DO $ITER-CNTR-1 - 1 TO 50 WHILE (^$ITER-CNVRG-1); 
SITER-CNVRG-1 = '1'B; 
<list of variable recalculations> 
END ; 
in the generated PL/I program, where the maximum number of 
iterations is taken to be fifty. At the beginning of each 
iteration, the flag SITER-CNVRG-1 is set to one, a value 
indicating convergence. This amounts to an implicit 
assumption of convergence at the top of each iteration. If, 
during the convergence tests in the body of the loop, any 
variable is found not to pass its convergence test, then 
SITER-CNVRG-1 will be cleared (i.e. set equal to the Boolean 
I 
zero or FALSE value) by the loop's convergence procedure. 
Iterations continue until the maximum number of iterations 
have been reached, fifty in this case, or until 
SITER-CNVRG-1 has the value one (i.e. TRUE) at the top of 
the loop, indicating that all the variables in the loop have 
passed the convergence test. 
The names of the variables used to count iterations and 
to test for convergence are formed by prepending the strings 
"SITER - CNTR-" and "SITER-cNVRG-", respectively, onto an 
integer giving the nesting level of the corresponding block 
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of equations. Thus, when several blocks exist at the same 
level of nesting, they all share a common convergence 
testing flag and iteration counter. This aids readability 
of the generated PL/I program when complicated nesting 
relationships exist within a solution program. In the 
example above, this integer has the value one, indicating 
that the block of equations we are solving is at the first 
level of nesting. 
When nesting does exist, an additional PL/I statement 
must be added to each Gauss-Seidel loop after the closure of 
the loop, to ensure strict convergence of the entire system. 
This is because an entire nested structure is deemed to 
converge only when every variable in every nesting level of 
the entire system has converged in the same iteration of the 
outermost level. Thus, at the end of an iteration, not only 
must the outermost convergence flag be equal to one to 
indicate convergence of the system, but every internal 
Gauss-Seidel loop must have a value of one in its local 
iteration counter after passing its own internal convergence 
tests. Only then will every variable in the system have 
passed its convergence test in the latest pass of every 
iteration loop. To enforce this additional criterion when 
nested blocks of equations are present, we add the following 
PL/I statement immediately after a Gauss-Seidel loop on 
nesting level n of our system: 
IF $ITER-CNTR-n ^= 1 THEN $ITER-CNTR-(n-1) = 'O'B; 
That is, if any internal block fails to converge in a single 
iteration, we prevent its containing block from converging 
- 1 2 5  - 
by clearing its convergence test flag. 
6.2 EXAMPLES OF ITERATIVE SOLUTION PROGRAMS 
Below we present the object PL/I source code which 
corresponds to the input specifications and their flowcharts 
illustrated in the previous chapter of this report. Figures 
6-1 through 6-5 here correspond exactly with Figures 5-7 
through 5-11 in that chapter. For brevity, we only show 
those portions of the PL/I programs which pertain directly 
to the solution of simultaneous equations, omitting those 
sections of source code dealing with data declarations, 
input/output, etc. Only Figure 6-1 shows the entire object 
program, included for completeness. In these examples, 
recall the following illustrative characteristics: 
Figure 6-1 - a simple 2-equation model with default block 
characteristics. 
Figure 6-2 - the same model with user-specified initial 
values, convergence criterion, and maximum number of 
iterations. 
Figure 6-3 - a 4-equation model, only two equations found to 
be in the MSCC. 
Figure 6-4 - a set of three nested blocks which was 
unravelled into three consecutive blocks. 
Figure 6-5 - a correctly nested system of three blocks and 
two nesting levels. 
In the following chapter of this report we present a 
major application of the new MODEL facilities which handle 
Ei8!FL.E: PFKCECICRE CQTIONS(tlA1N)I 
DCL SImLCNVf iG-1  BIT( 1) i 
5CL 6ITEK. CIITR-1 FIXED BIN i 
rJu EXFinolIT-ol!TFf$-F PTR; 
DCL EXAE~.~~S~-~:~~JTF~LG-S LHi?H( 20) VFiRY ING INIT1" 1; 
IiCL EXOROUT-OUTF.EC-P CHAR (;<I BACEC! (EXAKOUT-OUTRECJTR) ; 
5 C l  EXAMlUTT RECORD SEOL WiFUTi 
rja tFSTEXA!ISUrl BIT( 1) INIT('1'BI.i 
DCL bEFt5Clli-bII1,C CHkA(270 VhRI 
ISGt ERROW FILE MUHiO CUTPUT; 
DCL ERRQRF-BIT BIT(  1 I STATIC INIT('1'B) i 
DCL ($ERR~rhldbCC,Eh~,INOTJIONE)(B) BIT(1); 
DC1. $ERLLFIB(?O) LABEL; 
UX SERRSP$ FIXED BIH STATIC INITIAL (O)I 
DCL $TW-VAL FLOAT BIN; 
DC1, S T W m  BIT(1): 
EMARE 
1 EXIUIOUT. 
EXMfiJT. X1 = 1; 
SITERR3LTRY: PRK€DlRE( SCfLD-q Y, tNEW-VkL, $ V A U W E l  
ISCL ($Vd-VALv SEW-VCKv 3hELI: :) FLOAT BIN; 
IXX SVAfcNAIZE CtWR(32) VbH; 
I F  $OLD-VAL = 0.0 THEW 5REL-5 P = flBS(INEW,VFIL); 
ELSE GEL-ERR = I\H( W3LD-VAL-:.IEW,VCV 1 /~(Mu)-VAL) 
IF M F I  ? 1 1 . W ~ E - 0 4  TMb( Wi 
IF  $ITULCNlR,l = 50 THEN Do: 
bEfiFiirRW = 'WJ fltNMRMt4CE I N  BLW: TRY'; 
H I T E  FILE (EWAiF) FhOir ~ ~ ~ ) :  
$ ~ ~ U F  = ' VARIABLE M E  : ':: $ V R W E ;  
WRITE FILE (ERROAF) FRN ($ERR-): 
dERRDRbW = ' CURRENT VALUE : 'I : H4EWWV&; 
HIE FILE (ENWF) m 3 ~  ~ERRW);  
SERROfcbUF = ' PREVICUS VALUE: ' I : $OLDOLDVAL; 
M I T E  FILE (ERRXF) FROn ($ERRURBUF)t - 
$ E R R O W  = ' RELATIVE ERWR: ' : : WlLERRt 
WRITE FILE (ERRORF) FFiCQi (SWdRSX); 
END; 
SITEFLCNVRG-1 = 'O'BS 
END: 
$ITER.CNVRG-I = 'o'B: 
LSO $ITERCNTR-l = 1 TO 50 W I L E  (YITER~,lli 
SITERCNVRG-l= '1'8; 
QTW-VCIL = EXWl1T.Xl: 
E X M .  X 1 = 1+2*EXAnotIT. XZ: 
CALL JITERXCC-TRY (ST&-VCIL,EXMCUT. X l ,  'EXMOUT, 
STMP-VAL = EXWIiPIT.XZ; 
EXAI1WT. XZ = 1-EXAHM!T. X1/4; 
CALL S I W R i C - T R Y  ( STW-VAL. EXMWT. X2, 'EXAWUT< 
END I* $ITrn-CNTFLl */ ; 
EXhYW-OUTKC-PTRd- DIM ( EX MUT. WTREC) ; J 
EXflW-OUTFECS = EXAMC41T-WrnCJ; 
M I T E  FILE(EXflH3UTT) FROH (EXMUJT,OUTFECSl i 
EXAPKm_OUnEC-S="; 
CLOSE FILE(ExA~wTT); wmm: mi 
END EXMPlLi 
i n i t i a l i z a t i o n  sequence 
convergence p rocedure  
r e c a l c u l a t i o n  l o o p  
Figure 6-1. PL/I S o l u t i o n  Program Corresponding t o  Example 
i n  Figure 5-7. 
I i n i t i a l i z a t i o n  sequence 
EXMOUT, X2 = I-EXMOUT. XlI4; 
CALL QITERAN-TKY ($TllP,V&~EXAMWT. X2, 'EXMWT.X2'); 
END I* ~ITERCNTR-1 *I r 
EXRYWT. X1 = INITIPLfXAtlOUT-11; A 
F i g u r e  6 - 2 .  Excerp t  from PL/I S o l u t i o n  Program Corresponding 
t o  Example i n  F i g u r e  5-8. 
S I m - T R Y :  PROCEDURE( NLD-VC\L, $NOJ,VAL,SV~I i - 
DGL (60U),VALv INEU-VAL, $REURR) FLOAT BIN; 
tKl  $VMAlIE W t 3 2 )  VAR; 
IF ball-VCIL = 0.0 MEN $ R E M ? R  = aBS(sNEu~VC\L)r 
ELSE S W L W I  = ABS($OU),VAL-jNEW,VAL) IA6S I MUlMU]V&) ; 
IF 6ftELERR > 1.060000E-02 THEN DO; 
IF SITER-CNTR-1 = 50 TtiEN DO; 
$EFmRmF = 'NO mNv- I N  ROCK: TRY'; 
MITE FILE (ERRCIRF) FRW (bERROR-BUF); 
ERRRW = ' VMIABLE EWiE : ' : : $VMM; 
WRITE FILE (ERRCQF) Fm?t ( S E F i R W ) :  
5ERM)ILBUF = ' CUMENT VWUE : ':: $NW-VCIL; 
WRITE FILE IERRW) FMM tSEFb(0RJLF); 
WUKkES = ' PZEVIlrllS VRLUE: ': : MU)-VCIL; 
URITE FILE (EF&OW FMN (IERRORJUF); 
$rnOfiBUF = ' RaCITIW mm: ' : I  SRELmR; 
WRITE FILE ( E M )  FfiW ( S R R O f L M ) ;  
Wlr 
I I T E R r n - 1  = '0% 
END; 
convergence procedure  
ImJRN: 
END SITERPROC,TRY1 
C I r n C N V R G - 1  = 'O'Bi 
3 S I T r n ~ r n l  = 1 TO 50 WILE t A C I ' I E R r n l ) i  
J 
$ITERWRG-l= '1'Bi 
%W-VN. = =ExPSWUT.x1; 
EXAWT.Xl = 1+2*EXMHJT.X2: 1 
E X W .  X 4 m ;  
EXAtWT.XZ = 1: I i n i t i a l i z a t i o n  sequence EXCVIOUT.Xl = 1: 
$ITERBX-TRY: PROENRE( NLD-VAL, $MW-VCV, $ V M J M I  5 
D[X ($WS,VRv WEW,VAv$RLERR) RWT BIN; 
WX SVARNAME CHAR(32) VAR; 
I F  $OLDDViX = 0.0 THEN $El-ERR = ABS(S$IRJIRJVCY.); 
ELSE SRELERR = ClbS($OLD-VAL-SEW-VAL) /ABS(MUI-VRL); 
IF HELERR > i.0000~10~-04 THEN mt 
I F  $ ITERCNRl  = 50 T E N  W: 
CERRORBW = 'NO COMF&ENCE IN TRY'; 
WRITE FILE (ERhC4tF) FRCln (SRlWLM); 
$ E R R O W  = ' VClrilAbLE NME : ' I : SV-; I .  convergence p rocedure  WRITE FILE (ERKRF) FM#I (SERRORSUF); smw = ' r.mKNT VALUE : ': : $NEW-VAL: WRITE FILE iERRORF) EWtl { ( K K W ) ;  $ERrnRF = ' PEVIWS VCIL!JE:, ' : I MU),vAL; WRITE FILE (EFdWRF) FRO7 ($ER~(CIR,~UF); 6ERR~S = ' m T I E  ERROR: 'I : %RLm: MITE FILE KfiRtRF) FROlf (ERRORBUF): EM; mEfu?mG-l = '0'85 Elm Rmw DID $ITERPROC-TRYt 
SITER-CNWHi-l = 'O'BI 
Xi )I'IERCNTRl = 1 TO 50 MILE (̂ CITERC#RG-lI: 
$ITERWRG-l= ' 1'B; 
$TtlPTtlPVW. = EXMwl.Xli 
EXAnWIT. X1 = 1+2*EXAMUIT. 12: 1 r e c a l c u l a t i o n  l o o p  CAU $I~CT;-TRY($TW-VAL,EXWT.Xl*'EXCIMOUT.Xl'l~ $TW-VAL = E X W .  12; EXMWT. X? = 1-MAF1WT. X1/4; C k L i  $ITEILPKC-TRY (CW-VAL, EXCWOUT. 121 'EXMOUT. 12') i EMI I* ~ITERCNTR-1 */ r 
EXCWOUT. X3=EXPHCUT. X1+EXMrU. XZtEXAEIOUT. XI: 
F i g u r e  6-3. Excerp t  from PL/I S o l u t i o n  Program Corresponding 
t o  Example i n  F i g u r e  5-9. 
DCL ( SOLD-VAL, 
DCL $irM-NGnE 
I F  $OLD-VAL = 
ELSE IRELLRFi 
I F  $RELERR ) 
PfiOCEDURE (SOLD-VPIL, $NEW-V&, SV-1 I 
SEW-ViiL,ehEL-ERR) F~tvlT BIN; . 
CHiiR(32) VAR; 
0.0 TtiEN %EL-EFtR = fibS(WEU,VPL): 
= ABS( $ilLlj,V&-$tiiW-VAL) / U S (  $OCDDVCY.l; 
1.00Cll)l)OE-04 THEN W; 
t print error messages indicatins no conversence I 
END: 
$ITER,CNVRG,1 = 'O'BI 
END; 
m: 
END $ITEkPROC-BLKl: - - 
SITERCN~JF~~;;,~ = 'o'B: 
W 61TEkCNTRi  = 1 TO 100 WHILE (^SIT€R-m- l ) ;  
$1 TER-CNVFiG,l= '1'8; 
STTP-VAL = NESTOUT. X i  
KSTWT. X = NESTOUT. A*NESTOlC. YtNEST0UT.B 
CALL 61TERPRKBLK1 (STtiP,VAL,MSTOUT, X, 'NESTCUT.X' I t  
Sf T E M K J L K 2 :  PhCCEMRE( $FEU-VbL, CVARNFKtE 
Ijir. ($U-VAL1$WnJ,VAL,%FitERRi FLOAT BIN; 
CdX S V M t l E  CHkh(321 VGRt 
I F  %OLD-VAL = 0.0 THEN $ELERR = ABS(StJEU-WY); 
dFieERR = AES(tC~U~-VK-~tiEUIJVALI/~(SOU)DWK); 
I F  CRELERR ) l.OWOWE-04 MEN W; 
IF  $ITERQ4Tfc2 = 100 THEN DO; 
I print error messages indicatins no conversence I 
END 
QITERMVRG-2 = 'O'BS 
END; 
REnlm; 
END ~ITlxPFama 
$ITERCW/RG,2 = 'O'B; 
W3 SITELQIR-2 = 1 1 0  100 W I L E  (̂ $ITER-CNVRG-2); 
$1 TW,CF&Wi2= ' 1'0; 
ST?-?,VAL = M m T . A :  
SSTUJT. A = 0.5F!ESTO!JT.PKSTIN.K( 1 )+NESYOUT. X-NESTOUT, 
CALL bllER-FF(CCJI.t;2( $TtlP-vCv~ fiESTOUTs A 'NESTOUT. A' 1 : 
ST??-VAL = NESiW.ic: 
kEST:TO!IT.B = 0.2*tESTO!JT.CI+MSTlN.K(21: 
CALL CIT%BOCJLK2(  9TW-VAL* NESTWT. B1 'MSTWT.B'); 
EM It  $ITEiLCNTk2 fl i 
I F  6 I T E R Q i T k 2  ^= 2 THEN SITELCNVKI = 'O'B; 
STMP-VAL = NESTOUT. Y I 
NSTOUT. Y = HSTOUT. C*NESTWT. XthSTWT. D) 
CALL CITERPROCJLK 1 ( (TYB-V&, NESTOC1T. Y 9 'NESTOUT. Y' 1 D 
SITEkPFiCICXK3: Pl?UWlUE(SCILD,VAL, $NEW,VALtSVARNAtEl i 
IiCL (CUR-VAL, $NEW,rjAL, $RELIRR) FLOAT BIN: 
DCL WRNCVZE M ( 3 2 )  VM; 
I F  *cOLD-VAL = 0.0 THEN $RE-EK(R = ABS(SNEU-VCIL); 
ELSE JRELXRR = ABS( OISLD-VAL-$ IBJ-VAt) /I%( W-WIL) : 
IF SFrELmR > 1. W t i k E - 0 4  MEN Wt 
I F  SITEfLaJTFU = 100 THEN W: 
I print error messages indicating no convergence I 
DlDt 
SITER-CNVRGZ = '0'0; 
:AM: 
= 'O'B; 
-2 = 1 TO 100 WHILE ~ Y I T E R - ~ ) i  
STE(P,VAL = HEST0UT.C; 
NESTOUT. C = O.2*NESTCPJT. DtNESTIN.K(3)+NESTWT.Y-tESTWT, 
CALL $ITERSRKSU(~(STI'IP-VK~ NESTWT.C, 'EST0UT.C' 1 i  
STPlP-VPL = ISSTWT. I); 
NEST#T,D = Q.~~&ST~UT.CMSTIN.K(~) t 
CCIX $ I T E R m J N 3 (  %W,VW, NESTOUT. D* 'NESTOUT. D' 1 C 
END I* SITEiLCfiTPd */ ', 
I F  S ITER,C? iW ^= 2 ftlEN $ITELQKr(G-l = 'O'B: 
W) /+ SITERCN'CRl */ i 
Pigure  6-4. Excerpt from PL/I Solution Program 
to Example in Figure 5-10. 
r re  sp 
EST0UT.D = I t  
MS7WT.C = I t  
I lTERf i i~ iC-P- lc3:  PROCEDURE ( IRIj-VAL, $NEW-VAL, $ V M )  i
EL (40LII-VI;Lv I tEILVfiLI $hEL-th~) FLMT BIN; 
EL SVAtiJw,E CHh3(3?) Vkic; 
1 F SOLD-VAL = 0.0 THEN $EEL,EFR = ASS ($MEW-VAL) t 
ELSE %KEL..ERR = AbS ($irLD,VAL-sKY-VN) /CIBS( $CCD,VCK) t 
I F  N E L l f i R  i 1.OOOOUOE-04 THEN IN: 
IF  SITER-CNTR-1 = 100 THEN DO: 
C print error messages indicatins no conversence I 
END: 
SITERCWRG-1 = '0% 
END: 
&j&y(; 
END S I T E R r n r n 3 t  
$ITERC:NVHG,l = '0'8: 
ISO SITUtCNTR-1 = 1 TO 100 UHIlE (^$ITER-C?NRG-l)i 
s I TELCNVRG, 1 = ' 1 ' 0; 
$TtiP-VAL = MST0UT.C: 
NESTi2UT.C = 0,2nNESTOUT,D+NESTIN.K(3): 
CALL SITWROC-BU(3~$TW-VFVtNEST?UT~C~ 'CEST0uT.C' 1 i 
. - - . - - . - - 
NESTUJT.CI = 1: 
SITERAUC-kK2: PROCEDURE( SOLlr-VAL, $NEUNEUVCI1, SVCYIABEI i 
titL I SOLD-VAL, $HEW-VAL, B R L E R R )  FLOAT BIN; [c SV-HE CHAFi(32) VClR; 
I F  %D,VAL = 0.0 THEN MEL-ERR = CIBS(SNRJ,VPILII 
ELSE $R- = ABS(B(SLE-VAL-WRJRJVALI /ABS($OlD,VCKl i 
IF  CilELERR ) l . W W E - 0 4  THEN DO; 
I F  $ ITERCNTR l  = 100 THW MI 
C print  error messages indicating no conversence I . . 
ENn ; 
BITERXNVRG-1 = 'O'B: 
am: 
END J I T E R J ' R O C ~  
I I T E R C N W - I  = '08B1 
IX, EITER-CNThl = 1 TO 100 W I L E  ("$ITERm-I): 
SITER-C;tiW(G-1= ' 1'8; 
9R;,?,V4L = tESTalT. Clr 
RST9.ii.A = 0.2*ESfr)Uf.B+NEMlN.K(1): 
C;tLL b I T E ~ J C ~ J ~ ~ W , V A L ,  IESTOUT.A, 'MSTOUTa 
6Ti:P-VAL = h5STOUT. b : 
MSTCKIT. B = O.2#EST#T.MMSTIt4.K(2); 
CALL S I W ~ J 3 U ( 2 ( $ T M P T M P V A L ~  WESTOUT. BI 'NESTOUT, 
END /* S I T R C N T R l  */ ; 
NEST0UT.Y = 1; 
ESTfNT. X = 1: 
$Il€RJ%XJLKl: PROMWRE($OlD,VhL,S~-VALv $VARJME) S 
KL ($OtD,VCIL v $NEW-VK SRELERR) FLOClT B I N  
tCL S V M t t E  MM(32) V M i  
I F  30LD-VGL = 0.0 THEH S R E L B R  = ISBS(SNOJ-Vf4Llt 
ELSE SRELERR = ABS(MU,VAL-CNEU-Vk) 1 ABS tXLD-VAI.11 
IF I R U R R  i l.WN10E-04 MN 50; 
I F  SITEFLCNTR-1 = 100 THEN W f  
E print error messages indicating no conversenct I 
END?, 
O I T E R M - 1  = 'O'Bi 
END; 
FlEn~RN: 
END 9ITERPROCAKlI 
SITER-WRG-1 = '0'9: 
r#3 S I T R C M R - 1  = 1 TO 100 WHILE (A$ITERCMRGCMRG1lS 
$ITUtCNVRG-I= '1'9; 
STW-VAL = NESTWT. X: 
EZSTOUT. X = tESTO~.AfESTUJT. YtNESTWT.gf 
CALL SITELPRUCSU1  (STtW,UAL,NESTUUT. XI 'NESTOUT, 
END it $ITEfCCNTRl *I f 
Figure 6 -5 .  Excerpt from P L / I  Solu 
to Example in Figure 5 
t ion Program Corresponding 
-11. 
systems of simultaneous equations. This application is a 
multimodel linked world trade model completely specified 
using the MODEL language. 
CHAPTER 7 
THE MODEL-LINK WORLD TRADE MODEL 
In this chapter we describe the linked world trade 
model generated in the final stage of this research project 
using the tools described in the preceding chapters. A 
description of the model's organization, output reports, 
data files and linkage model are presented here. For a full 
listing of the model, its PL/I object program implementation 
and the automatically generated documentation produced by 
the MODEL system's compilation of this specification, see 
Appendix IV. 
7.1 PHILOSOPHY AND ORGANIZATION OF THE MODEL 
The purpose of this phase of research was to 
demonstrate the usefulness of the MODEL system in full-scale 
econometric modelling. To do so we combined our two 
previously completed specifications of Spain and France with 
a simple model of the Rest of the World (ROW) and a novel 
linkage model into a single specification in the MODEL 
language. The P L / I  object program which resulted from 
compilation of this specification was used with data 
obtained from Project LINK's central data base to simulate 
the performance of the world economy from 1 9 7 8  to 1982 .  
Because the dynamic portion of our model was small, 
containing only two individual national econometric models 
compared with some thirty one in the full blown LINK system, 
we could not expect to duplicate perfectly the results of a 
full LINK world trade simulation. Our results, however, 
were remarkably close to LINK's and more importantly, were 
internally consistent, establishing the validity of our 
linkage mechanism and the usefulness of MODEL as an 
econometric modelling tool. Most importantly, we obtained 
the simulation results in which we were interested, 
describing trade between France and Spain. 
A block diagram showing the functional organization of 
the linked model is shown in Figure 7-1. The model consists 
of four modular subspecifications combined into a single 
specification. Our intent has been to employ modularity to 
a high degree, so that logically independent models could be 
developed and tested separately prior to integration and 
then simply added to the linked model to participate in 
world wide trade with little or no modification to the 
individual specifications . Such modularity enhances 
maintainability, configuration control, readability and 
understandability of the overall model. Our initial world 
trade model consists of the modules FRANCE, SPAIN, ROW and 
LINKAGE. The simple ROW model is described first below, 
followed by a description of the national econometric models 
- 1 3 4  - 
L I N K A G E  
MODULE 
(7) L I N K A G E S  (-) INWARD 
L I N K A G E S  
OUTWARD Oll'I'klARD OUTWARD 
L I N K A G E S  L I N K A G E S  L I N K A G E S  
L 
v 
Figure  8-1. Block Diagram Showing F u n c t i o n a l  O r g a n i z a t i o n  
o f  t h e  MODEL Linked World Trade Yodel. 
ROW FRANCE S P A I N  
V 
FRANCE 
FORE- 
C A S T  
v 
S P A I N  
FORE - 
C A S T  
and finally a presentation of our novel linkage model. 
7.1.1 ROW 
Because our world trade model in this initial research 
stage has only two relatively small national econometric 
models, successful simulation of international economic 
behavior calls for a rest of the world model which accounts 
for a significant portion of international trade. In order 
to represent such a large amount of trade without 
introducing a brand new dynamic model which could adversely 
affect the stability of our two-nation economic community, 
and in order to facilitate reasonable duplication of Project 
LINK forecasts with this relatively small configuration, we 
have implemented a wholly exogenous, passive ROW model. 
Data associated with the ROW model consist only of a 
source file., RTIM-SER, and a number of target variables 
giving the import prices (PM) and amount or value of exports 
(VX) accounted for by the rest of the world. Assertions in 
this model are simple equations exogenously relating the ROW 
target variables to their corresponding records in the 
RTIM-SER time series file. Data values in the RTIM-SER file 
were obtained by subtracting simulation solution values for 
FRANCE and SPAIN trade in the LINK system from the LINK 
values of total world trade, so that ROW values represent 
the balance of world trade after accounting for FRANCE and 
SPAIN. In this way, our MODEL sumulation can enjoy the 
dynamic stability afforded by exogenous values of such large 
portions of trade and can hope to approximately duplicate 
LINK'S results for comparison and validation purposes. This 
allows us to more thoroughly test and verify the correctness 
and consistency of our model. 
7 . 1 . 2  FRANCE AND SPAIN 
The models for FRANCE and SPAIN are closely similar to 
one another in terms of their organization, including source 
and target file organizations, assertion formats, etc. 
Recall that, after the model for SPAIN was successfully 
generated using the new MODEL facilities for sets of 
simultaneous equations, a model for FRANCE was patterned 
after the completed Spanish model. Thus, in the discussion 
below we will only describe the Spanish model, leaving it up 
to the reader to apply the principles given below to the 
French model presented in Appendix IV in the full model 
listing. In the case of many data names in the 
specifications, similarity is so great between the two 
models that the only difference is the first letter of the 
data or file names, S for SPAIN and F for FRANCE. 
The Spanish model references three distinct source 
files and produces two separate target files in the course 
of its simulation. SCOEFF is a file containing 
statistically derived coefficients used in equations 
describing the Spanish economy. STIM-SER is a file which 
contains needed time series data for Spain from Project 
LINK'S international data base. SCONS-ADJ is a file of 
c o n s t a n t  a d j u s t m e n t  v a l u e s  f o r  t h e  S p a n i s h  mode l .  C o n s t a n t  
a d j u s t m e n t  v a l u e s  a r e  s m a l l  n u m e r i c a l  f a c t o r s  u s e d  i n  t h e  
e q u a t i o n s  f o r  S p a i n  w h i c h  h e l p  t o  f i n e  t u n e  t h e  p e r f o r m a n c e  
o f  v a r i o u s  e c o n o m e t r i c  s e c t o r s .  SS, f o r  S p a n i s h  S o l u t i o n ,  
i s  a  f i l e  i n t o  w h i c h  t h e  r e s u l t s  o f  o u r  d y n a m i c  s i m u l a t i o n  
o f  S p a i n  a r e  w r i t t e n .  I t  c o n s i s t s  o f  a  co lumn  o f  v a l u e s  f o r  
e a c h  v a r i a b l e ,  o n e  p e r  s o l u t i o n  p e r i o d ,  h e a d e d  b y  t h e  
c o r r e s p o n d i n g  v a r i a b l e ' s  name. SSTAT, t h e  f i n a l  f i l e  i n  t h e  
S p a n i s h  m o d e l ,  g i v e s  a  summary o f  t h e  p e r f o r m a n c e  o f  t h e  
S p a n i s h  economy o v e r  t h e  p e r i o d  o f  s i m u l a t i o n ,  a l l o w i n g  a n  
e c o n o m i s t  t o  s e e  a t  a  g l a n c e  t h e  s o l u t i o n  v a l u e s  o f  some k e y  
e c o n o m i c  i n d i c a t o r y  a n d  t h e i r  p e r c e n t a g e  c h a n g e s  on  a n  
a n n u a l  b a s i s .  
A s i d e  f r o m  t h e  a s s e r t i o n s  w h i c h  m e r e l y  p r o d u c e  a n d  
f o r m a t  t h e  two o u t p u t  r e p o r t s ,  w h i c h  a r e  t r i v i a l  a n d  l e f t  t o  
t h e  r e a d e r  t o  p e r u s e  i n  h i s  l e i s u r e ,  t h e  a s s e r t i o n s  i n  t h e  
S p a n i s h  model  c a n  b e  g r o u p e d  i n t o  f o u r  c l a s s i f i c a t i o n s ,  
e x o g e n o u s ,  i n w a r d  l i n k a g e ,  e n d o g e n o u s  a n d  o u t w a r d  l i n k a g e .  
T h e s e  a r e  d e s c r i b e d  b e l o w  i n  t h e  same o r d e r  i n  w h i c h  t h e y  
a r e  p r e s e n t e d  i n  t h e  a c t u a l  MODEL l a n g u a g e  s p e c i f i c a t i o n  i n  
A p p e n d i x  IV. 
Exogenous  A s s e r t i o n s  - We h a v e  a l r e a d y  s e e n  how v a l u e s  
f o r  some v a r i a b l e s  w h i c h  a r e  d i f f i c u l t  t o  p r e d i c t  mus t  b e  
s u p p l i e d  e x o g e n o u s l y .  Governmen t  s p e n d i n g  a n d  t h e  c u r r e n c y  
e x c h a n g e  r a t e  a r e  two s u c h  v a r i a b l e s ,  f o r  e x a m p l e .  Time 
s e r i e s  d a t a  t o  d e f i n e  t h e s e  e x o g e n o u s  v a r i a b l e s ,  a n d  t o  
p r o v i d e  e x o g e n o u s  v a l u e s  f o r  a l l  t h e  s i m u l a t i o n  v a r i a b l e s  i n  
the periods before the simulation becomes active, were 
supplied from the Project LINK data base. These exogenous 
assertions merely relate the exogenous variables to their 
corresponding historical data records in the STIM-SER time 
series data file. 
Inward Linkage Equations - In the block diagram of 
Figure 7-1 and in previous discussions of linkage in 
econometrics, we have seen that the value of a country's 
exports and the price of its imports must be derived either 
directly or indirectly from factors outside of that nation's 
economy, factors determined by the nation's international 
trading partners. The inward linkage equations relate 
internal economic variables representing these trade 
quantities to the externally available values of them as 
determined by the linkage model. These variables are then 
used within the body of the model to perform trade and other 
sectoral calculations. Among the tasks performed by the 
inward linkage equations are conversion of linkage variables 
expressed in international monetary units (US DOLLARS) to 
units of local currency, and sometimes disaggregating trade 
variables into various internal commodity groupings. 
Endogenous Equations - Equations supplying the defining 
relationships for endogenous target variables comprise the 
bulk of the model's mathematical substance. These equations 
require computer solution by iterative methods such as the 
Gauss-Seidel procedure. Coefficients in these equations 
were derived from careful statistical analyses correlating 
measured economic performance with behavior predicted by the 
model's theoretical relationships. Constant adjustment 
values are added to fine tune the model equations in certain 
sectors, where necessary. The format of these equations is 
the familiar IF-THEN-ELSE format presented in the 
description of the four equation Spanish model in Section IV 
of this report. In simulation periods before the maximum 
number of lags in the model equations has been attained, 
solution values for all simulation variables must be 
obtained exogenously, from the time series data file. This 
is so that after this period, when the equations are "turned 
on" and become dynamically active, all references to lagged 
variables will be satisfiable. The values of these lagged 
variables will have been read in during the initial 
exogenous periods of the simulation. 
Outward Linkage Equations - After the bulk of the model 
has been solved iteratively in the endogendous equations 
described above, the trade variables which the Spanish model 
can determine are fed back out into the linkage model for 
further calculation. The value of imports and the price of 
exports are such quantities, and can be used by the linkage 
model to help determine the inward linkage quantities of 
Spain's international trading partners. Similarly to inward 
linkage equations, the outward linkage equations must 
perform currency conversion, but this time in reverse, from 
local currency units to US DOLLARS. Outward linkages are 
supplied in several important commodity categories. 
Although these equations appear in the individual national 
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models, they actually define trade variables which belong to 
the linkage model, and which are described in the file and 
data description statements of that model. These equations 
define the linkage variables in terms of the local model's 
economic variables. This performs a feedback function 
essential to the operation of the world trade model. 
7. 1 . 3  THE LINKAGE MODEL 
The linkage model serves to disaggregate international 
trade among the participating national and regional 
econometric models. It accepts as "inputs" values 
determined in the outward linkage sections of constituent 
models and produces as "outputs" disaggregated trade 
patterns which redistribute the trade values among the 
trading nations' inward linkage variables. Various linkage 
mechanisms have been employed in econometrics over the 
years. Ghana, Hickman, Lau and Jacobson (1978) have 
reported on alternative approaches to linkage of national 
econometric models. The method described in the following 
discussion is based on the method of Constant Value Shares 
(CVS) and was developed in cooperation with S. Fardoust of 
Project LINK and the University of Pennsylvania's Department 
of Economics. 
The method of constant value shares assumes that 
nominal trade shares among participating nations remain 
constant throughout the period of simulation. These nominal 
trade shares are available in Trade Share Matrices (TSM) 
which, for each nation, give the proportion of itS exports 
in the import markets of its international trading partners. 
Trade Share Matrices in our linkage model are 3 x 3, with 
FRANCE, SPAIN and ROW represented by one row and one column 
each. If aij is th.e element in the i-th row and j-th column 
of such a matrix, then it corresponds to the share of 
country i in the import market of country j. 
Imports, exports and other behavior of various 
commodity groups are usually modelled separately according 
to the structure of their corresponding economic sectors. 
Trade Share Matrices, for example, are distinct for each 
individual commodity group. For the purposes of most of our 
calculations, the commodity groups are assigned numbers 
which form a part of the variable name representing some 
aspect of that commodity group. These digits, in 
conformance with Standard International Trade Classification 
(SITC) goods trade, are 
0 , l  food, beverages and tobacco 
3 mineral fuels 
2,4 other basic materials 
5-9 manufactures and semi-manufactures. 
In addition, the digits 0-9 are used to indicate total 
trade, i.e. the sum of trade in all the above SITC commodity 
groups. 
In the equations that follow, and in our MODEL language 
specification of this model, we adhere to the following 
conventions in the naming of linkage variables: 
X - Exports 
M - Imports 
F - FRANCE (French) 
S - SPAIN (Spanish) 
R - ROW (Rest of World) 
TW - Total World 
P - Price 
V - Value 
k - Commodity Group. 
Thus, for example, TWVXK represents the total world value of 
exports in commodity group k; MFk represents real imports 
in France in commodity group k; and VXSk represents the 
value of exports from Spain in commodity group k. We will 
also use the letters i and j to represent the nations in our 
econometric model, where in the above notation i and j can 
take the values S, F or R. Xik, for example, represents 
real exports in country i for commodity group k; XFik 
represents real exports from France to country i for 
commodity group k. The meaning of further combinations of 
these symbols in this notation should become clear as the 
presentation progresses. 
The first equations in our linkage model use the trade 
share matrices to determine each model's exports as a share 
of its trading partners' imports for each commodity group. 
Recall that the value of imports is defined for SITC groups 
in each model's outward linkage equations. Thus, 
VXijk = aijk * VMjk. 
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That is, the value of exports from country i to country j 
for commodity group k is equal to the product of the market 
share of country i in country j's import market and the 
total value of imports of country j in commodity group k. 
Next, we calculate each model's total value of exports: 
VXik = 1 VXijk. 
j 
That is, the total value of country i's exports in commodity 
group k is equal to the sum of country i's exports to each 
of its j trading partners for commodity group k. 
The world totals are 
TWVXk = 1 VXik. 
i 
That is, total world value of exports in each commodity 
group is equal to the sum of export values in all i 
participating models in that commodity group. 
Next, real imports in each model are calculated by: 
Mjk a C (VXijk/PXik). 
i 
That is, the total volume of real imports for each country j 
is equal to the sum of export volumes to country j by each 
of- its i trading partners. The value of exports from 
country i to country j in commodity group k, VXijk, divided 
by the price of those exports, PXik, is equal to the real 
volume of those exports. 
Next, the price of imports for each country j is given 
b y :  
PMjk = ( V X i j k ) / M j k .  
1 
T h a t  i s ,  t h e  i m p o r t  p r i c e  o f  c o u n t r y  j f o r  commodi ty  g r o u p  k 
i s  e q u a l  t o  t h e  t o t a l  v a l u e  o f  a l l  e x p o r t s  t o  c o u n t r y  j f r o m  
a l l  i t s  i t r a d i n g  p a r t n e r s ,  d i v i d e d  b y  t h e  r e a l  v o l u m e  o f  
i m p o r t s  o f  c o u n t r y  j .  The t o t a l  v a l u e  o f  a l l  e x p o r t s  t o  j ,  
E i  V X i j k ,  r e p r e s e n t s  t h e  t o t a l  v a l u e  o f  j 's i m p o r t s ;  a n d  
t h e  t o t a l  v a l u e  o f  i m p o r t s  d i v i d e d  b y  t h e  v o l u m e  o f  i m p o r t s  
g i v e s  t h e  p r i c e  o f  i m p o r t s  f o r  e a c h  commodi ty  g r o u p .  
N e x t ,  w e  c a n  c a l c u l a t e  t h e  r e a l  e x p o r t  v o l u m e s  o f  e a c h  
c o u n t r y  b y :  
Xjk  = V X j k / ~ X j k ,  
w h e r e  e x p o r t  v o l u m e  i s  s i m p l y  e q u a l  t o  t h e  v a l u e  o f  e x p o r t s  
f o r  e a c h  commodi ty  g r o u p  d i v i d e d  b y  t h e  p r i c e  o f  t h o s e  
e x p o r t s .  
F i n a l l y ,  t h e  r e m a i n i n g  t o t a l  w o r l d  v a r i a b l e s  a r e  
c a l c u l a t e d  b y :  
a n d  
TWXk - C X j k  
j 
Here, t o t a l  w o r l d  v o l u m e  o f  e x p o r t s  i n  e a c h  commodi ty  g r o u p  
k  i s  e q u a l  t o  t h e  sum o f  e x p o r t  v o l u m e s  o f  a l l  t h e  c o u n t r i e s  
i n  t h a t  commodi ty  g r o u p ;  a n d  t o t a l  w o r l d  p r i c e  o f  e x p o r t s  
in any commodity group simply equals the total world value 
of exports in that commodity group divided by the total 
world volume of exports in that commodity group. 
Taken together, these equations completely model 
international trade among our participating econometric 
models. They provide a transformation from each country's 
outward linkages to its inward linkages. In some of the 
equations, sums of values over a country's trading partners 
must be evaluated. For these purposes, each model's trading 
partners are: 
country trading partners 
SPAIN FRANCE, ROW 
FRANCE SPAIN, ROW 
ROW FRANCE, SPAIN, ROW 
Note that ROW, unlike the other models, also trades with 
itself. This is because the ROW model represents an amalgam 
of individual models and their associated international 
trade. 
In all the above equations, it is also implied that the 
relations hold only when all the values referenced refer to 
the same period of simulation. All calculations in the 
linkage model are performed in a standard currency unit, the 
US DOLLAR. 
7 . 2  THE SIMULATION CALCULATIONS 
One possible way to solve the linked world trade model 
described above is to treat the entire model simply as a 
list of equations and to perform huge Gauss-Seidel 
iterations over the entire list of equations until the 
system converges. This method, while conceivable, is 
inefficient in terms of computation time and would soon grow 
extremely impractical as more equations were added to 
explicitly model more individual national and regional 
economies. The full Project LINK system, for example, 
contains some twenty thousand equations. Iterative 
recalculation of these equations in one enormous loop would 
be extremely costly in terms of both memory and CPU time. 
In order to maintain a high degree of modularity, and 
to take advantage of the improved computational efficiency 
of solving simultaneous equations iteratively in tightly 
coupled units, we have organized the world trade model in a 
nested block configuration. The linkage model comprises the 
outer level iterative block, and the individual models 
comprise smaller nested blocks on an inner level. Thus, for 
each iteration of the linkage model, the individual models 
are completely and independently solved in nested 
Gauss-Seidel procedures, using inward linkage values fed in 
by the current iteration values of the outer block. As each 
of the nested models is solved, it communicates outward 
linkages to the central linkage model which, at its next 
iteration, recalculates the world trade distributions for 
feedback once again into the participating models' inward 
linkage equations. This process continues until the linkage 
model and the constituent models within it all satisfy their 
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respective convergence criteria simultaneously, or until 
some maximum number of iterations has been reached without 
achieving convergence. Then either the model has been 
solved for a given period, or appropriate error messages 
warning of divergence are generated, respectively. 
The advantages of such a nested approach to the linked 
model organization and computation include: 
Savings of Memory CPU Time - More efficient 
computation results from smaller, localized iterations of 
tightly coupled sets of equations. Moreover, recall that 
automatic dependency analysis by the MODEL processor leads 
to even smaller iterations as equations which do not need to 
be iteratively recalculated are extracted from the 
simultaneous blocks and removed to higher levels of nesting. 
This further reduces the size and processing requirements of 
the computation. 
Ease of Integration Testing - It is straightforward, -- 
using the nested approach, to experiment with the 
convergence criteria, maximum number of iterations and 
initial parameter values for individual country models. 
This leads to increased understanding of the behavior of the 
constituent models and allows easy integration of models in 
different stages of development, which might require 
stricter or looser convergence criteria depending on their 
respective stages of development. 
Ease of Model Updating - Data for individual models can --- 
be updated separately, and changes in the equations of 
individual models are simple and limited in the scope of 
their effects. Coefficients, time series and constant 
adjustment file changes to individual models need not affect 
the data files of other models, insulating them from 
possible errors in the new data. Changes in equations can 
be seen immediately in the computation results of the 
individual models and the number of local iterations 
required for each of the nested models to converge. 
Other Advantages - of Modularity - Increased modularity 
is accompanied by many other advantages, including better 
readability, understandability, maintainability and greater 
ease of configuration control. Individual models can be 
altered, removed, added or replaced with maximum convenience 
and minimum impact on the remaining participating models. 
7.2.1 RESULTS OF THE SIMULATION 
Using data supplied from the Project LINK international 
econometric database, we used our linked world trade model 
to simulate the period from 1978 to 1982, producing one 
solution per year of the simulation period. Five output 
reports were generated in simulation, shown in Figures 7-2  
through 7-5. Figure 7-2  shows the solutions for SPAIN, 
Figure 7-3  for FRANCE and Figure 7-4 for the trade and 
linkage variables, including ROW solutions. Figure 7-5 
presents two summary reports, one for each of the two 
dynamic constituent national models, SPAIN and FRANCE, 
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Figure 7-2. S o l u t i o n s  of t h e  S p a n i s h  Model. 
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giving values and annual percentage changes for certain key 
variables over the dynamic period of the simulation. The 
solutions in 1 9 7 8 - 1 9 7 9  are given by exogenous values, and 
the dynamic simulation is solved in 1 9 8 0 - 1 9 8 2 .  This gives 
all referenced lagged variables a chance to assume proper 
historical values, as discussed earlier in this report. 
Thus three years of dynamic simulation solutions were 
successfully completed as shown in the summary reports of 
Figure 7-5.  
The results of our simulation were found to be 
internally consistent and satisfactorily close to LINK'S 
solutions after careful review by Project LINK economists. 
Computations were performed on the VAX 1 1 / 7 8 0  of the 
University of Pennsylvania's Department of Computer and 
Information Science. The system was run interactively and 
,- 
was quite efficient, allowing us to experiment profusely 
with convergence criteria, data base parameters, etc. A 
solution of any given year of the dynamic simulation perion 
required approximately five to seven iterations of the 
linkage model to converge, and completed in an average of 
six CPU seconds or less, depending on initial conditions, 
convergence criteria, etc. For each iteration of the 
central linkage section at the outer level of nesting, the 
inner nested models were totally solved, requiring from 
about ten to fifteen iterations each on the first iteration 
of the linkage model, to about two to four iterations after 
the penultimate iteration of the linkage model and just 
before the system as a whole converged. Of cource, the 
actual number of iterations varied as the data bases and 
convergence criteria, etc. were adjusted. 
For a full listing of the MODEL language linked world 
trade model, its corresponding object PL/I program and 
associated documentation produced by the MODEL automatic 
processor, see Appendix 111. The next and final chapter of 
this report presents some conclusions and recommendations at 
the termination of this phase of MODEL research. 
CHAPTER 8 
CONCLUSION 
In this report we have seen how the progress of 
research in econometrics has been impeded by the slow 
advances in econometric modelling software systems, and how 
this situation has given rise to requirements which can be 
satisfied through the use of nonprocedural computational 
specification tools. Modifications to the MODEL automatic 
software generation system fulfilling these requirements 
have been presented. Usefulness of these new tools has been 
verified through the development of a nonprocedural version 
of a small linked world trade model in cooperation with 
Project LINK, and patterned after LINK'S World Trade Model. 
8.1 ACCOMPLISHMENTS OF THE RESEARCH 
This research has demonstrated the usefulness of 
nonprocedural tools in econometric modelling in a variety of 
ways discussed throughout this report. Perhaps the most 
important of these advantages are the increases in 
modularity, efficiency and understandability of econometric 
models generated with the MODEL system. 
Modularity exists in the ability to completely specify 
and test individual econometric models separately before 
concatenating them together simply and easily to form a 
linked trade model. Within individual models, this also 
refers to the ability to specify local data files modularly, 
without necessary regard to the organization of data in 
other models with which any given one is to be linked. 
Modularity leads to increased readability and hence 
understandability of the models and enhances maintainability 
and ease of configuration control of the system. 
Efficiency of econometric models is improved via the 
MODEL system by its unique ability to pare down sets of 
equations to pure simultaneous sets, avoiding unnecessary 
computations, and by its intelligent scheduler, which can 
organize data flow and computational order so as to minimize 
required memory and computing time. 
Understandability of econometric models is inhanced by 
the automatic generation of thorough documentation, the ease 
of experimenting with models produced and the more natural 
tnedency in MODEL to approach a problem from the point of 
view of the data and transformations involved in a 
computational task. 
Aside from these advantages, the use of nonprocedural 
specification systems such as MODEL confer additional 
benefits upon the user. The greatest of these is the 
overall lowering of required expertise in programming and 
computer science required of the MODEL user. He may employ 
natural variable names and the general language of 
mathematics to specify complex computational tasks. He need 
not know or understand the intricacies of procedural 
programming languages and their subtle differences ia 
various implementations. MODEL specifications are more 
concise, natural and easier to write and comprehend than 
procedural programs which perform the same computations. 
Moreover, the addition to the MODEL system of specialized 
knowledge in numerical and statistical analysis relieves the 
user of the burden of specifying the use of these tools in 
great detail. He can simply direct the system to employ 
such techniques and let the automatic processor do the rest. 
The success of the current modifications was confirmed 
by our successful generation of a linked world trade model 
consisting of four modules: a nodel of France, one of 
Spain, a model for the rest of the world and a central 
linkage model simulating trade among the other three. The 
resultant simulation was solved for the five years from 
1978-1982, producing results both internally consistent and 
satisfactorily close to results of the full Project LINK 
World Trade Model after which it was patterned. 
8.2 RECOMMENDATIONS FOR FUTURE WORK 
This phase of MODEL research has been concluded. 
However, there are a number of intriguing possibilities for 
future work in this area which been suggested by this 
research. Among them are: 
-Expansion of the MODEL linked trade model to more 
dynamically model the rest of the world, including the 
addition of a greater number of individual 
country/region models. This would allow us to study 
even more indepth the needs of econometrics, to enable 
us to suggest additional MODEL improvements. 
-Addition of prototype or macro-type report 
description facilities to the MODEL system. Some 
means of specifying a skeletal outline of a report 
format might be devised to enable shortening of 
individual models' output report descriptions when a 
standard format output report for the participating 
models is desired. Such a capability could be 
extended to handle input files as well, to be used 
when common data base organizations are shared by 
several models. This could help to further reduce the 
work required of a modeler in writing a specification. 
-Inclusion of new solution methods for complex 
computations. The ability to automatically 
incorporate a wide variety of numerical and 
statistical techniques would further expand the 
usefulness of MODEL as a tool in the social and 
natural sciences and in engineering. Some 
possibilities are alternative solution methods for 
sets of simultaneous equations, single or multiple 
regression analysis, and optimization of objective 
functions subject to constraints. 
-Additional corroborative research with a variety of 
groups. Just as our work with the economists of 
Project L I N K  has provided insight into the broad 
potential applications of MODEL in economics, so too 
could research with professionals in other areas be 
fruitful. 
-Modifications to the MODEL system to permit 
distributed computations to be performed . As 
communication technology and the field of distributed 
processing continue to progress, nonprocedural tools 
such as MODEL might find widespread novel application. 
In a field such as econometrics, the usefulness of 
MODEL would be expanded if economists in participating 
countries could create and solve simulations of world 
trade without leaving their own countries or shipping 
their models to a remote central location for linkage. 
This topic is the subject of a current report by 
Pnueli and Prywes (1981). 
In conclusion, it appears that MODEL has once again 
proven to be a powerful and general tool for specifying 
computational tasks. 
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APPENDIX I1 
MODEL OUTPUT REPORTS 
FROM COMPILATION OF THE 
SHORT SPANISH MODEL 
MIDEL PFOXSSOR: KRSION UIM 6I.W S W M  ON VAX 11/780 SEPTMBER 17, l%l 15: 23: 25-13 
/~~+rtw--=-/ 
/* SPAIN HOWLE SPECIFICATIM */ 
C 
/ ~ ~ ~ W ~ ~ ~ ~ /  
1 IlIllUE: SPAIN; /+ SPMISH TRADE mtW. *I 
2 
3 SOURCE FILE: SItitlEF; /* SItWTION PCYWmR DEFINITICM FILE */ 
/* FILE DESCRIPTIONS: */ 
/* DESCRIPTION OF SI- FILE */ 
4 S I W  IS FILE (INWTREC); 
5 1-C IS RECQW)(BEGYRIPLSI~~*LAG); 
b BEGYR IS FIELD (PIC'9999'): /* YECLR OF STMT OF S I ~ T I t N  ti 
7 PDSIH IS F I M  (PiC'999'); I* MMBER OF WIIODS IN WR SIrUCITIOW */ 
6 LKi IS FIELD (PIC'999'); It M I M  M)IBER W LAC PERIODS IN rmDa*/ 
9 
10 SaRE FILE: C#FF; /t T R M  NUEL E W l o #  CCEFFICIENTS FILE */ 
/* DESCRIPTION OF COEFF FILE */ 
11 cOmISFILE~COJZEC(73)); 
12 COXC IS RECORD(A); 
13 A IS FIELD (DEC FL(WIT(l0)): 
14 
15 SOlRWX FILE: TIHSERi /* TIE-SERIES 1HISTORIW) DATA FILE */ 
/ f DESCRIPTION OF TIMER FILE * /  
16 TILSER IS FILE (TSREC(I1)); 
17 T S X C  IS R E C O R D ( ~ ~ W ~ N U L P E ~ T S ~ T A ( 1 : 2 0 ~ ) ;  
la VM IS FIELD (cHIIR(~)); /t NWQ OF rm~u VARIABLE t/ 
* 19 VNUn IS FIELD (PIC'5959'); /* NlU€RIC IDOiTIFIER OF VARIABLE */ 
20 WDS IS FIELD (PIc'm'); /* NLHKR OF PERIODS OF TIE t/ 
21 /* SERIES IWITA FOR THIS VARIABLE */ 
22 TSSCITA IS FIELD (PIC'S99.V999'); /* TIE SERIES MTA WUE */ 
B 23 SIZE.TS9CITA = WE; /* ONE MTA WVUE PER PERIOD PER VARIABLE */ 
24 









































