This paper deals with lower bound on the Mean Square Error (MSE). In the Bayesian framework, we present a new bound which is derived from a constrained optimization problem. This bound is found to be tighter than the Bayesian Bhattacharyya bound, the Reuven-Messer bound, the BobrovskyZakaï bound, and the Bayesian Cramér-Rao bound.
INTRODUCTION
The Cramér-Rao bound (CRB) is known to be the most used tool to study the performance of any estimator. Unfortunately, even if the CRB is a good benchmark in the asymptotic areas, i.e. for a large number of observations and/or a large Signal-to-Noise Ratio (SNR), it becomes too weak and too optimistic when the number of observation and/or the SNR decrease. To fill this lack, alternative bounds have been introduce in the literature. These bounds are tighter than the CRB and provide better baselines to study estimator performance. When the parameters are modelled as unknown deterministic quantities, the so-called deterministic bounds are: the CRB, the Bhattacharyya [1] , the Chapman-Robbins [2] , the Barankin [3] and the Abel bound [4] . The CRB and the Bhattacharyya bound account for the small estimation error (near the true value of the parameters). The Chapman-Robbins bound and the Barankin bound account for the large estimation error generally due to the appearance of outliers which creates a performance breakdown of the estimator. In [4] , Abel combines the two kinds of bounds in order to obtain a bound which accounts for both local and large errors. The obtained deterministic Abel bound leads to a generalization of the Cramér-Rao, the Bhattacharyya, the Chapman-Robbins, and the Barankin bounds. On the other hand, when the parameters are modelled as random quantities, the so-called Bayesian bounds are divided in two families [5] : the Ziv-Zakaï family which derives from a binary hypothesis test [6] [7] and This work has been partially performed in the framework of the European Community Contract no. 507325, NEWCOM. the Weiss-Weinstein family which derives, as the deterministic bounds, from a covariance inequality principle [8] . This paper focus on the second family. The main bounds of the Weiss-Weinstein family are: the Bayesian Cramér-Rao [9] , the Bayesian Bhattacharyya [9] , the Bobrovsky-Zakaï [10] , the Reuven-Messer (all parameters random) [11] and the WeissWeinstein bounds [12] . As the deterministic bounds, the Bayesian Cramér-Rao bound and the Bayesian Bhattacharyya bound are small error bounds contrary to the Bobrovsky-Zakaï bound and the Reuven-Messer bound which are large error bounds. The purpose of this paper is to apply the idea of Abel in the Bayesian context, i.e. to derive a bound which combines the Bayesian small and large error bounds. This will be done by the way of a constrained optimization problem introduced in [13] in which the Bayesian bounds of the Weiss-Weinstein family are seen to be the result of the MSE minimization subject to a set of constraints. Each kind of constraints defines a bound of the family. In the proposed paper, a bound is derived by mixing the constraints of the Reuven-Messer bound and the Bhattacharyya bound and, thus, represents a generalization of these bounds. A comparison with bounds of the Weiss-Weinstein family is given. The proposed bound is found to be a better tool to exhibit the well known SNR threshold phenomena.
BACKGROUND

Constrained optimization problem
The best Bayesian bound, given by the conditional mean estimator, can be reformulated as the solution of the following constrained optimization problem:
whereθ is an estimator, p (x, θ) is the joint probability density function, x ∈ Ω is an observation vector, and θ ∈ Θ is a scalar parameter that we want to estimate. In [13] , it is shown that the constraint in (1) is equivalent to a continuum of appropriate linear constraints and that the relaxation of this continuum leads to lower bounds on the MSE as the solution of the following optimization problem
where
The solution of (2) is given by [13] :
T and the element G m,n of the matrix G is given by
Particular choices of the functions g i (x, θ) and of the numbers c i in the problem (2) lead to the bounds of the WeissWeinstein family. In the following, the matrix G is assumed to be non-singular.
Bayesian Bhattacharyya bound
Let us set
T . By setting the following set of K + 1 constraints
and
the solution given by eqn. (3) is
where the element B i,j of the matrix B is given by
This is the Bayesian Bhattacharyya bound of order K [9] . In the particular case where K = 1,
which is the Bayesian Cramér-Rao bound [9] .
Reuven-Messer bound
By setting the following set of K + 1 constraints
with h i ∈ IR for i = 1, ..., K, the solution given by eqn. (3) is
where the element D i,j of the matrix D is given by
This is the Reuven-Messer bound of order K where all parameters are random [11] which can be seen as the Bayesian version of the Barankin bound. In the particular case where K = 1, one obtains
which is the Bobrovsky-Zakaï bound [10] .
THE BAYESIAN ABEL BOUND
Here, we combine the Bayesian Bhattacharyya constraints and the Reuven-Messer constraints. The goal is to provide a bound which takes into account the small and large error bounds. By concatenating both vectors g and c from the Bayesian Bhattacharyya bound of order m and from the Reuven-Messer bound of order r we obtain the following set of m+r +1 constraints
We must now calculate the quadratic form (3). Since 1 The first constraint of the two bounds is the same.
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the matrix G = Ω Θ gg T dθdx can now be written as the following partitioned matrix
where 0 is a column vector of m zeros, 1 is a column vector of r ones, the elements B i,j and D i,j of the matrices B (m × m) and D (r × r) are given by relation (8) and (13), respectively, and the element Γ i,j of the matrix Γ (r × m) is given by
Let us set β = 0
T T where α and h are defined by the relations (6) and (11) is of interest in the relation (3). R is given straightforwardly (see e.g. [14] eqn. A.68) by
where we recognize the term D − 11
T def = J of the ReuvenMesser bound. The Bayesian Abel bound denoted BAB m,r is then given by reducing equation (3) to
After some algebraic effort, one obtains the final form
with
Let's note that the first term of right hand side of (22) is equal to BAB m,0 which is the Bayesian Bhattacharyya bound of order m and that BAB 0,r is the Reuven-Messer bound of order r. In [13] , it is shown that the problem (2) leads to the conditional mean estimator MSE, which is the Bayesian optimal estimator, if the number of constraints tends to infinity. Here, from the increase of constraints, it follows that 2 We assume that lim
the Bayesian Abel bound is (for r and m fixed) a better approximation of the conditional mean estimator MSE than the Bayesian Bhattacharyya bound of order m and the ReuvenMesser bound of order r. The Bayesian Abel bound as the Reuven-Messer bound depends on r free parameters h 1 , ..., h r . Then, a maximization over these parameters is desired to obtain the highest bound. Therefore, the best Bayesian Abel bound is given by BAB m,r = sup h1,...,hr
This multidimensional optimization leads to a huge computational cost. A possible alternative is given by noting that the Bayesian Cramér-Rao bound is a particular case of the Bayesian Bhattacharyya bound with a single derivative and that the Bobrovsky-Zakaï bound is a particular case of the Reuven-Messer bound with a single test point. Therefore, finding a tractable form of the Bayesian Abel bound in the case where m = 1 and r = 1 could be interesting since the obtained bound will be tighter than the Bayesian Cramér-Rao bound and than the Bobrovsky-Zakaï bound with a low computational cost. In this case, equation (24) becomes straightforwardly
Where BCRB is the Bayesian Cramér-Rao bound, BZB is the Bobrovsky-Zakaï bound and
This low cost bound has been introduced in [13] . Equation (25) shows that, if the Bayesian Cramér-Rao bound and the Bobrovsky-Zakaï bound are available, the evaluation of the BAB 1,1 requires only the computation of φ.
SIMULATION RESULTS
The comparison of the Bayesian Abel bound with classical bounds of the same computational cost will be investigated in a classical spectral analysis problem. The model is the following
where x is the observation vector (N × 1), ρ 2 is the SNR, s = 1, e jθ , ..., e j(N −1)θ T is the signal, n is the noise vector (N × 1) which is assumed circular, complex Gaussian with zero mean and covariance matrix I N , and θ is the parameter of interest. The a priori pdf of θ is Gaussian with zero mean and variance σ The SNR threshold prediction is improved by about 6dB (for N = 10) in comparison with the BZB. Extensive simulations (not reported here due to the lack of space) have shown that for critical scenarios with small number of observations the BZB tends to the BCRB without exhibiting the threshold phenomena. Such drawbacks do not appear with the proposed bound.
CONCLUSION
In this paper, a new bound on the mean square error has been investigated. This bound can be seen as the Bayesian version of the deterministic Abel bound. The proposed bound combines the small and large error bounds. It is a non-linear mixture of the Bayesian Bhattacharyya bound and of the ReuvenMesser bound and is found to be higher than these two bounds without increasing the computational cost. A trackable form of the bound is given for m = r = 1. This form is higher than the Bayesian Cramér-Rao bound and than the BobrovkyZakaï bound for about the same complexity. Simulation results show the better ability to the proposed bound to predict the SNR threshold phenomena in comparison with the others.
