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En informatique, les images sont nume´riques et donc compose´es de pixels en 2D et
de voxels en 3D. Dans une sce`ne virtuelle 3D, il est impossible de manipuler directement
les objets comme des ensembles de voxels en raison du trop gros volume de donne´es. Les
objets sont alors polye´drise´s, c’est-a`-dire remplace´s par une collection de facettes. Pour ce
faire, il est primordial de savoir de´cider si un sous-ensemble de voxels peut eˆtre transforme´
en une facette dans la repre´sentation polye´drique. Ce proble`me est appele´ reconnaissance
de plans discrets. Pour le re´soudre, nous mettons en place un nouvel algorithme spe´-
cialement adapte´ pour les ensembles de voxels denses dans une boite englobante. Notre
me´thode atteint une complexite´ quasi-line´aire dans ce cas et s’ave`re efficace en pratique.
En paralle`le, nous nous inte´ressons a` un proble`me algorithmique annexe intervenant dans
notre me´thode de reconnaissance de plans discrets. Il s’agit de calculer les deux enveloppes
convexes des points de Z2 contenus dans un domaine vertical borne´ et situe´s de part et
d’autre d’une droite quelconque. Nous proposons une me´thode de complexite´ optimale et
adaptative pour calculer ces enveloppes convexes. Nous pre´sentons le proble`me de ma-
nie`re de´tourne´e : de´terminer le nombre rationnel a` de´nominateur borne´ qui approxime
au mieux un nombre re´el donne´. Nous e´tablissons le lien entre ce proble`me nume´rique et
son interpre´tation ge´ome´trique dans le plan. Enfin, nous proposons inde´pendamment un
nouvel algorithme pour calculer l’e´paisseur d’un ensemble de points dans le re´seau Zd.
Notre me´thode est optimale en 2D et gloutonne mais efficace en dimension supe´rieure.
Mots cle´s
Ge´ome´trie discre`te, ge´ome´trie algorithmique, polye´drisation, plan discret, enveloppe




Optimal Polyhedral Simplification for Rendering
Abstract
In computer science, pictures are digital and so, they are composed of pixels in 2D or of
voxels in 3D. In 3D virtual scenes, we cannot directly manipulate objects as sets of voxels
because the data are too huge. As a result, the objects are transformed into polyhedra,
i.e. collections of facets. For this, we must be able to decide if a subset of voxels can be
replaced by a facet in the polyhedrisation. This problem is called digital plane recognition.
To solve it, we design a new algorithm especially adapted for sets of voxels which are dense
in a bounding box. Our method achieves a quasi-linear worst-case time complexity in this
case and it is efficient in practice. In parallel, we study another algorithmic problem which
occures in our digital plane recognition algorithm. It is computing the two convex hulls
of grid points lying in a bounded vertical domain and located on either side of a straight
line. We propose an optimal time complexity method to compute these convex hulls and
which is also output sensitive. We present the problem in a different way : find the rational
number of bounded denominator that best approximates a given real number. We establish
the link between this numerical problem and geometry. Finally, we independently propose
a new algorithm to compute the lattice width of a set of points in Zd. Our method is
optimal in 2D and is greedy but efficent in higher dimension.
Keywords
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Un Petit Morceau de ma Vie
A` mon entre´e a` l’universite´, si quelqu’un m’avait dit qu’en 2009 je soutiendrais ma the`se
de doctorat en informatique, je ne l’aurais probablement pas cru. A` l’e´poque, j’ai une vision
assez re´duite de l’informatique car je la connais mal. Mon baccalaure´at scientifique en
poche, je me lance alors dans des e´tudes universitaires sans trop en connaˆıtre la finalite´. Un
conseiller d’orientation m’indique un DEUG en Mathe´matiques et Informatique Applique´s
aux Sciences... Je me lance, meˆme si le mot“informatique”me fait un peu peur. Apre`s tout,
j’aime bien les mathe´matiques. De plus, ce qui me motive, c’est la perspective de pouvoir
devenir enseignante et c¸a ne me semble pas incompatible. Tre`s vite, les enseignements
en informatique m’ont interpelle´e, en particulier l’algorithmique, probablement en grande
partie graˆce a` des enseignants tre`s motive´s et convaincants. Je choisis donc de poursuivre
mes e´tudes en informatique avec une licence et une maˆıtrise.
De fil en aiguille, je m’essaie a` la recherche scientifique et je de´couvre plus pre´cise´-
ment le me´tier d’enseignant chercheur. C’est exactement ce que je veux devenir, j’ai enfin
trouve´ ma voie. Meˆme si mes enseignants me mettent en garde de la difficulte´ a` pratiquer
la recherche en France de nos jours, je me lance dans un master recherche en Informatique
Fondamentale et je de´couvre lors d’un cours d’option la ge´ome´trie discre`te. J’effectue alors
mon stage de recherche dans ce domaine et prends de´finitivement gouˆt a` cette discipline.
Ne parvenant pas de`s la fin de mon master a` de´crocher une bourse pour une the`se dans
ce domaine, j’enchaˆıne avec un second master en Imagerie, Vision et Robotique. Ce que
je veux faire, c’est une the`se en ge´ome´trie discre`te et si ce n’est pas cette anne´e, ce sera
l’anne´e prochaine. Il n’est pas question de revoir maintenant mes objectifs. En 2006, je
de´croche enfin une bourse de the`se pour effectuer des recherches en ge´ome´trie discre`te et
algorithmique. C’est en re´gion parisienne, mais c¸a vaut le coup.
La Ge´ome´trie... Discre`te
Quand on me demande quel est mon domaine de recherche, je re´ponds que je tra-
vaille en ge´ome´trie discre`te. Les gens me re´torquent souvent : “De la ge´ome´trie ? Mais
alors tu fais des maths, je croyais que tu faisais de l’informatique !”. Eh bien justement, la
ge´ome´trie discre`te re´sulte de la rencontre de la ge´ome´trie du continu avec l’informatique
ou plutoˆt avec le monde nume´rique. Mais avant de de´finir plus pre´cise´ment la ge´ome´trie
discre`te, revenons quelques instants sur les origines de la ge´ome´trie classique.
De`s le pale´olithique, l’homme pre´historique cre´e des formes ge´ome´triques dans ses
peintures et gravures, sur des supports plats et cylindriques comme les murs des grottes
ou les os d’animaux. Il taille e´galement les pierres et fac¸onne ainsi des outils mettant















Fig. 1 – Syste`me de Nicomaque de Ge´rase
que beaucoup plus tard. Dans la grande encyclope´die de Diderot et D’Alembert (1751-
1772), on trouve : “La ge´ome´trie est la science des proprie´te´s de l’e´tendue(...). Ce mot
est forme´ de deux mots grecs, γǫ ou γαια, terre, et µǫτρια, mesure ; et cette e´tymologie
semble nous indiquer ce qui a donne´ naissance a` la ge´ome´trie : imparfaite et obscure
dans son origine comme toutes les autres sciences, elle a commence´ par une espe`ce de
taˆtonnement, par des mesures et des ope´rations grossie`res, et s’est e´leve´e peu a` peu a` ce
degre´ d’exactitude et de sublimite´ ou` nous la voyons.”. Le mot ge´ome´trie apparaˆıt pour
la premie`re fois dans un livre d’He´rodote vers 445 avant JC. Selon lui, la ge´ome´trie est
originaire d’E´gypte. Le roi Se´sostris aurait de´cide´ de partager les terres en parcelles et de
distribuer un lot a` chaque habitant en e´change d’une redevance annuelle. Les crues du Nil
recouvrant parfois une partie des parcelles, les terrains restants auraient e´te´ mesure´s afin
de diminuer proportionnellement l’impoˆt. La ge´ome´trie serait donc bien lie´e a` l’origine a`
la mesure des terres. Cependant, la Gre`ce antique est plutoˆt conside´re´e comme le berceau
de la ge´ome´trie. Les Grecs auraient ramene´ ce savoir chez eux. Il s’agirait peut eˆtre de
Thale`s dont la le´gende raconte qu’il aurait impressionne´ le roi Amasis en mesurant les
pyramides e´gyptiennes graˆce a` leur ombre. Malheureusement, la plupart des e´crits de
cette e´poque sont perdus. Nous savons que la ge´ome´trie est enseigne´e de`s le Ve sie`cle
a` Athe`nes et constitue alors une discipline des mathe´matiques a` part entie`re. Platon
organise un syste`me mathe´matique selon quatre spe´cialite´s : l’arithme´tique, la ge´ome´trie,
l’astronomie et l’harmonique (the´orie mathe´matique des intervalles musicaux). Par la
suite, Nicomaque de Ge´rase tente de justifier ce syste`me par la philosophie en distinguant
le discret du continu, l’en-soi et le relatif ainsi que l’immobile et le mouvement (voir la
figure 1). Nous remarquons que dans ce syste`me la ge´ome´trie est uniquement associe´e au
continu. Nicomaque de Ge´rase aurait-il imagine´ que cela puisse eˆtre autrement dix-huit
sie`cles plus tard ?
Le premier texte ge´ome´trique connu est E´le´ments d’Euclide au IIIe sie`cle avant JC
(voir la figure 2). Il comporte treize livres principalement consacre´s a` la ge´ome´trie mais
incluant e´galement trois livres d’arithme´tique traitant de la the´orie des nombres. Ces livres
sont a` l’origine de la ge´ome´trie euclidienne bien connue de nos jours.
Faisons a` pre´sent un grand, voire un e´norme, saut dans le temps qui nous ame`ne aux
anne´es 1960-1970, e´poque de l’e´mergence de la ge´ome´trie discre`te sous l’impulsion du
de´veloppement de l’informatique. Les images manipule´es par ordinateurs sont dites nu-
me´riques et sont constitue´es de pixels en dimension 2 ou de voxels en dimension 3. Nous
reviendrons plus en de´tail sur ces notions dans la section 1.1.1. Conside´rons des images
en 2D par exemple. Les pixels sont dispose´s de manie`re re´gulie`re de fac¸on a` couvrir le
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Fig. 2 – Les E´le´ments d’Euclide
support permettant d’afficher les images, a` savoir l’e´cran de l’ordinateur. Ce support est
appele´ espace discret. Les pixels peuvent eˆtre assimile´s a` des diodes lumineuses et ainsi un
pixel allume´ appartient a` l’objet discret et un pixel e´teint ne lui appartient pas. Dans les
images nume´riques, les objets ge´ome´triques que nous connaissons dans le continu n’ont
plus vraiment la meˆme allure et surtout, ils n’ont plus les meˆmes proprie´te´s. Par exemple,
un segment de droite dans le continu correspond a` une infinite´ de points a` coordonne´es
re´elles. Dans l’espace discret en revanche, il correspond a` un nombre fini de pixels allume´s
dessinant un morceau de courbe “plus ou moins droit” appele´ segment de droite discre`te.
De plus, les nombres re´els n’existent pas dans un espace discrets et les pixels sont exprime´s
avec des coordonne´es entie`res. La ge´ome´trie discre`te a donc e´te´ cre´e´e pour caracte´riser les
nouveaux objets ge´ome´triques dans l’espace discrets et eˆtre capable de les manipuler graˆce
a` des algorithmes adapte´s. Nous devons les fondements de la ge´ome´trie discre`te a` Azriel
Rosenfeld au de´but des anne´es 1970 (voir par exemple [Ros70]). La ge´ome´trie discre`te est
une nouvelle branche des mathe´matiques et l’e´tude des structures discre`tes rele`vent de
la combinatoire ou encore de l’arithme´tique. Donc, lorsqu’on me demande si je fais des
mathe´matiques ou de l’informatique, je re´ponds : “Un peu des deux !”. Ceci n’e´claire pas
toujours mes interlocuteurs mais pourtant c’est un peu c¸a, la ge´ome´trie discre`te.
Pre´sentation du Sujet de The`se
Cette the`se de doctorat a e´te´ rendue possible graˆce a` une bourse de la DGA (De´le´-
gation Ge´ne´rale pour l’Armement) et a pour titre “Simplification polye´drique optimale
pour le rendu”. De nos jours, l’ensemble des pe´riphe´riques de re´alite´ virtuelle utilisent un
mode`le polye´drique. Ainsi, la surface d’un objet tri-dimensionnel est de´crite comme une
collection de facettes triangulaires repre´sentant la forme globale de l’objet. Par la suite,
des textures sont plaque´es sur ces facettes afin de synthe´tiser l’image finale. Cette e´tape
est commune´ment appele´e le rendu. L’information ge´ome´trique de l’objet doit eˆtre repre´-
sente´e avec un maximum de vraissemblance afin de favoriser l’effet d’immersion dans le
monde virtuel et e´viter des images trop artificielles. Selon l’e´loignement de l’objet dans
la sce`ne virtuelle, le polye`dre associe´ comportera plus ou moins de facettes. Par exemple,
pour un objet positionne´ au premier plan, nous utiliserons une description de l’ordre de
mille facettes contre une cinquantaine seulement pour un objet vu d’une dizaine me`tres.
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Techniquement, les me´thodes de simplification actuelles utilisent un crite`re d’approxi-
mation mathe´matique a` partir d’une description des objets en surfaces complexes telles
que les Nurbs. Ces approches fournissent des re´sultats mathe´matiquement valides mais
ne fournissent aucun controˆle sur le rendu des objets et produisent donc des re´sultats
visuellement approximatifs. Lilian Buzer a initie´ ces dernie`res anne´es une the´matique de
recherche sur la simplification ge´ome´trique spe´cifiquement adapte´e aux pe´riphe´riques dis-
crets. Se basant sur le fait que la pre´cision du rendu est intrinse`quement limite´e par celle
du pe´riphe´rique d’affichage, L. Buzer fournit en 2002 le premier algorithme permettant
de simplifier des objets polygonaux suivant un e´cart maximal d’un demi-pixel [Buz02].
Il obtient ainsi un algorithme quasi-line´aire alors que les approches existantes e´taient au
mieux quadratiques.
La re´alite´ virtuelle a une importance majeure pour la pre´paration a` la de´fense puis-
qu’elle est utilise´e dans le cadre de simulations de tirs de missiles, par exemple. L’e´va-
luation de la chaˆıne de guidage terminal des missiles tactiques est indispensable pour
la maˆıtrise des risques techniques sur les programmes de missiles de croisie`re (SCALP-
EG, MDCN), sol-air (MISTRAL RMV) ainsi que pour la pre´paration des futurs de´fis
technologiques (DAMB, Missile de Combat Terrestre, autodirecteurs multispectraux). Le
nombre de tirs de missiles e´tant re´duit de´sormais dans les programmes pour des raisons
e´conomiques, une orientation forte vers la qualification par simulation a e´te´ prise par la
DGA. La simulation hydride qui permet de ve´rifier les performances des autodirecteurs
infrarouges en laboratoire ne´cessite l’utilisation de moyens de projection d’images IR de
synthe`se des cibles dans leur environnement. La repre´sentativite´ de ces images vis a` vis de
la re´alite´ doit encore eˆtre ame´liore´e pour garantir la pre´cision des simulations et in fine la
qualite´ des re´sultats d’e´valuation des performances des autodirecteurs. Le premier objectif
de cette the`se e´tait d’e´tendre les re´sultats obtenus par Lilian Buzer a` la dimension 3 en
fournissant des me´thodes de complexite´ optimale. Par ailleurs, le but e´tait d’imple´menter
ces algorithmes dans les logiciels utilise´s par le service de la DGA concerne´.
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Pre´sentation des Travaux
Les images tri-dimensionnelle dont nous disposons sont ge´ne´ralement acquises par
capteurs nume´riques et correspondent a` un ensemble de voxels (e´quivalent du pixel en
3D). Les voxels sont assimilables a` des points a` coordonne´es entie`res dans l’espace tri-
dimensionnel, dispose´s sur une grille re´gulie`re. Avant la mise en place d’une me´thode
finale de polye´drisation ou de simplification polye´drique a` partir de ces images, il convient
de posse´der au pre´alable un algorithme efficace de reconnaissance de plans discrets. Cette
proble´matique consiste a` de´terminer si un ensemble de points dans Z3, e´galement appele´
ensemble de voxels, correspond a` la discre´tisation d’un morceau de plan euclidien. La
reconnaissance de plans discrets est donc utilise´e pour de´cider si une partie d’un objet
discret est plate, et par extension, pour polye´driser un objet discret. En effet, si un sous-
ensemble de voxels correspond a` une partie plate de l’objet, alors il pourra eˆtre remplace´
par une facette dans la polye´drisation finale. De plus, il est possible de relaxer le crite`re
de planitude en conside´rant des morceaux de plans discrets plus ou moins e´pais en vue
de polye´drisation plus grossie`res. La reconnaissance de plans discrets est un proble`me
largement e´tudie´ en ge´ome´trie discre`te (voir [BCK07]). Ces approches sont ge´ne´ralement
en relation avec la programmation line´aire [Buz03, Meg84, ST91, BD07], les enveloppes
convexes et la ge´ome´trie algorithmique [DR95, DRR94, PS85, VC00, Kim84, KS91, ST91],
l’optimisation combinatoire [DR95, DRR94, FST96, GDRZ05, Rev95, VC00] ou encore la
proprie´te´ de re´gularite´ [Vee94, Vee93]. La plupart des me´thodes existantes ne combinent
pas a` la fois une complexite´ inte´ressante dans le pire cas et une efficacite´ en pratique.
En 2006, L. Buzer propose une nouvelle me´thode [Buz06] atteignant une complexite´ dans
le pire cas en O(n log2 D) ou` D − 1 repre´sente la plus grande longueur d’une boite en-
globant l’ensemble de points. De plus, sa me´thode reconnaˆıt un ensemble dense de 106
points en environ 360 ite´rations line´aires. La me´thode de Buzer transforme le proble`me
de reconnaissance de plans discrets na¨ıfs en un proble`me de re´alisabilite´ sur une fonction
convexe bi-dimensionelle dite fonction e´paisseur. Par conse´quent, cette me´thode ne prend
en compte que deux parame`tres et elle utilise des techniques ge´ome´triques planaires afin
de de´terminer si l’espace des solutions 2D est vide. Pour re´soudre le proble`me de re´alisabi-
lite´, elle combine l’oracle de Megiddo et une recherche dichotomique mono-dimensionnelle.
Nous nous sommes propose´s de reprendre cette me´thode et d’en ame´liorer a` la fois la com-
plexite´ dans le pire cas et l’efficacite´ en pratique. Le principal changement apporte´ consiste
en l’utilisation d’une proprie´te´ du centre de gravite´ durant la re´solution du proble`me de
re´alisabilite´. Ceci rame`ne la complexite´ globale de la me´thode a` O(n logD). De plus,
des ame´liorations pratiques nous permettent de re´duire le nombre d’ite´rations de la me´-
thode a` seulement une dizaine pour un ensemble de 106 points. Ce travail a donne´ lieu
a` une premie`re publication scientifique [CB08a], une seconde e´tant en cours d’e´laboration.
Comme nous l’avons e´voque´, la me´thode de reconnaissance de plans discrets propose´e
re´soud un proble`me de re´alisabilite´ sur une fonction convexe bi-dimensionnelle appele´e
fonction e´paisseur et note´ ep. Nous cherchons a` de´terminer un point u du domaine de
recherche tel que ep(u) est strictement infe´rieure a` 1. Pour cela, un domaine de recherche
bi-dimensionnel est initialise´ comme un rectangle sur une grille re´gulie`re. Le pas de discre´-
tisation est choisi de fac¸on a` s’assurer que si le proble`me est re´alisable, alors au moins un
point a` coordonne´es entie`res de l’espace de recherche discre´tise´ est solution du proble`me.
A` l’initialisation, le domaine de recherche correspond donc a` un polygone convexe a` som-
mets porte´s par la grille. Par la suite, le centre de gravite´ du domaine de recherche est
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calcule´ et la fonction e´paisseur est e´value´e en ce point. Si la fonction e´paisseur en ce point
est strictement infe´rieure a` 1, alors le proble`me est re´alisable et l’algorithme se termine.
Si ce n’est pas le cas, l’algorithme e´limine une partie du domaine de recherche. Pour cela,
il le coupe par une droite passant par le centre du gravite´. Le domaine de recherche en re´-
sultant correspond donc toujours a` un polygone convexe, mais ses sommets correspondent
alors a` des points a` coordonne´es rationnelles dont le nume´rateur et le de´nominateur ne
cesseront de croˆıtre au fil des ite´rations. Pour assurer l’efficacite´ de la me´thode, il est in-
dispensable de conserver a` chaque ite´ration un domaine de recherche convexe a` sommets
entiers. Pour cela, il est ne´cessaire de savoir calculer l’enveloppe convexe des points de la
grille situe´s a` l’inte´rieur de domaine de recherche apre`s chaque coupe. En re´alite´, cette
enveloppe convexe n’est a` reconstruire que le long de trois coˆte´s du domaine de recherche :
le coˆte´ porte´ par la droite de coupe et les deux coˆte´s qui lui sont adjacents. Nous avons
donc recherche´ dans la litte´rature des algorithmes calculant une telle enveloppe convexe.
Malheureusement, peu de recherches ont e´te´ mene´es dans ce domaine. Nous sommes fi-
nalement parvenu a` trouver un algorithme propose´ par Harvey dans [Har99] qui utilise
la the´orie des nombres et en particulier l’interpre´tation ge´ome´trique de la de´composition
en fractions continues de la pente de la droite de coupe. Cette me´thode a une complexite´
logarithmique en la taille des coefficients des droites portant les coˆte´s du domaine de re-
cherche. Cependant, cette me´thode n’est pas e´vidente a` programmer. Par ailleurs, devant
le peu de re´sultats trouve´s dans la litte´rature, nous avons eu envie de mener nos propres
recherches concernant cette proble´matique, celle-ci nous paraissant importante dans le
domaine de la ge´ome´trie discre`te et algorithmique. Pour cela, nous avons conside´re´ le
proble`me de fac¸on un peu diffe´rente.
Nous conside´rons le proble`me suivant : de´terminer le nombre rationnel a` de´nominateur
borne´ qui approxime au mieux un nombre re´el a donne´. Plus formellement, il s’agit de
trouver le nombre rationnel de la forme p/q qui approxime au mieux le re´el a tel que son
de´nominateur q appartienne a` l’intervalle entier borne´ [b, b′]. Le proble`me ge´ome´trique cor-
respondant consiste a` de´terminer le point a` coordonne´es entie`res situe´s dans un domaine
vertical D de la forme {(x, y) ∈ R2|b ≤ x ≤ b′} tel que la droite passant par l’origine
et par ce point approxime au mieux la droite L de pente a passant par l’origine. Nous
remarquons que le point associe´ a` la meilleure approximation correspond a` un sommet
des enveloppes convexes des points de la grille situe´s au-dessus ou en dessous de la droite
L et appartenant au domaine vertical D. Par conse´quent, si nous connaissons les sommets
de ces deux enveloppes, nous pouvons facilement de´terminer la droite approximante que
nous recherchons. Pour calculer ces deux enveloppes convexes, nous avons trouve´ dans la
litte´rature deux algorithmes. La premie`re me´thode est celle d’Harvey et a une complexite´
en O(log(b′)). Cependant, cette complexite´ peut eˆtre ame´liore´e surtout si b′ est beaucoup
plus grand que la largeur du domaine D. La seconde me´thode utilise la ge´ome´trie algorith-
mique comme l’algorithme propose´ par Balza-Gomez et al. dans [BGMM99] qui atteint
une complexite´ en temps de O(log(b′ − b)). Nous proposons une nouvelle me´thode pour
calculer ces deux enveloppes convexes. Notre me´thode combine a` la fois la the´orie des
nombres et la ge´ome´trie algorithmique. Notre algorithme pre´serve la complexite´ optimale
en temps de la me´thode de Balza-Gomez. Notons que notre me´thode est la premie`re dont
la complexite´ de´pend e´galement de la taille de la sortie. Un tel algorithme est qualifie´
de output sensitive ou algorithme adaptatif. En effet, notre me´thode calcule un sommet
d’une des deux enveloppes convexes a` chaque ite´ration. Les ite´rations s’exe´cutant en temps
constant, notre me´thode a une complexite´ en O(h) ou` h repre´sente le nombre de sommets
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des deux enveloppes convexes calcule´es. De plus, l’algorithme re´sultant est plus simple
et s’ave`re donc plus adapte´ pour l’imple´mentation. Notre me´thode fonctionne e´galement
lorsque la droite L ne passe pas par l’origine et lorsque le domaine est borne´ par des
droites non-verticales. Par conse´quent, elle s’adapte parfaitement lors de la reconstruction
du domaine de recherche pour le proble`me de reconnaissance de plans discrets. Ce travail
a donne´ lieu a` trois publications scientifiques [CB08c, CB08b, CB09].
Lors de la troisie`me anne´e de the`se, nous avons e´te´ invite´s par Fabien FESCHET,
professeur au laboratoire LAIC (Laboratoire d’Algorithmique et Image de Clermont), a`
collaborer avec lui. F. Feschet propose dans [Fes06] un premier algorithme planaire pour
le calcul de l’e´paisseur d’un ensemble de points dans un re´seau avec une interpre´tation
ge´ome´trique. Sa me´thode s’exe´cute en O(n log n) avec n le nombre de points de l’ensemble
conside´re´. Par la suite, F. Feschet a eu l’ide´e d’une nouvelle me´thode planaire s’exe´cutant
en temps line´aire suivant le nombre de points de l’ensemble. Cependant, aucune publica-
tion n’avait encore vu le jour et le but de cette collaboration e´tait de formaliser de manie`re
pre´cise sa me´thode et d’e´tendre ces re´sultats en toute dimension. Nos travaux communs
nous ont permis de formaliser de manie`re pre´cise la me´thode propose´e en toute dimension.
De plus, l’algorithme re´sultat est line´aire suivant le nombre de points de l’ensemble en
2D, cette complexite´ e´tant optimale. Dans le cas ou` la dimension est quelconque, nous
avons propose´ une me´thode gloutonne qui s’ave`re efficace en pratique. Ce travail a donne´
lieu a` une publications scientifiques [CBF09].
Le lecteur remarquera que les travaux mene´s durant cette the`se sont assez varie´s mais
ne remplissent pas tous les objectifs e´tablis dans le sujet de the`se DGA au de´but de
l’e´tude. Cependant, les re´sultats propose´s ont donne´ lieu a` plusieurs publications ce qui
confirme leur valeur scientifique dans les domaines de la ge´ome´trie disce`te et de la ge´ome´-
trie algorithmique. De plus, suite a` des re´unions en pre´sence des suiveurs de la DGA, nous
nous sommes aperc¸us qu’il e´tait tre`s difficile d’imple´menter quelque algorithme que ce soit
dans les logiciels utilise´s par la DGA, ceci ne´cessitant le de´placement du programmeur
sur les sites meˆme de la DGA et nuisant alors au bon de´roulement de la the`se. Ceci e´tant,
l’ensemble de ces travaux ont rec¸u un avis favorable par la commission de se´lection des
bourses DGA.
Plan du Me´moire
Dans un premier chapitre, nous pre´sentons quelques outils fondamentaux de la ge´o-
me´trie discre`te et de la ge´ome´trie algorithmique. A` cette occasion, nous introduisons les
espaces discrets comme des grilles re´gulie`res dans lesquelles les objets sont toujours expri-
me´s graˆce a` des nombres entiers. Nous pre´sentons e´galement un groupe de transformations
particulie`res dites transformations unimodulaires ou transvections permettant de transfor-
mer les objets discrets dans des espaces nume´riques. Par la suite, nous revenons en de´tail
sur la the´orie des nombres, une branche des mathe´matiques qui e´tudie les proprie´te´s com-
binatoires des nombres entiers. Nous e´tudions dans cette partie l’identite´ de Bezout et les
fractions continues et nous cherchons a` corre´ler leur interpre´tation nume´rique et ge´ome´-
trique. Dans cette meˆme section, nous pre´sentons quelques unes des principales me´thodes
de construction d’enveloppes convexes dans le plan. En effet, la construction d’enveloppes
convexes est un outil fondamental en ge´ome´trie algorithmique qui me´rite une attention
particulie`re dans ce me´moire. A` la fin du premier chapitre, nous de´dions une section au
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the´ore`me de Pick, fondamental pour le de´nombrement en ge´ome´trie discre`te, et nous pre´-
sentons brie`vement un proble`me bien connu en programmation line´aire en nombres entiers
appele´ proble`me du sac a` dos dont l’e´tude est lie´e au calcul d’enveloppes convexes sur des
grilles discre`tes. Ces diffe´rents outils sont utilise´s dans les re´sultats de´crits dans le chapitre
suivant.
Dans le chapitre 2, nous pre´sentons un des principaux re´sultats obtenus durant cette
the`se. Nous de´crivons l’algorithme propose´ pour de´terminer le nombre rationnel a` de´no-
minateur borne´ qui approxime au mieux un nombre re´el a donne´. Comme explique´ en
amont, l’e´quivalent ge´ome´trique de ce proble`me consiste a` de´terminer le point a` coordon-
ne´es entie`res situe´ dans un domaine vertical D de la forme {(x, y) ∈ R2|b ≤ x ≤ b′} tel que
la droite passant par l’origine et par ce point approxime au mieux la droite L de pente a
passant par l’origine. Notre algorithme consiste a` de´terminer les sommets des enveloppes
convexes des points de la grille situe´s au-dessus ou en dessous de la droite L et apparte-
nant au domaine vertical D. Apre`s une description pre´cise du proble`me, nous pre´sentons
deux me´thodes efficaces existantes pour calculer ces enveloppes et nous de´crivons notre
nouvel algorithme. Enfin, nous mettons en e´vidence deux applications de notre me´thode.
L’une d’entre elles est la reconstruction d’un polygone convexe a` sommets porte´s par la
grille apre`s une coupe par une droite quelconque.
Nous proposons alors dans le chapitre 3 diffe´rentes manie`res de de´finir un morceau
de plan discret, et en particulier un morceau de plan discret na¨ıf. Nous de´taillons alors
un panel de diffe´rentes me´thodes existantes pour la reconnaissance de plans discrets. Cet
e´tat de l’art recense les algorithmes suivant trois cate´gories : ceux utilisant la ge´ome´trie
algorithmique et en particulier des calculs d’enveloppes convexes, ceux mettant en oeuvre
la programmation line´aire et enfin ceux n’entrant dans aucune des deux premie`res cate´-
gories comme l’algorithme utilisant le crite`re de re´gularite´. Cette e´tat de l’art permet de
mettre le doigt sur les de´ficiences des me´thodes existantes avant d’exposer notre propre
algorithme dans le chapitre suivant.
Nous de´crivons donc en de´tail dans le chapitre 4 notre nouvelle me´thode de reconnais-
sance de plans discrets na¨ıfs. Cette me´thode revient a` re´soudre un proble`me de re´alisabilite´
sur une fonction convexe bi-dimensionnelle. Nous de´crivons et justifions chaque e´tape de
notre algorithme puis nous e´tudions sa complexite´ en temps. Nous de´crivons de plus une
version incre´mentale de notre me´thode. Nous proposons enfin des re´sultats expe´rimentaux
mettant en e´vidence l’efficacite´ en pratique de notre algorithme dans le cas incre´mental
et non-incre´mental graˆce a` des ame´liorations pratiques.
Le chapitre 5 est un peu de´tache´ du reste du me´moire puisqu’il pre´sente les re´sultats
obtenus lors de notre collaboration avec F. Feschet. Nous de´finissons dans ce chapitre
l’e´paisseur d’un objet discret par rapport au re´seau classique Zd et nous de´crivons l’al-
gorithme propose´ par F. Feschet dans [Fes06] pour calculer une telle e´paisseur dans le
plan. Nous de´taillons alors notre nouvelle me´thode, d’abord dans le cas planaire ou` la





1.1 Espaces Discrets et Transformations Unimodu-
laires
1.1.1 Introduction aux Espaces Discrets
En ge´ome´trie discre`te, tous les calculs se font avec des entiers. Les objets ge´ome´triques
que nous manipulons comme les points, les droites ou encore les plans doivent donc tou-
jours pouvoir eˆtre exprime´s graˆce a` des entiers. Ceci implique qu’un point en ge´ome´trie
discre`te a toujours des coordonne´es entie`res et appartient donc a` Zd. Nous parlons ge´ne´ra-
lement de point entier ou de point discret pour de´signer un point a` coordonne´es entie`res.
En dimension 2 et 3, les points entiers sont ge´ne´ralement assimile´s respectivement a` des
pixels et a` des voxels . Le pixel correspond a` l’unite´ de surface utilise´e pour mesurer les
images nume´riques et son nom vient de l’anglais picture element. Il correspond ge´ne´ra-
lement a` un rectangle mais peut eˆtre assimile´ a` un carre´ dans le cadre de notre e´tude.
Dans ce cas, lorsqu’on conside`re les points d’une image discre`te cela revient a` conside´rer
les centres des pixels qui composent l’image. Le voxel est l’analogue 3D du pixel.
En dimension 2, nous de´finissons le 4-voisinage et le 8-voisinage des points entiers, et
donc des pixels. Le 4-voisinage d’un point p de Z2 est note´ V4(p) et correspond aux quatre
points de Z2 obtenus a` partir de p graˆce a` un de´placement horizontal ou vertical. Le
8-voisinage d’un point p de Z2 est note´ V8(p) et correspond aux points de V4(p) auxquels
nous ajoutons les quatre points de Z2 obtenus a` partir de p graˆce a` un de´placement en
diagonale. Nous rappelons que la norme 1 d’un vecteur u = (u1, · · · , ud) note´e ||u||1 est
e´gale a` |u1|+· · ·+|ud| et que sa norme a` l’infini note´e ||u||∞ est e´gale a` max(|u1|, · · · , |ud|).
La figure 1.1 illustre ces voisinages 2D. Plus formellement, les voisinages en 2D sont de´finis
de la manie`re suivante :
Pour tout p ∈ Z2, V4(p) = {q ∈ Z2 : q 6= p, ||pq||1 ≤ 1}
Pour tout p ∈ Z2, V8(p) = {q ∈ Z2 : q 6= p, ||pq||∞ ≤ 1}
De fac¸on analogue, les points entiers en 3D admettent un 6, 18 et 26-voisinage (voir
figure 1.2) de´finis de la manie`re suivante :



























































































































































































































































































































































































































































































































































































































Fig. 1.2 – Voisinage des points en 3D
Pour tout p ∈ Z3, V18(p) = {q ∈ Z3 : q 6= p, ||pq||∞ ≤ 1 et ||pq||1 ≤ 2}
Pour tout p ∈ Z3, V26(p) = {q ∈ Z3 : q 6= p, ||pq||∞ ≤ 1}
Deux points p et q de Zd sont k-voisins si q ∈ Vk(p). Ceci implique alors que p ∈ Vk(q).
L’ensemble des points discrets 2D et 3D sont ge´ne´ralement dispose´s sur une grille
re´gulie`re. Cependant, le repe`re de cette grille n’est pas obligatoirement orthonorme´e et
les vecteurs de la base du repe`re ne de´finissent donc pas force´ment la matrice identite´. En
effet, les d vecteurs b1, b2, · · · , bd forment une base de Zd si et seulement si le de´terminant
de la matrice dont les colonnes correspondent aux vecteurs bi, 1 ≤ i ≤ d, vaut 1 (voir la
figure 1.3). Tout point de la grille discre`te peut eˆtre exprime´ comme combinaison line´aire
a` coefficients entiers des vecteurs de la base. En 2D, les vecteurs de la base de´finissent
toujours un paralle´logramme d’aire 1.
1.1.2 Transvections
Nous nous inte´ressons dans cette section aux transformations particulie`res dites trans-
vections (en anglais shear transforms). Nous rappelons qu’une matrice est dite unimodu-
laire si son de´terminant est e´gal a` 1. De plus, nous rappelons qu’une transformation affine
est une transformation entre deux espaces affines qui pre´serve la notion de paralle´lisme
et la structure affine, c’est-a`-dire qui envoie des droites sur des droites, des plans sur des
plans et ainsi de suite.
De´finition 1 Une transvection est une transformation associe´e a` une matrice carre´e Tij
de la forme In + αijEij ou` In correspond a` la matrice identite´ et ou` Eij correspond a` la




(a) Base ((1, 0), (0, 1))
(1,1) (2,1)
(b) Base ((2, 1), (1, 1))
Fig. 1.3 – Exemples de repe`res pour les grilles
vaut 1. La valeur αij est appele´e le coefficient de la transvection. La matrice associe´e est




1 0 · · · 0
0 1 · · · ...
...
. . . αij
. . .
. . . 0
0 · · · · · · 0 1


Les transvections sont des transformations affines unimodulaires qui transforment les
images en les “e´tirant” dans une direction et en laissant invariant un hyperplan. Les ma-
trices de transvection sont donc inversibles et leur inverse correspond a` la matrice d’une
transvection dans le sens oppose´. Les transvections sont des applications bijectives. Dans
le cas bimensionnel par exemple, nous avons des transvections horizontales (voir figure
1.4) d’e´quations et de matrice correspondantes :
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Les transvections admettent certaines proprie´te´s inte´ressantes, parmi lesquelles :
Proposition 1 Les matrices de transvection d’un espace vectoriel E de dimension n ge´-















Fig. 1.5 – Exemple de transvection verticale de coefficient 2
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Nous rappelons que le groupe spe´cial line´aire d’ordre n d’un espace vectoriel E correspond
a` l’ensemble des matrices inversibles a` coefficients dans E de de´terminant 1. Cette propo-
sition signifie en d’autres termes que toute matrice unimodulaire correspond au produit
d’un nombre fini de matrices de transvection.
Proprie´te´ 1 Les transvections conservent les orientations et les aires comme les volumes.
Nous de´montrons cette proprie´te´ dans le cas bi-dimensionnel pour plus de clarte´. Ce-
pendant, une de´monstration similaire est e´galement valable en dimensions supe´rieures.
Soient u = (u1, u2) et v = (v1, v2) deux vecteurs de Z
2, nous rappelons que l’expression
u ∧ v avec est e´gale a` u1v2 − u2v1. Cette expression est appele´e produit vectoriel des
vecteurs u et v et cette valeur correspond a` l’aire signe´e du paralle´logramme de coˆte´ u
et v. Nous parlons d’aire signe´e car cette valeur est positive ou ne´gative selon le signe
de l’angle forme´ entre les vecteurs u et v. Soit T une transvection de Z2, supposons par
exemple qu’il s’agisse d’une transvection horizontale de coefficient α. Les images de u et
de v par la transvection T sont de la forme T (u) = (u1 +αu2, u2) et T (v) = (v1 +αv2, v2).
Nous ve´rifions donc facilement que T (u)∧T (v) est e´gale a` u∧v. En effet, nous avons bien :
T (u) ∧ T (v) = (u1 + αu2)v2 − u2(v1 + αv2)
= u1v2 + αu2v2 − u2v1 − αu2v2
= u ∧ v
Le fait que le produit vectoriel soit conserve´ signifie d’une part que l’aire des paralle´-
logrammes, et donc des triangles, est conserve´e par transvection. Tout polygone pouvant
eˆtre de´compose´ en un ensemble de triangles, l’aire des polygones est conserve´e par trans-
vection horizontale. Dans l’exemple illustre´ par la figure 1.4, nous remarquons que le
paralle´logramme est bien d’aire 9 avant et apre`s la transvection horizontale de coefficient
2. Cette de´monstration est e´galement valable pour les transvections verticales. Par conse´-
quent, l’application d’un nombre fini de transvections verticales et horizontales conserve
bien les aires en 2D.
Nous rappelons par ailleurs que l’expression u ∧ v peut e´galement eˆtre e´crite sous la
forme ||u|| ∗ ||v|| ∗ sin(u, v) ou` sin(u, v) correspond au sinus de l’angle entre le vecteur u
et le vecteur v, de´crit de u vers v. Nous rappelons qu’en ge´ome´trie les angles sont signe´s
suivant le sens trigonome´trique et que les normes sont toujours positives. Le sinus d’un
angle positif est positif et de meˆme, le sinus d’un angle ne´gatif est ne´gatif. Le fait que
le produit vectoriel soit conserve´ par transvection signifie donc d’autre part que le signe
du produit vectoriel est conserve´. Par conse´quent, le signe des angles reste le meˆme avant
et apre`s transvection, c’est ce qu’on appelle la conservation des orientations par trans-
vection. Par extension, nous remarquons facilement que le positionnement des points les
uns par rapport aux autres est fortement lie´ avec la notion d’orientation des angles. En
effet, conside´rons deux points P et P ′ situe´s de part et d’autre d’une droite AB. Dans
ce cas, le signe de l’angle entre les vecteurs AB et AP est diffe´rent du signe de l’angle
entre les vecteurs AB et AP ′. En outre, si un point P ′′ est porte´ par la droite AB alors
le produit vectoriel des vecteurs AB et AP ′′ est nul. Apre`s une transvection, le produit
vectoriel e´tant inchange´, le positionnement des points par rapport a` la droite est conserve´
de meˆme que l’alignement des points.
Dans la section 1.3.1, nous de´finissons l’enveloppe convexe d’un ensemble de points.
Cette de´finition apparaˆıt plus tard dans le me´moire, mais nous en donnons une premie`re
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enveloppe convexe de A
enveloppe convexe de T (A)
Fig. 1.6 – Conservation de la convexite´ des enveloppes par transvection
de´finition en 2D de`s a` pre´sent. Soit A = (a1, a2, · · · , an) un ensemble de n points dans
le plan, l’enveloppe convexe de l’ensemble A correspond a` un polygone C de sommets
(c1, c2, · · · , cm) de´fini comme suit. L’ensemble des sommets de C est inclus dans A, il est
de´crit dans le sens inverse des aiguilles d’une montre et pour tout i tel que 1 ≤ i ≤ m−1,
tous les points de l’ensemble A se situent du meˆme coˆte´ de l’areˆte cici+1. Graˆce a` la pro-
prie´te´ de conservation des orientations par transvection et par de´finition des enveloppes
convexes, nous en de´duisons qu’apre`s transformation tous les points de T (A) seront si-
tue´s du meˆme coˆte´ de chaque areˆte T (cici+1). Ceci justifie que chaque areˆte transforme´e
correspond a` une areˆte de l’enveloppe convexe de T (A). La convexite´ des enveloppes est
donc conserve´e par transvection : soit C l’enveloppe convexe de l’ensemble A et soit T
une transvection, alors T (C) correspond a` l’enveloppe convexe de l’ensemble T (A). Nous
pouvons donc appliquer une ou plusieurs transvections sur un ensemble de points de Z2
par exemple, calculer son enveloppe convexe puis appliquer la transformation inverse afin
de retrouver l’enveloppe convexe de l’ensemble initial. Dans l’exemple de la figure 1.6,
A correspond a` l’ensemble des points en gras. Nous calculons son enveloppe convexe C
et nos appliquons une transvection horizontale de coefficient 2. L’enveloppe convexe de
l’ensemble A est bien obtenue en appliquant la transvection inverse T−1 sur l’enveloppe
convexe de T (A).
Dans la section 1.1.1, nous indiquions que tous les points d’une grille re´gulie`re devaient
pouvoir eˆtre exprime´s comme combinaison line´aire entie`re des d vecteurs de´finissant la
base du repe`re. Nous nous apercevons donc que la base orthonorme´e en dimension d peut
toujours eˆtre transforme´e en une autre base en appliquant une succession de transvections,
la base orthonorme´e pouvant alors eˆtre retrouve´e en appliquant les transvections inverses.
1.2 Outils Ge´ne´raux de la The´orie des Nombres
1.2.1 Identite´ de Bezout
Du Point de Vue Nume´rique
En the´orie des nombres, l’identite´ de Bezout correspond a` une e´quation line´aire dio-
phantienne particulie`re. Soient a et b deux valeurs entie`res non nulles, alors il existe deux
entiers x et y tels que ax+by = pgcd(a, b), ou` pgcd(a, b) correspond au plus grand diviseur
commun de a et b. Plus ge´ne´ralement, l’e´quation line´aire diophantienne ax+by = c admet
une infinite´ de solutions entie`res si et seulement si le pgcd de a et b divise c ; sinon, il n’y






, y0 − ka
gcd(a, b)
)
| k ∈ Z
}
(1.1)
ou` (x0, y0) correspond a` une solution particulie`re de l’e´quation. Pour de plus amples
de´tails sur l’identite´ de Bezout, vous pouvez consulter [Mor02].
Notons qu’une solution particulie`re d’une e´quation diophantienne peut eˆtre obtenue
en appliquant l’algorithme d’Euclide e´tendu avec a et b (voir [Knu68]). L’algorithme d’Eu-
clide dans sa version simple est utilise´ pour calculer le pgcd de deux nombres entiers (voir
[Sha94]). L’algorithme 1 re´sume cette me´thode. Nous avons choisi une pre´sentation ite´ra-
tive de l’algorithme bien que celui-ci puisse e´galement eˆtre formalise´ de manie`re re´cursive.
Nous supposons que les nombres a et b passe´s en parame`tres sont des entiers positifs. La
me´thode consiste a` ge´ne´rer une suite d’entiers R = (r0, r1, · · · , rn) dont les termes r0 et r1
sont initialise´s respectivement a` a et b lorsque a est supe´rieure a` b ou a` b et a lorsque b est
strictement supe´rieur a` a. Chaque terme rk correspond au reste de la division euclidienne
de rk−2 par rk−1. Le dernier terme non nul de la suite R est e´gal au pgcd des nombres
passe´s en parame`tres. Nous pouvons facilement montrer que la complexite´ dans le pire
cas de l’algorithme d’Euclide est atteinte pour deux termes conse´cutifs de la suite de Fi-
bonacci . Nous rappelons que la suite de Fibonacci (Fi)i≥0 est une suite d’entiers initialise´e
par F0 = 0 et F1 = 1 et de´finie par la relation de re´currence line´aire Fi+1 = Fi +Fi−1 pour
i ≥ 1. Cette suite est positive et strictement croissante. Nous remarquons que dans la
formule de re´currence Fi−1 correspond au reste de la division euclidienne de Fi+1 par Fi.
Par conse´quent, en exe´cutant l’algorithme d’Euclide avec deux termes conse´cutifs Fk et
Fk+1 de la suite de Fibonacci en entre´e, la suite de restes ge´ne´re´e correspond exactement
a` tous les termes de la suite de Fibonacci d’indices strictement infe´rieurs a` k. Le the´ore`me
de Lame´ nous permet de calculer la complexite´ de l’algorithme d’Euclide :
The´ore`me 1 Pour tout entier k ≥ 1 et tout entier a et b tels que a ≥ b ≥ 0, si b < Fk+1,
alors l’algorithme d’Euclide sur a et b exe´cute moins de k ite´rations. De plus, si a = Fk+2
et b = Fk+1 alors l’algorithme effectue exactement k ite´rations.
Reste alors a` de´terminer une borne supe´rieure pour k. Soit φ le nombre d’or de valeur
(1 +
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Nous en de´duisons que :
15
ln(Fk+1) ≥ − ln(
√
5) + (k + 1) ln(φ) + ln(1− ( 1
φ
)2(k+1))


























Nous obtenons donc :
k ≤ 2.0781 ln(Fk+1) + 1
Dans ce cas, le nombre d’ite´rations de l’algorithme d’Euclide est donc borne´ par le lo-
garithme du terme Fk+1. De fac¸on ge´ne´rale, l’algorithme d’Euclide de parame`tres d’entre´e
a et b s’exe´cute donc en O(max(log(a), log(b))).
Algorithme 1 : Algorithme d’Euclide
PGCD(a : entier, b : entier)
Valeur retourne´e : entier
1 SI a < b
2 Inverser(a,b)
3 r0 ← a
4 r1 ← b
5 k ← 1
6 TANT QUE rk 6= 0
7 rk+1 ← rk−1%rk
8 k ← k + 1
9 Retourner rk−1
La version e´tendue de l’algorithme d’Euclide fonctionne de fac¸on similaire et a la meˆme
complexite´ en temps mais elle permet en plus de calculer une solution entie`re (x, y) de
l’e´quation diophantienne ax+by = pgcd(a, b). Pour cela, en plus de calculer la suite entie`re
R des restes successifs, nous calculons la suite des quotients Q = (q2, · · · , qn−1) qui servira
a` de´terminer les suites X = (x0, x1, · · · , xn−1) et Y = (y0, y1, · · · , yn−1). Chaque terme qk
correspond au quotient de la division euclidienne de rk−2 par rk−1 et les termes des suites
X et Y sont de´finis comme suit :
x0 = 1, x1 = 0
y0 = 0, y1 = 1
xk = xk−2 − qn−2 ∗ xn−1
yk = yk−2 − qn−2 ∗ yn−1
L’algorithme se termine lorsqu’un reste nul est calcule´ et les termes xn−1 et yn−1
ve´rifient axn−1 − byn−1 = pgcd(a, b). Cette me´thode est pre´sente´e dans l’Algorithme 2
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Fig. 1.7 – Exemple de de´roulement de l’algorithme d’Euclide e´tendu
et la figure 1.7 en illustre un exemple de de´roulement avec a = 11 et b = 4. Dans cet
exemple, le pgcd de 11 et 4 correspond au dernier reste non-nul 1 et le couple de valeurs
entie`res (−1, 3) ve´rifie bien 11 ∗ (−1) + 4 ∗ 3 = 1.
Algorithme 2 : Algorithme d’Euclide e´tendu
PGCD(a : entier, b : entier)
Valeur retourne´e : entier
1 SI a < b
2 Inverser(a,b)
3 r0 ← a, r1 ← b
4 x0 ← 1, x1 ← 0
5 y0 ← 0, y1 ← 1
6 k ← 1
7 TANT QUE rk 6= 0
8 qk+1 ← rk−1/rk
9 rk+1 ← rk−1%rk
10 xk+1 ← xk−1 − qk ∗ xk
11 yk+1 ← yk−1 − qk ∗ yk
12 k ← k + 1
13 Retourner rk−1
Du Point de Vue Ge´ome´trique
L’algorithme d’Euclide peut e´galement eˆtre visualise´ ge´ome´triquement. Soient a et b
les nombres entiers dont nous souhaitons calculer le pgcd, le principe est de construire un
rectangle de longueur a et de largeur b. Par la suite, nous partitionnons ce rectangle en un
minimum de carre´s. La longueur du coˆte´ du plus petit carre´ correspond au pgcd de a et b.
Dans l’exemple illustre´ par la figure 1.8, nous retrouvons bien que le pgcd de 11 et 4 vaut
1. En effet, dans le rectangle de dimensions 11× 4, nous commencons par construire deux
carre´s de coˆte´ 4. Ensuite, dans le rectangle restant de dimensions 4× 3, nous construisons
un carre´ de coˆte´ 3. Enfin, dans le rectangle de dimensions 3× 1, nous inse´rons trois carre´s
de coˆte´ 1. Cette dernie`re longueur correspond bien au pgcd a` calculer.
Un vecteur a` coordonne´es entie`res dans le plan euclidien u = (u1, u2) est irre´ductible












Fig. 1.9 – Vecteurs de Bezout u = (5, 2) et v = (2, 1)
deux vecteurs entiers, la valeur u ∧ v est e´gale a` u1v2 − u2v1. Cette valeur correspond au
produit vectoriel de u et v et elle est e´gale a` l’aire signe´e du paralle´logramme ge´ne´re´ par
les vecteurs u et v.
De´finition 2 Soit u un vecteur entier irre´ductible. Nous appellons vecteur de Bezout de
u un vecteur entier v tel que u∧ v = 1. Ceci signifie que le parale´logramme (0, u, u+ v, v)
ne contient aucun point entier a` part ses sommets.
Par de´finition, un vecteur de Bezout est donc force´ment un vecteur irre´ductible. E´tant
donne´ un vecteur entier irre´ductible u = (u1, u2), de´terminer l’ensemble de ses vecteurs
de Bezout de la forme (v1, v2) revient a` re´soudre l’e´quation diophatienne u1v2 − u2v1 =
1. Cette e´quation admet toujours une infinite´ de solutions entie`res. Soit v une solution
particulie`re de cette e´quation, nous en de´duisons que l’ensemble des vecteurs de Bezout de
u est de la forme {v+ku|k ∈ Z}. En effet, nous ve´rifions bien que : u∧(v+ku) = u∧v = 1.
La figure 1.9 illustre un exemple de vecteurs de Bezout avec u = (5, 2) et v = (2, 1) un
vecteur de Bezout de u. Nous ve´rifions bien que u ∧ v = 1 et que le paralle´logramme
(O, u, u+ v, v) ne contient aucun point entier.
Remarque 1 Si le vecteur v est un vecteur de Bezout de u alors il n’y a aucun point
entier strictement inclus dans le paralle´logramme de la forme (O, v, v + ku, ku), ou` k
correspond a` une valeur positive entie`re.
Remarque 2 Deux vecteurs de Bezout u et v forment une base. Ceci signifie que tous les
points entiers de la grille peuvent eˆtre exprime´s comme une combinaison line´aire entie`re
des vecteurs u et v. Nous remarquons que, par transformation unimodulaire entie`re, deux
vecteurs de Bezout peuvent toujours eˆtre ramene´s a` une base orthonorme´e (1, 0) et (0, 1).
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1.2.2 Fractions Continues
De`s le Moyen Aˆge, des mathe´maticiens indiens utilisaient les fractions continues. Elles
apparaissent ensuite en Europe au XVIIe sie`cle et sont encore de nos jours largement
e´tudie´es. Nous introduisons dans cette section la de´finition des fractions continues ainsi
que diffe´rentes proprie´te´s interpre´te´es du point de vue nume´rique et du point de vue
ge´ome´trique.
Interpre´tation Nume´rique
Une introduction aux fractions continues plus de´taille´e est disponible dans [Chr89] ou
[Dav92].
De´finition 3 La fraction continue simple d’un nombre re´el x correspond a` :









ou` a0 repre´sente une valeur entie`re et ou` chaque ai repre´sente une valeur positive entie`re
pour i ≥ 1. Habituellement, nous utilisons la notation x = [a0, a1, a2, · · · ] et le terme ai
est appele´ le coefficient d’indice i de la fraction continue.
Le calcul de la de´composition en fraction continue d’un rationnel a/b se fait en exe´cu-
tant l’algorithme d’Euclide e´tendu introduit dans la section 1.2.1 avec a et b en parame`tres
[FV98]. En effet, les quotients de la se´rie Q = (q2, · · · , qn−1) ge´ne´re´e lors du de´roulement
de l’algorithme correspondent aux coefficients de la fraction continue.
De´finition 4 Les convergents principaux d’un nombre re´el x correspondent a` leurs ap-
proximations rationnelles pk/qk. Ils sont obtenus en tronquant la de´composition en frac-
tions continues de x apre`s le coefficient d’indice k. Le nume´rateur et le de´nominateur des
convergents principaux sont calcule´s de la manie`re suivante :
{
p0 = a0 p1 = a0a1 + 1 pk+2 = pk + ak+2pk+1
q0 = 1 q1 = a1 qk+2 = qk + ak+2qk+1
Chaque convergent d’indice pair est plus petit que le re´el x et chaque convergent
d’indice impair est plus grand que le re´el x. La valeur de chaque convergent est plus
proche de x que le convergent pre´ce´dent.
De´finition 5 Les convergents interme´diaires entre deux convergents principaux pk/qk et
pk+2/qk+2 sont de´finis de la manie`re suivante :
pk + ipk+1
qk + iqk+1
, i = 1 · · · ak − 1
Notons SP et SI les suites de´finies respectivement par tous les convergents principaux
d’indice pair et d’indice impair, intercale´s avec leurs convergents interme´diaires. Nous
ajoutons respectivement les fractions 0/1 et 1/0 au de´but de chacunes des suites SP et
SI si elles ne commencent pas de´ja` par ces fractions. Lorsque x est un nombre rationnel,
alors une de ces deux suites ne se termine pas par x. Dans ce cas, nous ajoutons le nombre
rationnel x a` la fin de cette suite. Nous utilisons les notations suivantes : [SP1 , SP2 , · · · ]
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correspond a` la suite SP et [SI1 , SI2 , · · · ] correspond a` la suite SI . Nous remarquons que
la suite SP (resp. SI) est strictement croissante (resp. strictement de´croissante) et que la
suite des de´nominateurs de SP et de SI est croissante.
Une autre fac¸on de visualiser le de´veloppement en fractions continues d’un nombre ra-
tionnel consiste a` utiliser l’arbre de Stern-Brocot (voir [GKP94]). L’arbre de Stern-Brocot
a e´te´ de´couvert il y a plus de 150 ans simultane´ment par un mathe´maticien allemand
nomme´ Moritz Stern et par un horloger franc¸ais re´pondant au nom d’Achille Brocot.
L’arbre de Stern-Brocot est une repre´sentation de toute les fractions irre´ductibles posi-
tives. Pour le construire, nous pouvons imaginer que nous e´crivons respectivement les
fractions 0/1 et 1/0 a` l’extreˆme gauche et a` l’extreˆme droite. Ensuite, nous intercalons
entre deux fractions leur fraction me´diante de fac¸on a` construire un arbre de racine 1/1.
La fraction me´diante de deux fraction a/b et c/d correspond a` la fraction (a+ c)/(b+ d).
Pour retrouver une fraction dans l’arbre de Stern-Brocot, nous utilisons son de´veloppe-
ment en fraction continue qui de´termine le chemin a` parcourir depuis la racine de l’arbre
pour atteindre la fraction. Soit [a0, a1, · · · , am] le de´veloppement en fraction continue d’un
rationnel x. Les coefficients d’indice pair indiquent un nombre de de´placements vers la
droite dans l’arbre de Stern-Brocot. Les coefficients d’indice impair indiquent un nombre
de de´placements vers la gauche dans ce meˆme arbre. Une exception pour le dernier coeffi-
cient am auquel il faut retrancher 1 pour obtenir un nombre de de´placements. Conside´rons
par exemple le rationnel x = 7/4 de de´veloppement en fraction continue [1, 1, 3]. Pour le
retrouver dans l’arbre de Stern-Brocot a` partir de la racine, il faut donc effectuer un de´-
placement vers la droite, puis un de´placement vers la gauche et enfin deux de´placements
vers la droite (voir la figure 1.10). Ces de´placements dans l’arbre de Stern-Brocot peuvent
e´galement eˆtre vus de fac¸on matricielle. Soit p/q une fraction dans l’arbre de Stern-Brocot.
Cette fraction peut eˆtre repre´sente´e comme le vecteur (p, q)T . Nous obtenons la fraction
situe´e a` gauche de p/q dans l’arbre de Stern-Brocot en multipliant le vecteur (p, q)T par la
matrice de transvection verticale de coefficient 1. De la meˆme manie`re, nous obtenons la
fraction situe´e a` droite de p/q dans l’arbre de Stern-Brocot en multipliant le vecteur (p, q)T
par la matrice de transvection horizontale de coefficient 1. Ainsi, soit [a0, a1, · · · , am] le





















Nous e´nonc¸ons une proposition qui sera de´terminante par la suite pour re´soudre le
proble`me d’approximation du Chapitre 2 (voir [Chr89] pour la preuve) :
Proposition 2 Soit r le nombre rationnel plus petit (resp. plus grand) qu’un nombre
re´el a, qui approxime au mieux a et tel que son de´nominateur n’exce`de pas un entier
donne´ d. Le nombre rationnel r est le terme de la suite SP (resp. SI) de a de plus grand
de´nominateur n’exce´dant pas d.
Interpre´tation Ge´ome´trique
Dans le plan euclidien, nous pouvons e´tablir une correspondance entre le nombre
rationnel p/q et le point a` coordonne´es entie`res (q, p). En effet, la droite d’e´quation
y = (p/q)x passe par le point de coordonne´es (q, p). Ainsi, nous pouvons interpre´ter
ge´ome´triquement la fraction continue associe´e a` un nombre re´el a en faisant correspondre





































































Fig. 1.10 – Arbre de Stern-Brocot
d’ordre pair et leur convergents interme´diaires associe´s e´tant plus petits que le re´el de re´-
fe´rence a, ils correspondent a` des points entiers situe´s en dessous de la droite L d’e´quation
y = ax. De la meˆme manie`re, les convergents principaux d’ordre impair et leur convergents
interme´diaires associe´s e´tant plus grands que le re´el de re´fe´rence a, ils correspondent a` des
points entiers situe´s au-dessus de la droite L. Nous e´tablissons alors une correspondance
entre la suite de rationnels SP = [SP1 , SP2 , · · · ] (resp. SI = [SI1 , SI2 , · · · ]) approximant le
re´el a et la suite de points entiers KL = [KL1 , KL2 , · · · ] (resp. KU = [KU1 , KU2 , · · · ]) ap-
proximant la droite L. Les suites de points entiers KL et KU forment l’enveloppe convexe
des points entiers d’abscisse positive infe´rieure a` b′ situe´s respectivement en dessous et
au-dessus de la droite L. Ces suites sont appele´es les voiles de Klein ou lignes polygonales
de Klein infe´rieures et supe´rieures respectivement (voir [Kle07, Lac98a, Lac98b, Arn98]).
Les points entiers de´duits des convergents principaux correspondent aux sommets des
enveloppes convexes et les points entiers de´duits des convergents interme´diaires corres-
pondent a` des points porte´s par les areˆtes des enveloppes convexes. La figure 1.11 montre
les deux voiles de Klein associe´es a` la droite de pente 4/11 ainsi que la correspondance
avec les suites de points entiers KL et KU . Dans cet exemple, KL = [(1, 0), (3, 1), (11, 4)]
et KU = [(0, 1), (1, 1), (2, 1), (5, 2), (8, 3), (11, 4)].
Remarquons que pour calculer l’enveloppe convexe des points entiers diffe´rents de
l’origine situe´s dans un coˆne 2D borne´ par deux droites de pente rationnelle et d’origine
entie`re O, nous pouvons utiliser les fractions continues. Une telle enveloppe convexe est
appele´e polye`dre de Klein. Supposons sans perte de ge´ne´ralite´ que les pentes des droites
bornant le coˆne sont positives. Pour construire le polye`dre de Klein associe´ au coˆne, il
suffit d’appliquer la transformation unimodumaire T qui rame`ne le coˆte´ supe´rieur du coˆne
au vecteur unitaire vertical (0, 1) ou le coˆte´ infe´rieur du coˆne au vecteur unitaire horizontal
(1, 0). Nous calculons ensuite les lignes polygonales associe´es au coˆte´ non-horizontal ou









































































































































Fig. 1.12 – Exemple de polye`dre de Klein
de Klein du coˆne. La figure 1.12 montre un exemple de polye`dre de Klein. Pour construire
ce polye`dre, nous aurons applique´ a` tous les points entiers de la grille la transformation de
matrice associe´e [13− 3| − 41] afin de ramener le vecteur (3, 13) au vecteur vertical (0, 1).
Du coup, le vecteur (11, 4) devient le vecteur (131,−40). Le polye`dre de Klein correspond
a` la ligne polygonale supe´rieure de la droite porte´e par le vecteur (131,−40). Il suffit
ensuite d’appliquer la transformation inverse T−1. Pour plus de de´tails sur les polye`dres
de Klein, vous pouvez vous re´fe´rer a` [Mou00].
Nous pouvons interpre´ter la Proposition 2 dans le plan euclidien.
Proposition 3 Soit P = (q, p) le point a` coordonne´es entie`res situe´ en dessous (resp. au-
dessus) de la droite line´aire L de pente re´elle a, tel que la droite passant par P d’e´quation
y = (p/q)x approxime au mieux la droite L et tel que l’abscisse de P n’exce`de pas un
entier donne´ d. Le point entier P est le terme de la suite KL (resp. KU) de a de plus







Fig. 1.13 – Exemple de polygone convexe et non-convexe
1.3 Enveloppes Convexes et Algorithmes
Soit A une partie de Rn, de nombreux algorithmes requie`rent la de´termination de
l’enveloppe convexe de A. Dans cette section, nous rappelons la de´finition des enveloppes
convexes et nous introduisons les principaux algorithmes de construction de ces enveloppes
en dimension 2. Cet e´tat de l’art est dans la prolongation de celui pre´sente´ dans [Buz02].
1.3.1 De´finitions
Nous introduisons tout d’abord la notion d’ensembles convexes. Les deux de´finitions
suivantes sont e´quivalentes.
De´finition 6 Un ensemble C de Rn est convexe si pour tout point x et tout point y de
C, le segment xy est entie`rement contenu dans C.
Cette de´finition peut e´galement eˆtre formule´e en termes de barycentres.
De´finition 7 Un ensemble C de Rn est convexe si pour toute famille de points ponde´re´s
de C de la forme {(a1, λ1), (a2, λ2), · · · , (as, λs) : λi ≥ 0, 1 ≤ i ≤ s} le barycentre de la
famille appartient a` C.
La figure 1.13 illustre un exemple de polygone convexe et non-convexe.
Il s’en suit le the´ore`me suivant :
The´ore`me 2 L’intersection de deux ensembles convexes est un ensemble convexe.
Nous pouvons a` pre´sent introduire la de´finition de l’enveloppe convexe d’un ensemble
de points. Informellement, l’enveloppe convexe d’un ensemble de points dans le plan pour-
rait eˆtre obtenue en tendant un e´lastique autour de l’ensemble de points puis en lachant
ce meˆme e´lastique. La forme prise par l’e´lastique correspond a` l’enveloppe convexe de
l’ensemble de points.
De´finition 8 L’enveloppe convexe d’un ensemble de points A de Rn est l’ensemble convexe
de taille minimale qui contient l’ensemble de points A.
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Elle peut e´galement eˆtre de´finie comme l’intersection de tous les ensembles convexes
qui contiennent A. Tout demi-espace affine correspond a` un espace convexe, l’enveloppe
convexe de l’ensemble de points A correspond donc a` l’intersection des demi-espaces affines
de Rn qui contiennent A.
Soit C une partie convexe de Rn, un point x de C est dit extre´mal s’il n’existe pas
de couple de points (y, z) tels que x appartienne au segment ouvert ]y, z[. L’enveloppe
convexe d’un ensemble fini de points correspond a` un polytope et ses points extre´maux
sont appele´s sommets. Nous rappelons que le terme polytope correspond a` la ge´ne´ralisation
des polygones en dimension quelconque et qu’un polytope est toujours borne´. De´terminer
l’enveloppe convexe d’un ensemble de points fini revient a` donc a` de´terminer l’ensemble
de ses sommets. Dans la suite de notre e´tude, nous nous inte´ressons plus particulie`rement
au calcul d’enveloppes convexes dans le plan. L’enveloppe convexe d’un ensemble fini de
points dans le plan correspond a` un polygone convexe borne´.
1.3.2 Panel d’Algorithmes
Nous de´crivons dans cette section quelques uns des principaux algorithmes de construc-
tion d’enveloppes convexes dans le plan (voir [dBSvKO00, PS85, Ede87, Mul94, O’R98,
Buz02] pour des ouvrages traitant de ce sujet). Nous notons A un ensemble de n points
de R2 dont nous souhaitons calculer l’enveloppe convexe. Remarquons que l’approche ex-
haustive na¨ıve calcule une telle enveloppe convexe en O(n4). En effet, cette me´thode ve´rifie
pour chaque point de l’ensemble A s’il est contenu dans un triangle forme´ par trois autres
points de A. Le nombre de triangles e´tant borne´ par O(n3), sa complexite´ est en O(n4).
Cependant, il existe de nombreuses autres me´thodes, certaines atteignant la complexite´
optimale en O(n log h) ou` h correspond au nombre de sommets de l’enveloppe convexe.
De fac¸on ge´ne´rale, les enveloppes convexes construites sont de´crites par leurs sommets et
ceux-ci sont oriente´s dans le sens inverse des aiguilles d’une montre.
L’algorithme du Gift Wrapping
La me´thode la plus connue se nomme la me´thode du gift wrapping , ce qui signifie em-
ballage cadeau, e´galement appele´e la marche de Jarvis [Jar73, CK70]. Cet algorithme doit
probablement sa notorie´te´ a` son concept qui s’ave`re assez intuitif. De plus, sa complexite´
bien que quadratique et donc non-optimale a l’avantage d’eˆtre adaptative puisqu’elle s’ex-
prime en fonction du nombre de sommets de l’enveloppe convexe finale. Dans le cas ou`
l’enveloppe convexe finale compte beaucoup moins de sommets que de points dans l’en-
semble initial, cette me´thode s’ave`re tre`s rapide. Le principe de l’algorithme, illustre´ en-
suite par la figure 1.14, est le suivant. Il s’agit d’identifier tout d’abord un point de A qui
correspond a` un sommet de l’enveloppe convexe a` calculer. Nous pouvons par exemple
choisir le point de plus petite ordonne´e et si plusieurs points ont cette meˆme ordonne´e,
se´lectionner celui de plus petite abscisse. Nous imaginons ensuite que nous fixons l’extre´-
mite´ d’un ruban a` ce point, puis que nous faisons tourner le ruban depuis l’horizontale
jusqu’a` ce qu’il rencontre un autre point de l’ensemble A. Ce nouveau point correspond
lui aussi a` un sommet de l’enveloppe convexe finale et nous de´terminons ainsi une areˆte de
l’enveloppe convexe. En pratique, pour de´terminer le sommet ci a` partir des sommets ci−2
et ci−1 pre´ce´demment calcule´s, nous recherchons le point p de A tel que l’angle entre le
vecteur ci−2ci−1 et le vecteur ci−1p soit positif et minimal (voir figure 1.14). Cette me´thode






Fig. 1.14 – Exemple d’ite´ration de la me´thode du gift wrapping
Algorithme 3 : Algorithme du gift wrapping
GIFT WRAPPING (A : ensemble de n points du plan)
Valeur retourne´e : sommets de l’enveloppe convexe C = (c0, c1, · · · )
1 c0 ←Point d’ordonne´e minimale de A
2 vecteurRuban← (1, 0)
3 i← 1
4 FAIRE
5 ci ←point p de A tel que l’angle (vecteurRuban, ci−1p) est minimal
6 vecteurRuban← ci−1ci
7 i← i+ 1





p = p1 p = p1
Fig. 1.15 – Exemple du Graham scan. De gauche a` droite : calcul des angles par rapport a`
p, trois points formant un angle ne´gatif et trois points formant un angle positif (e´limination
du point du milieu)
Notons h le nombre de sommets de l’enveloppe convexe calcule´e et n le nombre de
points de l’ensemble A. A` chaque ite´ration, un nouveau sommet de l’enveloppe est calcule´
en temps O(n). De plus, l’algorithme effectue autant d’ite´rations que de sommets de l’en-
veloppe convexe, la complexite´ globale de l’algorithme du gift wrapping est donc O(nh).
Le nombre de sommets de l’enveloppe est borne´ par le nombre de points de l’ensemble A
et dans le pire cas, la complexite´ de l’algorithme est donc quadratique.
L’algorithme du Graham scan
Le second algorithme que nous avons choisi de de´crire a e´te´ propose´ par Graham dans
[Gra72] au de´but des anne´es 70. Relativement populaire, il est de´signe´ dans la litte´rature
sous le nom de Graham scan ou parcours de Graham. Cet algorithme fonctionne via une
me´thode de tri angulaire. La premie`re e´tape consiste a` choisir un point quelconque p de
l’ensemble A. Nous pouvons bien suˆr conside´rer comme dans l’algorithme pre´ce´dent le
point de plus petite ordonne´e, mais ce n’est pas une obligation. Les points de l’ensemble
A sont ensuite trie´s en fonction de l’angle que chaque point de A et le point p forme avec
l’axe des x, dans l’ordre croissant. La suite des points de A ainsi trie´s forme une e´toile
autour de P . L’algorithme conside`re alors tout triplet de points (pi, pi+1, pi+2) successifs
de cette suite. Si ces trois points forment un angle positif, alors le point pi+1 est rejete´
(voir figure 1.15).
Cette me´thode est re´sume´e dans l’algorithme 4. Pour simplifier l’e´criture de l’algo-
rithme, nous choisissons comme point de re´fe´rence pour le tri angulaire le point de A de
plus petite ordonne´e. Nous utilisons e´galement une pile L et nous notons t l’indice de la
teˆte de la pile. Le point lt correspond donc a` la teˆte de la pile et le point lt−1 correspond
au deuxie`me e´le´ment de la pile.
Le tri angulaire effectue´ au de´but de l’algorithme se fait en O(n log n). Reste a` e´valuer
la complexite´ de la seconde partie de l’algorithme. Nous remarquons tout d’abord que
l’ajout et le retrait d’un point dans la pile se font en temps constant. Ainsi, une exe´cution
de la ligne 9 ou de la ligne 10 se fait en O(1). Nous cherchons a` e´valuer le nombre total
d’exe´cutions des lignes 7 a` 10 de l’algorithme. Le test de la ligne 7 est fait O(n) fois ce
qui borne le nombre de passages dans la boucle associe´e. De plus, la ligne 10 est exe´cute´e
une fois a` chaque passage dans cette meˆme boucle soit e´galement O(n) fois. Cette ligne
correspondant a` l’ajout d’un point dans la pile, nous savons qu’au plus O(n) points sont
ajoute´s au total. Nous remarquons que la ligne 9 correspond au retrait d’un point dans la
pile. La pile e´tant initialement vide et sachant qu’au plus O(n) points y sont ajoute´s, nous
ne pouvons retirer que O(n) points au maximum. La ligne 9 s’exe´cute donc au plus O(n)
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Algorithme 4 : Algorithme du Graham scan
GRAHAM SCAN (A : ensemble de n points du plan)
Valeur retourne´e : sommets de l’enveloppe convexe
1 p1 ←Point d’ordonne´e minimale de A
2 Trier angulairement les points de A par rapport a` p1 : (p2, · · · , pn)




7 TANT QUE i ≤ n
8 TANT QUE angle(lt−1, lt, pi) ≥ 0
9 De´piler lt
10 Empiler pi
11 i← i+ 1
12 Retourner les points de la pile L
fois. Reste a` e´valuer le nombre maximum de tests effectue´s en ligne 8. Nous remarquons
que chaque fois que le test est vrai alors un point est retire´ de la liste. Le nombre de
retraits e´tant borne´ en O(n), il en est de meˆme pour le nombre de tests en ligne 8 valant
vrai. En outre, le test s’ave`re faux exactement une fois a` chaque passage dans la boucle
ligne 7, soit O(n) fois. Le nombre maximum de tests est donc borne´ en O(n) dans le pire
cas. E´tant donne´ que la complexite´ en O(n log n) du tri prend le pas sur la complexite´
line´aire du reste de l’algorithme, la me´thode du Graham scan s’exe´cute en O(n log n).
En 1979, Andrew a propose´ une variante de l’algorithme de Graham mettant en oeuvre
un tri lexicographique de l’ensemble de points A suivant leurs coordonne´es x et y [And79].
Certes, cette me´thode impose e´galement l’utilisation d’un algorithme de tri et la com-
plexite´ de la me´thode est inchange´e mais les comparaisons angulaires de l’algorithme de
Graham sont plus complique´es et surtout plus couˆteuses. L’algorithme propose´ par An-
drew fonctionne de la manie`re suivante, illustre´e sur la figure 1.16. L’algorithme identifie
d’abord les deux points de A note´s a et b respectivement d’abscisse minimum et maxi-
mum. Si plusieurs points ont la meˆme abscisse, l’algorithme conside`re celui d’ordonne´e
maximale. L’algorithme construit alors deux chaˆınes polygonales au-dessus et en dessous
de la droite ab. Pour cela, il conside`re les points de l’ensemble A situe´s au-dessus (resp.
en dessous) de la droite ab et les relie par abscisse croissante afin de former une chaˆıne
polygonale. Si plusieurs points ont la meˆme abscisse, il ne conside`re que celui d’abscisse
maximale (resp. d’abscisse minimale). L’algorithme transforme alors ces deux chaˆınes po-
lygonales en deux demi-enveloppes convexes. Il suffit de remarquer qu’une suite de trois
points (p1, p2, p3) range´s par abscisses croissantes forme un angle ne´gatif si et seulement si
le point p3 est inte´rieur par rapport a` la droite p1p2. Cette me´thode est donc tre`s similaire
au Graham scan mais elle construit a` partir des chaˆınes polygonales supe´rieures et infe´-
rieures allant de a vers b deux demi-enveloppes convexes, l’une oriente´e dans le sens des
aiguilles d’une montre et l’autre oriente´e dans le sens inverse des aiguilles d’une montre.










Fig. 1.16 – Exemple de la variante du Graham scan. De gauche a` droite : chaˆınes po-
lygonales, trois points formant un angle positif (e´limination du point du milieu) et trois
points formant un angle ne´gatif
L’algorithme de Melkman
L’algorithme pre´sente´ dans cette section entre dans un cadre un peu diffe´rent par rap-
port aux me´thodes de´crites pre´ce´demment. En effet, au lieu de conside´rer un ensemble de
points quelconque en entre´e de l’algorithme de calcul d’enveloppe convexe, nous conside`re-
rons les sommets d’une chaˆıne polygonale simple. Nous rappelons qu’une chaˆıne polygonale
simple est une chaˆıne polygonale ne s’intersectant pas avec elle-meˆme. Nous de´crivons dans
cette section la me´thode propose´e par Melkman en 1987 dans [Mel87]. Cette approche est
algorithmiquement la plus avance´e et elle est devenue l’une des principales techniques de
calcul d’enveloppe convexe. Elle est illustre´e par la figure 1.17.
Soit S = (s1, s2, · · · , sn) une chaˆıne polygonale simple de sommets si et d’areˆtes sisi+1.
L’algorithme construit une liste doublement chaˆıne´e de points de S note´e L de teˆte lt et de
queue lq repre´sentant les sommets de l’enveloppe convexe. L’inte´reˆt d’une liste doublement
chaˆıne´e est de pouvoir ajouter des e´le´ments en teˆte et en fin de liste mais e´galement de
pouvoir en retirer des e´le´ments en temps constant. Notons que tout au long de l’algorithme,
les e´le´ments lt et lq correspondent au meˆme point de S et ce point repre´sente de plus le
dernier sommet inse´re´ dans l’enveloppe convexe. A` chaque ite´ration, l’algorithme de´cide
si le nouveau sommet si de S correspond a` un sommet de l’enveloppe convexe courante.
Si c’est le cas, il inse`re si en teˆte et en fin de la liste L en e´liminant au pre´alable, si
ne´cessaire, des sommets ajoute´s a` l’enveloppe convexe durant les ite´rations pre´ce´dentes
de fac¸on a` pre´server la convexite´.
L’enveloppe convexe est initialise´e avec trois sommets conse´cutifs de la chaˆıne polygo-
nale S. Nous conside`rons ensuite un a` un les autres sommets de S. Pour chaque nouveau
sommet si de S, nous e´tudions sa position par rapport a` ltlt+1 et lq−1lq. Si si est inte´rieur
a` ces deux areˆtes, alors si est a` l’inte´rieur de l’enveloppe convexe et il est rejete´. En effet,
si si e´tait a` la fois inte´rieur a` ces areˆtes et en dehors de l’enveloppe convexe courante, alors
la chaˆıne polygonale s’auto-intersecterait. Cependant, ceci est impossible par hypothe`se.
Reste donc a` e´tudier l’autre cas et le comportement de l’algorithme va diffe´rer selon la





s lt = lq
lq−1
lt+1
Fig. 1.17 – Exemple de l’algorithme de Melkman : insertion d’un nouveau sommet
ment lors d’une ite´ration. Si si est exte´rieur a` ltlt+1, comme dans l’algorithme du Graham
scan, nous nous assurons que les sommets siltlt+1 forment un angle ne´gatif en de´pilant
successivement, si besoin est, la teˆte de la liste L. Si si est exte´rieur a` lqlq−1, nous nous
assurons que les sommets lq−1lqsi forment un angle ne´gatif en de´pilant successivement, si
besoin est, la queue de la liste L. Dans tous les cas, nous ajoutons si en teˆte et en fin de
la liste L. La figure 1.17 illustre sur un exemple l’insertion d’un nouveau sommet. Cette
me´thode est re´sume´e dans l’algorithme 5.
Algorithme 5 : Algorithme de Melkman
ALGORITHME DE MELKMAN (S : chaˆıne polygonale a` n sommets dans le plan)
Valeur retourne´e : sommets de l’enveloppe convexe
1 L←Initialisation avec trois sommets de S
2 POUR TOUT sommet s de S
3 SI s est inte´rieur a` l’enveloppe convexe courante
4 Rejeter s
5 SINON
6 SI s est exte´rieur a` ltlt+1
7 TANT QUE angle(sltlt+1)≥ 0
8 De´piler lt
9 SI s est exte´rieur a` lqlq−1
10 TANT QUE angle(lq−1lqs)≥ 0
11 De´piler lq
12 Empiler s en teˆte et en fin de L
13 Retourner L
L’algorithme de Melkman est line´aire suivant le nombre de sommets de la chaˆıne
polygonale. Pour s’en convaincre, nous e´tudions le nombre maximum d’exe´cutions de
chaque ligne de l’algorithme. Le test de la ligne 2 s’effectue pour chaque point de l’ensemble
S soit O(n) fois, ce qui borne le nombre de passages dans cette boucle. Nous avons vu
lors de la description de la me´thode que pour de´cider si un point est situe´ a` l’inte´rieur de
l’enveloppe convexe courante en ligne 3 il suffit de tester sa position par rapport a` deux
areˆtes de l’enveloppe. Chacun de ces tests se fait donc en temps constant tout comme les
tests des lignes 6 et 9. De plus, ces tests sont effectue´s au plus une fois a` chaque passage
dans la boucle de la ligne 2 soit O(n) fois. Comme pour le Graham scan, nous remarquons
a` pre´sent que l’ajout et le retrait d’un point dans la pile se font en temps constant. En
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outre, l’ajout d’un point dans la pile en ligne 12 se fait au plus deux fois a` chaque passage
dans la boucle de la ligne 2, en teˆte et en fin de la liste. Le nombre de passages dans cette
boucle e´tant borne´ en O(n), l’ajout de points est borne´ en O(n). En ce qui concerne le
nombre de retraits de points de la liste en lignes 8 et 11, il est force´ment borne´ par le
nombre d’ajouts soit O(n). Reste a` e´valuer le nombre de tests effectue´s en lignes 7 et 10.
Nous remarquons que chaque fois qu’un de ces tests est vrai alors un point est retire´ de
la liste. Le nombre de retraits e´tant borne´ en O(n), il en est de meˆme pour le nombre de
tests en lignes 8 et 11 valant vrai. En outre, ces tests s’ave`rent faux exactement une fois
chacun a` chaque passage dans la boucle de la ligne 2, soit O(n) fois. Le nombre maximum
de tests est donc borne´ en O(n) dans le pire cas. Ceci confirme la complexite´ line´aire de
l’algorithme de Melkman suivant le nombre de sommets de la chaˆıne polygonale.
La Me´thode QuickHull
La me´thode QuickHull (voir [Edd77, Byk78, Gre79, PS85]) doit son nom a` l’algorithme
de tri QuickSort. En effet, tout comme QuickSort, l’algorithme QuickHull est re´cursif
et consiste a` partitionner les donne´es courantes en deux sous-ensembles sur lesquels la
me´thode est alors relance´e. Le partitionnement s’effectue par rapport a` trois e´le´ments
de l’ensemble courant constituant le pivot. Elle proce`de de manie`re re´cursive, un exemple
d’ite´ration est illustre´ par la figure 1.18. Elle de´termine d’abord une areˆte ab de l’enveloppe
convexe finale (a d’abscisse infe´rieure a` celle de b) puis recherche le point de l’ensemble A
le plus e´loigne´ de cette areˆte. Ce point c e´tant extre´mal dans une direction, il correspond
force´ment a` un sommet de l’enveloppe convexe. En outre, l’ensemble de points A est
entie`rement contenu dans la bande de´finie par la droite ab et par la droite paralle`le a` ab
passant par le point c. L’ensemble de points A est alors se´pare´ en trois sous-ensembles
de points disjoints : les points inte´rieurs au triangle abc, les points exte´rieurs au triangle
associe´s au segment de droite ac et les points exte´rieurs au triangle associe´s au segment de
droite bc. Les points du premier sous-ensemble ne peuvent pas correspondre a` des sommets
de l’enveloppe convexe. L’algorithme est alors relance´ recursivement sur les deux autres
sous-ensembles. Notons que pour chacun des deux sous-ensembles, une areˆte de l’enveloppe
convexe a de´ja` e´te´ implicitement calcule´e a` l’ite´ration pre´ce´dente (voir l’exemple en figure
1.18). L’algorithme 6 re´sume cette me´thode.
Algorithme 6 : Algorithme QuickHull
QUICKHULL (A : ensemble de n points du plan,
ab : areˆte de l’enveloppe convexe de A)
Valeur retourne´e : sommets de l’enveloppe convexe
1 SI card(A) = 0
2 Retourner ∅
3 c←Point de A de plus e´loigne´ de ab




Cet algorithme s’exe´cute en O(nh), sa complexite´ est donc quadratique dans le pire cas.
Soit k le nombre de points de l’ensemble conside´re´ lors de l’appel courant de l’algorithme.
La de´termination du sommet c et le partitionnement de l’ensemble de points se fait en
O(k). En effet, pour chaque point de l’ensemble, il est ne´cessaire de calculer sa distance








Fig. 1.18 – Exemple de la me´thode QuickHull
positionnement de tous les autres points de l’ensemble par rapport aux points a, b et c doit
eˆtre de´termine´ afin de partitionner l’ensemble de points. Chaque appel a` l’algorithme est
donc line´aire en le nombre de points de l’ensemble courant. La pire configuration possible
apparaˆıt lorsqu’a` chaque appel re´cursif les points restants se situent tous dans un des deux
sous-ensembles Adjacent(ac) ou Adjacent(bc). L’algorithme effectue alors un seul appel
re´cursif sur l’unique sous-ensemble non vide. Remarquons a` pre´sent qu’a` chaque appel
de l’algorithme, nous de´terminons un nouveau sommet de l’enveloppe convexe et de ce
fait le nombre de points de l’ensemble conside´re´ a` l’appel suivant de´croˆıt strictement d’au
moins 1. De plus, le nombre d’appels re´cursifs est borne´ par le nombre de sommets de
l’enveloppe convexe finale. Ainsi, en sommant le nombre de points visite´s au maximum
au fil des appels re´cursifs, nous obtenons une borne dans le pire cas de O(
∑h−1
i=0 n− i) ce
qui revient en termes de complexite´ a` O(nh).
Remarquons enfin que cette me´thode peut atteindre une complexite´ en O(n log n) dans
certaines configurations ide´ales ou` les k points de l’ensemble courant sont partitionne´s a`
chaque appel de fac¸on e´quilibre´e entre les sous-ensembles Adjacent(ac) et Adjacent(bc).
Dans ce cas, deux appels re´cursifs sur chacun de ces sous-ensembles sont engendre´s, chacun
s’exe´cutant en O(k/2) dans le pire cas. La taille de l’ensemble de points courant e´tant
divise´ par deux a` chaque nouvel appel, la complexite´ de l’algorithme s’approche alors de
O(n log n).
La Me´thode Diviser pour Re´gner
L’expression “Diviser pour re´gner” ou “division/fusion” est bien connue en algorith-
mique et qualifie des me´thodes dont le principe est le suivant : partitionner les donne´es
de de´part en deux sous-ensembles de meˆme cardinal, re´soudre le proble`me pour chaque
sous-ensemble et assembler les deux re´sultats. Dans le cas de construction d’enveloppes
convexes, c’est donc exactement la meˆme chose. Il s’agit de partitionner l’ensemble de
points A initial en deux sous-ensembles de points de meˆme cardinal, calculer re´cursive-
ment leurs enveloppes convexes et calculer l’union des deux enveloppes convexes re´sultats.
Pour partitionner l’ensemble de points initial, nous pouvons nous baser sur le fait que si
les points {a1, a2, · · · , an} de A sont range´s par abscisses croissantes, alors les enveloppes
convexes des ensembles {a1, · · · , an/2} et {a(n/2)+1, · · · , an} sont disjointes. Pour les fu-
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Fig. 1.19 – Exemple de la me´thode Diviser pour Re´gner
sionner, il suffit de calculer leurs deux tangentes communes (voir [PH77] et la figure 1.19
pour l’exemple).
Cette me´thode s’exe´cute en O(n log n). En effet, nous voyons imme´diatement que le
nombre d’appels re´cursifs de la me´thode est borne´ par O(log n). De plus, a` chaque appel,
la me´thode doit de´terminer les deux droites tangentes aux enveloppes convexes. Ce calcul
s’effectue en temps line´aire suivant le nombre de sommets des deux enveloppes convexes
courantes. Soit T (n) la complexite´ de la me´thode, l’e´quation de re´currence de l’algorithme
est donc : T (n) = O(n) + 2T (n/2). Elle admet pour solution T (n) = O(n log n).
Algorithme Incre´mental
Le principe de l’algorithme incre´mental est de construire l’enveloppe convexe de A en
conside´rant ses points au fur et a` mesure [Kal84]. Soit Ai l’ensemble des i premiers points
de A avec 0 < i < n et soit Ci l’enveloppe convexe de Ai. Il s’agit de de´terminer la suite
d’enveloppes convexes (Cj)1≤j≤n, chaque enveloppe convexe Ci+1 e´tant construite a` partir
de Ci comme sur la figure 1.20. Pour chaque nouveau point ai+1 conside´re´, deux possibilite´s
s’offrent a` nous. Soit ai+1 est a` l’inte´rieur de Ci et il est rejete´, soit il est a` l’exte´rieur de Ci
et il correspond a` un sommet de Ci+1. Dans le deuxie`me cas, il est ne´cessaire de de´terminer
les sommets de Ci visibles depuis le point ai+1 comme sur la figure 1.20 (gauche). Les
sommets de Ci visibles depuis ai+1 sont des sommets conse´cutifs sur l’enveloppe convexe Ci
et s’obtiennent de la manie`re suivante. Supposons que ai+1 soit situe´ a` droite de l’enveloppe
convexe courante. Soit TL et TU les deux droites tangentes a` Ci passant par ai+1 situe´es
respectivement en dessous et au-dessus de Ci. Notons respectivement g et d les points
d’intersection de l’enveloppe convexe courante Ci avec les tangentes TL et TU . La suite
des sommets de Ci visibles depuis ai+1 est alors note´e (c0, c1, · · · , cj) avec c0 = g et cj = d.
Sur l’exemple de la figure 1.20 (gauche), les sommets visibles apparaissent en rouge. Le
nouveau point ai+1 est alors ajoute´ a` Ci+1 entre g et d tandis que les sommets (c1, · · · , cj−1)
sont retire´s de l’enveloppe convexe (voir la figure 1.20).
E´tudions la complexite´ de cette me´thode re´sume´e par l’algorithme 7. Pour chaque
nouveau point conside´re´, l’algorithme doit d’abord de´cider s’il se situe a` l’inte´rieur ou
a` l’exte´rieur de l’enveloppe convexe courante. Ceci se fait en temps line´aire suivant le
nombre de sommets de l’enveloppe convexe courante. Or, exactement un nouveau som-
met est ajoute´ a` l’enveloppe convexe a` chaque ite´ration. Pour l’ensemble des points de A,
cette ve´rification se fait donc en O(n2). Si le point est a` l’inte´rieur de l’enveloppe convexe
courante, l’algorithme ne le traite pas et ne le conside`re plus jusqu’a` la fin de l’exe´cution.
Si le point se situe a` l’exte´rieur, l’algorithme recherche les sommets de l’enveloppe convexe















Fig. 1.20 – Exemple de la me´thode incre´mentale
Algorithme 7 : Algorithme de calcul d’enveloppe convexe incre´mental
ENVELOPPE CONVEXE INCREMENTAL (A : ensemble de n points du plan)
Valeur retourne´e : sommets de l’enveloppe convexe
1 i← 3
2 Ci ← (a1, a2, a3)
3 POUR i allant de 4 a` n FAIRE
4 SI ai a` l’exte´rieur de Ci−1
5 Trouver les areˆtes visibles de Ci−1 depuis ai
Soient g et d les sommets extre´maux de la portion visible
6 Supprimer ces areˆtes












Fig. 1.21 – Les trois configurations du segment ai+1c
convexe, une fois qu’un premier sommet visible est trouve´, un parcours vers la droite et
vers la gauche le long de l’enveloppe convexe permet de de´terminer les autres. La de´-
termination d’un premier sommet visible se fait en temps line´aire suivant le nombre de
sommets de l’enveloppe convexe courante. La recherche des sommets visibles se faisant
dans le pire cas pour chaque point de l’ensemble A, cette recherche se fait donc en O(n2)
au total. Par conse´quent, la complexite´ de cet algorithme incre´mental est en O(n2).
De toute e´vidence, l’ope´ration dont la complexite´ doit eˆtre ame´liore´e correspond a` la
de´tection des sommets visibles. Plus pre´cise´ment, nous souhaitons de´terminer en temps
logarithmique les points d’intersection des deux droites tangentes a` l’enveloppe convexe
passant par le point ai+1 a` inse´rer, note´s pre´ce´demment g et d. Si nous nous positionnons
au point ai+1 a` inse´rer en “regardant” dans la direction de l’enveloppe convexe, le point
g correspond au point le plus a` gauche et le point d correspond au point le plus a` droite
(voir la figure 1.20). Preparata introduit dans [Pre79] une me´thode logarithmique pour
de´terminer ces deux points. Une description de´taille´e de cet algorithme est donne´e dans
[PS85]. Le principe ge´ne´ral de cette me´thode est d’utiliser un arbre de recherche e´qui-
libre´ dont les noeuds correspondent aux sommets de l’enveloppe convexe courante. En
faisant une recherche dichotomique sur l’arbre, nous parvenons a` de´terminer d’une part
le sommet g et d’autre part le sommet d. Soient ai+1 le point a` inse´rer comme sommet de
l’enveloppe convexe et c un sommet de cette enveloppe, nous distinguons trois configura-
tions possibles : le segment ai+1c est tangent a` l’enveloppe convexe, le segment ai+1c est
re´flexe par rapport a` l’enveloppe convexe ou le segment ai+1c est concave par rapport a`
l’enveloppe convexe. Ces trois configurations sont illustre´es sur la figure 1.21.
Selon la configuration rencontre´e, la recherche du sommet g ou du sommet d est orien-
te´e diffe´remment. L’algorithme 8 re´sume la me´thode utilise´e pour rechercher le sommet g.
Notons que cet algorithme peut facilement eˆtre adapte´ pour rechercher le sommet d. De
plus, dans le cas ou` le point ai+1 est situe´ a` l’inte´rieur de l’enveloppe convexe courante,
les sommets g et d n’existent pas et l’algorithme renvoie l’ensemble vide. La figure 1.22
illustre un exemple de de´termination du sommet g lors de l’ajout d’un nouveau sommet
ai+1. Dans cet exemple, les sommets de l’enveloppe convexe courante sont note´s c1, c2,
· · · , c8 et l’arbre de recherche correspondant a pour racine c4. Le sommet c4 est re´flexe
par rapport a` ai+1, ce qui oriente la recherche vers la partie gauche de l’arbre. L’algo-
rithme conside`re alors le sommet c1, concave par rapport a` ai+1, et le sommet c2 est alors
se´lectionne´. Ce dernier sommet est tangent et correspond donc au sommet g recherche´.
En pratique, l’algorithme de recherche s’ave`re un peu plus complique´ car la de´termina-
tion du sous-arbre a` conside´rer a` l’ite´ration suivante n’est pas triviale. Preparata indique
qu’en pratique, si le segment ai+1c n’est pas tangent a` l’enveloppe convexe courante, huit
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Fig. 1.22 – Exemple de de´termination du sommet g
Algorithme 8 : Algorithme de recherche du sommet g dans l’arbre
RECHERCHE-GAUCHE (T : arbre des sommets de l’enveloppe convexe,
ai+1 : sommet a` ajouter)
Valeur retourne´e : sommet g
1 c←Racine(T )
2 SI T est vide
3 Retourner ∅
4 SI ai+1c est tangent
5 Retourner c
6 SI ai+1c est re´flexe
7 T ← ArbreGauche(c)
8 SINON
9 T ← ArbreDroit(c)
10 RECHERCHE-GAUCHE(T )
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invite´s a` se re´fe´rer a` [PS85] pour de plus amples de´tails.
Edelsbrunner propose une autre fac¸on d’atteindre la complexite´ en O(n log n) pour le
calcul d’enveloppe convexe incre´mental en 2D dans [Ede87]. Il a l’ide´e de trier au pre´alable
les points de l’ensemble A par abscisses croissantes. De cette fac¸on, tout nouveau point
conside´re´ est force´ment situe´ a` l’exte´rieur de l’enveloppe convexe courante ce qui e´vite des
tests. Il remarque de plus que le sommet de Ci le plus proche de ai+1 suivant l’axe des x est
force´ment visible depuis ai+1. En connaissant un sommet visible, il est tre`s facile ensuite
de de´terminer tous les autres en visitant les sommets de l’enveloppe convexe courante de
part et d’autre du sommet initial. Par conse´quent, la de´termination des sommets visibles
se fait en O(n) au total. En effet, les sommets visite´s sont supprime´s et ne seront donc
plus visite´s a` nouveau. La complexite´ de la me´thode de calcul d’enveloppe convexe est
donc en O(n log n) a` cause du tri. De plus, meˆme si elle requiert un tri sur les points, elle
a l’avantage d’eˆtre beaucoup plus simple que la me´thode de Preparata.
En Dimensions 3
Dans ce me´moire, nous nous inte´ressons principalement aux algorithmes de construc-
tion d’enveloppes convexes dans le plan. Cependant, avant de conclure ce chapitre, nous
proposons un rapide tour d’horizon des me´thodes existantes pour la construction d’enve-
loppes convexes en dimension 3 (voir [dBSvKO00] pour une e´tude plus de´taille´e).
L’enveloppe convexe d’un ensemble de n points de R3 est un polytope convexe dont
les sommets correspondent a` des points de l’ensemble de de´part. Il s’agit donc de calculer
ces sommets mais aussi les faces du polytope ; ceci constitue un proble`me nettement plus
difficile que dans le plan. Pour le re´soudre, diffe´rentes me´thodes existent dans la litte´rature.
Le premier algorithme de calcul d’enveloppes convexes 3D est une variante de l’algorithme
du gift wrapping duˆe a` Chand et Kapur [CK70] dont la complexite´ est en O(nf) avec n
le nombre de points de l’ensemble de de´part et f le nombre de faces du polytope re´sultat.
Le nombre de faces de l’enveloppe convexe e´tant borne´ par 6n − 20 [dBSvKO00], cette
complexite´ est de l’ordre de O(n2) dans le pire cas. L’algorithme diviser pour re´gner peut
e´galement se ge´ne´raliser en dimension 3 [PH77, PS85] atteignant alors une complexite´
de O(n log n). C’est e´galement le cas pour l’algorithme quickhull [BDH96] s’exe´cutant
en moyenne en O(n log n) et en O(n2) dans le pire cas. Notons que Clarkson et Shor
proposent dans [CS89] un algorithme incre´mental randomise´ pour le calcul d’enveloppes
convexes 3D base´ sur un graphe de conflits et atteignant une complexite´ de O(n log n)
(voir e´galement [dBSvKO00, Mul94]). Ce dernier algorithme se ge´ne´ralise e´galement aux
dimensions supe´rieures, il est de plus optimal dans le pire cas, s’exe´cutant en temps
Θ(n⌊d/2⌋) avec d la dimension de l’espace conside´re´e. Le meilleur algorithme de´terministe
connu a` ce jour en dimension impaire quelconque est d’apre`s [dBSvKO00] une version
de´randomise´e de cette dernie`re me´thode [Cha93]. De plus, le meilleur algorithme adaptatif
a e´te´ propose´ dans [Cha96] et atteint une complexite´ enO(n log k+(nk)1−1/(⌊d/2⌋+1) logO(1))
ou` k repre´sente la“complexite´”de l’enveloppe convexe, c’est-a`-dire l’e´valuation du nombre
de ses sommets, areˆtes et faces.
Conclusion
Parmi toutes les me´thodes de calcul d’enveloppes convexes planaires expose´es dans
cette section, la seule qui a la proprie´te´ d’eˆtre adaptative est la marche de Jarvis. En
effet, sa complexite´ en O(nh), avec n le nombre de points de l’ensemble et h le nombre de
36
sommets de l’enveloppe convexe a` calculer, s’exprime par rapport au nombre de sommets
de l’enveloppe convexe finale. Cependant, cette complexite´ n’est pas optimale puisque
l’algorithme s’ave`re quadratique dans le cas ou` n = h. Les autres me´thodes atteignent
des complexite´s plus inte´ressantes puisqu’elles sont en O(n log n) mais elles ne sont pas
adaptatives. En 1986, Kirkpatrick et al. propose`rent le premier algorithme en O(n log h)
[KS86]. Cette me´thode, parfois appele´e Marriage before Conquest , se base sur l’algorithme
Diviser pour Re´gner mais calcule d’abord les tangentes des enveloppes convexes afin de
ne construire effectivement que les parties des enveloppes qui seront conserve´es. En 1996,
Chan proposa dans [Cha96] une autre me´thode combinant a` la fois la me´thode du Graham
scan et la marche de Jarvis pour obtenir lui aussi un algorithme optimal et adaptatif en




Marche de Jarvis O(nh) [Jar73, CK70]
Graham scan O(n log n) [Gra72]
QuickHull O(nh) [Edd77, Byk78]
Diviser pour Re´gner O(n log n) [PH77]
Incre´mental O(n log n) [Pre79, Ede87]
Marriage before Conquest O(n log h) [KS86]
Combinaison Graham/Jarvis O(n log h) [Cha96]
Algorithme de Melkman (chaˆınes polygonales) O(n) [Mel87]
Tab. 1.1 – Comparatif des algorithmes de construction d’enveloppes convexes dans le
plan
1.4 De´nombrement
1.4.1 The´ore`me de Pick
Un the´ore`me tre`s utile pour calculer l’aire d’un polygone dont les sommets sont porte´s
par la grille est duˆ a` Georg Alexander Pick en 1899 et s’appelle le the´ore`me de Pick
[Pic99] :
The´ore`me 3 Soit P un polygone a` sommets porte´s par une grille re´gulie`re, soit I le
nombre de points entiers a` l’inte´rieur du polygone et soit B le nombre de points sur les
bords du polygone. L’aire A du polygone P peut eˆtre exprime´e en fonction de I et de B
de la manie`re suivante :




Ce the´ore`me est valide pour tout polygone simple, c’est-a`-dire pour tout polygone
constitue´ d’une seule pie`ce et sans trou. Il est illustre´ par l’exemple 1. Ce the´ore`me peut
eˆtre de´montre´ par induction de la manie`re suivante. Nous de´finissons un polygone e´le´men-
taire comme un polygone sans point entier a` l’inte´rieur et dont les points sur les bords se





Fig. 1.23 – Ajout d’un triangle e´le´mentaire
d’aire 1/2. Nous remarquons ensuite que tout polygone correspond a` l’union d’un nombre
fini de triangles e´le´mentaires. Soit P un polygone ve´rifiant le the´ore`me de Pick et T un
triangle e´le´mentaire, nous montrons alors que le polygone P ∪ T ve´rifie aussi le the´ore`me
de Pick et nous prouvons donc par induction le the´ore`me.
Nous de´taillons a` pre´sent la preuve du the´ore`me de Pick. Nous remarquons que tous
vecteurs u et v ge´ne´rant un paralle´logramme e´le´mentaire forment une base. Ceci signifie,
comme explique´ dans la section 1.1.1, que tous les points de Z2 peuvent eˆtre exprime´s
comme combinaison line´aire a` coefficients entiers de u et v. D’apre`s la proposition 1, nous
savons que toute base (u, v) peut eˆtre obtenue en appliquant un nombre fini de trans-
vections sur les vecteurs de la base orthonorme´e ((1, 0), (0, 1)). Comme les transvections
sont inversibles, cela signifie que tous vecteurs u et v formant une base peuvent eˆtre ra-
mene´s par transformations inverses aux vecteurs (1, 0) et (0, 1). Tout paralle´logramme
e´le´mentaire peut donc eˆtre transforme´ par transvection en un carre´ de coˆte´ 1. D’apre`s la
proprie´te´ 1, les transvections conservent les aires et tout paralle´logramme e´le´mentaire est
donc d’aire 1. Nous remarquons que tout paralle´logramme e´le´mentaire peut eˆtre coupe´
en deux triangles e´le´mentaires de meˆme aire suivant la diagonale. Nous en de´duisons que
tout triangle e´le´mentaire est d’aire 1/2. Soit P un polygone comportant I points entiers
inte´rieurs et B points entiers sur les bords. Nous supposons que P ve´rifie le the´ore`me de
Pick et donc que son aire A ve´rifie A = I +B/2− 1. Soit T un triangle e´le´mentaire, nous
montrons alors que l’aire A′ de P ∪T ve´rifie bien A′ = I+B/2−1+1/2 = I+B/2−1/2.
Pour cela, il suffit de remarquer que le triangle e´le´mentaire T peut eˆtre assemble´ de deux
manie`res diffe´rentes avec P : soit P et T ont un coˆte´ en commun, soit P et T ont deux
coˆte´s en commun. Dans le cas ou` P et T ont un seul coˆte´ en commun (figure 1.23 gauche),
le polygone P ∪ T a le meˆme nombre de points inte´rieurs que P mais un sommet en plus,
donc un point sur les bords en plus, et A′ = I + (B + 1)/2 − 1 = I + B/2 − 1/2. Dans
le cas ou` P et T ont deux coˆte´s en commun (figure 1.23 droite), le polygone P ∪ T a un
point inte´rieur en plus par rapport a` P et un sommet en moins, donc un point sur les
bords en moins, et A′ = (I + 1) + (B− 1)/2− 1 = I +B/2− 1/2. Tout polygone pouvant
eˆtre de´compose´ en un nombre fini de triangles e´le´mentaires et tout triangle e´le´mentaire
e´tant d’aire 1/2, le the´ore`me de Pick est donc prouve´ par re´currence pour tout polygone.
Exemple 1 Prenons l’exemple du polygone P de la figure 1.24. Ce polygone a` sommets
porte´s par la grille contient exactement 56 points indique´s en bleu (I = 56) et 16 points
sur ses bords, indique´s en rouge (B = 16). Son aire est donc e´gale a` 16 + (56/2)− 1 soit
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PFig. 1.24 – Application du the´ore`me de Pick
Ce the´ore`me peut par exemple eˆtre utilise´ pour de´cider si un polygone dont nous
connaissons les sommets contient des points entiers. A` partir des coordonne´es de ses
sommets, nous pouvons calculer de manie`re classique son aire. Ceci se fait en calculant la
somme des aires des triangles contenus dans le polygone. De plus, nous pouvons calculer le
nombre de points sur ses bords. En connaissant l’aire du polygone et le nombre de points
sur ses bords, nous en de´duisons le nombre de points inte´rieurs.
1.4.2 Le polytope du Proble`me du Sac a` Dos
Le proble`me du sac a` dos, e´galement connu sous le nom de knapsack problem, est
un proble`me bien connu de programmation line´aire en nombres entiers, propose´ pour la
premie`re fois par Mathews dans [Mat97]. Il s’agit de remplir un sac a` dos avec des objets
dont nous connaissons le poids et la valeur. Le sac a` dos ne pouvant supporter plus d’un
certain poids, il convient donc de faire les bons choix afin de maximiser la valeur totale
du sac a` dos sans de´passer le poids maximum. E´videmment, les objets ne peuvent pas
eˆtre “coupe´s en deux”mais nous pouvons prendre plusieurs exemplaires d’un meˆme objet.
Nous nous retrouvons alors clairement avec un proble`me de programmation line´aire en
nombres entiers qui peut eˆtre formalise´ de la manie`re suivante :
maximiser c1x1 + c2x2 + · · ·+ cdxd
sous la contrainte a1x1 + a2x2 + · · ·+ adxd ≤ b
avec x ≥ 0
(1.2)
ou` a et c correspondent a` des vecteurs de (Z+)d et b correspond a` un entier positif.
Dans cette formulation, l’entier b correspond au poids total pouvant eˆtre supporte´ par le
sac a` dos. De plus, a` chaque objet i, 1 ≤ i ≤ d, est associe´ une valeur ci repre´sentant
l’importance accorde´e a` cet objet, un poids ai et enfin une quantite´ xi. Nous appelons
39




Fig. 1.25 – Polygone du proble`me du sac a` dos (knapsack polygon)
solution re´alisable du proble`me du sac a` dos tout point de (Z+)d satisfaisant l’ine´quation
de (1.2). Le polytope du proble`me du sac a` dos (knapsack polytope), note´ K, correspond
a` l’enveloppe convexe de l’ensemble des solutions re´alisables du proble`me du sac a` dos et
s’e´crit :
K = conv{x = (x1, · · · , xd) ∈ (Z+)d : a1x1 + a2x2 + · · ·+ adxd ≤ b}
Parmi les solutions re´alisables, la solution optimale maximisant la valeur totale du sac
a` dos c1x1 + c2x2 + · · · + cdxd est recherche´e. Il est prouve´ qu’elle est toujours atteinte
pour un sommet du polytope du proble`me du sac a` dos ([Ste01, Zol00]). En dimension
2, nous conside`rons que nous ne disposons que de deux types d’objets a` mettre dans le
sac a` dos. Le polytope du proble`me du sac a` dos correspond alors a` un polygone convexe
a` sommets porte´s par la grille comme sur l’exemple de la figure 1.25. Tout point entier
de coordonne´es (x, y) inclus dans ce polygone repre´sente la possiblite´ de remplir le sac
a` dos avec x objets du premier type et y objets du second type, sans de´passer le poids
maximum autorise´.
Soit V l’ensemble des sommets du polytope du proble`me du sac a` dos. Le cardinal de
V s’ave`re relativement petit et plusieurs e´tudes cherchent a` borner cette quantite´. Soit
γ = min{a1, · · · , ad}, Hayes et al. montrent dans [HL83] qu’il admet une borne supe´rieure
et que :
|V | < (log2((4b)/γ))d) (1.3)
C’est en 2000 que Zolotykh ame´liore cette borne et prouve dans [Zol00] que :
|V | ≤ d log(2d)(1 + log(1 + b/γ))d−1 (1.4)
D’apre`s ce dernier re´sultat, nous pouvons conclure que lorsque la dimension d est fixe´e,
le cardinal de V est borne´ par O(log(b/γ)d−1). Dans le chapitre suivant, nous mettons en
place un algorithme calculant l’enveloppe convexe des points entiers de la grille bordant
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une droite et situe´s dans un domaine vertical borne´. Le re´sultat de Zolotykh nous sera
alors utile afin de borner le nombre de sommets de l’enveloppe convexe a` calculer.
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Chapitre 2
Approximation d’un Nombre Re´el
par un Rationnel a` De´nominateur
Borne´
2.1 Introduction
Nous conside´rons le proble`me suivant : de´terminer le nombre rationnel a` de´nominateur
borne´ qui approxime au mieux un nombre re´el a donne´. Plus formellement, il s’agit de
trouver le nombre rationnel de la forme p/q qui approxime au mieux le re´el a tel que
son de´nominateur q appartienne a` l’intervalle borne´ [b, b′] avec b et b′ des entiers positifs
tels que b ≤ b′. Le proble`me ge´ome´trique correspondant consiste a` de´terminer la droite
L′ de pente rationnelle p/q passant par l’origine qui approxime au mieux la droite L de
pente re´elle a passant par l’origine relativement a` un domaine vertical D de la forme
{(x, y) ∈ R2|b ≤ x ≤ b′}. La droite recherche´e passe par le point a` coordonne´es entie`res
(q, p) appartenant au domaine vertical D tel qu’aucun point a` coordonne´es entie`res du
domaine D ne se situe strictement entre la droite L et la droite L′. Il s’agit donc de trouver
la droite L′ passant par un point a` coordonne´es entie`res du domaine D qui minimise la
valeur absolue de l’angle entre les droites L et L′. Nous remarquons que le point (q, p)
recherche´ correspond a` un sommet des enveloppes convexes des points de la grille situe´s
au-dessus ou en dessous de la droite L et appartenant au domaine vertical D. Par conse´-
quent, si nous connaissons les sommets de ces deux enveloppes, nous pouvons facilement
de´terminer la droite approxime´e que nous recherchons. Dans la litte´rature, diffe´rents algo-
rithmes ge´ne´raux de calculs d’enveloppes convexes existent (voir la section 1.3.2). Soit h le
nombre de sommets des enveloppes convexes a` calculer. Nous avons pre´sente´ dans la sec-
tion 1.3.2 un panel des algorithmes les plus connus pour le calcul d’enveloppes convexes.
Le plus ce´le`bre s’appelle l’algorithme du gift wrapping. Cette me´thode calculerait les deux
enveloppes convexes en O((b′ − b)h) tandis que Chan a propose´ en 1996 un algorithme
de complexite´ optimale en temps qui calculerait les enveloppes en O((b′ − b) log h) (voir
[Jar73, Cha96]). Cependant, dans notre configuration un peu particulie`re, d’autres algo-
rithmes atteignent une meilleure complexite´. Nous nous inte´ressons en particulier a` deux
approches pour calculer ces enveloppes convexes. La premie`re me´thode utilise la the´o-
rie des nombres et plus pre´cise´ment l’interpre´tation ge´ome´trique de la de´composition en
fractions continues de a, appele´e voiles de Klein (voir la section 1.2.2). Cette me´thode
est similaire a` celle propose´e par Harvey dans [Har99] et s’exe´cute en O(log(b′)). Cette
approche ne´cessite de connaˆıtre un point a` coordonne´es entie`res porte´ par la droite a`
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approximer et de s’en servir comme origine du repe`re. Cependant, cette complexite´ peut
eˆtre ame´liore´e surtout si b′ est beaucoup plus grand que la largeur du domaine D. Notons
que d’autres me´thodes base´es sur la the´orie des nombres pourraient peut eˆtre de´terminer
cette approximation sans la connaissance a priori d’un point a` coordonne´es entie`res porte´
par la droite en utilisant le syste`me de nume´ration d’Ostrowski a` la manie`re de [BI09].
La seconde me´thode utilise la ge´ome´trie algorithmique comme l’algorithme propose´ par
Balza-Gomez et al. dans [BGMM99] qui atteint une complexite´ en temps de O(log(b′−b)).
Nous proposons une nouvelle approche pour calculer ces deux enveloppes convexes (voir
[CB08c, CB08b, CB09]). Notre me´thode combine a` la fois la the´orie des nombres et la
ge´ome´trie algorithmique. Elle pre´serve la complexite´ optimale en temps de la me´thode
de Balza-Gomez et al. Notons de plus qu’elle est la premie`re dont la complexite´ de´pend
e´galement de la taille de la sortie. Un tel algorithme est qualifie´ de output sensitive ou
algorithme adaptatif. En effet, notre me´thode calcule un sommet d’une des deux enve-
loppes convexes a` chaque ite´ration. Chaque ite´ration s’exe´cutant en temps constant, notre
me´thode a une complexite´ en O(h) ou` h repre´sente le nombre de sommets des deux en-
veloppes convexes construites. De plus, l’algorithme re´sultant est plus simple et s’ave`re
donc plus adapte´ pour l’imple´mentation. Les re´sultats pre´sente´s dans ce chapitre ont par
ailleurs e´te´ publie´s dans [CB08c, CB08b, CB09].
Ce chapitre s’organise de la manie`re suivante. Nous commenc¸ons par expliquer dans la
section 2.2 pourquoi le proble`me d’approximation dans le plan euclidien peut eˆtre re´solu
en calculant des enveloppes convexes. Ensuite, nous introduisons la premie`re approche
utilisant la de´composition en fractions continues. Nous nous inte´ressons tout d’abord a`
un sous-proble`me qui consiste a` de´terminer la meilleure approximation rationnelle d’un
nombre re´el telle que son de´nominateur admette une borne supe´rieure. Nous montrons
dans la section 2.3 comment re´soudre nume´riquement et ge´ome´triquement ce proble`me en
utilisant la de´composition en fractions continues. Par la suite, nous traitons d’un proble`me
d’approximation plus contraint : de´terminer la meilleure approximation rationnelle d’un
nombre re´el telle que son de´nominateur admette a` la fois une borne infe´rieure et une borne
supe´rieure entie`re. Nous nous inte´ressons a` l’interpre´tation ge´ome´trique de ce proble`me
et nous montrons dans la section 2.4 comment Harvey re´soud ce proble`me en utilisant les
fractions continues ([Har99]). Nous introduisons dans la section 2.5 la seconde approche
mettant en oeuvre la ge´ome´trie algorithmique pour re´soudre la version ge´ome´trique de
notre proble`me d’approximation. A` cette occasion, nous de´crivons l’algorithme de Balza-
Gomez et al. ([BGMM99]). Nous pre´sentons dans la section 2.6 notre nouvel algorithme
pour la construction des enveloppes convexes et nous e´tudions sa complexite´ en temps.
Enfin, nous mettons en e´vidence dans la section 2.7 des applications pour lesquelles notre
algorithme peut s’ave´rer utile.
2.2 Droite Approxime´e et Enveloppe Convexe En-
tie`re
Soit a un nombre re´el positif et soit L une droite d’e´quation y = ax. Nous supposons
sans perte de ge´ne´ralite´ que a est infe´rieur a` 1. Soient b et b′ deux nombres entiers positifs
tels que b est infe´rieur a` b′. Soit D le domaine vertical de la forme {(x, y) ∈ R2|b ≤ x ≤ b′}.
Dans la partie ge´ome´trique de ce chapitre, nous parlons souvent de points a` coordonne´es
entie`res. Dans un souci de clarte´, nous utilisons donc le terme “point entier” plutoˆt que le
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terme “point a` coordonne´es entie`res”. De la meˆme manie`re, nous utilisons le terme “enve-
loppe convexe entie`re” pour de´crire l’enveloppe convexe d’un ensemble de points entiers,
les sommets d’une telle enveloppe e´tant eux-meˆme entiers.
Nous nous inte´ressons au proble`me de de´termination du nombre rationnel p/q qui ap-
proxime au mieux le nombre re´el a tel que son de´nominateur q appartienne a` l’intervalle
borne´ [b, b′].
Nous e´tablissons une correspondance entre le nombre rationnel p/q et le point en-
tier (q, p) dans le plan euclidien. En effet, toute droite de pente rationnelle d’e´quation
y = (p/q)x passe par le point entier (q, p). Par conse´quent, le proble`me de l’approxi-
mation par un rationnel est e´quivalent, dans le plan euclidien, a` trouver le point entier
P = (q, p) appartenant au domaine D tel que la droite passant par l’origine et par le point
P approxime au mieux la droite d’e´quation y = ax par rapport au domaine D. Ce point
P = (q, p) est appele´ meilleur point approximant la droite L par rapport au domaine
D lorsque P ve´rifie les conditions suivantes : P appartient au domaine D et la valeur
absolue de l’angle entre les deux droites de la forme y = ax et y = (p/q)x est minimal.
Ceci implique qu’aucun point entier du domaine D ne se situe entre ces deux droites.
Le proble`me d’approximation dans le plan euclidien est lie´ au calcul d’enveloppes
convexes entie`res. Notons CHU et CHL les enveloppes convexes des points entiers du
domaine D situe´s respectivement au-dessus et en dessous de la droite L (voir la figure
2.1). De toute e´vidence, le meilleur point approximant P que nous cherchons a` de´terminer
correspond a` un des sommets de CHU ou de CHL. En effet, quel que soit le point entier
(r, s) dans le domaine D n’appartenant pas aux enveloppes convexes, il existe un sommet
de CHU ou de CHL situe´ entre les deux droites d’e´quations y = ax et y = (s/r)x. Notons
h le nombre de sommets des enveloppes convexes CHU et CHL. D’apre`s [Zol00], re´sultat
pre´sente´ en section 1.4.2, nous savons que h est logarithmique en la largeur du domaine D,
i.e. CHU et CHL comportent O(log(b
′−b)) sommets. Ainsi, si nous avons calcule´ ces deux
enveloppes convexes, nous pouvons re´soudre le proble`me d’approximation en O(h). Pour
calculer ces deux enveloppes convexes, nous pourrions conside´rer les (b′ − b) + 1 points
entiers situe´s juste au-dessus de la droite L et les (b′− b) + 1 points entiers situe´s juste en
dessous de la droite L, a` savoir les droites discre`tes de L. Puis, nous pourrions utiliser un
des algorithmes ge´ne´raux de calcul d’enveloppes convexes existants (voir la section 1.3.2).
Un des plus ce´le`bres s’appelle l’algorithme du gift wrapping et sa complexite´ en temps est
de l’ordre de O((b′ − b)h). Cependant, nous pre´fe`rerions utiliser la me´thode propose´e par
Chan en 1996 qui atteint une complexite´ en O((b′− b) log h) ce qui est optimal dans le cas
ge´ne´ral, i.e. en conside´rant un nuage de points (voir [Jar73] et [Cha96]). Cependant, comme
les points entiers qui nous inte´ressent sont les points d’une grille re´gulie`re situe´s au-dessus
et en dessous d’un segment de droite, nous pouvons appliquer des algorithmes beaucoup
plus spe´cifiques pour calculer les enveloppes convexes. Nous commenc¸ons par introduire
deux approches existantes, l’une utilise la the´orie des nombres et l’autre met en oeuvre
des techniques de ge´ome´trie algorithmique. Ces algorithmes atteignent respectivement
des complexite´s en temps de O(log b′) et de O(log(b′ − b)), ce qui est bien meilleur que la





Fig. 2.1 – Les deux enveloppes convexes
2.3 Re´soudre un Sous-Proble`me avec les Fractions
Continues
Dans cette section, le sous-proble`me qui nous inte´resse est le suivant : de´terminer le
nombre rationnel p/q qui approxime au mieux le nombre re´el a et tel que q n’exce`de
pas la valeur entie`re b′. Nous montrons comment re´soudre ce proble`me nume´riquement et
ge´ome´triquement en utilisant les fractions continues.
Nous remarquons que le sous-proble`me de cette section peut facilement eˆtre re´solu en
calculant les deux suites SP et SI issues du de´veloppement en fraction continue de a (voir
section 1.2.2). D’apre`s la proposition 2, nous savons que le dernier terme de la suite SP
(resp. SI) dont le de´nominateur ne de´passe pas b
′ correspond a` la meilleure approximation
rationnelle de a infe´rieure (resp. supe´rieure) a` a. Nous illustrons cette proposition avec
l’exemple 2).
Exemple 2 Nous souhaitons de´terminer le nombre rationnel dont le de´nominateur n’ex-
ce´de pas 80 et qui approxime au mieux le rationnel 779/207. Nous avons le de´veloppement














































De ces suites, nous de´duisons que le rationnel 143/38 de la suite SP (resp. le rationnel
207/55 de la suite SI) correspond a` la meilleure approximation de 779/207 infe´rieure
(resp. supe´rieure) a` 779/207, dont le de´nominateur ne de´passe pas 80. A` partir de ces
deux fractions, nous en de´duisons que le nombre rationnel 143/38 correspond a` la meilleure
approximation de 779/207 telle que son de´nominateur ne de´passe pas 80.
Dans le plan euclidien, ce sous-proble`me est e´quivalent a` de´terminer le point entier
(q, p) qui approxime au mieux la droite d’e´quation y = ax tel que son abscisse n’ex-
ce`de pas b′. Nous pouvons interpre´ter ge´ome´triquement la fraction continue associe´e a`






Fig. 2.2 – Exemple de voiles de Klein pour a = 4/11 et d = 6
et ainsi interpre´ter la Proposition 2 comme la Proposition 3 dans le plan euclidien (voir
la section 1.2.2). Le meilleur point approximant que nous cherchons correspond donc au
dernier terme de la se´rie KL ou de la se´rie KU dont l’abscisse n’exce`de pas b
′. La figure
2.2 montre un exemple de suites de points entiers KL et KU pour a = 4/11. Dans cet
exemple, les points entiers P = (5, 2) et Q = (3, 1) correspondent aux points approximant
au mieux la droite de pente 4/11 tels que leur abscisse ne de´passe pas 6.
2.4 Re´soudre le Proble`me d’Approximation avec les
Fractions Continues
A` partir de maintenant, nous nous inte´ressons a` un proble`me plus contraint. Nous
souhaitons de´terminer le nombre rationnel p/q qui approxime au mieux le nombre re´el a et
tel que son de´nominateur q appartient a` l’intervalle borne´ [b, b′]. En re´alite´, nous traitons
la version ge´ome´trique de ce proble`me : de´terminer le point entier (q, p) du domaine
D = {(x, y) ∈ R2|b ≤ x ≤ b′} qui approxime au mieux la droite L d’e´quation y = ax.
2.4.1 Description de l’Algorithme
Pour re´soudre ce proble`me, nous pouvons toujours utiliser les fractions continues et
l’interpre´tation ge´ome´trique de la proposition 2 a` la manie`re d’Harvey dans [Har99]. Pour
cela, nous calculons la voile de Klein supe´rieure et infe´rieure de la droite L. Puis, nous se´-
lectionnons le point entier de plus grande abscisse appartenant au domaine D sur chaque
voile de Klein et nous les comparons. Malheureusement, il est possible qu’aucun point
entier porte´ par les voiles de Klein ne se situe dans le domaine D. Soit t l’indice du point
entier de la suite KL ou de la suite KU d’abscisse maximale mais toutefois infe´rieure a`
b′. Supposons qu’il s’agit d’un point de KL et notons ce point KLt . Si le point KLt ou un
point de la forme αKLt avec α ∈ N appartient au domaine D, d’apre`s la proposition 3, il
correspond force´ment au meilleur point approximant que nous recherchons et l’algorithme
se termine. Dans le cas contraire, l’algorithme re´ite`re. Pour cela, nous translatons l’ori-
gine du repe`re au point entier βKLt ou` β est une valeur entie`re positive telle que βKLt
corresponde au point le plus proche de la droite d’e´quation x = b, a` gauche du domaine
D. Nous re´ite´rons avec la droite L′ de vecteur directeur KLt et avec le domaine D
′ de
la forme {(x, y) ∈ R2|b−βxLt ≤ x ≤ b′−βxLt} ou` xLt correspond a` l’abscisse du point KLt .
Nous pouvons remarquer que, lorque nous re´ite´rons, aucun point entier du domaine
D ne se situe entre les droites L et L′ (voir Proposition 3). Par conse´quent, nous ne

































Fig. 2.3 – Exemple de de´roulement de l’algorithme de Harvey
recherche´. De plus, le calcul de la voile de Klein lors des ite´rations suivantes se fait en
temps constant. En effet, les points entiers porte´s par cette voile correspondent exactement
au t-ie`me premiers termes de la voile de Klein a` l’ite´ration pre´ce´dente.
2.4.2 Exemple de De´roulement et Discussion sur l’Algorithme
Un court exemple du de´roulement de l’algorithme est illustre´ par la figure 2.3. Dans
cet exemple, nous conside´rons la droite L d’e´quation y = (11/14)x ainsi que le domaine
D de la forme {(x, y) ∈ R2|10 ≤ x ≤ 13}. La voile de Klein infe´rieure de L correspond
a` la suite de points entiers [(1, 0), (2, 1), (3, 2), (4, 3), (9, 7), (14, 11)] et elle est illustre´e en
figure 2.3.a. Comme aucun terme de cette se´rie ne correspond a` une solution du pro-
ble`me d’approximation, nous re´ite´rons l’algorithme. Nous translatons l’origine du repe`re
au point KL5 = (9, 7). Dans ce nouveau repe`re, nous conside´rons le nouveau domaine D
′
de´fini par {(x, y) ∈ R2|1 ≤ x ≤ 4} ainsi que la droite L′ de vecteur directeur (9, 7) comme
sur la figure 2.3.b. La voile de Klein infe´rieure associe´e a` la nouvelle droite L′ correspond
a` la suite de points [(1, 0), (2, 1), (3, 2), (4, 3), (9, 7)]. Les quatre premiers points de cette
suite appartiennent au domaine D′, donc le point P = KL′
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= (4, 3) est solution de notre
proble`me d’approximation. Par conse´quent, dans le repe`re initial, le meilleur point ap-
proximant la droite L de pente 11/14 d’abcisse a` la fois supe´rieure a` 10 et infe´rieure a` 13
correspond au point (13, 10).
La me´thode de Harvey ne´cessite la connaissance d’un point a` coordonne´es entie`res
porte´ par la droite a` approximer, point conside´re´ comme origine du repe`re. Son algorithme
doit alors calculer dans le pire cas O(log(b′)) convergents de la pente de la droite L. Notons
que la the´orie des nombres et en particulier les fractions continues peuvent probablement
re´soudre le proble`me d’approximation pour des droites ne passant pas par l’origine [AB98].
En effet, en utilisant le syste`me de nume´ration d’Ostrowski [Ost22] a` la manie`re de Berthe´
et Imbert dans [BI09], nous voyons que l’intercept de la droite L (c’est-a`-dire l’ordonne´e
de son intersection avec l’axe des y) peut eˆtre exprime´e en fonction du de´veloppement
en fractions continues de la pente de la droite L. Il existe ainsi peut eˆtre un moyen
47
d’approximer des droites ne passant pas par l’origine du repe`re en utilisant des outils de
la the´orie des nombres.
Nous remarquons que la valeur b′ peut eˆtre beaucoup plus grande que la valeur (b′− b)
qui correspond a` la largeur du domaine vertical. Dans ce cas, nous devons ame´liorer la
complexite´ en temps pour le calcul de la meilleure approximation. En effet, nous souhaitons
re´soudre ce proble`me en O(log(b′ − b)) dans le pire cas. Bien que des outils de la the´orie
des nombres puisse peut eˆtre mener a` cette complexite´ optimale, ils peuvent s’ave´rer assez
complexes a` utiliser dans ce cas. Nous introduisons donc une seconde approche utilisant
la ge´ome´trie algorithmique.
2.5 Une Seconde Approche Utilisant la Ge´ome´trie
Algorithmique
Les notations ⌊x⌋ et ⌈x⌉ repre´sentent respectivement les valeurs entie`res infe´rieures et
supe´rieures du nombre re´el x. Nous rappelons que la valeur entie`re infe´rieure de x corres-
pond au plus grand nombre entier plus petit que x. De la meˆme manie`re, la valeur entie`re
supe´rieure de x correspond au plus petit nombre entier supe´rieur a` x.
En 1999, Balza-Gomez et al. ont propose´ dans [BGMM99] une me´thode pour calculer
l’enveloppe convexe CHU ou CHL de´crite dans la section 2.2. Nous pre´sentons le calcul
de CHL. Leur me´thode atteint une complexite´ en temps de O(log(b
′−b)) et fonctionne en
deux e´tapes. Notons AB le segment de droite correspondant a` l’intersection de la droite
L avec le domaine vertical D de sorte que A se trouve a` gauche de B. La premie`re e´tape
consiste a` calculer une pre´-enveloppe associe´e au segment de droite AB qui comprend les
sommets de l’enveloppe convexe finale mais e´galement des points entiers supple´mentaires.
La seconde e´tape consiste a` parcourir cette pre´-enveloppe afin d’en supprimer les points
supple´mentaires. Notons que cette me´thode ne ne´cessite pas que la droite L passe par
l’origine du repe`re.
Nous de´crivons tout d’abord le calcul de la pre´-enveloppe associe´e au segment de
droite AB. Cette pre´-enveloppe commence au point entier situe´ juste en dessous de A (ou
le point A lui-meˆme) et se termine par le point entier situe´ juste en dessous de B (ou le
point B lui-meˆme). Nous calculons ite´rativement cette pre´-enveloppe. A` chaque ite´ration,
l’algorithme trouve deux points entiers et les concate`ne a` l’enveloppe courante. Ensuite,
nous de´terminons un segment de droite plus petit A′B′ porte´ par AB et correspondant
au segment de droite conside´re´ a` l’ite´ration suivante. L’algorithme se termine lorsque la
taille du segment de droite courant est re´duite a` ze´ro.
A` chaque ite´ration, les deux points ajoute´s a` la pre´-enveloppe sont de la forme (xA, ⌊yA⌋)
et (xB, ⌊yB⌋). Ensuite, pour de´terminer le segment de droite conside´re´ a` l’ite´ration sui-
vante, nous proce´dons comme suit. Nous conside´rons les deux droites horizontales d’e´qua-
tion y = ⌈yA⌉ et y = ⌊yB⌋ ainsi que leurs intersections respectives B′ et A′ avec le segment
de droite AB. Nous appliquons alors une rotation d’angle −π/2 radians puis une syme´trie
verticale. Comme la pente de la droite porte´e par A′ et B′ est maintenant strictement
supe´rieure a` 1, nous appliquons une transformation unimodulaire U : (x, y) → (x′, y′) de
Z
2 de fac¸on a` ce que la valeur absolue de la pente de la droite porte´e par les transforme´es






















(d) Apre`s l’e´tape de re´-
duction
Fig. 2.4 – Exemple d’une ite´ration
transformation et la matrice correspondante sont de la forme :
{
x′ = x













ou` a′ repre´sente la pente de la nouvelle droite passant par A′ et B′. Cette transforma-
tion correspond a` l’e´tape dite de re´duction car elle diminue la longueur du segment A′B′
a` chaque ite´ration.
La figure 2.4 illustre un exemple d’une ite´ration de la premie`re e´tape de l’algorithme.
Nous commenc¸ons par ajouter a` la pre´-enveloppe les deux points entiers P et Q et nous
de´terminons le segment de droite A′B′ (figure 2.4.a). Ensuite, nous appliquons une rota-
tion d’angle −π/2 radians (figure 2.4.b) et la syme´trie verticale (figure 2.4.c). Enfin, nous
appliquons l’e´tape de re´duction afin de pouvoir re´ite´rer avec le segment de droite A′B′
(figure 2.4.d).
Afin de supprimer les points supple´mentaires ajoute´s a` la pre´-enveloppe pendant la
premie`re e´tape, nous exe´cutons la seconde phase de l’algorithme. Nous appliquons la me´-
thode du Graham scan (voir [Gra72] et la section 1.3.2) sur la pre´-enveloppe afin de
construire l’enveloppe convexe entie`re finale.
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Les auteurs ont prouve´ que la premie`re e´tape effectue O(log(b′− b)) ite´rations, chaque
ite´ration s’exe´cutant en temps constant et ajoutant au plus deux points entiers a` la pre´-
enveloppe. De plus, comme les points entiers de la pre´-enveloppe sont range´s par abscisses
croissantes, la seconde e´tape du Graham scan est suffisante pour calculer l’enveloppe
convexe finale en temps line´aire suivant le nombre de points de la pre´-enveloppe. La
me´thode s’exe´cute donc en O(log(b′ − b)) mais sa complexite´ ne de´pend pas de la taille
de la sortie. En effet, le nombre de points supple´mentaires ajoute´s a` la pre´-enveloppe, et
donc le nombre d’ite´rations ne peut pas eˆtre exprime´ en fonction du nombre de sommets
de l’enveloppe convexe finale. Le nombre d’ite´rations de cet algorithme n’est donc pas
line´aire en le nombre de sommets de l’enveloppe convexe finale.
2.6 Notre Nouvelle Me´thode pour le Calcul des En-
veloppes Convexes
La me´thode de´crite dans la section 2.4 utilisant la the´orie des nombres atteint une
complexite´ en O(log(b′)) tandis que la me´thode de´crite dans la section 2.5 mettant en
oeuvre des techniques de ge´ome´trie algorithmique s’exe´cute en O(log(b′ − b)), soit la
complexite´ optimale. Nous proposons une nouvelle approche pour calculer les enveloppes
convexes CHU et CHL qui combine a` la fois la the´orie des nombres et la ge´ome´trie
algorithmique. Notre me´thode est la premie`re qui pre´serve la complexite´ optimale et
dont le nombre d’ite´rations peut s’exprimer en fonction de la taille de la sortie, notre
algorithme est donc adaptatif. En effet, notre algorithme calcule simultane´ment les deux
enveloppes convexes en temps line´aire suivant le nombre de leurs sommets. En outre,
comme l’approche pre´ce´dente, notre me´thode ne ne´cessite pas que la droite L passe par
l’origine du repe`re, il suffit de connaˆıtre son e´quation et la forme du domaine vertical.
2.6.1 Vue d’Ensemble de Notre Algorithme
L’algorithme que nous proposons calcule simultane´ment les deux enveloppes convexes
CHU et CHL par rapport a` la droite L et au domaine borne´ D. Chaque enveloppe convexe
peut eˆtre de´compose´e en deux parties : une partie gauche et une partie droite. Soit N le
vecteur normal de la droite L oriente´ vers le haut, c’est-a`-dire dans la direction de CHU .
La partie gauche de CHU s’e´tend de son sommet le plus a` gauche a` son sommet extre´mal
dans la direction −N , de plus petite abscisse. De manie`re analogue, la partie droite de
CHU s’e´tend de son sommet le plus a` droite a` son sommet extre´mal dans la direction −N ,
de plus grande abscisse. Notons que la partie droite et la partie gauche peuvent avoir un
sommet en commum. Nous pouvons de´crire de fac¸on similaire la partie gauche et la partie
droite de CHL. Soient Lleft et Lright les droites verticales respectivement d’e´quation x = b
et x = b′, bornant le domaine vertical D. La figure 2.5 illustre les diffe´rentes parties des
enveloppes convexes.
Notre algorithme calcule simultane´ment les sommets des deux enveloppes convexes
CHU et CHL et proce`de en deux phases. La premie`re phase consiste a` de´terminer ite´rati-
vement les sommets des parties gauches de CHU et de CHL depuis Lleft vers la droite. La
seconde phase consiste a` calculer les sommets des parties droites de CHU et CHL depuis
Lright vers la gauche, en utilisant le meˆme algorithme. Chaque sommet de´termine´ durant
la premie`re ou durant la seconde phase est plus proche de la droite de re´fe´rence L que
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Fig. 2.5 – Se´paration des enveloppes convexes en parties
le sommet pre´ce´dent. Par conse´quent, le meilleur point approximant que nous cherchons
correspond a` l’un des points extre´maux des enveloppes convexes.
Notons respectivement CHLU et CH
L
L les parties gauches des enveloppes CHU et CHL.
Nous de´crivons la premie`re e´tape de notre me´thode a` savoir le calcul de CHLU et CH
L
L .
La seconde e´tape est similaire a` la premie`re. Notons A1 et B1 les deux premiers sommets
de CHLU et de CH
L
L respectivement. Ces sommets correspondent aux deux points entiers
porte´s par la droite verticale Lleft situe´s respectivement juste au-dessus et juste en dessous
de l’intersection de la droite de re´fe´rence L avec Lleft. Supposons que nous avons trouve´
le i-e`me sommet Ai de CHU et le j-e`me sommet Bj de CHL. Notre me´thode de´termine
en temps constant le sommet Ai+1 de CHU ou le sommet Bj+1 de CHL. Pour cela, nous
cherchons un point entier K appartenant au domaine D tel que la valeur absolue de l’angle
entre Ai−1Ai et AiK lorsque K est situe´ au-dessus de L ou entre Bj−1Bj et BjK lorsque
K est situe´ en dessous L est minimal. Dans la section suivante, nous de´taillons la manie`re
dont nous de´terminons ce sommet.
2.6.2 De´roulement de la Me´thode
Nous de´terminons le sommet suivant Ai+1 ou Bj+1 en utilisant les sommets de´ja` cal-
cule´s Ai et Bj ainsi que deux vecteurs particuliers note´s uij et vij. A` chaque ite´ration, le
vecteur uij correspond au vecteur AiBj et le vecteur vij correspond au vecteur de Bezout
de uij tel que le point entier Ai + vij soit situe´ au-dessus de L et tel que le point entier
Bj + vij soit situe´ en dessous de L (voir la figure 2.6.a ou 2.6.b). Nous appelons ce vecteur
vij le vecteur de Bezout valide de uij pour la droite L. Notre me´thode est pre´sente´e de ma-
nie`re simplifie´e dans l’algorithme 9. En effet, nous ne montrons que les e´tapes principales
et nous conside´rons que la droite L n’est pas porte´e par des points entiers du domaine D.
La fonction Intersection de parame`tres (P,w, L) calcule le point d’intersection de la droite
passant par le point P et de vecteur directeur w avec la droite L. Ce point d’intersection
est de la forme P + αw avec α un nombre re´el. La fonction Intersection renvoie la valeur
entie`re ⌊α⌋.
A` chaque ite´ration, nous distinguons trois configurations diffe´rentes de´pendant du signe
du produit scalaire vij ·N . Nous de´taillons a` pre´sent ces trois configurations possibles. La
premie`re configuration se produit lorsque le produit scalaire vij ·N est strictement ne´gatif.
Conside´rons les points d’intersection de la droite de vecteur directeur vij passant par le
point Ai avec la droite de re´fe´rence L et avec la droite verticale Lright. Notons Iij le
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Algorithme 9 : Notre algorithme de calcul d’enveloppe convexe : Premie`re e´tape
1 Init(A1,B1,u11,v11)
2 i← 1 j ← 1
3 CONTINUE←VRAI
4 TANT QUE (CONTINUE)
5 SI(vij ·N < 0)
6 ⌊β⌋ ← min(Intersection(Ai, vij, L),Intersection(Ai, vij, Lright))
7 SI(⌊β⌋ ≥ 1)
8 Ai+1 ← Ai + ⌊β⌋vij
9 i← i+ 1
10 MettreAJour(uij, vij)
11 SINON
12 CONTINUE ← FAUX
13 SI(vij ·N > 0)
14 ⌊β⌋ ← min(Intersection(Bj, vij, L),Intersection(Bj, vij, Lright))
15 SI(⌊β⌋ ≥ 1)
16 Bj+1 ← Bj + ⌊β⌋vij
17 j ← j + 1
18 MettreAJour(uij, vij)
19 SINON
20 CONTINUE ← FAUX
21 SINON
22 CONTINUE ← FAUX
point le plus a` gauche parmi ces deux points d’intersection. Le point Iij est de la forme
Ai +αvij avec α ∈ R+. Par de´finition des vecteurs de Bezout, le paralle´logramme Ai, Ai +
αvij, Bj + αvij, Bj ne contient aucun point entier. Puisque le triangle AiIijBj est inclus
dans ce paralle´logramme, lui aussi ne contient aucun point entier. Par conse´quent, si α est
supe´rieur a` 1, le point entier Ai+⌊α⌋vij correspond au nouveau sommet Ai+1 de CHLU (voir
figure 2.6.a). Si α est strictement plus petit que 1, alors Ai correspond au dernier sommet
de CHLU et la premie`re e´tape se termine (voir figure 2.6.d). La seconde configuration se
produit lorsque le produit scalaire vij · N est strictement positif. Conside´rons les points
d’intersection de la droite de vecteur directeur vij passant par le point Bj avec la droite
de re´fe´rence L et avec la droite verticale Lright. Notons Jij le point le plus a` gauche parmi
ces deux points d’intersection. Le point Jij est de la forme Bj + βvij avec β ∈ R+. Pour
les meˆmes raisons que pre´ce´demment, si β est supe´rieur a` 1, le point entier Bj + ⌊β⌋vij
correspond au nouveau sommet Bj+1 de CH
L
L (voir figure 2.6.b). Si β est strictement
plus petit que 1, alors Bj correspond au dernier sommet de CH
L
L et la premie`re e´tape se
termine (voir figure 2.6.d). Une troisie`me configuration peut e´galement se produire, si le
produit scalaire vij · N vaut ze´ro. Dans ce cas, le dernier sommet calcule´ de CHLU et le
dernier sommet calcule´ de CHLL correspondent en fait aux derniers sommets des parties
gauches des enveloppes convexes et la premie`re e´tape se termine donc (voir figure 2.6.c).
Soient respectivement PLU et P
L
L les sommets de CHU et de CHL extre´maux dans la
direction −N et dans la direction N , de plus petite abscisse. Ils correspondent respective-
ment aux derniers sommets de CHLU et de CH
L
L . Nous prouvons que la premie`re e´tape de
notre algorithme se termine lorsque le dernier sommet calcule´ de CHLU et le dernier som-





















































(d) Exemple de fin de l’algorithme en pre-
mie`re configuration


















Fig. 2.7 – Exemple de terminaison de l’algorithme
Notons respectivement An et Bm les derniers sommets calcule´s de CHU et de CHL, a` la fin
de la premie`re e´tape. Notons L′ et L′′ les droites paralle`les a` L et passant respectivement
par les points An et Bm. Afin de prouver que les points An et Bm correspondent bien aux
points extre´maux PLU et P
L
L , nous montrons qu’aucun point entier du domaine D ne se
situe strictement entre les droites L′ et L′′. Supposons sans perte de ge´ne´ralite´ que lorsque
la premie`re e´tape se termine, le produit scalaire vnm · N est strictement ne´gatif comme
sur la figure 2.7. Ceci implique que le segment de droite An An + vnm intersecte la droite
Lright. Nous savons que les suites de points A1, A2, · · · , An et B1, B2, · · · , Bm repre´sentent
respectivement une partie des sommets de CHU et de CHL. Ceci implique qu’aucun point
entier du domaine D, situe´s a` gauche de AnBm, n’est compris entre les droites L
′ et L′′.
De plus, par de´finition des vecteurs de Bezout, nous savons qu’aucun point entier ne se
situe dans le paralle´logramme de la forme (An, An + γvnm, Bm + γvnm, Bm) quel que soit
γ ∈ N. Par conse´quent, soit T le triangle borne´ par L′, Lright et la droite passant par An de
vecteur directeur vnm, il reste a` prouver que T ne contient aucun point entier. Pour cela,
nous remarquons tout d’abord que la droite L intersecte les segments de droite ouverts
(An, Bm) et (An+vnm, Bm+vnm). De plus, comme le produit scalaire vnm·N est strictement
ne´gatif, ceci implique que la droite L′ passant par Bm intersecte e´galement le segment de
droite ouvert (An + vnm, Bm + vnm). Par translation, nous en de´duisons que la droite L
′
passant par An intersecte le segment de droite ouvert (An + vnm− unm, Bm + vnm− unm).
Par conse´quent, le triangle T est entie`rement contenu dans une bande de´finie par les deux
droites de direction vnm−unm et passant respectivement par An et par Bm. Comme cette
bande ne contient aucun point entier, il en est de meˆme pour le triangle T . Nous pouvons
prouver de la meˆme manie`re que la seconde e´tape se termine lorsque tous les sommets des
parties droites de CHU et de CHL ont e´te´ de´termine´s.
2.6.3 Analyse de Complexite´
Dans cette section, nous de´crivons la complexite´ en temps de la premie`re e´tape de
l’algorithme, i.e. le calcul de CHLU et CH
L
L . La seconde e´tape est analogue. Les deux
premiers sommets A1 et A2 correspondent aux points entiers porte´s par Lleft situe´s juste
au-dessus et juste en dessous de L respectivement. Pour les calculer, il suffit de de´terminer
l’intersection de la droite verticale Lleft avec la droite L en temps constant.
A` chaque ite´ration, pour de´terminer un nouveau sommet de CHLU ou de CH
L
L , nous
commenc¸ons par mettre a` jour les deux vecteurs uij et vij. Puis, nous calculons un nouveau
sommet de CHLU ou de CH
L













322Suite des sommets calculés : A  , B  , A




















Fig. 2.9 – La mise a` jour de vi+1 j
par Ai et vij soit avec la droite de´finie par Bj et vij, et avec la droite L. La fonction
Intersection s’exe´cute en temps constant et nous calculons donc chaque nouveau sommet
en O(1). E´tant donne´ que chaque enveloppe convexe comprend au plus ⌈1+log((b′−b)+1)⌉
sommets (voir [Zol00]), notre algorithme traite log(b′−b)+O(1) iterations et s’exe´cute donc
en O(log(b′ − b)). De plus, notre me´thode est dite adaptative car elle calcule un nouveau
sommet a` chaque ite´ration en temps constant. La complexite´ de notre algorithme est donc
line´aire suivant le nombre de sommets des enveloppes convexes. La figure 2.8 montre un
exemple d’exe´cution de la premie`re e´tape de notre me´thode.
Remarque 3 A` chaque ite´ration, nous faisons une mise a` jour des vecteurs uij et vij en
temps constant. En effet, supposons sans perte de ge´ne´ralite´ que nous avons de´termine´
le sommet Ai+1 de CH
L
U . Nous commenc¸ons l’ite´ration suivante et le vecteur ui+1 j cor-
respond au vecteur Ai+1Bj de la forme uij + γvij, ou` γ repre´sente une valeur entie`re.
Nous devons alors de´terminer le vecteur de Bezout valide vi+1 j de ui+1 j. Par de´fini-
tion des vecteurs de Bezout (voir la section 1.2.1), en connaissant un vecteur de Bezout
particulier de ui+1 j, nous pouvons en de´duire tous ses autres vecteurs de Bezout. Ce-
pendant, le vecteur vij correspond toujours a` un vecteur de Bezout du vecteur ui+1 j car
(uij + γvij) ∧ vij = uij ∧ vij = 1. Par conse´quent, nous pouvons de´terminer le vecteur
de Bezout valide vi+1 j de ui+1 j en temps constant en appelant la fonction Intersection
avec les parame`tres Ai+1 + vij, ui+1 j et L. Soit ⌊α⌋ la valeur retourne´e par cette fonction
Intersection, nous de´duisons que vi+1 j correspond au vecteur vij +⌊α⌋ui+1 j (voir la figure
2.9). Cette e´tape de mise a` jour s’exe´cute donc en temps constant.
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2.7 Exemples d’Application
Notre me´thode de´crite dans la section 2.6 pour calculer les deux enveloppes convexes
CHU et CHL fonctionne e´galement lorsque la droite L ne passe pas par l’origine. Nous
pouvons donc mettre en e´vidence des applications ge´ne´rales de notre algorithme, par
exemple dans le domaine de la compression de donne´es ou de la programmation line´aire
en nombres entiers.
2.7.1 Application a` la Compression de Donne´es
Conside´rons une droite L d’e´quation αx + βy = γ a` coefficients irrationnels, ou plus
ge´ne´ralement a` coefficients re´els de grande pre´cision. Si nous restreignons notre espace de
travail a` un domaine rectangulaire borne´ de la forme {(x, y)|b ≤ x ≤ b′ etc ≤ y ≤ c′)},
par exemple l’e´cran de l’ordinateur, nous n’avons pas besoin de manipuler des coefficients
beaucoup plus grands que la taille de l’e´cran. Nous introduisons les deux de´finitions sui-
vantes :
De´finition 9 La droite a` coefficients re´els L′ d’e´quation α′x + β′y = γ′ est e´quivalente
a` la droite L d’e´quation αx + βy = γ par rapport au domaine D si et seulement si tout
point entier (x, y) du domaine D ve´rifie :
αx+ βy ≤ γ ⇔ α′x+ β′y ≤ γ′
De´finition 10 La droite L′ correspond a` une re´duction de la droite L par rapport au
domaine D si et seulement si L′ est e´quivalente a` L par rapport a` D et max{|α′|, |β′|} ne
de´passe pas la valeur (b′ − b) avec α′ et β′ ∈ Z.
Supposons sans perte de ge´ne´ralite´ que la valeur absolue de la pente de L est infe´-
rieure a` 1. Ce proble`me de compression de donne´es revient a` re´duire la droite L a` une
droite e´quivalente L′ passant par au moins deux points entiers du domaine D de la forme
{(x, y)|b ≤ x ≤ b′}. La transformation de la droite peut donc eˆtre effectue´e en calculant
d’abord l’enveloppe convexe infe´rieure et supe´rieure des points de la grille par rapport a`
la droite L et au domaine D comme de´crit dans la section 2.6. Ensuite, la droite re´duite
correspond a` une des deux droites supports critiques de ces deux enveloppes convexes
(voir figure 2.10).
De´finition 11 Les droites supports critiques de deux polygones convexes correspondent
aux deux droites tangentes aux deux polygones, telles que les polygones se situent de part
et d’autre des droites.
D’apre`s [Tou83], nous calculons une de ces deux droites supports critiques en temps
line´aire en le nombre de sommets des deux enveloppes convexes. Comme chaque enveloppe
convexe compte O(log(b′ − b)) sommets (voir [Zol00]), ce calcul se fait en O(log(b′ − b)).
Exemple 3 Conside´rons par exemple que nous travaillons sur un e´cran 800×600 avec un
repe`re dont l’origine est situe´e au coin infe´rieur gauche de l’e´cran. Conside´rons a` pre´sent
une droite L d’e´quation (
√
2 − 1)x − y = −(5√5)/2. En calculant les deux enveloppes
convexes entie`res de la droite L par rapport a` l’e´cran, nous obtenons : CHU = [(0,6), (3,7),
(13,11), (71,35), (479,204), (718,303), (788,332), (800,337)] et CHL = [(0,5), (1,6),
(240,105), (648,274), (747,315), (776,327), (793,334), (798,336), (800,336)]. Une des
droites critiques supports de ces deux enveloppes convexes passe par le sommet (718, 303)
de CHU et par le sommet (240, 105) de CHL. Nous pouvons transformer la droite L en










Fig. 2.10 – Droite re´duite
2.7.2 Application a` l’Optimisation Convexe
Soit f : Rd → R une fonction convexe. Re´soudre un proble`me d’optimisation sur une
telle fonction f revient a` rechercher le point x tel que f(x) soit minimum ou maximum.
Supposons que nous nous inte´ressons aux solutions x a` coordonne´es entie`res du proble`me
d’optimisation. Une me´thode possible pour re´soudre un tel proble`me consiste a` partir
d’un domaine de recherche correspondant a` un polygone convexe a` sommets entiers, puis a`
se´lectionner a` l’ite´ration i un point xi a` l’inte´rieur de l’espace de recherche. Nous calculons
ensuite un gradient ou un sous-gradient ∇(xi) de la fonction f en ce point. Par de´finition
du gradient d’une fonction convexe, tout point x′ ∈ Rd satisfait f(x′) − f(xi) ≥ ∇(xi) ·
(x′− xi). Le gradient indique la direction de plus forte pente de la fonction f au point xi.
Par conse´quent, cela signifie que le domaine de recherche peut eˆtre re´duit suivant le
gradient au point xi. Pour cela, en 2D, nous coupons le domaine de recherche suivant la
droite D de vecteur normal ∇(xi) passant par le point xi. Le polygone re´sultat est un
polygone convexe mais ses sommets correspondent a` des points a` coordonne´es rationnelles
dont le nume´rateur et le de´nominateur ne cessent de croˆıtre au fil des ite´rations. Afin de
manipuler un domaine de recherche a` sommets entiers a` chaque ite´ration, il est ne´cessaire
de reconstruire apre`s chaque coupe le domaine de recherche comme un polygone a` sommets
entiers sans perdre de points potentiellement solutions.
Cette reconstruction peut eˆtre effectue´e en adaptant le´ge`rement notre algorithme de
construction d’enveloppe convexe. Notre algorithme actuel calcule l’enveloppe convexe des
points entiers d’un domaine vertical borne´, situe´s au-dessus et en dessous d’une droite.
Pour adapter l’algorithme, il suffit de ne plus conside´rer un domaine vertical mais un
domaine borne´ par les coˆte´s de l’espace de recherche intersecte´ par la droite de coupe.
Soient C1 et C2 les droites porte´es par ces coˆte´s. Seule l’initialisation des premiers points
des enveloppes diffe`rent. Dans l’algorithme de base, le domaine est borne´ par des droites
verticales et nous se´lectionnons donc en temps constant les points entiers de ces droites
verticales situe´s juste au-dessus et juste en dessous de leur intersection avec la droite
de coupe. Si le domaine est borne´ par des droites non-verticales, nous devons utiliser
l’algorithme d’Euclide e´tendu a` partir des coefficients de ces droites pour initialiser les
enveloppes convexes (exemple en figure 2.11). Cette initialisation ne se fait donc plus
en temps constant mais en temps logarithmique en fonction des coefficients de droites
C1 et C2. Dans le chapitre 4, nous mettons en oeuvre cet algorithme de reconstruction












Fig. 2.11 – Reconstruction d’enveloppe convexe
2.8 Conclusion
La me´thode expose´e dans ce chapitre permet de de´terminer de manie`re efficace le
nombre rationnel approximant au mieux un nombre re´el donne´, tel que son de´nominateur
appartienne a` un intervalle borne´ de la forme [b, b′]. Dans le plan euclidien, ce proble`me est
e´quivalent a` de´terminer le point entier (q, p) d’un domaine vertical borne´ D de la forme
{(x, y) ∈ R2|b ≤ x ≤ b′} tel que la droite d’e´quation y = (p/q)x passant par (q, p) ap-
proxime au mieux la droite L d’e´quation y = ax. Nous montrons que la de´termination de
ce point est lie´e avec le calcul de deux enveloppes convexes particulie`res. Nous de´crivons
deux approches existantes pour calculer ces enveloppes. La premie`re utilise l’interpre´ta-
tion ge´ome´trique des fractions continues ([Har99]) et s’exe´cute en O(log(b′)). Cependant,
cette complexite´ n’est pas satisfaisante, surtout lorsque b′ s’ave`re bien plus grand que la
largeur du domaine vertical. La seconde approche met en oeuvre la ge´ome´trie algorith-
mique. L’algorithme propose´ par Balza-Gomez et al. dans [BGMM99] pour calculer ces
enveloppes s’exe´cute en O(log(b′− b)) dans le cas ge´ne´ral mais n’est pas adaptatif. Enfin,
nous proposons notre me´thode qui calcule en meˆme temps l’enveloppe convexe infe´rieure
et supe´rieure en O(log(b′ − b)). En outre, notre me´thode calcule a` chaque ite´ration un
nouveau sommet de l’enveloppe infe´rieure ou de l’enveloppe supe´rieure. Comme chaque
ite´ration s’exe´cute en temps constant, notre me´thode est la seule a` eˆtre e´galement adap-
tative. En effet, sa complexite´ est line´aire suivant le nombre de sommets des enveloppes
convexes finales. De plus, l’algorithme est simple a` programmer et donc adapte´ pour l’im-
ple´mentation. Notre me´thode peut eˆtre vue comme une ge´ne´ralisation des voiles de Klein
ne ne´cessitant pas que la droite a` approximer passe par l’origine du repe`re. Dans la dernie`re
section, nous mettons en e´vidence l’application de notre algorithme pour la compression de
donne´es. En effet, nous conside´rons une droite a` coefficients irrationnels ou a` coefficients
re´els de grande pre´cision et nous montrons comment notre me´thode peut eˆtre utilise´e
pour re´duire les coefficients de cette droite par rapport a` un domaine rectangulaire borne´,
comme l’e´cran de l’ordinateur. Notons que dans [BGMM99] Balza-Gomez et al. proposent
une autre me´thode pour calculer l’enveloppe convexe des points entiers appartenant a` un
domaine vertical entier borne´ et situe´s cette fois-ci en dessous d’une courbe convexe et
bi-monotone. Leur algorithme est assez proche de notre me´thode de calcul d’enveloppes
convexes pour une droite et il atteint une complexite´ en O(log2(b′−b)) ou plus exactement
une complexite´ adaptative en O(k log(b′ − b)) ou` k repre´sente le nombre de sommets de
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l’enveloppe convexe calcule´e. Nous pourrions facilement adapter notre algorithme de cal-
cul d’enveloppes convexes au cas des courbes convexes comme Balza-Gomez et al. Dans
cette configuration, notre algorithme fonctionne de la meˆme manie`re que pour les droites
mais la suite de points entiers (Ai)1≤i≤m situe´s au-dessus de la courbe et de´termine´s durant
notre me´thode ne correspondent plus a` l’enveloppe convexe des points de la grille bordant
supe´rieurement la droite. En effet, ils correspondent simplement aux sommets d’une ligne
polygonale n’intersectant pas la courbe telle qu’aucun point de la grille ne se situe entre
la courbe et la ligne polygonale. De plus, la complexite´ de notre me´thode devient alors
O(k log(b′ − b)) avec k le nombre de sommets de l’enveloppe convexe infe´rieure. En ef-
fet, pour de´terminer chaque sommet de l’enveloppe convexe infe´rieure a` la courbe il peut




Introduction a` la Reconnaissance de
Plans Discrets
3.1 Introduction
A` partir du moment ou` des images 2D ou 3D sont acquises par capteurs nume´riques
(appareil photo nume´rique, scanner, IRM...), les objets re´els se retrouvent alors e´chan-
tillonne´s sur des grilles entie`res re´gulie`res. De fac¸on ge´ne´rale, les proprie´te´s et the´ore`mes de
la ge´ome´trie dans l’espace euclidien ne sont pas valables dans les espaces discrets. La ge´o-
me´trie discre`te consiste a` caracte´riser les objets discrets (courbure, surface, connexite´...) et
a` mettre en place une algorithmique adapte´e pour manipuler ces objets. Dans ce me´moire,
nous nous inte´ressons en particulier a` un domaine de recherche largement e´tudie´ : la re-
connaissance de plans discrets (voir un re´capitulatif dans [BCK07]). Cette proble´matique
consiste a` de´terminer si un ensemble de points dans Z3, e´galement appele´ ensemble de
voxels, correspond a` la discre´tisation d’un morceau de plan euclidien. La reconnaissance
de plans discrets est donc utilise´e pour de´cider si une partie d’un objet discret est plate,
et par extension, pour polye´driser un objet discret. Les domaines applicatifs sont nom-
breux : imagerie me´dicale, re´alite´ virtuelle, analyse de documents... En re´alite´ virtuelle
par exemple, un objet discret sous la forme d’un ensemble de voxels peut difficilement
eˆtre manipule´ tel quel car le volume de donne´es est trop important. Ge´ne´ralement,nous
transformons l’objet en un polye`dre, c’est-a`-dire en une collection de facettes, et nous
de´cidons de la pre´cision de la polye´drisation en fonction de la profondeur de l’objet dans
la sce`ne virtuelle. En effet, un objet qui apparaˆıt au loin dans une sce`ne virtuelle pourra
eˆtre remplace´ par un polye`dre avec un nombre de facettes largement re´duit par rapport
a` un objet positionne´ au premier plan. La figure 3.1 montre un ensemble de voxels et une
polye´drisation possible de cet ensemble, les images sont tire´es de [Bur02].
Nous introduisons tout d’abord des notations et de´finitions de bases dans la section
3.2 puis nous passons en revue quelques uns des algorithmes de reconnaissance de plans
discrets dans la section 3.3.
3.2 Notations et De´finitions de Base
Nous utilisons dans ce chapitre la notation S = {p1, . . . , pn} pour repre´senter un
ensemble de n points de Zd. De plus, nous notons (x1, . . . , xd) les coordonne´es d’un vecteur





Fig. 3.1 – Exemple de polye´drisation d’un objet discret
Fig. 3.2 – Ensemble de voxels
nous inte´ressons en particulier a` des ensembles de points tridimensionnels. Notons qu’un
objet discret 3D peut eˆtre repre´sente´ soit comme un ensemble de voxels comme sur la
figure 3.2, soit comme un ensemble de points de Z3 ge´ne´ralement assimile´s aux centres
des voxels composant l’objet.
Un ensemble de points de Z3 est appele´ morceau de plan discret s’il correspond a` la
discre´tisation d’un morceau de plan euclidien. Comme un plan euclidien P est de´fini par
son vecteur normal N = (N1, N2, N3), un plan discret correspondant a` une discre´tisation
de P est e´galement de´fini par le vecteur normal N . Nous remarquons qu’un morceau de
plan discret correspond a` la discre´tisation d’une infinite´ de plans euclidiens re´sultant de
petites variations du vecteur normal. Nous e´nonc¸ons la de´finition arithme´tique d’un plan
discret de fac¸on plus formelle.
De´finition 12 Un ensemble de points S = {p1, . . . , pn} de Z3 correspond a` un morceau
de plan discret de vecteur normal N = (N1, N2, N3) ∈ Z3 si pour tout point pi de S,
1 ≤ i ≤ n, nous avons la double ine´quation diophantienne :
µ ≤ N · pi < µ+ ω (3.1)
La valeur ω est appele´e e´paisseur arithme´tique du plan discret et la valeur µ est appele´e la
borne infe´rieure. Le vecteur normal N est irre´ductible. Dans le cas ou` ω vaut ||N ||∞ (i.e.
max1≤i≤3 |Ni|), nous obtenons un plan discret na¨ıf. Si ω vaut
∑3
i=1 |Ni|, nous obtenons
un plan discret standard.
Nous pouvons e´galement conside´rer des plans discrets plus e´pais en vue de polye´dri-
sations plus grossie`res. Par la suite, nous nous inte´ressons plus particulie`rement a` la re-
connaissance de plans discrets na¨ıfs. Nous pouvons conside´rer sans perte de ge´ne´ralite´ le
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cas ou` les plans discrets sont une fonction de (x1, x2) vers Z. En d’autres termes, nous
supposons que la projection des points de S sur le plan est injective. Dans ce cas, le troi-
sie`me axe est donc appele´ axe majeur . Les autres cas peuvent eˆtre de´duits par syme´trie.
Par conse´quent, nous supposons que ||N ||∞ est e´gal a` |N3|. De plus, nous supposons que
la valeur N3 est strictement positive. Avec ces hypothe`ses, le vecteur N est toujours co-
line´aire au vecteur N ′ de la forme (N1/N3, N2/N3, 1) tel que ||N ′||∞ vale 1. En utilisant
ces notations, nous pouvons reformuler la de´finition d’un plan discret na¨ıf de la fac¸on
suivante :
De´finition 13 L’ensemble de points S = {p1, . . . , pn} de Z3 correspond a` un morceau de
plan discret na¨ıf de vecteur normal N ′ ∈ R3 si pour tout point pi de S, 1 ≤ i ≤ n, nous
avons la double ine´quation :
γ ≤ N ′ · pi < γ + 1 (3.2)
ou` N ′ est de la forme (N ′1, N
′




2 a` valeur dans [−1, 1].
D’apre`s les hypothe`ses pre´ce´dentes, nous pouvons donc conside´rer uniquement les vec-
teurs normaux dont la norme a` l’infini correspond a` la valeur absolue de la dernie`re
composante, cette dernie`re composante valant 1.
Une autre fac¸on de de´finir les plans discrets consiste a` utiliser la de´finition de la fonction
e´paisseur par rapport a` l’ensemble S. Afin de de´finir cette fonction, nous commenc¸ons
par aborder la notion de plan support. La de´finition analogue des droites supports en 2D
est donne´e dans [dBSvKO00].
De´finition 14 Un plan P est dit support d’un ensemble de points S de Z3 si P ∩ S 6= ∅
et S est entie`rement contenu dans un des deux hyperplans borne´s par P .
Deux plans supports paralle`les englobent un ensemble de points si l’ensemble de points
est contenu entie`rement entre les deux plans et si l’intersection de chaque plan avec l’en-
semble de points est non-vide. Notons que deux plans supports englobent un ensemble
de points si et seulement si ils englobent l’enveloppe convexe de ces points. L’intersection
de chaque plan support avec l’ensemble de points e´tant non-vide, chaque plan support
est confondu avec un sommet, une areˆte ou une face de l’enveloppe convexe. Soient deux
plans supports paralle`les P1 et P2 englobant un ensemble de points 3D note´ S. Si P1 et P2
contiennent chacun un sommet de conv(S), ces sommets forment une paire de sommets op-
pose´s (ou antipodaux) note´e paire S-S, pour Sommet-Sommet. De la meˆme manie`re, nous
de´finissons les paires : A-A pour Areˆte-Areˆte, F-F pour Face-Face, S-F pour Sommet-Face,
S-A pour sommet-Areˆte et A-F pour Areˆte-Face.
Soit u = (u1, u2) un vecteur bi-dimensionnel de [−1, 1]2. Le vecteur tri-dimensionnel
Nu correspond au vecteur de la forme (u1, u2, 1). Nous de´finissons a` pre´sent la fonction
e´paisseur.
De´finition 15 La fonction e´paisseur de [−1, 1]2 vers R+ par rapport a` l’ensemble S est
de´finie de la manie`re suivante :
epS(u) = max
1≤i≤n
(Nu · pi)− min
1≤i≤n
(Nu · pi) (3.3)
La fonction e´paisseur au point u ∈ [−1, 1]2 calcule la distance, par rapport au troisie`me










Fig. 3.3 – De´finition de la fonction e´paisseur
Proposition 4 L’ensemble S correspond a` un morceau de plan discret na¨ıf s’il existe au
moins un vecteur u de [−1, 1]2 qui ve´rifie epS(u) < 1.
Preuve 5 D’apre`s (3.3), deux points de S sont associe´s au produit scalaire maximum et
minimum intervenant dans l’expression de la fonction e´paisseur a` un point donne´. Notons
pa et pb les deux points tels que epS(u) = Nu · (pa − pb), pour u donne´. Comme Nu · pa et
Nu·pb correspondent respectivement a` une valeur maximum et a` une valeur minimum, nous
en de´duisons que la double ine´galite´ Nu · pb ≤ Nu · pi ≤ Nu · pa est ve´rifie´e pour tout point
pi de S. Si epS(u) est strictement infe´rieur a` 1, nous avons Nu · pb ≤ Nu · pi < Nu · pb +1.
D’apre`s la de´finition 13, ceci signifie que S correspond a` un plan discret na¨ıf.
Par de´finition de la fonction e´paisseur, le calcul de la valeur epS(u) implique le calcul
de n produits scalaires. Nous reviendrons plus en de´tail sur les proprie´te´s de la fonction
e´paisseur. La figure 3.3 en illustre la de´finition.
3.3 Quelques Algorithmes de Re´fe´rence
Depuis le de´but des anne´es 80, de nombreux algorithmes de reconnaissance de plans
discrets ont vu le jour (voir [BCK07]). Ces approches utilisent ge´ne´ralement la program-
mation line´aire [Buz03, Meg84, ST91, BD07], les enveloppes convexes et la ge´ome´trie
algorithmique [DR95, DRR94, PS85, VC00, Kim84, KS91, ST91], l’optimisation combi-
natoire [DR95, DRR94, FST96, GDRZ05, Rev95, VC00] ou encore la proprie´te´ de re´gu-
larite´ (evenness property) [Vee94, Vee93]. Nous de´crivons brie`vement dans cette section
quelques uns des algorithmes de reconnaissance de plans discrets. Nous commenc¸ons par
introduire les me´thodes utilisant la ge´ome´trie algorithmique dans la section 3.3.1. Ces
me´thodes passent ge´ne´ralement par le calcul de l’enveloppe convexe de S. Par la suite,
nous abordons dans la section 3.3.2 les me´thodes mettant en oeuvre la programmation
line´aire. A` cette occasion, nous rappelons brie`vement les me´thodes les plus connues pour
la re´solution d’un proble`me de PL et nous de´crivons les diffe´rentes fac¸ons de formuler le
proble`me de reconnaissance de plans discrets en vue d’une re´solution par PL. Nous finis-
sons en introduisant des me´thodes n’entrant dans aucunes des deux premie`res cate´gories
comme la me´thode utilisant le crite`re de re´gularite´ dans la section 3.3.3. Pour de´crire ce
panel de me´thodes, nous nous sommes largement inspire´s des e´tats de l’art e´tablis dans
[DR95] et dans [BCK07].
3.3.1 Me´thodes Utilisant la Ge´ome´trie Algorithmique
Algorithme de Kim
Le premier algorithme utilisant la ge´ome´trie algorithmique pour re´soudre le proble`me
de reconnaissance de plans discrets est du a` Kim [Kim84]. Nous citons ici cette me´thode
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a` titre historique car il s’ave`re qu’un des arguments sur lesquels se base Kim est faux.
Son algorithme n’est donc pas valable mais l’ide´e de de´part me´rite d’eˆtre pre´sente´e. Kim
propose et prouve le the´ore`me 4. Ce the´ore`me constitue la base de sa me´thode.
The´ore`me 4 Un ensemble de points S de Z2 correspond a` un morceau de plan discret
si et seulement si il existe une face de l’enveloppe convexe de S telle que la distance
euclidienne suivant l’axe majeur entre la face et les points de S est infe´rieure a` 1.
Ce the´ore`me est e´quivalent a` la proposition 4 qui indique qu’un ensemble de points S
correspond a` un morceau de plan discret na¨ıf s’il est contenu entre deux plans supports
paralle`les, se´pare´s d’une distance d’au plus 1 suivant l’axe majeur. Kim part de l’hypothe`se
qu’un de ces plans supports est force´ment porte´ par une face de l’enveloppe convexe de
l’ensemble S. Sa me´thode consiste donc a` calculer l’enveloppe convexe de l’ensemble de
points S, puis pour chaque face, de de´terminer la distance entre la face et les points de
l’ensemble S. Si pour une face de l’enveloppe convexe la distance maximale par rapport a`
l’ensemble de points S est strictement infe´rieure a` 1, alors Kim en de´duit que l’ensemble S
correspond a` un morceau de plan discret. L’algorithme 10 re´sume cette me´thode. Notons
qu’il renvoie une valeur boole´enne afin d’indiquer si l’ensemble de points S correspond a`
un morceau de plan discret.
Algorithme 10 : Algorithme de Kim
RECONNAISSANCE DE PLAN (S : ensemble de n points de Z3)
Valeur retourne´e : boole´en
1 C ← EnveloppeConvexe(S)
2 EstUnPlan ← faux




7 EstUnPlan ← vrai
8 POUR CHAQUE point p de S
9 SI dist(f, p)≥ 1
10 EstUnPlan ← faux
11 Aller ligne 3
12 Retourner EstUnPlan
La construction de l’enveloppe convexe 3D se fait en O(n log n) [PH77] ou` n correspond
au nombre de points de l’ensemble S. De plus, il est ne´cessaire de tester pour chaque face
de l’enveloppe convexe les n points de l’ensemble S. Le nombre de faces e´tant de l’ordre
de O(n), la complexite´ de la seconde boucle est O(n2). L’algorithme s’exe´cute donc en
O(n2). Cette me´thode a e´te´ ame´liore´e par la suite dans [KS91], ramenant sa complexite´ a`
O(n log n). Malheureusement, l’argument principal de cette me´thode est en re´alite´ faux.
En effet, Kim suppose qu’un des deux plans supports de´finissant la distance minimale est
force´ment porte´ par une face de l’enveloppe convexe de S. Or, il se peut que les plans
supports recherche´s soient tous les deux porte´s par des areˆtes de l’enveloppe convexe (voir
[DR95, BCK07]). Sa me´thode n’est donc pas viable car elle ne conside`re pas tous les plans
supports ne´cessaires. Nous avons tout de meˆme choisi de pre´senter cet algorithme a` titre
historique.
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Dans [PBDR06], Provot et al. s’inte´ressent a` des plans discrets plus ge´ne´raux. En
effet, au lieu de conside´rer uniquement des morceaux de plans discrets na¨ıfs ou standards
au sens de la de´finition 12, ils s’inte´ressent a` la reconnaissance de morceaux de plans
discrets e´pais. Soit S un morceau de plan discret caracte´rise´ par la double ine´quation
µ ≤ ax + by + cz < µ + ω, S est appele´ morceau de plan discret flou d’e´paisseur v
si (ω − 1)/N(a, b, c) ≤ v ou` N repre´sente une norme. Si la norme choisie correspond a`
la norme euclidienne, alors (ω − 1)/N(a, b, c) correspond a` la distance euclidienne entre
les deux plans supports de S de vecteur normal (a, b, c). Si la norme choisie correspond
a` la norme a` l’infini, alors (ω − 1)/N(a, b, c) correspond a` la distance entre les deux
plans supports de S de vecteur normal (a, b, c) suivant l’axe majeur. Pour de´terminer si
un ensemble de points S correspond a` un morceau de plan discret flou d’e´paisseur v, il
s’agit donc de de´terminer le quintuplet (a, b, c, µ, ω) tel que tout point (x, y, z) de S ve´rifie
µ ≤ ax+by+cz < µ+ω et tel que (ω−1)/N(a, b, c) est minimal. L’ensemble S correspond
a` un morceau de plan discret flou d’e´paisseur v si et seulement si (ω − 1)/N(a, b, c) est
infe´rieur ou e´gal a` v. Dans [HT88], Houle et Toussaint montrent que, lorsque la norme
choisie est la norme euclidienne, cette e´paisseur minimale est atteinte pour deux plans
supports de S ve´rifiant :
(a) Chacun des plans supports passe par une areˆte de l’enveloppe convexe de S de´finissant
ainsi une paire A-A
ou
(b) Un des plans supports passe par un sommet de conv(S) et l’autre passe par une face
de conv(S) de´finissant ainsi une paire S-F
En 2001, Ga¨rtner et Herrmann propose`rent dans [GH01] une me´thode inspire´e de
l’algorithme du rotating calipers de Toussaint [Tou83] pour de´terminer l’ensemble des
plans supports de S ve´rifiant une des deux conditions (a) ou (b). Cette me´thode revient
donc a` de´terminer l’ensemble des paires A-A et S-F de l’enveloppe convexe de l’ensemble S.
Leur me´thode consiste a` calculer tout d’abord l’enveloppe convexe de l’ensemble S. Nous
choisissons alors une face f de conv(S) et nous de´terminons l’ensemble de ses sommets
oppose´s. Nous trouvons ainsi une premie`re paire S-F et les plans supports correspondants
P1 et P2. Il s’agit ensuite de faire tourner le plan P2 contenant f autour d’une areˆte e
bordant la face f , tout en gardant P1 et P2 paralle`les, jusqu’a` ce que P2 rencontre une autre
face f ′ de conv(S). Nous de´terminons ainsi toutes les areˆtes oppose´es a` e et les sommets
oppose´s a` f ′. Cette me´thode est re´ite´re´e pour chaque areˆte de conv(S) afin de de´terminer
toutes les paires A-A et V-F. Cette me´thode s’exe´cute en O(n2) ou` n correspond au
nombre de points de l’ensemble S. Provot et al. propose une version incre´mentale de cette
me´thode dans [PBDR06] en O(n3).
Algorithme Base´ sur la Se´parabilite´
Une autre me´thode consiste a` utiliser un test de se´parabilite´. Elle se base sur le the´o-
re`me suivant [ST91], illustre´ en figure 3.4.
The´ore`me 5 Soit S ′ l’ensemble de points S translate´ de 1 suivant l’axe majeur. L’en-
semble S correspond a` un morceau de plan discret si S et S ′ peuvent eˆtre se´pare´s par un
plan euclidien.
Une premie`re option consiste a` calculer l’enveloppe convexe des ensembles S et S ′ et
de ve´rifier si les deux enveloppes convexes peuvent eˆtre se´pare´es par un plan euclidien
[ST91]. Notons que ceci est possible si et seulement si l’intersection des deux enveloppes
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Fig. 3.4 – Se´parabilite´ des ensembles
est vide. Dans ce cas, S correspond a` un morceau de plan discret. L’algorithme 11 re´sume
cette me´thode.
Algorithme 11 : Algorithme de reconnaissance par se´parabilite´ des enveloppes
RECONNAISSANCE DE PLAN (S : ensemble de n points de Z3)
Valeur retourne´e : boole´en
1 De´terminer l’axe majeur
2 S ′ ←Translate´ de S suivant l’axe majeur d’un pas de 1
3 C ← EnveloppeConvexe(S)
4 C ′ ← EnveloppeConvexe(S ′)




Le calcul d’enveloppes convexes en 3D se fait en O(n log n) [PH77] de meˆme que la
de´termination de l’intersection des polye`dres [DM80, Dye80] ou` n correspond au nombre
de points de l’ensemble S. L’algorithme de reconnaissance de plans discrets mettant en
oeuvre la se´parabilite´ des enveloppes convexes s’exe´cute donc en O(n log n).
La seconde option utilise des techniques de programmation line´aire et consiste a` as-
socier a` chaque point de S et de S ′ une ine´galite´. En effet, soit P un plan d’e´quation
ax + by + cz + d = 0, le plan P est se´parant si tout point (p1, p2, p3) de S ve´rifie
ap1+bp2+cp3+d ≤ 0 et si tout point (p1, p2, p3+1) de S ′ ve´rifie ap1+bp2+c(p3+1)+d > 0.
Le proble`me revient alors a` re´soudre un syste`me de 2n ine´quations a` trois variables. Ce-
pendant, les me´thodes de programmation line´aire sont expose´es dans la section suivante.
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Algorithme des Cordes
Enfin, le dernier algorithme pre´sente´ dans cette section est l’algorithme des cordes
propose´ par Ge´rard dans [G0´3] et repris ensuite dans [GDRZ05]. Cette me´thode utilise
l’ensemble des cordes associe´ a` S ansi que l’e´paisseur ge´ome´trique de l’ensemble S. Ces
deux notions sont de´finies ci-dessous. L’ensemble des cordes est illustre´ par la figure 3.5.
De´finition 16 L’ensemble des cordes de S, note´ cordes(S), est l’ensemble des vecteurs
de´finis par deux points de l’ensemble S : cordes(S) = S + (−S) = {p− p′|p, p′ ∈ S}.
De´finition 17 Soit x3 l’axe majeur associe´ a` l’ensemble S, l’ e´paisseur ge´ome´trique de
S correspond a` la troisie`me coordonne´e du point d’intersection de l’enveloppe convexe des
cordes de S (note´ conv(cordes(S))) avec l’axe x3.
L’algorithme des cordes utilise alors le the´ore`me suivant [GDRZ05] :
The´ore`me 6 L’ensemble S correspond a` un morceau de plan discret si et seulement si
son e´paisseur ge´ome´trique est strictement plus petite que 1.
Soit (a, b, c) le vecteur normal de la face de conv(cordes(S)) qui de´termine l’e´paisseur
ge´ome´trique. Si l’e´paisseur ge´ome´trique de S est strictement infe´rieure a` 1, alors les coor-
donne´es du vecteur (a, b, c) correspondent aux coefficients du plan de´finissant le morceau
de plan discret (i.e. ∀(x, y, z) ∈ S, h ≤ ax+by+cz < h+c). Le but de l’algorithme est donc
de de´terminer cette face. Ne´anmoins, proce´der a` un calcul d’enveloppe convexe en 3D est
tre`s couˆteux d’autant plus que l’ensemble des cordes comporte un nombre quadratique de
points par rapport a` l’ensemble de points initial. C’est pourquoi cette me´thode recherche
plutoˆt un triangle a` sommets porte´s par les points de conv(S) confondu avec la face de
l’enveloppe convexe recherche´e. Nous qualifions ce triangle de plus haut triangle de l’en-
semble des cordes. Pour le de´terminer, l’algorithme initialise un triangle a` sommets porte´s
par trois points non-coline´aires de cordes(S) traverse´ par l’axe vertical. Soit N le vecteur
normal de ce triangle, soient pmin et pmax les points tels que N · pmin = minp∈cordes(S) N · p
et N · pmax = maxp∈cordes(S) N · p. Le point M = pmax − pmin est calcule´. Si le point M
appartient au triangle, alors le triangle est le plus haut triangle recherche´. Sinon, ce point
et le triangle forment un te´trae`dre dont une des faces est plus haute que le triangle de
re´fe´rence et l’algorithme re´ite`re (voir la figure 3.5). L’algorithme 12 pre´sente la partie du
programme qui recherche le plus haut triangle dans l’espace des cordes.










































(c) Triangles de cordes(S)
Fig. 3.5 – Ensemble des cordes
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Algorithme 12 : Algorithme des cordes : trouver le plus haut triangle
PLUS HAUT TRIANGLE(S : ensemble de n points de Z3)
Valeur retourne´e : triangle
1 T ←TriangleInitial(cordes(S))
2 continue← vrai
3 TANT QUE continue
4 N ← VecteurNormal(T )
5 M ← Diffe´renceMinMax(S,N)
6 SI M est strictement au-dessus de T




La complexite´ de cet algorithme dans le pire cas est O(n7) ou` n correspond au nombres
de points de S. En effet, le nombre total de triangles dans l’espace des cordes est de l’ordre
de O(n6) ce qui correspond au nombre maximum de passages dans la boucle principale. De
plus, chaque boucle s’exe´cute en O(n). Cependant, cette borne de complexite´ est rarement
atteinte et le comportement de l’algorithme semble line´aire.
3.3.2 Me´thodes Base´es sur la Programmation Line´aire
Formulation d’un Proble`me de Programmation Line´aire
En mathe´matiques, les proble`mes de programmation line´aire, couramment note´s PL,
consistent a` optimiser une fonction objectif line´aire sous un syste`me de contraintes elles-
meˆmes line´aires. Le syste`me de contraintes de´finit un domaine de re´alisabilite´. Le domaine
de re´alisabilite´ correspond a` l’ensemble des points qui satisfont le syste`me de contraintes
et qui sont donc des candidats potentiels pour le proble`me d’optimisation. Si le domaine
de re´alisabilite´ est vide, alors le proble`me d’optimisation n’admet pas de solution et nous
disons alors qu’il n’est pas re´alisable. Notons qu’on distingue les proble`mes d’optimisation
et les proble`mes de re´alisabilite´. Un proble`me de re´alisabilite´ consiste a` de´terminer si le
domaine de re´alisabilite´ de´fini par un syste`me de contraintes est non-vide alors que le
proble`me d’optimisation consiste a` trouver l’optimum d’une fonction objectif sous un
syste`me de contraintes.
Conside´rons un proble`me de programmation line´aire visant a` minimiser une fonction
objectif. Soient A une matrice a` n lignes et d colonnes, c et x des vecteurs colonnes de
taille d et b un vecteur colonne de taille n. Ce proble`me peut e´galement eˆtre e´crit sous
sa forme standard avec A′ la matrice [A|Identite´(n × n)] et c′ la matrice [c|Ze´ro(n)]. Le
proble`me de programmation line´aire peut eˆtre formule´ de manie`re classique (a` gauche) ou
sous sa forme standard (a` droite) :
Minimiser cT · x
avec A · x ≥ b
x ≥ 0
ou
Minimiser c′T · x′
avec A′ · x′ = b
x′ ≥ 0
(3.4)
De plus, il est prouve´ qu’a` tout proble`me de PL est associe´ un proble`me dual et que
si un des deux proble`mes est re´alisable et admet un optimum alors il en est de meˆme
pour l’autre. En outre, les valeurs atteintes pour l’optimum du proble`me primal et du
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proble`me dual sont identiques. Si le proble`me primal est un proble`me de minimisation
sous contraintes de la forme “supe´rieur ou e´gal” alors le proble`me dual associe´ est un
proble`me de maximisation sous contraintes de la forme “infe´rieur ou e´gal” et vice versa.
De plus, a` toute contrainte du primal nous associons une variable dans le dual et a` toute
variable du primal nous associons une contrainte dans le dual. Le proble`me primal et le




Minimiser cT · x





Maximiser bT · λ
avec AT · λ ≤ c
λ ≥ 0
(3.5)
Re´solution d’un Proble`me de Programmation Line´aire
Pour re´soudre les proble`mes de programmation line´aire, diffe´rentes techniques peuvent
eˆtre envisage´es. Les re´sultats optimaux de Megiddo [Meg83, Meg84], tre`s connus en PL,
e´noncent qu’un syste`me de m contraintes line´aires dans Rd peut eˆtre re´solu en O(m). La
me´thode de Megiddo pour de´terminer l’optimum d’un syste`me de contraintes line´aires
consiste a` coupler les contraintes deux a` deux et a` e´liminer une partie des contraintes
du syste`me graˆce a` un crite`re de suppression. Le crite`re de suppression utilise´ est le
suivant. Les contraintes sont se´pare´es en deux familles : les contraintes de la forme
xd ≥ ax1 + bx2 + · · · et les contraintes de la forme xd ≤ ax1 + bx2 + · · · . Pour deux
contraintes de la meˆme famille dont les hyperplans correspondants ne sont pas paralle`les,
il existe un hyperplan vertical se´parant les deux contraintes en leur intersection. Si les
solutions optimales sont situe´es d’un coˆte´ du plan se´parant alors une des deux contraintes
est e´limine´e. A` chaque ite´ration, un pourcentage minimum de contraintes est e´limine´ et
l’algorithme re´ite`re jusqu’a` ce que le nombre de contraintes devienne constant. Chaque
ite´ration s’exe´cutant en O(m), l’algorithme est line´aire suivant le nombre de contraintes
du syste`me (voir [Buz02] pour une e´tude plus de´taille´e des re´sultats de Megiddo). No-
tons qu’il appartient a` la classe des me´thodes fortement polynomiales, c’est-a`-dire dont
la complexite´ ne de´pend que de n et de d a` l’inverse de la me´thode de Karmakar [Kar84],
par exemple, dont la complexite´ de´pend du nombre de bits ne´cessaires pour repre´senter
les valeurs engage´es dans les calculs.
Cependant, l’algorithme de Megiddo est trop complexe pour eˆtre utilise´ en pratique
car il re´serve une multitude de cas particuliers. De plus, il est doublement exponentiel en la
dimension puisqu’en re´alite´ sa complexite´ est en O(22
d
n) et s’ave`re assez lent. Il n’est donc
pas utilise´ en PL. D’autres me´thodes efficaces de programmation line´aire peuvent eˆtre en-
visage´es comme l’algorithme du simplexe propose´e par Dantzig en 1947 dans [Dan98] (voir
aussi [Chv83]). La me´thode du simplexe est fondamentale en programmation line´aire. Elle
consiste a` optimiser une fonction objectif sous un syste`me de contraintes en avanc¸ant sur
les areˆtes du polytope de´fini par le syste`me de contraintes. Chaque de´placement le long
des areˆtes du polytope me`ne a` un nouveau sommet pour lequel la fonction objectif est
ame´liore´e ou inchange´e. Cependant, malgre´ l’efficacite´ en pratique de cette me´thode, ce
qui lui vaut sa popularite´, sa complexite´ dans le pire cas n’est pas polynomiale. En effet, il
est possible d’exhiber des cas pathologique a` n variables et 2n contraintes qui ne´cessitent
un nombre exponentiel de 2n − 1 ite´rations.
Pour finir avec la description des me´thodes de programmation line´aire, nous pre´sentons
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en quelques lignes la me´thode de Fourier-Motzkin [Keß96, Sch98], duˆe a` Joseph Fourier et
Theodore Motzkin. Cette me´thode est souvent utilise´e pour montrer la re´alisabilite´ d’un
syste`me de contraintes line´aires comportant un faible nombre de contraintes. L’algorithme
e´limine au fur et a` mesure des variables du syste`me. A` chaque variable e´limine´e, l’algo-
rithme cre´e un nouveau syste`me de contraintes e´quivalent au premier sur les variables
restantes. Lorsque toutes les variables sont e´limine´es, nous obtenons un syste`me d’ine´ga-
lite´s constantes qu’il suffit de ve´rifier. Il est prouve´ que si toutes les ine´galite´s du syste`me
final sont vraies, alors le syste`me initial est re´alisable. Soit xd la variable a` e´liminer,
nous ramenons les contraintes du syste`me a` des contraintes de la forme
∑d−1





ixi ≥ xd selon le signe associe´ a` la variable xd dans chaque contrainte. Les
contraintes de la premie`re forme sont alors couple´es avec les contraintes de la deuxie`me
forme. Nous obtenons alors des doubles ine´galite´s du type
∑d−1











ixi, ce qui e´limine la variable xd. Le nombre de
contraintes du nouveau syste`me est quadratique dans le pire cas suivant le nombre de
contraintes du syste`me pre´ce´dent. La complexite´ de l’algorithme est donc exponentielle.
Son utilisation est re´serve´e aux syste`mes a` faible nombre de contraintes.
Formulation du Proble`me de Reconnaissance de Plans Discrets
En 1991, Stojmenovic met en e´vidence que le proble`me de reconnaissance de plans
discrets correspond a` un proble`me de PL et il montre pour la premie`re fois dans [ST91]
que ce meˆme proble`me peut eˆtre re´solu en temps line´aire graˆce aux re´sultats de Megiddo
[Meg83, Meg84]. En fait, le proble`me de reconnaissance de plans discrets peut eˆtre for-
mule´ comme un proble`me de PL de plusieurs fac¸ons diffe´rentes. En effet, il peut eˆtre perc¸u
comme un proble`me de re´alisabilite´ sous un syste`me de contraintes ou comme un proble`me
d’optimisation. Nous de´crivons dans cette section les deux formulations du proble`me de
reconnaissance de plans discrets les plus intuitives en PL.
Premie`re Formulation (proble`me de re´alisabilite´) : D’apre`s la de´finition 13
des plans discrets, lorsque l’ensemble de n points S correspond a` un morceau de plan
discret alors chaque point pi, 1 ≤ i ≤ n, de S doit satisfaire deux ine´galite´s. Ces ine´galite´s
sont de la forme N ′ · pi − Γ ≥ 0 et N ′ ·P i − Γ− 1 < 0, ou` N ′ = (N ′1, N ′2, 1) correspond au
vecteur normal du plan discret et ve´rifie ||N ′||∞ = 1. Le proble`me de reconnaissance de
plans discrets peut donc directement eˆtre vu comme un proble`me de re´alisabilite´ sur un
syste`me de 2n contraintes line´aires a` deux inconnues (la dernie`re coordonne´e de N ′ e´tant
fixe´e a` 1). Pour cela, nous pouvons utiliser une des techniques de programmation line´aire
de´crites dans la section 3.3.2 (voir [Sch98]).
Deuxie`me Formulation (proble`me d’optimisation) : Dans [PBDR06], Provot
et al. introduisent la de´finition des morceaux de plans discrets flous d’e´paisseur v que
nous avons rappele´e dans la section 3.3.1. Pour de´terminer si un ensemble de n points
de Z3 note´ S correspond a` un morceau de plan discret flou d’e´paisseur v, nous cherchons
a` de´terminer deux plans P et P ′ supports de S de la forme ax + by + cz + µ = 0 et
ax+ by+ cz + µ+ ω− 1 = 0 tels que (µ− 1)/N(a, b, c) soit minimal. Si (µ− 1)/N(a, b, c)
est infe´rieur a` v, alors S correspond a` un morceau de plan discret flou d’e´paisseur v.
Supposons que l’axe majeur de l’ensemble de points S correspond au troisie`me axe.
Si la norme choisie pour la de´finition des plans discrets flous est la norme a` l’infini,
alors l’expression (µ − 1)/N(a, b, c) est e´gale a` (µ − 1)/|c|. Posons α = a/c, β = b/c,
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h = µ/c et e = (ω − 1)/c, les deux plans supports recherche´s sont donc de la forme
P : z(x, y) = αx+ βy+ h et P ′ : z(x, y) = αx+ βy+ h+ e et nous cherchons a` minimiser
la valeur e. Notons que comme ||(a, b, c)||∞ est e´gale a` c, alors α et β sont compris entre
−1 et 1. A` chaque point (xi, yi, zi) de S, 1 ≤ i ≤ n, nous associons donc deux ine´galite´s :





−αxi − βxi − h ≥ −zi
αxi + βxi + h+ e ≥ zi
i = 1 · · ·n
|α| ≤ 1, |β| ≤ 1
α, β, h ∈ R, e ≥ 0
(3.6)
Pour re´soudre ce proble`me d’optimisation, les auteurs de [PBDR06] proposent d’uti-
liser l’algorithme du simplexe sur le proble`me dual afin de manipuler des matrices plus
petites. Dans ce cas, le proble`me dual de (3.6) en forme standard s’e´crit de la manie`re
suivante :
Maximiser [−z1 · · · − zn|z1 · · · zn| − 1− 1− 1− 10] · λ


−x1 · · · −xn x1 · · · xn −1 1 0 0 0
−y1 · · · −yn y1 · · · yn 0 0 −1 1 0
−1 · · · −1 1 · · · 1 0 0 0 0 0


















L’algorithme du simplexe est donc utilise´ pour re´soudre le proble`me dual. Les auteurs
de [PBDR06] montrent qu’a` chaque ite´ration la valeur de e de´croˆıt strictement. L’algo-
rithme du simplexe ne cycle donc pas. Notons que dans le cas ge´ne´ral, la me´thode du
simplexe peut conside´rer plusieurs fois les meˆmes points de l’espace de recherche, ce qui
entraine sa complexite´ exponentielle. Dans notre cas, le nombre d’ite´rations de l’algo-
rithme est donc borne´ par le nombre de plans supports conside´re´s, soit au plus C42n+5. La
complexite´ de la me´thode est donc O(k4) avec k le nombre de sommets de l’enveloppe
convexe de S.
Algorithme de la Pre´-Image
Le proble`me de reconnaissance de plans discrets peut e´galement eˆtre re´solu graˆce a`
des algorithmes calculant la pre´-image [VC00, CSD+03, Coe02, DA09]. Ces algorithmes
mettent e´galement en oeuvre la programmation line´aire bien que la formulation du pro-
ble`me s’ave`re diffe´rente de celles e´nonce´es pre´ce´demment dans cette section. Soit f : X →
Y une fonction, la pre´-image de y ∈ Y correspond a` l’ensemble des points dont l’image est
y, c’est-a`-dire {x ∈ X|f(x) = y}. Pour le proble`me de reconnaissance de plans discrets,
la pre´-image est de´finie comme suit.
De´finition 18 Soit S un ensemble de points correspondant a` un morceau de plan discret,
la pre´-image de l’ensemble S est l’ensemble des plans euclidiens dont la discre´tisation
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contient S.
Cette pre´-image correspond a` l’ensemble des solutions re´alisables du syste`mes d’ine´ga-
lite´s induit par la de´finition des plans discrets. Elle correspond a` un polye`dre a` som-
mets rationnels dans l’espace des parame`tres et peut eˆtre e´crite comme {(α, β, γ) ∈
[0, 1]2 × [0, 1[ |∀(x, y, z) ∈ S, z ≤ αx + βy + γ < z + 1}. Le but de ce type d’algo-
rithme est de construire la pre´-image associe´e a` l’ensemble de points S. Si la pre´-image
correspond a` un polye`dre vide, alors S ne correspond pas a` un morceau de plan discret.
Si la pre´-image contient au moins un point, alors S correspond a` un morceau de plan
discret. Pour cet algorithme incre´mental, la pre´-image est initialise´e a` R3. A` chaque point
de S sont associe´es deux contraintes line´aires, et chacune de ces contraintes fournit un
moyen de re´duire la pre´-image courante par une coupe. L’algorithme se termine lorsque
la pre´-image est vide ou lorsque toutes les contraintes ont e´te´ utilise´es. L’algorithme 13
re´sume cette me´thode.
Algorithme 13 : Algorithme de la pre´-image
RECONNAISSANCE-PAR-PRE´-IMAGE(S : ensemble de n points de Z3)
Valeur retourne´e : boole´en
1 PreImage← R3
2 POUR CHAQUE point p de S FAIRE
3 Soit C1 et C2 les contraintes associe´es a` p
4 POUR CHAQUE contrainte C de {C1, C2} FAIRE
5 Coupe(PreImage, C)
6 SI PreImage = ∅
7 Retourner faux
8 Retourner vrai
L’intersection d’un plan euclidien et d’un polye`dre peut eˆtre calcule´e en temps line´aire
suivant le nombre de sommets du polye`dre. Dans [CSD+03], les auteurs indiquent que le
nombre de sommets de la pre´-image est borne´e a` chaque appel par le nombre de sommets
de l’enveloppe convexe de l’ensemble de points courant. L’algorithme de reconnaissance
s’exe´cute donc en O(nE) avec E le nombre de sommets maximum de la pre´-image au fil
des appels re´cursifs et n le nombre de points de l’ensemble S. Ils ajoutent que la me´thode
s’ave`re efficace en pratique. De plus, l’algorithme admet une programmation en ligne
s’exe´cutant en O(E).
3.3.3 Autres Me´thodes
La premie`re me´thode aborde´e dans cette section utilise le crite`re de re´gularite´. Le
crite`re de re´gularite´ ou evenness property a e´te´ propose´ en dimension quelconque par
Veelaert [Vee94, Vee94] d’apre`s la de´finition 2D donne´e par Hung [Hun85].
De´finition 19 Soit S un ensemble de Z3, S est dit re´gulier si et seulement si sa projection
suivant la direction x3 est bijective et si pour tout quadruplet (A,B,C,D) de points de S
tel que (A1−B1, A2−B2) = (C1−D1, C2−D2) nous avons bien |(A3−B3)−(C3−D3)| ≤ 1.
Veelaert montre qu’un rectangle de voxels correspond a` un morceau de plan discret si
et seulement si il est re´gulier. Il conc¸oit alors un algorithme de reconnaissance de morceaux
de plans discrets rectangulaires qui consiste a` ve´rifier ce crite`re. L’algorithme 14 re´sume
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cette me´thode. Dans cet algorithme, Tmin et Tmax repre´sentent des sortes de tableaux
bi-dimensionnel dont nous initialisons les cases [i][j] uniquement s’il existe deux points a
et b de S tels que i = ax−bx et j = ay−by. Ces cases de Tmin et Tmax sont respectivement
initialise´es a` ∞ et a` −∞. Nous stockons ensuite dans la case [i][j] de Tmin la plus petite
coordonne´e z des vecteurs ba, avec a, b ∈ S, tels que ax − bx = i et ay − by = j. De la
meˆme manie`re, nous stockons dans la case [i][j] de Tmax la plus grande coordonne´e z des
vecteurs ba, avec a, b ∈ S, tels que ax−bx = i et ay−by = j. Il suffira alors de s’assurer que
Tmax[i][j]− Tmin[i][j] est bien strictement infe´rieur a` 1 pour toutes les cases initialise´es.
Algorithme 14 : Algorithme avec le crite`re de re´gularite´
RECONNAISSANCE-PAR-RE´GULARITE´(S : ensemble de n points de Z3)
Valeur retourne´e : boole´en
1 POUR TOUT point a de S
2 POUR TOUT point b de S
3 Tabmin[ax − bx][ay − by] ←∞
4 Tabmax[ax − bx][ay − by] ← −∞
5 POUR TOUT point a de S
6 POUR TOUT point b de S
7 SI Tabmin[ax − bx][ay − by] > az − bz
8 Tabmin[ax − bx][ay − by] ← az − bz
9 SI Tabmax[ax − bx][ay − by] < az − bz
10 Tabmax[ax − bx][ay − by] ← az − bz
11 POUR TOUT point a de S
12 POUR TOUT point b de S
13 SI Tabmax[ax − bx][ay − by]− Tabmin[ax − bx][ay − by] > 1
14 Retourner faux
15 Retourner vrai
Nous observons que le crite`re de re´gularite´ de l’ensemble S peut eˆtre ve´rifie´ en O(n2)
ou` n correspond au nombre de points de l’ensemble S. La complexite´ de cet algorithme
est donc quadratique en le nombre de points de l’ensemble.
D’autres me´thodes de reconnaissance de plans discrets peuvent eˆtre trouve´es dans la
litte´rature mais celles-ci ne s’appliquent pas dans le cas ge´ne´ral. Nous nous contentons
donc de les citer en cette fin de section. Un de ces algorithme met en oeuvre l’ajustement
par la me´thode des moindres carre´s [KSv96]. Cette me´thode s’exe´cute en temps line´aire.
Cependant, comme l’algorithme pre´ce´dent, cette me´thode ne s’applique qu’aux ensembles
de points rectangulaires. Dans [Fer09], Fernique propose une me´thode de ge´ne´ration et
de reconnaissance de plans discrets particuliers dits “en escalier”, d’apre`s leur de´finition
donne´e dans [Vui98]. Sa me´thode utilise la connection entre la the´orie des mots et les
fractions continues. Il propose un algorithme hybride de reconnaissance de plans discrets
en escalier qui combine un algorithme classique de reconnaissance de plans discrets comme
l’algorithme de la pre´-image, par exemple, avec l’algorithme de Brun. L’algorithme de
Brun [Bre81] est une me´thode qui exploite les fractions continues multi-dimensionnelles.
Malheureusement, la complexite´ de l’algorithme de Fernique n’a pas e´te´ prouve´e a` ce jour.
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3.4 Conclusion
Nous avons pre´sente´ dans ce chapitre diffe´rentes fac¸ons de de´finir un morceau de
plan discret, et en particulier un morceau de plan discret na¨ıf. Nous avons ensuite de´-
crit quelques uns des principaux algorithmes de reconnaissance de plans discrets. Ces
me´thodes utilisent la programmation line´aire, la ge´ome´trie algorithmique ou encore le
crite`re de re´gularite´. Nous remarquons que les seules me´thodes qui ont une complexite´
line´aire optimale dans le cas ge´ne´ral utilisent les re´sultats de Megiddo en programmation
line´aire. Malheureusement, ces re´sultats sont connus pour eˆtre difficilement imple´men-
tables et d’exe´cution assez lente en pratique. Quant aux autres algorithmes pre´sente´s, il
n’atteignent pas la complexite´ optimale. Notons cependant que l’algorithme des cordes,
malgre´ sa complexite´ dans le pire cas en O(n7), est efficace en pratique et semble avoir un
comportement line´aire. Le tableau 3.1 reprend les diffe´rents algorithmes. Nous rappelons
que n de´signe le nombre de points de l’ensemble S, k de´signe le nombre de sommets de
l’enveloppe convexe calcule´e et E de´signe le nombre maximum de sommets de la pre´-
image.
Algorithme Complexite´ Re´f. Remarques
Algorithme de Kim O(n2) [Kim84] non valide
Rotating calipers 3D O(n3) [PBDR06]
Se´parabilite´ des enveloppes convexes O(n log n) [ST91]
PL et algorithme de Megiddo O(n) [Meg84] difficile a` imple´menter
PL et simplexe exponentiel [Chv83] efficace
PL et Fourier-Motzkin exponentiel [Keß96]
Optimisation de l’e´paisseur et simplexe O(k4) [PBDR06] efficace
Algorithme des cordes O(n7) [GDRZ05] efficace
Algorithme de la pre´-image O(nE) [VC00] efficace
Crite`re de re´gularite´ O(n2) [Vee94]
Moindres carre´s O(n) [KSv96] ensembles rectangulaires
Tab. 3.1 – Comparatif des algorithmes de reconnaissance de plans discrets
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Chapitre 4
Nouvelle Approche Efficace pour la
Reconnaissance de Plans Discrets
4.1 Introduction
Comme nous l’avons vu dans le chapitre 3, la reconnaissance de plans discrets est
un proble`me largement e´tudie´ en ge´ome´trie discre`te. Nous de´crivons dans ce chapitre
une nouvelle me´thode pour de´cider si un ensemble de n points de Z3 correspond a` la
discre´tisation d’un morceau de plan euclidien. La me´thode que nous de´crivons ici est celle
propose´e a` la confe´rence internationale DGCI (Discrete Geometry for Computer Imagery)
de 2008 (voir [CB08a]). Une version pre´liminaire de cet algorithme avait de´ja` e´te´ pre´sente´e
en 2006 par Lilian Buzer dans [Buz06].
La plupart des me´thodes existantes ne combinent pas a` la fois une complexite´ inte´res-
sante dans le pire cas et une efficacite´ en pratique. Par exemple, les me´thodes utilisant
les re´sultats optimaux de Megiddo (voir [Meg84]) ont beau eˆtre line´aires, elles peuvent
difficilement eˆtre utilise´es en pratique. Quant a` la me´thode des cordes (voir [GDRZ05]),
elle parvient a` traiter un ensemble de 106 points en parcourant environ 10 fois l’ensemble
des cordes mais sa complexite´ dans le pire cas est de l’ordre de O(n7). La me´thode de
2006 de Lilian Buzer [Buz06] atteint une complexite´ dans le pire cas de O(n log2 D) ou`
D − 1 repre´sente la plus grande longueur d’une boite englobant l’ensemble de points et
elle reconnaˆıt un ensemble dense de 106 points en environ 360 ite´rations line´aires. Notre
me´thode actuelle est plus efficace en pratique puisqu’elle reconnaˆıt un ensemble dense de
106 points en environ 10 ite´rations line´aires et elle atteint une complexite´ dans le pire cas
de O(n logD).
La me´thode de 2006 et la me´thode pre´sente´e ici transforment le proble`me de recon-
naissance de plans discrets na¨ıfs en un proble`me de re´alisabilite´ sur une fonction convexe
bi-dimensionelle dite fonction e´paisseur. Par conse´quent, ces me´thodes ne prennent en
compte que deux parame`tres et nous pouvons utiliser des techniques de ge´ome´trie dis-
cre`te planaire afin de de´terminer si l’espace des solutions 2D est vide ou pas. Pour re´-
soudre le proble`me de re´alisabilite´, notre approche actuelle utilise une proprie´te´ du centre
de gravite´ tandis que la me´thode de 2006 combine l’oracle de Megiddo et une recherche
dichotomique mono-dimensionnelle. Ce principal changement ame´liore la complexite´ en
temps de la me´thode et diminue conside´rablement son nombre d’ite´rations. Notre algo-
rithme peut e´galement eˆtre conc¸u de fac¸on incre´mentale.
Dans la section 4.2, nous montrons comment le proble`me de reconnaissance de plans
discrets peut eˆtre transforme´ en un proble`me de re´alisabilite´ sur une fonction convexe bi-
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dimensionnelle, la fonction e´paisseur. Nous introduisons dans la section 4.3 une me´thode
pour re´soudre ce proble`me de re´alisabilite´ en utilisant le calcul d’un sous-gradient de
la fonction e´paisseur. Pour re´soudre le proble`me de re´alisabilite´, nous re´duisons l’espace
de recherche continu en appliquant ite´rativement des coupes jusqu’a` trouver un point
solution ou jusqu’a` ce que l’espace de recherche devienne vide. Dans la section 4.4, nous
de´crivons cette e´tape de re´duction et nous commentons sont efficacite´. Pour ame´liorer
notre algorithme, nous discre´tisons le domaine de recherche du proble`me de re´alisabilite´.
Nous justifions dans la section 4.5 le choix du pas de discre´tisation et nous expliquons
comment adapter notre me´thode a` un domaine de recherche discre´tise´. Nous analysons
la complexite´ en temps de notre me´thode dans la section 4.6. Dans la section 4.7, nous
de´crivons la version incre´mentale de notre algorithme et nous terminons ce chapitre avec
quelques re´sultats expe´rimentaux et la description d’ame´liorations pratiques.
4.2 La Reconnaissance de Plans Comme un Proble`me
de Re´alisabilite´
Dans la section 3.2, nous avons de´fini la fonction e´paisseur par rapport a` un ensemble
de points de Z3 note´ S comme une fonction de [−1, 1]2 vers R+ de´finie par :
epS(u) = max
1≤i≤n
(Nu · pi)− min
1≤i≤n
(Nu · pi) (4.1)
ou` u = (u1, u2) appartient a` [−1, 1]2 et Nu correspond au vecteur (u1, u2, 1).
D’apre`s la proposition 4, l’ensemble de points S correspond a` un morceau de plan
discret s’il existe un vecteur u de [−1, 1]2 qui ve´rifie epS(u) < 1. Notre proble`me de
reconnaissance de plans discrets revient donc a` de´terminer un tel vecteur u ou a` montrer
qu’aucun vecteur de [−1, 1]2 ne satisfait epS(u) < 1. Par conse´quent, nous nous rame`nons
a` un proble`me de re´alisabilite´ sur la fonction bi-dimensionnelle epS.
Proposition 6 La fonction epS est une fonction convexe.
Preuve 7 Soit Nu le vecteur associe´ au vecteur u ∈ [−1, 1]2. Conside´rons la fonction
gi(u) de [−1, 1]2 vers R qui associe au vecteur u la valeur Nu · pi. Cette fonction est
une fonction affine, elle est donc convexe. Remarquons a` pre´sent que la fonction epS(u)
peut eˆtre re´-e´crite comme max1≤i≤n(g
i(u)) + max1≤i≤n(−gi(u)). Comme le maximum des
fonctions (gi)1≤i≤n est e´galement convexe et comme la somme de deux fonctions convexes
est convexe, nous en de´duisons que la fonction epS est elle-meˆme convexe.
Le proble`me de reconnaissance de plans discrets est e´quivalent a` un proble`me de
re´alisabilite´ sur une fonction convexe bi-dimensionnelle de domaine de recherche [−1, 1]2.
Si l’ensemble S ne correspond pas a` un morceau de plan discret na¨ıf alors l’espace des
solutions du proble`me de re´alisabilite´ est vide. Sinon, l’espace des solutions correspond a`
un polygone convexe non-vide inclus dans [−1, 1]2.
4.3 Re´soudre le Proble`me de Re´alisabilite´
4.3.1 Introduction Ge´ne´rale
Remarquons tout d’abord que nous ne traitons pas un proble`me d’optimisation mais un
proble`me de re´alisabilite´. Ceci signifie que nous ne souhaitons pas de´terminer d’un point u
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dans le domaine de recherche tel que la valeur epS(u) est minimum mais nous recherchons
un point u tel que epS(u) est strictement infe´rieure a` 1. Cependant, certaines me´thodes
utilise´es en optimisation convexe peuvent eˆtre adapte´es pour re´soudre des proble`mes de
re´alisabilite´.
De fac¸on ge´ne´rale, pour optimiser une fonction convexe f : Rd → R, nous devons
de´terminer le point x pour lequel la valeur f(x) est minimum ou maximum. Pour cela,
nous pouvons utiliser la me´thode de descente du gradient. En utilisant cette me´thode,
nous approchons le minimum de la fonction en nous de´plac¸ant ite´rativement dans la
direction de plus forte pente. A` l’ite´ration i, le gradient ∇(xi) de f au point xi est calcule´.
Par de´finition du gradient, il existe une valeur re´elle τi telle que f(x
i) est infe´rieure a`
f(xi + τi∇(xi)). Le point xi+1 de re´fe´rence a` l’ite´ration suivante est alors e´gal a` :
xi+1 = xi + τi∇(xi) (4.2)
Cependant, dans un souci d’efficacite´, nous pouvons difficilement appliquer ce type d’al-
gorithmes pour re´soudre notre proble`me de re´alisabilite´. En effet, pour proce´der a` des
calculs nume´riques exacts, les valeurs successives τi et par conse´quent les coordonne´es des
points xi doivent eˆtre repre´sente´es par des nombres rationnels. D’apre`s (4.2), la taille du
nume´rateur et du de´nominateur de ces rationnels augmenteraient a` chaque ite´ration et
ceci ralentirait significativement le calcul. Nous proposons donc une autre approche qui
e´vite ce proble`me.
Notre approche pour re´soudre le proble`me re´alisabilite´ consiste a` re´duire ite´rativement
le domaine de recherche jusqu’a` ce que nous trouvions un point solution ou jusqu’a` ce
que le domaine de recherche soit vide. Cette re´duction du domaine de recherche est faite
graˆce au calcul d’un sous-gradient de la fonction e´paisseur.
4.3.2 Calcul du Sous-Gradient
Nous rappelons tout d’abord qu’un sous-gradient g ∈ Rd d’une fonction convexe f :
R
d → R au point x ve´rifie : pour tout x′ ∈ Rd, f(x′)−f(x) ≥ g · (x′−x). Le sous-gradient
est un vecteur qui indique la direction de plus forte pente de la fonction f au point x. Ceci
signifie que si nous savons calculer un sous-gradient de la fonction epS en un point donne´,
nous connaissons un moyen de re´duire le domaine de recherche. En effet, soit gu un sous-
gradient de la fonction epS au point u, alors pour tout vecteur v ∈ [−1, 1]2 satisfaisant
gu · v ≥ gu ·u, nous avons epS(v) ≥ epS(u). Si epS(u) est plus grand que 1 alors epS(v) est
e´galement plus grand que 1 et nous pouvons donc retirer tous ces points v du domaine de
recherche. Les points a` retirer correspondent a` un des demi-plans porte´s par la droite de
vecteur normal gu passant par le point u. Vous remarquerez que nous utilisons le terme
“sous-gradient” a` la place du terme “gradient” car la fonction e´paisseur n’est pas de´rivable
en tout point.
Pour re´soudre notre proble`me de re´alisabilite´ dans R2, nous devons de´terminer com-
ment calculer un sous-gradient de la fonction convexe epS a` un point u donne´. En accord
avec la de´finition du sous-gradient, nous devons de´terminer g tel que pour tout v ∈ [−1, 1]2
nous avons :
epS(v)− epS(u) ≥ g · (v − u) (4.3)
D’apre`s la de´finition de epS, nous savons que epS(u) est e´gal a` max1≤i≤n(Nu · pi) −
min1≤i≤n(Nu · pi). Par conse´quent, il existe deux points particuliers de S qui sont associe´s
au produit scalaire maximum et au produit scalaire minimum. Notons respectivement









epS(α, β) ≥ epS(x, y)
epS(x, y)
Fig. 4.1 – Un sous-gradient de epS
Soit T l’ensemble de deux points {pa, pb}. Comme T est inclus dans S, pour tout point
v ∈ [−1, 1]2, l’e´paisseur par rapport a` l’ensemble T au point v est plus petite que l’e´paisseur
par rapport a` l’ensemble S au point v. Nous avons :
∀v ∈ [−1, 1]2, epT (v) ≤ epS(v) (4.4)
Comme l’ensemble T ne contient que deux points, la valeur epT (v) est force´ment e´gale
a` |Nv · (pa − pb)|. De plus, nous remarquons que tout vecteur v peut eˆtre e´crit comme
v + u− u et il s’en suit :
epT (v) = |Nv−u+u · (pa − pb)|
= |Nu · (pa − pb) + (v − u) · projR2(pa − pb)|
= |epT (u) + (v − u) · projR2(pa − pb)|
D’apre`s (4.4) et par de´finition de la valeur absolue, nous obtenons :
∀v ∈ R2, epS(v) ≥ epT (v) ≥ epT (u) + (v − u) · projR2(pa − pb) (4.5)
Nous rappelons que nous pouvons remplacer epT (u) par epS(u) et nous avons donc :
∀v ∈ R2, epS(v) ≥ epS(u) + (v − u) · projR2(pa − pb) (4.6)
D’apre`s (4.3), nous pouvons a` pre´sent conclure que l’expression projR2(p
a− pb) est un
sous-gradient de epS au point u (voir la figure 4.1). Cette valeur correspond a` la projection
du vecteur papb dans R2. Nous constatons donc que les deux premie`res coordonne´es du
vecteur papb sont suffisantes pour de´terminer localement la variation de la fonction epS.
Lorsque nous calculons epS(u), nous de´duisons indirectement les deux points p
a et pb.
Nous calculons donc en temps constant un sous-gradient.
Remarque 4 Nous remarquons que si les deux points pa et pb associe´s respectivement a`
la valeur maximum et a` la valeur minimum de la fonction e´paisseur en un point ont les
deux meˆmes premie`res coordonne´es, alors le sous-gradient projR2(p
a − pb) correspond au
vecteur nul. Dans ce cas, le sous-gradient n’indique pas la direction de plus forte pente.
Cependant, si l’ensemble de points S contient au moins deux points distincts avec les deux
meˆmes premie`res composantes, alors l’ensemble S ne peut pas correspondre a` un morceau
de plan discret. Par conse´quent, si nous calculons un sous-gradient nul, nous pouvons en
de´duire que l’ensemble de points ne correspond pas a` un morceau de plan discret.
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4.4 Re´duction du Domaine de Recherche
Nous introduisons le principe ge´ne´ral de notre me´thode. Nous appelons coupe valide
du domaine de recherche une coupe par un demi-plan qui pre´serve toutes les solutions
re´alisables. Le principe de notre me´thode est d’appliquer ite´rativement des coupes valides
sur le domaine de recherche [−1, 1]2 afin de le re´duire tant qu’aucune solution re´alisable est
trouve´e. Si le domaine est re´duit a` l’ensemble vide, alors le proble`me n’a pas de solution.
4.4.1 Coupes par le Centre de Gravite´
A` chaque ite´ration, nous calculons la valeur de la fonction epS en un point donne´ u. Si
epS(u) est strictement infe´rieure a` 1, alors u correspond a` une solution de notre proble`me
de re´alisabilite´ et le proble`me est donc re´solu. Dans le cas contraire, nous appliquons une
coupe sur le domaine de recherche. La droite de coupe passe par le point u et elle est
orthogonale au sous-gradient de la fonction e´paisseur au point u. La coupe est de´finie par
l’ine´galite´ suivante :
∇epS(u) · v < ∇epS(u) · u (4.7)
Par de´finition du sous-gradient, il s’en suit que tout point v e´limine´ par la coupe ve´rifie
epS(v) ≥ 1. Comme chacun de ces points ne correspond pas a` une solution re´alisable, nous
en concluons que ces coupes sont valides.
A` pre´sent, nous souhaitons nous assurer de l’efficacite´ de chaque coupe. En effet, nous
souhaitons que chaque coupe e´limine au moins un pourcentage constant du domaine de
recherche courant. Pour cela, nous choisissons d’e´valuer la fonction e´paisseur, et donc
de ge´ne´rer la coupe valide, en un point particulier : le centre de gravite´ C = (C1, C2) du
domaine de recherche. Nous rappelons que le centre de gravite´ d’un polygone est e´quivalent
a` son barycentre. Nous calculons ses coordonne´es en temps line´aire par rapport au nombre
de sommets du polygone.
La proposition suivante assure l’efficacite´ de chaque coupe (voir [Neu45, Gru¨60]).
Proposition 8 Soit K un polygone convexe dans le plan et soit C son centre de gravite´.
Chaque demi-plan dont la droite support passe par le centre de gravite´ C contient entre
4/9 et 5/9 de l’aire de K.
Ceci signifie que chaque coupe passant par le centre de gravite´ du domaine de recherche
e´limine au moins 4/9 de son aire. C’est donc au plus 5/9 du domaine de recherche qui
reste apre`s la coupe. D’apre`s [Neu45], nous savons que ce ratio est optimal dans le cas bi-
dimensionnel. Nous pouvons remarquer qu’il est tre`s proche du ratio 1/2 de la dichotomie
en dimension 1.
4.4.2 Ame´lioration des Coupes
Nous avons montre´ pre´ce´demment que la connaissance du sous-gradient nous permet-
tait d’e´liminer une partie du domaine de recherche. De plus, nous avons prouve´ que chaque
coupe passant par le centre de gravite´ du domaine de recherche courant e´liminait au moins
4/9 de son aire. Cependant, nous n’utilisons pas toute l’information disponible. En fait,
lorsque nous calculons la valeur de epS(C), nous de´terminons deux points p









3) de S tels que epS(C) = |Nu · (pa − pb)|. Notons T l’ensemble de points
{pa, pb}. Nous avons :



















(b) Apre`s la double coupe
Fig. 4.2 – Double coupe du domaine de recherche
Par conse´quent, nous pouvons restreindre le domaine de recherche aux vecteurs v =
(v1, v2) qui ve´rifient |Nv · (pa − pb)| < 1. Par de´finition de la valeur absolue, l’ine´galite´
|Nv · (pa−pb)| < 1 est e´quivalente a` Nv · (pa−pb) < 1 et −Nv · (pa−pb) < 1. Si la valeur de
epS(C) est strictement infe´rieure a` 1, le proble`me est re´solu. Sinon, le domaine de recherche
peut eˆtre re´duit en appliquant une double coupe. Soit ∇epS(C) = projR2(pa− pb) le sous-
gradient de epS au point C, les deux coupes sont de´finies par les deux ine´galite´s suivantes
(voir l’exemple en figure 4.3) :
∇epS(C) · v < 1− (pa3 − pb3) (4.9)
−∇epS(C) · v < 1 + (pa3 − pb3) (4.10)
Le fait de ge´ne´rer ces deux coupes a` chaque ite´ration acce´le`re bien suˆr l’algorithme.
Ne´anmoins, nous n’avons aucun moyen de quantifier la portion du domaine de recherche
e´limine´e graˆce a` la double coupe par rapport a` la coupe simple, la complexite´ de la me´thode
est donc inchange´e.
4.5 Discre´tisation du Domaine de Recherche
En appliquant une coupe simple ou une double coupe sur le domaine de recherche,
nous nous assurons d’e´liminer au moins 4/9 de l’aire du domaine de recherche courant
a` chaque ite´ration. Ne´anmoins, cet argument n’est pas toujours suffisant pour assurer
la terminaison de l’algorithme. En effet, si le proble`me de re´alisabilite´ n’admet pas de
solution, l’algorithme ne de´terminera jamais un domaine de recherche vide car le domaine
de recherche est continu. Nous discre´tisons donc le domaine de recherche afin d’assurer la
terminaison de l’algorithme et pouvoir e´valuer la complexite´.
4.5.1 E´tude de l’Espace des Solutions
Soit F l’ensemble des solutions du proble`me de re´alisabilite´. L’ensemble F est un po-
lygone convexe et il correspond aux points u de [−1, 1]2 qui satisfont epS(u) < 1. Nous
prouvons par la suite que si F n’est pas vide, alors il contient un carre´ de coˆte´ 1/(2D3)
ou` D−1 correspond a` la plus grande longueur d’une boite englobant l’ensemble de points
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S. Cette proprie´te´ nous permet de restreindre l’espace de recherche a` une grille re´gulie`re
de pas de discre´tisation 1/(2D3) sur [−1, 1]2.
Nous supposons que l’ensemble de points S est contenu dans une boite englobante de
taille D − 1 et que l’origine du repe`re est situe´e au centre de cette boite englobante. De
ce fait, tout point pi de S ve´rifie ||pi||∞ ≤ D/2 pour 1 ≤ i ≤ n et tout vecteur k dont les
extre´mite´s correspondent a` deux points de S ve´rifie :
||k||∞ ≤ D − 1 (4.11)
Conside´rons l’enveloppe convexe de l’ensemble S. D’apre`s [DR95], nous savons que la
fonction e´paisseur atteint sa valeur minimum pour un vecteur particulierN = (N1, N2, N3)
tel que chacun des deux plans supports de l’ensemble S de vecteur normal N passe par au
moins deux sommets de l’enveloppe convexe. Par conse´quent, le vecteur N correspond au
produit vectoriel de deux vecteurs dont les extre´mite´s correspondent a` ces quatre sommets
(voir [PS85]). D’apre`s (4.11), nous avons ||N ||∞ < 2D2 et en particulier :
0 ≤ N3 < 2D2 (4.12)
D’apre`s la de´finition 13, si S correspond a` un morceau de plan discret na¨ıf alors N









2) appartient a` l’espace des solutions et nous avons :










3 ≤ µ′ + 1− 1/N3 (4.13)
Nous pouvons remarquer qu’en faisant le´ge`rement varier les deux premie`res coor-
donne´es du vecteur N , l’ensemble S correspond toujours a` la discre´tisation d’un mor-





2 ±∆) avec ∆ une valeur re´elle positive. Nous montrons que si ∆ ≤ 1/(4D3)
alors l’ensemble S correspond a` un morceau de plan discret na¨ıf de vecteur normal
(N∆1, N∆2, 1) et donc le vecteur (N∆1, N∆2) appartient lui aussi a` l’espace des solu-
tions. Pour cela, nous proposons de prouver la contrapose´e : si S ne correspond pas a` un
morceau de plan discret na¨ıf de vecteur normal (N∆1, N∆2, 1) alors ∆ > 1/(4D
3).
D’apre`s (4.11) et (4.13), les ine´galite´s suivantes sont valides :
µ′ −D∆ ≤ N∆1pi1 +N∆2pi2 + pi3 ≤ µ′ + 1− 1/N3 +D∆ (4.14)
Ce qui est e´quivalent a` :
µ′ −D∆ ≤ N∆1pi1 +N∆2pi2 + pi3 ≤ µ′ −D∆ + 1 + 2D∆− 1/N3 (4.15)
D’apre`s la de´finition 13 et d’apre`s (4.15), nous de´duisons que si (4.15) ne de´finit pas
un plan discret na¨ıf alors l’expression 2D∆− 1/N3 est positive et donc :
∆ ≥ 1/(2DN3) (4.16)
Il s’en suit d’apre`s (4.12) et (4.16) que dans ce cas :
∆ > 1/(4D3) (4.17)
Nous en de´duisons que si ∆ ≤ 1/(4D3) alors l’ensemble S correspond a` un morceau de
plan discret na¨ıf de vecteur normal (N∆1, N∆2, 1) et donc le vecteur (N∆1, N∆2) appartient
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lui aussi a` l’espace des solutions. Par conse´quent, nous pouvons restreindre le domaine de
recherche a` une grille re´gulie`re G de pas de discre´tisation 1/(2D3) sur [−1, 1]2, c’est-a`-dire
un carre´ de coˆte´ 4D3. En effet, pour tout ensemble de points S inclus dans une boite de
longueur D − 1 et correspondant a` un morceau de plan discret na¨ıf, il existe un carre´ Q
de coˆte´ 1/(2D3) dans [−1, 1]2 tel que tout point w de Q ve´rifie epS(w) < 1. Le choix du
pas de discre´tisation assure donc qu’au moins un point de la grille appartient a` ce carre´
Q. Si aucun des points de l’e´chantillonnage ne correspond a` une solution du proble`me de
re´alisabilite´, alors l’espace des solutions est vide.
4.5.2 Ame´lioration du Domaine de Recherche Initial
Partir d’un domaine de recherche initial carre´ de coˆte´ 4D3 n’est pas toujours utile.
Nous pouvons ame´liorer l’initialisation du domaine de recherche. Comme nous supposons
que l’ensemble de points S est contenu dans une boite englobante de coˆte´ D − 1, nous
pouvons e´galement supposer que certains points de S sont situe´s sur les bords de la boite
englobante. Notons pl = (−D/2, pl2, pl3) et pr = (D/2, pr2, pr3) deux de ces points. Nous
supposons que pl2 = p
r
2. Ces deux points nous fournissent une contrainte supple´mentaire sur
l’espace des solutions. Si l’ensemble de points S correspond a` un morceau de plan discret
na¨ıf de vecteur normal N = (N1, N2, N3), nous avons : γ
′ ≤ N · (−D/2, pl2, pl3) < γ′ + 1 et
γ′ ≤ N · (D/2, pr2, pr3) < γ′ + 1. Ceci implique que : |N · (D, 0, pr3− pl3)| < 1. Nous pouvons












De la meˆme manie`re, nous pouvons de´terminer une borne supe´rieure et infe´rieure pour la
coordonne´e N2 par rapport aux deux points p
d = (pd1,−D/2, pd3) et pu = (pu1 , D/2, pu3) de














La taille des coˆte´s du domaine de recherche est donc divise´e par D. Cette e´tape ne´cessite
simplement de parcourir l’ensemble de points S afin de de´terminer les points extreˆmes.
4.5.3 Domaine de Recherche Apre`s Chaque Coupe
A` chaque ite´ration, nous appliquons une double coupe sur le domaine de recherche.
Comme le domaine de recherche est initialise´ comme un polygone convexe, il correspond
toujours a` un polygone convexe apre`s chaque coupe. Ne´anmoins, les points d’intersection
de la droite de coupe et des coˆte´s du domaine de recherche courant correspondent a` des
points a` coordonne´es rationnelles. Par conse´quent, le nume´rateur et le de´nominateur de
ces coordonne´es rationnelles augmentent a` chaque ite´ration et cela a pour conse´quence
de ralentir l’exe´cution de l’algorithme. En outre, la terminaison de l’algorithme n’est pas
assure´e. Nous choisissons donc de de´crire le domaine de recherche comme un polygone
convexe a` sommets porte´s par la grille, tout au long du de´roulement de la me´thode.
Soit Ri le domaine de recherche au de´but de l’ite´ration i. Il correspond a` un polygone
convexe dont les sommets sont porte´s par la grille. Notons a` pre´sent R′i le domaine de
recherche apre`s la double coupe. Il correspond a` un polygone convexe dont les sommets
ont des coordonne´es rationnelles. Soit R′i le plus grand polygone convexe inclus dans R
′
i a`










(b) Le domaine de recherche
re´duit Ri+1 d’aire 7.5 (7.5 ≤
(5/9) ∗ 19).
Fig. 4.3 – Coupe de Ri passant par le centre de gravite´ Ci
de la grille ne se situe dans R′i\R′i. Comme nous recherchons un point solution porte´ par





pouvons utiliser la me´thode de´crite dans la section 2.7.2 du chapitre 2 (voir aussi [CB09])
ou l’algorithme d’Harvey (voir [Har99]). Ces deux me´thodes s’exe´cutent en O(log(D))
dans le pire cas et sont efficaces en pratique.
4.6 Algorithme Re´sume´ et Analyse de Complexite´
Dans cette section, nous analysons la complexite´ en temps de notre algorithme de
reconnaissance de plans discrets. Comme explique´ dans la section 4.4, que nous re´duisions
le domaine de recherche en appliquant une coupe simple ou une coupe double, cela n’a pas
de conse´quence sur la complexite´ de la me´thode. Pour simplifier l’analyse de complexite´,
nous conside´rons donc que nous appliquons seulement une coupe simple sur le domaine
de recherche a` chaque ite´ration, cette coupe passant par le centre de gravite´ du domaine
de recherche courant.
4.6.1 Re´sume´ de l’Algorithme
La toute premie`re e´tape de l’algorithme consiste a` initialiser le domaine de recherche
R1 comme un rectangle d’apre`s les bornes de´crites dans la section 4.5.2. Ensuite, tant que
le domaine de recherche Ri contient au moins un point de la grille, l’algorithme calcule son
centre de gravite´ Ci et il e´value la fonction e´paisseur au point Ci par le biais d’un oracle.
Si epS(Ci) est strictement infe´rieure a` 1, l’oracle retourne la valeur “vrai” et l’algorithme
se termine. Ceci signifie que l’ensemble S correspond a` un morceau de plan discret. Si
epS(Ci) est supe´rieure a` 1, l’oracle calcule un sous-gradient ∇i de la fonction e´paisseur
au point Ci et retourne la valeur “faux”. Dans ce cas, une coupe est applique´e sur le
domaine de recherche courant et l’algorithme re´ite`re. Quand le domaine de recherche est
vide, la boucle principale et donc l’algorithme se terminent. Ceci signifie que l’ensemble
S ne correspond pas a` un morceau de plan discret.
Durant le de´roulement de l’algorithme, nous mettons a` jour la liste des sommets du
domaine de recherche courant Ri. Ainsi, nous pouvons connaˆıtre le nombre de ses sommets
a` tout moment en appelant la fonction NombreDeSommets. La fonction Coupe(Ri, Ci,∇i)
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applique une coupe de vecteur normal ∇i passant par le point Ci et il reconstruit le
nouveau domaine de recherche Ri+1 en utilisant la me´thode de reconstruction de´crite
dans [CB09]. L’algorithme 15 re´sume notre me´thode.
Algorithme 15 : Notre algorithme de reconnaissance de plans discrets
RECONNAISSANCE(S : ensemble de points 3D)
Valeur retourne´e : boole´en
1 i← 1 Ri ←InitDomaineDeRecherche(S)





7 Ri+1 ←Coupe(Ri, Ci,∇i)
8 i← i+ 1
9 retourne FAUX
4.6.2 Analyse de Complexite´
Nous estimons tout d’abord le nombre d’ite´rations de notre me´thode. Par la suite,
nous analysons la complexite´ en temps de chaque ite´ration.
Soit Ai l’aire du domaine de recherche Ri au de´but de l’ite´ration i. L’algorithme
applique une coupe valide passant par le centre de gravite´ Ci de Ri. Cette coupe est de
la forme :
∇epS(Ci) · v < ∇epS(Ci) · Ci (4.20)
Soit R′i le sous-ensemble de Ri correspondant aux points qui satisfont (4.20). D’apre`s
la proposition 8, l’aire de R′i est infe´rieure a` (5/9)Ai. Le domaine de recherche Ri+1 a`
l’ite´ration suivante correspond au plus grand polygone convexe a` sommets porte´s par la
grille inclus dans R′i. Il est e´vident que l’aire de Ri+1 est infe´rieure a` l’aire de R
′
i. Par
conse´quent, nous avons Ai+1 ≤ (5/9)Ai et par extension nous avons : Ai ≤ (5/9)iA1.
La figure 4.3 montre un exemple de coupe du domaine de recherche Ri passant par Ci.
Nous ve´rifions bien que l’aire du domaine de recherche Ri+1 est infe´rieure a` 5/9 de l’aire
du domaine Ri.
Lorsque l’aire du domaine de recherche est e´gale a` ze´ro, cela signifie qu’il est re´duit au
polygone vide, a` un simple point ou a` un segment de droite. Si le domaine de recherche
est re´duit au polygone vide, l’ensemble de points S ne correspond pas a` un morceau de
plan discret na¨ıf et l’algorithme se termine. Si le domaine de recherche est re´duit a` un
seul point, le proble`me est re´solu en temps line´aire puisqu’il suffit d’e´valuer la fonction
e´paisseur en ce point restant. Dans le dernier cas, le centre de gravite´ correspond en fait
au milieu du segment de droite. Le ratio associe´ a` chaque coupe devient alors 1/2 et le
proble`me est re´solu en log2 D ite´rations. Par conse´quent, nous pouvons conclure que notre
algorithme exe´cute O(log9/5 A1) ite´rations dans le pire cas, ou` A1 correspond a` l’aire du
domaine de recherche initial.
Proposition 9 Le nombre d’ite´rations de notre algorithme admet une borne supe´rieure
fonction de A1 :
⌊log 9
5




Preuve 10 Tant que le domaine de recherche Ri contient au moins trois points de la
grille et qu’aucune solution n’a e´te´ trouve´e, nous appliquons une coupe valide et l’aire du
domaine de recherche Ri+1 a` l’ite´ration suivante est infe´rieure a` (5/9)Ai. Notons Ii le
nombre de points de la grille contenus strictement a` l’inte´rieur du domaine Ri. Notons Bi
le nombre de points de la grille situe´s sur le bord de ce meˆme domaine. Graˆce au the´ore`me
de Pick (voir [Pic99] et la section 1.4.1) et comme Ri correspond a` un polygone convexe
a` sommets porte´s par la grille, nous pouvons affirmer que Ai = Ii + (Bi/2) − 1. Par
conse´quent, l’ine´galite´ suivante est toujours valide : Ii +Bi ≤ 2Ai +2. Pour de´terminer le
nombre maximum d’ite´rations k pour re´duire le domaine de recherche a` seulement deux
points, nous devons donc simplement re´soudre l’ine´quation : 2Ak + 2 < 3 e´quivalente
a` 2(5/9)kA1 < 3. Il s’en suit que k est borne´ par log9/5 A1 + log9/5 2. Comme k est
force´ment une valeur entie`re, nous fixons cette borne supe´rieure a` : ⌊log9/5 A1+log9/5 2⌋+
1. Finalement, lorsque seuls deux points restent, nous les traitons en deux ite´rations au
maximum. Nous remarquons que lorsque le domaine de recherche est re´duit a` un segment
de droite alors le ratio de coupe devient 1/2 ce qui n’augmente pas la borne supe´rieure
pour le nombre d’ite´rations.
Nous analysons a` pre´sent la complexite´ en temps de chaque ite´ration. Le calcul du
centre de gravite´ se fait en temps line´aire en fonction du nombre de sommets du domaine
de recherche courant. Comme le nombre de coupes ne de´passe pas O(logD) et comme
chaque coupe ajoute au plus O(logD) nouveaux sommets au domaine de recherche, le
calcul du centre de gravite´ se fait en O(log2 D). Par de´finition de la fonction e´paisseur
(de´finition 15), nous savons que l’e´valuation de la fonction e´paisseur en un point ne´cessite
n produits scalaires. De plus, nous de´duisons en temps constant de ce calcul un sous-
gradient de la fonction e´paisseur et nous connaissons donc la forme de la coupe valide a`
appliquer au domaine de recherche. La dernie`re e´tape consiste a` reconstruire le domaine
de recherche apre`s la coupe. Pour cela, nous de´terminons le plus grand polygone convexe a`
sommets porte´s par la grille inclus dans le domaine de recherche courant et dont les points
satisfont l’ine´quation de la coupe. Les sommets de ce polygone convexe sont situe´s dans
une zone de´limite´e par la droite de coupe et deux coˆte´s du domaine de recherche courant.
Pour reconstruire le nouveau domaine de recherche, nous utilisons l’algorithme d’Harvey
[Har99] ou notre me´thode pre´sente´e dans la section 2.7.2 du chapitre 2 (voir aussi [CB09]).
Ces deux approches s’exe´cutent en temps logarithmique par rapport aux coefficients de
la normale de la droite de coupe et des droites porte´es par les deux coˆte´s. Comme le
vecteur normal de la droite de coupe correspond au sous-gradient, d’apre`s (4.11) nous
savons que ses coordonne´es ne de´passent pas O(D). De plus, en raison du choix du pas
de discre´tisation de la grille (voir Section 4.5), les coordonne´es des deux autres vecteurs
normaux ne de´passent pas O(D3). L’e´tape de reconstruction s’exe´cute donc en O(logD).
En conclusion, comme O(log2 D) et O(logD) peuvent eˆtre ne´glige´s par rapport a` O(n)
(en conside´rant que D ≈ √n), chaque coupe s’exe´cute en O(n) dans le pire cas, ce qui
implique que la complexite´ de notre me´thode est O(n logD).
4.7 Algorithme Incre´mental
Dans cette section, nous introduisons les motivations pour concevoir une version in-
cre´mentale de notre algorithme. Nous de´crivons ensuite la me´thode incre´mentale et sa
complexite´.
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4.7.1 Motivations et Description de l’Algorithme
En ge´ne´ral, les donne´es sur lesquelles nous travaillons correspondent a` la dicre´tisa-
tion d’objets re´els. Ces donne´es sont obtenues via des dispositifs nume´riques tels qu’un
scanner 3D ou un te´le´me`tre laser. Apre`s acquisition des donne´es brutes, nous appliquons
ge´ne´ralement des pre´-traitements pour segmenter les donne´es discre`tes et se´lectionner les
sous-ensembles de points 3D qui sont susceptibles de correspondre a` un morceau de plan
discret. Ces pre´-traitements utilisent ge´ne´ralement des crite`res ge´ome´triques au voisinage
des points comme propose´ dans [KBSS08] et dans [KBSS09]. Ne´anmoins, les me´thodes
utilise´es pour discre´tiser les objets continus ne fournissent pas des re´sultats exacts. En
effet, la discre´tisation d’un morceau de plan euclidien correspond ge´ne´ralement a` un en-
semble de points le´ge`rement bombe´. De plus, certains points en bordure de l’ensemble
peuvent appartenir a` une autre future facette de la polye´drisation de l’objet. Si nous lan-
c¸ons notre algorithme de reconnaissance de plans discrets sur un tel ensemble de points,
il aura donc toutes les chances d’e´chouer. Dans ce cas, il est pre´fe´rable d’exe´cuter l’al-
gorithme de fac¸on incre´mentale. Pour cela, soit S l’ensemble de points tri-dimensionnel
susceptible de correspondre a` un morceau de plan discret, fourni par le pre´-traitement.
Soit S ′ un sous-ensemble de S ne contenant qu’un seul point. Nous ajoutons ite´rativement
les autres points de S au sous-ensemble S ′, soit un par un, soit plusieurs a` la fois, tant que
S ′ correspond a` un morceau de plan discret. Lorsque S ′ ne correspond plus a` un morceau
de plan discret, nous retirons le dernier point ajoute´ ou les derniers points ajoute´s. Nous
avons de´termine´ un sous-ensemble maximal de S correspondant a` un morceau de plan
discret et l’algorithme se termine. Une telle me´thode est ge´ne´ralement appele´e croissance
de re´gion et le premier point ajoute´ au sous-ensemble S ′ est le point de de´part de la
croissance.
Comme il y a de fortes chances pour que l’ensemble de point S soit un peu bombe´, nous
pouvons supposer qu’il est pre´fe´rable de choisir comme point de de´part le point au milieu
de l’ensemble. Nous pouvons ensuite choisir les autres points a` ajouter en utilisant les
relations de voisinage entre les points (voir la section 1.1.1). Supposons que la projection
des points de S sur le plan (x, y) est injective. A` la premie`re ite´ration, nous ajoutons
seulement le point de de´part a` S ′. Ensuite, a` chaque ite´ration i, nous ajoutons a` S ′ les
8-voisins des points ajoute´s a` l’ite´ration pre´ce´dente, soit un par un, soit tous a` la fois.
4.7.2 Analyse de Complexite´
La version incre´mentale de notre me´thode est tre`s proche de la version non-incre´mentale.
Le pas de discre´tisation du domaine de recherche est calcule´ de la meˆme manie`re que dans
la version non-incre´mentale, en utilisant la taille d’une boite englobant l’ensemble de
points S tout entier. Cependant, il n’est a priori pas possible d’initialiser le domaine de
recherche par un rectangle comme de´crit dans la section 4.5.2. En effet, nous ne connais-
sons pas les coordonne´es des points qui seront ajoute´s lors des ite´rations futures. Soit S ′
l’ensemble de points courant, nous appelons l’oracle en le centre de gravite´ de l’espace
de recherche courant. Si l’oracle renvoie “faux”, le domaine de recherche est re´duit par
application d’une coupe. Si l’oracle renvoie “vrai”, un point ou une collection de points est
ajoute´ au sous-ensemble S ′ que nous e´tudions, et l’oracle est rappele´ en le meˆme point de
l’espace de recherche. Notons que dans ce cas, il est inutile de lancer l’oracle sur la totalite´
des points de l’ensemble S ′ courant. En effet, il est suffisant dans ce cas de ne tester que
le ou les nouveaux points ajoute´s juste avant l’appel a` l’oracle ainsi que les deux points
de´finissant le produit scalaire maximum et le produit scalaire minimum au dernier appel
86
de l’oracle. Lorsque le domaine de recherche est re´duit a` un polygone vide, nous retirons
les derniers points ajoute´s afin de se´lectionner un ensemble de points qui correspond a`
un morceau de plan discret. La complexite´ de notre algorithme incre´mental est donc en
O(n log(D)) dans le pire cas. En outre, nous remarquons que le fait d’ajouter les points
un par un ou plusieurs a` la fois ne modifie pas la complexite´ ge´ne´rale de la me´thode.
L’algorithme 16 re´sume la version incre´mentale de notre algorithme. En comparaison
avec l’algorithme non-incre´mental, nous avons besoin de deux fonctions supple´mentaires :
une pour l’ajout de points dans S ′, l’autre pour le retrait de points de S ′. Remarquons que
la fonction ajoutePoints(S ′) retourne une valeur boole´enne pour indiquer si l’ensemble S ′
contient tous les points de S ou pas. De plus, a` la fin de l’algorithme, l’ensemble de points
S ′ correspond toujours a` un morceau de plan discret. L’algorithme n’a donc plus aucune
raison de retourner une valeur boole´enne.
Algorithme 16 : Notre algorithme incre´mental de reconnaissance de plans discrets
RECONNAISSANCE INCRE´MENTALE (S : ensemble de points 3D)
1 i← 1 Ri ←InitialiseDomaineDeRecherche(S)
2 S ′ ← {pointMilieu(S)} Plein ← FAUX
3 TANT QUE (NombreDeSommets(Ri) ≥ 1)
4 Ci ←CentreDeGravite´(Ri)
5 SI (Oracle(S ′, Ci,∇i))
6 SI ( !Plein)




11 Ri+1 ←Coupe(Ri, Ci,∇i)
12 i← i+ 1
13 RetirePoints(S ′)
4.8 Re´sultats Expe´rimentaux et Ame´liorations Pra-
tiques
4.8.1 Re´sultats Expe´rimentaux
Comme l’algorithme le plus rapide que nous connaissons actuellement pour reconnaˆıtre
un morceau de plan discret est l’algorithme des cordes (voir [GDRZ05]), nous allons com-
parer les temps d’exe´cution de notre me´thode avec celui-ci. Pour obtenir les meilleurs
temps possibles, nous testons les versions incre´mentales et non-incre´mentales de notre
algorithme en proce´dant a` une double coupe a` chaque ite´ration. Nous ge´ne´rons ale´atoire-
ment des ensembles de points tri-dimensionnels dont les coordonne´es x et y sont denses
dans un carre´ de coˆte´ D − 1. Nous nous assurons qu’ils correspondent a` des morceaux
de plans discrets na¨ıfs. Pour cre´er des ensembles de points ne correspondant pas a` des
morceaux de plans discrets, nous modifions volontairement les coordonne´es d’un point
de l’ensemble. Nous testons les deux algorithmes avec ces ensembles de points. Comme
l’algorithme des cordes calcule n produits scalaires a` chaque ite´ration tout comme notre
me´thode, nous pouvons comparer le nombre moyen d’ite´rations et les temps d’exe´cutions
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D 200 300 500 1000
Borne supe´rieure (ite´rations) grille entie`re 62 67 72 79
grille re´duite 44 47 51 55
S = DP Cordes (ite´rations) 10.15 10.22 10.91 11.35
COBA (ite´rations) 8.24 8.56 9.44 10.10
Cordes (temps) 0.514 1.155 3.429 14.267
COBA (temps) 0.430 0.983 3.036 13.121
S = NDP Cordes (ite´rations) 4.87 4.77 4.66 4.70
COBA (ite´rations) 1.04 1.01 1.05 1.01
Cordes (temps) 0.194 0.423 1.139 4.555
COBA (temps) 0.056 0.116 0.330 1.257
Tab. 4.1 – Re´sultats expe´rimentaux quand S correspond a` un plan discret (DP) ou pas
(NDP), algorithmes non-incre´mentaux
D 200 300 500 1000
cordes (ite´rations) 30.65 34.86 36.10 40.40
COBA (ite´rations) 16.21 18.25 19.55 21.80
cordes (temps) 0.274 0.640 1.330 5.742
COBA (temps) 0.237 0.521 1.286 5.272
Tab. 4.2 – Re´sultats expe´rimentaux quand S tout entier correspond a` un plan discret,
algorithmes incre´mentaux
de ces deux me´thodes. De plus, dans notre algorithme, comme les coordonne´es des som-
mets du domaine de recherche ne peuvent pas toujours eˆtre repre´sente´es sur quatre octets,
nous utilisons la bibliothe`que gratuite GMP (GNU Multiple Precision Arithmetic Library)
pour C++.
Les tableaux 4.1 et 4.2 montrent des re´sultats expe´rimentaux pour les versions incre´-
mentales et non-incre´mentales des deux algorithmes. Nous rappelons que D−1 correspond
au plus grand coˆte´ d’une boite englobant l’ensemble de points S. Pour simplifier les ta-
bleaux, notre me´thode est appele´e COBA pour “Convex Optimization Based Algorithm”.
Graˆce a` la proposition 9, nous calculons la borne supe´rieure du nombre d’ite´rations de
notre algorithme en fonction de D, dans le cas ou` nous partons du domaine de recherche
re´duit comme de´crit dans la section 4.5.2 ou pas. Les re´sultats expe´rimentaux montrent
qu’en moyenne notre algorithme effectue moins d’ite´rations et est plus efficace que l’algo-
rithme des cordes lorsque l’ensemble de points est dense dans la boite englobante. De plus,
notre me´thode effectue environ cinq fois moins d’ite´rations en moyenne que la borne su-
pe´rieure calcule´e. Nous remarquons e´galement que notre algorithme incre´mental est bien
plus rapide que notre algorithme non-incre´mental. Cela peut paraˆıtre surprenant mais ce
phe´nome`ne s’explique de la manie`re suivante. Dans la version incre´mentale, l’algorithme
commence par appeler l’oracle pour des ensembles a` faible nombre de points. Les premiers
appels a` l’oracle s’ave`rent donc assez rapides tout en re´duisant significativement l’espace
de recherche par application de coupes. Par conse´quent, l’oracle n’est appele´ pour l’en-




Pour obtenir de meilleurs temps d’exe´cution, nous pouvons ajouter deux ame´liorations
pratiques a` notre me´thode.
Premie`rement, nous remarquons que l’e´tape la plus lente de notre algorithme corres-
pond a` l’e´valuation de la fonction e´paisseur. Nous essayons donc d’acce´le´rer cette phase
de notre algorithme. En effet, cette e´tape consiste a` calculer n produits scalaires afin de
de´terminer deux points pa et pb tels que le produit scalaire Ci ·pa est maximal et tel que le
produit scalaire Ci · pb est minimal. Ainsi, nous e´valuons la fonction e´paisseur et si celle-ci
est supe´rieure a` 1, nous calculons un sous-gradient pour ge´ne´rer les coupes. Nous montrons
que, quand l’e´valuation de la fonction e´paisseur est supe´rieure a` 1, il n’est pas toujours
ne´cessaire de calculer n produits scalaires pour obtenir un sous-gradient. Soient pc et pd
deux points de S tels que Ci · (pc− pd) est plus grand que 1. Soit ∇ le vecteur de la forme
projR2(p
c−pd), ce vecteur correspond a` un sous-gradient de la fonction e´paisseur au point
Ci. Par conse´quent, les coupes de la forme ∇ · v < 1− (pc3 − pd3) et −∇ · v < 1 + (pc3 − pd3)
correspondent a` des coupes valides de notre proble`me de re´alisabilite´. Nous pouvons donc
arreˆter de calculer des produits scalaires de`s que nous trouvons deux points pc et pd de
S tels que Ci · (pc − pd) est supe´rieur a` 1 et ensuite appliquer une double coupe valide
sur le domaine de recherche. Bien suˆr, ces coupes sont moins efficaces et donc le nombre
d’ite´rations de notre me´thode augmente. Cependant, le complexite´ en temps de notre
algorithme est inchange´e et les temps d’exe´cution sont significativement ame´liore´s.
Deuxie`mement, nous pouvons appliquer plus d’une double coupe a` chaque ite´ration
en utilisant les points de S qui ont participe´ aux pre´ce´dents calculs de sous-gradient.
Soient pai et pbi les deux points de S tels que le sous-gradient a` l’ite´ration i soit de la
forme projR2(p
ai−pbi). A` l’ite´ration k, nous pouvons appliquer en plus de la double coupe
classique k − 1 doubles “coupes croise´es” en utilisant les couples de points pak et pbi avec
1 ≤ i < k ainsi que k − 1 doubles coupes croise´es par rapport aux couples de points pai
et pbk avec 1 ≤ i < k. Comme chaque double coupe s’exe´cute en O(logD) et comme nous
pouvons conside´rer que O(log2 D) peut eˆtre ne´glige´ par rapport a` O(n) (en conside´rant
que D ≈ √n), ce changement ne modifie pas la complexite´ de l’algorithme. Cependant,
cela ame´liore le´ge`rement son temps d’exe´cution.
Le tableau 4.3 montre nos re´sultats expe´rimentaux lorsque nous ajoutons ces deux
ame´liorations pratiques : moins de tests durant l’oracle et les coupes croise´es. Nous met-
tons e´galement en e´vidence le pourcentage de points teste´s durant l’oracle en mettant en
oeuvre la premie`re ame´lioration. Pour me´moire, nous rappelons e´galement les re´sultats
expe´rimentaux de notre algorithme sans aucune des deux ame´liorations pratiques. Nous
remarquons que ces modifications acce´le`rent l’exe´cution de l’algorithme. Par exemple,
lorsque D = 1000, notre me´thode s’exe´cute en environ 6.245 secondes avec les deux ame´-
liorations, contre 13.121 secondes en moyenne sans ces deux ame´liorations.
4.9 Conclusion
Nous de´crivons une nouvelle approche pour la reconnaissance de plans discrets na¨ıfs.
Nous montrons comment transformer ce proble`me de reconnaissance tri-dimensionnel en
un proble`me de re´alisabilite´ sur une fonction convexe bi-dimensionnelle. Cette fonction
convexe calcule la distance verticale entre deux plans paralle`les supports encapsulant l’en-
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D 200 300 500 1000
Sans les ame´liorations ite´rations 8.24 8.56 9.44 10.10
temps 0.430 0.983 3.036 13.121
Moins de Tests durant Oracle (MTO) ite´rations 18.24 20.07 22.38 25.80
temps 0.302 0.670 1.666 7.372
MTO et coupes croise´es ite´rations 15.87 16.83 19.02 21.20
temps 0.330 0.632 1.673 6.245
Points teste´s 21.4% 20.3% 16.4% 16.2%
Tab. 4.3 – Re´sultats expe´rimentaux de COBA avec ame´liorations pratiques
semble de points et dont les coordonne´es du vecteur normal correspondent aux parame`tres
donne´s a` la fonction. Nous montrons comment e´valuer cette fonction en un point et com-
ment en de´duire un sous-gradient en temps line´aire. Comme le domaine de recherche est
planaire et discre´tise´, nous appliquons des techniques ge´ome´triques simples pour re´duire
le domaine de recherche jusqu’a` trouver une solution au proble`me de re´alisabilite´. De plus,
nous choisissons de re´duire le domaine en appliquant des coupes particulie`res passant par
son centre de gravite´ ce qui assure un nombre logarithmique d’ite´rations. Cette version
de notre algorithme atteint une complexite´ dans le pire cas en O(n logD). Nous pre´sen-
tons diffe´rentes ame´liorations pratiques qui acce´le`rent l’exe´cution de notre me´thode. Les
re´sultats expe´rimentaux que nous obtenons montrent que notre algorithme reconnaˆıt un
morceau de plan discret na¨ıf de 106 voxels en 10 ite´rations line´aires en moyenne, ou en
environ 6 secondes avec les ame´liorations. Ces re´sultats impliquent que notre algorithme
est plus efficace en moyenne que l’algorithme des cordes lorsque l’ensemble de points a`
traiter est dense. Notre me´thode a e´te´ conc¸ue pour eˆtre efficace en pratique en particulier
pour des ensembles de points denses dans une boite englobante. Il s’agit de la seule me´-
thode connue des auteurs qui atteint une complexite´ de O(n logD) dans le pire cas et qui
est efficace en pratique. Le proble`me de reconnaissance dans Zd peut toujours eˆtre trans-
forme´ en un proble`me de re´alisabilite´ dans Zd−1, quelle que soit la dimension. Ne´anmoins,
certaines e´tapes de notre me´thode utilisent des algorithmes ge´ome´triques planaires dont
l’extension en dimensions supe´rieures n’est pas e´vidente. C’est pourquoi, a` ce jour, notre
algorithme n’est valide que pour reconnaˆıtre des ensembles de points tri-dimensionnels.
En outre, d’autres ame´liorations pratiques peuvent probablement eˆtre apporte´es pour
acce´le´rer encore l’exe´cution de la me´thode.
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Chapitre 5
Calcul Efficace d’E´paisseur dans un
Re´seau n-dimensionnel
Les travaux de recherche de´crits dans ce chapitre ont e´te´ mene´s en collaboration avec
Fabien FESCHET, professeur au laboratoire LAIC (Laboratoire d’Algorithmique et Image
de Clermont), d’apre`s une ide´e originale de Fabien FESCHET.
5.1 Introduction
La programmation line´aire en nombres entiers est un outil fondamental en optimisation
ou encore en recherche ope´rationnelle. De plus, ce domaine de recherche est inte´ressant en
lui-meˆme puisque ce proble`me est NP-difficile dans le cas ge´ne´ral. De nombreux travaux
ont e´te´ mene´s pour le cas planaire (voir [Kan80, Sca81, HW76]) avant que Lenstra prouve
que les proble`mes de programmation line´aire en nombres entiers peuvent eˆtre re´solus en
temps polynomial quand la dimension est fixe´e (voir [Len83]). Des algorithmes de plus
en plus rapides sont de´veloppe´s de nos jours, rendant l’utilisation de la programmation
line´aire en nombres entiers utilisable meˆme pour des dimensions e´leve´es. L’approche de
Lenstra utilise la notion d’e´paisseur dans un re´seau pour de´tecter les directions pour les-
quelles le polye`dre solution est fin. Cette approche ne´cessite une de´finition pre´cise de la
notion de re´seau. Ce proble`me est alors re´duit en temps polynomial a` une question de
re´alisabilite´ : e´tant donne´ un polye`dre P , de´terminer si P contient un point entier. En
re´solvant ce proble`me, Lenstra approxime l’e´paisseur du polye`dre et fournit une solution
re´cursive en re´solant des proble`mes de dimension infe´rieure. L’approximation de l’e´pais-
seur dans un re´seau est e´galement utilise´e dans les re´cents algorithmes d’Eisenbrand et
Rote [ER01] ainsi que dans ceux d’Eisenbrand et Laue [EL05] pour le proble`me de pro-
grammation line´aire a` deux variables.
D’apre`s l’approche arithme´tique de Re´veilles [Rev91, DR95], l’e´paisseur dans un re´-
seau est e´galement un outil fondamental en ge´ome´trie discre`te puisque cela correspond
a` la notion d’e´paisseur pour les objets discrets [Fes06]. En outre, cela peut eˆtre utilise´
pour de´tecter des structures line´aires dans des espaces discrets (voir [Fes08]). Un premier
algorithme planaire a e´te´ propose´ par Fabien FESCHET dans [Fes06] avec une interpre´-
tation ge´ome´trique. Cet algorithme a l’avantage d’eˆtre extensible au cas incre´mental mais
il semble difficilement adaptable en toute dimension. C’est pourquoi nous proposons dans
ce chapitre une nouvelle me´thode [CBF09] qui s’ave`re efficace en toute dimension et qui
s’exe´cute en temps line´aire en dimension 2.
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Le chapitre s’organise de la fac¸on suivante. Nous rappelons dans la section 5.2 quelques
de´finitions avant de pre´senter dans la section 5.3 l’algorithme planaire propose´ par Feschet
en 2006 (voir [Fes06]). Comme cette me´thode n’est pas facilement adaptable a` n’importe
quelle dimension, nous introduisons dans la section 5.4 notre nouvelle me´thode ge´ome´-
trique pour estimer l’e´paisseur dans un re´seau en toute dimension. Cette approche est
ne´cessite au pre´alable le calcul d’un polytope englobant. Ce polytope est alors utilise´ pour
de´terminer et borner l’ensemble des vecteurs candidats pour de´finir l’e´paisseur. Dans la
section 5.5, nous de´crivons des me´thodes ge´ome´triques pour de´terminer un tel polytope.
Nous nous inte´ressons tout d’abord au cas planaire et nous fournissons deux approches de
complexite´ line´aire. Comme ces constructions ge´ome´triques semblent difficilement adap-
tables en toute dimension, nous de´crivons un algorithme glouton efficace qui fonctionne
quelle que soit la dimension.
5.2 De´finitions
Dans cette section, nous rappelons quelques de´finitions et nous formalisons de manie`re
pre´cise le proble`me. Vous pourrez retrouver ces de´finitions dans [Bar02, ER01, Sch98].
Soit Zd∗ = Zd \ {0} l’ensemble des vecteurs a` coordonne´es entie`res de Zd diffe´rents du
vecteur nul. Soit K un ensemble de n points de Zd. Nous supposons que les coordonne´es
de tous les points et vecteurs de cet ensemble peuvent eˆtre repre´sente´es sur log s bits.




cTx | x ∈ K}−min{cTx | x ∈ K} (5.1)
Ge´ome´triquement, si un ensemble K est d’e´paisseur l suivant la direction c alors tout
point entier de l’ensemble K est porte´ par un hyperplan de la forme cTx = λ ou` λ
correspond a` une valeur entie`re comprise entre min{cTx | x ∈ K} et max{cTx | x ∈ K}.
De manie`re un peu informelle, nous disons que l’ensemble K peut eˆtre recouvert par
ces ⌊l⌋ + 1 hyperplans paralle`les. Il est imme´diat que ω(K) = ω(conv(K)) ou` conv(K)
repre´sente l’enveloppe convexe de K. La figure 5.1 illustre un exemple de recouvrement
d’un ensemble de points bi-dimensionnels par des droites. Nous voyons que pour le vecteur
c = (1,−2) l’e´paisseur ωc(K) est de´finie par les deux points A = (0, 6) et B = (7, 0) et vaut
cTB − cTA soit 19. En effet, l’ensemble de points est recouvert par 20 droites paralle`les
de la forme cTx = λ avec λ une valeur entie`re comprise entre −12 et 7.
De´finition 21 L’ e´paisseur dans le re´seau Zd de l’ensemble K, note´e ω(K), correspond
a` l’e´paisseur minimum suivant toutes les directions entie`res du re´seau. Elle est de´finie de




Nous remarquons que l’e´paisseur dans le re´seau d’un ensemble de points entiers cor-
respond force´ment a` une valeur entie`re.
Nous e´nonc¸ons brie`vement quelques proprie´te´s importantes concernant l’inclusion et
la translation.
Lemme 1 Soient A et B deux ensembles de points de Zd tels que conv(A) ⊂ conv(B).






Fig. 5.1 – E´paisseur d’un ensemble de points du plan
Lemme 2 Soit A′ un ensemble de points de Zd correspondant a` la translation de l’en-
semble A. Par de´finition, nous savons que pour toute direction c ∈ Zd∗, ωc(A) = ωc(A′) et
donc nous avons ω(A) = ω(A′). L’e´paisseur dans le re´seau est invariante par translation.
Le proble`me que nous souhaitons re´soudre est le suivant :
Proble`me (E´paisseur dans le re´seau)
E´tant donne´ un ensemble de points K ⊂ Zd, trouver son e´paisseur dans le re´seau ω(K)
ainsi que les vecteurs c ∈ Zd tels que ωc(K) = ω(K).
Nous savons que l’e´paisseur dans le re´seau d’un ensemble convexe K est obtenu pour
le plus court vecteur, au sens de la norme duale, dont la boule unitaire est l’ensemble
polaire de 1
2
(K + (−K)) [Len83]. Dans le cas ge´ne´ral, le calcul du plus court vecteur
est NP-difficile. Cependant, il est possible de calculer des solutions approxime´es (voir
[Sch98, KS96, Rot97]) mais cela ne nous me`ne pas a` un algorithme exact des plus simples
en toute dimension.
5.3 Le Cas Planaire : Algorithme Existant
Nous rappelons dans cette partie les re´sultats obtenus par Feschet dans [Fes06]. Cet
algorithme est lie´ a` la notion de droiture d’une courbe discre`te et plus pre´cise´ment a` la
notion de droite discre`te arithme´tique (voir [Rev91]). E´tant donne´ que cet algorithme bi-
dimensionnel demande un polygone convexe en entre´e, nous devons au pre´alable calculer
l’enveloppe convexe H de l’ensemble K. Ce calcul d’enveloppe convexe peut se faire en
O(n) d’apre`s [HKV81].
Dans [Fes06], l’ide´e est de remarquer que l’e´paisseur dans le re´seau du polygone convexe
H est force´ment atteinte pour deux sommets oppose´s de H (voir section 3.2).
Pour chaque droite support D, il existe au moins un sommet v de H tel que la droite
Dv paralle`le a` D et passant par v forme avec D une bande contenant entie`rement le
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polygone H. Notons s un sommet de H porte´ par la droite D. Alors les sommets s et v
forment une paire de sommets oppose´s (voir la figure 5.2, gauche). Notons qu’en ge´ne´ral,
une droite support n’intersecte le polygone qu’en un sommet. Cependant, il arrive qu’une























Fig. 5.2 – (gauche) Droites supports et e´paisseur ωc(K) (droite) Coˆne de rotation
Nous supposons a` pre´sent que les sommets de H sont oriente´s dans le sens inverse des
aiguilles d’une montre. Soit D une droite support principale de H et Dv la droite paralle`le
a` D telle que H est contenu dans la bande de´finie par D et Dv. De la meˆme manie`re
que dans l’algorithme bien connu du Rotating Calipers de Toussaint (voir [HT88]), nous
pouvons faire tourner la droite support principale D autour du sommet s le plus a` gauche
de D ∩ H. Nous faisons tourner la droite Dv dans le meˆme sens afin de garder D et Dv
paralle`les. Nous poursuivons cette rotation jusqu’a` ce que D ou Dv corresponde a` une
autre droite support principale et nous de´finissons ainsi un coˆne. Durant la rotation, les
droites D et Dv correspondent toujours a` des droites supports de H et les sommets s
et v correspondent a` une paire de sommets antipodaux associe´s a` ces droites. Ainsi les
sommets s et v de´finissent exactement ωc(H) pour tous les vecteurs normaux c des droites
inscrites dans le coˆne d’origine v (voir la figure 5.2 (droite)). Nous de´finissons le point r
comme le point de la droite Dv avant la rotation tel que le segment de droite vr soit de
meˆme longueur que le coˆte´ de H oppose´ a` la droite support Dv. De plus, nous de´finissons
le point u de la manie`re suivante. Si apre`s la rotation Dv devient une droite support
principale, alors u correspond au sommet de H suivant v. Sinon, soit st le coˆte´ de H
portant la nouvelle droite support principale, u correspond au point porte´ par la droite
paralle`le a` st passant par v tel que la longueur du segment de droite st soit e´gale a` la
longueur du segment de droite vu.
Apre`s avoir effectue´ un tour complet autour de H, nous avons construit au plus 2n
paires de sommets antipodaux et leurs coˆnes associe´s. Le nombre de coˆnes est donc line´aire
suivant le nombre de sommets de H. De plus, la suite des coˆnes forme une partition
de toutes les directions possibles pour le calcul de l’e´paisseur de H dans le re´seau en
conside´rant que ωc(H) = ω−c(H). Ainsi, le calcul de l’e´paisseur dans le re´seau est re´duit
a` la de´termination de la plus petite valeur ωc(H) pour chaque coˆne.
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Comme annonce´ dans la section 5.2, la plus petite valeur ωc(H) est donne´e, dans
chaque coˆne, pour les plus courts vecteurs du coˆne par rapport a` la norme duale. Ces
plus courts vecteurs sont situe´s aux sommets de la voile de Klein associe´e au coˆne (voir
[KS96] et la section 1.2.2). Notons que, pour avoir la possibilite´ de de´terminer tous les
vecteurs solutions, nous devons garder les re´pe´titions dans l’enveloppe convexe. Pour cal-
culer la voile de Klein dans chaque coˆne, nous pouvons adapter l’algorithme de Harvey
[Har99] qui s’exe´cute en O(log s) ope´rations arithme´tiques. Afin de borner la complexite´
de la recherche, nous pouvons nous appuyer sur le the´ore`me ge´ne´ral de Cook et al. (voir
[CHKM92]) qui indique qu’en dimension d le nombre de sommets de la voile de Klein est
borne´ par O((log s)d−1). Ce dernier re´sultat a e´galement e´te´ montre´ par Harvey [Har99]
avec un exemple bi-dimensionnel dans le pire cas a` l’appui.
La complexite´ de cet algorithme pour le calcul de l’e´paisseur dans le re´seau est donc
O(n+ n log s).
5.4 Nouvel Algorithme
L’algorithme de´crit dans la section pre´ce´dente semble difficilement adaptable en toute
dimension. La nouvelle me´thode que nous proposons a` pre´sent est fonde´e sur la possibi-
lite´ de borner l’ensemble des vecteurs candidats qui seront ensuite teste´s pour calculer
l’e´paisseur dans le re´seau. Nous de´crivons le principe de notre me´thode en dimension d.
Soit (aj)1≤j≤d une suite de d vecteurs de Z
d tels que pour tout j, 1 ≤ j ≤ d, il
existe deux points uj et vj de K ve´rifiant aj = uj − vj. Chacun de ces vecteurs est ap-
pele´ une corde de l’ensemble K. Conside´rons un polytope englobant Γ = conv((γi)1≤i≤m)
tel que Γ contienne conv(K) et tel que chacun de ses sommets γi, 1 ≤ i ≤ m, ve´rifie
γi = p+
∑
1≤j≤d αijaj. Nous pre´sentons l’ide´e principale.
Si nous pouvons calculer un tel polytope englobant de fac¸on a` ce que les valeurs
|αij|, 1 ≤ i ≤ m, 1 ≤ j ≤ d, soient borne´es par une constante α ne de´pendant que
de la dimension, alors nous pouvons de´terminer un ensemble de vecteurs candidats C
satisfaisant les proprie´te´s suivantes : le cardinal de C est borne´ par une constante et
l’ensemble C contient tous les vecteurs solutions de notre proble`me de calcul d’e´paisseur
dans le re´seau. Par conse´quent, en testant tous les vecteurs candidats, c’est-a`-dire en
calculant ωu(K) pour tous les vecteurs u ∈ C en O(dn), nous de´terminons l’e´paisseur
ω(K) dans le re´seau ainsi que les vecteurs solutions associe´s. De plus, la constante qui
borne le cardinal de C est inde´pendante du nombre de points de l’ensemble K et ne
de´pend que de la dimension d et de la constante α qui lui est associe´e.






Comme l’e´paisseur dans un re´seau est invariante par translation, nous obtenons l’in-
e´galite´ suivante :






Nous savons de plus que les valeurs |αij|, 1 ≤ i ≤ m, 1 ≤ j ≤ d, sont borne´es par une






Notons A la matrice dont les lignes correspondent aux aTj , 1 ≤ j ≤ d, nous pouvons
re´e´crire l’expression pre´ce´dente de la fac¸on suivante :
ωc(Γ) ≤ 2αd||AT c||∞ (5.3)
Comme conv(K) est incluse dans conv(Γ), nous savons imme´diatement que :
ω(K) ≤ ω(Γ) ≤ ωc(Γ)
Donc, pour un vecteur c fixe´, nous obtenons une borne supe´rieure pour ω(K). Pour
re´soudre notre proble`me, il est suffisant de ne tester que les vecteurs u de Zd∗ ve´rifiant :
ωu(K) ≤ 2αd||AT c||∞
Essayons a` pre´sent de de´terminer une borne infe´rieure pour le terme ωu(K). Pour
chaque j, 1 ≤ j ≤ d, il existe deux points uj et vj de K tels que aj = uj − vj. Comme
pour chaque j conv({uj, vj}) est incluse dans conv(K), nous avons pour tout u ∈ Zd∗,
ωu({uj, vj}) ≤ ωu(K). Par de´finition de l’e´paisseur dans le re´seau suivant une direction
u ∈ Zd∗, nous obtenons alors :
|uTai| ≤ ωu(K) for 1 ≤ i ≤ d
Il s’en suit pour chaque u ∈ Zd∗ :
||ATu||∞ ≤ ωu(K)
Nous pouvons donc conclure qu’il est suffisant de tester seulement les vecteurs u de
Z
d∗ satisfaisant :
||ATu||∞ ≤ 2αd||AT c||∞ (5.4)
Comme le terme de droite est constant pour un vecteur c fixe´, nous pouvons choisir
judicieusement le vecteur c afin d’obtenir des proprie´te´s inte´ressantes. L’approche la plus
naturelle consiste a` calculer le plus court vecteur v dans le re´seau de´fini par la matrice
A et de choisir le vecteur c de sorte que AT c = v. La borne supe´rieure devient alors une
borne inde´pendante de la direction c et nous obtenons :
‖v‖∞ ≤ ‖ATu‖∞ ≤ 2αd‖v‖∞
Il s’en suit que l’ensemble des vecteurs a` tester est contenu dans une boule dont le rayon
est inde´pendant de l’ensemble de points K. Comme il y a un nombre constant de points
entiers dans la boule, nous pouvons les tester tous afin d’obtenir l’e´paisseur dans le re´seau.
Bien suˆr, une approximation du plus court vecteur peut eˆtre utilise´e a` la place du plus
court vecteur pour v. En effet, le calcul exact du plus court vecteur est un proble`me
NP-difficile en dimension quelconque.
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5.5 Calcul du Polytope Englobant
Soit K un ensemble de n points de Zd. Nous cherchons a` de´terminer une suite de d
vecteurs (aj)1≤j≤d, d correspondant a` la dimension, tels que pour chaque j, 1 ≤ j ≤ d, il
existe deux points uj et vj de l’ensemble K satisfaisant aj = uj − vj. A` partir de ces d
cordes, nous devons eˆtre capables de construire un polytope Γ = conv((γi)1≤i≤m) englobant
K tel que chaque γi, 1 ≤ i ≤ m, satisfasse γi =
∑d
j=1 αijaj. Le but implicite est d’obtenir
la borne supe´rieure la plus petite possible pour les valeurs |αij|, 1 ≤ i ≤ m, 1 ≤ j ≤ d, afin
d’ame´liorer au maximum l’efficacite´ de notre algorithme. Nous montrons par la suite que,
dans le cas bi-dimensionnel, nous pouvons calculer un tel polygone englobant en O(n).
Les approches correspondantes s’ave`rent difficilement extensibles au cas tri-dimensionnel.
Nous pre´sentons donc ensuite une approche plus simple et efficace qui peut eˆtre utilise´e
en toute dimension.
5.5.1 Approches Line´aires 2D
Me´thode Existante.
Nous avons trouve´ dans la litte´rature le travail de Fleischer et al. (voir [FMR+92]) qui
confirme qu’un tel polygone existe. Nous rappelons ce re´sultat dans le cas bi-dimensionnel :
The´ore`me 7 Pour tout polygone convexe P , soit t le triangle de plus grande aire contenu
dans P , le convexe P est lui-meˆme contenu dans la dilatation de t par un facteur 9/4 (a`
une translation pre`s).
D’apre`s [HKV81], nous savons que l’enveloppe convexe d’un ensemble de points en-
tiers dans le plan peut eˆtre calcule´e en temps line´aire. Nous pouvons donc travailler sur
l’enveloppe convexe de l’ensemble K sans pour autant alte´rer la complexite´ globale de
l’algorithme. De plus, nous savons d’apre`s [DS79] qu’il existe un triangle de plus grande
aire inclus dans K dont les sommets coincident avec des sommets de l’enveloppe convexe
de K. Notons T = A′B′C ′ la dilatation du triangle d’aire maximum t = ABC de K par
un facteur 9/4. Le triangle T correspond a` une solution pour notre proble`me de polygone
englobant. En effet, si nous de´plac¸ons l’origine du repe`re au point A′ + AB + AC par
exemple, les sommets du triangle T sont de la forme αi1AB + αi2AC avec |αi1| et |αi2|
borne´s par 5/4 pour 1 ≤ i ≤ 3 (voir la figure 5.3). Par conse´quent, la premie`re approche
propose´e consiste a` calculer un triangle d’aire maximum de conv(K) puis de conside´rer
sa dilatation avec un facteur 9/4. Boyce et al. proposent une me´thode ge´ne´rale pour cal-
culer un k-gone d’aire maximale qui s’exe´cute en O(kn log n + n log2 n) et en O(n log n)
lorsque k = 3 (voir [BDDG82]). Dobkin et al. se sont plus particulie`rement inte´resse´s
au cas bi-dimensionnel et ils montrent qu’il est possible de de´terminer un triangle d’aire
maximale en temps line´aire en re´alisant au plus 10n calculs d’aires (voir [DS79]). Leur
me´thode consiste a` se de´placer le long de l’enveloppe convexe de K et a` de´terminer pour
chaque sommet v de l’enveloppe les deux autres sommets a et b tels que le triangle vab est
d’aire maximale. Leur me´thode est line´aire car les trois sommets sont toujours de´place´s
dans le sens inverse des aiguilles d’une montre et a` aucun moment nous ne proce´dons a`













Fig. 5.3 – Triangle d’aire maximum et sa dilatation
Une Approche Plus Simple.
Nous de´crivons ici une approche plus simple pour calculer un polygone englobant qui ne
demande que 2n calculs de distances. De plus, cette me´thode ne ne´cessite pas le pre´-calcul
de l’enveloppe convexe de K. Graˆce a` cette me´thode nous calculons un paralle´logramme
englobant. Soient A et B les points de K situe´s respectivement le plus a` gauche et le
plus a` droite par rapport a` l’axe des x. Soit N le vecteur normal a` AB de coordonne´e y
positive. Soient C et D les points de K extre´maux respectivement dans la direction N et
−N . Nous montrons par la suite que l’ensemble K est contenu dans un paralle´logramme
de coˆte´ CD et 2AB. Ce paralle´logramme correspond a` une solution de notre proble`me
car ses sommets peuvent eˆtre exprime´s comme α1CD + α2AB ou` |α1| et |α2| n’exce`dent
pas 1 si l’origine est correctement choisie.
Notons EFGH le paralle´logramme borne´ par les deux droites verticales passant par
A et B ainsi que par les deux droites de vecteur directeur AB passant par C et D. Par
construction, l’ensemble K est inclus dans le paralle´logramme EFGH, mais les coˆte´s ver-
ticaux de ce paralle´logramme ne peuvent pas eˆtre exprime´s comme combinaison line´aire
entie`re de deux cordes de K. Par conse´quent, nous essayons de minimiser δ tel que le
paralle´logramme EFGH est inclus dans le paralle´logramme de coˆte´ CD et δAB. Nous
montrons que δ vaut 2. En effet, les points A et B ne sont pas force´ment extre´maux dans
la direction du vecteur normal a` CD. Dans ce cas, δ est strictement supe´rieur a` 1 (voir
Fig. 5.4.a). Le “pire cas” se produit lorsque les points C et D coincident avec des sommets
oppose´s du paralle´logramme EFGH, comme sur la figure 5.4.b. Dans ce cas, nous remar-
quons que la moitie´ du paralle´logramme EFGH est inclus dans un paralle´logramme de
coˆte´ AB et CD. Par conse´quent, il est suffisant de doubler le coˆte´ AB du paralle´logramme
pour qu’il devienne assez grand.
Ces deux me´thodes bi-dimensionnelles ont une complexite´ line´aire. Malheureusement,
elles ne sont pas facilement adaptable a` la dimension 3 (voir [LR03]). Par conse´quent, nous
de´crivons dans la section suivante une approche gloutonne pour calculer un paralle´le´pipe`de




















(b) Un pire cas
Fig. 5.4 – Construction des paralle´logrammes
clarte´, nous la de´crivons en dimension 3.
5.5.2 Une Approche Gloutonne
Nous commenc¸ons par introduire la de´finition suivante :
De´finition 22 Soit K un ensemble de points de Z3. Un te´trae`dre G dont les sommets
appartiennent a` l’ensemble K est dit te´trae`dre de croissance maximale par rapport a`
l’ensemble K si pour chaque face f de G, le point de K le plus e´loigne´ suivant la normale
a` f correspond a` un sommet de G.
Nous remarquons qu’un te´trae`dre de croissance maximale ne correspond pas toujours
a` un te´trae`dre de volume maximum. Un tel te´trae`dre peut eˆtre exprime´ en utilisant trois
vecteurs a1, a2 et a3 correspondant a` des cordes de K. Nous montrons par la suite que
nous pouvons calculer un paralle´le´pipe`de Γ englobant K de sorte que chaque sommet γi
de Γ satisfasse γi =
∑
1≤j≤3 αijaj ou` les valeurs |αij| sont borne´es par 1 lorsque l’origine
du repe`re est bien choisie.
Tout d’abord, nous calculons un te´trae`dre de croissance maximale G graˆce a` une
approche gloutonne mais efficace. De plus, cette me´thode peut facilement eˆtre e´tendue
a` la dimension d contrairement aux approches line´aires de´finies pre´ce´demment. Notons
respectivement (fl)1≤l≤4 et (vl)1≤l≤4 les faces et les sommets de G tels que le sommet
vl est oppose´ a` la face fl pour 1 ≤ l ≤ 4. Nous initialisons G a` quatre points non co-
planaires de K. Notre me´thode consiste a` “repousser” les sommets de G parmi les points
de K jusqu’a` ce que G corresponde a` un te´trae`dre de croissance maximale. Ite´rativement,
pour chaque face fl de G, l’algorithme tente de faire croˆıtre le te´trae`dre G en de´plac¸ant le
sommet oppose´ courant au point de K le plus e´loigne´ de la face fl. L’algorithme se termine
lorsqu’aucun de´placement n’est possible en vue d’agrandir le te´trae`dre. Cette me´thode se
termine toujours en trouvant une solution valide car a` chaque e´tape, le volume du te´trae`dre
courant augmente d’au moins 1 et ce volume est borne´ par le volume de l’enveloppe
convexe de K. L’algorithme 17 reprend le principe de la me´thode.
Nous de´plac¸ons ensuite l’origine O du repe`re a` v1. Cette transformation est toujours
possible car l’e´paisseur dans le re´seau est invariante par translation. Soient (aj)1≤j≤3 les
trois vecteurs de´finis par vj+1 − v1 ou` les (vj)1≤j≤4 correspondent aux sommets d’un
te´trae`dre G de croissance maximale pour l’ensemble K. Nous montrons que l’ensemble
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Algorithme 17 : Calcul d’un te´trae`dre de croissance maximale
TE´TRAE`DRE DE CROISSANCE MAXIMALE (K = {k1, k2, ..., kn},
G = (v1, v2, v3, v4))
1 FAIRE
2 STABLE ← VRAI l← 1
3 TANT QUE STABLE ET l ≤ 4
4 SI (PointLeP lusLoin(K, fl) = vl)
5 l← l + 1
6 SINON
7 STABLE ← FAUX







Fig. 5.5 – Exemple de paralle´logramme englobant
K est contenu dans un paralle´le´pipe`de Γ dont les sommets (γi)1≤i≤8 sont de la forme
γi =
∑
1≤j≤3 αijaj et ou` chaque |αij| est borne´ par 1. Comme le te´trae`dre de croissance
maximale que nous utilisons n’est pas plat par de´finition, tout sommet kl de G peut eˆtre
e´crit comme kl = O +
∑
1≤j≤3 δljaj. Montrons a` pre´sent que nous avons |δij| ≤ 1 pour
1 ≤ i ≤ n et 1 ≤ j ≤ d. En effet, supposons qu’il existe un indice i et un indice j
tel que l’un des coefficients |δij| soit strictement supe´rieur a` 1. Ceci contredirait le fait
que G correspond a` un te´trae`dre de croissance maximale car le sommet vj+1 ne serait
pas extre´mal. Par conse´quent, l’ensemble K est contenu dans un paralle´le´pipe`de Γ dont
les sommets (γi)1≤i≤8 sont de la forme γi =
∑
1≤j≤3 αijaj et ou` chaque |αij| est borne´
par 1. Les figures 5.5 et 5.6 montrent respectivement des exemples dans le plan et dans
l’espace : G correspond a` un triangle de croissance maximale (respectivement un te´trae`dre
de croissance maximale) et Γ correspond a` un paralle´logramme englobant (respectivement
a` un paralle´le´pipe`de englobant). Cette me´thode peut eˆtre e´tendue a` toute dimension.
5.6 Conclusion
Nous avons de´crit un nouvel algorithme pour calculer l’e´paisseur d’un ensemble de
points K dans un re´seau. En 2D, notre me´thode s’exe´cute en temps line´aire par rapport
au nombre de points de l’ensemble K, ce qui correspond a` la complexite´ optimale. De
plus, le principe de la me´thode peut eˆtre e´tendu a` des dimensions plus e´leve´es meˆme si les
constructions interme´diaires s’ave`rent plus complexes dans ce cas. Notre approche glou-
tonne nous permet d’appliquer notre algorithme quelle que soit la dimension puisqu’elle
nous e´vite le calcul d’un d-simplexe inscrit de volume maximum. En effet, en 3D de´ja`,










Fig. 5.6 – Exemple de paralle´le´pipe`de englobant
proble`me est inte´ressant en lui-meˆme et sera probablement le sujet de recherches futures.
En effet, nous savons qu’il existe un facteur de dilatation constant d’un tel d-simplexe
inde´pendant de K et qui garantit donc un espace de recherche le plus petit possible dans
tous les cas. Il est e´galement pre´vu d’e´tendre la de´finition de la line´arite´ donne´e dans
[Fes08] a` une dimension arbitraire. De plus, nous pre´voyons d’imple´menter et de tester
notre me´thode afin de de´crire son comportement nume´rique. Le fait que notre algorithme
soit optimal en 2D est un point clef.
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Conclusion
Les travaux mene´s durant ces trois anne´es de the`se abordent diffe´rentes the´matiques
de la ge´ome´trie discre`te et de la ge´ome´trie algorithmique. Dans l’introduction de ce me´-
moire, nous expliquons en de´tail le cheminement scientifique qui nous a amene´ a` nous
inte´resser a` ces proble´matiques. Pour conclure le manuscrit, nous proposons de reprendre
les principaux re´sultats obtenus et d’en de´crire quelques perspectives de recherche.
Approximation d’un Nombre Re´el et Calcul d’Enveloppes Convexes sur une
Grille Re´gulie`re
Nous avons montre´ que la de´termination de la meilleure approximation rationnelle a`
de´nominateur borne´ d’un nombre re´el a est un proble`me qui peut eˆtre re´solu par la ge´o-
me´trie. Pour cela, nous passons par la de´termination des enveloppes convexes des points
de la grille situe´s au-dessus et en dessous de la droite de pente a et appartenant a` un
domaine vertical borne´. Nous avons mis en e´vidence le fait que les me´thodes existantes
pour calculer ces deux enveloppes convexes n’e´taient pas comple`tement satisfaisantes,
tant du point de vue de la complexite´ en temps que de l’imple´mentation. En effet, soit
D le domaine vertical borne´ de la forme {(x, y) ∈ R2|b ≤ x ≤ b′}, la me´thode d’Har-
vey [Har99] mettant en oeuvre la the´orie des nombres de´termine les enveloppes convexes
en O(log b′), cette complexite´ pouvant eˆtre ame´liore´e. Balza-Gomez et al. proposent une
me´thode optimale [BGMM99] utilisant la ge´ome´trie algorithmique en O(log(b′− b)) mais
leur algorithme n’est pas adaptatif en fonction du nombre de sommets des enveloppes
calcule´es. La nouvelle me´thode que nous proposons combine la the´orie des nombres et la
ge´ome´trie algorithmique. Elle conserve la complexite´ optimale en O(log(b′− b)) et elle est
la seule qui s’ave`re de plus adaptative. En effet, sa complexite´ est e´galement line´aire en
le nombre de sommets des enveloppes convexes calcule´es. En outre, notre algorithme est
facile a` imple´menter ce qui constitue un de ses avantages majeurs. Notre me´thode peut
e´galement eˆtre utilise´e dans le cadre plus ge´ne´ral avec un domaine borne´ non-vertical et
une droite de re´fe´rence ne passant pas par l’origine. Nous mettons d’ailleurs en oeuvre
notre me´thode dans le processus de reconnaissance de plans discrets que nous proposons.
Une perspective de recherche assez e´vidente est d’essayer d’e´tendre ces re´sultats a` la di-
mension 3. En effet, nous souhaiterions concevoir un algorithme optimal et adaptatif pour
de´terminer l’enveloppe convexe des points de la grille Z3 situe´s au-dessus et en dessous d’un
plan et contenus dans un domaine de la forme {(x, y, z) ∈ R3|b ≤ x ≤ b′ et c ≤ y ≤ c′}.
Notons qu’un tel domaine correspond a` un ensemble de points dont la projection sur le
plan (O, x, y) est rectangulaire. La ge´ne´ralisation de cet algorithme a` des domaines de
projection non-rectangulaire nous permettrait de plus d’imple´menter notre me´thode de
reconnaissance d’hyperplans discrets en dimension 4. Nous avons effectue´ des recherches
bibliographiques et il semble qu’aucune solution algorithmique n’ait e´te´ publie´e a` ce jour
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pour re´soudre ce proble`me de construction d’enveloppes convexes en 3D. Nous travaillons
donc a` l’extension de notre me´thode en dimension 3. Cette e´tude n’est pas triviale et
nous n’avons pas encore re´ussi a` fournir une solution algorithmique viable. Cependant,
nous pensons qu’une telle extension doit eˆtre possible. En dimension 2, notre me´thode
parvient a` de´terminer un nouveau sommet de l’enveloppe convexe supe´rieure ou infe´rieure
graˆce a` un sommet de l’enveloppe convexe supe´rieure courante et un sommet de l’enve-
loppe convexe infe´rieure courante. A` partir de ces deux sommets, notre me´thode calcule
en temps constant deux vecteurs entiers particuliers qui de´finissent un paralle´logramme
d’aire 1, c’est-a`-dire un paralle´logramme qui ne contient aucun point entier. En dimension
3, la me´thode utiliserait donc de la meˆme manie`re les enveloppes convexes supe´rieures
et infe´rieures courantes ainsi que trois vecteurs entiers de´finissant un paralle´le´pipe`de de
volume 1. Nous ne savons actuellement pas si un tel paralle´le´pipe`de existe. Notre e´tude
se poursuit actuellement en ce sens.
Reconnaissance de Plans Discrets
Parmi les me´thodes existantes pour la reconnaissance de plans discrets, rares sont celles
qui combinent a` la fois une complexite´ faible dans le pire cas et une efficacite´ en pratique.
Nous nous sommes inte´resse´s a` la me´thode de Buzer [Buz06] dont la complexite´ dans le
pire cas est en O(n log2 D) avec n le nombre de points de l’ensemble et D− 1 le diame`tre
d’une boite englobant l’ensemble de points. Cette complexite´ est dite quasi-line´aire lorsque
l’ensemble de points conside´re´ est dense dans une boite englobante, c’est-a`-dire lorsque D
est e´quivalent a`
√
n. L’algorithme de Buzer transforme le proble`me de reconnaissance de
plans discrets en un proble`me de re´alisabilite´ sur une fonction convexe bi-dimensionnelle
dont le domaine de recherche est discre´tise´ sur [−1, 1]2. Pour re´soudre le proble`me de re´ali-
sabilite´, Buzer met en place une me´thode combinant l’oracle de Megiddo et une recherche
dichotomique mono-dimensionnelle. Il parvient ainsi a` reconnaˆıtre un morceau de plan dis-
cret d’environ 106 points denses dans une boite englobante en 360 ite´rations en moyenne.
Notre travail a consiste´ a` ame´liorer cette me´thode en proposant des solutions algorith-
miques plus efficaces pour re´soudre le proble`me de re´alisabilite´. Notre approche actuelle
re´duit a` chaque ite´ration le domaine de recherche en appliquant une coupe passant par
son centre de gravite´. Graˆce a` une proprie´te´ du centre de gravite´ connue depuis les anne´es
40, nous savons qu’au moins 4/9 de l’aire du domaine de recherche sont ainsi e´limine´s a`
chaque re´duction. Ce principal changement nous a permis de ramener la complexite´ dans
le pire cas de la me´thode a` O(n logD) au lieu de O(n log2 D). De plus, notre algorithme
reconnaˆıt un morceau de plan discret de 106 points en 10 ite´rations en moyenne au lieu
de 360. En ajoutant quelques ame´liorations pratiques, nous avons de plus pu constater
l’efficacite´ de notre me´thode compare´e a` l’algorithme des cordes [GDRZ05]. Nous recon-
naissons alors un morceau de plan discret dense de 106 points en 6.245 secondes contre
14.267 secondes en moyenne pour l’algorithme des cordes.
Cet algorithme peut probablement eˆtre encore ame´liore´. Nous remarquons que l’e´tape
la plus couteuse en temps d’exe´cution correspond a` l’oracle. Nous rappelons que l’oracle
calcule pour un vecteur u donne´ le produit scalaire u · p pour chaque point p de l’en-
semble de de´part. Les coordonne´es du vecteur u correspondent a` de grands entiers qui ne
peuvent pas toujours eˆtre repre´sente´s sur 4 octets et pour lesquels nous utilisons donc la
bibliothe`que GMP. Les multiplications entre les entiers s’ave`rent donc assez longues et ra-
lentissent l’exe´cution de l’algorithme. Nous avons de´ja` propose´ une ame´lioration pratique
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qui consiste a` stopper l’oracle de`s que nous trouvons deux points permettant de de´finir
une coupe valide du domaine de recherche. Cette coupe s’ave`re moins efficace qu’avec un
oracle classique dans le sens ou` le nombre total d’ite´rations est nettement plus important.
Cependant, ceci acce´le`re globalement l’algorithme de manie`re tre`s significative. Une nou-
velle ame´lioration possible consisterait a` identifier au fur et a` mesure des ite´rations des
points qui, dans le futur, n’interviendraient plus dans le calcul du sous-gradient et qui
pourrait donc eˆtre supprime´s. L’oracle conside`rerait donc moins de points et effectuerait
moins de multiplications. Nous n’avons pas encore de´termine´ le crite`re permettant de
de´cider si un point pouvait eˆtre retire´ de l’ensemble mais si un tel crite`re e´tait trouve´,
cela acce´le`rerait l’algorithme. De plus, il est toujours possible de trouver d’autres pistes
pour ame´liorer les temps de calcul de notre me´thode et cela constitue une perspective de
recherche. En outre, il est envisageable de revoir le pas de discre´tisation du domaine de
recherche choisi car nous n’avons pas montre´ a` ce jour s’il est optimal.
E´paisseur d’un Ensemble de Points dans le Re´seau Zd
A` partir d’une ide´e originale de Fabien Feschet, nous avons contribue´ a` l’e´laboration
d’un algorithme pour calculer efficacement l’e´paisseur d’un ensemble de points dans le
re´seau Zd. Nous rappelons que l’e´paisseur ωc(K) d’un ensemble de points K suivant un
vecteur c est e´gale a` max
{
cTx | x ∈ K}−min{cTx | x ∈ K}. De plus, l’e´paisseur de
l’ensemble de points K dans le re´seau Zd correspond a` la plus petite e´paisseur obtenue
suivant un vecteur de Zd. L’algorithme propose´ en 2006 par F. Feschet [Fes06] est sim-
plement planaire et sa complexite´ en temps n’est pas optimale. En effet, cette me´thode
s’exe´cute en O(n log s) avec n le nombre de points et log s le nombre maximum de bits sur
lesquels peuvent eˆtre repre´sente´s les vecteurs intervenant dans les calculs. La me´thode que
nous proposons est totalement diffe´rente de celle-ci. Elle consiste a` de´terminer un nombre
constant de vecteurs candidats en calculant un polytope particulier englobant l’ensemble
de points. L’e´paisseur de l’ensemble de points suivant chaque vecteur candidat est alors
calcule´e pour de´terminer son e´paisseur dans le re´seau. En dimension 2, le polytope en-
globant et donc l’ensemble de vecteurs candidats sont de´termine´s en temps line´aire. La
complexite´ totale de la me´thode dans le plan est donc en O(n). En dimensions supe´rieures,
nous proposons une approche gloutonne mais efficace pour calculer le polytope.
Dans des travaux futurs, il serait inte´ressant de mettre en place une me´thode non-
gloutonne pour la de´termination du polytope englobant en dimension 3 et e´ventuellement
en dimensions supe´rieures. Il est e´galement pre´vu d’e´tendre la de´finition de la line´arite´
donne´e dans [Fes08] a` une dimension arbitraire. De plus, nous pre´voyons d’imple´menter
et de tester notre me´thode afin de de´crire son comportement nume´rique.
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