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The Local Structure of a Bipartite Distance-regular Graph
BRIAN CURTIN
In this paper, we consider a bipartite distance-regular graph 0 = (X, E) with diameter d ≥ 3. We
investigate the local structure of 0, focusing on those vertices with distance at most 2 from a given
vertex x . To do this, we consider a subalgebra R = R(x) of MatX˜ (C), where X˜ denotes the set of
vertices in X at distance 2 from x . R is generated by matrices A˜, J˜ , and D˜ defined as follows. For
all y, z ∈ X˜ , the (y, z)-entry of A˜ is 1 if y, z are at distance 2, and 0 otherwise. The (y, z)-entry of J˜
equals 1, and the (y, z)-entry of D˜ equals the number of vertices of X adjacent to each of x , y, and z.
We show thatR is commutative and semisimple, with dimension at least 2. We assume that dimR
is one of 2, 3, or 4, and explore the combinatorial implications of this. We are motivated by the fact
that if 0 has a Q-polynomial structure, then dimR ≤ 4.
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1. INTRODUCTION
In this paper, we consider a bipartite distance-regular graph 0 = (X, E) with diameter
d ≥ 3. We investigate the local structure of 0, focusing on those vertices with distance at
most 2 from a given vertex x . To do this, we consider a subalgebra R = R(x) of MatX˜ (C),
where X˜ denotes the set of vertices in X at distance 2 from x . R is generated by matrices A˜,
J˜ , and D˜ defined as follows. For all y, z ∈ X˜ , the (y, z)-entry of A˜ is 1 if y, z are at distance 2,
and 0 otherwise. The (y, z)-entry of J˜ equals 1, and the (y, z)-entry of D˜ equals the number
of vertices of X adjacent to each of x , y, and z.
We show that R is commutative, semisimple, and that J˜ 2 = k2 J˜ , J˜ D˜ = µ(k − 1) J˜ ,
J˜ A˜ = p222 J˜ , D˜2 = µ2(µ − 1) J˜ + b2 D˜, D˜ A˜ = µ(c3 − 1) J˜ + (b3 − 1)D˜, where µ = c2.
Using this, we show that R has a basis J˜ , D˜, I˜ , A˜, . . . , A˜r−2, where I˜ denotes the identity
matrix of MatX˜ (C), and where r is an integer at least 1. In particular dimR is at least 2.
We show that R has a unique irreducible character χ0 satisfying χ0( J˜ ) 6= 0 and a unique
irreducible character χ1 satisfying χ1( J˜ ) = 0, χ1(D˜) 6= 0. We show that χ0( J˜ ) = k2,
χ0(D˜) = µ(k − 1), χ0( A˜) = p222, and that χ1(D˜) = b2, χ1( A˜) = b3 − 1. We call χ0
and χ1 the trivial characters of R. We show that each non-trivial irreducible character χ of
R is determined by the scalar χ( A˜); we let82 denote the set of scalars χ( A˜), where χ ranges
over all non-trivial irreducible characters ofR. We remark that the dimension ofR is |82|+2.
We assume that |82| ≤ 2, and we consider the combinatorial implications. To describe our
results, let 022 denote the graph with vertex X˜ , where vertices y, z ∈ X˜ are adjacent in 022
whenever y, z are at distance 2 in 0. We observe that A˜ is the adjacency matrix for 022 . We
summarize our results below.
First, assume that d = 3. Then 82 = ∅ if 0 is an antipodal 2-cover, and 82 = {−1}
otherwise. Now assume that d ≥ 4. Suppose82 = ∅. Then 0 is a cycle. Suppose82 = {−1}.
Then c3 = 1, k ≥ 3. Moreover, 022 is a disjoint union of cliques. Suppose |82| = 1, but
82 6= {−1}. Then c3 equals a certain rational expression involving k and µ. Moreover, 022
is strongly regular, with parameters given by certain rational functions involving k and µ.
Suppose |82| = 2 and b3 − 1 ∈ 82. Then 022 is strongly regular, with parameters given by
certain rational functions involving k, µ and c3. Suppose |82| = 2 and b3 − 1 6∈ 82. Then
022 is not strongly regular, but in this graph each pair of distinct non-adjacent vertices has a
constant number of common neighbors. Finally, suppose |82| > 2. Then 022 is connected
with diameter 2, but it is not strongly regular.
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The above results on the algebraR were motivated by our work on the Q-polynomial prop-
erty. Caughman [4] has given restrictions on the simple modules for the Terwilliger algebras
of a bipartite Q-polynomial distance-regular graph. This permits us to apply results of [8]
relating the local structure of certain bipartite distance-regular graphs and their Terwilliger al-
gebras. Together these results imply that if 0 has a Q-polynomial structure, then dimR ≤ 4.
2. PRELIMINARIES
All graphs in this paper are finite and undirected, without loops or multiple edges. Let
0 = (X, E) denote a graph with vertex set X and edge set E . Let MatX (C) denote the C-
algebra of matrices with complex entries whose rows and columns are indexed by X . By the
adjacency matrix of 0, we mean the matrix A ∈ MatX (C) with (y, z)-entry equal to 1 if y, z
are adjacent and 0 otherwise, for all y, z ∈ X . By the adjacency algebra of 0, we mean the
subalgebraM of MatX (C) generated by A. By an eigenvalue of 0, we mean an eigenvalue of
A. By the spectrum of 0, we mean the set of ordered pairs {(α,mult0(α))|α ∈ 9}, where 9
denotes the set of distinct eigenvalues of 0, and where mult0(α) denotes the multiplicity of α
as an eigenvalue of A.
LEMMA 2.1 ([14, THEOREM 4.2, SECTION 2]). Let 0 = (X, E) denote a regular graph
with valency k. Then k is the maximal eigenvalue of 0 and mult0(k) equals the number of
connected components of 0.
LEMMA 2.2 ([2, LEMMA 3.2]). Let 0 = (X, E) denote a regular graph, and letM de-
note the adjacency algebra of 0. Let J denote the all-ones matrix in MatX (C). Then J ∈M
if and only if 0 is connected.
A graph 0 = (X, E) is said to be strongly regular with parameters (ν, k; λ,µ) whenever (i)
|X | = ν, (ii) 0 is regular with valency k, (iii) any pair of adjacent vertices have precisely
λ common neighbors, and (iv) any pair of distinct non-adjacent vertices have precisely µ
common neighbors. A graph 0 is said to be a clique whenever any two distinct vertices are
adjacent, and 0 is said to be a coclique whenever it has no edges. A strongly regular graph is
said to be trivially strongly regular whenever it is a disjoint union of cliques.
THEOREM 2.3 ([3, THEOREM 1.3.1]). Let 0 denote a strongly regular graph with pa-
rameters (ν, k; λ,µ), and assume that 0 is neither a clique nor a coclique.
(i) The eigenvalues of 0 are k, r , s with r ≥ 0, s ≤ −1, where r , s are the roots of the
quadratic equation θ2 + (µ− λ)θ + (µ− k) = 0.
(ii) If µ > 0, then the parameters can be expressed in terms of r , s and µ by k = µ − rs,
ν = (k − r)(k − s)/µ, and λ = µ+ r + s.
(iii) k = r if and only if s = −1 if and only if µ = 0 if and only if 0 is a union of cliques.
(iv) r = 0 if and only if µ = k if and only if 0 is complete multipartite.
(v) When the eigenvalues k, r , s are distinct, their multiplicities are 1, f , and g = ν−1− f ,
respectively, where f = (s + 1)k(k − s)/(µ(s − r)).
LEMMA 2.4 ([14, LEMMA 1.5, SECTION 10.1]). Let0 denote a connected regular graph
that is not a clique. Then 0 has at least three distinct eigenvalues. Moreover, 0 has exactly
three distinct eigenvalues if and only if 0 is non-trivially strongly regular.
The local structure of a bipartite distance-regular graph 741
Let 0 = (X, E) denote a connected graph. We write ∂ to denote the shortest-path distance
function on 0. We write d = max{∂(x, y)|x, y ∈ X} and refer to d as the diameter of 0. For
each integer i (0 ≤ i ≤ d), let Ai denote the matrix in MatX (C) with (x, y)-entry (Ai )xy = 1
if ∂(x, y) = i , and 0 otherwise, for all x , y ∈ X . We refer to Ai as the i th distance-matrix.
Observe that A1 = A. For x ∈ X , we write 0i (x) = {y ∈ X |∂(x, y) = i} (0 ≤ i ≤ d).
A connected graph 0 = (X, E) with diameter d is said to be distance-regular whenever
for all integers h, i, j (0 ≤ h, i, j ≤ d) and for all x , y ∈ X with ∂(x, y) = h, the number
phi j = |0i (x) ∩ 0 j (y)| is independent of x and y. The constants phi j (0 ≤ h, i, j ≤ d) are
known as the intersection numbers of 0.
Let 0 = (X, E) denote a distance-regular graph of diameter d . Then for all h, i , j (0 ≤
h, i, j ≤ d), phi j = 0 if one of h, i , j is larger than the sum of the other two, and phi j 6= 0
if one of h, i , j equals the sum of the other two (see [3, p. 127] or [1]). If 0 is bipartite,
then phi j = 0 whenever h + i + j is odd (0 ≤ h, i, j ≤ d). From now on we assume that
0 is a bipartite distance-regular graph with diameter d ≥ 3. For notational convenience, set
ci = pi1i−1 (1 ≤ i ≤ d), bi = pi1i+1 (0 ≤ i ≤ d − 1), ki = p0i i (0 ≤ i ≤ d), and define
c0 = 0, bd = 0, µ = c2. Note that c1 = 1, and that 0 is regular with valency k = k1 = b0.
Moreover, k = ci + bi (0 ≤ i ≤ d). We frequently refer to the numbers
k2 = k(k − 1)/µ, (1)
p222 =
µ(k − 2)+ b2(c3 − 1)
µ
. (2)
(See [3, p. 127, p. 134].) Observe that if k ≥ 3, then
p222 > 0. (3)
THEOREM 2.5 ([7, LEMMA 4.2]). Let 0 = (X, E) denote a bipartite distance-regular
graph with diameter d ≥ 3. Then
(c3 − 1)(k − 3µ+ µ2) ≥ µ(µ− 1)(k − 2). (4)
The proof of Theorem 2.5 found in [7] gives a combinatorial interpretation of equality
in (4); we give this interpretation below. At the end of Section 4, we give a second proof of
Theorem 2.5, followed by an alternate interpretation of equality in (4).
THEOREM 2.6 ([7, THEOREM 4.3]). Let 0 = (X, E) denote a bipartite distance-regular
graph with diameter d ≥ 3 and valency k ≥ 3. Then the following are equivalent.
(i) (c3 − 1)(k − 3µ+ µ2) = µ(µ− 1)(k − 2).
(ii) There exist x, y ∈ X such that ∂(x, y) = 2 and such that for all z ∈ X with ∂(x, z) = 2
and ∂(y, z) = 2, the number |01(x) ∩ 01(y) ∩ 01(z)| is independent of z.
(iii) For all x, y, z ∈ X with ∂(x, y) = 2, ∂(x, z) = 2, ∂(y, z) = 2, |01(x)∩01(y)∩01(z)| =
µ(k − 2)/p222.
Suppose (i)–(iii) hold. Then
c3 = µ(µ− 1)(k − 2)k − 3µ+ µ2 + 1, (5)
p222 =
µ(k − 2)2
k − 3µ+ µ2 . (6)
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CONVENTION 2.7. In what follows, we will fix a ‘base’ vertex x of a given bipartite
distance-regular graph 0 = (X, E). Although many of the objects which we will define later
depend on x , we will not explicitly restate this dependence when referring to these objects.
DEFINITION 2.8. Let 0 = (X, E) denote a distance-regular graph with diameter d ≥ 3,
and fix any x ∈ X . For each integer i (0 ≤ i ≤ d), let E∗i = E∗i (x) denote the diagonal matrix
in MatX (C) with (y, y)-entry (E∗i )yy = 1 if ∂(x, y) = i and (E∗i )yy = 0 if ∂(x, y) 6= i , for
all y ∈ X . For notational convenience, set E∗i = 0 for i < 0 and i > d . Clearly, E∗i E∗j =
δi j E∗i (0 ≤ i, j ≤ d). The Terwilliger algebra of 0 with respect to x is the subalgebra T of
MatX (C) generated by A and E∗0 , E∗1 , . . . , E∗d . (See [16] for more on Terwilliger algebras.)
The algebra T can be viewed as a refinement of the Bose–Mesner algebra of 0, where the
distance from the base vertex x is considered in the adjacency relation. Define L = L(x),
F = F(x) R = R(x) ∈ MatX (C) as follows. The (y, z)-entry of L is 1 if y, z are adjacent
with ∂(x, y) = ∂(x, z) + 1 and 0 otherwise (y, z ∈ X). The (y, z)-entry of F is 1 if y, z are
adjacent with ∂(x, y) = ∂(x, z) and 0 otherwise (y, z ∈ X). The (y, z)-entry of R is 1 if y, z
are adjacent with ∂(x, z) = ∂(x, y)+ 1 and 0 otherwise (y, z ∈ X). Then L , F , R ∈ T since
L =
∑d
h=0 E
∗
h−1 AE∗h , F =
∑d
h=0 E
∗
h AE
∗
h , R =
∑d
h=0 E
∗
h+1 AE∗h .
The matrices L , F , and R account for all adjacencies, so A = L + F + R. Furthermore,
R = L t. When 0 is bipartite, F = 0 and A = L + R.
3. THE ALGEBRA R
In this section we introduce an algebra defined using the local structure of a bipartite
distance-regular graph, and we describe its multiplication.
DEFINITION 3.1. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and fix x ∈ X . Let 022 = 022(x) denote the graph with vertex set X˜ = 02(x) and edge
set E˜ = {yz|y, z ∈ X˜ , ∂(y, z) = 2}.
LEMMA 3.2. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7.
(i) |X˜ | = k2.
(ii) 022 is regular with valency p222.(iii) 022 is a clique if and only if d = 3.(iv) Suppose d ≥ 4 and c3 > 1. Then 022 is connected with diameter 2.(v) If c3 = 1, then 022 is a disjoint union of k many cliques of size k − 1.
PROOF. (i), (ii): Clear from the distance-regularity of 0.
(iii): First suppose that d = 3. Then c3 = k, so p222 = k2 − 1 by (1) and (2). In light of
(i) and (ii) above, this implies that every vertex of 022 is adjacent to every other vertex of 022 .
Hence 022 is a clique.
Conversely, suppose that 022 is a clique. Then p
2
22 = k2−1 by (i) and (ii) above. Expanding
this equation using (1) and (2), we routinely find that either b2 = 0 or b3 = 0. Since d ≥ 3, it
must be the case that b3 = 0, and this implies that d = 3.
(iv): Observe that 022 is not a clique by (iii) above. Let y, z denote distinct non-adjacent
vertices of 022 . We show that y, z are connected in 0
2
2 by path of length 2. To do this, we show
02(x) ∩ 02(y) ∩ 02(z) 6= ∅. (7)
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To obtain (7), pick any y′ ∈ 01(x) ∩ 01(y), and observe that ∂(y′, z) = 3. We assume
that c3 > 1, so there exists a vertex w ∈ 01(y′) ∩ 02(z) with w 6= x . Observe that w ∈
02(x) ∩ 02(y) ∩ 02(z), and (7) follows.
(v): Routine. 2
With reference to Definition 3.1, we now investigate the algebraic structure of 022 . To do
this we consider the following matrices.
DEFINITION 3.3. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7. Let A˜ = A˜(x) denote the adjacency matrix of 022 =
(X˜ , R˜), let I˜ = I˜ (x) denote the identity matrix of MatX˜ (C), let J˜ = J˜ (x) denote the all-
ones matrix of MatX˜ (C), and let D˜ = D˜(x) denote the matrix in MatX˜ (C) with (y, z)-entry
D˜yz = |01(x) ∩ 01(y) ∩ 01(z)| for all y, z ∈ X˜ . Observe that all diagonal entries of D˜ are
equal to µ, and the (y, z)-entry of D˜ is zero if y and z are distinct and non-adjacent in 022 .
Observe that the matrices I˜ , J˜ , D˜, and A˜ are symmetric with real entries.
LEMMA 3.4. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7. Then for an appropriate ordering of the vertices of 0,
E∗2 =
( X˜
I˜
X\X˜
0
0 0
)
, E∗2 J E∗2 =
( X˜
J˜
X\X˜
0
0 0
)
,
RL E∗2 =
( X˜
D˜
X\X˜
0
0 0
)
, E∗2 A2 E∗2 =
( X˜
A˜
X\X˜
0
0 0
)
.
PROOF. Immediate from the definitions of I˜ , J˜ , D˜, and A˜. 2
DEFINITION 3.5. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7. We let R = R(x) denote the subalgebra of MatX˜ (C)
generated by J˜ , D˜, A˜. Observe thatR is semisimple since each of its generators is symmetric
with real entries.
In light of Lemma 3.4, we will study the multiplication inR using some preliminary results
concerning R and L .
LEMMA 3.6. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7.
(i) L E∗2 J E∗2 = b1 E∗1 J E∗2 ,(ii) RE∗1 J E∗2 = µE∗2 J E∗2 .
PROOF. (i): Observe that each vertex in 01(x) is adjacent to precisely b1 many vertices in
02(x), so the result follows.
(ii): Observe that each vertex in 02(x) is adjacent to precisely µ many vertices in 01(x), so
the result follows. 2
LEMMA 3.7. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7. Then
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(i) L RL E∗2 = µ(µ− 1)E∗1 J E∗2 + b2L E∗2 ,(ii) L E∗2 A2 E∗2 = (c3 − 1)E∗1 J E∗2 + (b3 − 1)L E∗2 .
PROOF. (i): Fix y, z ∈ X , and let r , s, t denote the (y, z)-entries of L RL E∗2 , E∗1 J E∗2 , and
L E∗2 , respectively. First suppose that y ∈ 01(x), z ∈ 02(x), and that y and z are adjacent.
Then we routinely find that r , s, and t equal µ(µ−2)+k, 1, and 1, respectively. Next suppose
that y ∈ 01(x), z ∈ 02(x), and that y, z are not adjacent. Then we routinely find that r , s, and
t equal µ(µ − 1), 1, and 0, respectively. Finally, suppose that either y 6∈ 01(x) or z 6∈ 02(x).
Then we routinely find that r , s, and t are all zero. In all three cases, r = µ(µ − 1)s + b2t ,
and the result follows.
(ii): Fix y, z ∈ X , and let r , s, t denote the (y, z)-entries of L E∗2 A2 E∗2 , E∗1 J E∗2 , and L E∗2 ,
respectively. First suppose that y ∈ 01(x), z ∈ 02(x), and that y, z are adjacent. Then we
routinely find that r , s, and t equal k − 2, 1, 1, respectively. Next suppose that y ∈ 01(x),
z ∈ 02(x), and that y, z are not adjacent. Then we routinely find that r , s, and t equal c3 − 1,
1, and 0, respectively. Finally suppose that either y 6∈ 01(x) or z 6∈ 02(x). Then we routinely
find that r , s, and t are all zero. In all three cases, r = (c3 − 1)s + (b3 − 1)t , and the result
follows. 2
LEMMA 3.8. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7. Then
J˜ 2 = k2 J˜ , (8)
J˜ D˜ = (k − 1)µ J˜ , D˜ J˜ = (k − 1)µ J˜ , (9)
A˜ J˜ = p222 J˜ , J˜ A˜ = p222 J˜ . (10)
PROOF. To obtain (8), recall that J˜ is the k2 × k2 all-one’s matrix. To obtain D˜ J˜ = (k −
1)µ J˜ , multiply both sides of Lemma 3.6(i) on the left by R, and evaluate the result using
Lemmas 3.6(ii) and 3.4. Taking the transposes of this, we obtain J˜ D˜ = (k − 1)µ J˜ . To
obtain (10), recall that A˜ is the adjacency matrix of a regular graph with valency p222. 2
LEMMA 3.9. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7. Then
D˜2 = µ2(µ− 1) J˜ + b2 D˜, (11)
D˜ A˜ = µ(c3 − 1) J˜ + (b3 − 1)D˜, (12)
A˜D˜ = µ(c3 − 1) J˜ + (b3 − 1)D˜. (13)
PROOF. To obtain (11), combine Lemmas 3.6(ii) and 3.7(i), to obtain
RL RL E∗2 = R(µ(µ− 1)E∗1 J E∗2 + b2L E∗2 ) = µ2(µ− 1)E∗2 J E∗2 + b2 RL E∗2 ,
and the result follows in view of Lemma 3.4. To obtain (12), combine Lemmas 3.6(ii) and
3.7(ii), to obtain
RL E∗2 A2 E∗2 = R((c3 − 1)E∗1 J E∗2 + (b3 − 1)L E∗2 ) = µ(c3 − 1)E∗2 J E∗2 + (b3 − 1)RL E∗2 ,
and the result follows in view of Lemma 3.4. To obtain (13), take the transpose of (12), and
recall that J˜ , D˜, and A˜ are symmetric. 2
LEMMA 3.10. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7.
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(i) R is commutative.
(ii) R is symmetric; indeed, Bt = B for all B ∈ R.
PROOF. (i): The generators J˜ , D˜, and A˜ mutually commute in view of Lemmas 3.8 and
3.9.
(ii): The generators J˜ , D˜, and A˜ are symmetric matrices. 2
4. THE CHARACTERS OF R
In this section we continue to investigate the algebra R introduced in the previous section.
We study the primitive idempotents ofR. Using these, we obtain the irreducible characters of
R. We relate the irreducible characters to the spectrum of 022 .
LEMMA 4.1. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7. Then there exists an integer r at least 1 such that { J˜ , D˜} ∪
{ A˜h |0 ≤ h ≤ r − 2} is a basis forR.
PROOF. We show that J˜ and D˜ are linearly independent. Suppose that this is not the case.
Then every entry of D˜ is the same. The diagonal entries of D˜ are all equal to µ, so every entry
of D˜ equals µ. Applying Definition 3.3, |01(x) ∩ 01(y) ∩ 01(z)| = µ for all y, z ∈ 02(x), it
follows that c3 = 1, and that 022 is a clique. Now k = 1 by Lemma 3.2(v), an impossibility.
Hence J˜ and D˜ are linearly independent.
Let r denote the maximal integer such that J˜ , D˜, I˜ , . . . , A˜r−2 are linearly independent. We
show that these matrices form a basis for R by showing that they span R. Let L denote the
subspace of R spanned by these matrices. Using Lemmas 3.8 and 3.9, we find that J˜L ⊆ L,
D˜L ⊆ L, A˜L ⊆ L, so L is an ideal of R. From the construction I˜ ∈ L, so L = R. We have
now shown that J˜ , D˜, I˜ , . . . , A˜r−2 form a basis forR, as desired. 2
LEMMA 4.2. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7. There exists a basis E˜0, E˜1, . . . , E˜r ofR such that
E˜0 = k−12 J˜ , (14)
E˜1 = b−12 D˜ − µ2(kb2)−1 J˜ , (15)
I˜ = E˜0 + E˜1 + · · · + E˜r , (16)
E˜i E˜ j = δi j E˜i (0 ≤ i, j ≤ r). (17)
We refer to E˜i as the i th primitive idempotent of R. We refer to E˜0 and E˜1 as the trivial
idempotents ofR.
PROOF. We have seen that R is commutative and semisimple, so by the Wedderburn the-
ory [9], R has a basis E˜0, E˜1, . . . , E˜r satisfying (16) and (17). Let F0 and F1 denote the
right sides of (14) and (15), respectively. Recall that J˜ and D˜ are linearly independent, so
F0 6= F1. Using Lemmas 3.8 and 3.9, one readily verifies that for F = F0 and F = F1, we
have F2 = F and RF = span {F}. It follows that F0 and F1 are among E˜0, E˜1, . . . , E˜r .
Relabelling the E˜i if necessary, we may assume that F0 = E˜0 and F1 = E˜1. 2
LEMMA 4.3. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7. Then
J˜ = k2 E˜0, (18)
746 B. Curtin
D˜ = µ(k − 1)E˜0 + b2 E˜1, (19)
A˜E˜0 = p222 E˜0, (20)
A˜E˜1 = (b3 − 1)E˜1. (21)
PROOF. To get (18) and (19), solve (14) and (15) for J˜ and D˜. To get (20) and (21), elimi-
nate D˜ and J˜ in (10) and (13) using (18) and (19). 2
DEFINITION 4.4. For all i (0 ≤ i ≤ r), we define the i th character of R to be the linear
map χi : R→ C satisfying χi (E˜ j ) = δi j for 0 ≤ j ≤ r . The characters χ0 and χ1 are called
the trivial characters ofR.
LEMMA 4.5. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7.
(i) For all i (0 ≤ i ≤ r), χi (BC) = χi (B)χi (C) for all B, C ∈ R. In particular, χi is a
C-algebra homomorphism.
(ii) B =∑ri=0 χi (B)E˜i for all B ∈ R.(iii) For all i (0 ≤ i ≤ r), B E˜i = χi (B)E˜i for all B ∈ R.
PROOF. These are routine consequences of Lemma 4.2 and Definition 4.4. 2
LEMMA 4.6. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7.
(i) The trivial character χ0 of R satisfies
χ0( J˜ ) = k2, χ0(D˜) = µ(k − 1), χ0( A˜) = p222.
(ii) The trivial character χ1 of R satisfies
χ1( J˜ ) = 0, χ1(D˜) = b2, χ1( A˜) = b3 − 1.
(iii) Let χ denote a non-trivial character of R. Then
χ( J˜ ) = 0, χ(D˜) = 0.
PROOF. Setting B := J˜ in Lemma 4.5(ii), and comparing the result with (18), we find that
χ0( J˜ ) = k2, χ1( J˜ ) = 0, and χ( J˜ ) = 0 for all non-trivial characters χ .
Setting B := D˜ in Lemma 4.5(ii), and comparing the result with (19), we find that χ0(D˜) =
µ(k − 1), χ1(D˜) = b2, and χ(D˜) = 0 for all non-trivial characters χ .
Setting B := A˜ in Lemma 4.5(iii), and comparing the result with (20) and (21), we find that
χ0( A˜) = p222 and χ1( A˜) = b3 − 1. 2
LEMMA 4.7. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7. Let χ , χ ′ denote non-trivial characters of R. Then χ = χ ′
if and only if χ( A˜) = χ ′( A˜).
PROOF. Suppose χ( A˜) = χ ′( A˜). Then by Lemma 4.6(iii) and an assumption, χ and χ ′
agree on the generators J˜ , D˜, and A˜ ofR, so χ = χ ′. The converse is clear. 2
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DEFINITION 4.8. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7. Let 82 = 82(x) denote the set {χ( A˜) | χ is a non-trivial
character ofR}.
LEMMA 4.9. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7. Then dimR = |82| + 2.
PROOF. Immediate from Lemma 4.2 sinceR has |82| + 2 distinct characters. 2
Let 0 = (X, E) denote a bipartite distance-regular graph with diameter d ≥ 3, and adopt
Convention 2.7. We now introduce parameters which will be useful in relating R and the
spectrum of 022 . Recall that E˜
2
i = E˜i (0 ≤ i ≤ r). Applying elementary linear algebra, we
see that E˜i is similar to a diagonal matrix with each diagonal entry a 0 or a 1. The number of
1’s equals both the trace and the rank of E˜i . Thus for all i (0 ≤ i ≤ r), trace E˜i = rank E˜i .
We denote this number by multi and refer to it as the i th multiplicity of R. For any α ∈ 82,
we write mult(α) = multi , where χi is the non-trivial character of R such that χi ( A˜) = α.
Now taking the trace in Lemma 4.5(ii), we find that for all B ∈ R
trace(B) =
r∑
i=0
χi (B)multi .
For certain values of B, we can compute trace(B) easily: each of I˜ , J˜ , D˜, A˜, and A˜2 is a
k2 × k2 matrix with constant diagonal, and their diagonal entries are 1, 1, µ, 0, and p222,
respectively. Thus
trace( I˜ ) = k2, trace( J˜ ) = k2,
trace(D˜) = k2µ, trace( A˜) = 0,
trace( A˜2) = p222k2.
Now we may expand the left-hand side of these equations in terms of characters and multi-
plicities and solve to give the following lemma.
LEMMA 4.10. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7. Then
mult0 = 1,
mult1 = k − 1,∑
α∈82
mult(α) = k2 − k, (22)∑
α∈82
αmult(α) = −p222 − (k − 1)(b3 − 1), (23)∑
α∈82
α2 mult(α) = k2 p222 − (p222)2 − (k − 1)(b3 − 1)2. (24)
We are now ready to relate the characters ofR and the spectrum of 022 .
THEOREM 4.11 ([8, THEOREM 11.7]). Let0 = (X, E) denote a bipartite distance-regular
graph with diameter d ≥ 3, and adopt Convention 2.7. Let α1, α2, . . . , αs (s = k2) denote a
list of all eigenvalues (including multiplicities) of 022 .
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(i) Permuting α1, . . . , αs if necessary,
α1 = p222, (25)
αi = b3 − 1 (2 ≤ i ≤ k). (26)
(ii) Assume (25), (26). Then 82 consists of the distinct elements of αk+1, αk+2, . . . , αs .
(iii) Assume (25), (26). For all α ∈ 82, mult(α) equals the number of times α appears in
the list αk+1, αk+2, . . . , αs .
PROOF. For 0 ≤ i ≤ r , we see by Lemma 4.5(iii) that χi ( A˜) is the eigenvalue of A˜
associated with E˜i . The column space of E˜i has dimension equal to multi . It follows that E˜i
contributes multi copies of χi ( A˜) to the list α1, α2, . . . , αs . To finish the proof, recall that
χ0( A˜) = p222, mult0 = 1, χ1( A˜) = b3 − 1, and mult1 = k − 1 by Lemmas 4.6 and 4.10. 2
THEOREM 4.12. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 3, and adopt Convention 2.7. LetM =M(x) denote the adjacency algebra of 022 , and
observe thatM ⊆ R.
(i) R =M if and only if J˜ , D˜ ∈M.
(ii) J˜ ∈M if and only if p222 is an eigenvalue of 022 with multiplicity exactly 1.
(iii) Suppose J˜ ∈M. Then D˜ ∈M if and only if the multiplicity of b3− 1 as an eigenvalue
of 022 is exactly k − 1.
(iv) Suppose J˜ 6∈M. Then D˜ ∈M.
In particular,R =M if and only if p222 and b3 − 1 are distinct and appear as eigenvalues of
022 with multiplicities precisely 1 and k − 1, respectively.
PROOF. (i): Clear from the definitions ofR andM.
(ii): Immediate from Lemmas 2.1 and 2.2.
(iii): First suppose D˜ ∈M. Then there exists a polynomial p ∈ C[λ] such that
D˜ = p( A˜). (27)
Applying χ1 to (27) and simplifying with Lemma 4.6(ii),
b2 = p(b3 − 1). (28)
Applying each non-trivial character ofR to (27) and simplifying the result using Lemma 4.6(iii)
and Definition 4.8,
0 = p(α) (α ∈ 82). (29)
Comparing (28) and (29), we see that b3 − 1 is not contained in 82. From this and Theo-
rem 4.11, the multiplicity of b3 − 1 as an eigenvalue of 022 equals k − 1.
Conversely, suppose the multiplicity of b3−1 as an eigenvalue of 022 equals k−1. Applying
Theorem 4.11, we see that b3 − 1 6∈ 82. Observe that
E˜1 = ( A˜ − p222 I˜ )/(b3 − 1− p222) ·
∏
α∈82
( A˜ − α I˜ )/(b3 − 1− α),
so E˜1 ∈M. Now D˜ ∈M in view of (15), and since J˜ ∈M by assumption.
(iv): Observe that c3 = 1 by Lemmas 2.2 and 3.2, so D˜ = µ( A˜ + I˜ ) ∈M. 2
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We now give an alternate proof of Theorem 2.5 using Lemma 4.10. This new proof allows
us to interpret the case of equality in Theorem 2.5 as a restriction on the size of 82.
PROOF OF THEOREM 2.5. First suppose d = 3. Then, since k = c3 > µ, we have (c3 −
1)(k − 3µ+ µ2)− µ(µ− 1)(k − 2) = (k − µ)(k − µ− 1) ≥ 0 and (4) follows.
Next suppose d ≥ 4. Fix x ∈ X , and let 022 = 022(x). Let u, v denote vectors with coor-
dinates indexed by 82, such that for all α ∈ 82 the α-coordinate of u is √mult(α) and the
α-coordinate of v is α
√
mult(α). Then the matrix of dot products of u and v is( ∑
α∈82 mult(α)
∑
α∈82 αmult(α)∑
α∈82 αmult(α)
∑
α∈82 α
2 mult(α)
)
.
Observe that the above matrix is positive semidefinite by Cauchy–Schwarz, so its determinant
is non-negative. Computing this determinant using (22)–(24) and simplifying the result we
obtain
0 ≤
∑
α∈82
mult(α)
∑
α∈82
α2 mult(α)
−
∑
α∈82
αmult(α)
2
= µ−3(k − 1)k2(k − c3)((c3 − 1)(k − 3µ+ µ2)− µ(µ− 1)(k − 2)).
Observe that in the above line, the factors µ−3, k − 1, k2, and k − c3 are positive, so the
right-most factor is non-negative. Thus (4) follows. 2
COROLLARY 4.13. Let 0 = (X, E) denote a bipartite distance-regular graph with diam-
eter d ≥ 4, and adopt Convention 2.7. Then the following are equivalent.
(i) Equality holds in (4).
(ii) |82| ≤ 1.
PROOF. Referring to the above proof of Theorem 2.5, we find that equality holds in (4) if
and only if the vectors u and v are linearly dependent.
Suppose that u and v are linearly dependent. Then there exist scalars a and b, not both zero,
such that au + bv = 0. From the construction of u and v, a + bα = 0 for all α ∈ 82, so
|82| ≤ 1. Conversely, suppose that |82| ≤ 1. Then u and v have at most one coordinate, so
they are linearly dependent. 2
5. SMALL 82
Let 0 = (X, E) denote a bipartite distance-regular graph with diameter d ≥ 3, and adopt
Convention 2.7. We now assume that the set 82 from Definition 4.8 has cardinality at most 2
and consider the combinatorial implications. More details concerning the examples presented
for the various cases can be found in [3].
We begin with the case d = 3, which we split into two subcases. To describe one of the
two subcases it will be helpful to recall the following facts. Let 0 = (X, E) denote a bipartite
distance-regular graph with diameter 3 and valency k. Then the following are equivalent: (i)
µ = k−1, (ii) k = k2, (iii) k3 = 1, (iv) 0 is an antipodal 2-cover, and (v) 0 is the complement
of the 2× (k + 1)-grid (see [3, Corollary 1.5.4]).
LEMMA 5.1. Let 0 = (X, E) denote a bipartite distance-regular graph, and adopt Con-
vention 2.7. Assume that 0 is an antipodal 2-cover of diameter 3.
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(i) µ = k − 1.
(ii) p222 = k − 1, b3 − 1 = −1.(iii) 022 is a clique of size k = k2.(iv) 82 = ∅.
(v) J˜ and D˜ form a basis forR and A˜ = J˜ − I˜ , I˜ = D˜ − (k − 2) J˜ .
(vi) R =M.
PROOF. (i): Immediate from the comments preceding the Lemma.
(ii): To obtain p222 = k − 1, set µ = k − 1, b2 = 1, and c3 = k in (2) and simplify. Observe
that b3 = 0 so b3 − 1 = −1.
(iii): Immediate from Lemma 3.2(iii) and the comments preceding the Lemma.
(iv): Immediate from Theorem 4.11 since k2 = k.
(v): Observe that dimR = 2 by Lemma 4.9, and since 82 = ∅. Now J˜ and D˜ form a basis
forR by Lemma 4.1. Clearly A˜ = J˜ − I˜ since 022 is a clique. To see that I˜ = D˜ − (k − 2) J˜ ,
set r = 1 in (16) and evaluate the result using (14) and (15).
(vi): This follows from Theorem 4.12 since p222 6= b3 − 1 and 82 = ∅. 2
LEMMA 5.2. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter 3,
and adopt Convention 2.7. Assume that 0 is not an antipodal 2-cover.
(i) k ≥ 3, µ ≤ k − 2.
(ii) p222 = k2 − 1, b3 − 1 = −1.(iii) 022 is a clique of size k2.(iv) 82 = {−1}, mult(−1) = k2 − k.(v) J˜ , D˜, I˜ form a basis forR and A˜ = J˜ − I˜ .
(vi) J˜ ∈M, D˜ 6∈M. In particularR 6=M.
PROOF. (i): We assume that 0 is not an antipodal 2-cover, so µ < k− 1, and it follows that
k ≥ 3.
(ii): To obtain p222 = k2 − 1, set b2 = k − µ and c3 = k in (2) and simplify. Observe that
b3 = 0 so b3 − 1 = −1.
(iii): Immediate from Lemma 3.2(iii).
(iv): Recall that the k2-clique has spectrum {(k2− 1, 1), (−1, k2− 1)}, so the result follows
from Theorem 4.11.
(v): Observe that dimR = 3 by Lemma 4.9, and since |82| = 1. Now J˜ , D˜, and I˜ form a
basis forR by Lemma 4.1. Clearly A˜ = J˜ − I˜ since 022 is a clique.
(vi): Observe that p222 has multiplicity 1 as an eigenvalue of 022 and that the multiplicity of
b3 − 1 = −1 is k2 − 1 > k − 1. Thus J˜ ∈M, D˜ 6∈M, andR 6=M by Theorem 4.12. 2
This completes our treatment of the case d = 3. We henceforth assume that d ≥ 4. We
proceed by considering the following cases: (i) 82 = ∅, (ii) 82 = {−1}, (iii) |82| = 1 but
82 6= {−1}, (iv) |82| = 2 and b3 − 1 ∈ 82, and (v) |82| = 2 but b3 − 1 6∈ 82.
LEMMA 5.3. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 4, and adopt Convention 2.7. Suppose 82 = ∅.
(i) 0 is a 2d-cycle.
(ii) p222 = 0, b3 − 1 = 0.(iii) 022 consists of two disconnected vertices.(iv) J˜ and D˜ form a basis forR and A˜ = 0, I˜ = D˜.
(v) J˜ 6∈M, D˜ ∈M. In particularR 6=M.
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PROOF. (i): Setting82 = ∅ in (22), we find that k2 = k. Applying [3, Proposition 5.1.1(v)]
we find k = 2, and it follows that 0 is 2d-cycle.
(ii)–(v): Routine. 2
LEMMA 5.4. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 4, and adopt Convention 2.7. Suppose 82 = {−1}. Then
(i) c3 = 1, k ≥ 3.
(ii) p222 = k − 2, b3 − 1 = k − 2.
(iii) 022 is a disjoint union of k many cliques of size k − 1.(iv) mult(−1) = k(k − 2).
(v) J˜ , D˜, I˜ form a basis forR and A˜ = D˜ − I˜ .
(vi) J˜ 6∈M, D˜ ∈M. In particularR 6=M.
PROOF. (i), (ii), (iv): Setting 82 = {−1} and b3 = k − c3 in (22) and (23), we obtain
mult(−1) = k2 − k, (30)
−mult(−1) = −p222 − (k − 1)(k − c3 − 1). (31)
Observe that k ≥ 3, otherwise k = 2 and k2 = k, forcing mult(−1) = 0 by (30) and con-
tradicting our assumptions. Observe that equality holds in (4) by Corollary 4.13, and since
|82| = 1. Applying Theorem 2.6, we find that (5) and (6) hold. Adding (30) and (31), elimi-
nating p222 and c3 in the resulting equation with (5) and (6), and simplifying, we obtain
0 = (µ− 1)(k − µ− 1)(k − µ)k.
Observe that µ 6= k and µ 6= k − 1 since d ≥ 4, so µ = 1. Setting µ = 1 in (5), we find that
c3 = 1. Setting µ = 1 in (6), we find that p222 = k − 2. Combining b3 = k − c3 and c3 = 1,
we find that b3 − 1 = k − 2. Setting µ = 1 in (30), we find that mult(−1) = k(k − 2).
(iii) Immediate from Lemma 3.2(v).
(v): Observe that dimR = 3 by Lemma 4.9. Now J˜ , D˜, and I˜ form a basis for R by
Lemma 4.1. By Lemma 4.5(ii) (with B = A˜), we find that
A˜ = p222 E˜0 + (b3 − 1)E˜1 − E˜2. (32)
Eliminating E˜2 in (32) using (16) and eliminating E˜0 and E˜1 in the resulting equation us-
ing (14) and (15), we routinely obtain A˜ = D˜ − I˜ .
(vi): 022 is not connected by (iii) above, so J˜ 6∈M by Lemma 2.2. Observe that D˜ = A˜+ I˜
by (v), so D˜ ∈M. 2
Examples of graphs satisfying the conditions of Lemma 5.4 include the Foster graph, gen-
eralized quadrangles of order (1, t) for t ≥ 2, and generalized hexagons of order (1, t) for
t ≥ 2.
LEMMA 5.5. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 4, and adopt Convention 2.7. Suppose |82| = 1 but 82 6= {−1}. Then the following
hold.
(i) µ ≥ 2, k ≥ 2µ, c3 = µ(µ− 1)(k − 2)k − 3µ+ µ2 + 1.
(ii) p222 =
µ(k − 2)2
k − 3µ+ µ2 , b3 − 1 =
(k − 2µ)(k − 2)
k − 3µ+ µ2 .
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(iii) For all y, z ∈ 02(x) with ∂(y, z) = 2,
|01(x) ∩ 01(y) ∩ 01(z)| = 1+ (µ− 1)(µ− 2)k − 2 . (33)
(iv) 022 is non-trivial strongly regular with parameters
ν˜ = k(k − 1)
µ
, k˜ = µ(k − 2)
2
k − 3µ+ µ2 ,
λ˜ = (k − 2)(k
2 − 6kµ+ 11µ2 − 5µ3 + kµ3)
(k − 3µ+ µ2)2 , µ˜ =
(k − 2)2(µ− 1)µ2
(k − 3µ+ µ2)2 .
(v) 82 = {−µ/γ2} and mult(−µ/γ2) = k2 − k, where γ2 is the scalar on either side of (33).
(vi) J˜ , D˜, I˜ form a basis forR and A˜ = (D˜ − µ I˜ )/γ2.
(vii) R =M.
PROOF. (i), (ii), (v): Let α denote the unique element of 82. Setting 82 = {α} and b3 =
k − c3 in (22) and (23), we obtain
mult(α) = k2 − k, (34)
αmult(α) = −p222 − (k − 1)(k − c3 − 1). (35)
Observe that k ≥ 3, otherwise k = 2 and k2 = k, forcing mult(α) = 0 by (34) and contradict-
ing our assumptions. Observe that equality holds in (4) by Corollary 4.13, and since |82| = 1.
Applying Theorem 2.6, we find that (5) and (6) hold. This gives the value for c3 in (i) and the
value for p222 in (ii). Using b3 = k− c3, we obtain the value for b3−1 in (ii). From this value,
and the observation that b3 − 1 is non-negative, we see that k ≥ 2µ. Adding −α times (34)
and (35), eliminating p222 and c3 in the resulting equation with (6) and (5), and simplifying,
we obtain
0 = k(k − µ− 1)(α(k − 3µ+ µ2)+ µ(k − 2)).
Observe that µ 6= k − 1 since k ≥ 2µ, so
α = −µ(k − 2)/(k − 3µ+ µ2). (36)
Observe that µ 6= 1; otherwise α = −1 by (36), contradicting our assumptions. Hence µ ≥ 2.
Let γ2 denote the scalar on the right side of (33), and observe that γ2 > 0 since µ ≥ 2.
Using (36) we routinely obtain α = −µ/γ2.
(iii): We saw that k ≥ 3, so Theorem 2.6 applies. The three equivalent statements of that
theorem hold by Corollary 4.13.
(iv): To show that 022 is strongly regular, we apply Lemma 2.4. Observe that c3 ≥ µ ≥ 2,
so 022 is connected with diameter 2 by Lemma 3.2. By Theorem 4.11 and (v) above, the
eigenvalues of 022 are p
2
22, b3 − 1, and −µ/γ2. Now 022 is non-trivially strongly regular by
Lemma 2.4. We use the notation of Theorem 2.3 with a tilde ( ˜ ) for the parameters of 022 . To
get our above formulas for ν˜ and k˜, observe that ν˜ = k2 and k˜ = p222 by Lemma 3.2(i), (ii). To
get our above formulas for µ˜ and λ˜, observe by Theorem 2.3 that µ˜ = k˜ + r˜ s˜, λ˜ = µ˜+ r˜ + s˜,
and by the above comments that r˜ = b3 − 1, s˜ = −µ/γ2.
(vi): Observe that dimR = 3 by Lemma 4.9. Now J˜ , D˜, and I˜ form a basis for R by
Lemma 4.1. By Lemma 4.5(ii) (with B = A), we find that
A˜ = p222 E˜0 + (b3 − 1)E˜1 + α E˜2, (37)
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where α = −µ/γ2. Eliminating E˜2 in (37) using (16) and eliminating E˜0 and E˜1 in the
resulting equation using (14) and (15), we routinely obtain A˜ = (D˜ − µ I˜ )/γ2.
(vii): We saw that 022 is connected, so J˜ ∈ M by Lemma 2.2. We saw in (vi) that D˜ is a
linear combination of A˜ and I˜ , so D˜ ∈M. NowR =M by Theorem 4.12(i). 2
Examples of graphs satisfying the conditions of Lemma 5.5 include the Hamming cubes,
the antipodal quotients of the Hamming cubes of even diameter, the Hadamard graphs, and
the antipodal double cover of the Higman–Sims graph.
LEMMA 5.6. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 4, and adopt Convention 2.7. Suppose |82| = 2 and b3 − 1 ∈ 82. Then the following
hold.
(i) (c3 − 1)(k − 3µ+ µ2) > µ(µ− 1)(k − 2). In particular k ≥ 3 and c3 ≥ 2.
(ii) 022 is non-trivially strongly regular with the parameters
ν˜ = k(k − 1)
µ
, λ˜ = k(kµ− 3µ+ 2)+ (k − µ)c3(c3 − 3)
µ(k − 2) − 2,
k˜ = µ(k − 2)+ (k − µ)(c3 − 1)
µ
, µ˜ = (c3 − 1)
(
1+ (k − µ)(c3 − 1)
µ(k − 2)
)
.
(iii) 82 =
{
b3 − 1,−1− (k − µ)(c3 − 1)
µ(k − 2)
}
,
mult(b3 − 1) = (k − µ)(k − 1)(µ(k − 2)+ (k − µ)(c3 − 1))
µ((k − c3 − 1)(kµ− µ− k)+ k2 − 2k) − k + 1,
mult
(
−1− (k − µ)(c3 − 1)
µ(k − 2)
)
= (k − c3)(k − 2)
2k
(k − c3 − 1)(kµ− µ− k)+ k2 − 2k .
(iv) J˜ , D˜, I˜ , and A˜ form a basis forR, and A˜2 = k˜ I˜ + λ˜ A˜ + µ˜( J˜ − I˜ − A˜).
(v) J˜ ∈M, D˜ 6∈M. In particularR 6=M.
(In view of Theorem 4.11, the multiplicity of b3 − 1 as an eigenvalue of 022 is mult(b3 − 1)+
k − 1.)
PROOF. (i): Immediate from Theorem 2.5 and Corollary 4.13.
(iii): Let α denote the unique element of 82 other than b3 − 1. Setting 82 = {b3 − 1, α}
in (22)–(24),
m + n = k2 − k, (38)
(b3 − 1)m + αn = −p222 − (k − 1)(b3 − 1), (39)
(b3 − 1)2m + α2n = k2 p222 − (p222)2 − (k − 1)(b3 − 1)2, (40)
where we abbreviate m = mult(b3 − 1) and n = mult(α). Subtracting b3 − 1 times (38) from
(39),
(α − b3 + 1)n = −p222 − (k2 − 1)(b3 − 1). (41)
Recall that α 6= b3 − 1, so neither side of (41) is zero. Subtracting (b3 − 1)2 times (38)
from (40), and dividing the result by (41), we obtain
α + b3 − 1 = (p
2
22)
2 − k2 p222 + (k2 − 1)(b3 − 1)2
1+ p222 + k2(b3 − 1)− b3
,
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and it follows that
α = −1− (k − µ)(c3 − 1)
µ(k − 2) . (42)
To obtain n, eliminate α in (41) using (42). Evaluating (38) using this we obtain m.
(ii): To show that 022 is strongly regular, we apply Lemma 2.4. We saw that c3 ≥ 2 in
(i) above, so 022 is connected with diameter 2 by Lemma 3.2(iv). 022 has eigenvalues p222,
b3− 1, and α by Theorem 4.11, so 022 is non-trivially strongly regular by Lemma 2.4. We use
the notation of Theorem 2.3 with a tilde ( ˜ ) for the parameters of 022 . To obtain the above
formulas for ν˜ and k˜, observe that ν˜ = k2 and k˜ = p222 by Lemma 3.2(i), (ii). To obtain the
above formulas for µ˜ and λ˜, observe by Theorem 2.3 that µ˜ = k˜ + r˜ s˜, λ˜ = µ˜+ r˜ + s˜, and by
the above comments that r˜ = b3 − 1, s˜ = α.
(iv): Observe that dimR = 4 by Lemma 4.9. Now J˜ , D˜, I˜ , and A˜ form a basis for R by
Lemma 4.1. It is clear from the fact that 022 is strongly regular that A˜
2 = k˜ I˜ + λ˜ A˜ + µ˜( J˜ −
I˜ − A˜).
(v): We saw that 022 is connected, so J˜ ∈M by Lemma 2.2. Observe that the multiplicity of
b3 − 1 as an eigenvalue of 022 is greater than k − 1 by Theorem 4.11, so D˜ 6∈M by Theorem
4.12(iii). NowR 6=M by Theorem 4.12(i). 2
We know of no examples satisfying the conditions of Lemma 5.6.
LEMMA 5.7. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 4, and adopt Convention 2.7. Suppose |82| = 2 and b3 − 1 6∈ 82.
(i) (c3 − 1)(k − 3µ+ µ2) > µ(µ− 1)(k − 2). In particular k ≥ 3 and c3 ≥ 2.
(ii) For all y, z ∈ 02(x) with ∂(y, z) = 4, the number
µ˜ := |02(x) ∩ 02(y) ∩ 02(z)|
is independent of y and z. Thus in 022 each pair of distinct non-adjacent vertices has µ˜
many common neighbors.
(iii) J˜ , D˜, I˜ , and A˜ form a basis forR. Moreover A˜2 = σJ J˜ + σD D˜ + σI I˜ + σA A˜, where
σJ = µ˜,
σD = b3(µ˜(k − 2)− (c3 − 1)p222)/1,
σI = p222 − µ˜− µσD,
σA = p222 − (µ˜k2 + σDµ(k − 1)+ σI )/p222,
and where 1 = (c3 − 1)(k − 3µ+ µ2)− µ(µ− 1)(k − 2).
(iv) The elements of82 are the roots of the quadratic equation y2−σA y−σI = 0. Denoting
these roots by α and α′,
mult(α) = (aα′ + b)/(α′ − α), (43)
mult(α′) = (aα + b)/(α − α′), (44)
where
a = k2 − k,
b = p222 + (k − 1)(b3 − 1).
(v) R =M.
The local structure of a bipartite distance-regular graph 755
PROOF. (i): Immediate from Theorem 2.5 and Corollary 4.13.
(ii), (iii): Observe that dimR = 4 by Lemma 4.9. Now J˜ , D˜, I˜ , and A˜ form a basis for R
by Lemma 4.1. Apparently there exist scalars σJ , σD , σI , and σA such that
A˜2 = σJ J˜ + σD D˜ + σI I˜ + σA A˜. (45)
Pick any y, z ∈ 02(x) such that ∂(y, z) = 4, and consider the (y, z)-entry of (45). Observe
that the (y, z)-entry of A˜2 is |02(x)∩02(y)∩02(z)|. One readily checks that the (y, z)-entries
of J˜ , D˜, I˜ , and A˜ are 1, 0, 0, 0, respectively, so
|02(x) ∩ 02(y) ∩ 02(z)| = σJ . (46)
In particular the left side of (46) is independent of y and z.
Next we pick any y ∈ 02(x) and consider the (y, y)-entry of (45). Observe that the (y, y)-
entries of A˜2, J˜ , D˜, I˜ , and A˜ are p222, 1, µ, 1, 0, respectively, so
p222 = σJ + σDµ+ σI . (47)
Applying the trivial characters χ0 and χ1 to (45) and simplifying with Lemmas 4.5(i), 4.6(i),
and 4.6(ii), we obtain
(p222)
2 = σJ k2 + σDµ(k − 1)+ σI + σA p222, (48)
(b3 − 1)2 = σDb2 + σI + σA(b3 − 1). (49)
Viewing (47)–(49) as equations in the unknowns σD , σI , and σA, the coefficient matrix has
determinant p222(b2 − µ)− µ(b3 − 1)(k − 2) = k1/µ, and this is non-zero by (i) above. To
complete the proof, solve (47)–(49) for σD , σI , and σA in terms of σJ .
(iv): Let α and α′ denote the elements of 82. By Lemma 4.7 and Definition 4.8, there exist
unique non-trivial characters χ and χ ′ of R such that χ( A˜) = α and χ ′( A˜) = α′. Applying
χ and χ ′ to (45), and evaluating the result using Lemmas 4.5(i) and 4.6(iii), we obtain
α2 = σI + σAα, α′2 = σI + σAα′.
We now see that α and α′ are the roots of y2 − σA y − σI .
Setting 82 = {α, α′} in (22) and (23), we obtain
m + m′ = k2 − k, (50)
αm + α′m′ = −p222 − (k − 1)(b3 − 1), (51)
where we abbreviate m = mult(α) and m′ = mult(α′). Solving (50) and (51) for m and m′,
we routinely obtain (43) and (44).
(v): Recall that c3 > 1 by (i) above, so 022 is connected by Lemma 3.2(iv). Now J˜ ∈M by
Lemma 2.2. By assumption b3−1 does not appear in82, so by Theorem 4.11 the multiplicity
of b3−1 as an eigenvalue of 022 is exactly k−1. Now D˜ ∈M by Lemma 4.12(iii), soR =M
by Lemma 4.12(i). 2
Examples of graphs satisfying the conditions of Lemma 5.7 include certain dual polar
graphs (those of type [Dm(q)], in notation of [3]) and the graphs (B4), (B10) on page 212
of [3].
COROLLARY 5.8. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 4, and adopt Convention 2.7. Suppose |82| = 2 and b3 − 1 6∈ 82. Let α and α′ be as in
Lemma 5.7.
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(i) α + α′ = σA, αα′ = −σI .
(ii) σI and σA are integers. In particular, α and α′ are either both integers or else conjugate
algebraic integers.
(iii) (b3 − 1− α)(b3 − 1− α′) = b2σD . In particular, b2σD is a non-zero integer.
(iv) (p222−α)(p222−α′) = µ˜k2+σDµ(k−1). In particular, µ˜k2+σDµ(k−1) is a positive
integer, and σDµ(k − 1) is an integer.(v) Suppose α and α′ are not integers. Then mult(α) = mult(α′).
(vi) mult(α) = mult(α′) if and only if σA = −2b/a, where a and b are from Lemma 5.7(iv).
PROOF. (i): Recall that α and α′ are the roots of y2 − σA y − σI = 0 by Lemma 5.7(iv).
(ii): The scalars α and α′ are eigenvalues of 022 . It follows that they are algebraic integers,
since the adjacency matrix of 022 has integer entries. Combining this with (i), we see that σA
and σI are algebraic integers. Note that σA and σI are both rational by Lemma 5.7(iii), so they
are integers.
(iii): By (i) and (49),
(b3 − 1− α)(b3 − 1− α′) = (b3 − 1)2 − (b3 − 1)(α + α′)+ αα′
= (b3 − 1)2 − σA(b3 − 1)− σI
= b2σD.
Moreover, α 6= b3 − 1, α′ 6= b3 − 1 since b3 − 1 6∈ 82.
(iv): By (i) and (48),
(p222 − α)(p222 − α′) = (p222)2 − p222(α + α′)+ αα′
= (p222)2 − σA p222 − σI
= µ˜k2 + σDµ(k − 1).
Recall that p222 is the maximal eigenvalue of 0
2
2 by Lemma 2.1, so p
2
22 ≥ α, p222 ≥ α′. In fact
p222 > α, p
2
22 > α
′
. To see this recall that 022 is connected, so p
2
22 appears with multiplicity 1
as an eigenvalue of 022 . It follows from Theorem 4.11 that p
2
22 6= α, p222 6= α′.
(v): See [10, Theorem 2.6].
(vi): By (43), (44), and (i)
mult(α)−mult(α′) = (a(α + α′)+ 2b)/(α′ − α)
= (aσA + 2b)/(α′ − α),
and the result follows. 2
COROLLARY 5.9. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 4, and adopt Convention 2.7. Suppose |82| = 2 and b3 − 1 6∈ 82.
(i) p222 ≥ µ˜ ≥ 2c3 − 2.
(ii) µ˜ > µ(c3 − 1)b3 p
2
22
b2(p222 − c3 + 1)
.
(iii) µ3mm′(σ 2A + 4σI ) = (k − 1)b3k21, where m = mult(α), m′ = mult(α′).
PROOF. (i): Fix y, z ∈ 02(x) with ∂(y, z) = 4. To obtain p222 ≥ µ˜, observe that
02(x) ∩ 02(y) ⊇ 02(x) ∩ 02(y) ∩ 02(z). (52)
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The cardinality of the left side of (52) is p222 and the cardinality of the right side is µ˜, so
p222 ≥ µ˜.
To obtain µ˜ ≥ 2c3 − 2, consider the following three sets of ordered pairs:
N = {rs|r ∈ 02(x) ∩ 02(y) ∩ 02(z), s ∈ 01(x) ∩ 01(r)},
Ny = {rs|s ∈ 01(x) ∩ 01(y), r ∈ 01(s) ∩ 02(x) ∩ 02(z)},
Nz = {rs|s ∈ 01(x) ∩ 01(z), r ∈ 01(s) ∩ 02(x) ∩ 02(y)}.
Observe that Ny ⊆ N , Nz ⊆ N , and Ny ∩ Nz = ∅, so
|Ny | + |Nz | ≤ |N |. (53)
To obtain |N |, observe that there are exactly µ˜ choices for r , and given r , there are exactly
µ choices for s, so
|N | = µµ˜. (54)
To obtain |Ny |, observe that there are exactly µ choices for s, and given s, there are exactly
c3 − 1 choices for r , so
|Ny | = µ(c3 − 1). (55)
Similarly
|Nz | = µ(c3 − 1). (56)
Evaluating (53) using (54)–(56), we obtain µ˜ ≥ 2c3 − 2.
(ii): By Corollary 5.8(iv),
µ˜k2 + σDµ(k − 1) > 0. (57)
Eliminating σD in (57) using Lemmas 5.7(i), (iii), and simplifying the result with (1) and (2),
we obtain
µ˜b2(p222 − c3 + 1) > µ(c3 − 1)b3 p222.
Observe that p222 − c3 + 1 is positive by (i) above; dividing by this factor we get the result.
(iii): Let α and α′ be as in Lemma 5.7, and observe that
mm′(σ 2A + 4σI ) = mm′(α − α′)2 (by Corollary 5.8)= −(aα + b)(aα′ + b) (by (43), (44))
= −a2αα′ − ab(α + α′)− b2
= a2σI − abσA − b2 (by Corollary 5.8)
= µ−3(k − 1)b3k21 (by Lemma 5.7(iii), (iv)). 2
We conclude with a few observations about the case |82| > 2.
LEMMA 5.10. Let 0 = (X, E) denote a bipartite distance-regular graph with diameter
d ≥ 4, and adopt Convention 2.7. Suppose |82| ≥ 3. Then the following hold.
(i) (c3 − 1)(k − 3µ+ µ2) > µ(µ− 1)(k − 2). In particular k ≥ 3 and c3 ≥ 2.
(ii) 022 is connected with diameter 2, but not strongly regular.
PROOF. (i): Immediate from Theorem 2.5 and Corollary 4.13.
(ii): Recall that c3 > 1 by (i) above, so 022 is connected with diameter 2 by Lemma 3.2(iv).
We now show that 022 is not strongly regular. By Lemma 2.4, it suffices to show that 0
2
2
has at least four distinct eigenvalues. By assumption 82 has at least three elements, and they
are distinct and eigenvalues of 022 . By Lemma 2.1, p
2
22 appears as an eigenvalue of 0
2
2 with
multiplicity 1, so p222 6∈ 82 in view of Theorem 4.11. It follows that 022 has at least four
distinct eigenvalues, so 022 is not strongly regular. 2
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This completes our discussion of the properties of 0 and 022 according to the size of82. For
larger |82| it is difficult to draw any conclusions about 022 . However, the results of [10, 13]
may be of use in the case |82| = 3, b3 − 1 ∈ 82. We know of no examples of graphs in
this case, however. There are examples of bipartite distance-regular graphs with |82| = 3,
b3 − 1 6∈ 82, including the doubled Grassman graphs.
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