We present a simple setup to implement truly random number generator based on the measurement of the laser phase noise. From the entropy point of view, we estimate the number of truly random bits that can be extracted from the sampled Byte. With a simple method of adopting the m-least-significant-bit, we amplify the entropy of the original bit sequence and realize a truly random bit generation rate of 300 Mbps. c 2010 Optical Society of America OCIS codes: 270.2500, 270.5568.
increases the random number generation rate but introduces additional correlations. The proper number of bits extracted from the recorded data can be estimated by randomness evaluation.
In this Letter, we propose a simple method to evaluate the randomness from the entropy point of view, which gives the upper and lower estimations of the maximal bits that can be extracted from one measurement. The laser phase noise (Gaussian random variable [5] ) measurement based TRNG scheme is adopted, where a single-mode vertical cavity surface emitting laser (VCSEL) is used and sampled by an ADC. After entropy amplification by bit extraction, we realize a 300 Mbps TRNG, which passes three standard statistical tests. Note that this bit extraction method is also applicable for other random sources.
The schematic setup is shown in Fig. 1 (see also [1] ) and the delayed self-homodyne method is used to measure the phase noise of the VCSEL. The beat signal of E(t) and E(t + τ ) is detected by the avalanche photodetector (APD) and sampled at f s = 100 MHz by the 8-bit binary ADC. When the delay time is much longer than the coherence time of laser (τ ≫ τ coh ), the autocorrelation function of the laser electric field is eliminated [6] , i.e., E * (t)E(t + τ ) ∝ exp(−|τ |/τ coh ) → 0, where τ coh = (π∆ν Laser ) −1 and ∆ν Laser is the laser linewidth. In this case, the beat signal of these two mutually independent laser fields can be considered as a good candidate to implement TRNG.
Since the phase noise of the laser is inversely proportional to the laser power, while the classical noises are laser power independent [7] , we choose working current just above the threshold current to ensure that the phase noise is dominant and the true randomness can thus be guaranteed. In experiment, a 795 nm VCSEL laser works at 1.4 mA (threshold current 1.3 mA), and its linewidth is ∆ν Laser = 120 MHz (τ coh = 2.65 ns). With delay time τ = 5 ns, the power spectral density of the beat signal is shown in Fig. 2 (a) . In Fig. 2 (b) , we calculate the autocorrelation function R beat (t) from the power density spectrum in Fig. 2 (a) using Wiener-Khintchine theorem [8] . Without any post-processing, the autocorrelation of the laser source sampled by 8-bit ADC at 100 MHz (time delay 10 ns) is smaller than 10 −2 . Due to the dependence on the external parameters in the experiment, the sampled original data digitized by an 8-bit ADC is biased. To reduce the bias, we perform a simple exclusive-OR post-processing between every two 8-bit original data, which is a common method to improve the randomness of RNG [9] . After the bit extraction, the histogram of the data is shown in Fig. 3 (a), well fitted with a Gaussian profile. Since truly randomness should have a uniform distributed histogram with Shannon entropy of 8 bits per Byte, the randomness in this original data is limited by the correlation within the Byte. To evaluate the randomness, we calculate Shannon entropy using the experiment results (histogram data):
. This can roughly be viewed as that this data can extract 7.1925 random bits out of every Byte using appropriate, yet maybe complicated bit extraction postprocessing. To assure that Shannon entropy can evaluate the randomness of the source, we calculate the entropy of laser source according to its Gaussian fitting curve ( Fig. 3 (a) ) using
, where σ is the standard deviation of Gaussian profile. The result of the entropy of the laser source is H ′ S = 7.2685 bits per Byte, and experiments show these two values of Shannon entropy get closer when the size of the data is larger.
To avoid complicated post-processing, adopting m-least-significant-bit (m-LSB) out of each Byte is an efficient method to amplify the randomness. But this method is not strong in eliminating the correlation, and extracting 7-LSB according to Shannon entropy cannot pass the random tests. Therefore, we change the randomness indicator to min-Entropy, H min = − log 2 {max(p i )}, which uses only the maximal probability and represents the worst-case scenario [10] . By simply adopting the last 6-bit in each Byte according to the result, H min = 6.5083 bits per Byte, the histogram of the new random bit sequence shows good uniformity (inset of Fig. 3 (a) ) and represents good randomness. Hence, we can consider Shannon entropy and min-entropy, respectively, as the upper and lower estimations of the randomness of the laser source.
For true randomness, Shannon entropy and min-entropy have the same value and both equal 8 bits per Byte. In our experiments, after the bit extraction process, the values of these two entropies are amplified to 7.99996 and 7.98333 bits per Byte, respectively. To further illustrate the entropy amplification, we calculate the normalized entropy H nor = H(m)/m of the random bit sequence before and after bit extraction (Fig. 3 (b) ), where H(m) represents Shannon entropy with the length of tested-bit sequences m. Since Shannon entropy holds H(m) = m for true randomness, normalized entropy should be unity for any m. It can be seen from Fig. 3 (b) that, after bit extraction, the entropy of the random bit sequence is amplified and gets much closer to unity.
For randomness tests, we continuously record a final random bit sequence of 1 Gbit, and it passes all three standard random tests, i.e., ENT: a pseudorandom number sequence test program [11] , Diehard: a battery of tests of randomness [12] , and NIST-STS: the National Institute of Standards and Technology-Statistical Test Suite [13] . The ENT results are: entropy = 1.000000 bit per bit (the optimum compression would reduce the bit file by 0%). χ 2 distribution is 0.13 (randomly would exceed this value less than 96.47% of the times).
Arithmetic mean value of data bits is 0.5000 (0.5 = random). Monte Carlo value for π is 3.141676275. Serial correlation coefficient is 0.000041. The results of Diehard and STS test are shown in Fig. 4 (a) and (b), respectively. In summary, we implement a simple and compact TRNG based on the measurement of the laser phase noise, which passes all three standard statistical random tests. To amplify the entropy, we estimate the maximal bits that can be extracted from each sampled Byte by LSB-adoption, and realize a 300 Mbps truly random number generation rate.
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