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Abstract. The concepts of rough and definite objects are relatively
more determinate than those of granules and granulation in general rough
set theory (RST) [1]. Representation of rough objects can however de-
pend on the dialectical relation between granulation and definiteness. In
this research, we exactify this aspect in RST over proto-transitive ap-
proximation spaces. This approach can be directly extended to many
other types of RST. These are used for formulating an extended concept
of knowledge interpretation (KI)(relative the situation for classical RST)
and the problem of knowledge representation (KR) is solved. These will
be of direct interest in granular KR in RST as developed by the present
author [2] and of rough objects in general. In [3], these have already
been used for five different semantics by the present author. This is an
extended version of [4] with key examples and more results.
keywords: Rough Objects, Proto Transitivity, Granulation, RYS, Lat-
tice Theory of Definite Objects, Axiomatic Theory of Granules, Contam-
ination Problem, Granular Knowledge, Knowledge Representation.
1 Introduction
General transitive relations are of much interest in a wide variety of application
scenarios including vagueness and preference. But the semantics for the former
cases have not been considered in the literature prior to this and [3] by the
present author. Here we develop the KI over a granular representation of rough
objects. We also show the gaping holes in meaning that would be left by omitting
granularity in the considerations.
Rough objects as explained in [5,1] are collections of objects in a classical
domain (Meta-C) that appear to be indistinguishable among themselves in an-
other rough semantic domain (Meta-R). But their representation in most RSTs
in purely order theoretic terms is not known. In this research paper, we do this
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for a specific type of RST over proto-transitive approximation spaces (PRAS)
developed recently by the present author in [3]. The method can be directly
extended to many other types of RST. In [3], five different algebraic semantics
in slightly different rough semantic domains are also developed by the present
author. In general, rough objects correspond to concepts in the Pawlak-sense KI
as they correspond to the objects that can be perceived in the rough semantic
domain . Here we focus on the generalized approach to granular KI in general
RST initiated in [2]. Relative the extended KI in a semantic domain placed be-
tween the classical (Meta-C) and Meta-R (of rough objects), the problem of KR
is solved for reflexive PRAS (PRAX).
From a simplified view, rough objects may be represented by pairs or tuples
of definite objects under some conditions. In classical RST, definite objects are
precisely those that satisfy xl = xu = x. Pairs of definite objects of the form
(a, b) satisfying a ⊆ b necessarily represent rough objects and every rough object
can be so represented. Further intervals of the form ]a, b[ = {c : a ⊂ c ⊂ b, }
represent rough objects if and only if b covers a. However not all intervals of the
form correspond to rough objects without the covering condition. This relation
becomes more complicated in more general RSTs as in the case of PRAX. We
characterize this in this research.
Classical RST is RST starting from an approximation space of the form 〈S, R〉
with S being a set and R being an equivalence relation on S. Weak transitivity
of [6] is proto-transitivity here and distinct from the usage in [7].
Definition 1. A binary relation R on a set S is said to be weakly-transitive,
transitive or proto-transitive respectively on S if and only if S satisfies
⋆ (∀x, y, z)(Rxy, Ryz& x 6= y 6= z −→ Rxz) (i.e. (R ◦R) \∆S ⊆ R (where
◦ is relation composition) , or
⋆ (∀x, y, z)(Rxy&Ryz −→ Rxz) (i.e. (R ◦R) ⊆ R), or
⋆ (∀x, y, z)(Rxy, Ryz, Ryx, Rzy& x 6= y 6= z −→ Rxz), respectively. Proto-
transitivity of R is equivalent to R ∩R−1 = τ(R) being weakly transitive.
Ref(S), rτ(S), wτ(S), pτ(S), EQ(S) will respectively denote the set of re-
flexive, transitive, weakly transitive, proto transitive, and equivalence relations
on the set S respectively.
Proposition 1. In general, wτ(S) ⊆ pτ(S). If R ∈ Ref(S), then R ∈ pτ(S) if
and only if τ(R) ∈ EQ(S).
1.1 Granules and Granular Computing Paradigms
The idea of granular computing is as old as human evolution. Even in the avail-
able information on earliest human habitations and dwellings, it is possible to
identify a primitive granular computing process (PGCP) at work. This can for
example be seen from the stone houses, dating to 3500 BCE, used in what is
present-day Scotland. The main features of this and other primitive versions of
the paradigm may be seen to be
– Problem requirements are not rigid.
– Concept of granules may be vague.
– Little effort on formalization right up to approximately the middle of the
previous century.
– Scope of abstraction is very limited.
– Concept of granules may be concrete or abstract (relative all materialist
viewpoints).
The precision based granular computing paradigm, traceable to Moore and
Shannon’s paper [8], will be referred to as the classical granular computing
paradigm CGCP is usually understood as the granular computing paradigm (The
reader may note that the idea is vaguely present in [9]). The distinct terminology
would be useful to keep track of the differences with other paradigms. CGCP
has since been adapted to fuzzy and rough set theories in different ways.
Granules may be assumed to subsume the concept of information granules
– information at some level of precision. In granular approaches to both rough
and fuzzy sets, we are usually concerned with such types of granules. Some of
the fragments involved in applying CGCP may be:
– Paradigm Fragment-1: Granules can exist at different levels of precision.
– Paradigm Fragment-2: Among the many precision levels, choose a precision
level at which the problem at hand is solved.
– Paradigm Fragment-3: Granulations (granules at specific levels or processes)
form a hierarchy (later development).
– Paradigm Fragment-4: It is possible to easily switch between precision levels.
– Paradigm Fragment-5: The problem under investigation may be represented
by the hierarchy of multiple levels of granulations.
The not so independent stages of development of the different granular com-
puting paradigms is stated below:
– Classical Primitive Paradigm till middle of previous century.
– CGCP: Since Shannon’s information theory
– CGCP in fuzzy set theory. It is natural for most real-valued types of fuzzy
sets, but even in such domains unsatisfactory results are normal. For one
thing linguistic hedges have little to do with numbers. A useful reference
would be [10].
– For a long period (up to 2008 or so), the adaptation of CGCP for RST
has been based solely on precision and related philosophical aspects. The
adaptation is described for example in [11]. In the same paper the hierarchical
structure of granulations is also stressed. This and many later papers on
CGCP (like [12]) in rough sets speak of structure of granulations.
– Some Papers with explicit reference to multiple types of granules from a
semantic viewpoint include [13,5,14,15,16].
– The axiomatic approach to granularity initiated in [5] has been developed by
the present author in the direction of contamination reduction in [1]. From
the order-theoretic/algebraic point of view, the deviation is in a very new
direction relative the precision-based paradigm. The paradigm shift includes
a new approach to measures.
There are other adaptations of CGCP to soft computing like [17] that we
will not consider.
Unless the underlying language is restricted, granulations can bear upon
the theory with unlimited diversity. Thus for example in classical RST, we can
take any of the following as granulations: collection of equivalence classes, com-
plements of equivalence classes, other partitions on the universal set S, other
partition in S, set of finite subsets of S and set of finite subsets of S of cardinal-
ity greater than 2. This is also among the many motivations for the axiomatic
approach.
A formal simplified version of the the axiomatic approach to granules is in
[18]. The axiomatic theory is capable of handling most contexts and is intended
to permit relaxation of set-theoretic axioms at a later stage. The axioms are con-
sidered in the framework of Rough Y-Systems (RYS) that maybe seen as a gener-
alized form of abstract approximation spaces [19] and approximation framework
[20]. It includes relation-based RST, cover-based RST and more. These struc-
tures are provided with enough structure so that a classical semantic domain
(Meta-C) and at least one rough semantic domain (called Meta-R) of roughly
equivalent objects along with admissible operations and predicates are associa-
ble. But the exact way of association is not something absolute as there is no
real end to recursive approximation processes of objects.
Paradigms do matter in the granular knowledge context in a highly non
trivial way.
2 Motivation and Examples
Generalized transitive relations occur frequently in general information systems,
but are often not recognized as such and there is hope for improved semantics
and KI relative the situation for purely reflexive relation based RST. Not all of the
definable approximations have been investigated in even closely related struc-
tures of general RST. Contamination-free semantics [1] for the contexts are also
not known. Finally these relate to RYS and variants. A proper characterization
of roughly equal (requal) objects is also motivated by [1].
2.1 Example-1
Let § = {a, b, c, e, f, g, h, l, n} and let R be a binary relation on it defined via
R = {(a, a), (l, l), (n, n), (n, h), (h, n), (l, n), (g, c), (c, g),
(g, l), (b, g), (g, b), (h, g), (a, b), (b, c), (h, a), (a, c)}. Then 〈S, R〉 is a PRAS.
If P is the reflexive closure of R (that is P = R ∪ ∆S), then 〈S, P 〉 is a
PRAX. The successor neighbourhoods associated with different elements of S
are as follows (E is a variable taking values in S):
E a b c g e f h l n
[E] {a, h} {b, c, g} {b, c, g} {b, c, g, h} {e} {f} {h, n} {l, g} {n, l, g, h}
[E]o {a} {b, c, g} {b, c, g} {b, c, g} {e} {f} {h, n} {l} {n, h}
If A = {a, h, f}, then
Al = {a, h, f}, whileAlo = {a, f} and Alo ⊂ Al.
If F = {l}, then
F l = ∅, whileF lo = F and F l ⊂ F lo .
Now let Z = N ∪ S ∪ X , where N is the set of naturals, X is the set of
elements of the infinite sequences {xi}, {yj}. Let Q be a relation on Z such that
Q ∩ S2 = P , Q ∩N2 be some equivalence. Further let
(∀i ∈ N)(i, x3i+1), (x2i, i), (xi, xi+1), (yi, yi+1) ∈ Q. For any i ∈ N , let Pi =
{yk : k 6= 2j&k < i} ∪ {x2j : 2j < i} - this will be used in later sections. The
extension of the example to involve nets and densely ordered subsets is standard.
2.2 Caste Hierarchies and Interaction
The caste system and religion are among the deep-seated evils of Indian soci-
ety that often cut across socio-economic classes and level of education. For the
formulation of strategies aimed at large groups of people towards the elimina-
tion of such evils it would be fruitful to study interaction of people belonging to
different castes and religions on different social fronts.
Most of these castes would have multiple subcaste hierarchies in addition.
Social interactions are necessarily constrained by their type and untouchability
perception. If x, y are two castes, then with respect to a possible social in-
teraction α, people belonging to x will either regard people belonging to y as
untouchable or otherwise. As the universality is so total, it is possible to write
Uαxy to mean that y is untouchable for x for the interaction α. Usually this is
a assymmetric relation and y would be perceived as a lower caste by members
of x and many others.
Other predicates will of course be involved in deciding on the possibility of
the social interaction, but if Uαxy then the interaction is forbidden relative x. If
α is ”context of possible marriage”, then the complementary relation (Cα say)
is a reflexive proto-transitive relation. For various other modes of interaction
similar relations may be found.
In devising remedial educational programmes targeted at mixed groups, it
would be important to understand approximate perceptions of the group and
the semantics of PRAX would be very relevant.
3 Approximations Unlimited in a PRAX
Definition 2. By a Proto Approximation Space S (PRAS for short), we will
mean a pair of the form 〈S, R〉 with S being a set and R being a proto-transitive
relation on it. If R is also reflexive, then it will be called a Reflexive Proto
Approximation Space (PRAX) for short). In general, we will assume that S is
infinite.
If S is a PRAX or a PRAS, then we will respectively denote successor neigh-
bourhoods, and symmetrized successor neighbourhoods generated by an element
x ∈ S as follows:
[x] = {y; Ryx} [x]o = {y; Ryx&Rxy}.
Definition 3. If A ⊆ S is an arbitrary subset of a PRAX or a PRAS S, then let
Upper Proto: Au =
⋃
[x]∩A 6=∅ [x].
Lower Proto: Al =
⋃
[x]⊆A [x].
Symmetrized Upper Proto Auo =
⋃
[x]o∩A 6=∅
[x]o.
Symmetrized Lower Proto Alo =
⋃
[x]o⊆A
[x]o.
Point-wise Upper Au+ = {x : [x] ∩A 6= ∅}.
Point-wise Lower Al+ = {x : [x] ⊆ A} .
Proposition 2. In a PRAX S and for a subset A ⊆ S, all of the following hold:
⋆ (∀x) [x]o ⊆ [x]
⋆ It is possible that Al 6= Al+ and in general, Al ‖ Alo.
Proof. The proof of the first two parts are easy. For the third, we chase the
argument up to a trivial counter example. We have already provided a counter
example for this. ⋃
[x]⊆A
[x] ⊆
⋃
[x]o⊆A
[x] ⊇
⋃
[x]o⊆A
[x]o
⋃
[x]o⊆A
[x]o ⊇
⋃
[x]⊆A
[x]o ⊆
⋃
[x]⊆A
[x].
⊓⊔
Proposition 3. For any subset A of a PRAX S, Auo ⊆ Au.
Proof. Since [x]o ∩ A 6= ∅, therefore
Auo =
⋃
[x]o∩A 6=∅
[x]o ⊆
⋃
[x]∩A 6=∅
[x]o ⊆ A
uo =
⋃
[x]∩A 6=∅
[x] = Au.
⊓⊔
Definition 4. In a PRAX S, if X is an approximation operator, then by a X-
definite element, we will mean a subset A satisfying AX = A. The set of all
X-definite elements will be denoted by δX(S), while the set of X and Y -definite
elements (Y being another approximation operator) will be denoted by δXY (S).
Definition 5. In a PRAX S, a subset A will be said to be respectively lower
proto-definite or upper proto definite if and only if Al = A or Au = A holds
respectively. A will be said to be proto-definite if and only if it is both upper and
lower proto-definite.
Proposition 4. In a PRAX S, δu(S) is a complete sublattice of ℘(S) with re-
spect to inclusion.
Proof. As R is reflexive, if A, B are upper proto definite, then A∪B and A∩B
are both upper proto definite. So the result holds. ⊓⊔
Proposition 5. In a PRAX S, δlo(S) = δuo(S).
Theorem 1. In a PRAX S, the following hold:
⋆ δu(S) ⊆ δuo(S).
⋆ δl(S) ‖ δlo(S) in general.
Proof. If A ∈ δu, then (∀x ∈ A)[x] ⊆ A and (∀x ∈ Ac)[x] ∩ A = ∅.
So (∀x ∈ Ac) [x]o ∩ A = ∅. But as A ⊆ Auo is necessary, we must have
A ∈ δuo. ⊓⊔
Theorem 2. In a PRAS S, it is possible that δu * δuo.
Remark 1. Au+, Al+ have relatively been more commonly used in the literature
and have also been the only kind of approximation studied in [21] for example
(the inverse relation is also considered from the same perspective). The main
features of these is stated in the following theorem.
Theorem 3. If u+, l+ are treated as self maps on the power-set ℘(S), S being
a PRAX or a PRAS then all of the following hold:
⋆ (∀x)xcl+ = xu+c, xcu+ = xl+c - that is l+ and u+ are mutually dual
⋆ l+, u+ are monotone.
⋆ l+ is a complete ∧-morphism, while u+ is a ∨-morphism.
⋆ ∂(x) = ∂(xc), where partial stands for the boundary operator.
⋆ ℑ(u+) is an interior system while ℑ(l+) is a closure system.
⋆ ℑ(u+) and ℑ(l+) are dually isomorphic lattices.
Theorem 4. In a PRAX S, (∀A)Al+ ⊆ Al, Au+ ⊆ Au.
Proof. ⋆ If x ∈ Al+, then [x] ⊆ A and so [x] ⊆ Al, x ∈ Al.
⋆ If x ∈ Al, then (∃y ∈ A)[y] ⊆ A, Rxy. But it is possible that [x] * A,
therefore it is possible that x /∈ Al+ and Al * Al+.
⋆ If x ∈ Au+, then [x] ∩A 6= ∅, so x ∈ Au.
⋆ So Au+ ⊆ Au.
⋆ Note that x ∈ Au, if and only if (∃z ∈ S)x ∈ [z], [z] ∩ A 6= ∅, but this does
not imply x ∈ Au+.
Theorem 5. In a PRAX S, (∀A,B ∈ ℘(S))Al ∪Bl ⊆ (A ∪B)l.
Proof. For any A,B ∈ ℘S, x ∈ (A ∪B)l
⇔ (∃y ∈ (A ∪B))x ∈ [y] ⊆ A ∪B.
⇔ (∃y ∈ A)x ∈ [y] ⊆ A ∪B or (∃y ∈ B)x ∈ [y] ⊆ A ∪B.
⇔ (∃y ∈ A)x ∈ [y] ⊆ A or (∃y ∈ A)x ∈ [y] ⊆ B or (∃y ∈ B)x ∈ [y] ⊆ A or
(∃y ∈ B)x ∈ [y] ⊆ B
Clearly the last statement is implied by x ∈ Al ∪Bl.
Theorem 6. In a PRAX S, (∀A,B ∈ ℘(S)) (A ∩B)l ⊆ Al ∩Bl.
Proof. For any A,B ∈ ℘S, x ∈ (A ∩B)l
⇔ x ∈ A ∩B
⇔ (∃y ∈ A ∩B)x ∈ [y] ⊆ A ∩B and x ∈ A, x ∈ B
⇔ (∃y ∈ A)x ∈ [y] ⊆ A and (∃y ∈ B)x ∈ [y] ⊆ B
Clearly the last statement implies x ∈ Al&x ∈ Bl, but the converse is not true
in general. ⊓⊔
Theorem 7. In a PRAX S, all of the following hold:
1. (∀A,B ∈ ℘(S)) (A ∩B)l+ = Al+ ∩Bl+
2. (∀A,B ∈ ℘(S))Al+ ∪Bl+ ⊆ (A ∪B)l+
3. (∀A ∈ ℘(S)) (Al+)c = (Ac)u+
Proof. 1. x ∈ (A ∩B)l+
⇔ [x] ⊆ A ∩B
⇔ [x] ⊆ A and [x] ⊆ B
⇔ x ∈ xAl+ and x ∈ Bl+.
2. x ∈ Al+ ∪Bl+
⇔ [x] ⊆ Al+ or [x] ⊆ Bl+
⇔ [x] ⊆ A or [x] ⊆ B
⇒ [x] ⊆ A ∪B ⇔ x ∈ (A ∪B)l+.
3. z ∈ Al+c
⇔ z /∈ Al+
⇔ [z] * A
⇔ z ∩ Ac 6= ∅
⊓⊔
Theorem 8. In a PRAX S, all of the following hold:
1. (A ∪B)u = Au ∪Bu
2. (A ∩B)u ⊆ Au ∩Bu
Proof. 1. x ∈ (A ∪B)u
⇔ x ∈
⋃
[y]∩(A∪B) 6=∅[y]
⇔ x ∈
⋃
([y]∩A)∪([y]∩B) 6=∅
⇔ x ∈
⋃
[y]∩A 6=∅[y] or x ∈
⋃
[y]∩B 6=∅[y]
⇔ x ∈ Au ∪Bu.
2. By monotonicity, (A∩B) ⊆ Au and (A∩B) ⊆ Bu, so (A∩B)u ⊆ Au∩Bu.
⊓⊔
Theorem 9. In a PRAX S, all of the following hold:
⋆ (∀A ∈ ℘(S))Al+ ⊆ Alo
⋆ (∀A ∈ ℘(S))Auo ⊆ Au+
Theorem 10. In a PRAX S,
(∀A ∈ ℘(S))Al+ ⊆ Alo
Proof. If x ∈ Al+, then [x] ⊆ A. But as [x]o ⊆ [x], Al+ ⊆ Alo.
Theorem 11. In a PRAX S,
(∀A ∈ ℘(S))Alc ⊆ Acu.
Proof. If z ∈ Alc, then z ∈ [x]c for all [x] ⊆ A and either, z ∈ A \Al or z ∈ Ac.
If z ∈ Ac then z ∈ Acu.
If z ∈ A \ Al and z 6= Acu\A
c
then [z] ∩ Ac = ∅. But this contradicts
z /∈ Acu \Ac.
So (∀A ∈ ℘(S))Alc ⊆ Acu. ⊓⊔
From the above, we have the following relation between approximations in
general (u+ −→ u should be read as the u+- approximation of a set is included
in the u-approximation of the same set):
If a relation R is purely reflexive and not proto-transitive on a set S, then
the relation τ(R) = R ∩ R−1 will not be an equivalence and for a A ⊂ S, it is
possible that Auol ⊆ A or Auol ‖ A or A ⊆ Auol.
Theorem 12. In a PRAX, all of the following hold:
Bi (∀A ∈ ℘(S))All = Al&Au ⊆ Auu.
l-Cup (∀A,B ∈ ℘(S))Al ∪Bl ⊆ (A ∪B)l.
l-Cap (∀A,B ∈ ℘(S)) (A ∩B)l ⊆ Al ∩Bl.
u-Cup (∀A,B ∈ ℘(S)) (A ∪B)u = Au ∪Bu
u-Cap (∀A,B ∈ ℘(S)) (A ∩B)u ⊆ Au ∩Bu
Dual (∀A ∈ ℘(S))Alc ⊆ Acu.
Proof. l-Cup For any A,B ∈ ℘S, x ∈ (A ∪B)l
⇔ (∃y ∈ (A ∪B))x ∈ [y] ⊆ A ∪B.
⇔ (∃y ∈ A)x ∈ [y] ⊆ A ∪B or (∃y ∈ B)x ∈ [y] ⊆ A ∪B.
⇔ (∃y ∈ A)x ∈ [y] ⊆ A or (∃y ∈ A)x ∈ [y] ⊆ B or (∃y ∈ B)x ∈ [y] ⊆ A
or (∃y ∈ B)x ∈ [y] ⊆ B - this is implied by x ∈ Al ∪Bl.
l-Cap For any A,B ∈ ℘S, x ∈ (A ∩B)l
⇔ x ∈ A ∩B
⇔ (∃y ∈ A ∩B)x ∈ [y] ⊆ A ∩B and x ∈ A, x ∈ B
⇔ (∃y ∈ A)x ∈ [y] ⊆ A and (∃y ∈ B)x ∈ [y] ⊆ B - Clearly this statement
implies x ∈ Al&x ∈ Bl, but the converse is not true in general.
u-Cup x ∈ (A ∪B)u
⇔ x ∈
⋃
[y]∩(A∪B) 6=∅[y]
⇔ x ∈
⋃
([y]∩A)∪([y]∩B) 6=∅
⇔ x ∈
⋃
[y]∩A 6=∅[y] or x ∈
⋃
[y]∩B 6=∅[y]
⇔ x ∈ Au ∪Bu.
u-Cap By monotonicity, (A ∩ B) ⊆ Au and (A ∩ B) ⊆ Bu, so (A ∩ B)u ⊆
Au ∩Bu.
Dual If z ∈ Alc, then z ∈ [x]c for all [x] ⊆ A and either, z ∈ A \ Al or z ∈ Ac.
If z ∈ Ac then z ∈ Acu. If z ∈ A \Al and z 6= Acu\A
c
then [z]∩Ac = ∅. But
this contradicts z /∈ Acu \Ac. So (∀A ∈ ℘(S))Alc ⊆ Acu.
4 Algebras of Rough Definite Elements
In this section we prove key results on the fine structure of definite elements.
Theorem 13. On the set of proto definite elements δlu(S) of a PRAX S, we
can define the following:
1. x ∧ y
∆
= x ∩ y
2. x ∨ y
∆
= x ∪ y
3. 0
∆
= ∅,
4. 1
∆
= S
5. xc
∆
= S \ x
Proof. We need to show that the operations are well defined. Suppose x, y are
proto-definite elements, then
1.
(x ∩ y)u ⊆ xu ∩ yu = x ∩ y.
(x ∩ y)l = (xu ∩ yu)l = (x ∩ y)ul = (x ∩ y)u = x ∩ y.
Since aul = au for any a.
2.
(x ∪ y)u = x ∪ y = xl ∪ yl ⊆ (x ∪ y)l.
3. 0
∆
= ∅ is obviously well defined.
4. Obvious.
5. Suppose A ∈ δlu(S), then (∀z ∈ Ac) [z] ∩ A = ∅ is essential, else [z] would
be in Au. This means [z] ⊆ Ac and so Ac = Acl. If there exists a a ∈ A such
that [a] ∩Ac 6= ∅, then [a] ⊆ Au = A. So Ac ∈ δlu(S).
⊓⊔
Theorem 14. The algebra δproto(S) = 〈δlu(S),∨,∧, c, 0, 1〉 is a Boolean lattice.
Proof. Follows from the previous theorem. The lattice order can be defined via,
x ≤ y if and only if x ∪ y = y and x ∩ y = x. ⊓⊔
5 The Representation of Roughly Equal Elements
The representation of roughly equal elements in terms of definite elements are
well known in case classical rough set theory. In case of more general spaces
including tolerance spaces [1], most authors have been concerned with describ-
ing the interaction of rough approximations of different types and not of the
interaction of roughly equal objects. Higher order approaches, developed by the
present author as in [5] for bitten approximation spaces, permit constructs over
sets of roughly equal objects. In the light of the contamination problem [5,1], it
would be an improvement to describe without higher order constructs. In this
section a new method of representing roughly equal elements based on expanding
concepts of definite elements is developed.
Definition 6. A subset A of ℘(S) will be said to a set of roughly equal elements
if and only if
(∀x, y ∈ A)xl = yl& xu = yu.
It will be said to be full if no other subset properly including A has the property.
Relative the situation for a general RYS, we have
Theorem 15 (Meta-Theorem). In a PRAX S, full set of roughly equal ele-
ments is necessarily a union of intervals in ℘(S).
Definition 7. A non-empty set of non singleton subsets α = {x : x ⊆ ℘(S)}
will be said to be a upper broom if and only if all of the following hold:
⋆ (∀x, y ∈ α)xu = yu
⋆ (∀x, y ∈ α)x ‖ y
⋆ If α ⊂ β, then β fails to satisfy at least one of the two conditions.
The set of upper brooms of S will be denoted by ⋔ (S).
Definition 8. A non-empty set of non singleton subsets α = {x : x ⊆ ℘(S)}
will be said to be a lower broom if and only if all of the following hold:
⋆ (∀x, y ∈ α)xl = yl 6= x
⋆ (∀x, y ∈ α)x ‖ y
⋆ If β ⊂ α and β has at least two elements, then β fails to satisfy at least one
of the two conditions.
The set of lower brooms of S will be denoted by ψ(S).
Proposition 6. If x ∈ δlu(S) then {x} /∈⋔ (S) and {x} /∈ ψ(S).
In the next definition, the concept of union of intervals in a partially ordered
set is modified in a way for use with specific types of objects.
Definition 9. By a bruinval, we will mean a subset of ℘(S) of one of the fol-
lowing forms:
⋆ Bruinval-0: Intervals of the form (x, y), [x, y), [x, x], (x, y] for x, y ∈ ℘(S).
⋆ Open Bruinvals: Sets of the form [x, α) = {z : x ≤ z < b& b ∈ α},
(x, α] = {z : x < z ≤ b& b ∈ α} and (x, α) = {z : x < z < b , b ∈ α}
for α ∈ ℘(℘(S)).
⋆ Closed Bruinvals: Sets of the form [x, α] = {z : x ≤ z ≤ b& b ∈ α} for
α ∈ ℘(℘(S)).
⋆ Closed Set Bruinvals: Sets of the form [α, β] = {z : x ≤ z ≤ y& x ∈
α&y ∈ β} for α, β ∈ ℘(℘(S))
⋆ Open Set Bruinvals: Sets of the form (α, β) = {z : x < z < y , x ∈ α&y ∈
β} for α, β ∈ ℘(℘(S)).
⋆ Semi-Closed Set Bruinvals: Sets of the form [[α, β]] defined as follows: α =
α1 ∪α2, β = β1 ∪ β2 and [[α, β]] = (α1, β1)∪ [α2, β2]∪ (α1, β2]∪ [α2, β1) for
α, β ∈ ℘(℘(S)).
In the example of the second section, the representation of the rough object
(P li , P
u
i ) requires set bruinvals.
Proposition 7. If S is a PRAX, then a set of the form [x, y] with x, y ∈ δlu(S)
will be a set of roughly equal subsets of S if and only if x = y.
Proposition 8. A bruinval-0 of the form (x, y) is a full set of roughly equal
elements if
⋆ x, y ∈ δlu(S),
⋆ x is covered by y in the order on δlu(S).
Proposition 9. If x, y ∈ δlu(S) then sets of the form [x, y), (x, y] cannot be a
non-empty set of roughly equal elements, while those of the form [x, y] can be if
and only if x = y.
Proposition 10. A bruinval-0 of the form [x, y) is a full set of roughly equal
elements if
⋆ xl, yu ∈ δlu(S), xl = yl and xu = yu,
⋆ xl is covered by yu in δlu(S) and
⋆ x \ (xl) and yu \ y are singletons
Remark 2. In the above proposition the condition xl, yu ∈ δlu(S), is not neces-
sary.
Theorem 16. If a bruinval-0 of the form [x, y] satisfies
⋆ xl = yl = x and xu = yu,
⋆ yu \ y is a singleton.
then [x, y] is a full set of roughly equal objects.
Proof. Under the conditions, if [x, y] is not a full set of roughly equal objects,
then there must exist at least one set h such that hl = x and hu = yu and h /∈
[x, y]. But this contradicts the order constraint xl ≤ h yu. Note that yu /∈ [x, y]
under the conditions. ⊓⊔
Theorem 17. If a bruinval-0 of the form (x, y] satisfies
⋆ xl = yl = x and (∀z ∈ (x, y]) zu = yu,
⋆ yu \ y is a singleton.
then (x, y] is a full set of roughly equal objects, that does not intersect the full
set [x, xu].
Proof. By monotonicity it follows that (x, y] is a full set of roughly equal objects.
then there must exist at least one set h such that hl = x and hu = yu and h /∈
[x, y]. But this contradicts the order constraint xl ≤ h yu. Note that yu /∈ [x, y]
under the conditions. ⊓⊔
Theorem 18. A bruinval-0 of the form (xl, xu) is not always a set of roughly
equal elements, but will be so when xuu = xu. In the latter situation it will be
full if [xl, xu) is not full.
The above theorems essentially show that the description of rough objects de-
pends on too many types of sets and the order as well. Most of the considerations
extend to other types of bruinvals as is shown below and remain amenable.
Theorem 19. An open bruinval of the form (x, α) is a full set of roughly equal
elements if and only if
⋆ α is an upper broom.
⋆ (∀y ∈ α)xl = yl, xu = yu
⋆ (∀z)(xl ⊆ z ⊂ x −→ zu ⊂ xu).
Proof. It is clear that for any y ∈ α, (x, y) is a convex interval and all elements
in it have same upper and lower approximations. The third condition ensures
that [z, α) is not a full set for any z ∈ [xl, x). ⊓⊔
Definition 10. An element x ∈ ℘(S) will be said to be a weak upper critical
element relative z ⊂ x if and only if (∀y ∈ ℘(S)) (z = yl& x ⊂ y −→ xu ⊂ yu).
An element x ∈ ℘(S) will be said to be an upper critical element relative z ⊂
x if and only if (∀v, y ∈ ℘(S)) (z = yl = vl& v ⊂ x ⊂ y −→ vu = xu ⊂ yu).
Note that the inclusion is strict.
An element a will be said to be bicritical relative b if and only if (∀x, y ∈
℘(S))(a ⊂ x ⊆ y ⊂ b −→ xu = yu& xl = yl& xu ⊂ bu& al ⊂ xl).
If x is an upper critical point relative z, then [z, x) or (z, x) is a set of roughly
equivalent elements.
Definition 11. An element x ∈ ℘(S) will be said to be an weak lower critical
element relative z ⊃ x if and only if (∀y ∈ ℘(S)) (z = yu& y ⊂ x −→ yl ⊂ xl).
An element x ∈ ℘(S) will be said to be an lower critical element relative z ⊃ x
if and only if (∀y, v ∈ ℘(S)) (z = yu = vu& y ⊂ x ⊂ v −→ yl ⊂ xl = vl).
An element x ∈ ℘(S) will be said to be an lower critical element if and only
if (∀y ∈ ℘(S)) (y ⊂ x −→ yl ⊂ xl) An element that is both lower and upper
critical will be said to be critical. The set of upper critical, lower critical and
critical elements respectively will be denoted by UC(S), LC(S) and CR(S).
Proposition 11. In a PRAX, every upper definite subset is also upper critical,
but the converse need not hold.
The most important thing about the different lower and upper critical points
is that they help in determining full sets of roughly equal elements by determining
the boundaries of intervals in bruinvals of different types.
6 On Atoms in the POSET of Roughly Equivalent Sets
Definition 12. For any two elements x, y ∈ ℘(S)| ≈, let
x ≤ y if and only if (∀a ∈ x)(∀b ∈ y)al ⊆ bl& au ⊆ bu.
℘(S)| ≈ will be denoted by H in what follows.
Proposition 12. The relation ≤ defined on H is a bounded and directed partial
order. The least element will be denoted by 0 (0 = {∅}) and the greatest by 1
(1 = {S}).
Definition 13. For any a, b ∈ H, let UB(a, b) = {x : a ≤ x& b ≤ x} and
LB(a, b) = {x : x ≤ a& x ≤ b}. By a s-ideal (strong ideal) of H, we will mean
a subset K that satisfies all of
⋆ (∀x ∈ H)(∀a ∈ K)(x ≤ a −→ x ∈ K),
⋆ (∀a, b ∈ K)UB(a, b) ∩K 6= ∅.
An atom of H is any element that covers 0. The set of atoms of H will be
denoted by At(H).
Theorem 20. Atoms of H will be of one of the following types:
Type-0 Elements of the form (∅, [x]), that intersect no other set of roughly
equivalent sets.
Type-1 Bruinvals of the form (∅, α), that do not contain full sets of roughly
equivalent sets.
Type-2 Bruinvals of the form (α, β), that do not contain full sets of roughly
equivalent sets and are such that (∀x)xl = ∅.
Proof. It is obvious that a bruinval of the form (α, β) can be an atom only if α is
the ∅. If not, then each element x of the bruinval (∅, α) will satisfy xl = ∅ ⊂ xu,
thereby contradicting the assumption that (α, β) is an atom.
If [x] intersects no other successor neighbourhood, then
(∀y ∈ (∅, [x]))yl = ∅& xu = [x]
and it will be a minimal set of roughly equal elements containing 0.
The other part can be verified based on the representation of possible sets of
roughly equivalent elements. ⊓⊔
Theorem 21. The partially ordered set H is atomic.
Proof. We need to prove that any element x greater than 0 is either an atom or
there exists an atom a such that a ≤ x, that is
(∀x)(∃a ∈ At(H))(0 < x −→ a ≤ x).
Suppose the bruinval (α, β) represents a non-atom, then it is necessary that
(∀x ∈ α)xl 6= ∅& xu ⊆ S.
Suppose the neighbourhoods included in xu are {[y] : y ∈ B ⊆ S}. If all com-
binations of bruinvals of the form (∅, γ) formed from these neighbourhoods are
not atoms, then it is necessary that the upper approximation of every singleton
subset of a set in γ properly contains another non-trivial upper approximation.
This is impossible.
So H is atomic. ⊓⊔
7 Geometry of Granular Knowledge Interpretation
In my opinion, Any knowledge, however involved, may be seen as a collection of
concepts with admissible operations of reasoning defined on them. Knowledges
associated PRAX have various peculiarities corresponding to the semantic evo-
lution of rough objects in it. The semantic domains of representation properly
contain the semantic domains of interpretation. Not surprisingly, it is because
the rough objects corresponding to l, u cannot be represented perfectly in terms
of objects from δlu(S) alone. In the nongranular perspective too, this represen-
tation aspect should matter - ”should”, because it is matter of choice during
generalization from the classical case in the non granular approach.
The natural rough semantic domains of l, u is Meta-R, while that of lo, uo
is O (say, corresponding rough objects of τ(R)). These can be seen as sepa-
rate domains or as parts of a minimal containing domain that permits enough
expression. The main problem of granular KI is that knowledge is correctly rep-
resentable in terms of atomic concepts of knowledge at semantic domains placed
between Meta-C and Meta-R and not at the latter. So the characterization of
possible semantic domains and their mutual ordering - leading to their geometry
is of interest.
The following will be assumed to be part of the interpretation:
⋆ Two types of rough objects corresponding to Meta-R andO and their natural
correspondence correspond to concepts or weakenings thereof. A concept
relative one semantic domain need not be one of the other.
⋆ A granule of the rough semantic domain O is necessarily a concept of O, but
a granule of Meta-R may not be a concept of O or Meta-R.
⋆ Critical points are not necessarily concepts of either semantic domain.
⋆ Critical points and the representation of rough objects require the rough
semantic domains to be extended.
The above obviously assumes that a PRAX S has at least two kinds of knowl-
edge associated (in relation to the Pawlak-sense interpretation). To make the
interpretations precise, we will indicate them by I1(S) and Io(S) respectively
(corresponding to the approximations to l, u and lo, uo respectively). The pair
(I1(S), Io(S)) will also be referred to as the generalized KI.
Definition 14. Given two PRAX S = 〈S, R〉, V = 〈S, Q〉, S will be said to be
o-coarser than V if and only if Io(S) is coarser than Io(V ) in Pawlak-sense (
that is τ(R) ⊆ τ(Q)). Conversely, V will be said to be a o-refinement of S.
S will be said to be p-coarser than V if and only if I1(S) is coarser than
I1(V ) in the sense R ⊆ Q. Conversely, V will be said to be a p-refinement of S.
An extended concept of positive regions is defined next.
Definition 15. If S1 = 〈S,Q〉 and S2 = 〈S, P 〉 are two PRAX such that
Q ⊂ R, then by the granular positive region of Q with respect to R is given
by gPOSR(Q) = {[x]
lR
Q : x ∈ S}, where [x]
lR
Q is the lower approximation (rel-
ative R) of the Q-related elements of x. Using this we can define the granular
extent of dependence of knowledge encoded by R on the knowledge encoded by Q
by natural injections : gPOSR(Q) 7−→ GR.
Lower critical points can be naturally interpreted as preconcepts that are
definitely included in the discourse, while upper critical points are preconcepts
that include most of the discourse. The problem with this interpretation is that
it’s representation requires a semantic domain at which critical points of different
kinds can be found. A key requirement for such a domain would be the feasibility
of rough counting procedures like IPC [1]. We will refer to a semantic domain
that has critical points of different types as basic objects as a Meta-RC.
The following possible axioms of granular knowledge that also figure in my
earlier paper [2], get into difficulties with the present approach and even when
we restrict attention to I1(S):
1. Individual granules are atomic units of knowledge.
2. Maximal collections of granules subject to a concept of mutual independence
are admissible concepts of knowledge.
3. Parts common to subcollections of maximal collections of granules are also
knowledge.
The first axiom holds in weakened form as the granulation G for I1(S) is only
lower definite and affects the other. The possibility of other nice granulations
being possible for the PRAX case appears to be possible at the cost of other nice
properties. So we can conclude that in proper KR happens at semantic domains
like Meta-RC where critical points of different types are perceived. Further at
Meta-R, rough objects may correspond to knowledge or conjectures - if we require
the concept of proof to be an ontological concept or beliefs. The scenario can be
made more complex with associations of O knowledges.
From a non-granular perspective, in Meta-R rough objects must correspond
to knowledge with some of them lacking a proper evolution - there is no problem
here. Even if we permit O objects, then in the perspective we would be able to
speak of two kinds of closely associated knowledges.
8 Further Directions and Conclusion
In this research we have developed a new general rough set theory over proto
transitive relations, the representation of rough objects and definite objects.
The knowledge interpretation of rough sets is also generalized to provide sensible
knowledge interpretations across different semantic domains. This paves the way
for possible semantics, measures and/or logics of knowledge consistency. We have
also shown in concrete terms that granular knowledge interpretation and classical
knowledge interpretation are very different things.
References
1. Mani, A.: Dialectics of Counting and the Mathematics of Vagueness. Transactions
on Rough Sets XV(LNCS 7255) (2012) 122–180
2. Mani, A.: Towards Logics of Some Rough Perspectives of Knowledge. In Suraj, Z.,
Skowron, A., eds.: Intelligent Systems Reference Library dedicated to the memory
of Prof. Pawlak,. Springer Verlag (2011-12) 342–367
3. Mani, A.: Granular Approach to Generalised Transitive Rough Sets. In Process
(2012) 1–87
4. Mani, A.: Dialectics of knowledge representation in a granular rough set theory.
In: Refereed Conference Paper: ICLA’2013, Inst. Math. Sci. Chennai. (2013) 1–12
5. Mani, A.: Choice Inclusive General Rough Semantics. Information Sciences 181(6)
(2011) 1097–1115
6. Chajda, I., Haviar, M.: Induced Pseudo Orders. Acta Univ. Palack. Olomou 30(1)
(1991) 9–16
7. Mani, A.: Esoteric Rough Set Theory-Algebraic Semantics of a Generalized VPRS
and VPRFS. In Skowron, A., Peters, J.F., eds.: Transactions on Rough Sets VIII.
Volume LNCS 5084. Springer Verlag (2008) 182–231
8. Moore, E.F., Shannon, C.E.: Reliable circuits using less reliable relays-i, ii. Bell
Systems Technical Journal (1956) 191–208, 281–297
9. Shannon, C.E.: A mathematical theory of communication. Bell Systems Technical
Journal 27 (1948) 379–423, 623–656
10. Zadeh, L.A.: Fuzzy sets and information granularity. In Gupta, N., et al., eds.: Ad-
vances in Fuzzy Set Theory and Applications. North Holland, Amsterdam (1979)
3–18
11. Yao, Y.: Information granulation and rough set approximation. Int. J. of Intelligent
Systems 16 (2001) 87–104
12. Lin, T.Y.: Granular Computing -1: The Concept of Granulation and its Formal
Model. Int. J. Granular Computing, Rough Sets and Int Systems 1(1) (2009) 21–42
13. Mani, A.: Meaning, Choice and Similarity Based Rough Set Theory. Internat. Conf.
Logic and Appl., Jan’2009 Chennai;(Refereed), http://arxiv.org/abs/0905.1352
(2009) 1–12
14. Wasilewski, P., Slezak, D.: Foundations of Rough Sets from Vagueness Perspec-
tive. In Hassanien, A., et al., eds.: Rough Computing: Theories, Technologies and
Applications. Information Science Reference. IGI, Global (2008) 1–37
15. Slezak, D., Wasilewski, P.: Granular Sets - Foundations and Case Study of Toler-
ance Spaces. In An, A., Stefanowski, J., Ramanna, S., Butz, C.J., Pedrycz, W.,
Wang, G., eds.: RSFDGrC 2007, LNCS. Volume 4482. Springer (2007) 435–442
16. Mani, A.: Algebraic Semantics of Similarity-Based Bitten Rough Set Theory.
Fundamenta Informaticae 97(1-2) (2009) 177–197
17. Keet, C.M.: A Formal Theory of Granules - Phd Thesis. PhD thesis, Fac of
Comp.Sci., Free University of Bozen (2008)
18. Mani, A.: Axiomatic Approach to Granular Correspondences. In Li, T., et al.,
eds.: Proceedings of RSKT’2012, LNAI 7414. Volume LNAI 7414., Springer-Verlag
(2012) 482–487
19. Cattaneo, G., Ciucci, D.: Lattices with Interior and Closure Operators and Ab-
stract Approximation Spaces. In Peters, J.F., et al., eds.: Transactions on Rough
Sets X, LNCS 5656. Springer (2009) 67–116
20. Ciucci, D.: Approximation Algebra and Framework. Fundamenta Informaticae 94
(2009) 147–161
21. Jarvinen, J.: Lattice Theory for Rough Sets. In Peters, J.F., et al., eds.: Transac-
tions on Rough Sets VI. Volume LNCS 4374. Springer Verlag (2007) 400–498
