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ABSTRACT 
Suppose M is a real square matrix such that off-diagonal elements of M are 
nonpositive and all principal minors of M are nonnegative. Necessary and sufficient 
conditions are given in order that M have a nonnegative Moore-Penrose inverse M +. 
INTRODUCTION 
A real square matrix A = (ai,i) is called an M-matrix if ai,i < 0 whenever 
if i and all principal minors of A are positive. Such matrices were in- 
troduced in 1937 by Ostrowski [S] and arise in investigations concerning the 
convergence of iteration processes in linear algebra and spectral properties 
of matrices. In 1953, Schneider [7,8] extended the M-matrix to the concept 
of singular M-matrix by establishing some analogues to some results of 
Ostrowski. 
For a real square matrix A with nonpositive off-diagonal elements, it is 
known that A is an M-matrix if and only if A is nonsingular and A-i > 0. 
The purpose of this paper is to investigate the Moore-Penrose inverses of 
singular M-matrices. Section 1 contains the notation and preliminaries. In 
Sec. 2, a necessary condition for the nonnegativity of the Moore-Penrose 
inverse of a singular M-matrix is given. In Sec. 3, we characterize all singular 
M-matrices whose Moore-Penrose inverses are nonnegative. 
1. NOTATION AND PRELIMINARIES 
Throughout this paper, all matrices considered are real. A square matrix 
is a real function on N X N, where N is the set of indices 1,2,. , . , n, and n is a 
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positive integer. If A is a matrix, we shall denote by ai,i the value of A at 
(i,j). The tranpose of A will be denoted by AT, the range of A by R (A), and 
the null space of A by N(A). The spectral radius of A is the maximum of the 
moduli of the eigenvalues of A and will be denoted by p(A). The determi- 
nant of A will be denoted by detA. If M C_ N and if A is a matrix on N X N, 
we define A(M) to be the restriction of A to M X M. A(M) is called the 
principal submatrix of A, and detA (M) is called the principal minor of A 
corresponding to M. A matrix A = (uii) is said to be nonnegative, or A > 0, if 
uii > 0 for each (i, j), If aii > 0 for each (i, j), we say A is positive, or A > 0. A 
vector X = (xi) in RN is said to be nonnegative, or X > 0, if ri > 0 for each 
i EN. We write X >0 if xi >0 for each i EN. If A and B are two matrices, 
we write B > A if B - A > 0. We shall denote by 2 the class of all real square 
matrices whose off-diagonal elements are all nonpositive. 
The following theorem contains most of the important characterizations 
of M-matrices. 
THEOREM 1.1 [3, Theorem 4.3; 4, Theorem 2.11. Suppose A E Z. Then 
the following statements are equivalent: 
(la) A=AI- B, where I is the identity matrix, B > 0, and X> p(B), 
p(B) being a maximal eigenvalue of B. 
(lb) The real part of each eigenvalue of A is positive. 
(lc) All principal minors of A are positive. 
(Id) A - ’ exists and A - ’ > 0. 
(le) There exists a vector X > 0 such that AX > 0. 
Following Fiedler and Ptak [3], we shall denote by K the class of all 
matrices A E Z fulfilling one of the conditions in Theorem 1.1. Also, we 
denote by K, the class of all matrices A E Z which have all principal minors 
nonnegative. A singular matrix in K, is called a singular M-matrix. 
The following theorem characterizes a matrix A E Z which has nonnega- 
tive principal minors. 
THEOREM 1.2 [3, Theorem 5.1; 4, Theorem 2.11 Suppose A E Z. Then 
the following statements are equivalent: 
(2a) A =XI - B, where I is the identity matrix, B > 0, and X > p(B), 
p(B) being a murimal eigenvalue of B. 
(2b) The real part of each eigenvalue of A is nonnegative. 
(2~) A EK,. 
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2. REDUCIBILITY AND 
PENROSE INVERSE 
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NONNEGATIVITY OF THE MOORE- 
Let A be an arbitrary m X n matrix. The Moore-Penrose inverse [I] of A 
is the unique n x m matrix A + satisfying AA +A = A, A +AA + = A +, (AA ‘)’ 
= AA + , and (A +A)T = A +A. The following results [ 11 are basic properties of 
A+ for an mxn matrix A. 
(2.1) A+ = A - i if A is nonsingular. 
(2.2) (A ‘)+ = (A +)? 
(2.3) If U and V are orthogonal matrices, then ( UA V) + = VTA + U ‘. 
(2.4) A +A is the projection on R (A T, along N(A T). 
(2.5) R(A+)=R(AT) and N(A+)=N(Ar). 
A matrix A of order n, n > 2, is said to be reducible if there exists a 
permutation matrix P such that 
PAPT= 4, A,, 
I 1 0 4.2 
where A,, and A,, are square submatrices of A. A matrix is irreducible if it is 
not reducible. In this paper, a one-by-one matrix is also said to be irreduc- 
ible; a one-by-one matrix is nonsingular (singular) if it is nonzero (zero). We 
shall use the following well-known results about an irreducible matrix in K, 
throughout this paper. 
THEOREM 2.1 [3, Theorems 5.6, 5.71. Let M E K, be an irreducible 
matrix of order n. 
(a) Zf M is singular, then rank M = n - 1, and there exists a vector X > 0 
such that MX = 0. 
(b) All proper principal minors of M are positive. 
LEMMA 2.2. Let M be a square matrix with M + > 0. Zf Q is a vector in 
R (MT) and Y is a vector in N (M T, such that MQ- dY > 0 for some real 
number d, then Q > 0. 
Proof. Let MQ= dY + b for some vector b > 0. Since M +M is the 
projection on R (M ‘) along N (M T), we have Q = M +MQ = M +b > 0. n 
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THEOREM 2.3. Zf M is an n X n (n > 2) singular irreducible matrix in K,, 
then M+ #O. 
Proof. Partition M as follows: 
M= 
Ml1 Ml2 
[ 1 M2, 17122 ’ 
where M,, E K and rank M = rank M,, = n - 1 by Theorem 2.1. There exists a 
vector X > 0 such that MEX > 0 by (le) of Theorem 1.1. Let Q = MT. 
(XTIO)T; then Q ER(M~), Q #O, and QZO. Since M is singular and 
irreducible, MTY = 0 for some vector Y > 0 by Theorem 2.1. Thus, we can 
find a real number d such that MQ - dY > 0. If M + > 0, then Q > 0. But this 
contradicts the fact that Q is nonzero and nonpositive. Hence, M + + 0. 
3. CHARACTERIZATIONS OF ELEMENTS OF K, WITH NONNEGA- 
TIVE MOORE-PENROSE INVERSES 
It is obvious, from Theorem 2.3, that a necessary condition for a singular 
matrix M E K, to have M + 2 0 is that M must be reducible. 
THEOREM 3.1. Let M E K, be partitioned as follows: 
M= 
Ml M2 
B . . . 
l1 
4s I----- 0 . . : 0 . B, 
where Bij is singular and irreducible for i = 1,. . . ,s. Zf M + > 0, then Bii = 0 
for i#i. 
Proof. There exists a vector Xi > 0, by Theorem 2.1, such that BiiTXi = 0 
for i=l ,..., s. We claim B,_, s=O. 
Let Q= MT.(O1O , . . . ,O, X,1 1T, O)T. Then Q < 0, and all blocks in MQ are 
nonnegative except possibly the last block B,,,B,_ l,,TX,_ 1. Let X = 
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(OlO, ’ * * , 0, XST)r, then X E N(Mr). Clearly, there exists a real number d such 
that MQ - dX > 0 since X, > 0. Hence, Q > 0 by Lemma 2.2. If Ii,_ i,$ #O, 
then Q is nonzero and nonpositive, and we get a contradiction. Therefore, 
B s- 1,s = 0. 
We now assume that Bij=O for j=i+l,..., s, and i-k+1 ,..., s-l, 
and at least one of Bkl, Z=k+l,...,s, is not zero. Let Qi = Mr. 
(010,. * .) O,XkT, 0,. * .) O)=; then Qi is a nonzero and nonpositive vector in 
R (MT). And MQ, = (VI YiT,. . . , YSrjT, where V is a nonnegative row vector, 
yi=cs I=k+lBilBklTXk for i=l,..., k, and Yi=C:=iBJ3klrXk for i=k+l,...,s. 
Since Y,, > 0 for h= l,..., k, all blocks in MQ, are nonnegative except pos- 
sibly the blocks Y, + r, . . . , Y,. Let X, = (010,. . . ,O, X,, 1T,. . . , XS’)‘; then X, E 
N (M ‘). Thus, we can find a real number d, so that MQ, - d,X, > 0. Hence, 
Qr > 0. But this is a contradiction to the fact that Qi is nonzero and 
nonpositive. Therefore, Bkl = 0 for 1 = k + 1,. . . , s. 
Repeating the same process, we finally obtain Bii = 0 for i # j. n 
COROLLARY 3.2. If M is a matrix in K, such that M is partitioned into 
the form 
where Bii is singular and irreducible for i = 1,. , . , s, then M + > 0 if and only 
if M=O. 
Proof. The corollary follows from Theorem 3.1. and Theorem 2.2. 
Before we proceed, we need the following results about an irreducible 
M-matrix. 
THEOREM 3.3 [9, Theorem 3.91. If B > 0 is an n x n matrix, then the 
following are equivalent: 
(1) LY > p(B), and B is irreducible; 
(2) LIZ-B is nonsingular, and (LYI- B)-‘>O. 
We now prove a key theorem in the characterizations of matrices M E K, 
with the property M + > 0. 
6 I-WEN KU0 
THEOREM 3.4. Let M E K, be partitioned as follows: 
where 
I 
41 *. 
D= ‘. 
0 
and 
Mz M, J’4 
D E F 
0 A C’ 
0 0 B 1 
A= I 
A s+l,s+l -*. A s+l,t 
0 A t, t 
B= 
are such that Dji and Bii are singular and irreducible for i = 1,. . . ,s and 
j=t+l,..., n, and A,, is nonsingular and irreducible for h = s + 1,. . . , t. Zf 
M+ >O, then 
(1) Bii=O and D,=Ofor ifj; 
(2) E=O and F=O. 
Proof. We first note that Bii = 0 for i # i, by Theorem 3.1. There exist 
vectors Xi > 0 and Xi > 0, by Theorem 2.1., such that DiiTXi = 0 for i = 1,. . . , s, 
and BiirXi=O for i=t+l,...,n. We define 
2, = Es, 2x, for Z=s+l,...,t, 
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Y, = - 
l-1 
zz+ 2 AjlYj for E=s+2,...,t. 
j=s+l 
It is clear that Z, < 0, since Xs > 0 and ES>, < 0 for 1= s + 1,. . . , t. Now ArlT is 
an irreducible M-matrix, so (AaT)-l > 0 by Theorem 3.3. This implies Y, Z 0 
for Z=s+l,...,t. 
We claim Fs,i=O for i=t+l,...,n. Let 
Q=MT.(O1O ,..., O,X,‘IYs+,T,...,YtTIO)T~ 
E *. (0,. . , , O,X,T)T+AT(YS+IT,...,Y~T)T=(ZS+,T,...,Z,T)T 
we have Q = (O(OlOl lyT)*, where 
w= FT. (0,. . *, o,x~T)T+CT*(Ys+lT,...,YtT)T 
MQ= ( WTMbTI WTFT( WTCTI WTBT)T 
and all blocks in MQ are nonnegative except possibly the block BW. Let 
X=(O(O(O~X,+lr,..., X,‘)‘; then X EN (M *), and thus there exists a real 
number d such that MQ- dX > 0. By Lemma 2.2, Q > 0. If one of F,,+ 
i= t+l,..., n, is not zero, Q will be nonzero and nonpositive, which is a 
contradiction. Therefore, FS,i = 0 for j = t + 1,. . . , n. 
Next, we claim ES,i =0 for j = s + 1,. . . , t. Suppose that one of ES,+ 
j=s+l,..., t,isnotzero.Let Uk=E,kTX,fork=s+l,...,t.ThenE,<Ofor 
k=s+l,..., t, and at least one of these Ek is nonzero. We define V,,, and 
V, for k=s+2,...,t, as follows: 
V s+1= -(As+l,s+lT)-lUS+l, and V,= - Ak,kT -’ Uk+ 7 Ai,kTI$ 
( )( 
. 
/=s+l 
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Now let V=(VstlT,..., V,‘)‘; then V is nonzero and nonnegative. 
Case 1: C*V#O. Let 
then Qi (0 and Ql#O, since ET-(O,...,O,XST)T+AT~(Vs+IT,,..,VtT)T=O. 
Now 
and all blocks in MQ, are nonnegative except possibly the block BCTV. Let 
then XQ1 EN (MT). Thus, MQ, - dlXQ, > 0 for some real number d,. By 
Lemma 2.2, Qr > 0, which is a contradiction. 
Case 2: C*V=O. Let 
then Qa < 0 and Qz# 0. NOW 
where U = ( US+ 1T,a.. , UtT)T, and Pk=xiZkAk,iUi for k=s+l,..., t. All 
blocks in MQ, are nonnegative except possibly the blocks P,+ 1,. . , Pt. Now, 
let 
then XQZ~ N(M*), since C*V=O. If U,=O, then Pk=C:=k+lAk,jUi >O. If 
U, #O, then V, > 0. It is easy to see that MQz - dzXOz > 0 for some real 
number d,. By Lemma 2.2, Q2 > 0. We again get a contradiction. Therefore, 
Es,i=O for j=s+l,...,t. 
We now prove D,_ l,s =O. We define Yr’ ( > 0) similarly to the way we 
define Y2(>O), l=s+l,..., t, so that 
ET. (O,..., O,XS_iT,O)T+AT(YS+,‘T,...,Y;T)T=O. 
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Let 
and let 
X,=(OlO ,.*., O,XsTJO~Xt+,T )..., x$ 
Then MQ3 - d3X9, > 0 for some real number d3, and thus Q3 > 0 by Lemma 
2.2. If D,_ l,s #O, then Q3 will be nonzero and nonpositive, which is a 
contradiction. Hence, D, _ 1 i = 0. 
By using the same ar&ment as we did to show Fsxi = 0 and Es,i = 0, we 
can show that Fs_,,i=O and Es_,,i=O for i=s+l,..., t and j=t+l,..., n. 
Repeating the same process, we finally obtain Bj,i = 0, Di,i = 0 for i # i, E = 0, 
and F=O. n 
COROLLARY 3.5. Let M E K, be partitioned as follows: 
where A, D, and E are. the same as in Theorem 3.4. If M + > 0, then Di,i = 0 
for i#j, and E=O. 
COROLLARY 3.6. Let M E K, be partitioned into the form 
M= D E 
[ 1 0 A’ 
where A, D, and E are the same as those in Theorem 3.4. Then M + > 0 if 
and only if D=O and E=O. 
Proof. The corollary follows from Corollary 3.5 and Theorem 2.3. 
THEOREM 3.7. Let M E K, be partitioned as follows: 
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where A, B, and C are the same as in Theorem 3.4. Then M + > 0 if and only 
if B=O and C=O. 
Proof The proof is similar to that of Theorem 3.4.. n 
If M is a reducible matrix, then by definition there exists a permutation 
matrix P such that 
M,, e.. M,, 
PMPT= 
I 0 .** :I 
. 1 
wm 
where Mij is square and irreducible for i = 1,. . . ,n. We will regroup the 
blocks on the diagonal in the following way: 
Suppose that Mji, i = k, k + 1,. . . , 1, is singular, and suppose that Mk_ l,k_ 1 
and ML+, z+~ are nonsingular. Then we group Mkk, Mk+ 1, k+ 1,. . . , Ml,, 
together to form a new block on the diagonal and call it II,,. That is, 
Dk,k= 
where all blocks on the diagonal are singular, and Mk_ 1, k_ 1 and M,, 1,1+ 1 in 
PMPT are nonsingular. We perform the same regrouping for nonsingular 
blocks on the diagonal of PMPT. Thus, we can rewrite PMPT in the following 
form: 
1.1 *** 
PMPT= (3-O) 
where Qi is a submatrix (of PMPT) of the form 
q= 
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such that either (1) every block on the diagonal of Di,i is singular and every 
block on the diagonals of Di_ l,i_ 1 and Di+ l,i+ 1 is nonsingular, or (2) every 
block on the diagonal of Di,i is nonsingular and every block on the diagonals 
of Di_l i_l and Di+l i+l is singular. 
We’now characterize all matrices M E K, whose M + > 0. 
THEOREM 3.8. Let M be a nonzero matrix in K,. A necessary and 
sufficient condition for M’ > 0 is that there exists a permutation matrix P 
such that 
PMPT= ; ; 
1 1 with AEK. 
REMARK. The zero blocks in PMPT may not be present. 
Proof. 
Necessity: We assume M + > 0. If M E K, then the statement is true. If M 
is singular, then M must be reducible by Theorem 2.3. Let P, be a 
permutation matrix such that 
PIMPIT= 
is a matrix of the form (3.0). 
We will proceed by using the induction on t. We first note t > 2, since if 
t = 1, then all blocks on the diagonal of P,MPIT are singular and irreducible, 
and thus M =0 by Corollary 3.2. The necessity part is true for t =2 by 
Corollary 3.6. and Theorem 3.7. We then assume the necessity part is true 
for t<k-1. 
Case 1. Every block on the diagonal of I& is nonsingular. We rewrite 
P,M PIT in the following form: 
M3 
Dk-l,k-1 Dk-l,k . 
D 
k,k I 
12 I-WEN KU0 
Since (PIMPIr)+ = P,M +Prr > 0, we obtain Dk_ I,k =0 by Corollary 3.5. Let 
I’s be a permutation matrix such that 
Thus Dk-2,k_2 and Dk,k are merged into one block. By the induction 
hypothesis, there exists a permutation matrix P such that 
PMPT= ; 8 
[ 1 with AEK. 
Case 2. Every block on the diagonal of Dk,k is singular. We rewrite PIMPIT 
in the following form: 
PIMPIT= 
0 Dk-2,k-2 Dk-2,k-1 Dk-2.k 
0 0 Dk-l,k-1 Dk-l,k ’ 
such that every block on the diagonal of Dk_2,k_2 is singular and every block 
on the diagonal of Dk _ r, k _ r is nonsingular. 
Since (PIMPIT)’ = P,M+PIT > 0, we have &_2,k_r=O by Theorem 3.4. 
Hence, there exists a permutation matrix p, such that 
PaMPaT = ! 0 Dk--l,k--l 0 Dk-l,k 
0 0 D k-2,k-2 Dk-2,k 
0 0 0 D k,, k 
Thus Dk-2,k-2 and Dk,k are merged into one block. By the induction 
hypothesis, there exists a permutation matrix P such that 
PMPT= ; ; 
[ 1 with AEK. 
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Sufficiency: Clearly, 
(PMPT)+ = *ir i 20 implies M=Pr[ *il i]P>O. 
[ 1 
n 
For any square matrix of order n, an n X n matrix X which satisfied 
AXA = A, XAX = X, and AX = XA is called the group inverse of A. It is 
known that the group inverse of a matrix A does not always exist, but when 
it exists it is unique and is denoted by A *. The existence of A # is equivalent 
to the condition that rankA =rankA’, which in turn is equivalent to the 
requirement that R (A)n N(A) = (0) [l, pp. 162, 1651. There exists a class of 
matrices such that the group inverse and the Moore-Penrose inverse are the 
same. We shall call a square matrix A range-Hermitian if R (A) = R (A ‘). It 
is well known that A # = A + if and only if A is range-Hermitian [l, p. 1641. 
For any square matrix A, A and A # have the same range and the same 
null space, by the defining equations of A #, if A * exists. Since A *A is an 
idempotent matrix, A#A is the projection on R (A*A) along N(A *A). But 
R(A#A)=R(A#)=R(A); h ence A *Ax = x for x in R (A). Also, we have 
A*=*-’ if A is nonsingular, (AT)#=(A#)r, and (PAPT)*= PA*PT for 
any permutation matrix P. 
By using the same argument as we did before, we can obtain the same 
results about M# as those in Theorem 2.3, Theorem 3.1, Corollary 3.2, 
Theorem 3.4, Corollary 3.5, Corollary 3.6, Theorem 3.7, and Theorem 3.8. 
Therefore, we obtain the following equivalent statements. 
THEOREM 3.9. Let M be a nonzero matrix in K,. The following state- 
ments are equivalent: 
(1) M+>O. 
(2) There exists a permutation matrix P such that 
PMPT= ; ; 
[ 1 with AEK. 
(3) rankM=rankM’and M*>O. 
Furthermore, if one of (l), (2), and (3) holds, then M + = M *. 
I gratefully acknowledge the help and guidance of Dr. T. L. Markham in 
the preparation of this paper,, which forms part of my dissertation at the 
University of South Carolina. 
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