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Abstract 
While serious games are being widely adopted by NATO and partner nations, their use is currently limited to 
training and operations planning. In this paper, we explore new methods that use simulations for decision support 
during the execution of military operations. During this phase, the commander makes decisions based on 
knowledge of the situation and the primary objectives. We propose here to take a simulation containing smart and 
autonomous units, and use it to create new kinds of decision support tools capable of improving situation awareness, 
and consequently the quality of decisions. The breakthrough behind this initiative is the realization that we can 
provide HQ decision makers with access to a version of the information that smart simulated units use to make 
decisions. To ensure the approach was sound we first studied decision-making processes, and analyzed how 
situation awareness improves decision making. After analysis of the decision-making processes at various 
headquarters, and the types of decision criteria employed, we are able to produce innovative information, computed 
by the simulation, and fed by the command and control system. We then propose a prerequisite architecture, and 
describe the first results of our proof of concept work based on the SWORD (Simulation Wargaming for 
Operational Research and Doctrine) simulation. 
Based on the current situation (intelligence, operational state, logistics, etc.) and the current maneuver (current 
task), examples of what we are now capable of are as follows:  provide an immediate local force ratio map, 
produce a capacities map (detection, combat), compute contextual fire or logistic support time required, 
automatically generate lines of battle such as the Forward Line of Own Troops (FLOT), Limit Of Advance (LOA), 
Line of Contact (LC), Forward Edge of Battle Area (FEBA), or propose an effect based maneuver map in order to 
understand the current effect of the forces on the ground. We then propose a prerequisite architecture for use as a 
decision-support system at HQ, and describe the next smart layers that we believe should be developed for optimal 
results.   
Keywords: decision support, situation awareness, simulation, artificial intelligence, alert, information 
contextualization 
1. Simulation and Military Decisions Support Systems 
1.1 Improving Decision Support by Resolving Information Overload 
To identify the skills that are necessary for military decision making, we first investigated the underlying decision 
processes, and identified the features required for an ideal decision-support system. 
1.1.1 A Decision Process Model 
A generic decision process for organizations was first proposed by Simon (1965), and extended by Mora et al. 
(2003). It consists of five consecutive phases: intelligence, design, choice, implementation and learning (Mora et 
al. 2003, p. 63). These decision phases can be further divided into several decision steps. 
During the intelligence phase, decision makers observe reality, gather information and therefore gain an 
understanding of the problems and possibilities at hand (Mora et al. 2003, p. 59-60). In the design phase, they 
construct a decision model which consists of possible actions, decision criteria, uncontrollable events and 
relationships between these variables. This decision model serves as a basis for the choice phase, in which decision 
makers evaluate possible alternatives and generate recommended actions. In the implementation phase, decision 
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makers weigh possible consequences and gain confidence about their decision, plan the tasks needed to realize the 
decision and execute the plan. 
In order to improve their decision behavior, as well as assessing decision situations, decision makers observe the 
outcomes of the decision and connect them to their decision behavior in the learning phase. 
 
 
Figure 1. The Generic Decision Process Presented by Mora et al. (2003) 
 
1.1.2 Supporting the Decision by Enhancing Situation Awareness 
In her model, Endsley (1995) presents situation awareness as a stage separate from decision making and action. 
Situation awareness is described as the decision maker's internal model of the state of the environment. Based on 
this representation, the decision maker can decide what to do about the situation and carry out any necessary 
actions. There is thus a strong link between situation awareness and the decision-making process. Situation 
awareness is represented as the main precursor to decision making, and is the key factor determining decision 
quality. 
Clearly, circumstances where no information is available should result in poor situation awareness, leading with 
high probability to very low decision quality. One could even claim that a good approach to reach optimal situation 
awareness would be to provide as much information as possible. However, this does not necessarily represent the 
best solution, as more information does not automatically mean better situation awareness to ensure better human 
performance. Firstly, all this information may exceed the human information processing capabilities, leading to 
cognitive overload. Secondly, not all the data and information available in the environment is relevant and useful 
for reaching an optimal decision. 
Indeed, in some situations, most of the data can be seen as distracters and noise for the decision maker, and may 
thus reduce his/her level of situation awareness.  
The decision maker must detect and use only a specific fraction of this information to enhance his/her decision-
making processes. Such considerations lead to the concept of “the right information, at the right place, at the right 
time”, as opposed to “all information, everywhere, all the time”. This is illustrated in Figure 2. 
 
Figure 2. Decision and Information Quality 
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1.1.3 Theoretical Demand for Intelligent Filtering of Information 
According to Auger et al (2006) and its definition of an ideal support system, such a tool must be able to:  
 provide the information needed by the various human decision-makers, and complement the cognitive power 
of the human mind by proposing a powerful and operational fusion of data. 
 provide a system that can be controlled effortlessly by a human by producing an intuitive representation 
adapted to each operator's specialty (artillery, synthesis, communication, etc). 
 support a wide variety of problem-solving strategy evaluations by proposing a situational analysis of the 
battlefield and a simulation of alternative evolutions and maneuvers. 
1.2 Existing Use of Simulation for Military Decision Support 
Today simulations are mainly used for military decision support in two cases: force generation and wargaming. 
 Force generation: Consists of listing the tasks to be performed, deducing the capacities needed by operational 
functions and then placing the tasks to be performed in a space-time framework. Modern-day computing 
power can be used to simulate several scenarios in rapid succession, which increases the overall time available 
for decision makers. 
 Wargaming: In the context of existing methods available for operation planning, competition between 
friendly course of action and enemy probable course of action, confirms a preference for a course of action. 
 In short, we can conclude that the traditional uses of simulation for decision support concentrate on running 
scenarios, which aims to improve strategy conception and planning. 
1.3 Proposal: An Improved Understanding of the Battlefield Using a Smart Synthesis of Field Information 
In a typical multi-agent simulation, the situation representation layer, also termed the 'low level AI' layer, is 
traditionally used by the simulated agent to make sense of raw data from the simulation, allowing the agent to 
make the best possible decisions and take the right actions. Our idea consists of going beyond the traditional use 
of a simulation by providing the officers at headquarters access to the situation representation layer, which 
improves their understanding of the current position in the field. 
 
 
Figure 3. Simulation Modules 
 
The MASA SWORD Simulation for Proof of Concept 
To achieve our aims we decided to consider the MASA SWORD simulation - currently in use in many armies - as 
it is a multi-agent simulation which calculates a battlefield representation for each simulated agent, allowing each 
one to autonomously decide on their behavior, in accordance with their doctrine. We believe that we can offer HQ 
officers an innovative battlefield representation based on the one already used in MASA SWORD's situation 
representation layer.  
This information can be processed to give HQ officers enhanced information regarding the evaluation of forces' 
capacities, the danger enemies represent, force ratios, etc. 
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2. Computed Battlefield Representation for Simulated Agents 
2.1 Features of Multi-Agent Systems: AI and Algorithms 
As defined by P. Maess (1995), “Autonomous agents are computational systems that inhabit some complex 
dynamic environment, sense and act autonomously in this environment, and by doing so realize a set of goals or 
tasks for which they are designed”. The word computational, when paired with agent, has a very different meaning 
from a biological agent, which includes humans, animals, bacteria, etc. Autonomous means that computational 
agents operate without the intervention of other entities, and have complete control over their actions. 
 
Figure 4. Multi-Agent Model 
 
Assigning goals to an agent means that the said agent will act upon its environment in order to achieve a specified 
objective, and that in doing so the agent demonstrates a type of rational behavior, in the sense that it minimizes or 
maximizes its performance measured within its environment. Behavior here means the action that is performed 
after receiving sensory inputs (or any sequence of sensory inputs). In addition to the sensory inputs, actions, and 
goals an agent may include domain knowledge (knowledge of a particular environment or problem to be solved). 
This knowledge can be algorithmic, Artificial Intelligence (AI) based, heuristics, etc. In SWORD this knowledge 
is given by Direct AI technology. 
2.2 Main Principles of Direct AI Technology 
In a nutshell, Direct AI is a technology for engineering an agent’s brain, the part of the agent responsible for its 
actions in the application environment. More precisely, Direct AI provides a solution to the problem of action 
selection, that is, the problem of deciding what to do next. As we will see shortly, the way we reason, design, and 
express behaviors in Direct AI, is particularly appropriate when it comes to deciding on a course of action that is 
a compromise between many different, sometimes contradictory or conflicting, courses of action. A soldier may 
be confronted with a behavior that proposes a number of positions for observing an enemy, and a different behavior, 
a safeguarding instinct, that recommends adopting stealth positions to avoid taking unnecessary risks of being seen. 
A brain decides how to act in its application environment based on its perception and knowledge of its environment. 
We say the agent is situated in the environment, since its actions may not only change the environment in which 
it takes an active part, they may also have an effect on the agent itself, and perhaps on other agents. This, in turn, 
might have an effect on the agent’s future decisions. An agent thinks and acts in a changing, unpredictable 
environment. The fact that the agent is situated means that the agent has a partial and local perception of the 
environment; it can only sense the environment around it, and may not know everything there is to know, just what 
it can learn about it. 
2.3 SWORD Battlefield Representation 
SWORD is a constructive simulation that is natively used to immerse brigade and division command post staff in 
large-scale conflicts, stabilization operations, terrorist threats or natural disasters. SWORD simulates a diverse 
range of situations in realistic environments and, powered by Direct AI, lets trainees lead thousands of autonomous 
subordinate units (at platoon and company levels) on the virtual field. Agents can receive operation orders and 
execute them without additional input from the players, while adapting their behavior accordingly as the situation 
evolves. 
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Figure 5. SWORD Layers 
 
Their behaviors are validated by doctrinal experts and end users. Their model depends on algorithms that let agents 
perceive, move, communicate, shoot, and provide the capacities of underlying equipment, as specified in a 
database. As military officers at HQ or in the field do, each unit makes autonomous decisions based on the doctrine 
that describes the expected course of action and the results of each mission, its current mission, its operational 
state, the tactical situation, the terrain, the time elapsed, etc. 
3. Making Sense of Data through Smart Visualization and Processing 
3.1 Methodology Used 
As discussed earlier, one of the effects of many information systems is a tendency for information overload, which 
invariably leads to a state of decision-making paralysis. Indeed, identifying and presenting only strictly relevant 
information to decision makers is key. As a rule, the volume of information used by the lead decision maker is 
surprisingly limited, immediately implying that a large part of the information collected has no impact on decision 
making. Information communicated to the lead decision maker must therefore be a high level summary. For 
instance, commanders of large numbers of units do not make decisions based on reports from hundreds of tanks, 
but rather on their perception of the enemy's movement, their overall understanding of a maneuver, the sum of the 
states of units, etc. Consequently there is a need to develop software that sorts, classifies, and synthesizes 
information.  
Our first work consisted in defining which information is needed by which officer. 
 
Figure 6. Example of a Complex Tactical Situation 
 
For each cell officer, let us ask: what information is needed; what is the expected, standard evolution of a situation? 
Conversely, when the unexpected occurs, which particular events would require an alert? 
Our work is based on close collaboration with officers based at French army headquarters, whose approach is 
broadly similar to that of all major armies. 
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Together with military experts, and simultaneously consulting current doctrine, we attempted to analyze the type 
of innovative information that could be brought into command and control centers to improve their understanding 
of the situation and by extension help their decision-making processes.  
We concluded that by combining reports from the field, algorithms, current status information, and AI, it is possible 
to offer an automated and dynamic calculation of a representation of the battlefield, and its possible evolution. The 
idea here is not to replace a command and control system, but rather to improve situation awareness and to provide 
automatic warnings for specific events that require urgent investigation by the officer. 
In this first implementation of a new approach to decision-making support, we suggest the following list of data 
that could feasibly be given to HQ officers in an effort to support the tactical situation synthesis, support/supply 
management, units in the field, and the conception of the next maneuver. The table below allows you to follow the 
results of our analysis of user needs, classified by HQ cell. 
 
 
Figure 7. Analysis of Smart Data Needs of HQ Cell 
 
3.2 Unit Management 
With the imminent arrival of the Scorpion program, that aims to modernize the French fleet with massive 
digitization, operators will receive a huge amount of reports from the battlefield. The next generation of command 
and control systems will need a filtering system indicating whether the reports generally show a normal evolution 
of the situation of the current mission, or, on the contrary, units are encountering an unforeseen event or difficulties 
on the battlefield. In order to help the management of units in the field, we propose an automatic filter and synthesis 
of the situation adapted to the specific needs of the operator. The purpose here is not to replace the traditional 
command and control system but to enhance it by alerting the HQ officer on specific events, offering a global 
summary of the state of units and synthesizing the state and the capacities of units. 
The following are descriptions of functionality that this tool should cover. 
3.2.1 Reports Sorting & Automated Warnings Adapted to the Context 
The tool should automatically sort the reports depending on their importance. For example, the importance of 
detecting enemy units is not the same when performed by units at the rear of the battlefield, as opposed to those 
that are involved in an offensive mission.  
The tool should also adapt the warning to the context. For example, calculating the time spent by units in specific 
zones, such as NRBC or fire zones, does not compare to sending alarms to the operator when the units need to be 
replaced. 
3.2.2 Operational/Logistical State Dynamic Calculation 
Such a tool must be able to propose an automatic calculation of the global operational state of units, where major 
and other equipment are differentiated. In the same way, it must also be possible to propose a synthesis of the 
global logistical state of each unit. This information needs to be shown in a clear and simple way on the map, for 
instance with a life bar that describes the operational state of the unit and another bar to indicate the its logistic 
status. 
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3.2.3 Mission Feasibility Check 
Automatic calculation of resources needed for a mission, warning the operator whether the selected unit has enough 
resources to complete it. In a similar vein, checking whether there is an open path to mission locations, and warning 
the operator whenever a point cannot be reached. 
3.2.4 Dynamic Geographic Sustainment Coverage 
For all the branches that provide a service (communication, indirect fire, etc.), the system must be able to calculate 
the geographic area covered by the service. The calculation depends on the terrain, the tactical situation, and 
remaining resources. For example, one will be able to show the geographic area covered by communication 
capacity, or the total area that artillery units can collectively attain, while factoring in the presence of major 
equipment, and the logistic status. As a result this system will be able to alert a unit or specific geographic objective 
whether they are within a covered area. 
3.2.5 Times/Duration Availability Warnings 
Some specific units or missions, for example in artillery or engineering, need precise times for installation or 
preparation. Consequently, at a given moment, units can be available for action, while others are moving, installing, 
or packing. The system can also provide the time required for construction, the effects of drying, and schedule the 
availability of engineering units. 
3.2.6 Summary of the Tactical Situation 
The purpose here is to provide the automatic generation of tactical maps. Using simulation algorithms, we can 
offer the automatic synthesis of the battlefield: terrain occupation, the local force ratio, the global maneuver, the 
scheduled effects on the terrain and enemies. 
3.2.7 Occupying the Terrain 
 
Figure 8. Terrain Occupation 
 
The system can calculate the total area occupied by all units, the entire perception zone based on available 
equipment, the current missions of units, and the potential area covered by fire. These calculations can be 
performed on the basis of the hierarchical level of units, their equipment capacities, current missions, and positions. 
Moreover, calculations of the density of forces could be added to provide an indication of the global force 
deployment at a glance. 
 
Figure 9. Perception Capacities 
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Figure 10. Direct Fire Capacities 
 
3.2.8 Local Force Ratio 
As seen earlier, the simulation calculates the force ratio of each agent, based on its knowledge of the tactical 
situation. It is therefore possible to offer a dedicated view of the local force ratios, which provides an insight into 
which forces, or area, may require reinforcements. 
 
Figure 11. Local Force Ratio 
 
3.2.9 Tactical Line Generation and Maneuver Summary 
Based on current missions, knowledge of enemies, and capacities of units, we can generate a global maneuver 
summary, which includes a calculation of tactical lines, such as the Forward Line of Own Troops (FLOT), Limit 
Of Advance (LOA), Line of Contact (LC). 
  
Figure 12. Maneuver Summary 
 
3.2.10 Support/Supply Management 
For each unit on the battlefield, we provide a calculation of the time taken to be in a position to support a unit 
facing an enemy. To achieve this, the simulation calculates the best route for each unit. This calculation takes into 
account all equipment capable of direct or indirect fire, known enemy positions, the terrain, friendly and enemy 
engineering works, tactical limits, etc. A filter could then offer a choice from logistic, direct or indirect fire support. 
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The calculation can be reversed to automatically compute the time required to cover support units (medical, supply, 
etc.). This would include a means of calculating the time taken to reach all units that a medical supply unit is in 
charge of, and to generate warnings if the maximum time is exceeded. 
 
 




Figure 14. Support Duration for Units 
 
Through the simulation, it is possible to easily identify the entities that could support a unit or fire at an enemy 
and within which timeframe when taking into consideration the terrain and the capacities of the units.  
 
3.2.11 Current effect applied layer 
Figure 15. Effect Layer 
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According to the past and current missions of the units it is possible to provide a view of the main effects applied 
by units on the field: intelligence, attack, support, defense, engineering, etc. 
To take this analysis further based on the expected effects approach, we could provide a maneuver view that relies 
on the major expected effects regarding the enemy and terrain. For example one could produce a map that 
differentiates between zones that must be recognized, conquered, controlled, etc., or enemies that must be 
eliminated or stopped. This could be achieved through the interpretation of the advancement of current missions, 
and the nature of planned missions. 
3.3 The “What if” Function 
As explained earlier, the wargaming use case is the most common use of a multi-agent simulation as a decision 
support system at headquarters. The idea here is to offer an easy way to evaluate the current plan using the current 
knowledge of the enemy, or to simulate alternative options, hence “What if”. 
The main difficulties here are as follows: 
 It must be simple enough for the user to give orders. Several options are available: prepared orders, very 
simple orders at a high level in the hierarchy (battalion, for example), graphical orders, etc.  
 The user interface must be able to provide a bird's eye view of the situation that includes both friendly and 
enemy units. Furthermore, we must provide the option to give orders to enemy forces.  
 The user must be able to modify the current situation, in order to view alternative, plausible situations. 
Examples include changing the order of battle, modifying the position and state of units, adjusting the enemy 
scenario, etc. 
4. Conclusion and Early Results  
4.1 Recommended Prerequisite Architecture 
Here we outline a setup based on a multi-agent battlefield representation, which lets us offer: 
 Smart data visualization tools: raw data is processed by algorithms in the multi-agent simulation, which gives 
them meaning and allows for immediate use through synthesis, generation of alerts, etc. 
 Smart data exploitation tools: data can be the starting point for Artificial Intelligence processing, as it is in 
simulations or machine learning, with a view to help plan or evaluate next steps and future actions, or to go 
beyond this and help improve intelligence gathering or course of action analysis, etc. 
 
Figure 16. Architecture Hypothesis 
ijas.ideasspread.org   International Journal of Applied Science Vol. 2, No. 3; 2019 
 11 Published by IDEAS SPREAD 
 
All innovative methods proposed here depend on two principal prerequisites: 
 a database containing all friendly equipment, plus presumed enemy equipment. Descriptions of all types of 
equipment must be accompanied by effect descriptions, to enable the simulation of the battlefield. 
 the integration of the command and control systems within the tools described above, with a view to 
importing all data into the simulation: unit positions, logistic states, enemy knowledge, engineering work, 
NRBC zones, available missions, etc. 
We then have to design a data representation that provides an easy-to-understand, intuitive display of processed 
information. The last issue to be dealt with is the nature of the add-on tools we offer: should they be integrated 
into specific command and control systems, or be separate, mobile devices, such as tablets. 
4.2 Status Report and First Results 
We have already enriched SWORD functionality by making it possible to send queries that can retrieve 
information concerning the internal representation of the simulation. Development of data exploitation aspects has 
already begun, an example of which is shown above. Another example is shown earlier in Figure 6: Terrain 
occupation. Early developments aimed at tactical situation synthesis and service coverage have already proved 
that the idea is valid, and that the SWORD simulation is ideally suited as a candidate for proof of concept, and will 
allow us to reap the benefits of this innovative approach.  
All work will be evaluated during training sessions with the military, who will be the first to examine this 
alternative display, whose primary aim is to enhance situation awareness. 
4.3 Key Takeaways 
 The digitization of the army will impact decision processes at every level and officers will need next-
generation tools to enhance their situation awareness. 
 The use of the low-level AI layer and constructive simulation (combined with enhanced equipment and unit 
databases) connected to real data directly from the field can produce innovative information and help the 
work of officers. 
 This new tool can provide a smart synthesis of the tactical situation, smart alerts according to the context and 
the current maneuver, smart calculations of realistic timeframes and geographic scope capacities, etc. 
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