A new parameterized binary relation is used to define minimality concepts in vector optimization. To simplify the problem of determining minimal elements the method of scalarization is applied. Necessary and sufficient conditions for the existence of minimal elements with respect to the scalarized problems are given. The multiplier rule of Lagrange is generalized. As a necessary minimality condition a Karush-KuhnTucker-condition is obtained. The results are applied to optimization problems in finite-dimensional vector spaces.
Introduction
To compare elements of a real Hilbert space Y , in a recent paper [13] we have introduced a subset C ϕ ⊂ Y and a new parameterized binary relation ϕ (see also [12] ). We have defined C ϕ respectively ϕ by a map ϕ depending on linear operators A and B and a vector a ∈ Y . Relating to these parameters we have investigated the geometrical and topological properties of C ϕ , including the questions when C ϕ Y , C ϕ is bounded, convex or closed and so on.
In this paper we are particularly interested in the properties of the binary relation ϕ . Using it, in Section 2 we define some new minimality concepts like strong, weak and proper minimality. Since it is often difficult to establish the existence of optimal elements in vector optimization, the given problem should be replaced by a suitable scalarized optimization problem with a real valued objective function (see Jahn [6] , [7] , [9] ). The solution of the transformed problem can be easier determined in general. Using the methods of scalarization, in Section 3 we obtain necessary and sufficient conditions for minimal, strongly, properly and weakly minimal elements. In Section 4 we generalize the multiplier rule of Lagrange for our minimality concept and obtain, as a necessary condition for minimality, a Karush-Kuhn-Tucker-condition. Finally we apply the Lagrange multiplier rule to special optimization problems in Y = R n and Y = S n .
Properties of ϕ and Some Definitions of Minimality
To define the binary relation ϕ we follow the lines in [12] , [13] : Furthermore, for x, y ∈ Y we introduce the parameterized binary relation which plays the central role in this paper.
x ϕ y :⇐⇒ y − x ∈ C Y or, if not, y − x ∈ C ϕ . (2.3)
To obtain best possible results we make the following convention.
Let A be positive semidefinite and B be negative semidefinite. (2.4)
Remark 2.1 The additional hypotheses on A and B imply that x, Ax ≥ 0 and y, By ≤ 0 for all x, y ∈ Y . We have shown in [12] , [13] that then int(C ϕ ) = ∅, C ϕ is convex and contained in the half space H + := {z ∈ Y : a, z ≥ 0}. Moreover, we have determined the dual set C * ϕ of C ϕ and the contingent cone at an arbitraryz ∈ C ϕ ∩ H where H := {z ∈ Y : a, z = 0}. Thus, it follows that C ϕ has the most substantial mathematical structure under our convention.
Analogously to C ϕ we define the set D ϕ by D ϕ := z ∈ Y : ∃ x, y ∈ Y : z = y − x, x ϕ y .
(2.5)
Remark 2.2 (i) It is easily seen that
(ii) By [12] , Th. 1.17 the relation ϕ represents a partial ordering iff D ϕ is a convex cone.
(iii) An example for a convex cone D ϕ is given by Example 2.100 in [12] (C Y = R Minimal elements are usually defined with respect to a partial ordering, i.e., an ordering cone is needed (see Jahn [9] , pp. 103). Since in our situation D ϕ could fail to be a cone, we here present minimal concepts in a more general way. To obtain reasonable connections between our different concepts we assume the property
Since by (2.4) the inclusion C ϕ ⊂ H + holds, we are then actually concerned with the situation that D ϕ ⊂ H + . For the general case (without assuming (2.6)) we refer to Weidner [16] . In that paper several minimality concepts have been defined with respect to general subsets D of Y with the only property that D \ {0 Y } = ∅.
Let us now assume that (2.6) is always satisfied in the following.
The following characterization of D ϕ -minimal elements can be easily verified (see [12] , Lemma 3.3).
The following statements are equivalent.
Remark 2.5 Weidner [16] , pp. 89 defines so-called efficient elements according to Lemma 2.4, (b) as a criterion for optimality.
The simple proof of the following lemma is given in [12] , Lemma 3.6.
Of course, a minimal (or more general an optimal) element could be interpreted as a lower bound of a given set. This leads to the following notation.
The following statement is an easy consequence of the above definitions.
To define the next minimality notion we need the concept of a contingent cone. Definition 2.10 Let (X, || · ||) be a real normed space and S ⊂ X, S = ∅.
(a) Let somex ∈ cl(S) (the closure of S) be given. An element h ∈ X is called a tangent to S atx, if there are a sequence (x n ) n∈N ⊂ S and a sequence (λ n ) n∈N of positive real numbers such that
(b) The set T (S,x) of all tangents to S atx is called contingent cone to S atx.
Remark 2.11 Vogel [14] , p. 78 uses contingent cones to define the properties local-efficient, local Bayes and properly efficient. Moreover, proper minimality (defined by contingent cones) plays an important role in the research of Borwein ([1] , [2] ). In this context we introduce proper D ϕ -minimality as follows.
Finally, we discuss a weaker property than the above defined minimality concepts. For this purpose let us observe that int(D ϕ ) = ∅ by Remark 2.1.
The following lemma shows a connection between the concepts of D ϕ -minimality and weak D ϕ -minimality (see [12] , Lemma 3.15 for the simple proof).
The next result presents a useful property of weakly D ϕ -minimal elements (see [12] , Lemma 3.16 for the simple proof). As we have shown in [12] , Ex. 3.8, C ϕ satisfies the equality
we then obtain
Let us consider the set
Then, it is easily seen that x is a D ϕ -minimal element of T and, in view of Lemma 2.14, also a weakly D ϕ -minimal element of T . To argue that the converse of Lemma 2.15 is not true we observe that
Thus, it follows thatx fails to be a weakly D ϕ -minimal element of T + D ϕ .
Scalarization
As we have already explained in the introduction, a given problem in vector optimization can sometimes be better handled after replacing it by a suitable scalarized optimization problem with a real valued objective function. Since the theory of scalarized optimization is largely studied, the solution of the transformed problem can be easier determined in general. Mainly two methods of scalarization are applied, by using linear or nonlinear functionals respectively norms or semi-norms (see [6] , [7] , [9] ). In [3] - [5] nonlinear functionals are constructed to separate nonconvex sets. The properties of such functionals are discussed in detail in [17] , [18] . Moreover, in [5] results on scalarization are obtained for the case of weakly and properly efficient elements which have been first defined and studied in [15] and [16] . Let us again assume that D ϕ is given as in Section 2, i.e., D ϕ ⊂ H + . Applying the above mentioned methods of scalarization, in the following subsections we derive some necessary and sufficient conditions for D ϕ -minimal, properly D ϕ -minimal and weakly D ϕ -minimal elements of a set T . For our studies we can come back to Definition 2.12 and Lemma 2.14 observing that every sufficient condition for proper D ϕ -minimality is sufficient for D ϕ -minimality and also for weak D ϕ -minimality. On the other hand, every necessary condition for weak D ϕ -minimality is necessary for D ϕ -minimality and also for proper D ϕ -minimality.
(a) A functional f : T 2 → R is called monotonically increasing (resp. strongly monotonically increasing) on T 1 , if for everyx ∈ T 1 the condition
holds.
(b) A functional f : T 2 → R is called strictly monotonically increasing on T 1 , if for everyx ∈ T 1 the condition
Remark 3.2 (i)
Of course, every strongly monotonically increasing functional on T 1 is also strictly monotonically increasing.
(ii) It is well-known that a linear functional l : Y → R on a real Hilbert space (Y, ·, · ) is given by a scalar product v, · with v = v(l) ∈ Y . Since this special representation is irrelevant in the following, we use the general notion l.
Scalarization concerning D ϕ -minimality
Let us begin our studies on scalarization with the property of D ϕ -minimality.
Theorem 3.3
Let T ⊂ Y , T = ∅ and assume that the set T +D ϕ is convex. Moreover, assume for somex ∈ T thatx is both a D ϕ -minimal element of the set T and a D ϕ -minimal element of the set
This theorem has a generalized analogue in Section 3.3, namely Theorem 3.14. Hence, the statement follows immediately from that result.
Remark 3.4 As we have shown by Example 2.16, a D
Hence, such a property has to be additionally assumed in Theorem 3.3. However, this assumption becomes redundant if the minimality is defined by an ordering cone C Y (see [9] , Th. 5.4).
We are now in position to establish a characterization of D ϕ -minimality by using linear functionals.
Theorem 3.5 Let T ⊂ Y , T = ∅ and assume that D ϕ is closed, convex and pseudo-pointed. Then, an elementx ∈ T is a D ϕ -minimal element of T iff for every x ∈ T \ {x} there are a continuous linear functional l ∈ Y * \ {0 Y * } and an α ∈ R such that
If this is the case, then
Proof: Letx ∈ T be a D ϕ -minimal element of T . Since D ϕ is pseudopointed, by Lemma 2.6 this means
This property is equivalent to
Since D ϕ is nonempty, convex and closed, the set {x} − D ϕ has the same properties. Hence, we can apply a well-known separation theorem (see [9] , pp. 75): (3.5) is then equivalent to the statement that for every x ∈ T \ {x} there are a continuous linear functionall ∈ Y * \ {0 Y * } and anᾱ ∈ R such that
With l := −l and α := −ᾱ (3.6) is equivalent to assertion (3.2). Moreover, inequality (3.3) follows immediately from (3.
We are now able to present another necessary and sufficient condition for D ϕ -minimality where the normal vector a of H plays an important role. The rather elementary proof can be found in [12] , Th. 4.7.
Assume that D ϕ is pseudopointed. Then the following statements hold.
(a) If the property a,x ≤ a, x is satisfied for all x ∈ T , thenx is a D ϕ -minimal element of T .
(b) If T is convex, then the converse of statement (a) is also true.
The hypothesis on T to be convex is essential in statement (b) as the following example shows.
We define A, B, the nonconvex set T and vectors a,x ∈ R 2 as in Example 2.16. Then, D ϕ is pseudo-pointed andx = 0 R 2 is a D ϕ -minimal element of T . On the other hand, setting v := (−2, 1)
Hence, the converse of Theorem 3.6 (a) does not hold.
Using the induced norm on Y we give a sufficient condition for D ϕ -minimality.
and ||x −x|| ≤ ||x −x|| for all x ∈ T. To prove the statement we need a lemma (see [9] , pp. 129 for the proof).
Lemma 3.9 Let T ⊂ Y , T = ∅. Moreover, let a functional f : T → R and anx ∈ T be given such that
(3.9)
Then the following statements hold.
(a) If f is monotonically increasing on T andx is uniquely determined by
(c) If f is strictly monotonically increasing on T , thenx is a weakly D ϕ -minimal element of T .
Proof of Theorem 3.8: We prove only statement (a); the proof of (b) follows analogously. For this purpose we follow the arguments in [9] , p. 131, but without the concept of an ordering interval. Of course, we can apply Lemma 3.9 (a) after having shown that the functional f : T → R, f (x) := ||x −x|| is monotonically increasing on T . Lett ∈ T be given. We have to show that f (x) ≤ f (t) holds for every
Moreover, using that x ∈ {t}−D ϕ ∩T and (3.10) we obtain t −x − x−x = t − x ∈ D ϕ and x ∈ {x} + D ϕ . This implies
Since by assumption || · || is monotonically increasing on D ϕ , the relation
follows. Hence, f is monotonically increasing on T . Since by assumptionx is uniquely determined by (3.8) , it is a D ϕ -minimal element of T by Lemma 3.9 (a). 2 Remark 3.10 Property (3.7) obviously means thatx can be considered as a lower bound of T . But also for the case when T does not satisfy such a property, approximation problems are suitable for determining D ϕ -minimal elements of T . This is, however, only possible under additional hypotheses on D ϕ as the following result shows (see [12] , Th. 4.11 for the proof). 
Scalarization concerning proper D ϕ -minimality
We give here a sufficient condition for proper D ϕ -minimality under a strong additional hypothesis on D ϕ .
If the norm || · || is strongly monotonically increasing on D ϕ and if there is an x ∈ T such that ||x −x|| ≤ ||x −x|| for all x ∈ T, (3.12)
thenx is a properly D ϕ -minimal element of T .
Proof:
We follow the arguments in [9] , p. 134. But in contrast to that, our set D ϕ is not assumed to be pseudo-pointed. Therefore, we have to make slight changes within the proof.
Since || · || is strongly monotonically increasing on D ϕ and, therefore, on
is strongly monotonically increasing on T . Hence, by Lemma 3.9 (b),x is a D ϕ -minimal element of T .
Next we want to show that 0 Y is a D ϕ -minimal element of the contingent cone T (T + D ϕ ,x) . Sincex ∈ T , T − {x} ⊂ D ϕ and D ϕ + D ϕ ⊂ D ϕ , for all x ∈ T and d ∈ D ϕ we obtain
Moreover, since || · || is strongly monotonically increasing on D ϕ , from (3.12) -(3.14) we conclude
This implies ||x −x|| ≤ ||x −x|| for all
It is easily seen that f is continuous and convex. Then, using (3.15) and a known result on contingent cones (see [9] , pp. 94) we obtain the inequality ||x −x|| ≤ ||x −x + h|| for all h ∈ T (T + D ϕ ,x). 
Sincex ∈ T and T ⊂ {x} + int(D ϕ ), the propertyx −x ∈ int(D ϕ ) holds. Hence, there is a λ > 0 such thatx −x + λx ∈ D ϕ resp. λx ∈ {x −x} + D ϕ . Then, since T (T + D ϕ ,x) and −D ϕ (by Remark 3.12) are cones, we obtain
Moreover, λx / ∈ D ϕ , because x / ∈ D ϕ . Altogether, the inclusion
is violated, a contradiction to the property that 0 Y is a D ϕ -minimal element ofT . This completes the proof. 
Scalarization concerning weak D ϕ -minimality
First we give a necessary condition for weak D ϕ -minimality generalizing Theorem 3.3.
Theorem 3.14 Let T ⊂ Y , T = ∅ and assume that the set T + D ϕ is convex. Moreover, assume for somex ∈ T thatx is both a weakly D ϕ -minimal element of the set T and a weakly D ϕ -minimal element of the set T + D ϕ . Then, there is a linear functional l ∈ Y \ {0 Y } such that
(3.18)
Proof: Sincex is a weakly D ϕ -minimal element of T + D ϕ , by Definition 2.13 we obtain
Let an arbitrary t ∈ T be given. It is then easily seen that
We want to show that int(T + D ϕ ) ∩ {x} = ∅. On the contrary suppose that We define w ∈ Y by w :=x − λz. Using (3.21) we obtain
using Remark 2.2 und (3.19) we obtain
This implies λz = λz − 0 Y ∈ int(C ϕ ) (see also [12] , Th. 2.37). Thus, it follows w =x − λz ∈ {x} − int(C ϕ ) and ||w −x|| = || − λz|| = λ ||z|| < , i.e., w ∈ B (x), a contradiction to (3.20) . Since int(T +D ϕ )∩{x} = ∅, we can apply a well-known separation theorem (see [9] , pp. 72) to the convex sets T + D ϕ and {x}. Hence, there are a linear functionall ∈ Y \ {0 Y } and anᾱ ∈ R such that T ∈ T we obtain a T v = (1, 1)(−2, 1)
Hence, the converse of Theorem 3.15 (a) does not hold.
We now give a sufficient condition for weak D ϕ -minimality of subsets T which have a lower bound. Proof: The statement can be verified by similar arguments as in the proof of Theorem 3.8.
2 We finish this section by giving another sufficient condition for weak D ϕ -minimality.
Theorem 3.18 Let T ⊂ Y , T = ∅ and assume that
Moreover, let anx ∈ T be given. If the norm || · || is strictly monotonically increasing on D ϕ and if there is an elementx ∈ T ∩ {x} − D ϕ such that ||x −x|| ≥ ||x −x|| for all x ∈ T ∩ {x} − D ϕ , thenx is a weakly D ϕ -minimal element of T .
Proof: The statement can be verified by similar arguments as in the proof of Theorem 3.11 (see also [12] , Th. 4.20). 2
Karush-Kuhn-Tucker-Condition
In this section we generalize the multiplier rule of Lagrange for the concept of D ϕ -minimality. For this purpose we consider an abstract optimization problem with constraints given by equalities and inequalities. As a necessary condition for minimality we establish a Karush-Kuhn-Tucker-condition (KKT). We restrict ourselves to the concept of weak D ϕ -minimality considering the fact that a necessary condition for weak D ϕ -minimality is also necessary for D ϕ -minimality (see Lemma 2.14). Moreover, to obtain such conditions we use Fr?chet differentiable maps. It is also possible to formulate the Lagrange multiplier rule by means of a more general class of differentiable maps (see e.g. [10] ). We finally apply our results to the case of finite-dimensional Hilbert spaces, especially studying two concrete optimization problems. Our studies have been motivated by known results on KKT-conditions which can be found in [8] , pp. 187 and [9] , pp. 161. More detailed, we are now concerned with the following situation:
Assume that (X, || · || X ) and (Z 2 , || · || Z 2 ) are real Banach spaces. Moreover, let (Y, ·, · ) be the given real Hilbert space and (Z 1 , || · || Z 1 ) be a partial ordered normed space with ordering cone C Z 1 such that int(C Z 1 ) = ∅. Assume that D ϕ is convex and satisfies
Let maps f : X → Y, g : X → Z 1 and h : X → Z 2 be given.
Assuming that S = ∅ we consider the abstract optimization problem
The map f is called objective function. This leads to the following definition.
Definition 4.1 Assume that (4.1) is satisfied and consider the abstract optimization problem (4.2). An elementx ∈ S is called a D ϕ -minimal (resp. weakly D ϕ -minimal) solution of problem (4.2) if f (x) is a D ϕ -minimal (resp. weakly D ϕ -minimal) element of the image set f (S).
To establish a necessary condition for weakly D ϕ -minimal solutions of problem (4.2) we are first concerned with contingent cones. Theorem 4.2 Let (X, || · || X ) be a real normed space and S ⊂ X, S = ∅. Moreover, let (Y, ·, · ) be the given real Hilbert space and assume that K ⊂ Y such that K is convex and int(K) = ∅. Let a map r : X → Y be given. If r is Fr?chet differentiable at anx ∈ S with r(x) ∈ −K, then h ∈ T (S,x) : r(x)+r (x)(h) ∈ −int(K) ⊂ T x ∈ S : r(x) ∈ −int(K) ,x .
To prove this theorem we need a known auxiliary result (see [18] , p. 7). Lemma 4.3 Let X be a real topological linear space and S ⊂ X such that S is convex and int(S) = ∅. If x ∈ S and y ∈ int(S), then
Proof of Theorem 4.2:
In the first part we follow the lines in [9] , pp. 163. In the second part we complete the proof by applying Lemma 4.3 (we need this auxiliary result, because K fails to be a cone in general; hence, some arguments used in [9] cannot be applied). Let an arbitrary h ∈ T (S,x) be given such that
If h = 0 X , the statement trivially follows. Hence, let h = 0 X . Then, there are a sequence (x n ) n∈N of elements x n ∈ S and a sequence (λ n ) n∈N of positive real numbers such thatx = lim n→∞ x n and h = lim n→∞ λ n (x n −x). Since h = 0 X , it is easily seen that lim n→∞ λ n = ∞ and there is an N ∈ N such that x n −x = 0 X for all n ≥ N . Now defining h n := λ n (x n −x), n ∈ N, we obtain
Next we verify the identity
Since by assumption r is Fr?chet differentiable atx, using the above arguments we obtain
This together with lim n→∞ r (x)(h n − h) = r (x)(0 X ) = 0 Y implies (4.5). By (4.3) and (4.5) there is an N 1 ∈ N such that
Moreover, since lim n→∞ λ n = ∞, there is an N 2 ∈ N such that 1 λn < 1 for all n ≥ N 2 . Set N := max{N 1 , N 2 }. Since r(x) ∈ −K, using (4.4), (4.6) and Lemma 4.3 we then conclude that
i.e., r(x n ) ∈ −int(K) for all n ≥ N. But this implies that
which completes the proof of Theorem 4.2. 2 Now using Theorem 4.2 and the well-known Theorem of Lyusternik (see e.g. [10] , [11] , [19] or [8] , pp. 96) we can establish a necessary condition for a weakly D ϕ -minimal solution of problem (4.2).
Theorem 4.4 Let the abstract optimization problem (4.2) be given such that (4.1) is satisfied and assume thatx ∈ S is a weakly D ϕ -minimal solution of (4.2). Moreover, let f and g be Fr?chet differentiable atx, let h be continuously Fr?chet differentiable atx and h (x) be surjective. Then, there is no x ∈ int(Ŝ) such that
Proof: On the contrary, assume that there is an x ∈ int(Ŝ) such that
We distinguish two cases.
First case. Assume that x =x. This implies
, contradicting (4.1) where we have assumed that D ϕ ⊂ H + . Second case. Assume that x =x. Since Theorem 4.2 and also the Theorem of Lyusternik are available, this case can be treated analogously to a more special case in [9] , pp. 165.
2 We are now in position to formulate the announced generalization of the Lagrange multiplier rule. For verifying the following result the separation theorem of Eidelheit (see [9] , p. 74) and Theorem 4.4 play an essential role. Theorem 4.5 Let the abstract optimization problem (4.2) be given such that (4.1) is satisfied and assume thatx ∈ S is a weakly D ϕ -minimal solution of (4.2). Moreover, let f and g be Fr?chet differentiable atx, let h be continuously Fr?chet differentiable atx and let the image set h (x)(X) be closed. Then, there are a real number λ ≥ 0 and continuous linear functionals u ∈ C * Z 1
and v ∈ Z * 2
and
If in addition, there is an elementx ∈ int(Ŝ) such that g(x) + g (x)(x −x) ∈ −int(C Z 1 ) and h (x)(x −x) = 0 Z 2 , and if the map h (x) is surjective, then λ > 0.
To verify Theorem 4.5 we need an auxiliary result which is a direct consequence of Theorem 2.102 in [12] .
Proof of Theorem 4.5: Using the same kind of arguments as in [9] , pp. 166 we conclude that there are continuous linear functionals t ∈ D * ϕ , u ∈ C * Z 1
Moreover, since D ϕ ⊂ H + , the equality D * ϕ = cone {a} follows from Lemma 4.6. Hence, there is a λ ≥ 0 with t = λa. Then, the assertion (4.7) follows directly from (4.9) .
If in addition, there is an elementx ∈ int(Ŝ) such that g(x)+g (x)(x−x) ∈ −int(C Z 1 ) and h (x)(x −x) = 0 Z 2 , and if the map h (x) is surjective, then the property t = 0 Y * follows from arguments used in [9] , p. 168. This implies λ > 0.
2 Remark 4.7 (i) The necessary optimality conditions presented in Theorem 4.5 generalize not only the Lagrange multiplier rule, but also the Fritz-Johnconditions. Moreover, if λ is positive (for instance, if the constraint qualification in the second part of Theorem 4.5 is satisfied), then we even obtain an extension of the Karush-Kuhn-Tucker-conditions (compare e.g. [9] , p. 168).
(ii) IfŜ = X, then inequality (4.7) simplifies to
We now apply the generalized multiplier rule stated in Theorem 4.5 to the case of finite-dimensional Hilbert spaces Y . Let us first consider a multiobjective optimization problem, i.e., we are concerned with problem (4.2) in the situation Y = R n .
Theorem 4.8 Let Y = R n and assume that f :
and h : R m → R p are given maps. Let R k be partially ordered by the natural ordering cone R k + . Assume that D ϕ is convex and satisfies D ϕ ⊂ H + . Let the feasible set S be defined by
Moreover, letx ∈ S be a weakly D ϕ -minimal solution of the multiobjective optimization problem min
and assume that f and g are differentiable atx and that h is continuously differentiable atx. Let an x ∈ R m be given such that
T (x−x) < 0 for all i ∈ I(x), ∇h i (x) T (x−x) = 0 for all i ∈ {1, . . . , p} where the index set I(x) is defined by I(x) := i ∈ {1, . . . , k} : g i (x) = 0 (the set of the active inequality restrictions atx). Finally, assume that the gradients ∇h 1 (x), . . . , ∇h p (x) are linearly independent. Then, there are multipliers u i ≥ 0 (i ∈ I(x)) and v i ∈ R (i ∈ {1, . . . , p}) with the property Proof: Applying Theorem 4.5 and Remark 4.7 we can similarly argue as in [9] , pp. 173 where a more special case has been considered.
2 We are now interested in the case when Y = S n where S n denotes the vector space of all real symmetric (n × n) -matrices. Let this finite-dimensional space be endowed with the inner product ·, · which is defined by Proof: Applying Theorem 4.5 and Remark 4.7 we can similarly argue as in [8] , pp. 204 where a more special case has been considered. (ii) Another subject not having studied in our paper would be a duality theory for optimization problems which are based on the relation ϕ .
